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ABSTRACT
Transient stability and sensitivity analysis of power systems are problems of enormous aca-
demic and practical interest. These classical problems have received renewed interest, because
of the advancement in sensor technology in the form of phasor measurement units (PMUs).
The advancement in sensor technology has provided unique opportunity for the development
of real-time stability monitoring and sensitivity analysis tools. Transient stability problem in
power system is inherently a problem of stability analysis of the non-equilibrium dynamics,
because for a short time period following a fault or disturbance the system trajectory moves
away from the equilibrium point. The real-time stability decision has to be made over this
short time period. However, the existing stability definitions and hence analysis tools for tran-
sient stability are asymptotic in nature. In this thesis, we discover theoretical foundations for
the short-term transient stability analysis of power systems, based on the theory of normally
hyperbolic invariant manifolds and finite time Lyapunov exponents, adopted from geometric
theory of dynamical systems. The theory of normally hyperbolic surfaces allows us to charac-
terize the rate of expansion and contraction of co-dimension one material surfaces in the phase
space. The expansion and contraction rates of these material surfaces can be computed in finite
time. We prove that the expansion and contraction rates can be used as finite time transient
stability certificates. Furthermore, material surfaces with maximum expansion and contrac-
tion rate are identified with the stability boundaries. These stability boundaries are used for
computation of stability margin. We have used the theoretical framework for the development
of model-based and model-free real-time stability monitoring methods. Both the model-based
and model-free approaches rely on the availability of high resolution time series data from the
PMUs for stability prediction. The problem of sensitivity analysis of power system, subjected
to changes or uncertainty in load parameters and network topology, is also studied using the
theory of normally hyperbolic manifolds. The sensitivity analysis is used for the identification
xand rank ordering of the critical interactions and parameters in the power network. The sen-
sitivity analysis is carried out both in finite time and in asymptotic. One of the distinguishing
features of the asymptotic sensitivity analysis is that the asymptotic dynamics of the system
is assumed to be a periodic orbit. For asymptotic sensitivity analysis we employ combination
of tools from ergodic theory and geometric theory of dynamical systems.
1CHAPTER 1. Introduction
Stability analysis of power systems, subjected to uncertainty has drawn substantial research
interest in past Djulkanovic et al. (1998b,a); Wang and Chen (2002). Efficient generation and
distribution of energy require commendable understanding of power system network dynamics.
The main motivation of this work is to address finite time stability problems for real time appli-
cations for the power network. We have adopted some tools from Ergodic Theory of Dynamical
Systems for the finite time stability analysis. The adopted and developed stability tools require
computation of stability indices as the system trajectory evolves. These tools are in essence
very much different from the classical stability tools that are based on linearization around
a fixed point. This work is also relevant from the perspective of real time stability analysis
applications, where the system trajectory has not converged to a neighborhood of a fixed point.
The stability tools for asymptotic analysis based on the linearization would not be adequate to
address these problems, and opens up possibility for fresh approaches.
Development of analysis and stability tools for network systems, aimed at power system ap-
plications, has to address two main challenges. The first challenge comes from the fact that
the stability analysis, that are addressed in this thesis, are carried out over a finite period
of time. The system is perturbed by some disturbance from an operating point, and we are
interested to assess the stability of the system in a finite time interval. In this finite time the
system trajectories might not reach a fixed point. Also, in some applications, the dynamics is
inherently of the non-equilibrium nature. Some examples of such non-equilibrium behavior are
The examples include inter-and intra-area oscillations among generators Klein et al. (1991);
Messina (2009), chaos in electric power grid Yu et al. (2003); Gugushvili et al. (1997) etc.
Faults and line outages drive the system away from the normal operating condition, result-
ing in non-equilibrium dynamics. Resulting Voltage instability could lead to a rise or fall of
2voltages at different buses. Consequences of voltage instability will be loss of loads, tripping
of transmission lines, and could lead to eventual cascade outages. The ability of the system
to maintain steady voltages at all the buses in the system following a fault or disturbance
decides the voltage stability. Based on the time frame of interest, the stability problem can be
classified as a short-term or long-term stability phenomena Kundur et al. (2004b). Short-term
large disturbance voltage stability is an increasing concern for industry because of the increas-
ing penetration of induction motor and electronically controlled loads. The short-term voltage
instability is mainly caused by stalling of induction motor loads, which draw six times reactive
power than that of the nominal one, following a contingency within a time frame of a few
seconds. Short term voltage stability problem is essentially a non-equilibrium problem. Most
of the research work in short-term voltage stability focuses on the dynamic modeling and ag-
gregation of fast acting load components like induction motor loads. The description of various
past incidents and analysis of short-term voltage stability problems are given in Diaz de Leon
and Taylor (2002). The impact of induction motor loads on voltage stability has been studied
in Otomega and Van Cutsem (2011). As the percentage of induction motor load increases,
the problem of short-term voltage stability becomes more pronounced, either in the form of
delayed voltage recovery or fast voltage collapse ner (2009). Recent detailed investigations on
load modeling and short-term voltage stability can be found in Richard Bravo, Robert Yinger,
Dave Chassin, Henry Huang, Ning Lu,Ian Hiskens, Giri Venkataramanan (2010), where issues
like air conditioner load modeling have been dealt. The use of synchronized phasor measure-
ments to detect long-term voltage instability, based on wide area monitoring, is presented in
Glavic and Van Cutsem (2009), and the method based on local measurements is given in Corsi
and Taranto (2008). While we have a good understanding and systematic tools for addressing
the small disturbance long-term stability problem, our understanding of the short-term large
disturbance problem is still primitive. The main challenge for monitoring short term voltage
instability is the short interval of time for taking pre-emptive action. Also, size of the net-
work and communication across the network add difficulty to the problem. The possibility of
modeling error also makes the short term voltage stability analysis problem difficult. Voltage
stability problem is also important from planning perspective. The recovery of voltage signal
3after fault is also to be analyzed to judge performance of the system. To classify different
zones and faults in the network according to performance is crucial for planning purposes. One
substantial challenge in this problem is the sheer size of the data, which is to be systematically
characterized.
The second among the challenges is the uncertainty, coming from various different sources.
There are several sources of uncertainty in power system dynamics - load and generation fluc-
tuation, line impedances, generator parameters, uncertainty in state estimation, un-modeled
dynamics, sudden change in network topology. Typically load models that are used for voltage
stability analysis are not accurate, due to uncertainty associated with the load and un-modeled
dynamics Diaz de Leon and Taylor (2002); Kundur et al. (2004b); Hockenberry and Lesieutre
(2004); Hiskens and Alseddiqui (2006); Zhang et al. (2010). Due to uncertainty associated with
various load and system parameters it is important to know the relative stability margin with
respect to the uncertainty in these systems parameters. Increasing penetration of renewable
sources, like wind and solar, in power grid has also increased uncertainty in operation. The
sources of uncertainty in renewable sources are due to random fluctuations in wind and cloud
patterns. Successful integration of renewable sources with power grid necessitates the stability
and control under uncertainty Gautam and Vittal (2009); Slootweg and Kling (2003); John-
son et al. (2006). In problems involving cyber security of electric power grid, the deliberate
alteration in network topology and parameters would result in deterioration in stability and
performance Schneidera et al. (2011).
In order to analyze the stability of systems with non-equilibrium dynamics, we have adopted
the stability tools, that are fit for analyzing stability of trajectories as opposed to fixed points.
The main premises of this thesis is to analyze the systems, that have stable or unstable at-
tracting structures. The proposed techniques rely on computing the stability certificates for
these structures. In order to analyze the stability of structures we have adopted the Theory
of normally hyperbolic structures. We have used a framework for computing the attraction
and repulsion rates of these structures to ascertain finite time rotor angle stability. The rotor
angle stability problem is essentially a finite time stability problem, which was approached
previously from an asymptotic approach. We have developed a theory to compute finite time
4stability boundaries, based on the normally hyperbolic attracting structures. Also, for real
time applications, we have adopted Lyapunov exponents in order to do stability analysis. The
finite time Lyapunov exponent computation is computing the shear expansion or repulsion of
a trajectory. The measurements from PMUs have been utilized for computation. The system
state is perturbed away from equilibrium for a short time period following a fault or distur-
bance. Due to the non-equilibrium nature of dynamics, involved during the transient phase,
we require a non-equilibrium notion of stability. The Lyapunov exponents can be thought of
as a generalization of eigenvalues from linear systems to nonlinear systems and provide infor-
mation about the divergence or convergence of nearby system trajectories. In particular, if the
maximum Lyapunov exponents of the system is negative (positive) then the nearby trajectories
of the system converges (diverges) and hence stable (unstable) system dynamics. The use of
Lyapunov exponents for transient rotor angle stability of power system is proposed in Liu et al.
(1994); Yan et al. (2011a). In particular, the system Lyapunov exponent is computed using the
data from the PMU and the system model.
The short time stability problem has been addressed both for angle and for voltage. The short
term stability or transient stability problem for power grid occurs over a very short 4− 10 sec
time period following a fault. This relatively short time period combined with the large size
of the power network make it difficult to develop a method that is reliable and provide timely
information about system stability. Existing methods employing power system model are not
particularly appropriate for real-time stability monitoring application because of the compu-
tational complexity associated with the system size. Furthermore, presence of various sources
of uncertainties in power system model could also be a cause of unreliable stability prediction.
Although the transient stability problem is a finite time problem, the available tools come
largely from asymptotic stability analysis. Also, PMU data are used for short-term voltage
stability monitoring and provide a data-driven, model-free, approach for online computation of
Lyapunov exponents.
Also, we have addressed the stability of a system with a stable attracting limit cycle, that
is subjected under uncertainty. Analysis of network systems with linear time invariant node
dynamics has been studied extensively in the context of consensus and distributed systems
5Shi and Johansson (2011). Because of the lack of systematic methods for the analysis of non-
equilibrium dynamics most of the existing approaches for the robustness analysis in network
systems focus on equilibrium dynamics Djulkanovic et al. (1998b). The stable limit cycle func-
tions as a attracting structure. We compute a stability certificate on the evolving trajectory of
the nominal system. Our proposed framework for robustness analysis is based on combinations
of tools from linear robust control theory Dullerud and Paganini (1999) and ergodic theory of
dynamical systems Lasota and Mackey (1994). Similar to the computational framework for
the transient stability, this framework is also developed for the attracting structure, which is
a limit cycle in this case. The framework developed to identify the critical links is aimed at fi-
nite time networks, shwoing non-equilirbium behavior. The computational framework involves
computation of expansion rates of disturbance vectors along the trajectory, which we term as
gains. These gains are in essence to similar to the other stability indices that have been used
in the thesis, as the computational techniques are similar in all these methods. Also, we have
proposed an analytical method to quantify the interaction among various different uncertain-
ties.
The rest of thesis is structured as follows. Chapter 2 outlines the tools, that are used for finite
time stability analysis. In Chapter 5 the short term voltage stability problem is described
and Lyapunov exponent based algorithm is also described. Analysis of short term rotor angle
stability is described in 4. In Chapter 6 we describe the stability analysis of system with stable
limit cycle, which is subjected to uncertainty.
6CHAPTER 2. Preliminaries
In this section, we introduce the tools, which we use to analyze the non-equilibrium dy-
namics in finite time.The tools are primarily capable of analyzing assessing the stability as the
trajectories evolve, as opposed to studying the linearized dynamics at a fixed point. We have
adopted the Theory of Normally hyperbolic surfaces along with Lyapunov exponents for the
finite time stability analysis. These tools are based on computing expansion rates along the
trajectory, which can provide important information about the stability. Also, we have used
the statistical tools to analyze the dynamical system namely the physical measure, which is
connected to Lyapunov exponent via Ruelle’s inequality.
2.1 Normally Hyperbolic Surfaces
The average asymptotic attraction (repulsion) rate of normally hyperbolic surfaces has been
termed as Lyapunov type number in Fenichel (1971). Lyapunov type number is the average
rate of normal repulsion of a particular trajectory. On the other hand, the maximum Lyapunov
exponent gives the average shear expansion rate along the trajectory. Computation of finite
time normal expansion rates for hyperbolic systems has been proposed in Haller (2011).This
method is suitable to ascertain finite time stability of a trajectory as opposed to a fixed point.
Before defining the rate of repulsion, we require to define material surface. The material surface
is defined as following Haller (2011),
Definition 1 A material surface M(t) is the t = const. slice of an invariant manifold in the
extended phase space X × [α, β], generated by the advection of an n− 1 dimensional surface of
initial conditions M(0) by the flow map Φ(x, t),
M(t) := Φ(M(0), t), dim (M(0)) = n− 1, t ∈ [0, T ].
7The schematic of the material surface is shown in Fig. 2.1.
!"
xn
x1,....., xn!1 #$!%&'$(")'*%"
M(t)	

M(0)	

Figure 2.1 Schematic of the material surface.
We want to express the attraction and repulsion property of this material surface over the time
interval [0, t]. To this end we consider an arbitrary point x0 ∈M(x0) and (n− 1) dimensional
tangent space Tx0M(0) of M(0) and one dimensional normal space Nx0M(0). The tangent
vector is carried forward by along the trajectory Φ(x0, t) by the linearized flow map given by
∇Φ(x0, t) into the tangent space
TΦ(x0,t) = ∇Φ(x0, t)Tx0M(0).
By the invariance property of the manifold M(0), the tangent vector at point x0 of M(0) are
propagated to the tangent vector at point Φ(x0, t) under the linearized flow ∇Φ(x0, t). However
this is not the case with the normal vector at point x0 to manifoldM(0). A unit normal vector
nx0 ∈ Nx0M(0) will not necessarily be mapped into the normal space NΦ(x0,t)M(t).
Definition 2 (Normal repulsion rate) Let nΦ(x0,t) ∈ NΦ(x0,t)M(t) denotes the family of
smoothly varying family of unit normal vector along the flow Φ(x0, t). The growth of perturba-
tion in the direction normal to M(t) is given by the repulsion rate and is given by
ρ(x0, n0, t) =
〈
nΦ(x0,t),∇Φ(x0, t)n0
〉
. (2.1)
8If ρ(x0, n0, t) > 1, then the normal perturbation to M(0) grows over the time interval [0, t].
Similarly, if ρ(x0, n0, t) < 1, then the normal perturbations to M(0) decreases.
Definition 3 (Normal repulsion ratio) The normal repulsion ratio is a measure of the ra-
tio between the normal and tangential growth rate along M(t) and is defined as follows:
v(x0, n0, t) = min|e0|=1,e0∈Tx0M(0)
〈
nΦ(x0,t),∇Φ(x0, t)n0
〉
|∇Φ(x0, t)e0| . (2.2)
If v(x0, n0, t) > 1, then the normal growth alongM(t) dominates the largest tangential growth
rate along M(t). From the point of view of computation, both the normal rate and ratio can
be computed using the following formulas Haller (2011).
ρ(x0, n0, t) =
1√〈n0, [Ct(x0)]−1n0〉 , (2.3)
where, Ct(x0) := ∇Φ(x0, t)∗∇Φ(x0, t).
v(x0, n0, t) = min|e0|=1,e0∈Tx0M(0)
ρ(x0, n0, t)√〈n0, [Ct(x0)]−1n0〉 . (2.4)
With the aid of normal repulsion rate and ratio, we define finite-time repelling (attracting)
material surfaces.
x0
xt
e0
n0 nt !"(x0, t)n0
!"(x0, t)e0
M(O)	
 M(t)	

Figure 2.2 The schematic for computation of normal expansion rate and ratio.
Definition 4 A material surface M(t) is normally repelling over time interval [0, T ] if there
exist numbers α, β > 0, such that, for all points x0 ∈ M(0), and unit normal vector n0 ∈
9!"#"$"
!"#"%"
(a)
!"#"$"
!"#"%"
(b)
Figure 2.3 (a) Normally repelling hyperbolic surface, (b) Normally attracting hyperbolic
surface.
Nx0M(0), we have Haller (2011),
ρ(x0, n0, t) ≥ eαt,
v(x0, n0, t) ≥ eβt.
A material surface M(t) is normally attracting over time interval [0, T ] if it is normally re-
pelling over [0, T ] in backward time. We call M(t) hyperbolic over [0, T ] if it is normally
attracting or normally repelling over [0, T ].
Figures 2.3 (a), and 2.3 (b) show the normally attracting and repelling material surfaces re-
spectively. All repelling or attracting material surfaces are not equally repelling or attracting.
Some material surfaces are more repelling or attracting than others. Material surfaces that
are maximally attracting or repelling occupy special place and name in the theory of normally
hyperbolic invariant manifolds. They are called as Lagrangian coherent structures. We have
following definitions in this direction.
Definition 5 Assume that M(t) is a normally repelling material surface over t ∈ [0, T ]. We
call M(t) a repelling LCS over [0, T ] if its normal repulsion rate admits a point-wise non-
degenerate maximum along M(0) among all locally C1-close material surfaces. We call M(t)
10
an attracting LCS over [0, T ] if it is a repelling LCS over [0, T ] in backward time. We callM(t)
a hyperbolic LCS over [0, T ] if it is repelling or attracting LCS over [0, T ].
With the aid of the following example we demonstrate the concept of the attracting and re-
pelling surfaces.
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Figure 2.4 (a) Normally repelling and attracting surfaces for saddle point, (b) Normal repul-
sion rate computed after 1 sec.
Example 6 We consider the system,
x˙ = x, y˙ = −y.
It can be observed that the y and x axes form the stable and unstable manifolds of the saddle
point. As we can observe from Fig. 2.9 (a) , the stable manifold y axis repels the nearby
trajectories and forms a repelling material surface. On the other hand the unstable manifold
x-axis forms the attracting material surface. This we verify by computing the normal expansion
rates. The normal expansion rate is more than 1 over a surrounding region of y axis. The y axis
form the Lagragian Coherent Structure for the system, as the normal expansion rate achieves
a local maxima along the y axis. The normal expansion rate turns out to be.
ρ(x0, n0, t) =
1√
nT0
(
(∇Φ(x0, t)))T ∇Φ(x0, t)
)−1
n0
,
11
Where,
(
(∇Φ(x0, t)))T ∇Φ(x0, t)
)
=
e2t 0
0 e−2t
 .
For this system the surfaces (0, y)T , and (x, 0)T forms the repelling and attracting material
surfaces, as we can observe in Fig. 2.9 (b). Also, it can be observed there is a small patch of
region around the y - axis, which has normal expansion rate more than 1. This means those
material lines are repelling for the finite time of our interest.
In this thesis, in order to analyze the systems with non-equilibrium dynamics, we have employed
the computational framework of normally hyperbolic surfaces Wiggins (1994).
2.2 Finite Time Lyapunov Exponent
!"#$%&'
()#*+,"-'
'
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Figure 2.5 The computational Scheme for normal expansion rate and Finite Time Lyapunov
Exponent.
Previously, we have shown that the normal expansion rates can detect the stability bound-
aries accurately, as stability boundaries form normally repelling hyperbolic structure. Also, we
have demonstrated the normal expansion rate can be used as a stability certificate. Normal
expansion rate computes the expansion in the normal vector along a trajectory. In this sec-
tion, we would introduce Lyapunov exponent (LE), which is also a similar estimate of rate of
expansion like normal repulsion rate. Finite Time Lyapunov Exponent (FTLE) computes the
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maximum local stretching for an initial condition Hadjighasem et al. (2013), and it is also ca-
pable of identifying the normally repelling hyperbolic surfaces (i.e. stability boundaries) under
some technical condition given in Haller (2011). First we introduce the definition of Lyapunov
exponent, and successively describe the finite time Lyapunov exponent (FTLE). Mathemati-
cal definition of maximum or principal Lyapunov exponent Katok and Hasselblatt (1995) in
asymptotic sense is is as follows,
Definition 7 Consider a continuous time dynamical system x˙ = f(x), with x ∈ X ⊂ RN . Let
Φ(x, t) be the solution of the differential equation. Define the following limiting matrix,
Λ¯(x) := lim
t→∞
[
∂Φ(x, t)
∂x
T ∂Φ(x, t)
∂x
] 1
2t
. (2.5)
Let Λ¯i(x) be the eigenvalues of the limiting matrix Λ¯(x). The Lyapunov exponents λ¯i(x) are
defined as
λ¯i(x) := log Λ¯i(x). (2.6)
Let λ¯1(x) ≥ λ¯2(x) · · · ,≥ λ¯N (x), then λ¯1(x) is called the maximum Lyapunov exponent.
Using results from Multiplicative Ergodic Theorem, it is known that the limit in Eq. (5.1) is
well defined Eckmann and Ruelle (1985). Furthermore, the limit in Eq. (5.1) is independent
of the initial condition, x, under the assumption of unique ergodicity of the system. Lyapunov
exponents can be thought of as the generalization of eigenvalues from linear systems to nonlinear
systems in asymptotic sense. The Finite Time Lyapunov Exponent (FTLE) is defined as
Shadden et al. (2005),
Definition 8 The Finite-Time Lyapunov Exponent (FTLE) στ (x0) at an initial point x0 for
time interval τ is defined as,
στ (x0) :=
1
τ
ln ‖ ∂Φ
∂x
(x0, τ) ‖ .
Figure 3.1 shows conceptually the computation of the normal expansion rate and FTLE.
An small ball around an initial condition is taken, and the initial conditions inside the ball are
considered. After finite time the evolving distance between any pair of initial condition inside
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the ball would be studied. The green vector shows the evolving normal direction, and will thus
be used to compute the normal expansion rate. On the other hand, the green vector gives
the direction, which gets maximum stretched in the in the finite interval, and thus be used to
compute the FTLE. Using the multiplicative ergodic theorem, it can be shown asymptotically
the Lyapunov exponent becomes independent of the initial conditions Eckmann and Ruelle
(1985).
2.3 Relation Between FTLE and Hyperbolic Surfaces
The FTLE tries to estimate maximum local expansion along the trajectory, and can be
used as a stability certificate for online stability monitoring. On the other hand, the repulsion
ratio measures the rate of expansion along the normal direction. For normally repelling sur-
faces the direction of the maximum expansion and the normal direction align with each other
asymptotically, which means that asymptotically the stability certificate obtained using both
normal expansion rate and FTLE will be the same. In order to obtain precise bounds of the
alignment, we introduce the following notations - let 0 < λ1(x0, τ) ≤ λ2(x0, τ), . . . λn(x0, τ) be
the eigenvalues of the matrix ∇Φ(x0, τ)T∇Φ(x0, τ), and ξ1(x0, τ), ξ2(x0, τ), . . . , ξn(x0, τ) be the
corresponding eigenvectors. It can be noted that στ (x0) =
1
τ log λn(x0, τ), and also ξn(x0, τ)
is the direction of the maximum expansion. The FTLE is the expansion along the ξn(x0, τ).
In Haller (2011), it was proved that for a repelling hyperbolic surface the angle between the
normal direction η0 and the direction of maximum expansion ξn(x0, τ) decays exponentially
faster, where the rate of the decay is given by negative of the repulsion ratio of the repelling
surface. Figure 2.6 depicts the asymptotic alignment of the two vectors. It was shown in
Haller (2011), the sine of the angle between two vectors αn satisfies the following condition,
sinαn(η0, ξn) ≤
√
n− 1e−βτ . This alignment ensures the stability certificates FTLE and nor-
mal repulsion rate match with each other.
Apart from online stability monitoring, we were also interested to compute finite time stabil-
ity boundaries. We can use normal expansion rate to get the finite time stability boundaries
accurately. The stability boundaries thus identified from normally hyperbolic surface is called
Lagrangian Coherent Structures (LCS) and are defined as following Haller (2011),
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Definition 9 Assume that M(t) is a normally repelling material surface over t ∈ [0, τ ]. We
designateM(t) a repelling LCS over [0, τ ] if its normal repulsion rate admits a point-wise non-
degenerate maximum along M(0) among all locally C1-close material surfaces. We designate
M(t) an attracting LCS over [0, τ ] if it is a repelling LCS over [0, τ ] in backward time.
span(!1,!2,....,!n )
M(O)	

n!1 e!!"
Figure 2.6 The schematic showing decay in angle between the maximal expansion direction
and normal direction for a repelling surface.
The LCS are the local maximal ridges in formed in the scalar field of the normal repulsion
rate. The stability boundaries can be identified by the LCS. Whereas, FTLE can detect the
stability boundaries only if certain additional conditions are satisfied. Under those conditions,
FTLE ridges coincide with the LCS Haller (2011). FTLE is a measure of maximum local
expansion, and it can not differentiate between the normal and tangential expansion. But
stability boundaries are essentially those surfaces, which are normally repelling. If a normally
repelling surface separates two regions in state space either, and on either side of the stability
boundary the trajectories have tangential expansion and normal contraction, FTLE ridges
would not be adequate to identify the stability boundaries. The reason behind this fact is that
the FTLE field would show contraction for both the boundary and the neighboring region. On
the other hand, the normal repulsion rate does not suffer from this fact as it would identify the
fact the material surfaces on either side of the boundary are normally contracting. In Haller
15
Figure 2.7 Schematic showing the computation of LE from time series.
(2011) Theorem 13, the necessary and sufficient conditions for FTLE ridge to coincide with
LCS and thus qualify as stability boundary is given. The conditions are - 1. λn−1(x0, τ) 6=
λn(x0, τ) > 1, 2. ξn(x0, τ) ⊥ Tx0M(0), 3. The matrix L(x0, τ) ( which comprises of the λi’s
and ξi’s ) is positive definite Haller (2011). We have used the normal expansion rate for both
monitoring and stability boundary computation, whereas FTLE is used for online stability
monitoring purposes. The FTLE is computed using the model.
2.4 Computation of FTLE from Time Series
Next, we introduce the model-free computation scheme from the time series to obtain
approximate FTLE. In the following definition, we introduce the LE computation formula
from the time series.
Definition 10 The Finite Time Lyapunov Exponent from time series for initial condition x0
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is defined as,
λ(0, τ) :=
1
t
log
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
‖ Φ(x0,∆t)− x0 ‖ , τ > ∆t. (2.7)
The proposed method for LE computation is model free, and requires lesser computational
effort when compared to normal expansion rate. FTLE is positive if the trajectories diverge,
and is negative if they converge. First, we propose a model-free scheme to compute LE from
the time series. Then, we show that it is capable of identifying sources of local instabilities
like presence of saddle points. This means if the trajectory comes close to a saddle point the
LE starts to increase. Also, we demonstrate that FTLE has a cumulative effect, i.e. the local
stability and instability contributions of various regions of the state space gets reflected as
decrease or increase in the LE. This demonstrates its capability for being used as a stability
certificate. Figure 2.8 shows the time series evolution for stable and unstable scenarios, and
the corresponding FTLE evolutions. It can be seen for the stable case, the FTLE goes below
the 0 line, and goes above 0 line for unstable case. Also, we have used FTLE to identify the
presence of saddle points locally. Figure 2.9 shows that the FTLE starts becoming positive as
the trajectory approaches the neighborhood of saddle point. The main idea behind the
computation is to observe the evolution of the actual and the delayed time series. If the system
is stable the distance between the actual and delayed time series would be going down, as a
result the LE would become negative. For unstable system, the distance between the actual
and delayed time series would increase by making the LE positive. This is demonstrated in the
Fig. 2.7. Also, in Fig. 2.8 we take stable and unstable time series, and show that LE becomes
negative and positive respectively.
2.5 Physical Measure and Statistical Description of Non-Equilibrium
Dynamics
So far the tools we have seen are based on computation on the evolving trajectory. Also,
there is a different aspect of studying non-equilibrium dynamics, and that is the evolution of
densities. This description of dynamical systems is based on the ergodic invariant measure,
and the physical measures. It is a statistical description of the dynamical system. Physical
17
Figure 2.8 Lyapunov exponent computed from time series for stable and unstable cases.
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Figure 2.9 LE from the time series for Duffing’s oscillator.
measure captures the non-equilibrium dynamics in probabilistic sense.
Definition 11 (Ergodic invariant measure) Let M(X) be the space of probability mea-
sures on X. A measure µ ∈M(X) is said to be invariant for xt+1 = f(xt) if
µ(f−1(B)) = µ(B)
for all set B ∈ B(X) (Borel σ-algebra generated by X). A set A ⊂ X is said to be an f
invariant set if it satisfies f−1(A) = A. An invariant measure µ is said to be ergodic if every
f invariant set A has µ measure equal to zero or one.
Definition 12 (Physical measure) An ergodic invariant probability measure is called a nat-
ural or physical measure if
lim
N→∞
1
N
N−1∑
k=0
g(fk(x))→
∫
X
g(x)dµ(x) (2.8)
for all continuous function g : X → R and Lebesgue-almost all x ∈ X.
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Representation of non-equilibrium dynamics
Linear transfer Perron-Frobenius (P-F) operator
PT :M(X )→M(X )
Steady state nonequilibrium dynamics as the fixed point of
P-F operator
PTµ∗ = µ∗
Steady state non-equilibrium dynamics as support of µ∗
Invariant measure supported on limit cycle for Vanderpol
oscillator.
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￿ Physical Measure
An invariant probability measure is said to be physical if
lim
n→∞
1
n
n
∑
k=0
φ(xk ) =
￿
X
φ(x)dϑ(x),
for all continuous function φ : X → R and positive Lebesgue
measure initial condition x0 ∈ X .
Figure 2.10 Physical measure for Duffing’s oscillator.
Any ergodic invariant measure can be related to the Lyapunov exponents with the aid of
Marguis Ruelle Inequality Eckman and Ruelle (1985).
Theorem 13 (Marguis Ruelle Inequality) Let xn+1 = f(xn) be the dynamical system, f :
X → X be a Cr map, with r ≥ 1, of a compact metric space X and µ an ergodic invariant
measure. Then,
Hµ(f) ≤
∑
k
(Λkexp)
+, (2.9)
where a+ = max{0, a}, Hµ(f) is the measure-theoretic entropy corresponding to the ergodic
invariant measure µ, and Λkexp are the Lyapunov exponents of the system.
If µ is smooth, then the above inequality becomes equality, and it is known as Pesin’s formula.
In the successive chapters of the thesis, we would use the tools described in this chapter to
analyze various different short term stability problems ranging from real time angle and voltage
stability to short term stochastic stability.
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CHAPTER 3. Transient Stability Analysis Using Normally Hyperbolic
Surfaces
Stability monitoring of power network is a crucial part of successful operation Anderson
and Fouad (2008); Miller (1970). Monitoring of the power network is relevant from both wide
area and local control of the power grid. Phasor Measurement Unit (PMU) has come up as
a source of accurate, time stamped, and dense measurements across the power grid Phadke
(1993); Phadke and Thorp (2008). It also had opened up new possibilities in real time stability
monitoring and control Novosel et al. (2008); Phadke et al. (2008); Glavic and Van Cutsem
(2009). The classical stability monitoring techniques are based on a Lyapunov analysis of the
linearized dynamics at an operating point Varaiya et al. (1985); Chiang et al. (1987). The
linearization based asymptotic stability analysis techniques are not adequate to address finite
time stability problems. As the typical time window for transient stability problem is 3 − 10
sec, the trajectories do not converge to a fixed point following a fault or a disturbance.
In this work, we develop and adopt some techniques for finite time stability monitoring Das-
gupta and Vaidya (2014). These techniques compute stability certificate and margin of trajec-
tories as opposed asymptotic margin for system at equilibrium. This leap from analysis around
equilibrium to along the non-equilibrium trajectory is very crucial for real time monitoring as
it requires stability prediction over a finite time window. We first propose a finite time com-
putation algorithm to identify the stability boundaries. This method is based on computing
expansion rates of normally hyperbolic surfaces Wiggins (1994). This method is based on a
rigorous formalism of computation of expansion rates of trajectories in finite time, which can be
used both to identify the finite time stability boundaries, and for online monitoring. Also, we
propose a fast model free algorithm for fast real time applications. This model free technique
is based on computing Lyapunov exponent from the rotor angle time series. As opposed to
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estimating the normal expansion rate, LE tries to compute the shear tangential rate of expan-
sion along a trajectory Katok and Hasselblatt (1995); Eckmann and Ruelle (1985). LE can
be used as a stability certificate. Computing LE from time series has been proposed in Kantz
(1994), Liu et al. (1994). Model based LE computation in the context of transient stability has
been pursued in Yan et al. (2011b); Khaitan and McCalley (2013). In this work we adopt the
model-free LE computation scheme proposed in Dasgupta et al. (2013).
The main contribution of this work is - 1. to adopt the theory of normally hyperbolic surfaces
to address identification of finite time stability boundary, 2. to adopt normal expansion rate
as a stability certificate for online stability monitoring, and 3. Adopt Lyapunov exponent for
model-free stability monitoring for fast real time applications.
3.1 Transient Stability Problem and phase space structure of power system
Transient stability problem studies the stability of the rotor angle dynamics following a
severe fault or disturbance. The transient stability time frame is typically 3 − 5 sec Kundur
et al. (2004b). For wide area swings the time interval of interest could be extended to 10− 20
sec. The discussion in this section follows closely from Kundur et al. (2004b). The transient
stability problem can be stated mathematically as follows:
x˙ = fI(x), −∞ < t < tF , (3.1)
x˙ = fF (x), tF ≤ t < tP , (3.2)
x˙ = f(x), tP ≤ t <∞. (3.3)
where x ∈ RN is the state vector. Before the occurrence of fault, the system dynamics evolves
with Eq. (3.1). The fault is assumed to occur at time t = tF and the system undergoes
structural change with the dynamics given by Eq. (3.2). The duration of fault is assumed to
be between time interval [tF , tP ]. The fault is cleared at time t = tP and the state evolution
is governed by the post fault dynamics i.e., Eq. (3.3). Before the fault occurs the system is
operating at some known stable equilibrium point x = xI . At the end of the fault the state of
the system is given by
xP = ΦF (xI , tP − tF ).
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where ΦF (x, t) is the solution of the system (3.2) at time t with initial condition x at t = 0.
We assume that the post-fault system has a stable equilibrium point at x = xs. The problem
of transient stability is to determine if the post fault initial state xP with the post fault system
dynamics, i.e., Eq. (3.3), will converge to the equilibrium point xs i.e.,
lim
t→∞Φ(xP , t) = xs.
where Φ(x, t) is the solution of system (3.3). The finite-time transient stability problem can
then be defined as follows:
Definition 14 (Finite-time transient stability) The finite-time transient stability problem
is to determine if
lim
t→∞Φ(xP , t) = xs.
based on the state measurement data x(t) over time interval t ∈ [tP , tP + T ] and the model
information about the post-fault dynamical system i.e., vector field f .
The geometry of the state space will play an important role in the development of the frame-
work for the finite-time transient stability monitoring. In the following section, we discuss the
geometrical properties of the phase space dynamics of Eq. (3.3).
3.1.1 Phase space structure of swing dynamics
Consider the system equation for the post-fault dynamics
x˙ = f(x), (3.4)
where, f : Rn → Rn is assumed to be C1 vector field. We next introduce some definitions.
Definition 15 (Hyperbolic fixed point) A fixed point or equilibrium point of Eq. (3.4) is
said to be hyperbolic if all the eigenvalues of the Jacobian obtained from linearizing the system
Eq. (3.4) at the equilibrium point has non-zero real part.
Definition 16 (Type-1 saddle point) A fixed point is termed as stable, unstable, or saddle,
if the real part of the eigenvalues of the Jacobian are respectively negative, positive, or both.
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The saddle point that have only one eigenvalue with positive real part is called as type-1 saddle
point.
Definition 17 (Domain of attraction) The domain of attraction for the post-fault equilib-
rium point xs is denoted by A(xs) and is defined as follows:
A(xs) := { x | lim
t→∞ Φ(x, t) = xs }.
Also, we denote the boundary of the set A(xs) as δA(xs).
Definition 18 (Stable & unstable manifold) Let xi be the hyperbolic equilibrium point for
system (3.4). The stable manifold of the equilibrium point xi is denoted by Ws(xi) and is defined
as,
Ws(xi) := { x | lim
t→∞ Φ(x, t) = xi }.
Similarly the unstable manifold of the equilibrium point xi is denoted by Wu(xi) and defined as,
Wu(xi) := { x | lim
t→−∞ Φ(x, t) = xi }.
Definition 19 (Transversal intersection) Consider two manifolds A and B in Rn. We
say that the intersection of A and B satisfies the transversality condition if at the point of
intersection x, the tangent spaces of A and B at x span the Rn i.e.,
Tx(A) + Tx(B) = Rn.
or the manifold do not intersect at all. We use Tx(A) to denote the tangent space of A at point
x.
We now make following assumptions on system equation (3.4).
Assumption 20
• A1. All equilibrium points on the stability boundary of (3.4) are hyperbolic.
• A2. The intersection of W s(xi) and W u(xj) satisfies the tranversality condition, for all
the equilibrium points xi, xj on the stability boundary.
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• A3. There exists a C1 function V : Rn → R for (3.4) such that
– V˙ (Φ(x, t)) ≤ 0.
– If x is not an equilibrium point then the set {t ∈ R : V˙ (Φ(x, t)) = 0} has measure
zero in R.
– V (Φ(x, t)) is bounded implies that Φ(x, t) is bounded.
Remark 21 Assumptions A1 and A2 on the hyperbolicity and transversitilty are generic prop-
erty of dynamical systems and hence true for almost all dynamical system. If any dynamical
system does not satisfy assumptions A1 and A2 then any small perturbations of such dynamical
system will satisfy assumptions A1 and A2. Assumption A3 guarantee that all the trajectories
of the system will go to infinity or converge to one of the equilibrium point and hence the
possibilities of limit cycle oscillations and chaotic motion is ruled out.
It is important to emphasize that both the classical power swing model and the structure pre-
serving model of power system satisfy Assumption A1-A3. These assumptions have important
consequences on the topological property of the boundary of domain of attraction of fixed
point xs. These consequence are presented in the form of following two fundamental theorems
Varaiya et al. (1985).
Theorem 22 For a dynamical system (3.4) satisfying assumptions A1-A3, xi is an unstable
equilibrium point on the boundary of domain of attraction i.e., δA(xs) of the stable equilibrium
point xs if and only if W
u(xi) ∩A(xs) 6= ∅.
Theorem 23 For a dynamical system (3.4) satisfying assumptions A1-A3, let xi for i =
1, 2, . . . be the unstable equilibrium points on the stability boundary δA(xs) of the stable equilib-
rium point xs, then
δA(xs) = ∪xi∈E∩δAW s(xi),
where, E is the set of all equilibrium points for (3.4).
The geometry of the boundary of domain of attraction for the stable fixed point xs for the
post-fault dynamics play an important role in the development of theoretical foundation for
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finite-time transient stability monitoring. We discuss the theory necessary for the development
of this framework in the following section.
M(t) := Φ(M(0), t), dim (M(0)) = n− 1, t ∈ [0, T ].
Next, we use the Theory of normally hyperbolic surfaces to identify the stability boundaries.
3.2 Main Results
In this section, we show how the theory of normally hyperbolic invariant manifolds can
be used for the finite-time transient stability monitoring and for the identification of stability
boundaries. While the stability boundaries can be identified in an off-line studies, we will
discuss the application of our proposed method for real-time transient stability monitoring.
The result from the following theorem is used to characterize the instability of the rotor angle
dynamics from measurements available over finite time interval using normal repulsion rate.
Theorem 24 There exists a T¯ such that, for any given T > T¯ , and x0 ∈W s(xi),
ρ(x, n0, T ) > 1, ∀x ∈ U(x0)
for some (T ) > 0, and U(x0) is  neighborhood of point x0.
We differ the proof of this theorem to Appendix. The following theorem is used to characterize
stable rotor angle dynamics based on measurements over finite time interval.
Theorem 25 There exists a T¯ such that, for any given T > T¯ ,
ρ(x, n0,−T ) > 1, ∀x ∈ U(xs),
for some (T ) > 0, and U(xs) is the  neighborhood of stable fixed point xs.
The results from Theorems 24 and 25 can be used for the finite time stability monitoring
in real-time. In particular, results from these theorems provide conditions for stability and
instability in terms of the normal expansion rate. Roughly speaking, any material surface
close to the stable manifold of the unstable fixed point located on the boundary of the stable
fixed point, xs, forms repelling material surface. Similarly, material surface located close to
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the stable manifold of the stable fixed point, xs, will form attracting material surface. In both
Theorems 24, and 25, the parameter  is a function of the time interval of interest, i.e. T . The
dependence of  on the time interval T is the source of error leading to false stability prediction
using normal expansion rate over finite time interval. Characterizing this dependence of  on
measurement time interval [0, T ] explictly will allow us to precisely characterize the prediction
error. The  in Theorem 24 will decrease with the increase in the time window [0, T ]. We are
currently working on characterizing this explicit dependence of  on T . In Theorems 24 and
25, the attracting or repelling material surfaces are used as the stability indicator over finite
time which can be computed in real time.
The existing techniques of stability analysis are based on energy function based methods.
Energy function is a non-negative function defined over the state space, which guarantees
asymptotic boundedness of the system trajectories. The energy function is bounded and decays
along a trajectory, as a result of that the trajectories of the post fault system trajectories are
bounded Varaiya et al. (1985). The Assumptions 20 would imply that the trajectories inside
domain of attraction would converge to the stable fixed point. This rules out possibility of limit
cycle or other type of behavior inside the domain of attraction. A critical value of the energy
function is given by the energy function value, evaluated at the type -1 saddle point. Energy
values less than the critical level results in asymptotic stability. However, the energy functions
are inadequate to specify the region of stability over a finite time. Also, energy function based
techniques have extensively used for real time stability monitoring, by augmenting it with
power flow type approaches Kim et al. (2009); Da-Zhong et al. (1997). We demonstrate that
our approach is also suitable for asymptotic stability monitoring. In order to achieve this goal,
we define the following function over the trajectory.
We first define a finite time stability margin inverse of accumulation of repulsion rates over the
trajectory. Stability margin corresponding to the point x0 ∈ M(0) over a time window T is
denoted as 1γ(x0,η0,T ) where,
γ(x0, η0, T ) :=
∫ T
0
ρ(x0, η0, τ)dτ.
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It is to be noted that η0 ∈ Nx0 (M(0)) is unit normal vector. By taking T →∞, γ(x0, η0, T )
reaches a constant value if the system is stable. This will result in a positive value of the
margin. Larger the margin, more the system is stable. On the other hand if the system is
unstable, the margin will go to 0.
A non-negative function corresponding to the point x0 ∈ M(0) is denoted as Vρ(x0) and is
defined as,
Vρ(x0) := Lim
T→∞
γ(x0, η0, T ) =
∫ ∞
0
ρ(x0, η0, τ)dτ.
Proposition 26 Vρ(x(t)) is a non-negative bounded function, which is decreasing over the
trajectories with initial conditions inside the domain of attraction Varaiya et al. (1985). Our
approach can compute the margin also in finite time.
This guarantees the boundedness of the trajectories asymptotically inside the domain of at-
traction, similar to that of Varaiya et al. (1985).
3.3 Model Free FTLE Based Stability Monitoring
Normally hyperbolic material surfaces consider the normal expansion of trajectories. Lya-
punov Exponent is also another stability certificate, which ascertains stability by estimating
the tangential shear along a trajectory. The normal expansion rate has been found to be accu-
rately estimate the stability boundaries. LE primarily can be used as a stability certificate. For
some systems, also can be used to identify the stability boundary. The proposed method for
LE computation is model free, and requires lesser computational effort. This makes LE based
monitoring suitable for fast local monitoring and control. This method was first introduced
for short term voltage stability monitoring in Dasgupta et al. (2013). We extend it also for
transient stability monitoring. LE is positive if the trajectories diverge, and is negative if they
converge. First, we propose a model-free scheme to compute LE from the time series. Then,
we show that it is capable of identifying sources of local instabilities like presence of saddle
points. This means if the trajectory comes close to a saddle point the LE starts to increase.
Also, we demonstrate that LE has a cumulative effect, i.e. the local stability and instability
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contributions of various regions of the state space gets reflected as decrease or increase in the
LE. This demonstrates its capability for being used as a stabiiiity certificate. For a continuous
time dynamical system x˙ = f(x), with x ∈ X ⊂ RN consider the following limiting matrix,
Λ¯(x) := lim
t→∞
[
∂Φ(x, t)
∂x
T ∂Φ(x, t)
∂x
] 1
2t
. (3.5)
Let Λ¯i(x) be the eigenvalues of the limiting matrix Λ¯(x). The Lyapunov exponents λ¯i(x) are
defined as
λ¯i(x) := log Λ¯i(x). (3.6)
Let λ¯1(x) ≥ λ¯2(x) · · · ,≥ λ¯N (x), then λ¯1(x) is called the maximum Lyapunov exponent. eLE
has also been used in the finite time context Shadden et al. (2005). The FTLE is defined as,
The Finite-Time Lyapunov Exponent (FTLE) στ (x0) at an initial point x0 for time interval τ
was defined as,
στ (x0) :=
1
τ
ln ‖ ∂Φ
∂x
(x0, τ) ‖ .
The FTLE is also computed using the model. Next, we introduce the model-free LE computa-
tion scheme from the time series. In the following definition, we introduce the LE computation
formula from the time series. The Finite Time Lyapunov Exponent from time series for initial
condition x0 was defined as,
λ(0, τ) :=
1
t
log
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
‖ Φ(x0,∆t)− x0 ‖ , τ > ∆t.
It can be noted that from the above formula LE could be computed without the model in-
formation, just using the system trajectories. The Lyapunov Exponent is computed from the
evolution of distance between actual and the delayed time series. Next, we present the fol-
lowing propositions, which relate LE with the transient stability problem. In Proposition 27
we demonstrate that the LE would go negative for initial conditions inside the domain of at-
traction. This justifies the use of LE as a online stability certificate. Next, with the aid of
Proposition 29 we show that the LE would become positive if the initial condition falls in a
small neighborhood of the type - 1 saddle point. Finally, in Proposition 31 we demonstrate
that the LE has an accumulating effect over the trajectory. This implies if the trajectory pass
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to a region close to the type -1 saddle, that would show up as an increase in the LE as a result
of the accumulation effect. This shows that increase in the value of the LE could be taken as an
alert of presence of sources of instability like a type -1 saddle point. The Lyapunov Exponent
is computed from the evolution of distance between actual and the delayed time series. Next,
we present the following propositions, which relate LE with the transient stability problem. In
Proposition 27 we demonstrate that the LE would go negative for initial conditions inside the
domain of attraction. This justifies the use of LE as a online stability certificate. Next, with the
aid of Proposition 29 we show that the LE would become positive if the initial condition falls in
a small neighborhood of the type - 1 saddle point. Finally, in Proposition 31 we demonstrate
that the LE has an accumulating effect over the trajectory. This implies if the trajectory pass
to a region close to the type -1 saddle, that would show up as an increase in the LE as a result
of the accumulation effect. This shows that increase in the value of the LE could be taken as
an alert of presence of sources of instability like a type -1 saddle point.
Proposition 27 For all initial point x0 ∈ A(xs) \ xs, there exists a T ∗ the finite time LE
λ(x0, 0, t) < 0 for all t ≥ T ∗.
Remark 28 Proposition 27 enables us to use LE as a stability certificate for online monitoring.
The LE for the trajectories inside the domain of attraction will go negative, which can be used
as a stability criterion.
Next, we demonstrate that LE captures the local unstable behavior of the type - 1 saddle point.
In order to show that, we first consider the linearized dynamics of around the type-1 saddle
point xe, which is given as,
ξ˙(t) =
∂f(x)
∂x
∣∣∣∣∣
(x=xe)
ξ(t) := Aξ(t). (3.7)
For the linearized system we show that the LE becomes positive.
Proposition 29 For almost all Lebesgue vectors ξ0, there exists a T
∗, the finite time LE,
evaluated for the linearized dynamics given by 3.7, satisfies the following condition λ(x0, 0, t) >
0 for t ≥ T ∗.
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Figure 3.1 Phase portrait of two generator system.
Remark 30 In Proposition 27, we have demonstrated that the LE goes negative eventually
for points inside the domain of attraction. Also, Proposition 29 shows that if the trajectory
spends time near the saddle point, then the exponent increases. We have proposed LE as a
stability certificate as well as margin of stability of a trajectory. Depending on the disturbance,
the system is subjected to, the trajectory would pass through different regions of the state space.
If it comes near a saddle point, LE would start to increase as an indication of impending
instability. This accumulation of local effects is described in the following Proposition.
Proposition 31 Let a trajectory runs from t0 to t and τ < t is an intermediate time. Then,
λ(t0, t) =
τ
t
λ(t0, τ) + (1− τ
t
)λ(τ, t).
Remark 32 Proposition 31 establishes the accumulation of local effects into the Lyapunov
exponent over a finite time window. This signifies, the margin of stability will reduce as the
trajectory approaches a saddle point at the boundary of the domain of attraction.
3.4 Simulation Results
In this section, we first take a 2 generator system and demonstrate that normal expansion
rate can identify the finite time stability region around the stable manifold of the type - 1
saddle point. The region shrinks as the time interval increases. Also, we show that the LE
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Figure 3.2 Repulsion rate is plotted over a time window of 5 secs.
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Figure 3.3 Repulsion rate is plotted over a time window of 20 secs.
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Figure 3.4 Repulsion rate is plotted over a time window of 35 secs.
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Figure 3.5 LE is plotted over a time window of 10 secs.
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Figure 3.6 LE is plotted over a time window of 20 secs.
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Figure 3.7 LE is plotted over a time window of 30 secs.
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Figure 3.8 New England 39 bus system for a Smart Grid (2008).
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Figure 3.9 Angle time series for fault clearing time 0.04 sec in 39 bus system.
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Figure 3.10 Evolution of normal repulsion rate ρ(t) for fault clearing time 0.03 and 0.08 sec
in 39 bus system.
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Figure 3.11 Evolution of stability margins 1γ(t) for fault clearing time 0.03 and 0.08 sec in 39
bus system.
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Figure 3.12 Angle time series for fault clearing time 0.23 sec in 39 bus system.
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Figure 3.13 Evolution of normal repulsion rate ρ(t) for fault clearing time 0.23 and 0.35 sec
in 39 bus system.
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Figure 3.14 Evolution of stability margins 1γ(t) for fault clearing time 0.23 and 0.35 sec in 39
bus system.
can detect the local instability of the type - 1 saddle point. In the later part of the simulation
section we demonstrate the normal expansion rate and Lyapunov exponent could be used as a
online stability certificate. To demonstrate this we do simulations with 39 bus New England
system. We consider a stable and an unstable scenarios, and show that both normal expansion
rate and LE can detect the stability property of the system in both the cases.
3.4.1 Finite Time Stability Boundary Computation
For simulation purposes, we consider the swing dynamics of N + 1 generator system as the
model,
δ˙i = ωi,
ω˙i = Pi −Diωi −
N+1∑
j=1
EiEjYijsin (δi − δj) , i = 1, . . . N. (3.8)
The (N + 1)th generator is taken as the reference, by making En+1 = 1, and δn+1 = 0. Let us
define the state variable for the dynamical system as,
x := [ δ1, . . . , δN , ω1, , . . . , ωN ]
T ∈ Rn.
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This system corresponds to a specific set of values of the Pi’s, and also the system is at a stable
equilibrium of the (3.8). Let, a fault occurs, at tf , and is cleared at t = 0. The source of the
fault may be change in the electric power input at generator i, which is given by Pi, or short
circuit, given by changes in the values Yij . Once the fault is cleared the system dynamics is
changed according to the new parameters of the system. The phase portrait of two generator
system is depicted in Fig. 3.1. The stable manifold of the type-1 saddle point forms the stability
boundary. The stable equilibrium point is shown as a black circle and the type -1 saddle point
is shown as a red cross. Figure 3.2 shows the plot of the normal repulsion rate over a time
window of 5 sec, which is typical time interval for short term transient stability. Over this
time window, it can be observed that a relatively larger region around the stable manifold
of the type-1 saddle point show normal repulsion more than 1. The region, which has more
than 1 repulsion rate, indicates the finite time stable region. This can not be captured by the
asymptotic approaches. When the time window is extended to 20 sec, the plot of the normal
repulsion rate is plotted in Fig. 3.3. When normal repulsion rate is computed over a window
of 20 sec, the size of the region with repulsion rate more than 1 reduces. It can be observed
from Fig. 3.4, as the time window is extended to 35 sec, the stable manifolds of the type-1
saddle point emerges as the material surface with positive repulsion rate, which matches with
the asymptotic analysis. It demonstrates, our approach gives a concrete way to provide the
region of stability over a finite time window. Figures 3.5, 3.6, 3.7 show the plot of FTLE over
time intervals of 10, 20 and 30 sec. It can be observed that the FTLE can locally detect the
saddle point. FTLE can not detect globally the stability boundaries, as it becomes negative
along the stable manifold of the saddle point. Whereas, near the saddle point, the unstable
manifold has locally positive FTLE. This is because the unstable manifold of the saddle is
locally tangentially expanding. Also, we have observed the ridges in the normal repulsion rate
or FTLE field preserve themselves under small perturbations or noise. Next, we demonstrate
with simulations on 39 bus system, that the normal expansion rate and LE can be used for
online stability monitoring.
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3.4.2 Online Transient Stability Monitoring for New England 39 Bus System
We present simulation results for the real-time stability monitoring and computation of
stability margin over finite time interval for the New England 39 bus system. We employ
normal repulsion rate and results from Theorems 24 and 25 to accomplish this goal. The line
diagram for New England 39 bus system is shown in Fig. 3.8. New England 39 bus system has
10 generators and it is a reduced order model for the power grid of New England and part of
Canada. The governing equations of the rotor angles swing dynamics are as follows Kundur
(2001),
δ˙i(t) = ωi(t),
Hi
pifs
ωi = −Diωi + Pmi −GiiE2i
−
10∑
j=1,i 6=j
EiEj (Gij cos(δi − δj) +Bij sin(δi − δj)) ,
where, δi, and ωi are the angle and the frequency of the i
th generator. The values of the system
parameters are taken from Zimmerman et al. (2011). We simulated a fault at bus 17, which is
cleared by opening the line 17 − 18. By varying the fault-clearing time we created stable and
unstable scenarios. When the fault is cleared after 0.03 sec, the evolution of system dynamics
is stable and is shown in Fig. 3.9. In Fig. 3.10, we show the plot of the normal repulsion rate
for clearing time 0.03 and 0.08 sec. We notice that the normal repulsion rate is less than one
and it decays exponentially to zero confirming the stable system dynamics. In Fig. 3.11, we
show the plot for the stability margin. It can be observed that the stability margin converge
to a constant value. For the fault clearing time of 0.23 sec, the system dynamics are unstable.
In Fig. 3.12, we show the angle plot for fault clearing time of 0.23 sec. From Fig. 3.13 it can
be observed that the normal repulsion rate stays above one confirming the unstable system
dynamics. The stability margin plot in Fig. 3.14 corresponding to unstable scenario shows
monotonically decreasing plot indicating diminishing stability margin.
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3.5 Discussion
In this work, we propose a finite time stability analysis tool based on the Theory of normally
hyperbolic surfaces. We have related the stability boundaries of the transient dynamics to the
normally hyperbolic repelling surfaces. Our proposed method can prescribe stability region
based on the time window of interest, which is very useful for finite time transient stability
problem. The normal repulsion rate can also be used for online stability monitoring. We have
also proposed a LE based model-free stability monitoring scheme for fast real time applications.
In the next chapter we use the LE based model free method for real time rotor angle stability
monitoring from the PMU measurements.
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CHAPTER 4. Real Time Rotor Angle Stability Monitoring Using PMU
Data
In this chapter, we apply the Lyapunov exponent for online rotor angle stability, and to
identify coherent generators Dasgupta et al. (2014). The advancement in sensing technologies
in the form of PMUs has made it possible to obtain high resolution real-time dynamic state
information of power grid. This advancement has presented us with a unique opportunity
to develop methods for real-time monitoring and control of power grid. There is increased
research efforts in the community to address the stability monitoring and control problems
Anderson and Fouad (2008). However some serious challenges remain to be overcome to en-
able the PMU-based sensing technology for real-time monitoring and control. The short term
stability or transient stability problem for power grid occurs over a very short 4− 10 sec time
period following a fault. This relatively short time period combined with the large size of
the power network make it difficult to develop a method that is reliable and provide timely
information about system stability. Existing methods employing power system model are not
particularly appropriate for real-time stability monitoring application because of the computa-
tional complexity associated with the system size. Furthermore, presence of various sources of
uncertainties in power system model could also be a cause of unreliable stability prediction.
To circumvent the problem associated with the use of model, we present a novel model-free al-
gorithm for the real-time rotor angle stability monitoring. Lyapunov exponent from the ergodic
theory of dynamical systems theory is used as stability certificate. The positive (negative) value
of Lyapunov exponent implies exponential divergence (convergence) of nearby system trajecto-
ries and hence unstable (stable) rotor angle dynamics Dasgupta et al. (2013). LE has been used
in Yan et al. (2011b) to analyze the rotor angle stability. Furthermore, an LE-based algorithm
has been proposed to identify coherent generators in Khaitan and McCalley (2013). In both
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Figure 4.1 Relative angle evolution for fault clearing time 0.08 sec and taking generator 5 as
reference.
Yan et al. (2011b) and Khaitan and McCalley (2013), the LE computation framework is model-
based. In this work, we propose a model-free algorithm to analyze rotor angle stability. The
purpose of proposing a model-free algorithm for rotor angle stability is to reduce computational
time, and to avoid the possible modeling error. In Dasgupta et al. (2013), a model-free LE
computation from voltage time series has been proposed for short term stability monitoring.
In this work, we extend the algorithm, proposed in Dasgupta et al. (2013), to real time rotor
angle stability monitoring. We refer the readers to Dasgupta et al. (2013) for more details on
the theory behind the proposed algorithm.
4.1 Algorithm for LE Computation
The transient stability is defined as the convergence of the angle difference between pair
of generators. Let there are n number of generators in the network. The generator angle
time series can be denoted as [θ1(t), θ2(t), . . . , θn(t)]
T ∈ Rn, where t = 0,∆t, 2∆t, . . . ,M∆t,
where ∆t is the sampling period. Next, the angle stability is defined as following Kundur et al.
(2004a),
Definition 33 The system shows asymptotic angle stability if for all i, j, there exists a κij <∞
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Figure 4.2 Lyapunov exponent evolution for fault clearing time 0.08 sec and taking generator
5 as reference.
such that, limt→∞|θi(t)− θj(t)| = κij .
Following the Definition 33, we observe that for the rotor angle stability we require that the
relative angle differences tend to a constant value for all possible pairs. We take one of the
angles, say θR(t) as reference and define the relative angle difference with respect to θR(t) as
follows, θˆRi (t) = θi(t) − θR(t), i = 1, . . . , n, i 6= R. The system achieves stability, if each
of θˆRi (t) converges to a constant value. In Dasgupta et al. (2013), it has been demonstrated
that for stable(unstable) time series the LE goes negative(positive). Here we have extended
the algorithm described in Dasgupta et al. (2013) to rotor angles in the following manner,
Algorithm
1. For fixed small numbers, 0 < 1 < 2, choose integer N , such that 1 < |θˆRi (m∆t) −
θˆRi ((m− 1)∆t)| < 2 for m = 1, 2, . . . , N .
2. Define the maximum Lyapunov exponent at time, k∆t, using the following formula
λRi (k∆t) :=
1
Nk∆t
∑N
m=1 log
|θˆRi ((k+m)∆t)−θˆRi ((k+m−1)∆t)|
|θˆRi (m∆t)−θˆRi ((m−1)∆t)|
,
where, k > N . The system is transient stable if λRi (k∆t) is negative for all i = 1, . . . N − 1, for
sufficiently large k.
The computation time of our method scales linearly with number of generators in the proposed
43
0 1 2 3 4 5 6 7 8 9 10−4
−3.5
−3
−2.5
−2
−1.5
−1
−0.5
0
0.5 x 10
4
t ime (in sec)
R
e
l.
A
n
g
le
s
(w
.r
.t
.
G
e
n
3
,
in
d
e
g
.)
Figure 4.3 Relative angle evolution for fault clearing time 0.23 sec and taking generator 5 as
reference.
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Figure 4.4 Lyapunov exponent evolution for fault clearing time 0.23 sec and taking generator
5 as reference.
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Figure 4.5 For fault duration 0.23sec, the average values of exponents for generators pairs,
sorted online after 4 sec.
model-free method. On the other hand, computational time scales with the square of number
of generators in case of model-based methods. Also, accuracy of the model-based methods
is dependent on the reliability of the model. There may be various sources of error in the
model, coming from un-modeled dynamics, parametric uncertainty. These shortcomings of the
model-based method can be overcome using the model-free algorithm.
4.2 Simulation Results
Simulations have been performed in IEEE 162 bus system. The test system has 17 genera-
tors, 111 loads, 34 shunts, and 238 branches and the power flow and dynamics data for the 162
bus system are available in Michel et al. (1983). For a more accurate load representation, 22
load buses were stepped down through distribution transformers to the 12.47 kV level, and the
new low voltage buses were assigned the numbers 163 through 184. To capture the dynamic
behavior of motor loads, composite load model represented by CMDL PSS (2011) was used at
the new representative load buses in the dynamic simulation studies. The 3 - phase fault has
been created at bus 75, which was cleared by opening the line between bus 75 - bus 9. When
the fault is cleared after 0.08 sec, the system shows stable behavior as can be observed from
Fig. 4.1. The corresponding LEs, generator 5 as reference, are shown in Fig. 4.2. It can be
observed that all of them becomes negative. When the fault is cleared after 0.23 sec, the system
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Figure 4.6 For fault duration 0.23sec, the average values of exponents for generators pairs,
sorted online after 10 sec.
shows unstable behavior, which can be observed from Fig. 4.3. The corresponding LEs (with
generator 5, which is located at bus 111, as reference) are shown in Fig. 4.4. It can be observed
that some of the LEs are positive. The conclusion, which can be drawn from LEs, is that the
system is not stable. It can be noticed from Fig. 4.2, and 4.4, the proposed algorithm can
accurately identify the stability or instability, using the sign of LE, within a time window of
3.5 sec. This demonstrates our algorithm is capable of early detection of instability. For the
unstable scenario, our proposed method can also be used for online identification of generator
pairs, that are going out of synchrony. Fig 4.5 shows the exponent values for generator pairs,
computed after 4 sec. It can be observed, the instability is accurately predicted as some of the
generator pairs have positive exponent. Furthermore, The generators have been partitioned
into two groups, where any two generator belonging to same (different) group has negative
(positive) exponent. From Fig. 4.5, it can be observed that the generator pairs with negative
(positive) exponents are achieving (losing) synchrony. Comparing Fig. 4.5 with Fig. 4.5, we
can observe the stability prediction and coherent group identification at 4 sec matches with
that of the ones, computed at 10 sec. Therefore, our algorithm is capable of early detection of
instability and also it can track the generator pairs going out of synchrony online. Also, in
the stable case we can identify the coherent generators, as shown in 4.7. From Fig. 4.1 it can
be observed that some generators
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Figure 4.7 Average value of average exponents for generators pairs grouped into clusters for
fault clearing time 0.08 sec.
4.3 Discussion
We have proposed a real time stability monitoring algorithm for rotor angles. The proposed
algorithm is capable of detecting instabilities early and could be used to initiate necessary
control actions. Also, the computational time of the proposed algorithm scales linearly with the
number of the generators in the network, which is less in compared to model based techniques,
where the computational time scales with the square of the number of generators. The proposed
algorithm does not suffer from modeling error, or parametric uncertainties. In the next chapter,
we have used the LE based model free method to analyze short term voltage stability.
47
CHAPTER 5. Real Time Voltage Stability Monitoring Using PMU Data
Previously, we have proposed Lyapunov exponent to monitor online the stability of the ro-
tor angle dynamics. In this chapter, we use Lyapunov exponent to monitor short-term voltage
stability Dasgupta et al. (2012, 2013). The voltage stability problem in a power system refers
to the ability of the system to maintain steady voltages at all the buses in the system following
a fault or disturbance. Voltage instability could lead to a rise or fall of voltages at different
buses. Consequences of voltage instability will be loss of loads, tripping of transmission lines,
and could lead to eventual cascade outages. Based on the type of disturbance, the voltage sta-
bility problem can be classified as small and large disturbance stability problem. Furthermore,
based on the time frame of interest, the stability problem can be classified as a short-term or
long-term stability phenomena Kundur et al. (2004b). While we have a good understanding and
systematic tools for addressing the small disturbance long-term stability problem, our under-
standing of the short-term large disturbance problem is still primitive. We propose a systematic
model-free approach for short-term voltage stability monitoring. Short-term large disturbance
voltage stability is an increasing concern for industry because of the increasing penetration
of induction motor and electronically controlled loads. The short-term voltage instability is
mainly caused by stalling of induction motor loads, which draw six times reactive power than
that of the nominal one, following a contingency within a time frame of a few seconds. Most of
the research work in short-term voltage stability focuses on the dynamic modeling and aggre-
gation of fast acting load components like induction motor loads. The description of various
past incidents and analysis of short-term voltage stability problems are given in Diaz de Leon
and Taylor (2002). The impact of induction motor loads on voltage stability has been studied
in Otomega and Van Cutsem (2011). As the percentage of induction motor load increases,
the problem of short-term voltage stability becomes more pronounced, either in the form of
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delayed voltage recovery or fast voltage collapse ner (2009). Recent detailed investigations on
load modeling and short-term voltage stability can be found in Richard Bravo, Robert Yinger,
Dave Chassin, Henry Huang, Ning Lu,Ian Hiskens, Giri Venkataramanan (2010), where issues
like air conditioner load modeling have been dealt. The use of synchronized phasor measure-
ments to detect long-term voltage instability, based on wide area monitoring, is presented in
Glavic and Van Cutsem (2009), and the method based on local measurements is given in Corsi
and Taranto (2008). The methods based on local measurements rely on Thevenin impedance
matching criteria. However, these methods are not directly applicable for online short-term
large disturbance voltage stability monitoring. Transient stability analysis, using Lyapunov
exponent for a finite time span, is proposed in Liu et al. (1994). First, model parameters (e.g,
real power injection, damping etc.) are estimated using least squares optimization from the
available PMU data over a fixed time span. The estimated model parameters are used for
calculation of the Lyapunov exponents. This method is computationally expensive and stabil-
ity could be ascertained only after a certain time window. Moreover, system parameters are
assumed to be constant during the interval, for which the transient stability of the system is
predicted.
Short-term voltage stability analysis of power system is a nonlinear stability problem. The
system state is perturbed away from equilibrium for a short time period following a fault or
disturbance. Due to the non-equilibrium nature of dynamics, involved during the transient
phase, we require a non-equilibrium notion of stability. We employ Lyapunov exponents as a
stability certificate for short-term voltage stability. The Lyapunov exponents can be thought of
as a generalization of eigenvalues from linear systems to nonlinear systems and provide infor-
mation about the divergence or convergence of nearby system trajectories. In particular, if the
maximum Lyapunov exponents of the system is negative (positive) then the nearby trajectories
of the system converges (diverges) and hence stable (unstable) system dynamics. The use of
Lyapunov exponents for transient rotor angle stability of power system is proposed in Liu et al.
(1994); Yan et al. (2011a). In particular, the system Lyapunov exponent is computed using
the data from the PMU and the system model. PMU data are used for short-term voltage
stability monitoring and provide a data-driven, model-free, approach for online computation of
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Lyapunov exponents.
The objective is to make use of Phasor Measurement Units (PMU) data for the online com-
putation of the Lyapunov exponents. One of the important contributing factor to the voltage
instability is the system load Diaz de Leon and Taylor (2002); Kundur et al. (2004b). Typically
load models that are used for voltage stability analysis are not accurate, due to uncertainty
associated with the load and un-modeled dynamics. The lack of appropriate load model is
one of the main challenges in the development of a model-based method for short-term voltage
stability analysis. The proposed model-free approach for short-term voltage stability monitor-
ing circumvents this problem. PMUs generate accurate synchronized phasor measurements in
the form of time series. The develop method tries to predict instability during the transience
(within 3-5 sec). Short-term voltage stability of power network is a non-equilibrium dynamics
problem. The system state is perturbed away from equilibrium for a short time period following
a fault or disturbance. Due to the non-equilibrium nature of dynamics, involved during the
transient phase, we require a non-equilibrium notion of stability. The proposed stability notion
is adapted from ergodic theory of dynamical system and is captured by Lyapunov exponents
Katok and Hasselblatt (1995). If the maximum Lyapunov exponent of the system is negative
(positive) then the nearby system trajectories will converge (diverge) to each other. Definition
of maximum or principal Lyapunov exponent can be recalled. For a consider a continuous time
dynamical system x˙ = f(x), with x ∈ X ⊂ RN . Let φ(t, x) be the solution of the differential
equation. Define the following limiting matrix
Λ(x) = lim
t→∞
[
∂φ(t, x)
∂x
T ∂φ(t, x)
∂x
] 1
2t
. (5.1)
Let Λi(x) be the eigenvalues of the limiting matrix Λ(x). The Lyapunov exponents λi(x) are
defined as
λi(x) = log Λi(x). (5.2)
Let λ1(x) ≥ λ2(x) · · · ,≥ λN (x), then λ1(x) is called the maximum Lyapunov exponent. The
negative (positive) value of maximum Lyapunov exponent implies exponential convergence
(divergence) of nearby system trajectories. Hence, the Lyapunov exponent is a stability certifi-
cate for trajectories as opposed to an equilibrium point. This stability property of trajectories,
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Table 5.1 Critical clearing time computed for WSCC 9 bus system
Fault Fault Trip CCT
Case Location Line (In sec)
a 7 7− 5 0.057
b 7 7− 8 0.082
c 9 9− 8 0.155
d 4 4− 5 0.160
e 4 4− 6 0.162
captured using the Lyapunov exponent, makes them ideal candidates for short-term stability
analysis, where the system state is away from the equilibrium point. Although the Lyapunov
exponent is a stability certificate for trajectories, it has an important consequence on the steady
state system dynamics. In particular, if the maximum Lyapunov exponent of the system is neg-
ative, then the steady state dynamics of the system will consist of a stable equilibrium point.
However, the goal is not the asymptotic computation of the Lyapunov exponent. Instead, the
Lyapunov exponent will be computed over a finite time interval. Furthermore, instead of us-
ing a system model for the computation of the Lyapunov exponent, time series data will be
employed for the computation.
Figure 5.1 Evolution of bus voltages (for buses 162−174) for clearing time tcl = 1.080 sec for
IEEE 162 bus system.
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Figure 5.2 Evolution of exponent for clearing time tcl = 1.080 sec for IEEE 162 bus system.
Table 5.2 Critical clearing time computed for IEEE 162 bus system
Fault Fault Trip CCT
Case Location Line (In sec)
p 1 1− 3 0.126
q 5 5− 1 0.151
r 26 26− 25 0.104
s 120 120− 5 0.175
t 120 120− 112 0.149
u 129 129− 5 0.207
5.0.1 Computation of Lyapunov exponent from time-series data
Computation of the Lyapunov exponent using time series data is proposed in Eckmann et al.
(1986). A data-driven approach for the computation of the Lyapunov exponent relies on the
reconstruction of phase space dynamics. This higher dimensional phase space is constructed
by using a time-delayed embedding technique Eckmann et al. (1986). An approximate system
Jacobian matrix is constructed in the embedded phase space for the computation of Lyapunov
exponents. One of the main challenges in the computation of Lyapunov exponents using time-
series data is the determination of an appropriate phase space dimension for embedding the time
series data Rosenstein et al. (1993). Typically, the embedding dimension is determined by the
complexity of the phase space dynamics.The dimension of the embedding phase space increases
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Figure 5.3 Evolution of bus voltages (for buses 162− 174) for clearing time tcl = 1.38 sec for
IEEE 162 bus system.
with the increase in system complexity. One of the computationally-expensive operations in the
computation of the Lyapunov exponent is the construction of a system Jacobian. Jacobian-free
approaches are also proposed for the computation of exponents Sano and Sawada (1985); Kantz
(1994) . Most of the existing approaches for calculating Lyapunov exponents using time series
data are suited for off-line computation. In particular, the entire time-series data are obtained
first and then processed to compute the exponents. The algorithm modification proposed in
Rosenstein et al. (1993) has been adopted, developed for off-line computation of Lyapunov
exponents by using small data sets. In this work, the existing algorithm has been modified to
make it suitable for on-line computation and to improve computational efficiency. In particular,
the following algorithm for the online computation of maximum Lyapunov exponent is outlined.
Algorithm
1. Let Vt ∈ Rn be vector valued time series data for t = 0,∆t, 2∆t, . . . ,M∆t, where ∆t is
the sampling period.
2. For fixed small numbers, 0 < 1 < 2, choose integer N , such that 1 <‖ Vm∆t −
V(m−1)∆t ‖< 2 for m = 1, 2, . . . , N .
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Figure 5.4 Evolution of exponent for clearing time tcl = 1.38 sec for IEEE 162 bus system.
3. Define the maximum Lyapunov exponent at time, k∆t, using the following formula
Λ(k∆t) :=
1
Nk∆t
N∑
m=1
log
‖ V(k+m)∆t − V(k+m−1)∆t ‖
‖ Vm∆t − V(m−1)∆t ‖
, k > N, (5.3)
for k = 1, . . . ,M . The basic idea behind Eq. (5.3) for Lyapunov exponent computation using
time-series data is to take N initial conditions and study the evolution of these over time. The
Lyapunov exponent at time instant t is then defined as distance between the initial conditions at
time t normalized with the distance at time instant zero and averaged over the number of initial
conditions. Furthermore, the dimension of embedding space in the computation of Lyapunov
exponent is taken equal to one. Next, it can be observed how individual exponents and the
principal exponent are related. The use of Eq. (5.3) for the computation of the Lyapunov
exponent to determine the short-term voltage stability of the system has been proposed. In
particular, Vt = (v
1
t , . . . , v
n
t ) in Eq. (5.3) will represent the time-series voltage data from n
buses. Equation (5.3) can also be modified for computing the Lyapunov exponent of individual
buses to determine the stability/instability contribution of individual buses to the overall system
stability/instability. The Lyapunov exponent for ith bus will be computed using the following
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Figure 5.5 Evolution of individual exponents (for buses 162 − 174) for clearing time
tcl = 1.080 sec for IEEE 162 bus system.
equation
λi(k∆t) :=
1
Nk∆t
N∑
m=1
log
|vi(k+m)∆t − vi(k+m−1)∆t|
|vim∆t − vi(m−1)∆t|
, k > N, (5.4)
where vik∆t is the voltage measurement at the i
th bus. It is easy to see that asymptotically
the formula in Eq. (5.3) is bounded from below by Eq. (5.4). In particular, if we assume
0 < α, β <∞ and α < |vik∆t − vi(k−1)∆t| < β, i = 1, 2...n, k = 1, 2...N , then,
Lim
k→∞
Λ(k∆t) ≥ Lim
k→∞
λi(k∆t). i = 1....n
It can be observed,
1
Nk∆t
N∑
m=1
log
‖ V(k+m)∆t − V(k+m−1)∆t ‖
‖ Vm∆t − V(m−1)∆t ‖
≥ 1
Nk∆t
N∑
m=1
log
|vi(k+m)∆t − vi(k+m−1)∆t|
‖ Vm∆t − V(m−1)∆t ‖
≥ 1
Nk∆t
N∑
m=1
log
|vi(k+m)∆t − vi(t+m−1)∆t|√
nα
≥ 1
Nk∆t
N∑
m=1
log
|vi(t+m)∆t − vi(t+m−1)∆t|
|vim∆t − vi(m−1)∆t|
+
1
t
log
β√
nα
.
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Figure 5.6 Average values of individual exponents for clearing time tcl = 1.080 sec for IEEE
162 bus system.
Taking limit supremum as k →∞,
Lim
k→∞
Λ(k∆t) ≥ Lim
k→∞
λi(k∆t).
Remark 34 From the above discussion, it follows that the entire system would become unstable
asymptotically, if at least one individual subsystem is not stable.
5.0.2 PMU measurements for computation of Lyapunov exponent
The use of PMU measurements for the computation of the Lyapunov exponent using for-
mulas (5.3) and (5.4) is relatively straightforward. The vector valued time-series data Vt in the
proposed algorithm could either represent the actual voltage measurement made using PMU
devices located at the n system buses or it could represent the combination of PMU measure-
ment and estimated voltages at the buses with no PMU devices. However, the total number
of PMU still amounts to less than one percent of the number of buses in an electric power
grid. It is important that the method developed for online stability monitoring does not cru-
cially depend on the availability of system state information from all the buses of power grid.
The proposed method does not suffer from this limitation. In particular, short-term voltage
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Figure 5.7 Evolution of individual exponents (for buses 162 − 174) for clearing time
tcl = 1.380 sec for IEEE 162 bus system.
stability prediction can be made, based on the available system state information from PMU
devices. Typically, the system state information at the buses where the PMU devices is not
placed is estimated using an estimation algorithm Nuqui (2001). This state estimation process
is fundamentally limited by the observability property of the electric power grid, i.e., system
states at the particular bus with no PMU devices can only be estimated if the power grid is
observable for the given placement configuration of the PMU device. The proposed method
for short-term voltage stability monitoring by employing PMU measurements is also restricted
with the same fundamental limitation. In particular, the Lyapunov exponent computed, using
voltage measurements from PMU devices at n buses, will provide stability information for all
buses whose states can be estimated using n PMU measurements.
5.0.3 Simulation Results
In this section, simulation results are presented to demonstrate the application of the pro-
posed approach on IEEE 162 bus system. Throughout the simulation section, bus voltage
implies the phasor magnitude and cycle implies cycle of the power frequency (60 Hz). Bus
voltage magnitudes are used to compute the Lyapunov exponent.
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Figure 5.8 Average values of individual exponents for clearing time tcl = 1.380 sec for IEEE
162 bus system.
5.0.4 Stability analysis of IEEE 162 bus system using Lyapunov exponent
The computation of the Lyapunov exponents using time series data is carried out for IEEE
162 bus system. The 162 bus system has 17 generators, 121 loads, 34 shunts, and 238 branches
Michel et al. (1983). The power flow and dynamics data for the 162 bus system are available
in Vittal (1992). The loads at bus 111, 133, 134, 135, 136, 137, 139, 140, 143, 144, 145, and 146
are stepped down through distribution transformers to 12.47 kV level, and the new low voltage
buses were named 163 through 174. With composite load models at these representative load
buses capture the dynamic behavior of the loads more realistically and accurately under fault
conditions.
The proposed model-free approach for short-term voltage stability monitoring can also be used
to determine stability contribution of an individual bus to overall system stability. In par-
ticular, Eq. (5.4) is used to compute the Lyapunov exponent for an individual bus. Larger
values for Lyapunov exponent at a particular bus will imply the bus voltage is more unstable
compared to other buses. In Fig. 5.5, evolution of individual exponents (for buses 162− 174)
is depicted. These exponents correspond to a fault at bus 1 and the fault is cleared after 0.080
sec by opening line 1 − 3. It can be observed the individual exponents stay below the 0 line
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Figure 5.9 Variation of system exponent with fault clearing time, using composite load model
for WSCC 9 bus system (fault cases are provided in Table 5.3).
for most of the time. Figure 5.6 shows the average value of individual exponents for different
buses. This can be useful to ascertain relative stability among the bus voltages and can be
used to take appropriate control action. Figure 5.7 captures the evolution of individual expo-
nents, when the fault is cleared after 0.38 sec of occurrence. It can be noticed the individual
exponents stay above 0 line. Figure 5.8 shows the averagel value of individual exponents for
different buses, which show relative instability of different bus voltages.
The Lyapunov exponent could be used to design automatic local control actions. The Lya-
punov exponent captures the divergence/convergence of the voltage trajectories. This feature
of the Lyapunov exponent could be used for designing controls for automatic load shedding to
avoid short-term voltage stability problems. An individual Lyapunov exponent, calculated for
each bus, provides insight regarding the appropriate location for control action. The fast com-
putability of the exponent makes it suitable for taking local control actions in case of short-term
voltage stability.
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Figure 5.10 Fault clearing time vs the Lyapunov exponent for IEEE 162 bus system for various
fault scenarios (fault cases are provided in Table 5.4).
5.1 Determining critical clearing time from oﬄine studies
Critical clearing time (CCT) of a particular fault depends upon many factors, including
system topology, parameters, current operating point, and type and location of fault, type of
model chosen for analysis. The present methods to calculate CCT are :
1. Trial and error analysis of checking whether the system under post fault conditions is
transiently stable. This process requires repeated time domain simulations and an ob-
server to check transient stability, as there is no standard stability index available to
quantify instability. This process is very tedious and time consuming.
2. Transient energy function based methods: The major problem with this approach is to find
an analytical expression for the energy function when the size of system is very large, and
also when detailed models of generators are considered. The proposed approach for finding
critical clearing time using Lyapunov exponents can accurately find the CCT without
tedious effort. Utilizing this approach, the process of finding CCT can be automated
fully and it does not require any human assistance, since Lyapunov exponents can be
used to find the transient instability phenomenon.
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Table 5.3 Critical clearing time computed for WSCC 9 bus system
Fault Fault Trip CCT
Case Location Line (In sec)
a 7 7− 5 0.057
b 7 7− 8 0.082
c 9 9− 8 0.155
d 4 4− 5 0.160
e 4 4− 6 0.162
Table 5.4 Critical clearing time computed for IEEE 162 bus system
Fault Fault Trip CCT
Case Location Line (In sec)
p 1 1− 3 0.126
q 5 5− 1 0.151
r 26 26− 25 0.104
s 120 120− 5 0.175
t 120 120− 112 0.149
u 129 129− 5 0.207
Next, the Lyapunov exponent is used in the computation of critical clearing time of the system
for a particular fault location. For a given fault condition, the Lyapunov exponents are obtained
by performing various time domain simulations using different fault clearing times. The time
at which the Lyapunov exponent crosses the zero line gives the critical clearing time for that
corresponding fault. Figure 5.9 shows the variation of system Lyapunov exponent for line faults
7 − 5, 4 − 5, 4 − 6, and 7 − 8, as the fault clearing time is varied for a WSCC 9 bus system.
From this figure, it can be seen line fault 7 − 5 has smallest fault clearing time while the line
fault 4− 5 and 4− 6 have relatively larger clearing times. Hence, it can be concluded that the
line fault 7− 5 is most critical and will require fast control action. Table 5.3 shows the critical
clearing time for each fault, which is calculated based on the zero crossing of system Lyapunov
exponent.
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5.2 Comparison of proposed algorithm with direct monitoring of bus
voltage magnitudes
The proposed algorithm has several advantages over direct monitoring the magnitude of bus
voltages, which makes the algorithm really useful from the perspective of industrial applications.
First, monitoring bus voltage magnitudes for a large network and performing control actions
for short-term voltage stability problem would be very difficult because of the time scale and
the large amount of data. Apart from this, the Lyapunov exponent can predict divergence
of trajectory well before it actually violates the voltage performance constraints. The a priori
information about the divergence of voltage trajectory could be used to take preemptive control
actions. Some specific examples have been used to show the advantage of this method over
direct voltage magnitude monitoring. The following stability criterion would be followed in the
case for voltage magnitude based monitoring.
NERC recommendations for under voltage load shedding setting is used for
Figure 5.11 Bus voltage evolution for buses 163-174 in an IEEE 162 bus system, when fault
has occurred at bus 120, t=5 sec and fault is cleared after 0.1 sec opening line
120-5.
short-term voltage stability monitoring. The following is the criterion to determine fast voltage
collapse. After fault clearing, a minimum of 70% of nominal voltage should be maintained at
any bus and not fall below 80% for more than 40 cycles at load buses. The voltage during a
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Figure 5.12 Lyapunov exponent evolution in an IEEE 162 bus system, when fault has occurred
at bus 120, t=5 sec and fault is cleared after 0.1 sec opening line 120-5.
fault would be expected to drop below 70% ner (2006).
Simulations have been carried out with 20% large motors, 25% small motors, 15% trip motors,
at load buses 163-174. Trip motor disconnects the load when the NERC fast voltage collapse
criterion is violated.The fault occurs at bus 120 at time t=5 sec and the fault is cleared after
0.1 sec. Figure 5.11 shows the evolution of the bus voltages for buses 163-174. The voltage
values recover above 0.7 per unit within 40 cycles. Therefore, no loads are disconnected. If
the above mentioned NERC criterion for fast voltage collapse is applied, the conclusion would
be the system is not moving towards a collapse. But, at 7.5 sec, the system goes towards
collapse. Figure 5.12 shows the evolution of exponents for this case. The exponent goes
positive at 7.6 sec and instability could be detected. This information could prove useful for
taking preemptive control action to avoid collapse. On the other hand, by only relying on the
bus voltage magnitude, the collapse could not be detected. This shows efficacy of the exponent
to predict instability beforehand, as compared to monitoring the voltage magnitude. Figure
5.1 shows evolution of bus voltages of IEEE 162 bus system when fault (which has occurred
at bus 1 and cleared by opening 1-3) is cleared after 0.08 s. Figure 5.2 shows evolution of
exponents. Bus voltages converges after a transient (for 2.5 sec), followed by a small oscillation.
If the NERC short-term dynamic criterion is followed to determine the relay setting for finding
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Figure 5.13 Minimum window length for different fault locations for WSCC 9 bus system.
(Different fault location corresponding to indices can be found in Table 5.3.)
voltage collapse, the scenario captured by Fig. 5.2 will be perceived as unstable, since the
voltage stays below 80% of the nominal value for approximately 2 sec. But, as it can be seen,
the voltage values converge, as is a case for delayed voltage recovery. To reach the correct
conclusions regarding stability, convergence or divergence of the trajectories must be checked,
instead of relying only on voltage magnitudes. Lyapunov exponents capture the convergence
and divergence properties of the voltage trajectories.
5.3 Computational consideration
The simulation results obtained in the previous section are performed on a desktop computer
(processor speed 2.4 GHz) using MATLAB-based codes. The time required to compute the
Lyapunov exponent is typically 0.08-0.12 ms, which makes the algorithm suitable for online
implementation. Two samples per cycle are used for the computation of Lyapunov exponent.
The sampling rate for the phasor output streaming from a commercially-available PMU is
typically in the range of 0.5 − 2 samples per cycle. For simulation purposes, this sampling
rate has been taken as 2 samples per cycle. It has been verified that the method performs
fairly well for signals with small values of SNR (signal to noise ratio ). The only computation
operation, required for the calculation of the Lyapunov exponent is vector multiplication, which
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Figure 5.14 Minimum window length for different fault locations for the IEEE 162 bus system.
(Different fault location corresponding to indices can be found in Table 5.4.)
can be performed relatively quickly. Hence, the proposed approach for stability monitoring is
amicable to online implementation. Furthermore, the approach can be easily extended for
stability monitoring of a large size system. With regard to Eq. (5.3), the number of initial
conditions is taken equal to 30 (i.e., N = 30). With 2 samples per cycle, the algorithm must
wait for 15 cycles before start to compute the Lyapunov exponent. Clearly, this waiting period
will be considerably smaller with the increase in the sampling rate.
5.4 Implementation Issues
In this section, various issues concerning the implementation of the proposed method for a
real power system have been discussed. The major issues for implementation could be length
of the window for observing the voltage time series, noise in measurement, error in phasor
computation during transience, and communication delay in sending the measurements to
SCADA.
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Figure 5.15 Evolution of noisy bus voltages when fault occurs at bus 7 and cleared opening
the line 7-5 after 0.04 s. PMU device has measurement noise of SNR 40.
5.4.1 Effect of window size on stability prediction
For the purpose of online implementation, the Lyapunov exponent needs to be computed
over a finite time window. The appropriate size of this window will be crucial for reliable,
accurate, and timely stability monitoring. In particular, a smaller size window will lead to
inaccurate stability prediction, while a larger size window will lead to accurate, but untimely
prediction. The exponent has been computed using Eq. (5.3). From the point of view for
online implementation of the algorithm, the choice of window length (i.e., Tw := M∆t in Eq.
(5.3)) might affect the performance of algorithm. For a fixed value of ∆t, the larger M leads
to a more accurate but delayed stability prediction. On the other hand, smaller values of
M will cause early, but possible false stability predictions. There exists an optimal window
that provides reliable and timely stability predictions. The optimal window depends on fault
and system characteristics. In Fig. 5.13, the plot of minimum window length against various
fault locations for WSCC 9 bus system is shown. For example, with fault case a (i.e., fault
location at bus 7, refer to Table 5.3), the minimum window length required for correct stability
prediction is 39% of the total data length of 5 sec. In Fig. 5.13, a smaller window length implies
that system stability prediction with fault corresponding to the particular index can be made
faster and vise versa. It is important to point out that for all cases discussed in Fig. 5.13 and
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Figure 5.16 Evolution of exponent voltages when fault occurs at bus 7 and cleared opening
the line 7-5 after 0.04 s. PMU device has measurement noise of SNR 40.
studied in this work, the incorrect stability prediction, due to a smaller window, corresponds
to the cases where stable behavior was predicted to be unstable. There was no case where the
proposed method provided stable prediction for unstable system behavior. From Fig. 5.13 and
Table 5.3, it can be seen that stability prediction with fault location 7 requires the smallest
window length, while for fault location 9, the window length is maximum. This variation in
window length with different fault location is a function of fault characteristics in terms of
severity of the fault, but more importantly the grid network properties, as seen from the fault
location.
Figure 5.14 shows a minimum window length for different fault scenarios in the IEEE 162 bus
system. From Fig. 5.14 and Table 5.4, it can be seen for fault location 1, the required window
length is biggest among the cases considered.
5.4.2 Noisy measurements
The first and foremost consideration for implementation of the algorithm for a real system
would be measurement noise. To check proficiency of the proposed algorithm under noisy
measurements, simulations have been completed with noise. Simulations showed that the
proposed method works well within the measurement noise limit for the PMU device. For
commercially-available PMUs, Signal to Noise (SNR) is at least 100 (Total Vector Error is less
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Figure 5.17 a)Evolution of noisy bus voltages, and b) exponent when fault occurs at bus 7
and cleared opening the line 7-5 after 0.21 s. PMU device has measurement noise
of SNR 40.
than 1%) ALSTOM (2012). This means the magnitude of the noise is always less than 1% of
the measured signal magnitude. But, it was found that the algorithm can predict stability even
with noise to SNR 40. This means it can tolerate 2.5% noise, which is more than the maximum
noise in actual PMU measurements. One may also consider using some filtering mechanism to
remove outliers from the PMU raw data.
Next, some simulation results, with measurement noise, are provided. Figure 5.15 shows the
case when a fault has occurred at bus 7, and cleared by opening line 7-5 after 0.04 s. The signal
to noise ratio of the PMU device was taken as 40. It can be seen that the exponents stay well
below 0, indicating stable behavior. Figure 5.17 depicts the case, when fault-clearing time is
0.21 s and PMU has the same amount of measurement noise. The exponent stays well above
0 line, indicating instability.
5.4.3 Error in phasor computation due to transient behavior
Phasors, by its definition, cannot represent, in transient state, the exact value of corre-
sponding variables. The reason being the phasor is a projection of the actual signal onto the
fundamental 60 Hz component in the Fourier representation. This turns out to be the least
squares solution minimizing the errors due to higher harmonics. This representation will have
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Table 5.5 Communication Delay for Different Medium
Type of Link Delay in Communication (in ms)
Fiber-optic cables 100− 150
Digital Microwave Links 100− 150
Power Line 150− 350
Telephone Line 200− 300
Satellite Links 500− 700
approximation errors. As the energy content in the higher Fourier modes increases, the approx-
imation error also increases. Recent advances in PMU technology have the capability to filter
out second harmonics by averaging 3 phasors at a relative angle of 60 degrees. Advancement
in signal processing in PMU technology might improve the transient performance of PMU in
the future.
In this work, the voltage magnitude phasor is used to compute the Lyapunov exponent. To
avoid the inaccuracies in phasor computation due to transient behavior of system, the Lya-
punov exponent could also be computed directly from the actual voltage measurements. The
Lyapunov exponent is a measure of divergence of trajectories and, hence, would also be able
to detect instability from the time series of the actual voltage values.
5.4.4 Delay in communication
The next implementation issue is communication delay. First, if the exponents are used to
take only automatic local control action, the need for communicating data to SCADA would not
be necessary. Second, if the entire network is monitored centrally, the delay in communication
would come into play. Table 5.5 describes the time delay in communication for different types
of media Naduvathuparambil et al. (2002). The stability prediction will also be delayed by
the above mentioned time intervals, depending on which mode of communication is used.
5.5 Discussion
In this work, a novel model-free approach employing PMU data for voltage stability moni-
toring of a power system is presented. The novel approach employs the Lyapunov exponent, a
stability tool adapted from ergodic theory of dynamical system, for short-term voltage stability
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prediction. The proposed approach is amicable to various extensions. This proposed method
has successfully been used for short-term stability analysis of a larger power system (IEEE
162 bus system). It has also been used to determine critical clearing times, corresponding to
various fault locations. The future research efforts will focus on employing the new stability
metric for the purpose of local control design, based on the relative degree of instability of
individual buses in the power grid. In the next chapter, we would consider the finite time
stability problem of an uncertain system with non-equilibrium dynamics.
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CHAPTER 6. Sensitivity Analysis of Power Networks
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Figure 6.1 Propagation of uncertainties along the trajectory.
Previously, we have developed and applied finite time stability analysis tools for power sys-
tem applications. The techniques we have used in the previous chapters require computation
of expansion of vectors, evolving along a trajectory. The premises of the computation is aimed
to analyze non-equilibrium dynamics, instead of linearizing at a fixed point. In this chapter we
address the non-equilibrium stability problem, when a network system with a limit cycle gets
perturbed Dasgupta and Vaidya (2012). We try to address the question, which perturbations
are more critical in order to maintain the stability. The problem amounts to perform a sensi-
tivity analysis of the network in finite time. The developed theory has been used to analyze
the synchronization of oscillators. The uncertain system can be thought as a nominal system,
which is subjected to stochastic perturbation. The nominal system is assumed to have a stable
limit cycle, which forms an attracting structure. We develop a necessary condition, which is
based on computing expansion of disturbance vector along an evolving trajectory. We use the
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necessary condition to obtain a finite time stability condition to rank order the parameter. The
computation involved is shown in the Fig. 6.1. Also, we connect the point-wise condition with
the Also, we propose a finite time computation scheme to obtain the asymptotic sensitivities
of the system using physical measure. physical measure, which is a statistical description of
the non-equilibrium dynamics. Physical measure is related with the Lyapunov exponents with
the aid of Ruelle’s inequality. We consider a stability of a system over a finite window of time,
when subjected to stochastic perturbation. The uncertain system is dented as,
zn+1 = F (zn, µ) +
M∑
k=1
M∑
`=1
δk`n B¯kgk`(zn), (6.1)
where, zn is the state and δ
k`
n is 0 mean uncertainty with σ
2
k` variance. We would try to
find out those uncertainties, which can drive the system to instability for a smaller value of
variance. The nominal system zn+1 = F (zn, µ) has a stable periodic orbit, which is perturbed.
We are interested to find out which parameters would destabilize the uncertain system with
relatively small perturbation. In order to do that we consider stochastically perturbed tangent
space dynamics. The tangent space dynamics is considered evolving along the trajectory of
the nominal system. By making suitable assumptions we can show the necessary condition
for stability of the perturbed uncertain state space dynamics is the stability of the perturbed
tangent space dynamics. This framework actually decouples the dynamics and uncertainty and
makes the analysis tractable. Next, we consider the linearization of the system equation along
the trajectories of nominal system as follows,
ηn+1 = A(xn)ηn +
M∑
k=1
M∑
`=1
δk`n B¯kDk`(xn)ηn, (6.2)
xn+1 = F (xn, µ). (6.3)
We will use following notation,
A(xn) :=
∂F
∂x
(xn, µ), Dk`(xn) :=
∂gk`
∂x
(xn)
We would try to analyze the stability of the uncertain tangent space dynamics in finite time.
We obtain a point-wise necessary condition for the stability of the uncertain linearized system.
The necessary condition involves computation of gains, that can be thought as expansion of
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different disturbance vectors, propagated along the trajectory of the nominal system. We then
use the point-wise condition to obtain a finite time stability criterion, which can be used to
rank order in finite time. Next, we now state the first main Theorem.
6.1 Finite Time Stability Analysis
Next, we would outline a necessary condition for the stability of the uncertain tangent space
dynamics, and successively use the condition to obtain a finite time stability criterion.
Theorem 35 The necessary condition for the stability of the uncertain tangent space dynamics
is given by,
∑
k,`
σ2k`
∑
i,j
B′kP
ij(xn)Bk
Dk`(xn) (Dk`(xn))′
≤
∑
k,`
α¯k`(xn)Dk`(xn) (Dk`(xn))
′ (6.4)
where, the matrix P (xn) is uniformly bounded above and below and satisfies
A′(xn)P k`(xn+1)A(xn)− P k`(xn) = − (Dk`(xn))′Dk`(xn). (6.5)
The function α¯k`(xn) are lower bounded and well defined as follows: α¯
k`(xn) =
αk`(xn)
αk`∗
, αk`∗ =
infn α
k`(xn), and α∗ = mink` αk`∗ . The evolution of xn follows the nominal dynamics, i.e.,
xn+1 = F (xn, µ).
The necessary condition for stability in Theorem 35 is point-wise. In the following, we show
how the point-wise condition can be used to obtain a single criterion for finite time by taking
average. Let us consider the case, where we are interested in monitoring the system up to the
(T − 1)th observations. In order to get a single necessary condition that would give us the
desired stability property within the time interval can be obtained by averaging the necessary
conditions.
Theorem 36 The necessary condition for the stability of the periodic solution over a finite
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Figure 6.2 The schematic showing the gain computation.
interval [0, T − 1] is given by,
∑
k,`
σ2k`
1
T
T−1∑
n=0
∑
i,j
B′kP
ij(xn)Bk
Dk`(xn) (Dk`(xn))′
≤
∑
k,`
1
T
T−1∑
n=0
α¯
k`
(xn)Dk`(xn) (Dk`(xn))
′ (6.6)
where, the matrix P (xn) is uniformly bounded above and below and satisfies
A′(xn)P k`(xn+1)A(xn)− P k`(xn) = − (Dk`(xn))′Dk`(xn). (6.7)
The function α¯k`(xn) are lower bounded and well defined as follows: α¯
k`(xn) =
αk`(xn)
αk`∗
, αk`∗ =
infn α
k`(xn), and α∗ = mink` αk`∗ . The evolution of xn follows the nominal dynamics, i.e.,
xn+1 = F (xn, µ).
It can be noted Theorem 36 gives a necessary condition, which can be used for finite time
stability analysis. The computation needed for the necessary condition requires the system
matrices over a finite time interval in order to compute the necessary condition. In the following,
we show how the point-wise condition can be collapsed to provide a computable condition for
rank ordering the parameters using the notion of physical invariant measure. Next, we would
demonstrate how the eigen directions corresponding to the finite time Lyapunov exponent plays
a crucial role deciding the critical disturbances. The eigen directions represent the geometry
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of the underlying dynamics. The schematic is depiced in Fig. 6.3. We can show that the
disturbance directions that align over the trajectory with the eigen direction corresponding to
the maximum finite time LE would be more critical. The finite time sensitivity of the parameter
σk` would be ascertained by G−
1
2
k` (T ), where,
Gk`(T ) := 1
T
T−1∑
n=0
∑
i,j
B′kP
ij(xn)Bk
Dk`(xn) (Dk`(xn))′ .
The quantity Gk`(T ) can be thought as a gain, which is computed over a finite time
!2 (xk )
!1(xk )
!n (xk )
!2 (x0 )
!1(x0 )
!n (x0 )
B
B
D(x0 )
D(xk )
x0
xk
Figure 6.3 The schematic showing the disturbance vectors and eigen directions corresponding
to finite time LE.
window. Larger the value of the gain, more the sensitivity of the parameter. Next, we
show the relation between the disturbance directions with the eigen directions correspond-
ing to the FTLEs. Let, 0 < λ1(xi) ≤ λ2(xi) ≤ . . . λN (xi) be the eigen values of the ma-
trix
(∏i
j=0A(xj)
)′ (∏i
j=0A(xj)
)
, and corresponding eigen vectors are denoted by ξ1(xi) ≤
ξ2(xi) ≤ . . . ξN (xi). The maximum LE over the time interval T would be denoted by 1T logλN (T ).
By taking, P (xT ) = I, The formula for the finite time gain simplifies to,
Gk`(T ) = 1
T
T−1∑
m=0
∑
i,j
N∑
n=1
λn(xm)B
′
kξn(xm)Dk`(xm)ξn(xm)
 .
It can be observed that the finite time gain contains the quantitiesB′kξn(xm), andDk`(xm)ξn(xm),
which are the projection of the input and output disturbance vectors onto the eigen directions
corresponding to the FTLEs. The direction corresponding to the maximum FTLE is ξN (xm).
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If the input and output disturbance vectors are aligned with the vector ξn(xm), then that
would result in the larger gain and less sensitivity. This framework helps us to understand the
critical disturbance disturbance, which are related to the underlying geometry of the dynamical
system.
6.2 Rank Ordering of Parameters Over Finite Time Window
In this section we would describe the rank ordering of the parameters over a finite window
of time. Theorem 36 is used to get the sensitivities to rank order the parameters. The right
hand side of Eq. (6.6) combined with Eq. (6.7) provides us with a computable condition for the
rank ordering of various parameters. In particular, we notice that the Eq. (6.6) is an equation
of an ellipse and length of the axis along the direction of σk` is proportional to
Fk`(T ) := G−
1
2
k` (T ) =
 1
T
T−1∑
n=0
∑
i,j
B′kP
ij(xn)Bk
Dk`(xn) (Dk`(xn))′
− 12 , (6.8)
which gives the relative sensitivity of parameter δk`n over a finite time window up to T
th obser-
vations.
Next, we would like to make following two important observations.
• Linear Time Invariant System : The results of Theorem 35 can be applied for a special
case of linear time invariant (LTI) system, where instead of stability of periodic solution,
the result provide necessary condition for MSE of equilibrium point. In particular, for
LTI system the necessary condition can be written as
∑
k,`
σ2k`
∑
i,j
B′kP
ijBk
Dk` (Dk`)′ ≤∑
k,`
α¯k`Dk` (Dk`)
′ (6.9)
where,
A′P k`A− P k` = − (Dk`)′Dk`. (6.10)
While Eq. 6.9 still does not provide computable necessary condition for stability, the
Eq. 6.9 combine with Eq. 6.10 can be used to rank order the parameters. In particular,
Eq. refLTI is an equation of an ellipse and length of the axis along the direction of
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σk` is proportional to
1√
(
∑
i,j B
′
kP
ijBkDk`(Dk`)
′)
, which gives the relative sensitivity of that
parameter.
• Single Parameter Uncertain: For single parameter uncertain case, the result of Theorem
35 can be restated to eliminate the unknown parameter α¯k`(xn) as follows. Since α¯(xn)
are lower bounded, we define P¯ (xn) :=
1
α¯(xn)
P (xn). The necessary condition for stability
from Eqs. 6.4 and (6.5) can be written in terms of matrix P¯ (xn) as follows:
A′(xn)P¯ (xn+1)A(xn)− P¯ (xn) = −(D(xn))′D(xn)
σ2B′P¯ (xn+1)B < 1.
6.3 Stability Analysis using the Statistical Properties of the Dynamics
In this section, we propose a computational framework to compute asymptotic sensitivities
parameters. We use physical measure, which carries the statistical properties of the dynamics,
to restrict the computation on the periodic orbit. The use of the physical measure helps us
to come up with a finite time computation scheme. Typically, a periodic orbit in a nonlinear
systems will exhibit nonuniform behavior in space and time i.e., different regions of periodic
orbit are visited with different frequency. The physical measure supported on the periodic
orbit captures this nonuniform behavior. In particular, the physical measure not only provide
information about the location of the periodic orbit but also the relative amount of time the
system trajectories spend on the different parts of the periodic orbit. It is important to explicitly
account for this nonuniform nature of the periodic solution to determine the relative degree
of robustness to various parameters variations in the system. Physical measure captures the
non-equilibrium dynamics in probabilistic sense. A probability measure ϑ ∈ M(X) is said
to be invariant for the dynamical system xn+1 = F (xn, µ) if ϑ(F
−1(B)) = ϑ(B) for all sets
B ∈ B(X), the Borel σ-algebra on X, and where F−1(B) is the inverse image of set B. An
invariant probability measure is said to be physical if
lim
n→∞
1
n
n∑
k=0
φ(xk) =
∫
X
φ(x)dϑ(x), (6.11)
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for all continuous function φ : X → R and positive Lebesgue measure initial condition x0 ∈ X.
Theorem 37 Let {x¯0, x¯1, . . . , x¯P } be the stable periodic solution for the nominal deterministic
system with period P , so that FP (x¯i, µ) = x¯i for i = 1, . . . , P . Let ϑ(x) be the physical
invariant measure corresponding to the periodic solution for the nominal deterministic system.
The necessary condition for the stability of the periodic solution of system is given by,
∑
k,`
σ2k`
∫ ∑
i,j
B′kP
ij(x)Bk
Dk`(x) (Dk`(x))′ dϑ(x)
≤
∑
k,`
∫
α¯k`(x)Dk`(x) (Dk`(x))
′ dϑ(x). (6.12)
The matrix P ij(x) is a positive definite matrix uniformly bounded above and below and satisfies
A′(xu)P ij(xu)A(xu)− P ij(xu) = −Rij(xu) (6.13)
for u = 1, . . . , P , and i, j = 1, . . . ,M , and where
A(xu) =
[
P∏
r=u
A(xr)
][
u−1∏
s=1
A(xs)
]
Rij(xu) = Dij(xu)D′ij(xu)
+
P∑
v=1,j 6=u
Aˆ′(xu, xv)Dij(xv)D′ij(xv)Aˆ(xu, xv)
Aˆ(xu, xv) =
[ P∏
r=v
A(xr)
]min(u,v)−1∏
s=1
A(xs)

and αij(x) satisfies the following equation for some positive definite matrix P˜ ,
A′(xu)P˜ (xu)A(xu)− P˜ (xu) = −S(xu)∑
k,`
(
σ2k`B
′
kP˜ (xu+1)Bk − αk`(xu)
)
Dk`(xu)(Dk`(xu))
′ < 0
where,
S(xu) =
∑
ij
αij(xu)Dij(xu)D
′
ij(xu)
+
P∑
v=1,j 6=u
αij(xv)Aˆ′(xu, xv)Dij(xv)D′ij(xv)Aˆ(xu, xv)
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The results from Theorems 35 and 37 are used to rank ordering of uncertain parameters and to
provide computable necessary condition for stability of system with single uncertain parameter.
The right hand side of Eq. (6.12) combined with Eq. (6.13) provides us with a computable
condition for the rank ordering of various parameters. In particular, we notice that the Eq.
(6.12) is an equation of an ellipse and length of the axis along the direction of σk` is proportional
to
Ek` :=
∫ ∑
i,j
B′kP
ij(x)Bk
Dk`(x) (Dk`(x))′ dϑ(x)
− 12 , (6.14)
which gives the relative sensitivity of parameter δk`n . The larger the value of Ek` more uncer-
tainty can be tolerated in the random parameter δk`n and vice versa. The Eq. (6.14) will be
used to rank order parameters in the order of their significance for maintaining the stability of
periodic solution for system. Infact, using Eq. (6.14) the most critical interaction parameter
ξ∗ can be identified as
ξ∗ = min
k,`
Ek`.
Next, we show that for the special case of single parameter uncertain the results of the Theorem
35 can be rewritten to provide computable necessary condition for stability.
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Figure 6.4 Periodic orbit and physical measure for an individual oscillator.
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Figure 6.5 Ekl (which is proportional to allowable σkl) for different links
Theorem 38 The necessary condition stability of the periodic orbit with single parameter un-
certain is given by,
σ2
∫
X
B¯′kP (x)B¯kdϑ(x) < 1 (6.15)
where P (x) is a positive definite matrix with uniform bounds above and below and satisfies
A′(xi)P (xi)A(xi)− P (xi) = −R(xi) (6.16)
for i = 1, . . . , P , and k, ` = 1, . . . ,M , and where
A(xi) =
[
P∏
r=i
A(xr)
][
i−1∏
s=1
A(xs)
]
R(xi) = D(xi)D′(xi)
+
P∑
j=1,j 6=i
Aˆ′(xi, xj)D(xj)D′(xj)Aˆ(xi, xj)
Aˆ(xi, xj) =
 P∏
r=j
A(xr)
min(i,j)−1∏
s=1
A(xs)

The necessary condition for stability can also be used to provide stability margin with respect
to the uncertain parameter. In particular, we can define the stability margin to be equal to
SM = − log
∫
X
B¯′kP (x)B¯kdϑ(x)
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The results from Theorem 38 can be specialized to provide necessary condition for stability
for network systems with identical component dynamics as arise in synchronization problems.
Next, we present the simulation results for the developed Theory.
6.4 Simulation Results
Here we study the problem of robust synchronization in a network of Kuramoto oscillators,
which in past has been investigated by many researchers Chopra and Spong (2005); Acebro´n
et al. (2005).The dynamics of individual oscillators is assumed to be identical and of the form:
θ˙i = ω − r sin θi, i = 1, . . . , N (6.17)
where ω = 4pi Hz, r = 1, textand N = 5. The coupled dynamics is described by following
equations
θ˙i = ω − r sin θi +
N∑
j=1
kij sin(θj − θi), i = 1, . . . , N (6.18)
where kij = kji are coupling parameters and are assumed to be uncertain. In Fig. 6.6, we show
the nominal values of coupling parameters. Because of the identical nature of individual
Figure 6.6 Mean Value of coupling shown for different links.
oscillator dynamics and vanishing property of the coupling terms for θi = θj , the synchronized
state of the network is characterized by the steady state dynamics of the individual oscillator
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Table 6.1 Sensitivities of different links over a window of 4 sec (Fk`(4))
Link Nominal Finite time
ID Strength sensitivity
1− 2 0.05 0.07
1− 3 0.20 0.14
1− 4 0.05 0.07
1− 5 0.05 0.11
2− 3 0.20 0.14
2− 4 0.05 0.07
2− 5 0.05 0.11
3− 4 0.05 0.07
3− 5 0.25 0.17
4− 5 0.05 0.07
system. The steady state dynamics of the individual oscillator system is a periodic orbit. In
Fig. 6.4, we show the periodic solution of the individual oscillator. Next, we carry out the
finite time sensitivity analysis on the system. Table 6.1 shows the sensitivities for different
links, when computed over a window of 10 sec. This can be observed that the links with high
value of coupling can tolerate more uncertainty (e.g. 3− 5, 1− 3 etc).
For the purpose of computation P = 38 representative points are chosen on the periodic orbit
and are shown in Fig. 6.4. The approximation of the physical measure corresponding to the
periodic orbit and its support on the P = 38 representative points is shown in Fig. 6.4. The
maximum allowable variance for each of the uncertain link is shown in Fig. 6.5 and is calculated
using the results of Theorem 37. Comparing Fig. 6.6 and Fig. 6.5, we notice that the link
with the smallest nominal value of coupling can tolerate less amount of uncertainty compared
to the link with larger nominal value.
6.5 Discussion
In this chapter, we have developed tool to analyze stability of stochastically perturbed
systems over a finite time. The nominal system has a stable periodic orbit, and we are interested
to find out the uncertainties that can potentially make the system unstable. The analysis is
based on computing gains, which are computed by propagating the disturbance directions along
the trajectory. Also, we show due to the interaction of uncertainties of different parameters
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the relative criticality of the parameters might get changed.
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APPENDIX A.
Next, we outline proofs of theorem 35. First, we need a stochastic notion of stability
for the tangent space dynamics. With suitable assumptions, we can show that the necessary
condition for the stability of periodic solution of system is that the ηn dynamics is mean square
exponentially stable i.e. there exists positive constant M <∞ and β < 1 such that
E∆n0
[‖ ηn+1 ‖2] ≤Mβn ‖ η0 ‖2 .
For the notational convenience, in the following proofs we will drop the state dependence of
various matrices and functions. For example at places where there is no confusion, A(xn) will
be represented compactly as An and so on. Next we prove the following Lemma using the
previous result.
Lemma 39 The system is stable only if for any arbitrary x0 and n, there exists a symmetric,
positive definite Pˆ (xl) such that,
E∆n0
[
(An +B∆nDn)
T Pˆ (xn+1)(An +B∆nDn)
]
− Pˆ (xn) ≤ −I, (A.1)
γ0I ≤ Pˆ (xn) ≤ γ1I, (A.2)
where xn+1 = F (xn, µ) and γ0, γ1,  are positive constants.
Next, we prove Theorem 35,
Proof. The uncertain tangent space dynamics is stable. Let β1 be such that β < β1 < 1,
where β. We construct the function Pˆ (xl) as following,
Pˆ (xn) =
∞∑
l=n
(
1
β1
)l−nE∆n0
[
l∏
m=n
(Am +B∆mDm)
T
n∏
m=l
(Am +B∆mDm)
]
.
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From the construction and using the fact {δk,`m } is a sequence of i.i.d. random variables,
Pˆ (xn) > A
T
nAn +
∑
k,`
σ2k`(¯D
n
k`)
TBTk BkD
n
k`. (A.3)
We get ATnAn ≥ H > 0, which implies (A.1). Next, we prove the upper bound on norm of
Pˆ (xn).
ηT0 Pˆ (xn)η0
= ηT0
∞∑
l=n
(
1
β1
)l−n
E∆n0
n∏
m=l
(Am +B∆mDm)
T
n∏
m=l
(Am +B∆mDm)η0,
< M
∞∑
l=n
(
β
β1
)l−n
ηT0 η0 =
Mβ1
β1 − β η
T
0 η0. (A.4)
The existence of positive constants γ0 and γ1 follows from Eq. (A.3), and Eq. (A.4) respectively.
Now, from the construction of Pˆ from Eq. (A.1) it can be observed,
E∆n0
[
(An +B∆nDn)
T Pˆ (xn+1)(An +B∆nDn)
]
< β1Pˆ (xn) =
Pˆ (xn)− (1− β1)Pˆ (xn) ≤ Pˆ (xn)− I,
where,  > (1− β1)γ0 > 0.
We now provide with the proof of Theorem 35.
Proof. Equation (A.1) simplifies to,
ATn Pˆn+1An − Pˆn +
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` ≤ −I. (A.5)
The above equation can be rewritten as follows:
ATn Pˆn+1An − Pˆn ≤ −
I +∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k`
 ,
ATn Pˆn+1An − Pˆn = −
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I
 ,
for some , Rn ≥ 0.
Next, we consider the positive definite matrix
(
I +Rn +
∑
k,` σ
2
k`(D
n
k`)
TBTk Pˆn+1BkD
n
k`
)
and
come up with a construction to decompose the matrix into positive semi definite matrices
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(Dnk`)
TDnk` and call the remainder as Qn. Let us define a set of basis vectors e
T
i ∈ Rn as
following,
ei := (0 . . . , 0︸ ︷︷ ︸
i−1
, 1, 0 . . . , 0︸ ︷︷ ︸
N−i
)
With the aid of these vectors the identity matrix could be expressed as,
I =
∑
i
eTi ei. (A.6)
Rn is a positive semidefinite matrix. Let r
n
j ’s be the left eigenvectors of Rn corresponding to
the positive eigenvalue λnj > 0. This gives us the following decomposition of Rn,
Rn =
∑
j
λnj (r
n
j )
T rnj . (A.7)
Next, we consider the direction Dnk` which are not null row vectors as only such vectors would
play a role in the decomposition. We define the set Sn as,
Sn = {(p, q)|Dnpq 6= Null row vector}
First, we consider the case, where Sn is non-empty and let N∗n > 0 be the cardinality of Sn.
We take an arbitrary ordered pair (k, `) ∈ Sn. Next, we decompose all other vectors Dnpq’s,
ei’s, and r
n
i ’s along this direction and its orthogonal direction. These decompositions could be
expressed as following,
Dnpq = κ
pq
k`(n)D
n
k` + θ
k`
pq(n), D
n
k`
(
θk`pq(n)
)T
= 0, (A.8)
ei = φ
i
k`(n)D
n
k` + ν
i
k`(n), D
n
k`
(
νk`i (n)
)T
= 0, (A.9)
rnj = ξ
j
k`(n)D
n
k` + ω
j
k`(n), D
n
k`
(
ωk`j (n)
)T
= 0. (A.10)
where, κpqk`(n), φ
i
k`, and ξ
i
k`(n) are scalars. With the aid of Eq. (A.6) and (A.7) the following
positive definite matrix can be expressed as,∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I
 =
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +
∑
j
λnj (r
n
j )
T rnj + 
∑
i
eTi ei
 .
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Next we would construct an iterative procedure for elements of Sn which will lead to the desired
decomposition. Let us now consider the matrix
T 0n :=
∑
p,q
σ2pq(D
n
pq)
TBTk Pˆn+1BkD
n
pq +
∑
j
λnj (r
n
j )
T rnj +

N∗n
∑
i
eTi ei
 .
Using the decompositions of Dnpq’s, ei’s, and r
n
i ’s we get,
T 0n =∑
p,q
(κpqk`(n))
2σ2pqB
T
k Pˆn+1Bk +
∑
j
(φjk`(n))
2λnj +

N∗n
∑
i
(ξik`(n))
2
Dnk`TDnk`
+
∑
p,q
σ2pqB
T
k Pˆn+1Bkθ
k`
pq(n)
T
θk`pq(n) +
∑
j
λnj ω
k`
j (n)
T
ωk`j (n)
+

N∗n
∑
i
νk`i (n)
T
νk`i (n),
:= α˜k`n D
n
k`
TDnk` + T˜ 1n .
where,
α˜k`n =
∑
p,q
(κpqk`(n))
2σ2pqB
T
k Pˆn+1Bk +
∑
j
(φik`(n))
2λnj +

N∗n
∑
i
(ξjk`(n))
2,
T˜ 1n =
∑
p,q
σ2pqB
T
k Pˆn+1Bkθ
k`
pq(n)
T
θk`pq(n) +
∑
j
λnj ω
k`
j (n)
T
ωk`j (n)
+

N∗n
∑
i
νk`i (n)
T
νk`i (n).
It can be noted that, Dk`T˜ 1n = 0. Next, we choose another element say (k1, `1) ∈ Sn and define,
T 1n = T˜ 1n +

N∗n
∑
i
eTi ei.
And decompose the T 1n as,
T 1n = α˜k1`1n Dnk1`1TDnk1`1 + T˜ 2n .
This process is continued until the set Sn is exhausted. Then, we will have,
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I =
N∗n−1∑
i=0
T in
=
∑
(k,`)∈Sn
α˜k`n D
n
k`
TDnk` + T˜ N
∗
n
n . (A.11)
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It can be noted that the matrix T˜ N∗nn is positive semi definite. Let tnj ’s be the left eigenvectors
of T˜ N∗nn corresponding to the each of the eigenvalue Λnj > 0. This gives,
T˜ N∗nn =
∑
j
Λnj t
n
j
T tnj .
Again we do similar decomposition for the matrix T˜ N∗nn .We decompose the vectors tnj along the
directions Dnk` for (k, `) ∈ Sn.
tnj = Ξ
j
k`(n)D
n
k` + Ω
j
k`(n), D
n
k`
(
Ωk`j (n)
)T
= 0. (A.12)
Next, we define
U˜0n = T˜ N
∗
n−1
n =
∑
j
Λnj t
n
j
T tnj .
Using Eq. (A.12),
U˜0n =
(
Ξjk`
)2
(n)Dnk`
TDnk` + Ω
j
k`(n)
T
Ωjk`(n),
:= αˆk`n D
n
k`
TDnk` + U˜1n,
where, αˆk`n =
(
Ξjk`
)2 ≥ 0. Next, we choose another element (k1, `1) ∈ Sn and decompose U˜1n.
This gives us,
U˜1n = αˆk1`1n Dnk1`1TDnk1`1 + U˜2n.
This procedure is continued until the set Sn is exhausted. In this case, we define Qn := U˜N
∗
n
n .
This gives us,
T˜ N∗nn = U˜0n =
∑
(k`)∈Sn
αˆk`n D
n
k`
TDnk` +Qn, (A.13)
where, αˆk`n ≥ 0 and Dnk`Qn = 0,∀k, `. Combining Eq. (A.11) and (A.13) we get,∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I
=
∑
(k`)∈Sn
(α˜k`n + αˆ
k`
n )D
n
k`
TDnk` +Qn,
:=
∑
(k`)∈Sn
αk`n D
n
k`
TDnk` +Qn,
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where, αk`n := α˜
k`
n + αˆ
k`
n . Next, we would show a lower bound on α
k`
n for all (k, `) ∈ Sn. For
that purpose, let us consider the Eq. (A.9),
ei = φ
i
k`(n)D
n
k` + ν
i
k`(n), D
n
k`
(
νk`i (n)
)T
= 0.
Multiplying both sides by Dnk`
T from right,
eiD
n
k`
T = φik`(n) ‖ Dnk` ‖2,
=⇒
∑
i
|eiDnk`T |2 =‖ Dnk` ‖4
∑
i
|φik`(n)|2,
=⇒ ‖ Dnk` ‖2 =‖ Dnk` ‖4
∑
i
|φik`(n)|2,
=⇒
∑
i
|φik`(n)|2 =
1
‖ Dnk` ‖2
≥ 1
v2k`
.
This gives us,
α˜k`n =
∑
p,q
(κpqk`(n))
2σ2pqB
T
k Pˆn+1Bk +
∑
j
(φik`(n))
2λin
+

N∗n
∑
i
(ξjk`(n))
2
≥ 
v2k`N
∗
n
≥ 
v2k`N
2
, as N2 ≥ N∗n.
This means αk`n = α˜
k`
n + αˆ
k`
n ≥ v2k`N2 , ∀(k, `) ∈ Sn. Next, we define,
αk`n :=

v2k`N
2
, ∀(k, `) /∈ Sn
Now, for all (k, `) /∈ Sn the Dnk` is a null vector and hence αk`n Dnk`TDnk` is null matrix. Hence,∑
(k`)∈Sn
αk`n D
n
k`
TDnk` =
∑
k`
αk`n D
n
k`
TDnk`
If Sn is non-empty,∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I =
∑
k`
αk`n D
n
k`
TDnk` +Qn
where, αk`n ≥ v2k`N2 and D
n
k`Qn = 0, ∀k, `.
Next, we consider the case, when Sn is empty. We define,
αk`n :=

v2k`N
2
, ∀(k, `), if Sn = φ
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If Sn = φ each of the αk`n Dnk`TDnk` are null matrices. Hence,∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I =
∑
k`
αk`n D
n
k`
TDnk` +Qn,
where, Qn =
∑
k,` σ
2
k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I. Finally, we can say,
ATn Pˆn+1An − Pˆn = −
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` +Rn + I

= −
(∑
k`
αk`n D
n
k`
TDnk` +Qn
)
, (A.14)
where, αk`n ≥ v2k`N2 and D
n
k`Qn = 0, ∀k, `. At this stage we would use this decomposition to
reach to the necessary condition. Eq. (A.5) further necessarily implies
ATn Pˆn+1An − Pˆn +
∑
k,`
σ2k`(D
n
k`)
TBTk Pˆn+1BkD
n
k` ≤ 0.
Combining with Eq. (A.14)
∑
k,`
(
σ2k`B
T
k Pˆn+1Bk − αk`n
)
Dnk`
TDnk` −Qn ≤ 0.
Using the fact Dnk`Qn = 0, ∀k, `,∑
k,`
(
σ2k`B
T
k Pˆn+1Bk − αk`n
)
Dnk`
TDnk` ≤ 0.
Taking trace on both sides,
∑
k,`
(
σ2k`B
T
k Pˆn+1Bk − αk`n
)
Dnk`(D
n
k`)
T ≤ 0. (A.15)
From Eq. (A.14) and denoting Pˆn for Pˆ (xn) it follows that
Pˆn =
∞∑
i=n
( i∏
m=n
Am
)T ∑
k,`
αk`i (D
i
k`)
TDik`
−Qi
( i∏
m=n
Am
)
Since Q(xn) ≤ 0, it follows that P˜n ≤ Pˆn, where P˜n is defined as follows:
P˜n :=
∞∑
i=n
(
i∏
m=n
Am
)T ∑
k,`
αk`i (D
i
k`)
TDik`
( i∏
m=n
Am
)
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Using the above definition it follows that P˜n satisfies
ATn P˜n+1An − P˜n = −
∑
k,`
αk`n (D
n
k`)
TDnk`
 .
Substituting P˜n for Pˆn in (A.15), we get
∑
k,`
(
σ2k`B
T
k P˜n+1Bk − αk`n
)
Dnk`(D
n
k`)
T ≤ 0
We also define,
Pn =
∞∑
i=n
(
i∏
m=n
Am
)T ∑
k,`
αk`∗ (D
i
k`)
TDik`
( i∏
m=n
Am
)
=
∑
k,`
αk`∗
∞∑
i=n
(
i∏
m=n
Am
)T
(Dik`)
TDik`
(
i∏
m=n
Am
)
,
=
∑
k,`
αk`∗ P
k`
n , (A.16)
Where,
P k`n :=
∞∑
i=n
(
i∏
m=n
Am
)T
(Dik`)
TDik`
(
i∏
m=n
Am
)
.
And,
ATnP
k`
n+1An − P k`n = −(Dnk`)TDnk`
and also,
ATnPn+1An − Pn = −
∑
k,`
αk`∗ (D
n
k`)
TDnk`

It can be observed that Pn ≤ P˜n ≤ Pˆn. This means
∑
k,`
(
σ2k`B
T
k Pn+1Bk − αk`n
)
Dnk`(D
n
k`)
T ≤ 0
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and, Substituting Pn from (A.16) we get,
∑
k,`
σ2k`BTk
∑
i,j
αij∗ P
ij
n
Bk − αk`n
Dnk`(Dnk`)T ≤ 0,
=⇒
∑
k,`
σ2k`BTk
∑
i,j
α∗P ijn
Bk − αk`n
Dnk`(Dnk`)T ≤ 0,
∑
k,`
σ2k`
∑
i,j
BTk P
ij
n Bk
Dnk`(Dnk`)T ≤∑
k,`
αk`n
αk`∗
Dnk`(D
n
k`)
T ,
∑
k,`
σ2k`
∑
i,j
BTk P
ij
n Bk
Dnk`(Dnk`)T ≤∑
k,`
α¯k`n D
n
k`(D
n
k`)
T .
Hence the proof.
We next provide the proof of Theorem 37,
Proof. Taking spatial average with respect to physical measure ϑ of Eq. (6.4) from Theorem
35, we get the required necessary condition for stability in Eq. (6.12). Finally the condition
Lypaunov equation (6.5) from Theorem 35 reduces to Eq. (6.13) for the case where the system
is periodic and the matrix function of xn, i.e., P (xn), is evaluated along the periodic orbit.
We outline the proof of Theorem 24,
Proof. Let us first consider the stable manifold of the type-1 saddle point xe, which is
denoted by Ws(x
e). We need to show for every T > 0 and x ∈ Ws(xe), there exists an  > 0
such that every point in the set Wˆu(x) has repelling hyperbolic material surface, where,
Wˆu(x) := { xˆ | ‖ x− xˆ ‖< , x ∈Ws(xe)}.
We begin by studying the dynamics of x˙(t) = f (x(t)), when restricted to the stable manifold
Ws(x
e) of the type-1 saddle point. Then we extend the analysis to the points close to the
Ws(x
e). Let us consider x0 ∈ Ws(xe) and  > 0. We can construct two points x0 − n0(x0),
and x0 + n0(x0), where n0(x0) is an arbitrary unit vector. Next, we consider the evolution of
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distance between Φ (x0 − n0(x0), t), and Φ (x0 + n0(x0), t). Now let us define,
e(, t) := Φ(x0 + n0(x0), t)− Φ(x0 − n0(x0), t)
=
∫ 2
0
∂Φ
∂x
(x0 − n0(x0) + sn0(x0), t)n0(x0)ds n0(x0),
(Using Mean Value Theorem).
for a given T > 0. Using continuity of solution w.r.t. initial condition, we know that there
exists an Hˆ such that ‖ ∂Φ∂x (x0 − n0(x0) + sn0(x0), t) ‖< Hˆ. Hence, we obtain
e′(, T )e(, T ) < 42n′0(x0)M(x0, n0, , T )n0(x0)
+ 42Hˆ2n′0(x0)n0(x0), (A.17)
where, M(x0, n0, , T ) :=
(
∂Φ
∂x (x0 − n0, T )
)′ ∂Φ
∂x (x0 − n0, T ) is a positive definite matrix. The
singular value decomposition of the matrix M(x0, n0, , T ) would give us,
M(x0, n0, , T ) = U ′(x0, n0, , T ) Σ(x0, n0, , T ) U(x0, n0, , T ),
where, U(x0, n0, , T ) is a unitary matrix with i
th column ui(x0, n0, , T ), and Σ(x0, n0, , T ) =
diag (Λ1(x0, n0, , T ), . . . ,Λn(x0, n0, , T )), where Λ1 ≥ Λ2 ≥ · · · ≥ Λn > 0. This gives us,
M(x0, n0, , T ) =
N∑
i=1
Λi(x0, n0, , T )ui(x0, n0, , T )u
′
i(x0, n0, , T ). (A.18)
Combining A.17 and A.24,
e′(, T )e(, T ) <
42
N∑
i=1
Λi(x0, n0, , T )n
′
0ui(x0, n0, , T )u
′
i(x0, n0, , T )n0,
+ 42Hˆ2n′0(x0)n0(x0).
Next, we use the fact x0 − n0(x0) ∈ A(xs) and x0 + n0(x0) /∈ A(xs). The normal vector at a
point of the stable manifold is the direction in which perturbations grow in time. The distance
between these points after time interval T will grow, and the growth rate will be given by the
maximum finite time Lyapunov exponent (FTLE).
e′(, T )e(, T ) ≥ e2λTT e′(, 0)e(, 0),
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where, λT > 0 is the maximum FTLE. Also, e(, 0) = 2n0, and e
′(0, )e(, 0) = 42n′0n0 = 42,
as n′0n0 = 1. Hence,
42
n∑
i=1
Λi(x0, n0, , T )n
′
0ui(x0, n0, , T )u
′
i(x0, n0, , T )n0
> 42
(
e2λTT − 4Hˆ2
)
,
n∑
i=1
Λi(x0, n0, , T )n
′
0ui(x0, n0, , T )u
′
i(x0, n0, , T )n0
>
(
e2λTT − 4Hˆ2
)
,
n∑
i=1
Λi(x0, n0, , T )
(
n′0ui(x0, n0, , T )
)2
>
(
e2λTT − 4Hˆ2
)
.
By choosing, n(x0) = un, we get, Λn(x0, n0, , T ) > e
2λTT − 4Hˆ2. For the unit normal vector
n0(x0), we have,
1∑n
i=1
1
Λi(x0,n0,,T )
(n′0ui(x0, n0, , T ))
2 =
1∑n
i=1
1
Λi(x0,n0,,T )
n′0n0
=
1∑N
i=1
1
Λi(x0,n0,,T )
>
Λn
n
>
(
e2λTT − 4Hˆ2
)
n
.
There will exist T¯ such that,
(
e2λTT − 4Hˆ2
)
> n, T ≥ T¯ . This will give,
1∑n
i=1
1
Λi(x0,n0,,T )
(n′0ui(x0, n0, , T ))
2 > 1, (A.19)
1
nT0
(
(∇Φ(x0 − n0, T )))T ∇Φ(x0 − n0, T )
)−1
n0
> 1, (A.20)
ρ(x0 − n0, T ) > 1. (A.21)
Similarly, to prove ρ(x0 + n0, T ) > 1, we use,
e(, T ) = −2∂Φ
∂x
(x0 + n0(x0), T )n0(x0)
and use the successive steps as it is.
Hence, the proof.
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We outline the proof of Theorem 25,
Proof. Let us first consider the stable manifold of the type-1 saddle point xe, which is
denoted by Ws(x
e). We need to show for every T > 0 and x ∈ Ws(xe), there exists an  > 0
such that every point in the set Wˆs(x) has attracting hyperbolic material surface, where,
Wˆs(x) := { xˆ | ‖ x− xˆ ‖> , x ∈Ws(xe)}.
The trajectories in domain of attraction A(xs) would asymptotically converge to the stable
fixed point xe. Stability of the fixed point xs gives for every T and δ1 > 0 there exists a
δ2 > 0 such that, for any point x in the δ2 neighborhood of x
s, ‖ Φ(x, T ) − xs ‖< δ1. The
attracting material surfaces are defined in terms of the reverse flow. The stability condition
implies, for every T and δ1 > 0 there exists a δ2 > 0 such that, for any point z such that
‖ Φ(x,−T )−xs ‖ , satisfies ‖ x,−xs ‖< δ1. Now, let us choose two points x0, and x0 + 0n0(x)
such that 0 <
δ1
2 , and n0(x) is an arbitrary vector. Next, we consider the evolution of distance
between Φ (x0 − 0n0(x0),−t), and Φ (x0 + 0n0(x0),−t). Now let us define,
e(0,−t) := Φ(x0 + 0n0(x0),−t)− Φ(x0 − 0n0(x0),−t)
=
∫ 2
0
∂Φ
∂x
(x0 − 0n0(x0) + sn0(x0),−t)n0(x0)ds n0(x0).
for a given T > 0. By continuity of solution w.r.t. initial condition, we have ‖ ∂Φ∂x (x0 −
0n0(x0) + sn0(x0),−t) ‖< Hˆ. Hence, we obtain,
e′(0,−T )e(0,−T ) < 420n′0(x0)M(x0, n0, 0, T )n0(x0)
+ 420Hˆ
2n′0(x0)n0(x0), (A.22)
where, M(x0, n0, 0,−T ) :=
(
∂Φ
∂x (x0 − 0n0,−T )
)′ ∂Φ
∂x (x0 − 0n0,−T ) is a positive definite ma-
trix. The singular value decomposition of the matrix M(x0, n0, 0,−T ) would give us,
M(x0, n0, 0,−T ) =
U ′(x0, n0, 0,−T ) Σ(x0, n0, 0,−T ) U(x0, n0, 0,−T ), (A.23)
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where, U(x0, n0, 0,−T ) is a unitary matrix with ith column ui(x0, n0, 0, T ), and Σ(x0, n0, 0,−T ) =
diag (Λ1(x0, n0, 0,−T ), . . . ,Λn(x0, n0, 0,−T )), where Λ1 ≥ Λ2 ≥ · · · ≥ Λn > 0. This gives us,
M(x0, n0, 0,−T ) =
N∑
i=1
Λi(x0, n0, 0,−T )ui(x0, n0, 0,−T )u′i(x0, n0, 0,−T ). (A.24)
Combining A.17 and A.24,
e′(0,−T )e(0,−T ) < 42Hˆ2n′0(x0)n0(x0)+
42
N∑
i=1
Λi(x0, n0, ,−T )n′0ui(x0, n0, ,−T )u′i(x0, n0, ,−T )n0.
Next, we observe,
e′(0,−T )e(0,−T ) ≥ e−2λ¯TT e′(, 0)e(, 0),
where, λT < 0. Also, e(0, 0) = 2n0, and e
′(0, 0)e(0, 0) = 42n′0n0 = 42, as n′0n0 = 1. Hence,
420
n∑
i=1
Λi(x0, n0, 0,−T )n′0ui(x0, n0, 0,−T )u′i(x0, n0, 0,−T )n0
> 420
(
e−2λ¯TT − 4Hˆ2
)
,
n∑
i=1
Λi(x0, n0, 0,−T )n′0ui(x0, n0, 0,−T )u′i(x0, n0, 0,−T )n0
>
(
e−2λ¯TT − 4Hˆ2
)
,
n∑
i=1
Λi(x0, n0, 0,−T )
(
n′0ui(x0, n0, 0,−T )
)2
>
(
e−2λ¯TT − 4Hˆ2
)
.
By choosing, n(x0) = un, we get, Λn(x0, n0, 0,−T ) > e−2λ¯TT − 4Hˆ2. For the unit normal
vector n0(x0), we have,
1∑n
i=1
1
Λi(x0,n0,0,−T ) (n
′
0ui(x0, n0, 0,−T ))2
=
1∑n
i=1
1
Λi(x0,n0,0,−T )n
′
0n0
=
1∑N
i=1
1
Λi(x0,n0,0,−T )
>
Λn
n
>
(
e−2λ¯TT − 4Hˆ2
)
n
.
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There will exist a T¯ such that,
(
e−2λ¯TT − 4Hˆ2
)
> n, T ≥ T¯ . This will give,
1∑n
i=1
1
Λi(x0,n0,0,−T ) (n
′
0ui(x0, n0, 0,−T ))2
> 1, (A.25)
1
nT0
(
(∇Φ(x0 − 0n0,−T )))T ∇Φ(x0 − 0n0,−T )
)−1
n0
> 1, (A.26)
ρ(x0 − 0n0, T ) > 1. (A.27)
Similarly, we use,
e(0,−T ) = −2∂Φ
∂x
(x0 + 0n0(x0),−T )n0(x0)
and use the successive steps to prove ρ(x0 − 0n0,−T ) > 1 . Now let us define a set,
N(xs) := { x | ‖ x− xs ‖≤ },
where  < 0. This gives us, ρ(x,−T ) > 1 for all x, which is at most  away from the point xs.
Hence the proof.
Below, we provide the proof of Proposition 27,
Proof. Let us define
ζ(t) := Φ(x0, t+ ∆t)− Φ(x0, t),
for initial condition x0 ∈ A(xs) \ xs, and ∆t is a small positive number. It can be observed
that ζ(0) 6= 0, as x0 ∈ A(xs) \xs. Also, it can be observed Φ(x0,∆t) ∈ A(xs) \xs. Considering
two initial conditions x0, and Φ(x0,∆t) the following assertions can be made - there exists
a T ∗1 such that ‖ Φ(x0, t) − xs ‖< ‖ζ(0)‖2 for all t ≥ T ∗1 . Also, there exists a T ∗2 such that
‖ Φ(x0, t + ∆t) − xs ‖< ‖ζ(0)‖2 for all t ≥ T ∗2 . We defining T ∗ := max(T ∗1 , T ∗2 ). Using triangle
inequality
‖ Φ(x0, t+ ∆t)− Φ(x0, t) ‖
<‖ Φ(x0, t+ ∆t)− xs ‖ + ‖ xs − Φ(x0, t) ‖<‖ ζ0 ‖, ∀ t ≥ T ∗.
Hence, we can assert that, ‖ Φ(x0, t + ∆t) − Φ(x0, t) ‖<‖ ζ(0) ‖ for all t ≥ T ∗. This gives us,
λ(x0, 0, t) < 0 for all t ≥ T ∗.
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Next, we prove Proposition 29.
Proof. The linearized dynamics is given by
ξ˙(t) = Aξ(t).
As the linearization is carried out at the type - 1 saddle point, the matrix has n−1 eigenvalues
λˆ1, . . . , λˆn−1, which have negative real part, and one eigenvalue λˆn with positive real part. It
is to be noted,
Φ(ξ(0), t) = eAtξ(0).
This gives us,
λ(0, t) =
1
t
log
‖ Φ(ξ(0), t+ ∆t)− Φ(ξ(0), t) ‖
‖ Φ(ξ(0),∆t)− ξ(0) ‖ ,
=
1
t
log
‖ eA(t+∆t)ξ(0)− eAtξ(0) ‖
‖ eA∆tξ(0)− ξ(0) ‖ ,
=
1
t
log
‖ eAt (eA∆tξ(0)− ξ(0)) ‖
‖ eA∆tξ(0)− ξ(0) ‖ ,
=
1
t
log
‖ eAtξˆ(0) ‖
‖ ξˆ(0) ‖ , ξˆ(0) := e
A∆tξ(0)− ξ(0).
Let vi be the unit eigen vector corresponding to the eigen value λˆi, and we define T :=
[ v1, . . . , vn ]. This gives us A = TΛT
−1, where, Λ := diag(λˆ1, . . . λˆn). This decomposition
gives us , eAt = TeΛtT−1. Let us define transformed vector ξ˜(0) = T ξˆ(0). This gives us ,
eAtξˆ(0) = TeΛtT−1ξˆ(0) = TeΛtξ˜(0) =
n∑
i=1
eλˆitviξ˜i(0),
where, ξ˜i(0) is the i
th entry of ξ˜(0). This gives us,
‖ eAtξ˜(0) ‖2 =
n∑
i=1
n∑
j=1
eλˆ
∗
j teλˆit(v∗j )
T vTi (ξ˜j(0))
∗ξ˜i(0),
= e2Re(λˆn)t ‖ vTn ‖2 |ξ˜n(0)|2+∑
i,j, (i,j)6=(n,n)
eλˆ
∗
j teλˆit(v∗j )
T vTi (ξ˜j(0))
∗ξ˜i(0).
where, Re(λˆn) is the real part of the n
th eigen value, which is positive. In the above expression
e2Re(λˆn)t ‖ vTn ‖2 |ξ˜n(0)|2 dominates as all other terms would contain eλˆit, i = 1, . . . n−1, where
λˆi, i = 1, . . . n − 1 have negative real parts. As a consequence, eλˆit becomes arbitrarily small
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as t increases for i = 1, . . . n−1. Now, ξ˜n(0) = 0 is a 0 Lebesgue measure set over ξ(0). When,
ξ˜n(0) 6= 0, the term e2Re(λˆn)t ‖ vTn ‖2 |ξ˜n(0)|2 will be more than ‖ ξ(0) ‖2 for all t ≥ T ∗. Hence,
λ(0, t) > 0 for all t ≥ T ∗.
We outline proof of Proposition 31.
Proof. The finite time Lyapunov exponent can be manipulated as following,
λ(0, t) =
1
t
log
‖ Φ(x0, t+ ∆t)− Φ(x0, t) ‖
‖ Φ(x0,∆t)− x0 ‖ ,
=
1
t
log
[‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
‖ Φ(x0,∆t)− x0 ‖
‖ Φ(x0, t+ ∆t)− Φ(x0, t) ‖
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
]
,
=
1
t
log
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
‖ Φ(x0,∆t)− x0 ‖
+
1
t
log
‖ Φ(x0, t+ ∆t)− Φ(x0, t) ‖
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖ ,
=
τ
t
[
1
τ
log
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
‖ Φ(x0,∆t)− x0 ‖
]
+
t− τ
t
[
1
t− τ log
‖ Φ(x0, t+ ∆t)− Φ(x0, t) ‖
‖ Φ(x0, τ + ∆t)− Φ(x0, τ) ‖
]
,
=
τ
t
λ(0, τ) + (1− τ
t
)λ(τ, t).
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