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Introduction. Let q ∈ L
∞ be a real potential with supp q ⊂ D R . Here D R = {x ∈ R n , |x| < R}. The scattering amplitude of the potential q can be defined via the outgoing eigenfunctions. Namely, for every energy λ ∈ R + , ω ∈ S n−1 , there exists ψ + (λ,x,ω), a solution of (1.1) (∆ − q + λ 2 )ψ + = 0 satisfying ψ + (λ, x, ω) = e iλx·ω + a q (λ,ϑ,ω)e iλ|x| |x| (n−1)/2 + O(|x| −((n−1)/2+1) ) with ϑ = x/|x|. The scattering amplitude, a q (λ,ϑ,ω), measures the effect of the potential q on plane waves of the form e iλx·ω . The inverse scattering problem is to recover the potential q from the scattering amplitude a q (λ,ϑ,ω).
A classical uniqueness theorem states that the knowledge of the scattering amplitude at all energies uniquely determines the potential. However, this result cannot be considered as a satisfactory solution to the inverse scattering problem since the requirement of knowing the scattering amplitude at all energies makes the problem highly overdetermined. That is, in some sense, there is much more data available than one would expect is necessary to determine uniquely a potential. A new problem, the so-called inverse scattering problem at a fixed energy, asks whether one can recover a compactly supported potential from its scattering amplitude at one fixed energy. Recently, this problem has received much attention and undergone significant progress. See the review paper [S-U] and also see [I] , [I-N] , [N] , [No-H] , [St] , and [Su-U, II, III] for recent developments. Global uniqueness has been established for this problem in dimension n ≥ 3. However, in dimension n = 2, there are only partial answers available to the uniqueness question. The main reason is that in dimension n = 2, this fixed energy problem becomes a formally determined inverse problem. It has been shown that, in this case, the potential is uniquely determined from its scattering amplitude at a fixed energy if the potential is close to "most potentials" [Su-U, I, II] or if the energy is very high [No] .
The aim of this paper is to show that it is possible to recover uniquely a two-dimensional potential from the associated scattering amplitude at finitely many energies.
Then there is a positive integer N (M,R) such that if
holds at m different energies: λ = λ 1 ,λ 2 ,...,λ m ∈ R + and if the number m ≥ N (M,R), then q 1 = q 2 .
It should be noticed that in this theorem there is no restriction made on the energy levels except that the number of energy levels should probably be large in comparison with the size of the potential.
The proof of this theorem consists in reducing the problem to the control of the number of zeros (inside a large ball in the complex plane C) of a family of operator-valued meromorphic functions, which are constructed to carry all the available scattering information, and then using results in complex analysis. In the proof we shall make use of the uniqueness theorem at a high energy: In two dimensions, the scattering amplitude at one energy determines uniquely the potential when the energy is high in comparison with the size of the potential. This uniqueness theorem has been observed on several occasions. For instance, it follows from Novikov's work on the∂ approach to the reconstruction of the fixed energy problem in two dimensions [No] . In this paper we shall use techniques in inverse boundary value problems (see Lemma 2.4) to give a direct proof of this result for the class of potentials used in this paper.
Section 2 is devoted to establishing a sequence of lemmas. The proof of the theorem will be presented in Section 3. In Section 4 we shall prove a lemma needed in Section 3.
2. Lemmas. Let q 1 and q 2 be two potentials in
to C as follows:
The bilinear form B R q1,q2,h (z) has been widely used in treating inverse boundary value problems for Schrödinger equations. In this paper we shall pay close attention to the dependence of B Proof. Consider the solution operator A q,z : f → u q (·,z) for the boundary value problem:
Using standard techniques in elliptic theory, one can show that A q,z is a meromorphic function of z with its value an operator from
Let z 0 ∈ C. Without loss of generality, we assume that z 0 is a pole for both ∆ − q 1 and ∆ − q 2 . We expand A q1,z and A q2,z into Laurent's series near z 0 :
where B n , n 1 + n 2 = n < ∞, is a finite linear combination of bilinear forms of the form:
where
q2 (f 2 ) is also bounded by the H 3/2 (∂D R ) norm of f 2 . Then we get, using the Schwartz inequality,
for some constant C. This shows that the bilinear form in (2.6) is bounded. Also, since the series (2.4) is absolutely convergent for z = z 0 , it follows from the estimate above that the series (2.5) is also absolutely convergent for z = z 0 . Therefore, B q1,q2,h (z) is meromorphic near z 0 with possible pole at z 0 .
It can be shown that, locally,
provided that z is not a Dirichlet eigenvalue of ∆ − q 1 and ∆ − q 2 on D R . In the proof of the theorem we shall not use this analytical dependence result but only the fact that B R q1,q2,h (z) depends continuously on q 1 , q 2 , h, and z. We state in the following lemma the precise continuity property of B R q1,q2,h (z) which is needed in the proof given in the next section.
Proof. The proof of this lemma follows from the definition (2.1) and the following standard elliptic estimate:
where we have assumed that q ∈ L ∞ (D R ) and zero is not a Dirichlet eigenvalue of ∆u − qu = 0 on D R . The constant C, which depends only on q and R, can be chosen to be bounded in an L ∞ (D R ) neighborhood of q with R fixed. We omit the details.
The next lemma gives a relationship between the scattering amplitude and the bilinear form defined in (2.1).
is not a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 , then a necessary and sufficient condition for
Proof. Let us recall the Dirichlet to Neumann map Λ q . For a potential q ∈ L ∞ (D R ) such that zero is not a Dirichlet eigenvalue of ∆ − q, one can define the Dirichlet to Neumann map Λ q : f → ∂u q /∂N , where u q is the unique solution to (∆ − q)u q = 0 in D R with u q ∂DR = f and N denotes the unit outer normal to ∂D R . Λ q is related to the bilinear form (2.1) by the following formula:
where ds denotes the standard surface measure on ∂D R and we assume that z is not a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 . The proof of (2.8) relies mainly on an integration by parts argument, follows the same line of the proof in the case z = 0, given in [A] . This identity shows clearly that (2.7) is equivalent to Λ q1−λ 2 = Λ q2−λ 2 . Next, it is established that knowing the scattering amplitude a q (λ,ϑ,ω) at a fixed energy λ is equivalent to knowing the Dirichlet to Neumann map Λ q−λ 2 on ∂D R (see [N] and [Su-U, III] . Hence a q1 (λ,ϑ,ω) = a q2 (λ,ϑ,ω), ∀ϑ, ω ∈ S 1 , is equivalent to Λ q1−z = Λ q2−z and therefore equivalent to (2.7).
We shall prove the theorem by working with the number of zeros of B R q1,q2,h (z). We say that z 0 ∈ C is a zero of
. Next, we state a lemma concerning the distribution of zeros of B R q1,q2,h (z). The proof of this lemma, which is based on some techniques in inverse boundary value problems, will be given in Section 4.
there exists a positive number K = K(M,R), depending continuously on M and R, so that if z is not a Dirichlet eigenvalue of both ∆ − q 1 and ∆ − q 2 , and |z| ≥ K, then z is not a zero of B R q1,q2,h (z).
The last lemma given below follows the "compactness" lemma proven in [Su-U, I] .
,q2,h (z) has a zero in {z ∈ C; |z| < K}, then h must satisfy the estimate:
Proof. The hypothesis implies that Λ q1−z = Λ q2−z for some z with |z| < K. Then Lemma 3.2 in [Su-U, I] implies the estimate (2.9).
3. Proof of the Theorem. From now on we denote
We first claim that if
the number of zeros of B R q1,q2,q1−q2 (z) in {z ∈ C;
|z| < K + 1} < ∞, then the conclusion of the theorem holds. Here K is the positive constant given in Lemma 2.4. Moreover, if we denote by Z the supremum in (3.1) and denote by P the following supremum:
the number of poles of B R q1, q2, q1−q2 (z) in {z ∈ C;
then we can take number N to be Z + P + 1 in the theorem. One notes that P is finite since any pole of B R q1,q2,q1−q2 (z) is a Dirichlet eigenvalue of either ∆ − q 1 or ∆ − q 2 and the number of eigenvalues in the interval (−K − 1 , K + 1) of ∆ − q, q ∈ W (M), can be controlled by a constant depending only on M and K (following from a max-min argument of eigenvalues [Co-H] ).
Let us now prove the claim. Suppose that (3.1) holds but the conclusion of the theorem fails. Then there exist two potentials q 1 , q 2 ∈ W (M ) with q 1 = q 2 , such that
holds at N (= Z + P + 1) distinct λ's: λ 1 , λ 2 ,...,λ N . By Lemma 2.3 we have that λ j , 1 ≤ j ≤ N, is either a zero or a pole of B R q1,q2,q1−q2 (z). By hypotheses, the number of zeros and poles of B R q1,q2,q1−q2 (z) in {z ∈ C : |z| < K + 1} is less than or equal to Z + P . Thus, at least one λ j , 1 ≤ j ≤ N, satisfies |λ j | ≥ K + 1. We may assume that λ 1 has this property. If λ 1 is not a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 , then by Lemma 2.3, λ 1 must be a zero of B R q1,q2,q1−q2 (z) but this is not the case by (3.3) and Lemma 2.4. Thus, λ 1 must be a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 in D R . Now, for any ε > 0, we can always find R ∈ (R−ε , R+ε) so that λ 1 is not a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 in the ball D R . Thus, by Lemma 2.3 again, λ 1 must be a zero of B R q1,q2,q1−q2 (z). From Lemma 2.4 we see that the constant K depends continuously on R. Thus, if the ε above is small enough, B R q1,q2,q1−q2 (z) has no zeros other than Dirichlet eigenvalues of either ∆ − q 1 or ∆ − q 2 in D R in {z ∈ C : |z| ≥ K + 1}. However, this contradicts |λ 1 | ≥ K + 1, thus proving the claim.
We now proceed to prove (3.1). Let us denote
for q 1 = q 2 and consider B R q1,q2,h1,2 (z). Clearly, B R q1,q2,h1,2 (z) carries the same zeros and poles as B R q1,q2,q1−q2 (z) does. Suppose now that the supremum in (3.1) equals ∞. Then there exist two sequences of potentials q 1,n , q 2,n ∈ W (M ) with q 1,n = q 2,n , so that (3.4) lim n→∞ the number of zeros of B R q1,n,q2,n,h1,2,n (z) in {z ∈ C :
(q 1,n − q 2,n ).
Since by hypothesis, q j,n C 2,α (DR) is uniformly bounded in j = 1,2 and in n : 1 ≤ n < ∞, and since by Lemma 2.5, h 1,2,n H s (DR) is uniformly bounded in n : 1 ≤ n < ∞, for some s > 0, it follows from Sobolev's imbedding theorems that, by extracting subsequences, we may assume that there are q *
topology and lim n→∞ h 1,2,n = h * in the L 2 (D R ) topology. Therefore, by Lemma 2.2, we have (3.5) lim n→∞ B R q1,n,q2,n,h1,2,n (z) = B R q * 1 ,q * 2 ,h * (z) uniformly in a neighborhood of z which is not a Dirichlet eigenvalue of ∆ − q 1 or ∆ − q 2 in D R .
Since h * = 0, it follows from Lemma 2.4 that B R q * 1 ,q * 2 ,h * (z) is not a zero bilinear form for some z ∈ C. Since B
is a meromorphic function on C which is not identically equal to zero. Moreover, we can choose a constant
is analytic and has no zero for z in the set {z ∈ C : K − ε ≤ |z| ≤ K + ε} for some ε > 0. With this pair of boundary values, we now define
, Clearly, F n , F are meromorphic functions of z and, by (3.5),
Let us denote by Z Fn (resp. Z F ) and by P Fn (resp. P F ) the number of zeros of F n (resp. F ) and the number of poles of F n (resp. F ) inside {z ∈ C : |z| < K } (counted according to multiplicity). Then by Rouche's Theorem and by (3.7) (note that F (z) is analytic and has no zero in the set {z ∈ C : K − ε ≤ |z| ≤ K + ε}), we have that (3.8)
Since any pole of F n (z) is necessarily a pole of B R q1,n,q2,n,h1,2,n (z) which is in turn a Dirichlet eigenvalue of ∆ − q 1,n or ∆ − q 2,n and also since the number of eigenvalues of ∆ − q 1,n and ∆ − q 2,n , which lie in {z ∈ C : |z| < K } can be bounded by some constant which is independent of n, it follows that {P Fn } is bounded as n → ∞. Then by (3.8) we have that {Z Fn } is also bounded as n → ∞. On the other hand, since any zero of B R q1,n,q2,n,h1,2,n (z) is necessarily a zero of F n (z), it follows that Z Fn ≥ {the number of zeros of B R q1,n,q2,n,h1,2,n (z) in {|z| < K }} ≥ the number of zeros of B R q1,n,q2,n,h1,2,n (z) in {z ∈ C : |z| < K + 1}}, and by (3.4), lim n→∞ Z Fn = ∞. This is a contradiction and the theorem is proved.
Proof of Lemma 2.4.
The following lemma is an easy variation of a well-known result in inverse boundary value problems (see [N] , for instance).
with the estimate:
Before going any further, we shall give a brief description of the construction of ψ in Lemma 4.1. A straightforward computation yields that ψ satisfies ∆ψ + 2ξ · ∇ψ − qψ = q.
It has been proven in [L-N] 
This result implies Lemma 4.1, since q is compactly supported and the equation ∆ψ + 2ξ · ∇ψ − qψ = q turns out to be a regular perturbation of ∆ψ + 2ξ · ∇ψ = q.
If one assumes that q ∈ C m (R 2 ) with supp q ⊂ D R and m a positive integer, then, by differentiating the equation, one obtains a stronger estimate:
Using interpolation, one can generalize this to q ∈ C m,α (R 2 ) with supp q ⊂ D R and 0 < α < 1. In this section, we only need the following result:
for any real number s in [0 , 2+α].
Now we are ready to prove Lemma 2.4.
Proof of Lemma 2.4.
One checks that (4.4)
with C some constant independent of k and z.
holds for any solution of ∆u j − q j u j + zu j = 0, j = 1,2. Using Lemma 4.2, we construct
, with the estimate (4.2). If we assume that |z| is large enough so that |ξ 1 |, |ξ 2 | ≥ Ξ (the constant given in Lemma 4.2), then for any k ∈ R 2 \0, the solutions (4.7) are defined for any k ∈ R 2 \0. Substituting (4.7) into (4.6) and using (4.4), we get
where F denotes the Fourier transform. Thus,
. By (4.2), (4.5), and Sobolev's inequalities,
for some constant C depending only on M and R. We claim that
holds for some constant C depending only on M and R. Assume (4.11) holds for the moment; then (4.10), (4.11), and (4.9) imply
and the result follows by taking large |z|. We now proceed to prove (4.11) with j = 1. The same proof works for the case j = 2. Let χ ∈ C ∞ 0 (R 2 ) be a cutoff function so that χ(x) = 1 for x ∈ D R and χ(x) = 0 for x ∈ D R+1 . If we denote ψ * = χψ 1 , then ψ * satisfies the same sort of estimate as the function ψ does in (4.2). Namely, for any s ∈ [0 , 2+α],
We have
where C * is given by (see Lemma 18.1.12 in [H] ) (4.14) C * = max sup η R 2 |ψ * (k−η , ξ 1 )|dk , sup k R 2 |ψ * (k−η , ξ 1 )|dη andψ * = F ψ * andĥ = F h (in the x variable). Note that the ξ 1 in (4.14)
depends on k − η as well as on z. However, by (4.5) we have |ξ 1 | ≥ C|z| 1/2 for any k, η ∈ R 2 . We have, for any k, η ∈ R 2 , (4.15) |(1 + |k − η| 2+α )ψ
We now fix ξ 1 in the right-hand side of (4.15), neglecting its dependence on k − η, and make use of the following inequality, which will be proved later: For any f ∈ H 2+α (R 2 ) with supp f ⊂ D R , (4.16)
where I 2+α is the multiplication operator: g(k) → |k| 2+α g(k). Assuming for the moment that (4.16) holds, we deduce from (4.15) and (4.12) that for any k, η ∈ R 2 . This shows clearly that
for some constant C depending only on R, M and, consequently, (4.11) holds. This proves the lemma.
We now come to prove (4.16). Let
According to the definition of the space H 2+α (R 2 ), we have
which implies that
To finish the proof, we need to bound ϕ L 1 (E2R) , where we denote E R = R 2 \D R . To this end, we make use of the Riesz potentials. It is known [Sc, p. 297] that |k| α−2 = F|x| −α . We can write
Since ∆ 2 |x − y| −α , with a fixed y ∈ D R , decays like |x| −4−α as |x| → ∞, we conclude that
by imbedding theorems. Putting (4.17) and (4.18) together, we get (4.16). The proof is now complete.
