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a b s t r a c t
Sufficient conditions of the permanence and global stability for the general delayed ratio-
dependent predator–prey model
x′(t) = x(t) [a(t)− b(t)x(t)]− c(t)g
(
x(t)
y(t)
)
y(t),
y′(t) = y(t)
[
e(t)g
(
x(t − τ)
y(t − τ)
)
− d(t)
]
,
are obtained when the functional response function g is monotonic, where a(t), b(t), c(t),
d(t) and e(t) are all positive periodic continuous functions with period ω > 0, τ is a
positive constant. The permanence result improves Theorem 2.1 in Fan and Li (2007) [14],
and the condition that guarantees the existence of positive periodic solutions for the system
generalizes the corresponding result in Fan et al. (2003) [18] and Li and Wang (2006) [20].
Finally, we perform numerical simulations to support our theoretical results.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Ratio-dependentmodels have been proposed and investigated inmany previousworks, such as [1–13] etc.,most ofwhich
concentrate on some special population models. In the present paper we will proceed with the properties of generalized
ratio-dependent models with delays.
For convenience, first we give some notations: Let C denote the space of all bounded continuous functions f : R→ R, C+
be the set of all f ∈ C such that f ≥ 0. Give f ∈ Cω := {f ∈ C+|f (t + ω) = f (t)} and denote
f M = sup
t∈[0,ω]
f (t), f L = inf
t∈[0,ω] f (t), f =
1
ω
∫ ω
0
f (t)dt.
In [14], Fan and Li studied the following general delayed ratio-dependent predator–prey system
x′(t) = x(t) [a(t)− b(t)x(t)]− c(t)g
(
x(t)
y(t)
)
y(t),
y′(t) = y(t)
[
e(t)g
(
x(t − τ)
y(t − τ)
)
− d(t)
]
,
(1.1)
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with initial conditions
x(0) = Φ2(t) ≥ 0, y(t) = Φ2(t) ≥ 0, t ∈ [−τ , 0];Φi(0) > 0, i = 1, 2, (1.2)
where x(t) and y(t) represent predator and prey densities respectively; a(t), b(t), c(t), d(t) and e(t) are all positive periodic
continuous functions with period ω > 0, τ is a positive real constant. Under the following monotone conditions (for short,
namely, M):
(i) g ∈ C1[0,+∞), g(0) ≥ 0;
(ii) g ′(u) > 0 for u ∈ (0,+∞);
(iii) there exists a constant k such that limu→+∞ g(u) = k;
(iv) there exists a constant h > 0 such that u2g ′(u) ≤ h.
They obtained
Lemma 1.1. Suppose that the condition (M) hold, further assume that
(H1) a > mc;
(H2) ke > d.
Then system (1.1) is permanent. Where
m = sup
z∈[0,+∞)
{
g(z)
z
}
.
In population dynamics, there are many response functions which satisfy the condition (M), such as the Holling type
II and III response functions. However, there also exist response functions that do not satisfy the condition (M), such as
the so-called Sigmund functional response function g(s) = sα1+sα (0 < α < 1), it does not satisfy (i) and (iv) of (M); and
g(s) = k(1−(1+s)−1/2) does not satisfy (iv) of (M). In addition, through some simple analysis, we can find that the condition
(iv) can imply (iii).
From the work of Teng [15], we can easily obtain
Corollary 1.1. Suppose that the condition (M) hold, further assume that
(H1) a > mc;
(H2) ke > d.
Then system (1.1) has at least one positive ω-periodic solution.
Compared the above Corollary 1.1 with Theorem 3.1 in [16], we found that there is a difference between them. In [16],
the existence condition of positive periodic solution only need the functional response function to satisfy (i)–(iii) of (M). As
we all know, the existence of positive periodic solution and the permanence of the system has their inherent relations, this
motivates us to obtain the permanence of (1.1) under a weaker condition than (M). Notice that the condition (iv) of (M) is
an essential condition when they investigated the permanence of the system in [14], naturally wemay ask: whether can we
look for a new method to solve this problem without the restriction of this condition?
On the other hand, the global stability is a more challenger problem in scientific researches. In general, for the study on
global stability of a given system, a very important method is to construct a suitable Lyapunov function. While in this paper,
wewill use anothermethod—the upper and lower solutionmethod, because thismethod directly depends on the estimation
of the boundedness for the solutions of system (1.1). Fortunately, the permanence of system (1.1) exactly provide us the
estimation.
Thus, in this paper, we will consider the system (1.1) again, but here, we only suppose that the response function g(u)
satisfies (i)–(iii) of (M), that is, we cut the condition (iv) off. Denote the conditions (i)–(iii) by (M′). Our investigation shows
that under the condition (M′), if (H1) and (H2) hold, then system (1.1) is also permanent. We list it below.
Theorem 1.1. Under the condition (M′), if (H1) and (H2) hold, then system (1.1) is permanent.
Also, by the main result in [15], we can easily obtain
Corollary 1.2. Under the conditions (M′), (H1) and (H2) , system (1.1) has at least one positive ω-periodic solution.
Remark. This Corollary 1.2 is exactly the same as Theorem 3.1 in [16]. This gives us another method to gain the existence
of positive periodic solutions.
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2. Permanence
In this section, we give a certain proof of Theorem 1.1. First, we introduce some definitions and notations, and state some
results which will be useful to establish the main results.
Definition 2.1. System (1.1) is said to be permanent if there exists a compact regionΩ ⊂ intR2+ such that every solution of
(1.1) will eventually enter and remain in the regionΩ.
Lemma 2.1 ([17]). The problem
x′ = x[a(t)− b(t)x], (2.1)
has only one positiveω-periodic solution U if b ∈ C+, a ∈ C, a, b are both continuousω-periodic functions and a > 0, moreover,
the following properties hold:
(a) U is constant if a/b is constant, in this case, U = a/b;
(b) u(t)− U(t)→ 0 as t →+∞, for any positive solution u(t) of Eq. (2.1);
(c) a
b
exp{− (a+ |a|)ω} ≤ U ≤ a
b
exp{(a+ |a|)ω}, moreover, if a ∈ Cω, then
a
b
exp{−aω} ≤ U ≤ a
b
exp{aω}.
Lemma 2.2. For any positive constant K , the problem
x′(t) = x
[
−d(t)+ e(t)g
(
K
x
)]
(2.2)
has at least one periodic solution U if d ∈ C and d is an ω-periodic sequence provided that (H2) hold. Moreover, the following
properties hold:
(a) U is positive ω-periodic.
(b) U has the following estimation for its boundary:
K
g−1
(
d
e
) exp {− (|d| + d)ω} ≤ U(t) ≤ K
g−1
(
d
e
) exp {(|d| + d)ω} , (2.3)
especially,
K
g−1
(
d
e
) exp {−dω} ≤ U(t) ≤ K
g−1
(
d
e
) exp {dω} ,
if d ∈ Cω . Where g−1 represents the inverse of g.
Proof. Consider the following differential systemy′ = y
[
−d(t)+ e(t)g
(
x
y
)]
,
x′ = 0.
By the main result in [16], we see that under the conditions (M′) and (H2), the above system has at least one positive ω-
periodic solution, namely, (x(t),U(t)) (in fact, the above system has infinite positive ω-periodic solutions). Which implies
that for any K > 0, U(t) is a positive ω-periodic solution of (2.2). As a direct result of Lemma 2.1, the estimation for the
boundary of this positive ω-periodic solution can be easily obtained, this complete the proof. 
Notice that the following two propositions is direct conclusions of [14], and in these two propositions, the condition (iv)
in (M) is not used, thus, we list it here and omit their proofs. For more details, one can refer to [14].
For the rest of this paper, we denote (x(t), y(t)) to be any solution of (1.1) with positive initial conditions (1.2).
Proposition 2.1. There exists a positive constant K1 such that limt→+∞ sup x(t) ≤ K1.
In fact, we can choose
K1 = a
b
exp{aω}.
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Proposition 2.2. Under the condition (H1), there exists a positive constant k1 such that limt→+∞ inf x(t) ≥ k1.
Similarly, we can choose
k1 = a−mc
b
exp{−aω}.
Proposition 2.3. Under the condition (H2), there exists a positive constant k2 such that limt→+∞ inf y(t) ≥ k2.
Proof. Given any positive solution (x(t), y(t)) of (1.1), by the second equation of (1.1), we have
y′(t) ≥ −d(t)y(t),
integrating both sides of the above inequality from t − τ to t with respect to t , we obtain
y(t − τ) ≤ y(t) exp
{∫ t
t−τ
d(s)ds
}
≤ y(t) exp {dMτ} . (2.4)
From the second equation of (1.1), by the differential mean value theorem, for any 0 < ε < k1, there exists a sufficiently
large T such that
y′(t) = y(t)
[
e(t)g
(
x(t − τ)
y(t − τ)
)
− d(t)
]
≥ y(t)
[
e(t)g
(
k1 − ε
y(t) exp
{
dMτ
})− d(t)] , for t > T .
Consider the differential equation
u′(t) = y(t)
[
e(t)g
(
K
y(t)
)
− d(t)
]
, (2.5)
where
K = k1 − ε
exp
{
dMτ
} > 0.
By Lemma 2.2, (2.5) has at least one positive ω-periodic solution, namely, U(t) and
K
g−1
(
d
e
) exp {−dω} ≤ U(t) ≤ K
g−1
(
d
e
) exp {dω} .
Now we set
y(t) = exp{u1(t)} and U(t) = exp{u2(t)},
then
u′1(t) ≥ e(t)g(K exp{−u1(t)})− d(t)
and
u′2(t) = e(t)g(K exp{−u2(t)})− d(t),
which implies that
(u1 − u2)′ ≥ e(t) [g(K exp{−u1(t)})− g(K exp{−u2(t)})] . (2.6)
We divide the rest proof into three cases.
Case 1. u1(t) < u2(t) for sufficiently large t .
In this case, from (2.6), we know that (u1 − u2)′ ≥ 0, thus u1(t) < u2(t) for sufficiently large t implies that there exists
a constant A such that
lim
t→∞ (u1(t)− u2(t)) = A ≤ 0,
in fact, the inequality (2.6) implies that A = 0, therefore
lim inf
t→∞ u1(t) ≥ ln
K
g−1
(
d
e
) exp {−dω} ,
L.-L. Wang, Y.-H. Fan / Journal of Computational and Applied Mathematics 234 (2010) 477–487 481
this yields
lim inf
t→∞ y(t) ≥
K
g−1
(
d
e
) exp {−dω} . (2.7)
Case 2. u1(t) > u2(t) for sufficiently large t .
In this case, we can easily obtain (2.7).
Case 3. u1(t)− u2(t) has infinite zero points.
Set {tn} such that
u1(tn)− u2(tn) = 0, u1(t)− u2(t) ≥ 0 for t ∈ [t2n−1, t2n] and u1(t)− u2(t) ≤ 0 for t ∈ [t2n, t2n+1]. (2.8)
If necessary, we choose t1 sufficiently large. For a given n, denote
ξn = min
t∈[t2n, t2n+1]
{u1(t)− u2(t)},
then either ξn = t2n or ξn = t2n+1 or ξn ∈ (t2n, t2n+1). Notice that if ξn ∈ (t2n, t2n+1), then
0 = u′1(ξn)− u′2(ξn) ≥ e(ξn) [g(K exp{−u1(ξn)})− g(K exp{−u2(ξn)})] ,
by the condition (M′), we have −u1(ξn) ≤ −u2(ξn). Hence (2.8) implies u1(ξn) − u2(ξn) = 0, thus for any t ∈
[t2n, t2n+1], u1(t) = u2(t), this leads to
u1(t)− u2(t) ≥ 0, for all t ≥ t1,
therefore (2.7) also holds. Let ε→ 0, we can obtain
lim inf
t→∞ y(t) ≥
k1
g−1
(
d
e
)
exp
{
dMτ
} exp {−dω} := k2. 
Proposition 2.4. There exists a positive constant K2 such that limt→+∞ sup y(t) ≤ K2.
Proof. Though the proof is similar to that of Proposition 2.4 in [14], in order to gain a more precise estimation for its upper
boundary, we should use the same method as in Proposition 2.3 in stead of that in [14]. Since the proof is similar to that of
Proposition 2.3, we omit it. Here we can choose
K2 = K1 exp
{
(ke− d)M τ}
g−1
(
d
e
) . 
Proof of Theorem 1.1. From the Propositions 2.1–2.4, we can easily know that system (1.1) is permanent. The proof is
complete. 
By similar analysis as above, we can obtain
Corollary 2.1. Assume that a(t), b(t), c(t), d(t) and e(t) are all continuous bounded functions and have positive lower
boundaries, furthermore suppose that
(a−mc)L > 0 and keL − dM > 0,
then system (1.1) is also permanent and
(a−mc)L
bM
≤ lim inf
t→∞ x(t) ≤ lim supt→∞ x(t) ≤
aM
bL
,
(a−mc)L
bMg−1
(
dM
eL
)
exp
{
dMτ
} ≤ lim inft→∞ y(t) ≤ lim supt→∞ y(t) ≤ a
M exp
{
(ke− d)M τ}
bLg−1
(
dL
eM
) .
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3. Global asymptotical stability
Let us proceed with the global stability of the system. Consider the system (1.1) when
τ = 0, a(t) ≡ a > 0, b(t) ≡ b > 0, c(t) ≡ c > 0, e(t) ≡ e > 0, d(t) ≡ d > 0.
Now (1.1) can be rewritten as
x′(t) = x(t) [a− bx(t)]− cg
(
x(t)
y(t)
)
y(t),
y′(t) = y(t)
[
eg
(
x(t)
y(t)
)
− d
]
.
(3.1)
System (3.1) has only one positive equilibrium provided that ke > d and cd < aeg−1( de ). Especially when
ke > d and a > mc, (3.2)
system (3.1) has only one positive equilibrium, namely, (x∗, y∗), obviously,
x∗ = aeg
−1( de )− cd
beg−1( de )
and y∗ = aeg
−1( de )− cd
be
[
g−1( de )
]2 . (3.3)
Theorem 3.1. If (H1) and (H2) hold, furthermore assume that g(u)/u is nondecreasing in the interval [u1,U1] and the following
equations has only one root
X̂ =
a− cg
(
x̂
Ŷ
)
Ŷ
x̂
b
, x̂ =
a− cg
(
X̂
ŷ
)
ŷ
X̂
b
, Ŷ = X̂
g−1
( d
e
) , ŷ = x̂
g−1
( d
e
) , (3.4)
then the unique positive equilibrium (x∗, y∗) of system (3.1) is globally asymptotically stable. Where
u1 = (a−mc) g
−1 ( d
e
)
a
, U1 = ag
−1 ( d
e
)
a−mc .
Proof. By Corollary 2.1, we know that for any positive solution (x(t), y(t)) of system (3.1), we have
x1 =: a−mcb ≤ lim inft→∞ x(t) ≤ lim supt→∞ x(t) ≤
a
b
:= X1, (3.5)
y1 =: a−mc
bg−1
( d
e
) ≤ lim inf
t→∞ y(t) ≤ lim supt→∞ y(t) ≤
a
bg−1
( d
e
) := Y1. (3.6)
Therefore
u1 ≤ lim inf
t→∞ u(t) ≤ lim supt→∞ u(t) ≤ U1,
where u(t) = x(t)/y(t).
From the first equation of system (3.1), we have
x(t)
[
a− bx(t)− cg
(
X1
y1
)
y1
X1
]
≤ x′(t) ≤ x(t)
[
a− bx(t)− cg
(
x1
Y1
)
Y1
x1
]
,
by Lemmas 2.1 and 2.2, we can deduce
x2 =:
a− cg
(
X1
y1
)
y1
X1
b
≤ lim inf
t→∞ x(t) ≤ lim supt→∞ x(t) ≤
a− cg
(
x1
Y1
)
Y1
x1
b
:= X2.
Obviously, x2 > x1 and X2 < X1.
Construct four sequences {Xn}, {xn}, {Yn} and {yn}:
Xn =
a− cg
(
xn−1
Yn−1
)
Yn−1
xn−1
b
, xn =
a− cg
(
Xn−1
yn−1
)
yn−1
Xn−1
b
, (3.7)
Yn = Xn
g−1
( d
e
) , yn = xn
g−1
( d
e
) , (3.8)
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by mathematical induction, we can easily prove that {Xn} and {Yn} are nonincreasing, {xn} and {yn} are nondecreasing, thus
they are all convergent, set
lim
n→∞ Xn = X̂, limn→∞ xn = x̂, limn→∞ Yn = Ŷ , limn→∞ yn = ŷ,
from (3.7) and (3.8), we have
X̂ =
a− cg
(
x̂
Ŷ
)
Ŷ
x̂
b
, x̂ =
a− cg
(
X̂
ŷ
)
ŷ
X̂
b
, Ŷ = X̂
g−1
( d
e
) , ŷ = x̂
g−1
( d
e
) . (3.9)
Notice that the condition (3.4) implies that
X̂ = x̂ = x∗ and Ŷ = ŷ = y∗,
which complete the proof. 
Similarly, we have
Theorem 3.2. If (M′),(H1) and (H2) hold, further suppose that g(u)/u is nonincreasing in the interval [u1,U1] and the following
equations has only one root
X̂ =
a− cg
(
X̂
ŷ
)
ŷ
X̂
b
, x̂ =
a− cg
(
x̂
Ŷ
)
Ŷ
x̂
b
, Ŷ = X̂
g−1
( d
e
) , ŷ = x̂
g−1
( d
e
) ,
then the unique positive equilibrium (x∗, y∗) of system (3.1) is globally asymptotically stable.
Theorem 3.3. If (M′),(H1) and (H2) hold and the following equations has only one root
X̂ =
a− cg
(
x̂
Ŷ
)
ŷ
X̂
b
, x̂ =
a− cg
(
X̂
ŷ
)
Ŷ
x̂
b
, Ŷ = X̂
g−1
( d
e
) , ŷ = x̂
g−1
( d
e
) ,
then the unique positive equilibrium (x∗, y∗) of system (3.1) is globally asymptotically stable.
4. Applications
In this section, we give some applications of Theorems 1.1, 3.1 and 3.2. For simplicity, we suppose that the coefficients
in the following systems are all positive ω-periodic functions.
Example 4.1. Consider the following system (see [18])
x′(t) = x(t)
[
a(t)− b(t)x(t)− c(t)y(t)
my(t)+ x(t)
]
,
y′(t) = y(t)
[
f (t)x(t − τ)
my(t − τ)+ x(t − τ) − d(t)
]
,
(4.1)
which can be obtained from (1.1) by letting g(u) = um+u .
By Theorem 1.1 and Corollary 1.1, we have
Theorem 4.1. Assume that
ma > c and f > d,
then (4.1) is permanent and therefore has at least one positive ω-periodic solution.
Notice that g(u)/u is nonincreasing in (0,+∞), thus from Theorem 3.2, we know
Theorem 4.2. If all the coefficients in system (4.1) are positive constants and τ = 0, and one of the following conditions
(1)
d < f ≤ 2d, ma > c;
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(2)
f > 2d, ma ≥ c(f − d)(f + 2d)
f 2
,
hold, then the unique positive equilibrium of (4.1) is globally asymptotically stable.
Remark. (1) Theorem 4.1 is the same as Theorem 3.5 in [18]. (2) Theorem 4.2 is the same as Theorem 3.1 in [19].
In order to verify the result of Theorem 4.2, we give two numerical examples and plot their graphics in Figs. 4.1 and 4.2. It
is easy to check that the first numerical example satisfies (1) of Theorem 4.2, and the second one satisfies (2) of Theorem 4.2.
Fig. 4.1. a = 2; b = 1; c = 1; d = 1; e = 3;m = 1, x∗ = 1.333, y∗ = 2.667.
Fig. 4.2. a = 2; b = 1; c = 1; d = 2; e = 3;m = 1, x∗ = 1.6667, y∗ = 0.8333.
Example 4.2. Consider the following systemwithHolling III type functional response function (which has been investigated
in [20])
x′(t) = x(t) [a(t)− b(t)x(t)]− c(t)x
2(t)y(t)
m2y2(t)+ x2(t) ,
y′(t) = y(t)
[
f (t)x2(t − τ)
m2y2(t − τ)+ x2(t − τ) − d(t)
]
,
(4.2)
it is a special case of (1.1) if we let g(u) = u2
m2+u2 .
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By Theorem 1.1 and Corollary 1.1, we can obtain
Theorem 4.3. Assume that
2ma > c and f > d,
then system (4.2) is permanent and therefore has at least one positive ω-periodic solution.
By Theorem 3.1, we have
Theorem 4.4. If all the coefficients in system (4.2) are positive constants and τ = 0, and the following conditions
(1)
f > d, 2ma
(
1−
√
d
f − d
)
≥ c;
(2)
4m2a2(f − 2d)2 > 4ach(f − 2d)(f − d)+ c2(f − d)2,
hold, where
h = m
√
d
f − d .
Then the unique positive equilibrium of (4.2) is globally asymptotically stable.
Proof. Notice that in (4.2),
g(u) = u
2
m2 + u2 ,
thus
sup
u≥0
g(u)
u
= 1
2m
, u1 = (2ma− c) h2ma , U1 =
2mah
2ma− c .
The condition (1) in Theorem 4.2 implies that g(u)/u is increasing on the interval [u1,U1], by Theorem 3.1, now we only
need to prove that under the conditions (1) and (2), the following system of algebraic equations
(a− bhY )(m2Y 2 + h2y2) = chyY (4.3)
(a− bhy)(m2y2 + h2Y 2) = chyY (4.4)
has only one root Y = y = afh−cd
bfh2
.
(4.3) minus (4.4),
a(m2 − h2)(Y 2 − y2)− bhm2 (Y 3 − y3)− bh3yY (y− Y ) = 0. (4.5)
If Y 6= y, then (4.5) implies that
a(m2 − h2)(Y + y)− bhm2(Y + y)2 + bh(h2 +m2)yY = 0,
thus
yY = a(h
2 −m2)
bh(h2 +m2) (Y + y)+
m2
h2 +m2 (Y + y)
2. (4.6)
(4.3) plus (4.4),
a(m2 + h2) [(Y + y)2 − 2Yy]− bhm2 (Y + y) [(Y + y)2 − 3Yy]− bh3yY (y+ Y ) = 2chyY . (4.7)
From (4.6), if Y 6= y, we have
b2h2m2(m2 − h2)(Y + y)2 + [2abhm2(h2 −m2)− bch2m2] (Y + y)+ [ach(m2 − h2)+ a2 (m4 − h4)] = 0,
however, from (2)we know that the above equation has no real roots, this contradiction shows that Y = y, thuswe complete
the proof. 
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Remark. Theorem 4.3 is the same as that in [20]. The result in Theorem 4.4 is new to the best of our knowledge.
Corresponding to Theorems 4.3 and 4.4, we give two numerical examples to illustrate their feasibility (see Figs. 4.3 and
4.4).
Fig. 4.3. a = 2+ sin(t); b = 1+ 1/2 ∗ cos(t); c = 1+ 1/3 ∗ sin(t); d = 2+ cos(t); e = 3− cos(t);m = 1, (x0, y0) = (1.1, 3).
Fig. 4.4. a = 2; b = 1; c = 1; d = 1; e = 4;m = 1, x∗ = 1.5670, y∗ = 2.7141.
Similarly, by Theorem 3.2, we have
Theorem 4.5. Assume that all the coefficients in system (4.1) are positive constants and τ = 0, and the following conditions
(1)
f > d, 2ma
(
1− m
h
)
≥ c;
(2)
4m2a2(f − 2d)2 > 4ach(2d− f )(f − d)+ c2d2,
hold, then the unique positive equilibrium of (4.1) is globally asymptotically stable.
The numerical example in Fig. 4.5 is to support Theorem 4.5.
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Fig. 4.5. a = 2; b = 1; c = 1; d = 2; e = 3;m = 1, x∗ = 1.5286, y∗ = 1.0809.
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