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Summary
Crystal defects play a large role in how materials respond to their surroundings, yet
there are many uncertainties in how extended defects form, move, and interact deep
beneath a material’s surface. A newly developed imaging diagnostic, dark-field X-
ray microscopy (DFXM) can now visualize the behavior of line defects, known as
dislocations, in materials under varying conditions. DFXM images visualize dislo-
cations by imaging the very subtle long-range distortions in the material’s crystal
lattice, which produce a characteristic adjoined pair of bright and dark regions. Full
analysis of how these dislocations evolve can be used to refine material models,
however, it requires quantitative characterization of the statistics of their shape, posi-
tion and motion. In this paper, we present a semi-automated approach to effectively
isolate, track, and quantify the behavior of dislocations as composite objects. This
analysis drives the statistical characterization of the defects, to include dislocation
velocity and orientation in the crystal, for example, and is demonstrated on DFXM
images measuring the evolution of defects at 98% of the melting temperature for
single-crystal aluminum, collected at the European Synchrotron Radiation Facility.
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1 INTRODUCTION
Dark-field X-ray microscopy (DFXM) is a new imaging technique that was developed over the last decade to image specific
populations of distortions in materials’ crystal lattices [23].While a hypothetical “perfect” crystal would produce a DFXM image
showing only a single flat field of intensity across the image, DFXM images of real materials reveal bright and dark objects
that originate from imperfections (defects) in the crystal’s lattice. For a sufficiently large crystal grain, a single unprocessed
DFXM image shows individual defects along a given crystal plane (for crystals with a low density of defects). Classical DFXM
studies have measured static materials by collecting a stack of images that resolve different distortion-fields in a crystal, then
reconstructing the full distortion field with post-processing; this has already demonstrated DFXM’s ability to resolve important
sub-surface defect information that is required to refine material models [11, 22]. Recent work has begun to use raw DFXM
images to time-resolve the evolution of defects deep beneath a material’s surface[4]. This work has already demonstrated the
importance of quantifying the statistics of the defect-related features resolved by DFXM, which requires specialized methods.
A dislocation is a defect of particular importance to materials science, which is shown schematically in Figure 1 a (left). A
dislocation is defined by its core, which is the 2D line that truncates a single extra plane of atoms in the 3D lattice. Long-range
displacements fields (comprised of strain and rotation) emanate from the dislocation core, spanning hundreds of nanometers to
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2FIGURE 1 Schematic of a single edge dislocation showing (a) the configuration of the extra truncated plane of atoms that
define a dislocation’s core, and (b) a plot showing the long-range strain field that emanates from the dislocation core. We note
that the full displacement gradient field that defines DFXM’s resolution includes contributions from both the strain and rotation
tensors, as described in full in [19].
(a) (b)
FIGURE 2 The first frame of a timescan experiment, showing full set of dislocations in single-crystal aluminum (a) and zoomed
in to a region of interest about active dislocations (b).
micrometers in some cases, and DFXM images resolve specific components of that those subtle lattice distortions [19]. As a
result, each dislocation appears as a single asymmetric object corresponding to a joined region of dark and light pixels, acting as
a bandpass filter of the displacement gradient field, following a similar relation to the strain map depicted in Figure 1 (right).
Recent experiments described in [4] measured time-resolved scans of DFXM at the European Synchrotron Radiation Facility
to study how populations of individual dislocations change as a function of time in high-temperature single-crystal aluminum.
Each experiment collected timescans at a specific (constant) temperature with increments of 500 frames per scan and a spacing
of Δ푡 ≈ 0.25 seconds between frames (precise Δ푡 calculated from the timestamps that were recorded for each frame). The first
raw image in the timescan is shown in Figure 2 (left), with and a zoomed-in region about a few dislocations of interest (right).
The dislocations are seen as the joined bright/dark pairs and are the primary focus for the analysis workflow in this paper.
While it might be conceivable to manually analyze a small set of dislocations from a single timescan movie, these experiments
typically perform hundreds of runs and measure thousands to millions of DFXM images. An automated approach to statistically
characterize defect behavior is, therefore, essential for rapid advancement in material science.
Even with conventional imaging techniques, quantitative characterization of materials using image analysis is often chal-
lenging due to inherent limitations of experiments, for example, acquisition modalities and image-to-image variability from
instrumental noise. Statistical computations are further limited by the inability to perfectly replicate irreversible dynamic exper-
iments due to stochastic parameters in the physics. Consequently, many specialized approaches have been developed to analyze
imaging data in material science, including multi-scale feature extraction, segmentation, texture analysis, and machine learning
3[12, 5, 16, 2, 3, 24]. While processing methods are useful to extract key image features and objects of interest (OOI), to a tem-
poral sequence of images, motion estimation methods are often necessary to precisely track OOIs and quantify their behavior
over time [21]. In DFXM data, dislocations are comprised of a single bright and dark region pair, the mathematical identifica-
tion of which is complicated by a fluctuating background intensity profile. To interpret the physics captured by the motion and
interactions of individual dislocations resolved in DFXM images, scientists require automated and robust analysis methods that
can track the dislocation features in time and space. In this work, we develop an analysis approach to characterize the statistics
of dislocation motion and interactions as a function of time to enable materials science studies to interpret the physics in [4] and
in future similar studies.
The novelty of this paper is in the effective combination of image processing and computer vision techniques to achieve semi-
autonomous object location and tracking within a time-sequence of images, capturing a direct statistical view of defects in the
highly-variable DFXM images. The complementary discussion of the quantitative physics and its interpretation are presented in
[4]. We begin by extracting the five dislocation objects in Section 2 using a stationary wavelet transform (SWT) and binarization
to identify the bright regions of each OOI, followed by a fast marching method (FMM) to segment the corresponding dark
regions. The positions of dislocations are tracked in time with a Kalman filter approach and labeled with a Munkres assignment
in Section 3. Each dislocation’s motion and behavior are quantified at each time using four quantities of interest (QOIs): position,
velocity, acceleration, and orientation in Section 4. We define each of the dislocation object positions with centroids, whose
(푥, 푦) positions are rotated approximately 45◦ to orient them along the directions we define as “glide" and “climb", respectively
(corresponding to the physical mechanism of their motion in each direction [9]). The conclusion follows in Section 5. The
analysis is completed using the Image Processing toolbox in Matlab 2018b [18].
2 FEATURE EXTRACTION
In this analysis, we manually restrict the full-frame images to capture a specific dislocation interaction event that is of interest to
the material’s physics (in this case, a lone dislocation inserts into an existing line of dislocations). The selected region of interest
(ROI) corresponds to an area approximately 60 x 60 microns in size, given by 410 × 146 pixels. We analyze only the first 60
frames of the set of 500, as these frames correspond to the most active motion of the OOIs; for the subsequent 440 frames in this
ROI, the motion of the OOIs are relatively static. Over our selected ROI, we resolve the 5 OOIs essential to the physics analysis
as they rapidly change in size and direction of motion, and merge and diverge over time.
2.1 2D Stationary Wavelet Transform
To locate the bright regions corresponding to each dislocation OOI in the images, we apply a discrete 2D SWT. The SWT
executes a multilevel image decomposition by applying a series of convolutions with low-pass and high-pass decomposition
filters, which are associated with a designated orthogonal or biorthogonal wavelet, to the original image array [17]. Specifically,
we use a Daubechies-4 orthogonal wavelet. In this scheme, the original image array is set to an initial approximation coefficients
array at a level 푗, which is subsequently used to produce the approximation at next level (푗 + 1), as well as the detail coefficient
arrays in three spatial orientations: horizontal, vertical, and diagonal. The coefficient arrays, also known as subbands, have
dimensions 푚 × 푛 × 푁 , where 푚, 푛 are the original image array dimensions, and 푁 is equal to the number of levels. As an
iterative process, each level produces coarser scales of the image frames. In this case, we applied a 3-level SWT, giving us a
wavelet representation of our image consisting of four 2048 × 2048 × 3 pixel arrays (i.e. the frame dimensions are preserved).
The SWT is commonly used for noise removal and/or feature extraction, where image arrays are represented by either individ-
ual or combined coefficient arrays [10, 13, 27]. For each frame of the image sequence, we specifically used the horizontal detail
coefficients array of the 3rd level to substitute for our original image, as these arrays capture the bright regions of the dislocations
with significantly greater intensity relative to the background and omit the noise captured by the remaining detail coefficients.
For the first frame in the image series, the third level of the horizontal detail coefficients array is given in Figure 3 (a).
2.2 Binarization of SWT on ROI Frames
In order to isolate the bright regions of OOI in the wavelet transformed frames (Figure 3 (a)), we convert the SWT frames
to binary images. For each of the SWT-ROI frames, connected objects equal to or less than 20 pixels are removed to further
4reduce image noise. A simple thresholding scheme was applied to binarize the frames. The array median was first subtracted
from each of the frames, then the threshold value was set to 3.5 times the standard deviation of the frame (coefficients) array.
The thresholding operates on individual wavelet coefficients, setting them to zero when falling below the threshold value:
퐵퐶 = 퐂 − 퐶̃ > 3.5 ∗ 휎퐶 , (1)
where 퐵푐 is the binary array, 퐶 is the individual coefficients array, 퐶̃ represents the array median, and 휎푐 is the standard
deviation of the array. The threshold scaling value was determined empirically to be the minimum value that allows us to
capture the OOIs. Following the thresholding, we applied a morphological closing operation to fill in gaps that were found in the
remaining connected objects, using a disk-shaped structuring element with a radius of 5-pixels. The radius chosen is sufficiently
small to preserve the original size and shape of objects present in the frames. The resulting extracted OOIs from Frame 1 in
Figure 3 are overlaid with the corresponding raw image.
(a) (b)
FIGURE 3 The 3rd level of the horizontal detail coefficients array in the stationary wavelet transform corresponding to the
ROI of the first frame in the sequence (a), and the extracted OOIs resulting from binarization of (a) with morphological closing
plotted on the original frame (b).
2.3 Segmenting Dark Regions of Dislocations
As displayed in Figure 3 (a), the bright regions of each of the five dislocation can be effectively extracted using a 2D SWT.
To capture the dark regions corresponding to each OOI, each frame of the timescan is segmented using the FMM. The FMM
is an efficient numerical method to track the evolution of contours and can be adapted to segmentation by using image features
(e.g. grayscale intensity difference) to solve the Eikonal equation [1, 6]. In particular, we use MatlabâĂŹs imsegfmm function
[18], which requires a weight array퐖, a set of seed points, and a set of threshold values to obtain the segmented OOI from the
estimated geodesic distance array.
The weight array 퐖 consists of weights 푤푖푗 for each of the pixels in the original ROI image. The value of each weight is
inversely proportional to the intensity difference, 푑푖푗 , between each of the image’s pixels and the average intensity value of a set
of specified seed points (our reference value). That is,
푤푖푗 =
1
푑2푖푗
, (2)
where 푖 = 410, 푗 = 146 (the size of the image ROI) and the maximum value of 푤푖푗 is 1. In this scheme, relatively small weight
values indicate background, while larger values indicate foreground.
The seed points for each frame of the timescan are determined as follows:
1. Extract bright regions of dislocations using SWT, and calculate the centroids [14] .
2. Starting at each of the five centroids, search pixels in the immediate neighborhood (25 x 25) of the bright regions and
record their intensity value.
3. For each neighborhood, find the minimum intensity value and set the corresponding pixel as the new seed point.
5The south-easternmost OOI (see the right image in Figure 3 ) neighbors a dark boundary where the intensity values may be
smaller than those found in the dislocation’s dark region. To avoid interference from the dark region at the bottom of the image
for that particular case, we restrict the search in Step 2 to only the upper right quadrant, relative to the centroid positions for each
of the five bright regions. It should be noted that in future implementation of this method to other classes of OOIs, the search
region and size may require modification.
The parameter required to threshold the geodesic distance array returned by the FMM is then input as a vector of values tuned
to minimally capture each the five OOI. The threshold values are: 0.001, 0.005, 0.01, 0.03 and 0.02, where the smallest (0.01) and
largest (0.02) threshold values correspond to an intensity difference of approximately 32 and 7 on the RGB scale, respectively.
As was performed for bright region OOIs, a morphological closing operation was applied using the same disk structuring
element with a radius of 5 pixels. In this case, the morphological closing needed to be applied to each OOI individually to avoid
erroneous merging. That is, each of the five OOIs were individually mapped to an array of zeros (with the same dimensions as
the ROI) and closed; the union of the five arrays is the resulting extraction of the dark region. The resulting dark regions are
shown in Figure 4 (a) for the first frame and are overlaid on the original ROI frame in (b).
(a) (b)
FIGURE 4 The dark regions for each dislocation object, as extracted from Frame 1 using the FMM (a), and an overlay of the
dark region OOIs on the original ROI image.
3 DISLOCATION TRACKING
3.1 Composite Objects
After the five bright and dark regions were extracted over the entire sequence of frames, they were combined into the full
OOIs by adding the frame arrays. Subsequently, a Gaussian filter, with a standard deviation of 2, was applied to each frame to
smooth sharp corners and remove small artifacts introduced by combining the objects [7]. The preceding steps produce a set of
60 binarized frames, where the OOIs have been isolated from the background. Using the binarized frames, the OOIs are then
tracked according to their centroid positions. In Figure 5 we show the OOIs overlaid on frames 10 (c) and 53 (d), as well as
their corresponding unaltered frames ((a) and (b), respectively).
6(a) (b)
(c) (d)
FIGURE 5 The original image ROI for Frames 10 and 53 are given in figures (a) and (b), respectively. The lone dislocation
in Frame 10 has inserted into the dislocation boundary (line) by Frame 53. Using the workflow in Section 1, all five active
dislocations are identified and segmented for Frames 10 and 53 in images (c) and (d), respectively.
3.2 Tracking Dislocation Motion with a Kalman Filter
Using the full sequence of binarized frames, the centroid positions of the OOIs are tracked over time by applying a Kalman Filter
(KF) to each of the 5 dislocations. Mathematically, the KF is an estimator used to make predictions followed by corrections for
states of linear processes, in a manner that minimizes the mean of the square error [8, 25]. For our data, we apply a KF that
assumes linear motion of the OOIs between frames, which is a reasonable approximation in this case, as the sampling rate is
sufficiently fast compared to the velocity of each dislocation for this assumption to hold. Applying a kinematic model, the KF
iteratively predicts the position and velocity of the dislocations in each frame 푖 using the kinematic equations [26, 20]:
푟푖 = 푟푖−1 + 푣푖−1푡 +
푎
2
푡2, (3)
푣푖 = 푣푖−1 + 푎푡, (4)
where acceleration is assumed to be constant, 푟 = (푥, 푦), and 푣 = (푥̇, 푦̇). The position and velocity values are incorporated into
the KF via the state vector 푋̄ and are predicted using the state dynamic equation:
푋̄푖 = 퐀 푋푖−1 + 퐁 푢푖−1 + ℇ퐗, (5)
or equivalently,
⎡⎢⎢⎢⎢⎣
푥푖
푦푖
푥̇푖
푦̇푖
⎤⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎣
1 0 푑푡 0
0 1 0 푑푡
0 0 1 0
0 0 0 1
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⎡⎢⎢⎢⎢⎣
푥푖−1
푦푖−1
푥̇푖−1
푦̇푖−1
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣
푑푡2
2
푑푡2
2
푑푡
푑푡
⎤⎥⎥⎥⎥⎦
⋅ 푎 +
⎡⎢⎢⎢⎢⎢⎣
푑푡4
4
0 푡
3
2
0
0 푑푡
4
4
0 푡
2
2
푑푡3
2
0 푑푡2 0
0 푑푡
3
2
0 푑푡
2
2
⎤⎥⎥⎥⎥⎥⎦
, (6)
where 퐀 is the state transition matrix, 퐵 is the control input matrix applied to the control vector 푢, and ℇ퐗 is an error term
expressing the variance in the behavior of the system. The time step is set to 푑푡 = 1, and the velocity and acceleration are set to
initial values of zero. After applying these conditions, the resulting state measurement equation can be expressed as:
푍̄푖 = 퐇푋̄푖−1 + ℇ퐙, (7)
or equivalently, [
푥푖
푦푖
]
=
[
1 0 0 0
0 1 0 0
] [
푥푖−1
푦푖−1
]
+
[
휎2푥 0
0 휎2푦
]
, (8)
7where 푍̄ is the measurement in frame 푖, and 퐇 is the observation matrix. ℇ푍 is the measurement noise covariance matrix,
with the standard deviations 휎2푥 in the horizontal direction, and 휎2푦 in the vertical direction set to 5. For a complete descriptionof the KF algorithm, see [8, 25].
FIGURE 6 Example of a merger, which occludes the bright region of one of the dislocations. In cases like the one shown here,
the KF allows us to continue to track the centroids of the bright and dark regions.
Ideally, the KF would be applied directly to the dislocations as single composite objects (comprised from the bright and dark
regions), however, in this experiment the behavior of dislocations causes them to sometimes merge (events we call “mergers”)
or occlude regions of the the bright and dark regions for in select frames. In these cases, the feature extraction methods applied
as above – specifically using the bright centroids to inform the FMM – fail because we do not have centroid values for all 5 OOI
over the entire 60 frames. Therefore, for frames in which the bright or dark regions cannot be not detected (or are ambiguously
detected), we substitute their respective centroid values with KF predictions to complete the object tracking. By using the KF
predictions to substitute actual centroid positions, seed locations and unambiguous labels can be maintained for all dislocations.
Given the short duration of the image sequence, we define OOIs as objects that can be tracked for 3 observations, and remove
their tracks if they are missing from 3 frames.
3.3 Assignment Algorithm
Once positions are identified for each OOI, a Munkres algorithm [15] is used to uniquely label the individual dislocations in
each of the 60 frames. The initial frame is arbitrarily labeled as dislocations 1-5 based on the centroid positions, (푥, 푦), and the
Munkres method labels all subsequent frames by assigning a dislocation based on the shortest-distance between the detected
OOI and the KF-predicted centroid positions. That is, for a given frame, we take the centroid position for each dislocation and
calculate the Euclidian distance between it and every one of the the centroid positions predicted by the KF for the composite
and/or bright and dark regions in the subsequent frame, assigning the centroid position based on its shortest predicted distance.
The algorithm is applied as follows:
퐷푥 = 푥푇푑푒푡. − 푥푝푟푒푑., (9)
퐷푦 = 푦푇푑푒푡. − 푦푝푟푒푑., (10)
퐃 =
√
퐷푥.2 +퐷푦.2, (11)
where퐷푥.2 and퐷푦.2 indicate element-wise powers, and퐃 is a 푗×푘 array (where 푗, 푘 = 5 for the five dislocations) representing
the Euclidean distances between the detected and predicted dislocation centroids in each frame. The resulting minimum distance
is calculated as
푚푖푛(퐃) = [푚푖푛(푑1,푘), 푚푖푛(푑2,푘), 푚푖푛(푑3,푘), 푚푖푛(푑4,푘), 푚푖푛(푑5,푘)], (12)
where the detected dislocations are then ordered according to 푎푟푔푚푖푛(퐃).
8(a) (b)
FIGURE 7 Labeled assignment for dislocations and visual representation of the glide and climb reference axes (a). The climb
and glide positions over time for the 5 dislocations (b).
4 CHARACTERIZATION OF DISLOCATION BEHAVIOR IN DFXM IMAGES
Following the extraction of and tracking of OOIs over the entire sequence of frames, the physical behaviors of interest – position,
velocity, and orientation – can be characterized. In this case, we describe the position of each dislocation based on its components
along the climb and glide directions, corresponding to the different mechanism by which the dislocations must take to move
in either direction [9]. The relative positions of the dark and bright region for each dislocation is not consistent in each frame,
as may be seen by comparing the dislocation objects in Figure 5 (c) and (d). We define “orientation” of each dislocation as
the angle between the line connecting the centroids of corresponding bright and dark regions and the horizontal axis, assuming
positive angles are counter-clockwise.
4.1 Position and Velocity
Each dislocation moves via specific mechanisms that require different energy costs, or activation energies, for specific direc-
tions [9]. For this reason, physical analysis of the dislocation’s motion requires that it be divided into the position and velocity
components along two specific directions, defined as the glide and climb directions, based on the orientation and physics of the
crystalline sample. As shown in by the white arrows in Figure 7 (a), glide and climb are equivalent to the x- and y-axes rotated
by ≈ 45◦ (counter-clockwise), respectively. The five dislocations are labeled 1-5 for tracking purposes. We note that each pixel
along the horizontal axis maps to 75-nm in the sample, while each pixel along the vertical axis maps to 205-nm in the sample,
however, we specify the climb and glide directions based on their position in the sample.
The positions of dislocations 1-5, decomposed into their components along the glide and climb directions, are plotted as a
function of time in Figure 7 (b). The positions were decomposed into their components along the glide and climb directions
using dot product operators. As Figure 7 shows, the climb motion deviates only slightly for most of the dislocations over time,
with the primary changes occurring as interactions between dislocations 1 and 3 from 4 to 8 seconds. The glide motion, however,
increases for each of the dislocations, most notably for dislocation 1, up until the insertion process is completed at frame 30 (t
∼ 8.0 s). Following the insertion,the glide motion appears relatively stable.
The dislocation velocity is calculated bymeasuring the displacement of centroids, inmicrometers, between subsequent frames.
Figure 8 shows velocity in both glide and climb directions (a), as well as absolute velocity (b). Large changes in the velocity
of the dislocations (in both glide and climb directions) appear to be limited to the insertion process, which is completed by
푡 ∼ 8.0s. For dislocations 2 and 3, the maximum (negative) velocity occurs at 푡 ∼ 7s, while for dislocations 4 and 5 it occurs in
the immediately preceding frame at t ∼ 6.75 s, even though it appears that dislocations 4 and 5 are not directly involved in the
insertion process.
4.2 Orientation
As we previously defined, the orientation of each dislocation is the angle between the line connecting the bright and dark region
centroids and the horizontal axis, in the counter-clockwise direction. Figure 9 (a) shows the line and corresponding angle
9(a) (b)
FIGURE 8 Dislocation velocity for the glide and climb directions (a), and absolute velocity (b), plotted as a function of time
for the first 60 frames.
(a) (b)
FIGURE 9 Frame 1 is shown with a thick white line connecting the red dots that plot the measured bright and dark centroids
and indicating the orientation angle for Dislocation 1 (a). The orientation angles corresponding to all give dislocations are plotted
over the entire sequence, providing a figure of merit for the amount of interaction between neighboring dislocations (b).
for the dislocation orientation in Frame 1 from the sequence. We track the orientation angle of all five dislocations through
time in Figure 9 (b), demonstrating the changes to interactions between the distortion fields surrounding each dislocation.
When two dislocations are sufficiently close to each other, their surrounding displacement fields can add either constructively or
destructively; in our case, the orientation angle demonstrates changes in the interactions between the adjacent dislocations. We
observe a relatively sharp contrast between the orientation values for each of the dislocations early in the sequence, particularly
when comparing the progressions of dislocations 2 and 4. While the strong dislocation interactions (described fully in [4]) cause
significant variation in the orientation angles, after dislocation 1 inserts into the array, at approximately 푡 = 8.0 seconds, the
orientations remain fairly stable and much more similar to one another.
To resolve correlations between the orientation changes between each pair of dislocations, we show a heatmap of the global
Pearson correlation coefficients for dislocation orientation in Figure 10 (a). This representation shows that there are relatively
weak relationships between the orientation of each of the dislocations, with the exception of dislocation 4, which anomalously
has a negative correlation with each of the other dislocations. The global correlation coefficient values between dislocations 3
and 4 (-0.87), and 3 and 5 (-0.79), qualify as strong correlations. As such, to further test these relationships, we calculate the
rolling coefficient values for the stated pairs and plot them in Figure 10 (b). Notably, between 3 to 4 seconds, dislocations are
almost perfectly negatively correlated – as the orientation angle of 3 is decreasing from approximately 90 to 80 degrees, angle
4 is increasing from approximately 70 to 80 degrees.
10
(a) (b)
FIGURE 10 A heatmap displaying the global Pearson correlation coefficients for dislocation orientation (a), and the rolling
correlation coefficients for orientation measured between dislocations 3 & 4 and 4 & 5 (b).
5 CONCLUSION
Dark field X-raymicroscopy (DFXM) is a novel imaging diagnostic that allowsmaterial scientists to resolve the structural behav-
ior of crystal lattices at the mesoscale. New developments in DFXM have enabled it to visualize the behavior of dislocations
over time. The image data requires quantified information about defect behavior to supplement physics models and our under-
standing of behavior in different materials and environments. The approach presented here demonstrates our ability to identify
and locate dislocations in the images and to track them over a sequence of images collected over time. Using the information
we capture about each dislocation, we demonstrate progressions of the dislocations in position, velocity, and orientation as the
dislocations interact, providing important opportunities to connect DFXM data to the materials science with statistical sampling.
Our approach combines several signal and image processing techniques, and the efficacy of this approach is demonstrated by
application to a timescan DFXM video data set of single-crystal aluminum, collected at the European Synchrotron Radiation
facility. Beginning with a 2D stationary wavelet transform, we extract the bright regions of each dislocation by representing the
original DFXM timescan frames as 3rd level horizontal detail coefficient arrays. Using the centroid locations of the extracted
bright regions, we initiate segmentation of the dislocations’ dark regions via a seeded fast marching method. This approach
allows us to effectively track dislocations both as composite objects and as distinct bright and dark regions. We highlight the
importance of tracking these dislocations as split regions, noting that their orientation is defined according to this treatment.
Tracking the dislocations allows us to quantify their motion and interactions. By applying a Kalman filter, we track the position
of each dislocation, even in cases when they merge or occlude. Following tracking, we can quantify behavior of the defects using
position and velocity as a function of the climb and glide planes, as well as orientation versus time. While the time resolution
of the data allowed us to successfully apply Kalman filters based on our assumption of nearly linear motion between frames,
we note that in future work we expect to incorporate the underlying physics of dislocation motion with more robust non-linear
motion estimation models.
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