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TAU FUNCTIONS, PRYM-TYURIN CLASSES AND LOCI OF
DEGENERATE DIFFERENTIALS
DMITRI KOROTKIN, ADRIEN SAUVAGET, AND PETER ZOGRAF
Abstract. We study the rational Picard group of the projectivized moduli
space PM
(n)
g of holomorphic n-differentials on complex genus g stable curves.
We define n− 1 natural classes in this Picard group that we call Prym-Tyurin
classes. We express these classes as linear combinations of boundary divi-
sors and the divisor of n-differentials with a double zero. We give two dif-
ferent proofs of this result, using two alternative approaches: an analytic ap-
proach that involves the Bergman tau function and its vanishing divisor and
an algebro-geometric approach that involves cohomological computations on
the universal curve.
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1. Introduction
1.1. Moduli space of n-differentials. Let g and n be positive integers with g ≥
2. Let Mg (respectively Mg) be the moduli space of smooth (respectively stable
nodal) complex curves. Denote by D0 ⊂Mg the closure of the locus of stable curves
with one nonseparating node. Further, denote by Di ⊂ Mg, 1 ≤ i ≤ [g/2], the
closure of the locus of curves with a separating node and two irreducible components
of genera i and g− i. Finally, denote by pi : Cg →Mg or pi : Cg →Mg the universal
curve and by ω = ωCg/Mg the relative dualizing sheaf.
Let
Ω(n)g = R
0pi∗ω⊗n
be the direct image of the nth tensor power of ω. Using the Riemann-Roch for-
mula and Serre’s duality, one can easily check that h1(C,ω⊗nC ) = 0 if n ≥ 2 and
h1(C,ωC) = 1 for any stable curve C. Thus Ω
(n)
g is a vector bundle for any n ≥ 1.
For n = 1 we write Ωg instead of Ω
(1)
g and call it the Hodge bundle. The Riemann-
Roch formula implies:
rk Ω(n)g =
{
g if n = 1;
(2n− 1)(g − 1) otherwise.
We define the following elements in the rational Picard group of Mg:
• the Chern class λn ∈ Pic(Mg) of the determinant line bundle of Ω(n)g ;
• the Poincare´ dual classes δ0, . . . , δ[g/2] ∈ Pic(Mg) of the boundary divisors
D0, D1, . . . , D[g/2] ⊂Mg.
For k = 1 we write λ instead of λ1 and call this class the Hodge class.
Definition 1.1. The total space of the vector bundle Ω
(n)
g is denoted byM
(n)
g and
is called the space of n-differentials.
The points ofM
(n)
g correspond to equivalence classes of pairs (C,w), where C is
a stable genus g algebraic curve, and w is an n-differential on C. We recall that an
n-differential w on C is a meromorphic n-differential on each irreducible component
of the normalization of C such that
• w can only have poles at the preimages of the nodes;
• these poles are of order at most n;
• at every node the n-residues of w at the poles satisfy
resp1(w) = (−1)nresp2(w)
where p1 and p2 are the two preimages of the node.
We denote by ν : M
(n)
g → Mg the forgetful map and we will use the same
notation for its restriction ν :M
(n)
g →Mg to the locus of smooth curves. We also
denote by ν˜ : PM
(n)
g →Mg the projectivized space of n-differentials.
In this paper we study the Picard group of PM
(n)
g . We will work over rational
numbers, so that Pic will always denote the rational Picard group.
By abuse of notation we will denote by λ, λn and δi both the elements of Pic(Mg)
and their pull-backs in Pic(PM
(n)
g ). In addition, we introduce the first Chern class
ψ ∈ Pic(PM(n)g ) of the tautological line bundle L→ PM
(n)
g .
The following lemma is standard (cf., e.g, [13], Lemma 1).
Lemma 1.2. The classes λ, ψ, δ0, . . . , δ[g/2] form a basis of Pic(PM
(n)
g ).
TAU FUNCTIONS, PRYM-TYURIN CLASSES AND DEGENERATE DIFFERENTIALS 3
The goal of this paper is to define the Prym-Tyurin classes in Pic(PM
(n)
g ) and
express them in the above basis.
1.2. Stratification of PM
(n)
g . The space of n-differentials is naturally stratified
according to the multiplicities of the differential’s zeros.
Let k = (k1, . . . , km) be a partition of n(2g − 2). We denote by M(n)g [k] ⊂M(n)g
the locus of pairs (C,w) such that the n-differential w has m pairwise distinct
zeros of orders exactly ki. This locus is C∗-invariant, thus we can also define its
projectivization PM
(n)
g [k] ⊂ PM(n)g . The space PM(n)g is the disjoint union of the
strata PM
(n)
g [k] for all partitions k of n(2g − 2). The following properties of the
strata were proved in [15] and [19].
• Each stratum PM(n)g [k] is smooth.
• If at least one ki is not divisible by n then either PM(n)g [k] is empty or it
has pure dimension 2g − 3 +m.
• If all ki’s are divisible by n then PM(n)g [k] has at least one irreducible
component of dimension 2g−2+m. A differential (C,w) lies in a component
like that if and only if w is the nth power of a holomorphic differential.
The stratum PM
(n)
g [k] may also have irreducible components of dimension
2g − 3 +m composed of n-differentials that are not nth powers.
We denote by PM
(n)
g [k] the closure of PM
(n)
g [k] in PM
(n)
g . In particular we have
PM
(n)
g [1] = PM
(n)
g , where 1 stands for the partition (1, 1, . . . , 1).
Definition 1.3. Let g, n ≥ 2. The divisor of degenerate n-differentials is defined
as
Ddeg =
{
PM
(n)
g [2, 1, . . . , 1], if (g, n) 6= (2, 2),
PM
(n)
g [2, 1, 1] + 2 · PM
(n)
g [2, 2], if g = n = 2.
We denote by δdeg the cohomology class that is Poincare´ dual of Ddeg.
Remark 1.4. Heuristically, Ddeg is the divisor of n-differentials with a double
zero, and for (g, n) 6= (2, 2) it is just the closure of PM(n)g [2, 1, . . . , 1] in PM(n)g . In
the case g = n = 2, however, Ddeg has a special component consisting of squares
of holomorphic differentials. This is because in genus 2 each quadratic differential
is invariant with respect to the hyperelliptic involution. The four simple zeroes of
w are pairwise equivalent under the hyperelliptic involution, and when two non-
equivalent zeroes coalesce, the other two ones also coalesce, giving a differential
with two double zeroes. Since every such differential has two square roots that
differ by a sign, the divisor PM
(n)
g [2, 2] comes with a factor of 2. (Note that when
two equivalent zeroes coalesce, the differential in the limit has one double zero at a
Weierstrass point and two simple zeroes.)
1.3. First definition of Prym-Tyurin classes. Let (C,w) be a point in the
projectivized moduli space PM
(n)
g [1]. One can define a canonical cyclic ramified
covering f : Ĉ → C of degree n, where
Ĉ = {(x, v)|x ∈ C, v ∈ T ∗xC, vn = w}.
This covering is completely ramified over the zeros of w. The curve Ĉ is smooth of
genus ĝ = n2(g− 1) + 1. It comes with a canonical holomorphic differential v given
by v(x, v) = v. This differential v on Ĉ satisfies vn = f∗w.
The action of Z/nZ on the covering is given by ρk : (x, v) 7→ (x, ρkv), where
ρ = e
2pi
√−1
n . We denote by σ : Ĉ → Ĉ the automorphism of Ĉ corresponding to
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k = 1. Now consider the natural map
νˆ : PM(n)g [1]→Mĝ,
(C,w) 7→ Ĉ
(Ĉ remains the same when we multiply w by a non-zero constant). We consider the
pull-back of the Hodge bundle Ωĝ by the map νˆ. The automorphism σ induces an
endomorphism σ∗ of the vector bundle νˆ∗Ωĝ given by: ((C,w), u) 7→ ((C,w), σ∗u),
where u is an element of H0(Ĉ, ωĈ). The endomorphism σ
∗ satisfies (σ∗)n = Id.
Hence we have a decomposition
(1.1) νˆ∗Ωĝ =
n−1⊕
k=0
Λ(k),
where Λ(k) is the eigenbundle of νˆ∗Ωĝ corresponding to the eigenvalue ρk = e
2pi
√−1k
n .
Remark 1.5. The space Λ(k) is a vector bundle because the dimension of the fiber
of Λ(k) is upper-continuous for all k and νˆ∗Ωĝ is a vector bundle thus the rank of
each Λ(k) is constant.
Definition 1.6. The vector bundles Λ(k) are called the Prym-Tyurin vector bun-
dles. The Prym-Tyurin class λ
(k)
PT is the first Chern class c1(Λ
(k)) ∈ Pic(PM(n)g [1]).
For n = 2 the study of vector bundles of this type was initiated by Prym [17]
and for n > 2 by A. N. Tyurin [20].
Remark 1.7. By abuse of notation we denote in the same way the determinant
line bundle λ
(k)
PT = det Λ
(k) and its class in the Picard group.
We will see in Section 5 that the map νˆ : M
(n)
g → Mgˆ, used to define the
Prym-Tyurin vector bundles, admits no natural extension to PM
(n)
g . Nonetheless,
in the next section we extend the definition of the Prym-Tyurin class to PM
(n)
g by
a construction involving the space of admissible covers and an intermediate bigger
stack.
1.4. Admissible coverings and Prym-Tyurin bundles. Let N = 2n(g− 1) be
the degree of ω⊗n. We denote by Hurng the moduli space whose geometric points
are isomorphism classes of pairs (f : Ĉ → C, σ) where:
• C and Ĉ are smooth curves;
• f is a cyclic ramified covering of degree n which is totally ramified over N
distinct points of C;
• σ is an automorphism of Ĉ that commutes with f .
We denote by Hur
n
g the compactification of this space by admissible coverings
(see [7]). The space of admissible coverings has two forgetful maps (source and
target of the covering):
Hur
n
g
target
zz
source
""
Mg,N/SN Mĝ.
We consider the pull-back source∗Ωĝ of the Hodge bundle under the source map.
This vector bundle is endowed with the automorphism
σ∗ :
(
(Ĉ → C, σ), u
)
7→
(
(Ĉ → C, σ), σ∗u
)
.
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Thus, as in (1.1), we have the decomposition
(1.2) source∗Ωĝ =
n−1⊕
k=0
Λ(k),
where Λ(k) is the eigenbundle corresponding to the eigenvalue ρk = e
2pi
√−1k
n .
In the previous section we have constructed an embedding i : PM
(n)
g [1] ↪→ Hurng
and, by construction, the pull-back i∗Λ(k) is, indeed, isomorphic to the Prym-Tyurin
bundle Λ(k) over PM
(n)
g [1] as defined in the previous section.
We see that the Prym-Tyurin vector bundles, and therefore the Prym-Tyurin
classes, have a natural extension to the compactification of PM
(n)
g [1] by admissible
covers. We would like, however, to extend the Prym-Tyurin classes to a different
compactification of PM
(n)
g [1], namely, to PM
(n)
g . To do that we will construct a
bigger space with a projection to both Hur
n
g and PM
(n)
g and use the push-forward
of a pull-back.
1.5. Space of admissible differentials.
Definition 1.8. Let
I :M(n)g [1] ↪→M
(n)
g ×Mg Hur
n
g
be the product of the two natural embeddings. The moduli space of admissible n
differentials X(g, n), is the Zariski closure of the image of I in M
(n)
g ×Hur
n
g .
Remark 1.9. The space of admissible n-differentials is a compactification of the
stratum M
(n)
g [1]. In [2], the authors introduced and described another compactifi-
cation, the incidence variety compactification. The incidence variety is obtained by
replacing the space Hur
n
g by the space Mg,N/SN in Definition 1.8. We denote the
incidence variety by X incg,n.
There is a birational and finite map from Xg,n to X
inc
g,n , however this map is not
an isomorphism (see Example 4.3 of [2]). We will make use of X incg,n once in this
text (proof of Lemma 2.3).
The space X(g, n) has two natural morphisms: adm : X(g, n) → Hurng and
diff : X(g, n)→ PM(n)g . We summarize the notation on the following diagram.⊕
Λ(k)

source∗ // Ωĝ

X(g, n)
adm //
diff

Hur
n
g
source //Mĝ
PM
(n)
g
By construction the forgetful map diff : X(g, n) → PM(n)g is birational and its
restriction to PM
(n)
g [1] is an isomorphism onto its image. In general the space
X(g, n) is not normal; thus the push-forward of classes in the Picard group under
diff is ill-defined. However we will prove the following proposition in Section 2.
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Proposition 1.10. There exist two smooth open-dense substacks j : V ↪→ X(g, n)
and j′ : U ↪→ PM(n)g fitting into the commutative diagram
V

j // X(g, n)
diff

U
j′
// PM
(n)
g
such that
• the map V → U is an isomorphism on the underlying coarse spaces;
• the complement of U is of codimension at least 2 in PM(n)g .
The existence of U and V as above allows one to define the induced push-forward
diff∗ in the Picard groups. Indeed, the first property ensures that Pic(U) and Pic(V )
are isomorphic. Similarly, the second propery ensures that j′ induces an isomor-
phism between Pic(U) and Pic(PM
(n)
g ). Thus, given an element in Pic(Xg,n), one
defines its push-forward to Pic(PM
(n)
g ) by first taking its pull-back by j, then the
push-forward from V to U , and finally the push-forward by j′.
Definition 1.11. The Prym-Tyurin class λ
(k)
PT on PM
(n)
g is defined by the formula
λ
(k)
PT = diff∗c1(Λ
(k)).
1.6. Statement of the results. The main result obtained in this paper is the
expression for the Prym-Tyurin classes and the class δdeg of Definition 1.3 in the
(λ, ψ, δi) basis.
Theorem 1.12. In the rational Picard group of PM
(n)
g we have
(1.3) δdeg = 12n(n+ 1)λ− 2(g − 1)(2n+ 1)ψ − n(n+ 1)
[g/2]∑
i=0
δi;
(1.4) λ
(n−k)
PT = (6k
2 + 6k + 1)λ− g − 1
n
k(2k + 1)ψ − 1
2
k(k + 1)
[g/2]∑
i=0
δi + ck δdeg,
where
(1.5) ck =
{
2k−n
2n , if (n− 1)/2 < k < n,
0, otherwise.
.
1.7. Strategy of the proof. Formula (1.3) of Theorem 1.12 is proved in two
distinct ways.
• In Section 3 we introduce the Bergman tau function on the moduli space
M
(n)
g . We study its transformation property and its asymptotic behavior at
the boundary divisors Ddeg and Di, 0 ≤ i ≤ [g/2]. We explicitly compute
the vanishing order of the Bergmann tau function along these divisors.
We use these results to express the divisor δdeg in the (λ, δi, ψ) basis of
the Picard group. This first proof is a further development of the ideas
introduced in [13] and [14].
• In Section 4 we give an alternative proof of Formula (1.3) based on algebro-
geometric computations as introduced in [18] and [22] in the context of
abelian differentials. We consider the moduli space of n-differentials on
genus g curves with one marked point. This space carries a vector bundle of
2-jets of an n-differential at the marked point. The Euler class of this vector
TAU FUNCTIONS, PRYM-TYURIN CLASSES AND DEGENERATE DIFFERENTIALS 7
bundle has a natural expression involving the locus A2 of n-differentials with
a double zero at the marked point. The locus A2 pushes forward to Ddeg
under the forgetful map that forgets the marked point. This allows one
to compute the cohomology class δdeg that is Poincare´ dual to the divisor
class of Ddeg.
To prove Formulas (1.4) and (1.5) we combine (1.3) with the following two facts.
• First, the well-known Mumford formula [16] expressing the first Chern class
of the vector bundle of k-differentials on Mg via the Hodge class:
(1.6) λk = (6k
2 − 6k + 1)λ− k(k − 1)
2
[g/2]∑
i=0
δi .
• Second, the fact that the morphism
(1.7)
Φk : Λ
(k) ⊗ T⊗n−k → H0(C,ωn−k+1C )
(q, vn−k) 7→ qvn−k
is actually an isomorphism of vector bundles outside Ddeg.
The second fact allows one to compute the rank of the Prym-Tyurin vector
bundle Λ(k):
(1.8) rk Λ(k) = rk Ω(n−k+1) = (2n− 2k + 1)(g − 1) , k = 1, . . . , n− 1 .
It also implies that
(1.9) λ
(k)
PT = λn−k+1 −
g − 1
n
(n− k)(2n− 2k + 1)ψ + const · δdeg .
In Section 5, we study the asymptotic of the determinant of Φk along the divisor
Ddeg to obtain Expressions (1.4) and (1.5).
Remark 1.13. Presence of an additional contribution proportional to δdeg in (1.4)
for k > (n−1)/2 was first suggested by the third author in [21] using an idea of [22].
Plan of the paper. In Section 2 we prove Proposition 1.10 and thus complete the
definition of the Prym-Tyurin classes. In Sections 3 and 4 we prove Formula (1.3) of
Theorem 1.12 using the two different approaches described above. In Section 5 we
discuss the relationship between Prym-Tyurin vector bundles and vector bundles
of k-differentials and derive a relationship between corresponding determinant line
bundles. This allows us to express the Prym-Tyurin classes in the (λ, δi, ψ) basis
of the Picard group and complete the proof of Theorem 1.12.
2. Space of admissible n-differentials
In this Section we justify the definition of the Prym-Tyurin classes by proving
the following extended version of Proposition 1.10.
Proposition 2.1. There exist two smooth open-dense substacks j : V ↪→ X(g, n)
and j′ : U ↪→ PM(n)g fitting into the commutative diagram
V

j // X(g, n)
diff

U
j′
// PM
(n)
g
such that
• V and U contain the image of PM(n)g [1] under the embeddings into X(g, n)
and PM
(n)
g ;
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• the complement of U is of codimension at least 2 in PM(n)g ;
• the map V → U is an isomorphism on the underlying coarse spaces;
• there exists a line bundle T → V such that T is a sub-vector bundle of Λ(1),
T⊗n ' L and the restriction of T to PM(n)g [1] coincides with the sub-vector
bundle of νˆ∗Ωĝ spanned by v.
2.1. Distinguished local coordinates on a cyclic covering. Consider a curve
C endowed with an n-differential w with simple zeros. Let f : Ĉ → C be the
associated covering and v = w1/n be the canonical abelian differential on Ĉ. Denote
by xi ∈ C, i = 1, . . . , N = 2n(g − 1), the branch points of Ĉ → C, which coincide
with the zeros of w. Denote by xˆi the unique preimage of xi in Ĉ. Here we describe
a specific parametrization of the covering curve Ĉ near the branching points of
f : Ĉ → C. It is easy to see that all zeros of the holomorphic 1-form v are situated
at the ramification points xˆi and have multiplicity n. In other words,
(2.1) (v) = nxˆ1 + · · ·+ nxˆN .
Introduce a local parameter ζi in a neighborhood of xi ∈ C and a local parameter
ξi in a neighborhood of xˆi ∈ Ĉ such that
(2.2) w = ζi(dζi)
n, ξi(xˆ)
n+1 =
∫ xˆ
xˆi
v.
Both parameters are defined up to an (n + 1)st root of unity and we make one
choice in such a way that
ζi =
(
n+ 1
n
)n/(n+1)
ξni .
The local parameters ξi on Ĉ and ζi on C given by (2.2) are called distinguished.
Since f∗v = ρ v, the local parameter ξi(x) transforms under the action of f as
ξi(f(x)) = ρξi(x).
2.2. Extension of the Prym-Tyurin bundles to codimension 1 loci. By
construction, PM
(n)
g [1] is an open dense substack of X(g, n). Thus diff : X(g, n)→
PM
(n)
g is birational and its restriction to PM
(n)
g [1] is an isomorphism onto its image.
By abuse of notation we denote by Di, 0 ≤ i ≤ [g/2], the preimage in PM(n)g of
the boundary divisor Di ⊂ Mg. Then the complement of PM(n)g [1] in PM(n)g is
the union of the divisors Di and Ddeg.
For each of these divisors we define a dense open locus D˜ ⊂ D as follows.
• D˜0 is the locus of (C,w) such that the curve C has exactly one non-
separating node and the differential w has poles of order n at the node
and N simple zeros;
• D˜i for i ≥ 1 is the locus of (C,w) such that the curve C has exactly one
separating node and the differential w has poles of order n at the node and
N simple zeros.
• D˜deg if (g, n) 6= (2, 2) is the locus of (C,w) such that the curve C is a
smooth curve and the differential w has one zero of order exactly 2 and its
other zeros are simple;
• D˜deg if (g, n) = (2, 2) is the disjoint union of the locus D˜deg(2, 1, 1) described
above and of the locus D˜deg(2, 2) of pairs (C,w) where C is smooth and w
is a square of a holomorphic differential with simple zeros.
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We define U as the union of PM
(n)
g [1] ∪ D˜deg ∪i D˜i ⊂ PM(n)g . We define V
as diff−1(U) ⊂ X(g, n). We will prove that U and V satisfy the properties of
Proposition 2.1.
Property 1 is satisfied by construction.
Lemma 2.2 (Property 2). The stack U is an open substack of PM
(n)
g and its
complement is of codimension at least 2.
Proof. The complement of U is a union of closed substacks: the strata of curves
with at least two nodes and the strata PM
(n)
g [k] for all k except (1, . . . , 1) and
(2, 1 . . . , 1). Thus U is an open substack in PM
(n)
g and by dimension count its
complement is of codimension at least 2. 
Lemma 2.3 (Property 3). The restriction of diff : V → U induces an isomorphism
on the underlying schemes. Moreover the map of stacks diff : V → U is of degree
one over U \Ddeg and of degree 1/2 over Ddeg.
Proof. The underlying scheme of U is smooth and the map diff : V → U is bira-
tional. Thus the map diff of schemes is an isomorphism if and only if it is finite.
We consider the incidence variety X incg,n compactification defined in Remark 1.9.
We have two birational map: diff ′X incg,n → Xg,n and  : X incg,n → M
(n)
g such that
diff = diff ′ ◦ . The map diff ′ is obtained by forgetting the admissible covering (but
not the markings) and  is obtained by forgetting the markings. As we have already
stated in Remark 1.9, the map diff ′ is finite because Hurg,n →Mg,N/SN is finite.
Therefore we need to check that the map  restricted to −1(U) is finite.
The restriction  : −1(U)→ U is a bijection. Indeed, if (C,w) be a n-differential
in U \ Ddeg, then the preimage of (C,w) under  is the n-differential w with the
marked simple zeros. Now if (C,w) is a n-differential in D˜deg then the preimage
of (C,w) is the point (C ′, w′, xi) where C ′ is the curve with two components: one
component isomorphic to C and one rational component attached to C at the double
zero; the differential w′ is then given by w on the main component and vanishes
identically on the rational component; finally the marked points are the simple
zeros on the main component and two marked points on the rational component.
Therefore  : −1(U)→ U is finite and diff : V → U is birational and finite thus
an isomorphism of the underlying schemes. Moreover the restriction of the map 
to U \Ddeg is obviously an isomorphism of stacks. The degree of diff along Ddeg
will be computed in the next paragraphs. 
Lemma 2.4 (Property 4). There exists a line bundle T → V such that T⊗n ' L,
T is a sub-vector bundle of Λ(1), and the restriction of T to PM
(n)
g [1] coincides
with the sub-vector bundle of νˆ∗Ωĝ spanned by v.
The proof requires a detailed analysis of the inverse morphism diff−1 : U → V
and is contained in the next two subsections.
2.2.1. Nodal curves. Let 0 ≤ i ≤ [g/2] and let (C,w) be a point in D˜i. The n-
fold covering associated to (C,w) is given by Ĉ = {(x, v) ∈ T ∗C/vn = w} and the
canonical differential v is still defined by v(x, v) = v. We can describe the topology
of Ĉ and the singularities (zeros and poles) of v:
• If i = 0, then the curve Ĉ is an irreducible curve with n self-intersections.
The differential v has zeros of order n at the marked points and poles of
order 1 at the nodes.
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• If i ≥ 1 then the Ĉ has two irreducible components intersecting at n distinct
nodes. The differential v has also zeros of order n at the marked points and
poles of 1 at the nodes.
The canonical differential v is well-defined on U \Ddeg, thus the line bundle T can
be extended to diff−1(U \Ddeg).
2.2.2. Degenerate differentials. Here we describe the local structure of the stacks
X(g, n) and M
(n)
g close to Ddeg. This allows us to explicit the isomorphism of
Lemma 2.3 and to describe the fiber of the canonical line bundle along D˜deg. Let
(C0, w0) be a point in D˜deg and let W be a neighborhood of (C0, w0) in Ddeg. We
will give a local parametrization of X(g, n) and M
(n)
g around the point (C0, w0).
• Parameters of M(n)g . A neighborhood of (C0, w0) is given by W ×∆ where
∆ is a disk of C centered at zero. A point (u, a) in W ×∆ parametrizes an
n-differentials (C,w) such that
w = (ζ2 + a)dζn.
where the parameter ζ of the curve C is uniquely determined by the choice
of a. The parameter a is a tranverse local parameter of Ddeg in M
(n)
g .
• Parameters of X(g, n). A neighborhood of (C0, w0) in Xg,n is parametrized
by W×∆′/(Z/2Z) where ∆′ is a disk of C centered at zero. Indeed, suppose
first that the two colliding zeros of a differential (C,w) are labeled x1 and
x2. Let ζ be a local parameter of C such that the positions of x1 and x2
are given by ζ1 and ζ2, respectively. To fix ζ uniquely we can define it by
exact relation:
w(x) = (ζ(x)− ζ1)(ζ(x)− ζ2)(dζ(x))n , x ∈ C.
The parameter (ζ1 − ζ2)/{±1} is a local transverse parameter to Ddeg in
X(g, n) (See Lemma 3.6 for a proof).
With these two local parametrizations, the map diff : X(g, n) → M(n)g is given
by
W ×∆′/(Z/2Z) → W ×∆
(u, ζ1 − ζ2) 7→ (u, (ζ1 − ζ2)2).
This map is indeed an isomorphism of the underlying schemes. However it is of
degree 1/2 along Ddeg ⊂ X(g, n) once we consider the stack structures of X(g, n)
and M
(n)
g . This finishes the proof of Lemma 2.3.
Finally we describe the extension of the canonical line bundle T to Ddeg. Let
(C,w) be a family of differentials with simple zeros which tends to (C0, w0) ∈
Ddeg ⊂ X(g, n). Once again we label the two coalescing zeros x1 and x2 and we
use the local parameter of the curve ζ with ζ(xi) = ζi and w(x) = (ζ(x)−ζ1)(ζ(x)−
ζ2)(dζ(x))
n
As (C,w) tends to a pair (C0, w0) the zeros x1 and x2 tend to the double zero
x0 of w0. The limit curve C0 is a nodal curve with two components: a Riemann
sphere C1 which gets naturally equipped with the meromorphic n-differential w1(ζ)
given by the formula
(2.3) w1(ζ) = (ζ − ζ1)(ζ − ζ2)(dζ)n , ζ ∈ C1 ,
which is holomorphic outside of ζ =∞ and has two simple zeros at ζ1 and ζ2. The
Riemann surface C2 is equipped with the holomorphic n-differential w0. The nodal
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point on C0 is formed by identifying the point ζ = ∞ on C1 with the point x0 on
C2.
The limit n-differential (C0, w0) determines a canonical n-sheeted covering Ĉ0 →
C0. The curve Ĉ0 consists of two components Ĉ1 and Ĉ2. The canonical covering
Ĉ1 of C1 is given by equation
(2.4) vn1 = w1(ζ)
which, if we write v1 = ydζ, is the curve
(2.5) yn = (ζ − ζ1)(ζ − ζ2)
of genus ĝ1 = [(n−1)/2]. The canonical covering Ĉ2 of C2 is defined by the equation
(2.6) vn2 = w2 ;
its genus equals ĝ2 = ĝ − [n/2]. Therefore, for odd n we have ĝ = ĝ1 + ĝ2 while for
even n we have ĝ = ĝ1 + ĝ2 + 1.
The difference between the case of even n and the case of odd n is due to the
fact that for odd n the coverings Ĉ1 and Ĉ2 intersect at only one nodal point while
for even n the nodal point on C0 has two pre-images on Ĉ0 i.e. for even n Ĉ1 and
Ĉ2 intersect at two nodal points, x
(1)
0 and x
(2)
0 (see Figure 1 below).
Figure 1. Examples of degeneracy of canonical n-coverings (be-
fore colliding the zeros): on the left n = 4 and on the right n = 3.
With this description of the limit covering, we define the limit canonical dif-
ferential v0 as follows: it is given by v0 = v2 on the component Ĉ2 and vanishes
identicaly on the rational component Ĉ1. It satisfies v
n
0 = f
∗w0. Thus the canoni-
cal line bundle T can be extended to the open set V . This completes the proof of
Lemma 2.4.
3. Bergman tau function and Hodge class on PM
(n)
g
Tau functions play an important role in the theory of integrable systems pro-
viding canonical generators for commuting flows on the phase space [1]. In some
cases tau functions carry interesting algebro-geometric information, like the isomon-
odromic tau function of the Riemann-Hilbert problem that is relevant in the theory
of Frobenius manifolds [4].
The Bergman tau function introduced in [11] allowed to express the Hodge class
on the space of admissible covers of the projective line as an explicit linear com-
bination of the boundary divisors [12]. Then in [9] this result was proven by pure
algebro-geometric methods (namely, by means of the Grothendieck-Riemann-Roch
theorem) and later in [8] used to answer a question of Harris-Mumford [7] about
the classes of Hurwitz divisors in the moduli spaceMg of stable complex algebraic
curves of even genus g.
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A version of the Bergman tau function for the moduli space of holomorphic
abelian differentials on algebraic curves [10] allowed to get new relations in the
rational Picard group of this space and was applied to the Kontsevich-Zorich theory
of Teichmu¨ller flow [13], see also [5]. In [14], the Bergman tau function was used to
express the Prym class on the moduli space of holomorphic quadratic differentials
in terms of the standard generators. Here we continue with developing these ideas
further for the moduli space of holomorphic n-differentials.
3.1. Bergman tau function on strata of n-differentials. We begin with defin-
ing the Bergman tau function for each stratumM
(n)
g [k] where k = (k1, . . . , km) is a
partition of N = 2n(g− 1). We introduce the following notation (see [6] for precise
definitions):
• v1, . . . , vg – the normalized basis of holomorphic abelian differentials with
respect to a given Torelli marking (or cut system) on C;
• Ω – the corresponding period matrix;
• Θ(z,Ω) – the theta function associated with Ω;
• W (x) – the Wronskian determinant of differentials v1, . . . , vg;
• C˜ – the fundamental polygon corresponding to the chosen cut system on
C;
• E(x, y) – the prime form on C × C;
• Ax – the Abel map corresponding to the initial point x;
• Kx – the vector of Riemann constants.
The distinguished local parameters on C in a neighborhood of the points xi
(zeroes of the n-differential w) are given by
(3.1) ζi(x) =
(∫ x
xi
v
)n/(ki+n)
where ki is the order of xi (in terms of these parameters w ∼ ζkii (dζi)n near xi ∈ C,
and v = w1/n ∼ ζki/ni dζi near xˆi = f−1(xi) ∈ Ĉ). Then for the prime form E(x, y)
on C × C we have
E(x, y) =
E(ζ(x), ζ(y))√
dζ(x)
√
dζ(y)
,
and we put
E(ζ, xk) = lim
y→xk
E(ζ(x), ζ(y))
√
dζk
dζ
(y),
E(xk, xl) = lim
x→xk
y→xl
E(ζ(x), ζ(y))
√
dζk
dζ
(x)
√
dζl
dζ
(y) .
We define two vectors Z, Z ′ ∈ 1nZg by the condition
(3.2)
1
n
Ax((w)) + 2Kx = ΩZ + Z ′ .
Definition 3.1. The Bergman tau function on the space M
(n)
g [k] is given by
τ(C,w) =(3.3)
c(x)2/3e−
pi
6 〈ΩZ,Z〉− 2pi
√−1
3 〈Z,Kx〉
(
w(x)∏m
i=1E
ki(x, xi)
)(g−1)/3n∏
i<j
E(xi, xj)
kikj
6n2 ,
where
c(x) =
1
W (x)
(
g∑
i=1
vi(x)
∂
∂zi
)g
θ(z; Ω)
∣∣∣
z=Kx
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Proposition 3.2. Under the change of Torelli marking on C(
b˜
a˜
)
=
(
A B
C D
)(
b
a
)
,
(
A B
C D
)
∈ Sp(2g,Z) ,
the tau function (3.3) transforms as follows:
(3.4)
τ(C,w, {a˜i, b˜i})
τ(C,w, {ai, bi}) = det(CΩ +D)
where  is a root of unity of degree 48d with d = l.c.m.(k1 + n, . . . , km + n).
The proof can be obtained by using standard transformation properties of all
factors in (3.3) under the change of Torelli cut system on C (cf. [6]). The root
of unity appears due to an ambiguity in the definition of the distinguished local
parameters (3.1), which translates into an ambiguity in the definition of E(x, xi)
and E(xi, xj). The appearance of the term det(CΩ + D) can also be seen from
variational formulas for τ(C,w) discussed below, similarly to [10, 13, 14].
Proposition 3.3. The tau function has the following quasi-homogeneity property:
(3.5) τ(C, δw) = δκτ(C,w)
with
(3.6) κ =
1
12n2
m∑
i=1
ki(ki + 2n)
ki + n
.
This proposition follows from the explicit formula (3.3), but can also be derived
by applying the Riemann bilinear identity to variational formulas for τ as in was
done in [12] in the context of Hurwitz spaces.
Combining Propositions 3.2 and 3.3, we arrive at the following
Theorem 3.4. On the stratum M
(n)
g [1] ⊂ M(n)g of n-differentials with simple ze-
roes, the power τ48n(n+1) of the tau function τ = τ(C,w) is a nowhere vanishing
holomorphic section of the line bundle λ48n(n+1) ⊗ L−8(g−1)(2n+1) −→M(n)g [1] .
In order to find the divisor of the section τ48n(n+1) on M
(n)
g , we will compute
the asymptotics of τ at the boundary divisors Ddeg and Dj , j = 0, 1, . . . , [g/2]. For
that we need to study the tau function more carefully.
3.2. Homological coordinates and variational formulas for the tau func-
tion. The tau function τ(C,w) satisfies a system of linear differential equations on
the spaceM
(n)
g similar to the tau functions on Hurwitz spaces, or spaces of abelian
or quadratic differentials [10, 12, 13, 14]. Here we assume that all zeros of w are
simple i.e. that all ki = 1 in (3.3).
The homology group H1(Ĉ,C) can be decomposed into the eigenspaces of the
automorphism σ∗:
H1(Ĉ,C) =
n−1⊕
i=0
Hk ,
where dimH0 = 2g and in the case of simple zeros the dimensions of Hk for k =
1, . . . , n− 1 are independent of k and
(3.7) dimHk = (2n+ 2)(g − 1) , k = 1, . . . , n− 1
The dimensions (3.7) can be computed as the dimensions of the dual spaces Hk in
cohomology of Ĉ, whereHk is the subspace of H1(Ĉ,R) corresponding to eigenvalue
ρk. The space Hk can be decomposed as Ω(k)⊕Ω(n−k) (since ρk = ρn−k) and, using
(1.8), we get dimHk = (2n+ 2)(g − 1).
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For any two classes s1 ∈ Hl and s2 ∈ Hk we have s1 ◦ s2 = 0 unless k + l = n.
The spaces Hk and Hn−k are, therefore, dual to each other with respect to the
standard intersection pairing (the space H0 can be identified with H1(C), and,
therefore, it is self-dual). On the other hand, for any q ∈ Ω(k) and s ∈ Hl we have∫
s
q = 0 unless k = l. In particular, since v = w1/n ∈ Ω(1), it can have non-trivial
periods only over the cycles representing homology classes in H1. Actually, H1 can
be naturally identified with the tangent space to the moduli spaceM
(n)
g . Choosing
a basis {si}(2n+2)(g−1)i=1 in H1 we introduce homological coordinates Pi on M(n)g by
the formula
(3.8) Pi =
∫
si
v
(see also Corollary 2.3 of [2]).
Choose a Torelli marking on C and define the associated canonical bimeromor-
phic differential B(x, y) = dxdy logE(x, y) on C (here E(x, y) is the prime form).
The bidifferential B is symmetric with a second order pole with biresidue 1 on the
diagonal x = y and vanishing a-periods with respect to both arguments.
The bidifferential B(x, y) has the following local behaviour near the diagonal
x = y:
(3.9) B(x, y) =
(
1
(ζ(x)− ζ(y))2 +
1
6
SB(ζ(x)) + . . .
)
dζ(x)dζ(y ;
here ζ(x) is a local parameter, and SB(x) is the so-called Bergman projective con-
nection.
To study the tau function on M
(n)
g we will need some variational formulas for
B(x, y). For a basis {si}(2n+2)(g−1)i=1 in H1 consider the dual basis {s∗j}(2n+2)(g−1)j=1
in Hn−1, so that s∗j ◦ si = δij .
Consider a fundamental polygon C˜ of C (that is, dissect C along the cuts rep-
resenting the Torelli marking). Choose a system Γ of non-intersecting cuts that lie
within C˜ and connect the first zero x1 with other zeros of w. Pick a connected
component of f−1(C˜ \ Γ) ⊂ Ĉ and identify it with C˜ \ Γ. On C˜ \ Γ introduce the
coordinate
(3.10) z(x) =
∫ x
x1
v ,
where the path connecting x with x1 entirely lies in C˜ \ Γ.
Theorem 3.5. The following variational formula holds for i = 1, . . . , (2n+2)(g−1):
(3.11)
∂
∂PiB(z(x), z(y)) =
1
2pi
√−1n
∫
s∗i
B(z(x), ·)B(·, z(y))
v
Formula (3.11) can be derived from the variational formulas for the stratum
Hgˆ(n, . . . , n) of the moduli space of holomorphic 1-differentials of genus ĝ = n2(g−
1) + 1, see Theorem 3 of [10], in a way similar to Lemma 5 of [14] and Proposition
3.2 of [3].
Consider the differential operator Sv =
v′′
v − 32
(
v′
v
)2
(that is, the Schwarzian
derivative of the abelian integral
∫ x
v with respect to the coordinate z on C). For
the holomorphic 1-differential v, Sv is a meromorphic projective connection on C,
so that the difference SB − Sv is a meromorphic quadratic differential.
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The tau function τ = τ(C,w) satisfies the following system of differential equa-
tions with respect to the homological coordinates Pi on PM(n)g :
(3.12)
d
dPi log τ = −
1
12pi
√−1n
∫
s∗i
SB − Sv
v
(notice that the differential (SB − Sv)/v gets multiplied by ρ−1 under the action
of f∗; thus its integral over s∗i ∈ Hn−1 is non-trivial). The compatibility of the
system (3.12) follows from the symmetry of the expression
∂
∂Pj
∫
s∗i
SB − Sv
v
=
1
12pi
√−1n
∫
s∗i
∫
s∗j
B(z(x), z(y))B(z(y), z(x))
v(z(x))v(z(y))
under the interchange of i and j.
3.3. Asymptotics of tau function near the boundary of M
(n)
g . Here we com-
pute the asymptotics of τ near the boundary M
(n)
g \M(n)g [1] of M
(n)
g that consist
of the following divisors:
• Ddeg, the divisor of n-differentials with multiple zeroes,
• D0, the divisor of n-differentials on irreducible nodal curves, and
• Dj , j = 1, . . . , [g/2], the divisors of n-differentials on reducible nodal
curves.
3.3.1. Coalescing simple zeros of w: divisor Ddeg.
Lemma 3.6. Let x1 and x2 be two zeros of w coalescing at Ddeg. Then a transversal
local coordinate on M
(n)
g in a tubular neighbourhood of Ddeg is given by
(3.13) tdeg =
(∫ x2
x1
v
)2n/(n+2)
.
Proof. It is parallel to the proof of Lemma 8 of [14]. Denote by ζ a local coordinate
in a small disk U containing the coalescing zeros x1,2 and no other zeros. Then we
can write in U
(3.14) w(ζ) = (ζ − ζ(x1))(ζ − ζ(x2))(dζ)n ,
so that∫ x2
x1
v =
∫ ζ(x2)
ζ(x1)
((ζ − ζ(x1))(ζ − ζ(x2)))1/n dζ = const · (ζ(x1)− ζ(x2))(n+2)/n .
and the parameter tdeg defined by (3.13) looks like Since (ζ(x1) − ζ(x2))2 is inde-
pendent of labeling of zeroes, tdeg is a coordinate transversal to Ddeg. 
Lemma 3.7. The tau function τ(C,w) has the following asymptotics near Ddeg:
(3.15) τ(C,w) = t
1
12n(n+1)
deg τ(C0, w0)(1 + o(1))
where (C0, w0) ∈ Ddeg.
Proof. The asymptotics (3.15) can be derived by computing the asymptotics of all
factors in the explicit formula (3.3). Alternatively, using the system of equations
(3.12) we see that in the limit tdeg → 0 the tau function τ(C,w) behaves like
tpdegτ(C0, w0) for some power p, where w0 is a differential with one zero of order
two and all other zeroes simple. To find p explicitly, we look at the transformation
properties of τ , τ0 and tdeg under the rescaling w 7→ δw. The homogeneity degrees
κ of τ and κ0 of τ0 are given by the formula (3.6), so that
κ− κ0 = 1
6n(n+ 1)(n+ 2)
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On the other hand, the local parameter tdeg has homogeneity degree 2/(n + 2),
which gives p = 112n(n+1) . 
3.3.2. Asymptotics of τ near D0. Take two loops a and b on C intersecting transver-
sally at one point; their homology class we will also denote by a, b ∈ H1(C,Z). Let
us pinch a to a point, then C degenerates to a nodal curve C0 that we represent by
a smooth curve of genus g−1 with two points (say, x0 and y0) identified (we assume
that all zeros of w remain far from the node). The holomorphic n-differential w on
C degenerates to a meromorphic n-differential w0 on C0 with poles of degree n at
x0 and y0 such that the corresponding n-residues differ by (−1)n.
The canonical covering Ĉ of C degenerates to a nodal curve Ĉ0 with n nodes
that can be thought of as n pairs of points x
(m)
0 = σ
m(x0) and y
(m)
0 = σ
m(y0), m =
0, . . . , n − 1, on the normalization of Ĉ0 that are pairwise identified (here σ is the
covering automorphism of Ĉ0). The differential v on Ĉ degenerates to a meromor-
phic differential v0 on Ĉ0 with simple poles at the preimages of nodal points with
residues at x
(m)
0 and y
(m)
0 that differ by a sign.
Choose one of n simple loops on in the preimage f−1(a) ⊂ Ĉ. Let us assume
that this loop pinches to the first node on Ĉ0.
Consider the classes α, β ∈ H1 given by
(3.16) α =
n−1∑
m=0
ρ−mσ−m∗ a , β =
n−1∑
m=0
ρ−mσ−m∗ b
(where σ is the covering automorphism of Ĉ), and introduce the homological coor-
dinates Pα =
∫
α
v and Pβ =
∫
β
v associated with α and β.
A local coordinate on M
(n)
g transversal to D0 in a tubular neighborhood can be
chosen as
t0 = e
2piiPβ/Pα
(notice that Im(Pβ/Pα) > 0 near D0).
We may assume that Pα remains constant under the degeneration of C to C0.
Let ωx,y be the abelian differential of the 3rd kind on Ĉ0 with simple poles at
points x and y of residues +1 and −1 respectively, normalized with respect to some
canonical basis (ai, bi) in H1(Ĉ0,Z). Since v0 ∈ H1, it can be written as
v0 =
Pα
2pi
√−1
n−1∑
j=0
ρmωσm(x0), σm(y0) + holomorphic terms .
In the limit t0 → 0 the bidifferential B(x, y) on C×C tends to the meromorphic
bidifferential B0(x, y) on C0 × C0 with the same properties.
To find the asymptotics of the tau fuction τ as t0 → 0 (i.e. Pβ →∞), consider
the equation
(3.17)
∂ log τ
∂Pβ = −
1
12pi
√−1n
∫
β∗
SB − Sv
v
−→
t0→0
− 1
6n
resx0
SB0 − Sv0
v0
,
where β∗ = 1n
∑n−1
m=0 ρ
mσm∗ a ∈ Hn−1 is the class dual to β ∈ H1.
To compute the residue, choose a local coordinate ζ near x0 on C0 such that
SB0 = 0. Then we have v0 =
Pα
2pi
√−1n
dζ
ζ +O(1) and{∫
v0, ζ
}
=
(
v′0
v0
)′
− 1
2
(
v′0
v0
)2
=
1
2ζ2
+O(1)
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as t0 → 0, so that Sv0/v0 = pi
√−1n
Pα
dζ
ζ +O(1) . Therefore, (3.17) implies
(3.18)
∂ log τ
∂Pβ
∣∣∣
t0=0
=
pi
√−1
6Pα
and τ ∼ epi
√−1Pβ/6Pα , i.e.
(3.19) τ = t
1/12
0 (const + o(1))
as t→ 0.
3.3.3. Asymptotics of τ near Dj. Contracting a homologically trivial simple loop γ
on C we get a reducible nodal curve C0 that splits into two irreducible components
C1 and C2 of genera g1 = j and g2 = g − j respectively, j = 1, . . . , [g/2]. Denote
by x0 ∈ C1 and y0 ∈ C2 the intersection point of C1 and C2 (the node of C0).
The holomorphic n-differential w on C degenerates to a pair of meromorphic n-
differentials w1 and w2 on C1 and C2 respectively, with poles of order n at x0 ∈ C1
and y0 ∈ C2 whose n-residues differ by (−1)n (we assume that under generation
the zeroes of w stay away from the vanishing cycle γ).
Denote by fi : Ĉi → Ci the canonical n-fold covering (i = 1, 2), and let
x
(1)
0 , . . . , x
(n−1)
0 (resp. y
(1)
0 , . . . , y
(n−1)
0 ) denote the preimages of the node in Ĉ1
(resp. Ĉ2) that are cyclically ordered relative to the covering maps σi : Ĉi → Ĉi.
The canonical cover Ĉ0 of the nodal curve C0 is obtained from Ĉ1 and Ĉ2 by
identifying x
(m)
0 with y
(m)
0 for each m = 0, . . . , n− 1.
Define the 1-form vi on Ĉi by v
n
i = f
∗
i wi, (i = 1, 2). The (meromorphic) 1-forms
v1 and v2 have first order poles at the n preimages of the node whose residues differ
by a sign, i. e. res|
x
(m)
0
v1 = −res|y(m)0 v2. Moreover, applying m times the covering
map σ0, we see that res|x(m)0 v1 = ρ
−mres|
x
(0)
0
v1 (resp. res|y(m)0 v2 = ρ
−mres|
y
(0)
0
v2).
The preimage f−1(γ) ⊂ Ĉ of the loop γ on C is the disjoint union of n loops
γm, m = 0, . . . , n − 1 (we enumerate them in such a way that γm+1 = σ(γm),
assuming that γn = γ0). Note that the union of γm, m = 0, . . . , n − 1, is homo-
logically trivial on Ĉ. Consider also a simple loop η0 on Ĉ such that γ0 ◦ η0 = 1,
γ1 ◦ η0 = −1, and γk ◦ η0 = 0 for k = 2, . . . , n− 1, where ◦ denotes the intersection
pairing of 1-cycles on Ĉ.
Introduce the loops ηm = σ
m(η0), m = 1, . . . , n− 1, and consider the cycles
(3.20) α =
n−1∑
m=1
(ρ−m − 1)γm , β = 1
ρ− 1
n−1∑
m=1
(1− ρ−m)ηm
(for homology classes in H1(Ĉ,Z) represented by γm and ηm we use the same
notation); clearly, α, β ∈ H1. The class β∗ ∈ Hn−1 dual to β is given by
(3.21) α˜ =
1
n
n−1∑
m=1
(ρm − 1)γm .
Introduce the following homological coordinates:
(3.22) Pα =
∫
α
v = n
∫
γ0
v , Pβ =
∫
β
v =
n
1− ρ
∫
η0
v .
Without loss of generality we may assume that while C degenerates to C0 all
homological coordinates except Pβ remain finite.
Lemma 3.8. A local parameter tranversal to Dj ⊂M(n)g can be chosen as
(3.23) tj = e
2pi
√−1Pβ/Pα .
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Proof. We can realize the loops γm and ηm by simple closed geodesics in hyperbolic
metric on Ĉ. Denote by Ti the maximal hyperbolic cylinder with waist γi (the
collar of γi). Put η
(i)
0 = η0 ∩ Ti, i = 0, 1. Then 1nPβ = 11−ρ
∫
η0
v ∼ ∫
η
(0)
0
v when C
approaches C0 is the “complex heght” of the cylinder T0 while
1
nPα =
∫
γ0
v is its
“complex waist”. Therefore, (3.23) gives a local coordinate transversal to Dj . 
To find the asymptotics of τ when tj → 0, consider
∂ log τ
∂Pβ = −
1
12pi
√−1n
∫
β∗
SB − Sv
v
(3.24)
= − 1
12pi
√−1n
∫
γ0
SB − Sv
v
−→ − 1
6n
res|
x
(0)
0
SB0 − Sv0
v0
.
Pick a coordinate ζ near x
(0)
0 such that SB0 = 0, then v0 =
Pα
2pi
√−1n
dζ
ζ + O(1) and
Sv0
v0
= pi
√−1n
Pα
dζ
ζ +O(1) as tj → 0. Therefore, (3.24) implies
∂ log τ
∂Pβ
∣∣∣
tj=0
=
pi
√−1
6Pα .
Thus, τ ∼ epi
√−1Pβ/6Pα as tj → 0, and
(3.25) τ = t
1/12
j (const+ o(1)) .
3.4. Hodge class on PM
(n)
g . A straightforward combination of Theorem 3.4 with
asymptotic formulas (3.15), (3.19) and (3.25) yields
Theorem 3.9. (Formula (1.3) of Theorem 1.12) The Hodge class λ on M
(n)
g is a
linear combination of the tautological class ψ and the classes of boundary divisors
Ddeg and Dj , j = 0, 1, . . . , [g/2], as follows:
(3.26) λ =
(g − 1)(2n+ 1)
6n(n+ 1)
ψ +
1
12n(n+ 1)
δdeg +
1
12
[g/2]∑
j=0
δj .
4. An alternative computation of δdeg
An alternative proof of Theorem 3.9 was given in [21] using an approach proposed
by D. Zvonkine [22] and developed in [18].
Let g, n ≥ 2. In order to compute the class δdeg in Pic(PM(n)g ) we begin with
marking one point on C, i.e. we study the space PM
(n)
g,1 . In PM
(n)
g,1 we define the
loci
Zi = {(C, x1, w) | C is smooth and x1 is a zero of w of order at least i}.
We denote by Zi the closure of Zi. This is a closed substack of PM
(n)
g,1 of pure
codimension i for 1 ≤ i < N = (2g − 2)n, while for i = N it has two components
of codimensions N − 1 and N respectively, cf Section 1.2.
Let pi : PM
(n)
g,1 → PM
(n)
g be the forgetful map of the marked point. Then it is
easy to see that the image of Z2 under pi is the divisor Ddeg. This statement takes
into account the multiplicities of the components of Ddeg. Indeed, if (g, n) 6= (2, 2)
then the restriction of pi to Z2 is of degree 1 and if (g, n) = (2, 2) then pi is of degree
one onto PM
(n)
g (2, 1, 1) and two onto PM
(n)
g (2, 2). Therefore pi∗[Z2] = δdeg. Thus
to find an expression of δdeg it suffices to compute the class [Z2] ∈ A2(PM(n)g,1 ).
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Computation of [Z2]. Let L1 → Mg,1 be the line bundle whose fiber is the
cotangent line to the curve C at x1, and put ψ1 = c1(L1). Consider the following
line bundle over PM
(n)
g,1 :
O(1)⊗ L⊗n1 ' Hom
(
L,L⊗n1
)
.
This line bundle has a natural section
s1 : (C,w) 7→ w(x1).
In other words, s1 is the evaluation of w at the marked point. The class of the
vanishing locus of s1 is given by the first Chern class of the line bundle:
{s1 = 0} = c1
(O(1)⊗ L⊗n1 ) = −ψ + nψ1.
It is easy to see that Z1 is a component of the vanishing locus {s1 = 0}. In the next
section we will show that the vanishing locus has no other components and that
the vanishing order of s1 along Z1 is equal to 1. Thus we have [Z1] = −ψ + nψ1.
Now we restrict to Z1 and study the line bundle O(1)⊗L⊗n+11 . This line bundle
has a natural section
s2 : (C,w) 7→ w′(x1).
In other words, assuming that w vanishes at x1, the section s2 assigns to w its
derivative at x1. It is easy to see that Z2 is a component of the vanishing locus
{s2 = 0}. In the next section we will show that the vanishing locus has no other
components and that the vanishing order of s2 along Z2 is equal to 1. Thus we
have
[Z2] = (−ψ + (n+ 1)ψ1)[Z1] = (−ψ + nψ1)(−ψ + (n+ 1)ψ1).
Recall that δdeg is the push-forward by pi of this expression. To compute this
push-forward we use
• ψ is a pull-back under pi;
• pi∗ψ1 = 2g − 2;
• pi∗ψ21 = κ1 = 12λ1 −
∑[g/2]
i=1 δi.
The last equality is the well-known Mumford’s formula.
Applying these equalities we get
δdeg = pi∗ ((−ψ + nψ1)(−ψ + (n+ 1)ψ1))
= n(n+ 1)pi∗(ψ21)− (2n+ 1)pi∗(ψ1)ψ
= 12n(n+ 1)λ1 − n(n+ 1)
[g/2]∑
i=1
δi − (2n+ 1)(2g − 2)ψ.
This coincides with the expression of Theorem 3.9.
In order to complete the proof of Theorem 3.9, it remains to prove that the
vanishing locus of s1 (respectively s2) is exactly Z1 (respectively Z2) and that the
vanishing order of s1 and s2 is 1.
Vanishing loci of s1 and s2. Let W be an irreducible divisor of PM
(n)
g,1 in the
vanishing locus of s1. Let k be the number of nodes of the curve represented by a
generic point of W . The vanishing locus of s1 is of codimension 1 in PM
(n)
g,1 thus
k = 0 or 1. We investigate both cases.
• Let k = 0. Then a dense subset of W is contained in Z1 and thus W is a
component of Z1.
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• Let k = 1. Then the divisor W is contained in ν˜−1(D) for some irreducible
boundary divisor D of the moduli space of stable curves with one marked
point (we recall that ν˜ : PM
(n)
g,1 →Mg,1 is the forgetful map). Since the D
is irreducible, and ν˜ is the projectivization of a vector bundle, we necessarily
have W = ν˜−1(D). However there exists an n-differential in ν˜−1(D) which
is not identically zero on the component of marked point. Therefore, there
exists a point in ν˜−1(D) which is not in the vanishing locus of s1. Thus the
case k = 1 does not occur.
To study the vanishing locus of s2 we follow the same strategy. First we can
check by dimension count that no irreducible component of Z1 is in the zero locus
of s2. Now let W be an irreducible divisor in the vanishing locus of s2 and let k
be the number of nodes of the curve represented by a generic point of W . We have
now 3 cases to study: k = 0, 1 and 2.
• Let k = 0. Then a dense subset of W is contained in Z2 and thus W is a
component of Z2.
• Let k = 2. Then W = ν˜−1(D) where D is a codimension 2 boundary
stratum of Mg,1. As above ν˜−1(D) is not contained in the vanishing locus
of s2. Thus the case k = 2 cannot occur.
• Let k = 1. Then W is a co-dimension 1 locus inside ν˜−1(D) for a boundary
divisor D ofMg,1. The generic curve has two components of genera g′ and
g − g′ with 1 ≤ g′ ≤ g − 1. We assume that the marked point is carried by
the component of genus g′. The rank of the bundle of n-differentials with a
pole of order at most n at the node is n(2g′ − 2 + 1) > 1. Thus the divisor
D is not contained in the locus of differentials that vanish identically on
this component. Thus D is not contained in the vanishing locus of s2.
We conclude that {si = 0} = Zi for i = 1 and 2.
Vanishing order of s1. Let y0 = (C0, w0, x0) be a point in Z1. We recall that
PM
(n)
g,1 → PM
(n)
g is isomorphic the universal curve. Thus a neighborhood of y0 in
Z1 is given by U×∆ where U is a neighborhood of (C0, w0) in PM(n)g [1] and ζ ∈ ∆
is the distinguished parameter around x0 in C0 (cf Section 2.1). Let (C,w, x) be
an n-differential in U ×∆. In coordinates (u, ζ) ∈ U ×∆, the differential w is given
by w = ζdζn, the locus Z1 is {ζ = 0} and the section s1 is given by s1(u, ζ) = ζ.
Therefore the vanishing order of s1 along Z1 is 1.
Vanishing order of s2. Let y0 = (C0, w0, x0) be a point in Z2. A neighborhood
of y0 in PM
(n)
g,1 is now given by U ×∆×∆′ where U is a neighborhood of y0 in Z2
and ∆ and ∆′ are disks of the complex plane centered at 0 and parametrized by ζ
and a such that:
w = (ζ2 + a)dζn.
With the parameters (u, ζ, a) ∈ U ×∆×∆′, the locus Z1 is defined by ζ2 + a = 0.
Moreover with these parameters, the section s2 is given by s2(u, ζ, a) = a. Thus
the vanishing order of s2 along Z2 is again 1.
5. Prym-Tyurin differentials on Ĉ and holomorphic n-differentials
on C
Here we relate Prym-Tyurin vector bundles to vector bundles of holomorphic
k-differentials on the base Riemann surface C. We use this relation to finish the
proof of Theorem 1.12.
We also prove that the Prym-Tyurin bundle is not a pullback from PM
(n)
g in
general.
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5.1. Prym-Tyurin bundles and n-differentials. Consider two vector bundles
Λ(k) and ν˜∗Ω(n−k+1)g over X(g, n). The fiber of Λ(k) is the kth eigenspace in the
space of abelian differentials on Ĉ. The fiber of Ωn−k+1 is the space of (n− k+ 1)-
differentials on C. There are natural morphisms:
(5.1)
Φ0 : Λ
(0) → ν˜∗Ωg ,
Φk : Λ
(k) ⊗ T⊗(n−k) → ν˜∗Ω(n−k+1)g for 1 ≤ k ≤ n.
Indeed, let (C,w) be a point in U \Ddeg and let q be a differential in the fiber of Λ(k).
The n− k+ 1 differential qvn−k is invariant under the action of the automorphism
group of the covering, thus qvn−k is the pull-back of n−k+1 differential on C. For
k = 0 the differential q is already invariant under the action of the automorphism
group of the covering, so there is no need to multiply it by a power of v.
Lemma 5.1. The map Φk is an isomorphism over V \Ddeg.
Proof. The maps Φk for 0 ≤ k ≤ n − 1 are injective because v does not vanish
identically on any component of the nodal curve Ĉ. They are bijective because the
sum of ranks of the Prym-Tyurin bundles Λ(k) for 0 ≤ k ≤ n − 1 is equal to the
sum of ranks of the vector bundles Ωn−k+1. Indeed,
n−1∑
k=0
rk Λ(k) = rk Ωĝ = n
2(g − 1) + 1
and
rk Ωg +
n−1∑
k=1
rk Ω(n−k+1)g = g +
n−1∑
k=1
(2n− 2k + 1)(g − 1) = n2(g − 1) + 1.

Corollary 5.2. The rank of the Prym-Tyurin bundle is g for k = 0 and (2n−2k+
1)(g − 1) for 1 ≤ k ≤ n− 1.
Corollary 5.3. In Pic(PM
(n)
g \Ddeg) we have
(5.2) λ
(k)
PT = λn−k+1 −
g − 1
n
(n− k)(2n− 2k + 1)ψ
for 1 ≤ k ≤ n− 1.
Proof. On the locus where Φk is an isomorphism we have
λ
(k)
PT = c1(Λ
(k))
= c1(ν˜
∗Ωk ⊗ T⊗−(n−k))
= λn−k+1 − (g − 1)(n− k)(2n− 2k + 1)c1(T )
= λn−k+1 − g − 1
n
(n− k)(2n− 2k + 1)ψ,
where the last equality is due to T⊗n = L.
The locus where Φk is an isomorphism coincides with PM
(n)
g \Ddeg up to codi-
mension 2 substacks that are immaterial for the first Chern class computations. 
To study the extension of the formula (5.2) to PM
(n)
g we need to study the
behavior of Φk along the boundary divisor Ddeg. The determinant of Φk is a global
section of
det(Λ(k) ⊗ Tn−k)−1 ⊗ det(ν˜∗Ω(n−k+1)g ).
Thus the difference between λ
(k)
PT and λn−k+1 − g−1n (n − k)(2n − 2k + 1)ψ is an
effective divisor defined as the vanishing locus of det Φk.
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In Section 2.2, we have described a parametrization of the cyclic coverings along
Ddeg. We use here this parametrization to prove the following Lemma.
Lemma 5.4. If [(n − 1)/2] + 1 ≤ k ≤ n − 1 or k = 0, then the morphism Φk is
an isomorphism of vector bundles over V ⊂ X(g, n). Otherwise, det(Φk) vanishes
along Ddeg with order (1− 2kn ).
This lemma implies the following
Corollary 5.5. The following relations between Prym-Tyurin class λ
(k)
PT , the class
ψ = c1(L) and the pullback of class λn−k+1 from Mg to PM(n)g holds:
λ
(k)
PT = λn−k+1 −
g − 1
n
(n− k)(2n− 2k + 1)ψ +
(
1
2
− k
n
)
δdeg ,(5.3)
1 ≤ k ≤ [(n− 1)/2] ,
λ
(k)
PT = λn−k+1 −
g − 1
n
(n− k)(2n− 2k + 1)ψ ,(5.4)
[(n− 1)/2] + 1 ≤ k ≤ n− 1 .
This corollary together with Theorem 3.9 and Formula (1.6) completes the proof
of Theorem 1.12.
Remark 5.6. Note the difference of a factor 2 between the vanishing order of
det Φk and the contribution of δdeg in λ
(k)
PT . This is due to the fact that V → U is
of degree 1/2 along Ddeg.
The proof of Lemma 5.4 will occupy the two following sections. We consider
separately the cases of even n and odd n.
5.2. Odd n = 2m+ 1.
5.2.1. Kernel and cokernel of Φk. Let (C0, w0) be a point in Ddeg and f : Ĉ0 →
C0 be the associated admissible covering. We recall that Ĉ0 is a curve with two
components intersecting in one point. The two components Ĉ1 and Ĉ2 are of genera
ĝ1 = m and ĝ2 = ĝ−m (see Section 2.1). We have denoted by w1 the meromorphic
n-differential on C1 given by (ζ − ζ1)(ζ − ζ2)dζn. The curve Ĉ1 is parametrized by
yn = (ζ − ζ1)(ζ − ζ2) and the nth root of f∗w1 is given by v1 = ydζ. The covering
Ĉ2 → C2 is defined by v⊗n2 = w0. Finally, let v be the canonical differential
satisfying v⊗n = f∗w0: it is determined by v = v2 on the component Ĉ2 and
vanishes identically on the component Ĉ1.
Denote the fiber of kth Prym-Tyurin vector bundle Λ(k) over the point (C0, w0) ∈
Ddeg by Ω
(k)
0 . We can decompose
Ω
(k)
0 = Ω
(k)
1 ⊕ Ω(k)2
where Ω
(k)
1 is the space of holomorphic differentials on Ĉ1 which get multiplied by
ρk under the action of the automorphism (y, ζ) → (ρky, ζ); the space Ω(k)2 is the
analogous space of holomorphic differentials on Ĉ2.
The canonical differential v vanishes identically on Ĉ1. Thus the kernel of Φk
contains space Ω
(k)
1 ⊗ T⊗n−k. On another hand, the restriction of the morphism
Φk to the linear subspace Ω
(k)
2 ⊗ T⊗n−k is injective. Indeed the differential v does
not vanish identically on Ĉ2. Thus
ker Φk ' Λ(k)1 ⊗ T (n−k).
over a generic locus of Ddeg.
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We have dim Ω
(k)
1 = 1 for k = 1, . . . ,m. These one-dimensional spaces are
generated by the holomorphic differentials on Ĉ1 given by q
(k)
1 =
dζ
y2m+1−k . For
k = m+ 1 . . . 2m+ 1 the eigenspaces Ω
(k)
1 are trivial. Therefore,
dimΩ
(k)
2 = dimΩ
(k)
0 − 1 , k = 1, . . . ,m ;
dimΩ
(k)
2 = dimΩ
(k)
0 , k = m+ 1, . . . , 2m.
We can also describe the images of Φk. For k = m+ 1, . . . , 2m, the morphism Φk is
an isomorphism from Ω
(k)
2 ⊗ T⊗n−k to H0(C0, ωn+k−1C0 ). However, for k = 1, . . . ,m
the image of Ω
(k)
2 ⊗T⊗n−k is the space of holomorphic n−k+1 differentials vanishing
at x0.
We have proved the following
Lemma 5.7. The kernel of Φk over Ddeg is the vector bundle Ω
(k)
1 ⊗T⊗n−k. This
kernel is trivial for k > m and k = 0. If 1 ≤ k ≤ m, the image of Φk is the
vector bundle whose fibers are the H0(C,ωn+k−1(−x0)) where x0 is the unique zero
of order 2.
Therefore the first part of Lemma 5.4 and Formula (5.4) are valid for odd n.
5.2.2. Study of Φk for k = 1 . . .m. We fix 1 ≤ k ≤ m. We have seen that the
kernel and cokernel of Φk are of dimension 1. Let (C0, w0) be a generic point in
Ddeg. Let W be an open neighborhood of (C0, w0) in X(g, n) with a non-vanishing
section q
(k)
0 of Λ
(k)|W such that q(k)0 |Ddeg spans ker Φk|W∩Ddeg . The section Φk is
of co-rank 1 along Ddeg, thus the vanishing order of det Φk is equal to the vanishing
order of Φk(q
(k)
0 ⊗ v⊗n−k) along Ddeg. Therefore, we will construct such a local
section q
(k)
0 of Λ
(k) and study the asymptotic behavior of q
(k)
0 ⊗ v⊗n−k along Ddeg.
Let q˜
(k)
0 be a non-vanishing section of ν˜
∗(Ω(n−k+1)) over W such that: for all
(C,w) ∈ Ddeg, q(k)0 (C,w) is a differential that does not vanish at the double zero
of w. Up to a choice of a smaller W , such a section exists. We label the coalescing
zeros by x1 and x2. We chose the parameter of the curve ζ such that position of
x1 and x2 are ζ1 and ζ2 and w = (ζ − ζ1)(ζ − ζ2)(dζ)n (see Section 2.2). We define
q
(k)
0 = (ζ1 − ζ2)−1+2k/n ·
f∗(q˜(k)0 )
vk
.
We recall that root (ζ1 − ζ2)2/n is well defined, it is the integral of v between xˆ1
and xˆ2 (see Lemma 3.6).
Over W \ Ddeg, the differential q(k)0 is obviously a non-vanishing section of
νˆ∗(Λ(k)). Beside, along Ddeg the differential q
(k)
0 vanishes identically on Ĉ2 be-
cause of the factor (ζ1− ζ2)−1+2k/n. To compute the limit of q(k)0 on Ĉ1, we remark
that q
(k)
0 is equivalent to
(5.5) (ζ1 − ζ2)1−2k/n[(ζ(x)− ζ1)(ζ(x)− ζ2)]k/n−1dζ .
in coordinate ζ. The differential (5.5) is invariant under simultaneous rescaling
ζ → ζ, ζi → ζi, i = 1, 2. Therefore, as x1,2 → x0, the differential q(k)0 tends to
the holomorphic differential
q
(k)
1 = y
−n+kdx = (ζ1 − ζ2)1−2k/n[(ζ(x)− ζ1)(ζ(x)− ζ2)]k/n−1dζ
on the curve Ĉ1 (the generator of Ω
(k)
1 ).
The image of q
(k)
0 ⊗ v⊗n−k under Φk is (ζ1 − ζ2)1−2k/nq˜(k)0 by construction.
Thus the determinant of Φk is equivalent to a constant times (ζ1 − ζ2)1−2k/n. The
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parameter (ζ1 − ζ2)2 being a transverse parameter to Ddeg, we conclude that the
vanishing order of Φk along Ddeg is 1 − 2kn . This finishes the proof of Lemma 5.4
for odd n. 
5.3. Even n = 2m. The proof of Lemma 5.4 is essentially identical to the odd case.
Let (C0, w0) be a generic point in Ddeg. Now we have ĝ1 = m− 1 and ĝ2 = ĝ −m
and the two components intersect in two points. Let Ωk0 be the PT bundle over
(C0, w0) and let Ω
(k)
i be the subspace of Ω
k
0 of holomorphic differentials supported
on Ĉi. We still have the decomposition:
Ω
(k)
0 = Ω
(k)
1 ⊕ Ω(k)2
except for k = m. The kernel Φk is Ω
(k)
1 ⊗ T⊗n−k. This kernel is trivial for
k = m+ 1, . . . , 2m− 1. For k = 1, . . . ,m− 1, the map Φk has co-rank one and the
generator of Ω
(k)
1 is the differential q
(k)
1 = y
k−2mdζ on the canonical covering Ĉ1
y2m = (ζ − ζ1)(ζ − ζ2) (see Section 2.2 for definition of the parameters).
For k = m, the space Ω
(k)
0 contains a 1-dimension subspace of differentials of a
third kind. These are differentials with simple poles at the nodal points x
(1)
0 and
x
(2)
0 (both on Ĉ1 and Ĉ2) and opposite residues. The image of such differential
under Φm is a holomorphic m-differential. Beside Ω
(m)
1 is trivial. Therefore the
morphism Φk is also bijective for k = m.
Similarly to the case of odd n, for k = 1, . . . ,m − 1, let q˜(k)0 be a section of
ν˜∗(Ω(n−k+1)) over a neighborhood of (C0, w0) that does not vanish at the double
zero of w0. We define q
(k)
0 = (ζ1−ζ2)−1+2k/n · f
∗(q˜(k)0 )
vk
. and we study the asymptotic
behavior of Φk(q
(k)
0 ⊗ vn−k) along Ddeg.
As in the odd case, the differential q
(k)
0 is a non vanishing section of Λ
(k) and
Φk(q
(k)
0 ⊗ vn−k) = (ζ1 − ζ2)−1+2k/n · q˜(k)0 by construction. Therefore the vanishing
order of det(Φk) is given by 1− 2kn for k = 1, . . . ,m− 1. 
5.4. Obstruction to the extension of the Prym bundles to M
(n)
g . In order
to define the Prym-Tyurin classes we have constructed the space of admissible dif-
ferentials X(g, n) (see 1.5). Indeed, the Prym-Tyurin bundles are naturally defined
over X(g, n). The following theorem explains the necessity of the introduction of
the space X(g, n).
Theorem 5.8. Let g > 2 and k > 0. There exists no vector bundle Λ˜ → PM(n)g
such that Λ(k) = diff∗Λ˜(k), where diff : X(g, n)→ PM(n)g is the forgetful map.
Proof. Suppose that there exists Λ˜ → PM(n)g such that Λ(k) = diff∗Λ˜(k). Then
in particular λkPT = c1(Λ˜
(k) and thus c1(Λ
k) = diff∗λkPT . We will prove that this
equality does not hold for g > 2 and k > 0.
Let m > 2 and µ be the partition of n(2g− 2) given by (m, 1, . . . , 1). We denote
byM
(n)
g [m] the locusM
(n)
g [µ] ⊂M(n)g . We suppose that gcd(m,n) = 1. We denote
by Dm the preimage of M
(n)
g [m] in X(g, n) under diff. The locus Dm is a divisor
whose generic points are elements (C,w, xi, f : Ĉ → C) ∈ X(g, n) such that:
• the curve C is a nodal curve with two components: C2 isomorphic to C with
n(2g− 2)−m marked points attached in one node to a rational component
C1 at the zero of order m;
• the n-differential w is identically zero on C1 and has profile µ on C1;
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• the covering curve Ĉ → C has two component Ĉ2 and Ĉ1. The component
Ĉ2 determined by the w as in Section 2.2 and Ĉ1 → C1 is the unique n-
sheeted ramified covering maximally ramified at the marked points and the
node.
Moreover the canonical root v of f∗w vanishes identically on Ĉ1 and has a zero
of order m + n − 1 at the preimage of the zero of order m. Thus the morphism
Φk : Λ
(k)⊗T⊗(n−k) → ν˜∗Ω(n−k+1)g has a non-empty co-kernel along Dm for m large
enough. Therefore the line bundle
det(Λ(k))⊗ diff∗
(
detΛ˜(k)∨
)
has a global section which vanishes along divisors contained in X(g, n) \ V . Thus
Λ(k) 6= diff∗Λ˜(k). 
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