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EXISTENCE RESULTS FOR ONE-DIMENSIONAL
FRACTIONAL EQUATIONS
MAREK GALEWSKI AND GIOVANNI MOLICA BISCI
Abstract. In this note a critical point result for differentiable
functionals is exploited in order to prove that a suitable class of
one-dimensional fractional problems admits at least one non-trivial
solution under an asymptotical behaviour of the nonlinear datum
at zero. A concrete example of an application is then presented.
1. Introduction
Critical point theory has been very useful in determining the ex-
istence of solutions for integer order differential equations with some
boundary conditions; see for instance, in the vast literature on the sub-
ject, the classical books [16, 20, 33, 36] and references therein. But
until now, there are few results for fractional boundary value problems
(briefly BVP) which were established exploiting this approach, since
it is often very difficult to establish a suitable space and variational
functional for fractional problems. In the literature there are some
approaches connected with investigations of fractional boundary value
problems with critical point theory methods which depend on the type
of fractional derivative used. Although fractional calculus shares some
common features with classicial differential calculus, there are some
obvious differences, for example in the context of integration by parts,
see for example [23].
In this paper, overcoming the above mentioned difficulty, a new vari-
ational approach is provided to investigate the existence of solutions to
the following fractional BVP, namely (Ff) and given by:
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ f(u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0,
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where α ∈ (1/2, 1], 0Dα−1t and tDα−1T are the left and right Riemann-
Liouville fractional integrals of order 1 − α respectively, c0Dαt and ctDαT
are the left and right Caputo fractional derivatives of order α respec-
tively, and f : R→ R is a continuous function.
Fractional equations appear in concrete applications in many fields
such as, among the others, optimization, finance, stratified materials,
conservation laws, ultra-relativistic limits of quantum mechanics, min-
imal surfaces, materials science and water waves. This is one of the
reason why, recently, non-local fractional problems are widely studied.
An interesting physical case is briefly discussed in [12] where the
authors are interested on the existence and multiplicity of solutions for
the following problem
d
dt
(
Dβ(u(t))
)
+∇F (t, u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0,
where
Dβ(u(t)) :=
1
2
(0D
−β
t (u
′(t)) + tD
−β
T (u
′(t))),
β ∈ [0, 1), and F : [0, T ] × RN → R (with N ≥ 1) is a suitable given
function. This model describes, as stating, that the mass flux of a
particle is related to the negative gradient via a combination of the left
and right fractional integrals.
Engineering applications of fractional concepts are connected with
viscoelastic models, stochastic dynamics and with recently developed
fractional-order thermoelasticity [32]. In these elds the main use of
fractional operators has been concerned with the interpolation between
the heat flux and its time-rate of change, that is related to the well-
known second sound e ect. In other recent studies [19] a fractional,
non-local thermoelastic model has been proposed as a particular case
of the non-local, integral, thermoelasticity introduced in [10]. We would
like to mention also work [9] where the authors extend the non-local
model of fractional heat conduction to the case of of a purely elastic
material accounting for the thermoelastic coupling.
On the other hand, is whether or not the existence results got in
the classical context can be extended to the non-local framework of
the fractional Laplacian type operators. In this paper, motivated by
a theoretical point of view, we are interested on the one-dimensional
setting, previously considered in several papers (see, for instance, the
manuscripts [3, 5] and references therein).
More concretely, in Theorem 3.1 we prove the existence of one solu-
tion to problem (Ff) requiring a simple algebraic inequality condition
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namely (SG); see Remarks 4.1 and 4.2. A parametric version of this re-
sult is successively discussed in Theorem 3.2 in which, for small values
of the parameter and requiring an additional asymptotical behaviour
of the potential at zero if f(0) = 0, the existence of one non-trivial
solution is achieved; see Remark 4.3.
Moreover, we deduce the existence of solutions for small positive
values of the parameter such that the corresponding solutions have
smaller and smaller energies as the parameter goes to zero; see, for
more details, Remark 4.4.
The proof of Theorem 3.1 (as well as of Theorem 3.2) is based on
variational techniques. Precisely, in the sequel we will perform the
variational principle of Ricceri obtained in [22]. Moreover, for several
related topics and a careful analysis of the abstract framework we refer
to the recent monograph [14].
A special case of our results reads as follows:
Theorem 1.1. Let f : R → R be a non-negative continuous function
and α ∈ (1/2, 1]. Assume that
lim
ξ→0+
f(t)
t
= +∞. (S0)
Then, for every
µ ∈ Λ :=
0, Γ(α)2| cos(πα)|(2α− 1)T 2α
sup
γ>0
γ2∫ γ
0
f(s) ds

 ,
the following parametric problem
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ µf(u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0,
admits at least one non-trivial solution in Eα0 . Moreover, one has
lim
µ→0+
∫ T
0
|c0Dαt uµ(t)|2dt = 0,
and the function
µ 7→ −
∫ T
0
c
0D
α
t uµ(t) · ctDαTuµ(t)dt− µ
∫ T
0
(∫ uµ(t)
0
f(s)ds
)
dt,
is negative and strictly decreasing in Λ.
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We would like to emphasize that, as observed in Remark 3.1, the
energy functional Jµ associated to the above parametric problem can
be unbounded from below in the ambient space Eα0 . Hence, in order
to find critical points of Jµ we can not argue, in general, by direct
minimization techniques; see Example 4.1 and Remark 4.6.
Our assumptions also do not allow to use classical minimization top-
ics and related arguments.
Following [12], we point out that there are few results on the solu-
tions to fractional BVP which were established by the critical point
theory, since it is often very difficult to establish a suitable space and
variational functional for fractional differential equations with some
boundary conditions. These difficulties are mainly caused by the fol-
lowing significative facts:
(i) the composition rule in general fails to be satisfied by fractional
integral and fractional derivative operators;
(ii) the fractional integral is a singular integral operator and frac-
tional derivative operator is non-local;
(iii) the adjoint of a fractional differential operator is not the nega-
tive of itself.
It should be mentioned here that the fractional variational princi-
ples were started to be investigated deeply. The fractional calculus of
variations was introduced by Riewe in [21] where he presented a new
approach to mechanics that allows one to obtain the equations for a
nonconservative system using certain functionals.
For completeness, we recall that a careful and interesting analysis of
the elliptic fractional case was developed in the recent and nice works
[24, 25, 26, 28] and references therein.
The paper is organized as follows. In Section 2 we give the princi-
pal definitions related to our abstract functional framework. In Sec-
tion 3 we prove Theorems 3.1 and 3.2, while Section 4 is devoted to
some comments on the results of the paper. Finally, an application of
Theorem 3.2, is presented in Example 4.2 studying a one-dimensional
fractional equation involving a suitable non-linearity.
2. Some preliminaries
This section is devoted to the notations used along the paper. We
also give some preliminary results which will be useful in the sequel.
2.1. The functional setting.
Definition 2.1. Let u be a function defined on [a, b]. The left and right
Riemann-Liouville fractional integrals of order α > 0 for a function u
EXISTENCE RESULTS... 5
are defined by
aD
−α
t u(t) :=
1
Γ(α)
∫ t
a
(t− s)α−1u(s)ds,
and
tD
−α
b u(t) :=
1
Γ(α)
∫ b
t
(s− t)α−1u(s)ds,
for every t ∈ [a, b], provided the right-hand sides are pointwise defined
on [a, b], where Γ(α) is the standard gamma function given by
Γ(α) :=
∫ +∞
0
zα−1e−zdz.
Set ACn([a, b],R) the space of functions u : [a, b]→ R such that u ∈
Cn−1([a, b],R) and u(n−1) ∈ AC([a, b],R). Here, as usual, Cn−1([a, b],R)
denotes the set of mappings having (n−1) times continuously differen-
tiable on [a, b]. In particular we denote AC([a, b],R) := AC1([a, b],R).
Definition 2.2. Let γ ≥ 0 and n ∈ N.
(i) If γ ∈ (n−1, n) and u ∈ ACn([a, b],R), then the left and right Ca-
puto fractional derivatives of order γ for function u denoted by caD
γ
t u(t)
and ctD
γ
b u(t), respectively, exist almost everywhere on [a, b],
c
aD
γ
t u(t)
and ctD
γ
b u(t) are represented by
c
aD
γ
t u(t) =
1
Γ(n− γ)
∫ t
a
(t− s)n−γ−1u(n)(s)ds,
and
c
tD
γ
b u(t) =
(−1)n
Γ(n− γ)
∫ b
t
(s− t)n−γ−1u(n)(s)ds,
for every t ∈ [a, b], respectively.
(ii) If γ = n − 1 and u ∈ ACn−1([a, b],R), then caDn−1t u(t) and
c
tD
n−1
b u(t) are represented by
c
aD
n−1
t u(t) = u
(n−1)(t), and ctD
n−1
b u(t) = (−1)(n−1)u(n−1)(t),
for every t ∈ [a, b].
With these definitions, we have the rule for fractional integration
by parts, and the composition of the Riemann-Liouville fractional in-
tegration operator with the Caputo fractional differentiation operator,
which were proved in [13] and [23].
Proposition 2.1. We have the following property of fractional inte-
gration
(1)
∫ b
a
[aD
−γ
t u(t)]v(t)dt =
∫ b
a
[tD
−γ
b v(t)]u(t)dt, γ > 0,
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provided that u ∈ Lp([a, b],R), v ∈ Lq([a, b],R) and p ≥ 1, q ≥ 1,
1/p+ 1/q ≤ 1 + γ or p 6= 1, q 6= 1, 1/p+ 1/q = 1 + γ.
Proposition 2.2. Let n ∈ N and n− 1 < γ ≤ n. If u ∈ ACn([a, b],R)
or u ∈ Cn([a, b],R), then
aD
−γ
t (
c
aD
γ
t u(t)) = u(t)−
n−1∑
j=0
u(j)(a)
j!
(t− a)j,
and
tD
−γ
b (
c
tD
γ
b u(t)) = u(t)−
n−1∑
j=0
(−1)ju(j)(b)
j!
(b− t)j,
for every t ∈ [a, b]. In particular, if 0 < γ ≤ 1 and u ∈ AC([a, b],R) or
u ∈ C1([a, b],R), then
aD
−γ
t (
c
aD
γ
t u(t)) = u(t)− u(a),
and
tD
−γ
b (
c
tD
γ
b u(t)) = u(t)− u(b).
Remark 2.1. We recall that a function u ∈ AC([0, T ],R) is said to be
a solution of (Ff ) if the map
t 7→ 0Dα−1t (c0Dαt u(t))− tDα−1T (ctDαTu(t)),
is derivable (in the classical sense) for almost every t ∈ [0, T ], and
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ f(u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0.
To establish a variational structure for (Ff), it is necessary to con-
struct appropriate function spaces.
Following [12], denote by C∞0 ([0, T ],R) the set of all functions g ∈
C∞([0, T ],R) with g(0) = g(T ) = 0.
Definition 2.3. Let 0 < α ≤ 1. The fractional derivative space Eα0 is
defined by the closure of C∞0 ([0, T ],R) with respect to the norm
‖u‖ :=
( ∫ T
0
|c0Dαt u(t)|2dt+
∫ T
0
|u(t)|2dt
)1/2
.
As observed in [12], the space Eα0 is a Hilbert space with norm
‖u‖α :=
(∫ T
0
|c0Dαt u(t)|2dt
)1/2
.
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For every u ∈ Eα0 , set
‖u‖Ls :=
(∫ T
0
|u(t)|sdt
)1/s
, (s ≥ 1)
and
‖u‖∞ := max
t∈[0,T ]
|u(t)|.
The next result will be crucial in the sequel.
Lemma 2.1. Assume α ∈ (1/2, 1] and let {uj} ⊂ Eα0 be a sequence
weakly convergent to u ∈ Eα0 . Then, uj → u in C0([0, T ],R), i.e.
‖uj − u‖∞ → 0, as j →∞.
See [12, Proposition 3.3].
Finally, one has the following two Lemmas.
Lemma 2.2. Let α ∈ (1/2, 1]. For every u ∈ Eα0 , we have
‖u‖L2 ≤ T
α
Γ(α + 1)
‖c0Dαt u‖L2,
‖u‖∞ ≤ T
α− 1
2
Γ(α)
√
2α− 1‖
c
0D
α
t u‖L2.
Lemma 2.3. Let α ∈ (1/2, 1], then for every u ∈ Eα0 , we have
| cos(πα)|‖u‖2α ≤ −
∫ T
0
c
0D
α
t u(t) · ctDαTu(t)dt ≤
1
| cos(πα)|‖u‖
2
α.
See [12] for details.
2.2. A critical points result for differentiable functionals. In
order to prove our main result, stated in Theorem 3.1, in the following
we will perform the variational principle of Ricceri established in [22].
For the sake of clarity, we recall it here below in the form given in [8].
Theorem 2.1. Let Y be a reflexive real Banach space, and Φ,Ψ :
Y → R be two Gaˆteaux differentiable functionals such that Φ is strongly
continuous, sequentially weakly lower semicontinuous and coercive in
Y and Ψ is sequentially weakly upper semicontinuous in Y . Let Jµ be
the functional defined as Jµ := Φ− µΨ, µ ∈ R , and for any r > inf
Y
Φ
let ϕ be the function defined as
ϕ(r) := inf
u∈Φ−1
(
(−∞,r)
)
sup
v∈Φ−1
(
(−∞,r)
)Ψ(v)−Ψ(u)
r − Φ(u) .
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Then, for any r > inf
Y
Φ and any µ ∈ (0, 1/ϕ(r))1, the restriction of the
functional Jµ to Φ
−1
(
(−∞, r)) admits a global minimum, which is a
critical point (precisely a local minimum) of Jµ in Y .
3. The Main Results
This section is devoted to the proof of the main result of the present
paper, that is the following.
Theorem 3.1. Let f : R → R be a continuous function and α ∈
(1/2, 1]. Set
κα :=
T 2α
Γ(α)2| cos(πα)|(2α− 1) ,
where Γ is the Euler function. Assume that
sup
γ>0
γ2
max
|ξ|≤γ
∫ ξ
0
f(t)dt
> κα. (SG)
Then problem (Ff) admits at least one solution in E
α
0 .
Proof. The idea of the proof consists in applying [8, Theorem 2.1;
part a)]) taking Y := Eα0 .
Hence, for given u ∈ Eα0 , we define functionals Φ,Ψ : Eα0 → R as
follows:
Φ(u) := −
∫ T
0
c
0D
α
t u(t) · ctDαTu(t)dt, and Ψ(u) :=
∫ T
0
F (u(t))dt,
where F (ξ) :=
∫ ξ
0
f(s)ds, for every ξ ∈ R.
Clearly, Φ and Ψ are continuously Gaˆteaux differentiable functional
whose Gaˆteaux derivatives at the point u ∈ Eα0 are given by
Φ′(u)(v) = −
∫ T
0
(c0D
α
t u(t) · ctDαTv(t) + ctDαTu(t) · c0Dαt v(t))dt,
Ψ′(u)(v) =
∫ T
0
f(u(t))v(t)dt = −
∫ T
0
∫ t
0
f(u(s))ds · v′(t)dt,
for every v ∈ Eα0 .
Moreover, it is easy to see that
Φ′(u)(v) =
∫ T
0
(0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))) · v′(t)dt.
1Note that, by definition, ϕ(r) ≥ 0 for any r > inf
Y
Φ . Here and in the following,
if ϕ(r) = 0, by 1/ϕ(r) we mean +∞, i.e. we set 1/ϕ(r) = +∞ .
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Thus, the functional J := Φ − Ψ ∈ C1(Eα0 ,R) and the functionals Φ
and Ψ are respectively sequentially weakly lower and upper semicontin-
uous. As concerns functional Φ, this follows by Lemma 2.1. Indeed Φ
is strongly continuous and convex and hence sequentially weakly lower
semicontinuous. Moreover, the weakly upper semicontinuity the func-
tional Ψ can be proved arguing in a standard way by using again the
compact embedding Eα0 →֒ C0([0, T ],R).
Further, from Lemma 2.3, the functional Φ is coercive. Indeed, one
has
Φ(u) := −
∫ T
0
c
0D
α
t u(t) · ctDαTu(t)dt ≥ | cos(πα)|‖u‖2α → +∞,
as ‖u‖α → +∞.
Moreover, a critical point of the functional J is a solution of (Ff).
Indeed, if u∗ ∈ Eα0 is a critical point of J, then
(2)
0 = J ′(u∗)(v) =
∫ T
0
(
0D
α−1
t (
c
0D
α
t u∗(t))− tDα−1T (ctDαTu∗(t))
+
∫ t
0
f(u∗(s))ds
)
v′(t)dt,
for every v ∈ Eα0 .
Now, we can choose v ∈ Eα0 such that
v(t) := sin
2kπt
T
or v(t) := 1− cos 2kπt
T
, (k = 1, 2, . . . ).
The theory of Fourier series and (2) imply
(3) 0D
α−1
t (
c
0D
α
t u∗(t))− tDα−1T (ctDαTu∗(t)) +
∫ t
0
f(u∗(s))ds = κ
a.e. on [0, T ] for some κ ∈ R.
By (3), it is easy to show that u∗ ∈ Eα0 is a solution of (Ff). Now,
we look on the existence of a critical point of the functional J in Eα0 .
Since condition (SG) holds, there exists γ¯ > 0 such that
(4)
γ¯2
max
|ξ|≤γ¯
∫ ξ
0
f(t)dt
>
T 2α
Γ(α)2| cos(πα)|(2α− 1) .
Now, by Lemma 2.2 (note that α > 1/2), for each u ∈ Eα0 we have
(5) ‖u‖∞ ≤ c
( ∫ T
0
|c0Dαt u(t)|2dt
)1/2
= c‖u‖α,
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where
c :=
T α−
1
2
Γ(α)
√
2α− 1 .
Hence, set
(6) r :=
| cos(πα)|
c2
γ¯2.
Moreover, for every u ∈ Eα0 such that u ∈ Φ−1((−∞, r)), by Lemma
2.3 we have
| cos(πα)|‖u‖2α ≤ Φ(u) < r,
which implies
(7) ‖u‖2α <
r
| cos(πα)| .
Thus, by (5), (6) and (7) we obtain
|u(t)| ≤ c‖u‖α < c
√
r
| cos(πα)| = γ¯, ∀ t ∈ [0, T ].
Hence,
Ψ(u) =
∫ T
0
F (u(t))dt ≤
∫ T
0
max
|ξ|≤γ¯
F (ξ)dt = T max
|ξ|≤γ¯
F (ξ),
for every u ∈ Eα0 such that u ∈ Φ−1((−∞, r)).
Then,
sup
u∈Φ−1((−∞,r))
Ψ(u) ≤ T max
|ξ|≤γ¯
F (ξ).
Taking into account the above computations and remarks, one has
the following inequalities
ϕ(r) = inf
u∈Φ−1((−∞,r))
sup
v∈Φ−1((−∞,r))
Ψ(v)−Ψ(u)
r − Φ(u)
≤
sup
v∈Φ−1((−∞,r))
Ψ(v)
r
≤ c
2T
| cos(πα)|
max
|ξ|≤γ¯
F (ξ)
γ¯2
.
Thus, it follows that
(8) ϕ(r) ≤ κα
max
|ξ|≤γ¯
F (ξ)
γ¯2
,
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observing that
κα =
c2T
| cos(πα)| .
Consequently, by (4) and (8) one has ϕ(r) < 1. Hence, since 1 ∈
(0, 1/ϕ(r)), Theorem 2.1 ensures that the functional J admits at least
one critical point (local minima) u˜ ∈ Φ−1((−∞, r)). The proof is com-
plete. 
We explicitly note that Theorem 2.1 can be exploited proving the
existence of one solution for the parametric version of problem (Ff),
namely (F µf ) and given by:
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ µf(u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0.
More precisely, one has the following existence property.
Theorem 3.2. Let f : R → R be a continuous function and α ∈
(1/2, 1]. Then, for every µ sufficiently small, i.e.
µ ∈
0, 1
κα
sup
γ>0
γ2
max
|ξ|≤γ
F (ξ)
 ,
problem (F µf ) admits at least one solution uµ ∈ Eα0 .
Proof. Let us take
0 < µ <
1
κα
sup
γ>0
γ2
max
|ξ|≤γ
F (ξ)
 .
Hence, there exists γ¯ > 0 such that
(9) καµ <
γ¯2
max
|ξ|≤γ¯
F (ξ)
.
Set
(10) r :=
| cos(πα)|
c2
γ¯2.
Preserving the notations as in the proof of Theorem 3.1, one has
ϕ(r) ≤
sup
v∈Φ−1((−∞,r))
Ψ(v)
r
≤ c
2T
| cos(πα)|
max
|ξ|≤γ¯
F (ξ)
γ¯2
<
1
µ
.
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Hence, since µ ∈ (0, 1/ϕ(r)), Theorem 2.1 ensures that the functional
Jµ admits at least one critical point (local minima) uµ ∈ Φ−1((−∞, r)).
The proof is complete. 
Remark 3.1. Our variational approach consist in looking for critical
points of the functional Jµ naturally associated with problem (F
µ
f ). We
would like to note that, in general, Jµ can be unbounded from below in
Eα0 .
Indeed, for instance, in the case when f(t) := 1 + |t|q−2t with q ∈
(2,+∞), for any fixed u ∈ Eα0 \ {0} and τ ∈ R, we get
Jµ(τu) = Φ(τu)− µ
∫ T
0
F (τu(t)) dt
≤ τ
2
| cos(πα)|‖u‖
2
α − µτ‖u‖L1 −
µτ q
q
‖u‖qLq → −∞
as τ → +∞.
Hence, in order to find critical points of Jµ we can not argue, in
general, by direct minimization.
4. Some Comments
In this section we give some remarks and a concrete example of
application of our results.
Remark 4.1. If in Theorem 3.1 the function f is non-negative, con-
dition (SG) assumes the more simple and significative form
sup
γ>0
γ2∫ γ
0
f(s)ds
> κα. (S
′
G)
Moreover, if the following assumption is verified
lim sup
ξ→+∞
ξ2∫ ξ
0
f(s)ds
> κα, (S∞)
then, condition (S ′G) automatically holds.
Remark 4.2. Let γ¯ > 0 be a real constant such that
γ¯2
max
|ξ|≤γ¯
∫ ξ
0
f(s)ds
> κα,
and said u˜ ∈ Eα0 be the solution of problem (Ff ) obtained by using
Theorem 2.1. Hence, since u˜ ∈ Φ−1((−∞, r)), it follows that ‖u˜‖∞ ≤
γ¯.
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Remark 4.3. If in Theorem 3.2 one has f(0) 6= 0, then the obtained
solution is clearly non-trivial. On the other hand, the non-triviality of
the solution can be achieved also in the case f(0) = 0 requiring the
additional condition at zero
(11) lim
t→0+
F (t)
t2
= +∞.
Indeed, let 0 < µ¯ < µ⋆. Then, there exists γ¯ > 0 such that
(12) καµ¯ <
γ¯2
max
|ξ|≤γ¯
F (ξ)
.
Thanks to Theorem 2.1, for every µ ∈ (0, µ¯) there exists a critical
point of Jµ such that
uµ ∈ Φ−1((−∞, rµ¯)),
where
rµ¯ :=
| cos(πα)|
c2
γ¯2,
In particular, uµ is a global minimum of the restriction of Jµ to
Φ−1((−∞, rµ¯)).
We will prove that the function uµ cannot be trivial. To this end, let
us show that
(13) lim sup
‖u‖α→0+
Ψ(u)
Φ(u)
= +∞.
Due to our assumptions at zero, we can fix a sequence {ξj} ⊂ R+
converging to zero and two constant σ, and κ (with σ > 0) such that
lim
j→∞
F (ξj)
ξ2j
= +∞,
and
F (ξ) ≥ κξ2,
for every ξ ∈ [0, σ].
Now, fix a function v ∈ Eα0 (note that C∞[0, T ] ⊂ Eα0 ) such that:
i) v(t) ∈ [0, 1], for every t ∈ [0, T ];
ii) v(t) = 1, for every t ∈ [T
4
, 3T
4
].
Hence, fix M > 0 and consider a real positive number η with
M <
ηT + κ
∫
[0,T ]\[T
4
, 3T
4
]
v(t)2dt
Φ(v)
.
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Then, there is ν ∈ N such that ξj < σ and∫ ξj
0
f(s)ds ≥ 2ηξ2j ,
for every j > ν.
At this point, for every j > ν, and bearing in mind the properties
of the function v (0 ≤ ξjv(t) < σ for j sufficiently large), one has
Ψ(ξjv)
Φ(ξjv)
=
∫
[T
4
, 3T
4
]
(∫ ξj
0
f(s)ds
)
dt+
∫
[0,T ]\[T
4
, 3T
4
]
F (ξjv(t))dt
Φ(ξjv)
≥
ηT + κ
∫
[0,T ]\[T
4
, 3T
4
]
v(t)2dt
Φ(v)
> M.
Since M could be arbitrarily large, it follows that
lim
j→∞
Ψ(ξjv)
Φ(ξjv)
= +∞,
from which (13) clearly follows.
Hence, there exists a sequence {wj} ⊂ Eα0 strongly converging to
zero, such that, for every j sufficiently large, wj ∈ Φ−1((−∞, rµ¯)), and
Jµ(wj) := Φ(wj)− µΨ(wj) < 0.
Since uµ is a global minimum of the restriction of Jµ to Φ
−1((−∞, rµ¯)),
we conclude that
(14) Jµ(uµ) < 0,
so that uµ is not trivial.
Remark 4.4. Put
µ⋆ :=
1
κα
sup
γ>0
γ2
max
|ξ|≤γ
F (ξ)
 .
From (14) we easily see that the map
(15) (0, µ⋆) ∋ µ 7→ Jµ(uµ) is negative.
Further, we claim that
lim
µ→0+
‖uµ‖α = 0.
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Indeed, let 0 < µ¯ < µ⋆. Thus, there exists γ¯ > 0 such that
(16) καµ¯ <
γ¯2
max
|ξ|≤γ¯
F (ξ)
.
Set
rµ¯ :=
| cos(πα)|
c2
γ¯2.
Bearing in mind that Φ is coercive and that for every µ ∈ (0, µ¯] the so-
lution uµ ∈ Φ−1((−∞, rµ¯)), one has that there exists a positive constant
L such that
‖uµ‖α ≤ L,
for every µ ∈ (0, µ¯].
Then, one has that
(17)
∣∣∣∣∫ T
0
f(uµ(t))uµ(t)dt
∣∣∣∣ ≤ cL max|s|≤cL |f(s)|T,
for every µ ∈ (0, µ¯].
Since uµ is a critical point of Jµ , then J
′
µ(uµ)(v) = 0, for any v ∈ Eα0
and every µ ∈ (0, µ¯] . In particular Jµ(uµ)(uµ) = 0, that is
(18) Φ′(uµ)(uµ) = µ
∫ T
0
f(uµ(t))uµ(t)dt,
for every µ ∈ (0, µ¯].
Then, by (18), it follows that
0 ≤ 2| cos(πα)|‖uµ‖2α ≤ Φ′(uµ)(uµ) = µ
∫
Ω
f(uµ(t))uµ(t)dt,
for any µ ∈ (0, µ¯]. Letting µ→ 0+, by (17), we get lim
µ→0+
‖uµ‖α = 0, as
claimed.
Finally, we show that the map
µ 7→ Jµ(uµ) is strictly decreasing in (0, µ⋆).
For this we observe that for any u ∈ Eα0 , one has
(19) Jµ(u) = µ
(
Φ(u)
µ
−Ψ(u)
)
.
Now, let us fix 0 < µ1 < µ2 ≤ µ¯ < µ⋆ and let uµi be the global minimum
of the functional Jµi restricted to Φ
(
(−∞, rµ¯)
)
for i = 1, 2. Also, let
mµi :=
(
Φ(uµi)
µi
−Ψ(uµi)
)
= inf
v∈Φ−1
(
(−∞,rµ¯)
)(Φ(v)µi −Ψ(v)
)
,
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for every i = 1, 2.
Clearly, (15) together (19) and the positivity of µ imply that
(20) mµi < 0, for i = 1, 2.
Moreover,
(21) mµ2 ≤ mµ1,
thanks to the fact that 0 < µ1 < µ2. Then, by (19)–(21) and again by
the fact that 0 < µ1 < µ2, we get that
Jµ2(uµ2) = µ2mµ2 ≤ µ2mµ1 < µ1mµ1 = Jµ1(uµ1),
so that the map µ 7→ Jµ(uµ) is strictly decreasing in (0, µ¯).
The arbitrariness of µ¯ < µ⋆ shows that µ 7→ Jµ(uµ) is strictly de-
creasing in (0, µ⋆).
We would like to note that Theorem 3.2 is a bifurcation result, since
µ = 0 is a bifurcation point for problem (F µf ), in the sense that the
pair (0, 0) belongs to the closure of the set{
(uµ, µ) ∈ Eα0 × (0,+∞) : uµ is a non-trivial weak solution of (F µf )
}
in Eα0 × R .
Indeed, by Theorem 3.2 we have that
‖uµ‖α → 0 as µ→ 0+ .
Hence, there exist two sequences
{
uj
}
in Eα0 and
{
µj
}
in R+ (here
uj := uµj ) such that
µj → 0+ and ‖uj‖α → 0,
as j → +∞ .
Moreover, we would like to stress that for any µ1, µ2 ∈ (0, µ⋆), with
µ1 6= µ2, the solutions uµ1 and uµ2 given by Theorem 3.2 are different,
thanks to the fact that the map
(0, µ⋆) ∋ µ 7→ Jµ(uµ)
is strictly decreasing.
Remark 4.5. We just observe, for completeness, that Theorem 3.1
remains valid for equations like these
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ f(t, u(t)) = 0, a.e. t ∈ [0, T ]
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where f : Ω × R → R is an L1-Carathe´odory function. In this case
condition (SG) assume the form
sup
γ>0
γ2∫ T
0
max
|ξ|≤γ
F (t, ξ)dt
>
κα
T
, (S⋆G)
where we set F (t, ξ) :=
∫ ξ
0
f(t, s)ds, for every (t, ξ) ∈ [0, T ] × R.
Further, the conclusions of Theorem 3.2 are still true if we take
µ ∈
0, Tκα
supγ>0 γ2∫ T
0
max
|ξ|≤γ
F (t, ξ)dt

 .
Finally, if f(t, 0) ≡ 0, we can assume, in order to obtain a non-trivial
solution, that there are a non-empty open set D ⊆ (0, T ) and B ⊂ D
of positive Lebesgue measure such that
lim sup
ξ→0+
ess inf
t∈B
F (t, ξ)
ξ2
= +∞,
and
lim inf
ξ→0+
ess inf
t∈D
F (t, ξ)
ξ2
> −∞.
In conclusion, we consider a direct application of Theorem 3.2 and
Remark 4.3.
Example 4.1. Let α ∈ (1/2, 1] and consider the following parametric
problem (namely (F µg )):
d
dt
(
0D
α−1
t (
c
0D
α
t u(t))− tDα−1T (ctDαTu(t))
)
+ µg(u(t)) = 0, a.e. t ∈ [0, T ]
u(0) = u(T ) = 0,
where the non-linearity g has the form
(22) g(u) :=
{
ur−1 + us−1 if u ≥ 0
0 otherwise,
and in which 1 < r < 2 < s.
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Owing to Theorem 3.2 and taking into account Remark 4.3 problem
(F µg ) admits at least one non-trivial solution in E
α
0 provided
0 < µ <
rsγ¯2−r
κα(s+ rγ¯s−r)
,
where
γ¯ :=
(
s(2− r)
r(s− 2)
)1/(s−r)
.
Moreover, from Remark 4.4, one also has
lim
µ→0+
∫ T
0
|c0Dαt uµ(t)|2dt = 0,
and the function
µ 7→ −
∫ T
0
c
0D
α
t uµ(t) · ctDαTuµ(t)dt− µ
∫ T
0
(∫ uµ(t)
0
f(s)ds
)
dt,
is negative and strictly decreasing in
(
0,
rsγ¯2−r
κα(s+ rγ¯s−r)
)
.
Remark 4.6. We want to point out that the energy functional Jµ
related to problem (F µg ) is not coercive. Indeed, fix u ∈ Eα0 \ {0} and
let τ ∈ R. We have
Jµ(τu) = Φ(τu)− µ
∫ T
0
(∫ τu(t)
0
g(s)ds
)
dt
≤ τ
2
| cos(πα)|‖u‖
2
α − µ
τ r
r
‖u‖rLr − µ
τ s
s
‖u‖sLs → −∞
as τ → +∞, bearing in mind that r < 2 < s.
Besides the papers [1, 2, 6, 4] and [7, 15, 34, 35, 37] we cite the
monographs [11, 17, 18] as general references on the subject treated in
this paper. See also [27, 29, 30, 31].
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