ABSTRACT This paper presents a hardware-oriented lossless color filter array (CFA) image compression algorithm for very-large-scale integration (VLSI) circuit design. In order to achieve high performance, low complexity and low memory requirement, a novel lossless CFA image compression algorithm based on JPEG-LS is proposed for the VLSI implementation. A previous study showed the usage of a context table with its memory consuming more than 81% of the chip area for a JPEG-LS encoder design. The proposed algorithm implements a JPEG-LS-based lossless image compression algorithm that eliminates the use of the context technique and its memory in order to reduce the chip area while still maintaining its high performance. The proposed algorithm includes a pixel restoration, an adaptive Golomb-Rice parameter prediction and an improved Golomb-Rice coding technique. This paper was realized using a 0.18µ m CMOS process with synthesized gate counts and core area of 4.8 k and 57,625µm 2 , respectively. The synthesized operating frequency of this design reached 200 MHz by using a pipeline scheduling technique. Compared with the previous JPEG-LS-based designs, this paper reduced the gate count to at least 28% and increased the average compression ratio by over 17.15% using the video endoscopy images from the Gastro Gastroenterologist Hospital.
I. INTRODUCTION
Recently, wireless capsule endoscopy provides an innovative methodology to diagnose diseases of digestive systems through a comfortable and efficient manner of examination. Since the capsule endoscopy is swallowed into the human body, the size and frequency of wireless signal transmission is strictly limited. Moreover, since the capsule endoscopy records the status of the digestive system through continues image capture, it consumes a lot of energy to transmit the captured images through wireless transmission. Given the limitations in terms size and energy in wireless transmission, there is a need to develop a low complexity, low memory requirement and low power consumption technique
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for wireless capsule endoscopy. Given this, a lossless image compression technique is useful in reducing the power and storage space used in wireless capsule endoscopy.
Recently, most of CCD and CMOS image sensors captured photos using color-filter-array (CFA) formats, in which each pixel includes only one color each for Red (R), Green (G) or Blue (B) color. It is more efficient to compress images in CFA format rather than in RGB format since the amount of data in images in CFA format is only one third compared to RGB format. There are many different structures of CFA [1] , such as Bayer CFA [2] , Lukac and Plataniotis CFA [3] , Yamanaka CFA [4] , diagonal stripe CFA [3] , vertical stripe CFA [3] , modified Baer CFA [3] and HVS-based CFA [5] . Since the Bayer CFA [2] is the most popular and widely used in CMOS image sensors, the Bayer CFA format will be used to develop the proposed lossless CFA image compression algorithm.
There are many literatures that inspected the compression algorithms of softwares [6] - [10] . There are also a few novel researches [11] - [19] which provide some efficient methods to compress image data in VLSI architectures. A new approach for near-lossless and lossless image compression algorithm with Bayer color-filter-array was proposed in [6] . JPEG-LS is a standard for lossless and near-lossless compression for continuous-tone images. The processes of the lossless compression of JPEG-LS are as follows: modeling the images in one dimension, calculating the prediction residual values and encoding the prediction residual values.
To implement low-complexity compression algorithm for images, the JPEG-LS image compression standard was proposed in [8] . Many high performance image compression chip designs had been developed for the wireless capsule endoscopy. The JPEG-LS [8] is a popular lossless and nearlossless image compression standard due to its low complexity and high performance. A fast and context-free lossless image compression algorithm based on JPEG-LS was proposed in [9] . A hardware-orient JPEG-LS design was proposed in [11] . It is a low-memory-requirement JPEG-LS VLSI design with a Golomb coding and a run Golomb coding technique with eight-stage pipelined architecture based on LOCO-I algorithm and JPEG-LS VLSI architecture. But a context model is 81% of the total area in the JPEG-LS encoder design. A low-power control design contained a power management unit, a wireless wake-up subsystem and a JPEG-LS encoder was presented in [12] . A memory-free lossless image compressor design based on a combination of Golomb-Rice and unary coding was proposed in [13] . A low-complexity and lossless image compression system based on YEF color space and a variable length predictive scheme was presented in [14] .
A fast, efficient, lossless image compression system (FELICS) VLSI-oriented algorithm and its implementation was proposed in [15] . In order to improve the performance of lossless image compression for CFA images, a hybrid entropy coding and color replacement techniques were proposed in [16] . A raw Bayer CFA pattern was proposed for advanced procedure with filtering function of the application of wireless image sensor node and data compressing in [17] . Furthermore, an JPEG-LS encoder [18] was implemented with the component of an efficient pipelined specifically. For the purpose of high performance encoder, a fully pipelined architecture [19] provided with thirteen stages and variable-length for more efficient manner. A color filter array (CFA) is one of the key encoder of lossless compression algorithm. Moreover, a hierarchical predictor and context-adaptive arithmetic for Bayer CFA image that is more efficient was presented in [20] . The process is directing the edges in considered nearby pixels and gathering characteristic with edge activity and neighboring errors. In [21] , a low complexity lossless image compression was implemented by an adaptive JPEG-LS. Consequently, the achievement of super high data throughput has updated the context parameters by breaking the feedback loop. In addition, [22] proposed a cost-efficient near-lossless CFA image compressor by using context-free algorithm. It is novel that a pixel restoration, prediction, run mode and entropy encoder were included. In advance, a pipeline technique was provided for performance and gate counts improvement.
According to the discussion in [1] - [22] , it is necessary to develop a lossless CFA image compressor design with the characteristics of a low cost, low memory requirement, and high compression ratio for wireless capsule endoscopies. In this paper, a novel ten-stage and pipelined VLSI architecture with low-complexity and high compression ratio lossless image compression VLSI design is proposed. It removes the context modeling to reduce the complexity and cost. By restoring the R, G, B in the Bayer Color-Filter-Array, creating a novel prediction and advanced entropy coding, the compression ratios of the proposed algorithm were improved efficiently.
In this paper, the lossless image compression algorithm is presented in Section II. Section III discusses the proposed pipelined VLSI architecture in this study. Section IV presents the simulation results and chip implementation. Finally, conclusion is presented in Section V. 
II. LOSSLESS IMAGE COMPRESSION ALGORITHM
Traditionally, JPEG-LS algorithm contains five parts: a context model, a prediction model, a regular mode model, a run mode model and an entropy coding model. To reduce the complexity and memory requirement, it is necessary to remove the context model from the JPEG-LS lossless image compression algorithm. Moreover, since the run mode model is a near-lossless kind of technique this causes a little distortion in the images. Hence, the run mode is not included in the proposed lossless image compression algorithm. As shown in Fig. 1 , the proposed lossless compression algorithm only contains a pixel restoration model, a prediction model, a regular mode model, and an entropy coding model with a hybrid technique. At first, the pixel restoration model restores the input data in CFA format to RGB format, and then it tries to find the direction of pixel continuity. Predictor module will choose the most appropriate predicted value and then transmit it to the encoder. After that, a novel encoder will produce an efficient code.
A. PIXEL RESTORATION
The correlation between neighboring pixels in CFA image is very low. Hence, some efficient arrangements of Bayer CFA image had been used in previous studies [16] , [22] . This study proposes a novel arrangement of having the staggered R, G, B that complements a CFA image to turn into three collected classifications as shown in Fig. 2 . This offers an efficient way to enhance the correlation of the neighboring pixels to improve the prediction. Furthermore, this proposed arrangement considers and improves on the complexity and memory requirement. The proposed algorithm does not change the arrangement of the color components. As the result, in the proposed novel way, it is unnecessary to apply an additional memory for arranging the CFA images therefore enhancing the compression ratio. 
B. PREDICTION
Unlike traditional JPEG-LS, gradients and run mode are not used in the proposed algorithm. The prediction pixel values are interpolated from seven neighboring pixels (A-G) according to the prediction directions illustrated in Fig. 3 . Because the difference among neighboring pixels directly corresponds to the edge, the proposed algorithm predicts with four possible modes according to the different directions. The proposed method offers four prediction modes: horizontal, vertical, diagonal-down-left and diagonal-down-right as shown in Fig. 4 .
We can directly compute all the differences between two neighboring pixels, which corresponds to four major texture directions types namely Type 1: horizontal (h), Type 2: vertical (v), Type 3: diagonal-down-right (ddr), and Type 4: diagonal-down-left (ddl). The four major pixel direction distance strengths can be expressed as shown below 
where x and y are locations of P (x,y) in the horizontal and vertical directions, respectively.
After computing four types of error strengths in pixel directions, we can assume that the pixel direction is the type which computed the lowest D. After that, the X med is the pixel value prediction by the reference A, B, C, D, E, F, and G. The four types of X med are listed below:
we calculate the residual value-N using Eq. (5) to process entropy coding.
The predictor selects the most appropriate X med to calculate with X to send the residual value to next stage.
C. ENTROPY CODING 1) IMPROVED GOLOMB-RICE ENTROPY CODES
After the prediction process, the value of residual value-N can be obtained as a positive or a negative number. In order to encode the positive and negative numbers more efficiently, a novel Golombe-Rice coding was developed and is proposed in this study. This is to decrease the length of the Golomb-Rice code by adding a sign bit to the Golomb-Rice coding as shown in Fig. 5 . As mentioned before, Golomb-Rice coding uses a parameter M to divide N into two parts: q and r. The q is the quotient of N divided into M while k represents the bit number of r. VOLUME 7, 2019 In this study, the encoder of Golomb-Rice coding with a sign bit can be divided to 4 steps and are as follows:
• Step 1: Add q bits 0s.
• Step 2: Add a bit symbol 1.
• Step 3: Add a bit sign bit symbol 1.
• Step 4: Add k bits binary code of r. In the original Golomb-Rice coding, it is necessary to use two different codes for two values which have the same absolute number and of different sign. For example, the codes in the original Golomb-Rice coding of +1 and −1 are ''110'' and ''101'', respectively. Hence, it is necessary to prepare two codes in the codebook for these two different values. However, by using the proposed improved Golomb-Rice Entropy coding, there is only one bit difference between two values which have the same absolute number and of different sign. For example, the codes for the proposed improved Golomb-Rice Entropy coding of +1 and −1 when M = 4 are ''1001'' and ''1101'', respectively. When encoding +1 and −1, the codebook only needs to prepare a code ''1'' encoding q and a code ''01'' encoding k because q and k are the same in +1 and −1. It can reduce the codebook to half as compared to the original Golomb-Rice coding. This therefore efficiently saves hardware cost. Table 1 lists four examples of the improved Golomb-Rice coding with different parameters M . 
2) EXTEND CODING
The length of code is not increased rapidly when the value of N is increased. Since the Golomb-Rice code is a variable length code (VLC), each quotient value demands a unique code. The length of the Golomb-Rice code will increase rapidly when the value of N increase. The length of Golomb-Rice code will be larger than 8-bit in original pixel value. Therefore, a novel Golombe-Rice coding is proposed in this study to decrease the length of the Golomb-Rice code by adding a sign bit to the Golomb-Rice code. For example, the parameter M = 4 and N = 0 are represented as 1000 (q is 0, sign is positive and r is 0). In this case, the negative zero code 1100 is useless. Thus, the negative zero codes were used to represent as extend code, which can reduce more bits than the Modified Golomb-Rice code proposed in [22] . Some examples are illustrated as follows:
1) 110 when M = 2 2) 1100 when M = 4 3) 11000 when M = 8, and 4) 110000 when M = 16 As shown in Table 1 , the length of the extend code and extend value is much less than that of the original GolombRice coding. Hence, the proposed novel Golomb-Rice coding technique can efficiently improve the compression ratios.
This study encodes the N by the improved Golomb-Rice entropy coding usually. When N is too large to encode by the novel Golomb-Rice entropy coding, it will be encoded by the extend coding. Besides, in the proposed novel Golomb-Rice entropy coding, every number N contains four type of codes as shown in Table 2 . The encode region of the proposed novel Golomb-Rice entropy coding can be changed by M as below. When M = 2, the proposed novel Golomb-Rice entropy coding encode region is −17 to +17, extend coding region is −255 to −17 and 17 to 255, as shown in Fig. 6(a) .
When M = 4, the proposed novel Golomb-Rice entropy coding encode region is −35 to +35, extend coding region is −255 to −35 and 35 to 255, as shown in Fig. 6(b) .
When M = 8, the proposed novel Golomb-Rice entropy coding encode region is −71 to +71, extend coding region is −255 to −35 and 35 to 255, as shown in Fig. 6(c) .
When M = 16, the proposed novel Golomb-Rice entropy coding encode region is −143 to +143, extend coding region is-255 to −143 and 143 to 255, as shown in Fig. 6(d) .
If the N is divided by a larger parameter M = 16, the code length is shorter. Hence, this study presents a novel methodology by using an adjustable parameter M for each N called adaptive Golomb-Rice parameter prediction which will be described next section.
To conclude these two sections, this work tries to use a shorter code to encode the high probability N . If the code length after encoding is much longer than the original bit number, extend coding will be used. Table 2 shows the entropy codes of this work.
D. ADAPTIVE GOLOMB-RICE PARAMETER PREDICTION
Golomb-Rice is a classic entropy coding technique that is suitable for hardware implementation due to its low complexity. For example, if the value of N is large and it is divided by parameter M = 2, the code length of quotient q will be longer. In contrast, if the N is divided by a larger parameter M = 16, the code length would be shorter. Hence, this study presented a novel methodology by using an adjustable parameter M for each N , called adaptive Golomb-Rice parameter prediction. By this technique, the parameter M can be predicted according to the information of the previous values of M .
By using the proposed novel methodology, when using Golomb-Rice coding to encode the first predicted value N , the parameter M for encoding the first predicted value N is fixed to M = 2. The code length of quotient q can be obtained using N and M . Since the prediction trends in neighboring pixels are close, we use the quotient q of the current pixel to predict the value of parameter M for the next pixel. For example, if the value of quotient q in the first pixel is 4 when the first parameter M is fixed to 2, we will use 4 as the predicted parameter M to encode the next predicted value. Hence, it is unnecessary to include and compress any value of M to the bit-stream. Each value of M can be predicted by the value of q with the processed previously predicted value N . The q and r for encoding next N are obtained by using the predicted parameter M to divide the next N . Since the values of N in the same color have high correlation, the proposed adaptive Golomb-Rice parameter prediction method can improve the compression ratio efficiently. Fig. 7 shows the architecture of the proposed lossless CFA image encoder. It is composed of a register bank, a predictor module, a pixel locator, an adaptive Golomb-Rice parameter, an improved Golomb-Rice coder, an extending coder and a coding packer. The register bank is connected to a memory buffer, as shown in Fig. 8 , to provide four neighboring pixels sequentially Ra, Rb, Rc, and Rd for prediction. In addition, in order to improve the performance remarkably, the proposed design was implemented using a nine-stage pipeline architecture as shown in Fig. 14. The details of the pixel locator and the four main modules are illustrated as follows.
III. VLSI ARCHITECTURE

A. PIXEL LOCATOR
Since the colors of the reference pixels A, B, C, D, E, F and G are all not the same as the color of the prediction candidate pixel X as shown in Fig. 2 , a pixel locator is needed to find the correct reference pixels in memory. A register bank was designed with a two-line-buffer memory, as shown in Fig. 8 , to provide the pixel values for the prediction module. First, the image sensor captures Bayer CFA raw data and then fills into the register bank sequentially. Next, the register bank pushes the data into the line buffer. At the end of the line buffer1, the data are filled into the second row of register for the pixel locator and predictor. The register bank is used to provide the positions A, B, C, D, E, F, G and X of the Bayer CFA pixels. Furthermore, a boundary detector is added to the proposed design and is used to find the boundary information in order to avoid wrong colors when the boundary regions are located by a boundary detector. 
B. PREDICTOR
In order to reduce the cost of the hardware in this study, a hardware sharing and finite state machine (FSM) are used. Since the proposed direction error strengths calculator was designed through hardware sharing, it needs four cycles to generate a result. Fig. 9 shows the architecture of the proposed direction error strengths calculator, where the input pixels A, B, C, D, E, F and G are selected according to the FSM signal State in order to compare the direction error strengths with the different direction types. After computing four types of direction error strengths, the predicted result X med is produced.
C. ENTROPY CODER
The code of the encoder is composed of q bits ''0'', a symbol bit ''1'', a sign bit ''1'' and a P bit as r. The code length is the sum of q, 2 (a symbol bit ''1'', a sign bit ''1'') and M . Furthermore, the code is divided into two parts as shown in Fig. 10 . Part A is the code combination following the identification code as shown in Fig. 10 . Part B is the code before the identification code which are all 0 codes from q is defined by the code length of the packer module. The packer module will be discussed in detail in the next section.
As presented above, the improved Golomb-Rice entropy code is composed of r-bits 0, a bit of identification code, a bit of sign bit and M bit of r. Consequently, the code length of each encoded pixel is different from others. The longest code is 15 bits whereas the shortest code is 3 bits only. In hardware design, a register cannot change its size arbitrarily, thus the register via the transmitting code size must be set up to 15 bits. When the bits of the encoded code are shorter than 15 bits, the high-order bits will be padded with 0s. The code register will transmit a wrong code to the next stage. In this system, the signal code length is applied to fix this problem which is the wrong code propagating. The operation generates a code length through a shifter and an adder. The code of extending is a simple combination that consists of an extended code and the residual value N as shown in Fig. 11 . At first, the multiplexer selects 4 inputs over P to generate the extended code. 
D. ADAPTIVE GOLOMB-RICE PARAMETER MODULE
This module consists of a multiplexer, a comparator, a subtractor, a shifter, and three registers as shown in Fig. 12 . The generator of a parameter is produced shifter values of q and r in order to instead of a divider, which purposed reduction of the hardware cost efficiently. The value of q is stored in a register and is sent to a comparator right after. Following with comparing the value of q and intervals, a selection signal is produced to select one of the four M parameters through the use of a multiplexer. The selected M parameter is used to divide the value of the next N . Hence, the performance of Golomb-Rice Coding is improved because a suitable parameter M will be selected for the next N by the proposed design of the adaptive Golomb-Rice parameter module. 
E. CODING PACKER
The coding packer is an influential part in the entropy coding affectivity. On the basis of each code, from residual N has a different length. The packer restores the codes for the specific 16-bit utmost and sends a valid output in 16-bit data as shown in Fig. 13 . The width of the register used for storing the codes is 15 bits. Therefore, if the register code is transmitted directly to the coding packer module, the packer will generate a wrong code. The length and codes are sent to the coding packer concurrently. The coding packer will shift the 32-bit buffer-shifter several times depending on the code length of the encoded codes. After shifting, adding the register code to the 32-bit buffer-shifter is required. Consequently, the coding packer will receive the correct codes.
F. PIPELINE ARCHITECTURE
The proposed lossless compression encoder was designed as a nine-stage pipelined architecture to improve performance. The following are the details for each stage.
Stage 1: The pixel locator determines the positions of A, B, C, D, E, F, G and X which are from the Bayer CFA by counting the height and width of the image while encoding at the beginning. Further, the prediction pixel and the reference pixels are transmitted from the register bank to the prediction module for the propose of residual value predicting. The pixel locator sends an enable signal to the prediction module meanwhile encoder module.
Stage 2 -Stage 5: At the begin, the predictor computes the error strengths of the directions and chooses the mode in the lowest cost in order to achieve the predicted pixel. Afterwards, it sends the positive value of the prediction residual and a bit sign signal to the next stage. Stage 7: The entropy coding selector determines which combination of entropy coding to apply, then sends the signal of controlling to the next stage.
Stage 8: The coding modules receive the residual value, sign and controlling signals of prediction, and generate the codes and lengths of strings to the next stage.
Stage 9: The coding packer receives the size code uncertainty. The most important task is to sort out the problem of 16-bit codes and send the codes and valid signal immediately.
By these techniques and concepts, the benefits of the operating complexity, gate counts, and chip area are greatly reduced. Moreover, the performance of this VLSI architecture have minimized the gate count.
IV. SIMULATION RESULTS AND CHIP IMPLEMENTATION
In this study, we used Matlab to verify the feasibility of the proposed lossless CFA image compression algorithm. First, we used the system level design simulation results to make the goal of the complexity and compression ratios. After determining the algorithm, Verilog codes were written according to the developed algorithm. Next, the Verilog codes were processed by logic synthesis with a Design Compiler tool to transfer the design to gate level codes and then simulate the gate level codes using Verdi tool. Then, an IC Compiler tool is utilized to produce the layout graph to tape out the chip at the Chip Implement Center (CIC), Taiwan. Finally, this chip was fabricated by TSMC company. The chips were tested and were measured using an FPGA board, logic analysis and ADVANTEST V93000 PS1600 Automatic Test System.
Eight testing images from [23] with the size of 352 × 240 pixels captured by the video endoscopy by [22] were selected as the testing dataset and are shown in Fig. 15 . These original color testing images is in full RGB format with 352 × 240 R, G and B pixels in each endoscopy image. Table 3 and Table 4 show the simulation results of the compression ratios and bit per pixel for JPEG-LS [11] , CFA-LS [16] and this work for the eight endoscopy images from the Hereditary Telangiectasia2 dataset [22] . The results show that the average compression ratios of this work were improved to 39.4% and 17.15% than the previous studies JPEG-LS [11] and CFA-LS [16] , respectively. The average bit per pixel is 4.4677 in this work which is much less than 5.4448 and 6.4788 in previous studies JPEG-LS [11] and CFA-LS [16] , respectively. Because JPEG-LS [11] , CFA-LS [16] and this work are all lossless image compression techniques, it is unnecessary to compare the refined image quality. amount of frames. The average compression ratio for 9,767 frames achieved by this work is 1.6249, which is 39.6% better than 1.2326 for JPEG-LS [11] and 14% better than 1.4648 for CFA-LS [16] . To compare the results, we can easily find that the proposed algorithm is more suitable for capsule endoscopy images and videos. Table 7 and Table 8 list the compression ratios and bit per pixel results of JPEG-LS [11] , CFA-LS [16] and the proposed algorithm using the four classic testing images namely Airplane, House, Lena and Peppers. The four popular 512 × 512 selected as the testing dataset and are shown in Fig. 16 . In this study, we used Matlab tool to verify the feasibility of the proposed lossless algorithm compared with the JPEG-LS standard compression algorithm [11] and a lossless CFA compression algorithm [16] . The average compression ratios of the proposed lossless compression algorithm are 1.5323 and 5.2248 in bit per pixel. These are much better than 1.2326 and 6.4903 in bit per pixel of the JPEG-LS standard [11] by over 24%.
In order to objectively test the algorithm, the Kodak dataset that includes 24 images with a size of 768 × 512 pixels was selected as testing patterns. Fig. 17 shows the 24 images of Kodak dataset. The average compression ratio of the proposed algorithm is 1.5053, which is 12.24% better than 1.3411 for JPEG-LS [11] and 5.73% better than 1.4237 for CFA-LS [16] .
The proposed lossless CFA image compression algorithm was implemented by using a hardware description language (HDL) Verilog and synthesized by using an electronic design automation (EDA) tool Design Vision. This work was synthesized using 0.18µm CMOS process. It contained 4.8 K NAND-equivalent gate counts and is operated at 200 MHz frequency with a core area of 57,625 µm 2 . Compared with previous designs presented in [11] - [13] , [15] , [16] , [18] , [22] , the proposed design was able to reduce more than 28% gate counts and required least memory except for [13] . Fig. 18 shows the micrograph of the proposed fabricated chip, with a chip dimension of 240µm x 240µm. The chip was tested using the ADVANTEST V93000 PS1600 Automatic Test System. Fig. 19 shows the measurement environment and Fig. 20 is the Shmoo image which represents the highest frequency of this chip design work with undistorted. The measurement results of the proposed lossless CFA image compression chip design are listed in Table 11 . 
V. CONCLUSION
In this paper, a novel hardware-oriented lossless CFA image compression algorithm that is based on a pixel restoration, an adaptive Golomb-Rice parameter prediction and an improved Golomb-Rice coding techniques is proposed. This chip design have the benefits of higher compression ratio and lower hardware cost than previously proposed lossless image compression designs that makes the proposed design suitable for the development of wireless capsule endoscopy.
