Abstract. As a key hydrological parameter, daily reference evapotranspiration (ETo) determines the accuracy of the hydrological number of the crop, and, consequently, the regional optimization disposition of water resources. At present, the main methods for ETo estimation are the Penman-Monteith (PM) equation and its modified formula, both of which are based on climatic factors such as temperature, radiation, humidity, and wind velocity, among others.
Estimation of Reference Evapotranspiration
The Penman-Monteith equation for calculation of ETo proposed by Allen [1] 
LSSVM and Models Evaluation [15, 16]
Suppose that we are given a training data set of n data points that minimizes the residuals for the given data and generalizes well with unseen data. We transform the input patterns into the reproducing kernel Hilbert space (RKHS) by a set of mapping functions ) (x  [16] . An inner product in the feature space has an equivalent kernel in input space, where C > 0 is the regularization factor, e i is the residual between the output y i and f(x i ), w is the weight vector, and b is called the bias term.
Using the Lagrangian multiplier method, the Lagrangian for (2) is: 
In the numerical solution proposed by Suykens [12] , the KKT conditions of (3) are reduced to a linear system by eliminating w and e, resulting in:
is symmetric and positive definite since the matrix K is semi-positive definite and the diagonal term C -1 is positive. Solving (5) for α and b, the discriminate function can be obtained from
Four common choices of kernels are:
) , (
The performance of the different models is evaluated based on the criteria of the root mean square error (RMSE) and square value of coefficient of correlation r. These two statistical parameters used for the performance evaluation are given as follows 
Data Normalization
In this study, limited climatic data gathered from 1998 to 2009 were used. Daily average data of these 12 years in the 145th Regiment, making up 2568 data points, were divided into three parts for the purposes of training (60%), validation (20%), and testing (20%). Note that only those data in the crop growth period (March-September) were used in this study. In order to overcome the negative result 
Discussion of Results
For similar bases of comparison, the same training and verification sets were used for the ANN and LSSVM models. RMSE and r 2 were employed to evaluate the performances of the models developed. In this study, the ANN model architecture was 4-10-1, the Levenberg-Marquardt algorithm parameter was 0.002, and the LSSVM model kernel function used was RBF with parameters (C, ε, σ) = (50, 0.0001, 1.5).
A summary of the statistical performances of the different models is presented in 
Conclusions
In this work, LSSVM is proposed to be a novel technique for nonlinear function Although this paper showed the effectiveness of the LSSVM model, several issues require further investigation. Firstly, how to determine the hyperparameters of LSSVM is an important issue that needs to be addressed. Secondly, in this study, only the RBF kernel function was investigated. Additional research is necessary to explore more useful kernel functions to improve the performance of the LSSVM model.
