A new constant WD(X) is introduced into any real 2 n -dimensional symmetric normed space X. By virtue of this constant, an upper bound of the geometric constant D(X), which is used to measure the difference between Birkhoff orthogonality and isosceles orthogonality, is obtained and further extended to an arbitrary m-dimensional symmetric normed linear space (m ≥ 2). As an application, the result is used to prove a special case for the reverse Hölder inequality.
Introduction
The notion of orthogonality has many forms when the underlying space is transferred from inner product spaces to real normed spaces. For example, Birkhoff [] introduced Birkhoff orthogonality in which X is assumed to be a real normed linear space. If x + λy ≥ x , ∀λ ∈ R, then x is said to be Birkhoff orthogonal to y. It can be written as x ⊥ B y. James [] defined isosceles orthogonality, that is, if x + y = x -y , then x is said to be isosceles orthogonal to y. It is denoted by x ⊥ I y. When X is an inner product space, these two types of orthogonality are equivalent to inner-product orthogonality.
However, these two types of orthogonality are different in general linear normed spaces. In order to quantify their difference in a real normed space X, Ji [] . Note that the constant D(X) is considered only in the unit sphere S(X). In reference [], the author considered two constants BI(X) and IB(X) to measure the difference between Birkhoff orthogonality and isosceles orthogonality in the entire space X:
And the estimations  ≤ BI(X) ≤  and 
Preliminaries
Let us fix some notations. Let X be an n-dimensional real linear normed space. By · and · * , we denote the norm of X and the norm of a dual space X * , respectively. The notation S(X) is the unit sphere of X. Let R and N denote the real field and a positive integer set, respectively.
Definition Let X be an n-dimensional real normed linear space. If there exist e  , e  , . . . , e n ∈ S(X) such that, for any a i ∈ R, i = , , . . . , n, the following equality
always holds, where (i) ∈ {, , . . . , n} and (i) = (j) (if i = j), then we call X a symmetric normed linear space and {e  , e  , . . . , e n } a group of symmetric axes of X. In particular, we call n k= ±a (i) e i a symmetric element of x.
Let X be an n-dimensional symmetric normed linear space and e  , . . . , e n be a group of symmetric axes. For x ∈ X, x is denoted by the coordinate representation of this group of symmetric axes, i.e., x = (x  , . . . , x n ) = x  e  + · · · + x n e n .
Main results
Firstly, the following elementary results are presented. Throughout this paper, the symbol ·, · denotes the natural inner product of two n-dimensional vectors. The first two lemmas are known, but we fail to find literature sources.
Lemma  Let X be a normed space (R n , · ) and e  = (, , . . . , ), e  = (, , , . . . , ), . . . ,
. , , ) be a basis of X. Assume that B is a skew-symmetric matrix, i.e., B T = -B.
Then x, Bx =  for any x ∈ X.
Lemma  Let X be a normed space (R  n , · ) and e  = (, , . . . , ), e  = (, , , . . . , ), . . . ,
n -) has one and only one non-zero element, and this element is  or -;
n -, satisfy the preceding two properties, i.e.,
(i) and (ii).
Proof The result is proven by induction. For n = , the only matrix
Assume that this lemma holds for n = k, namely, the matrices
satisfying the conditions (i) to (iii).
Now, we shall prove this lemma holds for n = k + . First, we need to introduce three rank  square matrices σ  , σ  , σ and zero matrix , which are defined as
respectively. Next, we claim that the set {B  k+ , , B  k+ , , . . . , B  k+ , k+ - } can be written as the following set:
So we only need to prove that the matrices in () satisfy the three properties in this lemma, where B  k ,i (σ j ) denotes the matrix in which the entries , -,  in matrix B  k ,i are replaced by the matrices σ j , -σ j ,  respectively; and Id  k (σ ) denotes the matrix in which the entries ,  in the unit matrix Id  k are replaced by the matrices σ , , respectively. Let
where i = , . . . ,  k -, j = , , and
Then the matrices in () are proven to be orthogonal.
is a skew-symmetric orthogonal matrix and
is also a skew-symmetric orthogonal matrix that satis-
conditions (i) and (ii). Thus, the matrices in set () satisfy condition (iii).
In order to present an upper bound of D(X), a new constant WD(X) for any real normed linear space X = (R  n , · ) is introduced.
Definition  Let X be a normed space (R  n , · ) and e  = (, , . . . , ), e  = (, , , . . . , ),
. . . , e  n = (, , . . . , , ) be a basis of X. The geometric constant WD(X) is defined as
where B  n , , B  n , , . . . , B  n , n - are given as in Lemma . 
Proposition 

. , , ) be a basis of X. And the normed space X is such that, for any x ∈ S(X) and any y
Proof Assume that x ∈ S(X), y = Bx, where B ∈ {B  n , , B  n , , . . . , B  n , n - }. Without losing generality, let y = B  n , x. Then there exists λ  ∈ R such that x + λ  y = min λ∈R x + λy , i.e., x + λ  y ⊥ B y. Based on Corollary . in [], we have the following equalities:
the matrices B  n ,i and B Since x + λ  y ⊥ B H, where H = span{y, B  n , x, . . . , B  n , n - x} ⊂ X, and x / ∈ H, then X = span{x + λ  y} + H. Thus, for any z ∈ H and any real number a, b, the following inequality 
Proof The first inequality has been proven in Theorem  of []; thus, the last inequality can be easily obtained. The second inequality can be proven as follows by assuming that x ∈ S(X). Given that X is a symmetric normed linear space and B  n ,i , i = , . . . ,  n -, satisfies properties (i) and (ii) in Lemma . By Lemma (), B  n ,i x ∈ S(X) and
It is easy to extend the above result to any m-dimensional real symmetric normed linear space. 
Corollary 
It is worth mentioning that the upper bound WD(X) of the geometric constant D(X), which is given in Theorem , has several advantages. Firstly, it is defined unrelated to isosceles orthogonality compared to D(X). Secondly, due to (), WD(X) has a simple expression, which makes calculation feasible. Finally, it is less than one in general. For example, we consider WD(X) for the space l The space l  n p is used to show that the aforementioned upper bound WD(X) is optimal for D(X).
For simplicity, we may take α i ≥ , i = , , . . . ,  n , and
Let f (λ) = x + λy p and
Then the equality f  (λ) = f (λ) holds on the interval [ξ , η], where
. There exists one case in which the following equalities about λ hold:
. . . ,
In this case, f  (λ) = . If we let γ k = (
If we let γ  n- +k = (
On the one hand, we have
On the other hand, we have
These inequalities show that λ ∈ [ξ , η]. Hence, if all γ k and γ  n- +k ( ≤ k ≤  n- ) are equal, then the preceding equalities about λ are equal. If f  (λ) has a minimum value on the interval [ξ , η], then f (λ) also has a minimum value on the interval [ξ , η].
