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We investigate the electronic instabilities in a Kagome lattice with Rashba spin-orbital coupling
by the unbiased singular-mode functional renormalization group. At the parent 1/3-filling, the nor-
mal state is a quantum spin Hall system. Since the bottom of the conduction band is near the van
Hove singularity, the electron-doped system is highly susceptible to competing orders upon electron
interactions. The topological nature of the parent system enriches the complexity and novelty of
such orders. We find 120o-type intra-unitcell antiferromagnetic order, f -wave superconductivity and
chiral p-wave superconductivity with increasing electron doping above the van Hove point. In both
types of superconducting phases, there is a mixture of comparable spin singlet and triplet compo-
nents because of the Rashba coupling. The chiral p-wave superconducting state is characterized by
a Chern number Z = 1, supporting a branch of Weyl fermion states on each edge. The model bares
close relevance to the so-called sd2-graphenes proposed recently.
PACS numbers: 71.10.Fd, 74.20.-z, 74.20.Rp, 71.27.+a
I. INTRODUCTION
The Kagome lattice systems have attracted consider-
able attentions due to the rich physics associated with the
high degree of geometrical frustration. In the Mott insu-
lating limit, several possible states have been proposed as
the ground states of the Heisenberg model in this lattice,
such as a valance bond solid state (with 36 sites per unit
cell),1–5 a U(1) algebraic spin liquid (SL),6 a disordered
triplet gapped SL,7 and a singlet gapped SL with signa-
tures of Z2 topological order and anyonic excitations.
8–10
At low hole doping, a special valance bond crystal state
(with 12 sites per unit cell) is proposed as the ground
state of the t-J model in this lattice.11,12 For interme-
diate interactions and at various fillings, several exotic
phases have been proposed for the Kagome lattice, such
as peculiar Mott transition,13,14 anomalous quantum Hall
effects,15,16 and semionic states at half filling,17 fractional
charge at 1/3 filling for spinless fermions,18 and ferromag-
netism at electron filling 1/3 (or 5/3).19
There are also extensive interests in the itinerant limit
of the Kagome lattice. In particular, at the van Hove
filling, the Fermi surface (FS) is perfectly nested and has
saddle points on the edges of the Brillouine Zone (BZ).
This would make the system unstable against weak inter-
actions. Similar FS appears in triangle and honeycomb
lattices and was shown to develop a chiral spin-density-
wave (SDW) ,20–22 or a chiral dx2−y2 + idxy pairing.
23,24
Both states break time-reversal and parity symmetries
and are topologically nontrivial. Given the similar FS,
a simple FS nesting argument would predict similar or-
ders in the Kagome lattice. However, the character of the
Bloch state on the FS depends on the position of the mo-
mentum. The nesting vector connects two Bloch states
with different sublattice contents, weakening the nesting
effect as far as an on-site interaction U is concerned.25–27
Such a matrix element effect causes profound difference
to the case of honeycomb lattice. At the van Hove fill-
ing, the instabilities are ferromagnetism, intra-unitcell
antiferromagnetism and charge-bond-order (CBO) with
increasing U .27 There is a concern on the fate of the ferro-
magnetic order in the limit of large U .28 However, such
an order is unlikely as viewed from the equivalent t-J
model, which supports the CBO instead.12 In addition,
the nearest-neighbor (NN) repulsion V connects different
sublattices and thus enjoys the FS nesting, leading to ad-
ditional instabilities. For example, the dx2−y2+idxy pair-
ing and spin-bond-order appear if V and U are compa-
rable, while the charge-density-wave (CDW) and s-wave
pairing are found if V dominates.27
The orders mentioned so far are found in the absence
of spin-orbital coupling (SOC). We ask how would SOC
modify or enrich the orders. We are motivated by the
fact that SOC could cause nontrivial topology already
at the single-particle level. In the Kane-Mele model,
the Rashba-type SOC connecting next-nearest-neighbor
(NNN) bonds of the honeycomb lattice, and makes the
system at half filling a quantum spin Hall (or a two-
dimensional topological insulator). However, in a realis-
tic system such as graphene, the SOC is too small to be
practical. Apart from the lightness of the carbon atom,
the weakness of SOC in graphene arises from the fact that
the SOC connects the longer NNN bond about which the
two sides are asymmetric. In Kagome lattice, however,
there is an asymmetry already about the NN bond. It is
therefore more hopeful to look for SOC in Kagome lat-
tices. Interestingly, such a material is indeed proposed
from first principle. It is a honeycomb lattice of transi-
tion metal (TM) atoms, but the low energy electrons are
described effectively by Kagome bands.29 This is because
the sd2-hybridized σ-orbitals are bond-centered on the
honeycomb lattice, so that electrons hop effectively on
2the Kagome lattice dual to the honeycomb lattice. The
TM atoms display large Rashba-type SOC. Such a system
is dubbed sd2-graphene. The system displays magnetism
(from local moment due to unsaturated lower atomic lev-
els) for the TM element W, enabling quantum anomalous
Hall effect.29 The calculation also shows that the atomic
magnetism could be avoided for other TM elements. Here
we are interested in the latter case, as we are concerned
mainly on the superconducting order, which would be un-
likely stable against the strong local spin exchange. We
notice that in the parent sd2-graphene (at the 1/3 filling),
the bottom of the conduction band above the band gap
is rather flat and close to the van Hove point. Therefore
by slight electron doping the system would be highly sus-
ceptible to competing orders upon electron interactions.
The topological nature of the parent system would enrich
the complexity and novelty of such orders.
In this paper, we investigate the electronic instabilities
of electron doped sd2-graphene near the van Hove filling.
To treat the correlation effects in an unbiased way, we
resort to the singular-mode functional renormalization
group (SMFRG) developed recently.22,30,31 We find intra-
unitcell antiferromagnetism (AFM), f -wave and chiral
p + ip-wave superconductivity (SC), with increasing de-
viation from the van Hove level. In both types of super-
conducting phases, there is a mixture of comparable spin
singlet and triplet components because of the Rashba
coupling. The chiral p-wave superconducting state is
characterized by a Chern number Z = 1, supporting a
branch of Weyl fermion states on each edge.
The rest of the paper is arranged as follows. In Sec.II,
we define the model and briefly introduce the SMFRG
method. In Sec.III, we discuss the results for various
electron doping levels and present the phase diagram. Fi-
nally, Sec.IV is a summary and perspective of this work.
II. MODEL AND METHOD
The structure of sd2-graphene is schematically shown
in Fig.1(a), where the red cycles and red-dashed lines
show the position of TM atoms and the corresponding
honeycomb lattice. For TM atoms, the s, dxy and dx2−y2
orbitals hybridize to form bonding σ-orbitals around the
centers of the NN bonds on the honeycomb lattice, shown
as solid blue cycles in Fig.1(a), as well as antibond-
ing σ∗-orbitals at higher energy beyond the present in-
terest. In contrast to the pi-orbitals in graphene, the
bond-centered σ-orbitals form effectively a Kagome lat-
tice (dual to the honeycomb lattice), shown as the blue
solid lines in Fig.1(a), with three sublattices α, β, and γ.
The effective Hamiltonian derived from the σ-orbitals is
given by29
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FIG. 1: (Color online) (a) The structure of sd2-graphene.
The TM atoms (red circles) are located on the honeycomb
lattice (red dashed lines). The σ orbitals (blue circles) define
a Kagome lattice (blue lines), with three sublattices α, β and
γ. The arrows show the crystal electric field E⊥ on the NN
bonds of the Kagome lattice. The spatial axes are defined by
x, y and z. (b) The band structure of the effective model. The
dashed line indicates the Fermi level for the parent 1/3 filling.
The black rectangle shows the electron doping regime under
concern. There is a van Hove singularity with large density
of states near the bottom of the conduction band (inset).
H = −
∑
〈ij〉σ
(c†iσtijcjσ + h.c.)− µ
∑
iσ
niσ + U
∑
i
ni↑ni↓
+
iλ
2
∑
〈ij〉∈NN,σ
(c†iσσηijcjσ − h.c.). (1)
Here c†iσ creates an electron with spin σ = ±1, µ is
the chemical potential, and 〈ij〉 denotes the bonds be-
tween the first, second and third neighbors (henceforth
on Kagome lattice), with the corresponding hopping in-
tegrals t1,2,3. The Rashba SOC on the NN bonds is given
by λ in strength, and ηij = ±1 is the sign of zˆ ·(Eij×Rij),
where Eij is the crystal electric field, depicted as arrows
in Fig.1(a), and Rij = ri − rj is the displacement vector
during electron hopping.
For concreteness, we set t1 = 0.25eV, t2 = 0.05eV, and
t3 = −0.02eV and we set Rashba SOC λ = 0.16eV, as
it is found strong in Ref.29. (Our results do not change
qualitatively against fine tuning of these parameters, as
will be discussed in the end of section III.) The corre-
sponding band structure is shown in Fig.1(b). Notice
that each band is two-fold degenerate even in the pres-
ence of the SOC in Eq.1. At the parent 1/3 filling, the
Fermi level lies between the lower two bands. We are
interested in electron doping above the van Hove singu-
larity in the conduction band. We should emphasize that
the hopping integrals may depend on the TM atoms, but
the existence of a van Hove point near the bottom of the
conduction band is quite general. On the other hand,
the doping level can be controlled by TM substitution,
adsorption of alkaline atoms, or electric gating.
We treat the effect of the Coulomb interaction U by
SMFRG.22,30,31 A general four-point interaction vertex
3Γ can be decomposed as
Γ =
∑
qν
(Aνq)
†Sν(q)Aνq, (2)
where ν denotes an eigenmode of Γ, q is a collective mo-
mentum, and Aνq is a composite boson field made up of a
fermion bilinear. In the particle-particle (pp) channel,
(Aνq)
† =
∑
k ψ
†
k+qφ
ν
q(k)(ψ
†
−k)
T , while in the particle-
hole (ph) channel, (Aνq)
† =
∑
k ψ
†
k+qφ
ν
q(k)ψk. Here ψk
is a six-component spinor in the momentum space, made
of ckσa for σ = ± and a = α, β and γ. The inner struc-
ture of the composite boson is described by a matrix
form factor φνq(k). The decompositions of the same in-
teraction vertex into pp and ph channels imply that there
are overlaps between them, which are handled on equal
footing in the SMFRG. We also emphasize that SMFRG
takes all bands into account, since it works in the orbital
rather than band basis. Stating form the bare interaction
vertex given by the U -term in Eq.1, the effective vertex
Γ flows versus a decreasing infrared cutoff energy scale
Λ. We monitor the associated evolution of Sνpp,ph(q) as
well as the form factors. The most negative (i.e., attrac-
tive) Sνpp,ph(q) indicates the leading mode in the respec-
tive channel, which we denote as Spp,ph for brevity. A
diverging leading mode implies an instability of the nor-
mal state, and the associated collective momentum Q
and form factor φ(k) (dropping the collective momentum
and the mode index) describe the emerging order param-
eter. The divergence energy scale is an upper limit of the
transition temperature Tc. More technical details can be
found elsewhere.22,30–32
III. RESULTS AND DISCUSSIONS
In this section, we provide the SMFRG results for the
model defined in the previous section. We begin by dis-
cussing the results for specific fillings (chemical poten-
tials) with U = 1eV, and summarize the results by a
phase diagram in the (U, µ) space.
Intra-unit-cell antiferromagnetism: We first consider
the case of van Hove filling at which µ = −0.04eV. The
FRG flow versus the running energy scale Λ is shown in
Fig.2(a). Clearly, the ph channel is leading. We find
that the associated collective momentum is Q = 0, and
the form factor φ(k) is given by, up to a global SO(2)
symmetry within the xy-plane,
(φαα, φββ , φγγ) = (−σy, σy +
√
3σx
2
,
σy −
√
3σx
2
), (3)
where σx,y,z are Pauli matrices in the spin basis. (The
other elements are essentially zero.) The form factor is
diagonal in sublattice basis and independent of k, mean-
ing the order is site-local. On the other hand, the spin
dependence indicates that the order is in the spin sector,
and moreover the angle between nearby spins is 120o.
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FIG. 2: (Color online) Results for µ = −0.04eV. (a) FRG
flow of (the inverse of) the most negative singular values S in
the particle-particle (pp) and particle-hole (ph) channels. (b)
the spin structure of the leading mode in ph channel.
Finally, Q = 0 means the spin ordering is ferromagnetic
in terms of translation by unit cells. The correspond-
ing spin structure is shown in Fig.2(b), which we call
an intra-unitcell AFM. This Q = 0 instability in the ph
channel is clearly enhanced by the van Hove singularity
rather than FS nesting, as a result of the matrix element
effect discussed previously. It also appears even if the
SOC is absent.27
f -wave superconductivity: Now we consider a slightly
higher electron doping with µ = −0.005eV. The FS is
shown in Fig.3(a), and Fig.3(b) shows the FRG flow. In
the present case, the ph channel is enhanced at higher
energy scales, but saturates at low energy scales due to
lack of phase space for low energy particle-hole excita-
tions in the absence of perfect nesting. On the other
hand, the pp channel is triggered attractive (even though
the initial interaction is repulsive) while the ph channel
is enhanced, a manifestation of the channel overlap. At
still lower energy scales, the pp channel (at Q = 0) can
diverge on its own due to the Cooper instability mecha-
nism. Therefore, the system will develop superconductiv-
ity below the divergence energy scale. The form factor in
this case is just the pairing function, which can be writ-
ten as φ(k) = (gk + dkσz)iσy in our case, with a singlet
part gk and a triplet part dk. (The ‘d-vector’ is always
oriented along z.) The non-zero elements of gk and dk
are given by
gαβk = −gβαk = −i∆s sin
k+
2
,
gαγk = −gγαk = i∆s sin
k−
2
,
gβγk = −gγβk = i∆s sin
kx
2
,
dααk = ∆t1(sin k+ + sink−) + ∆t2 sin kx,
dββk = ∆t1(sin k+ − sinkx)−∆t2 sink−,
dγγk = ∆t1(sin k− − sinkx)−∆t2 sin k+, (4)
where k± = (kx±
√
3ky)/2. Notice that the singlet/tripet
part corresponds to pairing on the first/third neighbor
bonds. We find that due to the SOC the singlet and
triplet components are mixed with comparable ampli-
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FIG. 3: (Color online) Results for µ = −0.005eV. (a) The
Fermi surface and the gap function (color scale) thereon. (b)
FRG flow of (the inverse of) the most negative singular val-
ues S in the pp and ph channels. The arrow indicates a level
crossing of the paring modes. (c) Real-space pattern of singlet
pairing on NN bonds. The phase factor is put on bonds and
the amplitude is ∆s/2. (d) Real-space pattern of triplet pair-
ing on third-neighbor bonds, starting from an α-site at the
center. The amplitudes on solid (dashed) bonds are ∆t1/2
and ∆t2/2, respectively. The difference arises from the fact
that the solid bond traverses a lattice site at the midpoint
while the dashed one does not.
tudes ∆s : ∆t1 : ∆t2 ∼ 7 : 8 : 6. Such a pairing configu-
ration enjoys simultaneously the quasi-AFM correlation
between nearby sublattices and FM correlation between
like-sublattices (connected by the third-neighbor bonds),
as discussed previously. The real-space pattern for the
singlet and triplet parts are illustrated in Fig.3(c) and
(d), respectively. By inspection, the singlet part trans-
forms as f -wave with respect to the symmetry center (the
center of the holo hexagon), which would be invalid with-
out the sublattice structure. The same symmetry is car-
ried by dk, guaranteed by group theory, but less obvious
in Fig.3(d). To see this better, we transform the pairing
function into the band basis, ∆k = 〈k|φ(k)|k¯〉, where |k〉
is a Bloch state (in the normal state) and |k¯〉 = (T |k〉)∗,
with T the time-reversal operator. The projected gap
on the FS is shown in Fig.3(a), revealing explicitly the
f -wave symmetry.
We remark that during the FRG flow, there is a level
crossing in the pp channel at the energy scale indicated
by the arrow in Fig.3(b). The leading pairing symmetry
is p-wave/f -wave above/below the crossing point. This
implies the possibility of p-wave pairing if the filling level
is tuned further.
p + ip′-wave superconductivity: We consider further
electron doping at µ = 0.02eV. Fig.4(a) and (b) show
the corresponding FS and the FRG flow. As in the pre-
vious case, the ph channel dominates at higher energy
scales but saturates at lower scales, and the pp channel
is triggered attractive by the ph channel, and in turn di-
verges eventually. We find that there are two degenerate
paring modes in the pp channel. Resolving the matrix
pairing function as before, we find the dominant nonzero
elements
gαβk = −gβαk = −i
√
3∆s sin
k+
2
,
gαγ
k
= −gγα
k
= −i
√
3∆s sin
k−
2
,
dααk = 2∆t(sin k+ − sin k−),
dββk = ∆t(sin kx + sin k+),
dγγk = −∆t(sin kx + sin k−), (5)
for the first mode φ1(k), and
gαβk = −gβαk = −i∆s sin
k+
2
,
gαγk = −gγαk = i∆s sin
k−
2
,
gβγk = −gγβk = −2i∆s sin
kx
2
,
dββk =
√
3∆t(sin kx + sin k+),
dγγk =
√
3∆t(sin kx + sin k−) (6)
for the second mode φ2(k). We find that ∆s : ∆t ≃ 5 : 2.
So there is again a comparable mixture of singlets and
triplets. We find φ1(k) and φ2(k) transform as px- and
py-wave, respectively. As an example, we project φ1(k)
on the FS in Fig.4(a) (color scale), where the px-wave
symmetry is apparent. The fact that the singlet part
can transform as p-wave is again a consequence of the
sublattice structure.
Since the two pairing modes are degenerate, additional
analysis, such as the mean-field theory, is needed to fix
the gap function in the ordered state. Given the explicit
pairing functions from SMFRG, we are able to perform
mean field calculations by the following effective hamil-
tonian, in the momentum space,
HMF = H0 +
∑
k,ν
[ψ†k∆νφν(k)(ψ
†
−k)
T + h.c.], (7)
subject to the self-consistency,
∆ν = −g〈(ψ−k)Tφ†ν(k)ψk〉. (8)
Here H0 is the free part of H , ∆ν is the order parameter
for φν(k), and g is an effective coupling constant fixing
the transition temperature at the FRG divergence scale.
Notice that ∆ν acts as the global amplitude for φν(k),
so the coefficients ∆s,t within φν(k) are fixed subject to
the given ratio from FRG. Our mean-field calculation re-
veals that in the ordered state, the chiral combination
φ1(k) ± iφ2(k) is always favorable. The corresponding
real-space pattern for the singlet part of the pairing func-
tion is shown in Fig.4(c). This could have been antici-
pated since both φ1(k) and φ2(k) have nodes on the FS,
a nature way to gain energy is to form a p ± ip′-wave
pairing, which gaps out the entire FS.
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FIG. 4: (Color online) Results for µ = 0.02eV. (a) The Fermi
surface and the gap function (color scale) of one of the degen-
erate pairing modes thereon. (b) FRG flow of (the inverse of)
the most negative singular values S in the pp and ph chan-
nels. (c) The real-space pattern of the singlet part in the
p + ip′ pairing. (d) A strip of Kagome lattice periodic/open
along the horizontal/vertical direction. Here q denotes the
conserved momentum. (e) The low energy spectrum for (d)
as a function of q. The red in-gap states are chiral modes on
one edge, and the blue ones are on the other edge.
The chiral p + ip′-pairing breaks time-reversal sym-
metry, and is topologically nontrivial. The topology is
classified by the Chern number,33
Z =
1
2pi
∑
n
∫
d2k(∂kxA
n
y − ∂kyAnx)f(En,k), (9)
where n is a band index, Ani = −i〈n,k|∂ki |n,k〉 is the
Berry connection, with |n,k〉 an eigenstate of HMF
with energy En,k, and finally f is the Fermi function
at zero temperature. We find Z = 1, similarly to the
case for the p + ip′ pairing in Sr2RuO4.
34 To verify
the topology of our superconducting state, we calculate
the energy spectrum in a strip as shown in Fig.4(d).
The energy spectrum as a function of the horizontal
momentum q is shown in Fig4(e). Within the bulk
energy gap (which is artificially enlarged for a better
view), there appear a branch of chiral states along each
edge, in exact correspondence to Z = 1. Importantly,
HMF can be embedded, as we did here, in a Nambu
space without redundant degrees of freedom. In this
case each eigenstate describes a canonical fermion mode.
Therefore the chiral edge states are best termed as
one-dimensional Weyl (rather than Majorana) fermion
modes.
The phase diagram: Apart from the typical results dis-
cussed above, we have performed systematic calculations
µ (eV) 
U
 (e
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FIG. 5: (Color online) A schematic phase diagram of sd2-
graphene in (U, µ) space. The dashed line highlights the van
Hove level µ = −0.04eV. The transition temperatures at some
specific points of the phase diagram are 10meV (upper trian-
gles), 1meV (squares), 0.1meV (lower triangles), and 0.01meV
(cycles).
for other values of U and other filling levels. The re-
sults are summarized as a schematic phase diagram in
Fig.5. With increasing deviation from the van Hove fill-
ing, the system develops intra-unitcell AFM, f -wave and
p + ip-wave SC. With increasing U , the fan of AFM in-
creases, while the transition temperature (i.e., the diver-
gence scale in FRG) also increases in all phases.
We find the phase diagram is not changed qualitatively
for 0.06eV ≤ λ ≤ 0.16eV, except that all the phase
regimes are narrowed toward the van Hove filling if λ
is reduced. The AFM survives down to λ = 0,27 but
the transition temperature for the SC states is too small
to be of practical interest. On the other hand, the sys-
tem develops a CBO at large U for t2 = t3 = λ = 0
due to the perfect nesting and matrix element effect.27
This state does not appear here because the FS nesting
is further degraded by t2 and t3.
IV. SUMMARY AND PERSPECTIVE
We studied the electronic instabilities in electron-
doped sd2-graphene. With increasing deviation from
the van Hove filling, the system develops 120o-type non-
collinear intra-unitcell AFM, f -wave and p+ ip′-wave SC
states. In both SC states, singlets and triplets mix with
comparable amplitudes due to SOC. The chiral p + ip′-
wave SC is characterized by a Chern number Z = 1,
supporting a branch of Weyl fermion modes along each
edge. Such modes can be probed by scanning tunnel-
ing microscopy, and would manifest itself as quantized
thermal Hall conductivity.
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