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Resumen
En el presente trabajo se implementa una metodología para el reconocimiento de pa-
trones basada en los modelos de mezclas de gaussianas (GMM) empleando como crite-
rio de entrenamiento la maximización del margen o Gran Margen (LM). LM presenta
similitudes con las máquinas de soporte vectorial (SVM), ambos tienen una función de
pérdida que incluye un término de regularización que impone un margen de separación
grande entre las clases, además son entrenados por una optimización convexa que se
enfoca en las muestras cerca de los límites de decisión. La principal diferencia entre
LM-GMM y SVM , es que este último emplea hiperplanos para modelar las clases, lo
que implica el uso de un kernel que podría ser una tarea bastante compleja, mientras
que LM-GMM modela las clases a través de elipsoides, logrando tener mas facilidades
en la etapa de entrenamiento. La función de costo no es diferenciable, por lo que el
método de optimización empleado es el método del subgradiente proyectado, el cual
es un algoritmo desarrollado para minimizar funciones convexas no diferenciables. El
tamaño del paso de este algoritmo, a diferencia de otros métodos descendentes, no de-
pende de algún dato calculado durante el algoritmo o algún punto actual o dirección
de la búsqueda, sino que es determinado antes de la ejecución del algoritmo.
El reconocimiento de patrones se realiza sobre dos bases de datos diferentes para la
identificación de los estados de normalidad o patología: (i) identificación de apnea obs-
tructiva del sueño sobre señales ECG y (ii) detección de soplos sobre señales PCG. La
caracterización dinámica de las bases de datos se realiza a través de representaciones
tiempo-frecuencia. Con el fin de reducir características variantes en el tiempo a carac-
terísticas puntuales se utiliza la técnica de mínimos cuadrados parciales. Se realiza un
análisis comparativo con diferentes valores de mezclas, donde se determina que su valor
no puede ser muy alto, ya que la tasa de acierto disminuye conforme la cantidad de mez-
clas aumenta. Para todas las bases de datos y sus diferentes componentes gaussianas,
el algoritmo del subgradiente logra convergencia. Los resultados obtenidos clasificando
con LM-GMM sobre las bases de datos de ECG y PCG muestran mejoras significativas
sobre el método GMM tradicional.
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Parte I
Preliminares
1
Introducción
En un problema típico de reconocimiento de patrones lo que se busca es obtener una
función de decisión que permita la clasificación entre diferentes clases, una forma de
hacerlo es representar cada clase como una función densidad de probabilidad (PDF
- Probability Density Function) de características, deseando que su estimación sea la
adecuada. Normalmente, la forma de la PDF está de alguna manera restringida y la
búsqueda se reduce a un problema de ajustar el modelo restringido a las características
observadas [2].
Un modelo de mezclas gaussianas (GMM - Gaussian Mixture Model) es un modelo de
distribución de probabilidad de mezclas finitas [3] y ha sido aplicado de forma exitosa a
sistemas de reconocimiento de patrones [4]. Los modelos de mezcla finitas y sus métodos
tradicionales de estimación de parámetros pueden aproximar una amplia variedad de
PDFs y son de esta forma soluciones atractivas para los casos donde las formas de
funciones simples fallan [2].
Los métodos de reconocimiento de patrones disponibles para realizar la clasificación
incluyen esquemas generativos, donde el clasificador aprende las densidades por clase,
y los esquemas discriminativos, los cuales se enfocan en el aprendizaje de los límites de
las clases. Comparaciones experimentales muestran que los esquemas generativos (que
incluyen cualquier modelado con la estimación de máxima verosimilitud) son superados
por los esquemas discriminativos y por tal razón necesitan ser modificados en una forma
discriminativa para conducir a buenos resultados [5].
La estimación de máxima verosimilitud (MLE - Maximum Likelihood Estimation) es
quizás el procedimiento más ampliamente usado para el diseño de clasificadores [6]. MLE
ofrece un método simple de estimación de las densidades de probabilidad por clase, y por
lo tanto de representar la distribución de probabilidad de clases relacionadas. En este
sentido, MLE aproxima el problema del diseño del clasificador desde una perspectiva
indirecta, es decir, no optimiza directamente el desempeño en un sistema de clasificación,
por lo cual es vulnerable a problemas donde la naturaleza de los datos a ser clasificados
es significativamente diferente de la forma de la función densidad usada en el modelo [6].
Por lo tanto, es de interés desarrollar técnicas alternativas de aprendizaje que optimicen
las medidas de desempeño [7].
Algunos de los procedimientos más exitosos de clasificación discriminativa son los clasi-
ficadores lineales regularizados, con frecuencia llamados de “gran margen” como las
máquinas de soporte vectorial (SVM - Support Vector Machines) [8]. La función de
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3pérdida que es optimizada incluye un término de regularización explícito que impone
un margen grande de separación entre las clases en los datos de entrenamiento. Esta
propiedad incrementa la probabilidad de mejor generalización en los datos de valida-
ción. Otra ventaja de estos clasificadores es que el proceso de entrenamiento es de
optimización convexa y así esta garantizada la convergencia en un tiempo previsible.
La capacidad de convergencia en la etapa de entrenamiento, y la calidad de generali-
zación hace que estos clasificadores lineales regularizados sean candidatos ideales para
tareas donde la mínima intervención humana es deseable [5].
Las SVM tienen varias limitaciones, la más importante de todas es la escogencia del ker-
nel. Para un kernel fijo, un clasificador utilizando SVMs solo tiene un parámetro para
ajustar (la penalización del error), sin embargo escoger el kernel es un problema de
búsqueda por si mismo. Una segunda limitación es el tiempo de cómputo y el tamaño,
tanto en entrenamiento como en validación. Mientras que el problema del tiempo de
cómputo en la fase de entrenamiento es resuelta de forma amplia, aún se requiere de dos
etapas de entrenamiento. El entrenamiento para conjuntos de datos muy grandes (mi-
llones de vectores de soporte) es aún un problema sin resolver [9]. Además es necesario
estimar el parámetro de regularización, el cual normalmente conlleva un procedimiento
de validación cruzada que es poco económico en los datos y en el cálculo [10]. Estas
desventajas, hacen que, desde un punto de vista práctico, el más serio problema de las
SVMs es la alta complejidad algorítmica y los requerimientos excesivos en memoria de
la programación cuadrática que es empleada en tareas a gran escala [11].
Los principios estudiados en clasificadores basados en SVMs, que como se sabe consisten
en la optimización del margen, han sido extendidos a clasificadores basados en GMMs
con clases modeladas por elipsoides en lugar de hiperplanos [7]. Los parámetros del
modelo son estimados para maximizar el margen o encontrar una frontera de decisión
óptima medida en términos de las distancias de Mahalanobis. Igual que en SVM, los
parámetros de GMMs con Gran Margen (LM GMM - Large Margin Gaussian Mixture
Models) son entrenados por una optimización convexa que se enfoca en las muestras
cerca de los límites de decisión. Este procedimiento tiene ciertas ventajas sobre SVMs
para problemas grandes en clasificación [7], por ejemplo, las clases en LM-GMM son
modeladas por elipsoides, los cuales inducen límites de decisión no lineales en el espacio
de entrada, haciendo que el uso del kernel no sea necesario para inducir límites de
decisión no lineales, y así el método de LM-GMM es entrenado más fácilmente en
conjuntos de datos grandes y difíciles [7].
La mayoría de trabajos existentes en la literatura que emplean GMMs para el re-
conocimiento de patrones han abordado principalmente la identificación del hablante
inicialmente bajo esquemas generativos [12] [13] [14] y en años más recientes han sido
usados los esquemas discriminativos empleando SVM [6], [15], [16].
El éxito de los GMMs en la identificación del hablante y su esquema probabilístico que
permite su integración directa con otros sistemas de reconocimiento [4], son las princi-
pales motivaciones para ampliar su uso a otras tareas de reconocimiento. Aprovechando
las ventajas que ofrece el método de LM GMM sobre las SVMs, en esta tesis se pre-
tende emplear este método para la detección de estados de normalidad o anormalidad
4en señales fonocardiográficas y electrocardiográficas.
La función de costo para LM - GMM es una función no diferenciable, por lo que el
método de optimización empleado es el método del subgradiente el cual es un algorit-
mo simple para minimizar una función convexa no diferenciable [17]. El procedimiento
del subgradiente puede proporcionar algoritmos iterativos con reglas simples de actua-
lización, estas reglas de selección han sido muy investigadas en el área de optimización
con el fin de desarrollar algoritmos con rápida convergencia [18] [19] [20]. En este traba-
jo se muestra que el método del subgradiente con reglas de selección del tamaño de paso
apropiadas conduce a algoritmos iterativos de baja complejidad con comportamientos
de convergencia deseados.
Por último, se busca determinar también cual es la cantidad de componentes gaussianas
adecuada, ya que la selección del número de componentes es un asunto importante en
GMM. Con muchas componentes de gaussianas, el modelo de mezclas sobreajustaría los
datos; por otro lado, con muy pocas componentes, no sería lo suficientemente flexible
para describir la estructura de los datos [21].
Objetivos
Objetivo General
Desarrollar una metodología de entrenamiento de Modelos de Mezclas Gaussianas (GMM)
empleando criterios discriminativos de gran margen en la detección de patologías en
bioseñales.
Objetivos Específicos
Desarrollar e implementar algoritmos para GMM usando como criterio de entre-
namiento la estimación de gran margen.
Emplear el método del subgradiente proyectado para optimizar la función objetivo
de GMM con gran margen en la detección de patología en bioseñales.
Validar el sistema de clasificación a través de una evaluación comparativa con la
técnica de entrenamiento estándar GMM con diferentes patologías en bioseñales.
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Parte II
Marco teórico
6
Capítulo 1
Clasificación basada en GMM
1.1. Regla de decisión de Bayes
La regla de decisión de Bayes permite identificar la clase de un dato observado x
donde las posibles clases son conocidas a priori. Dado el vector de características x,
el esquema de decisión bayesiano compara las probabiliades posterior de cada clase,
es decir, la probabilidad de que la clase c sea Ci dado x: p(c = Ci|x), y entonces
selecciona la clase con la más alta probabilidad [22]. Esta regla de decisión da la tasa
de error más pequeña. El efecto de x se expresa a través de la probabilidad condicional
p(x|c) [23]. El teorema bayesiano toma la forma p(c|x) = p(x|c)p(c)/(p(x)), y la regla
de decisión bayesiana para dos clases se puede reducir a la evaluación de la siguiente
función discriminante:
fi,j(x) = p(x|Ci)p(Ci)− p(x|Cj)p(Cj) (1.1)
Si fi,j(x) > 0, entonces la clase Cj es la elegida entre las candidatas. Si fi,j(x) < 0,
entonces Ci resulta ser la nominada.
1.2. Función densidad de probabilidad de mezclas de
Gaussianas
Generalmente la función de distribución puede ser de cualquier tipo pero la distribu-
ción normal multivariada, distribución Gaussiana, es indudablemente una de las mejor
conocidas y útiles distribuciones en estadística, jugando un rol predominante en muchas
áreas [2]. Por ejemplo, en análisis multivariado la mayoría de los procedimientos exis-
tentes de deducción han sido desarrollados bajo la suposición de normalidad y en pro-
blemas de modelos lineales el vector de error es con frecuencia normalmente distribuido.
La distribución normal multivariada también aparece en múltiples comparaciones, en
estudios de dependencia de variables aleatorias y en muchos otros campos relacionados.
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Si no hay ningún conocimiento previo de que una PDF de un fenómeno existe, solo un
modelo general se puede usar y la distribución Gaussiana es una buena candidata [2].
1.3. Distribución normal multivariada
Una distribución normal multivariada no singular de una variable aleatoriaD-dimensional
X puede ser definida como:
X ∼ N (x;µ,Σ)
= 1√
(2pi)D |Σik|1/2
· exp [−1
2
(x− µik)TΣ−1ik (x− µik)
] (1.2)
donde µc ∈ <D es el vector de medias y Σc ∈ <D×D es la matriz de covarianza de la va-
riable aleatoria X normalmente distribuida. PDFs gaussianas multivariadas pertenecen
a la clase de distribuciones contorneadas elípticamente [2] . La distribución gaussiana
en la ec. (1.2) puede ser usada para describir una PDF de un vector aleatorio valuado
real x ∈ <D .
1.4. Modelo de mezclas finitas
A pesar del hecho de que las PDFs Gaussianas multivariadas han sido aplicadas de
forma exitosa para representar características y discriminar entre diferentes clases en
muchos problemas [2], las suposiciones de una sola componente conducen a requeri-
mientos estrictos para las características de un fenómeno: una sola clase básica la cual
varía suavemente alrededor de la media de la clase. El problema más significativo no
es el comportamiento suave de unimodalidad. Para características distribuidas multi-
modalmente las suposición de unimodalidad podría causar un error intolerable en la
PDF estimada y por consiguiente en la discriminación entre clases. Para una variable
aleatoria multimodal, cuyos valores son generados por una de varias fuentes indepen-
dientes que ocurren de forma aleatoria en lugar de una sola fuente, un modelo de mezclas
finitas puede ser usado para aproximar la verdadera PDF. Si la forma gaussiana es su-
ficiente para las fuentes individuales, entonces un modelo de mezclas gaussinas ( GMM
- Gaussian Mixture Models) puede ser usado en la aproximación.
La función densidad de probabilidad de los GMMs se puede definir como una suma
ponderada de gaussianas [24]:
p(x|Ci) =
M∑
k=1
wik · p[xt|µik,Σik] (1.3)
donde wik para k = 1, 2, . . . ,M son los pesos de mezclas que representan la probabi-
lidad de cada distribución Gaussiana, M son las distribuciones Gaussianas en total y
debe cumplir
∑M
k=1wik = 1. La función densidad de probabilidad p[xt|µik,Σik] es la
distribución Gaussiana D-dimensional definida en (1.2).
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1.5. Estimación de máxima verosimilitud
MLE es quizás el procedimiento más empleado para estimar funciones de densidad de
probabilidad, el cual a través del algoritmo de entrenamiento de máxima esperanza (EM
- Expectation - Maximization) [24] ofrece un método simple de estimación de las den-
sidades de probabilidad por clase p(x|Ci), y por lo tanto de representar la distribución
de probabilidad de clases relacionadas p(Ci|x).
Si λi denota los parámetros de una clase particular Ci, se puede representar la función
densidad de probabilidad condicional de la clase como pλi(x|Ci), donde el subíndice λi
indica la dependencia sobre los parámetros del modelo para la clase Ci. La tarea es
aprender esta función de un conjunto de datos de entrenamiento. Si la pλi(x|Ci) resul-
tante es la función densidad de probabilidad condicional de la clase correcta p(x|Ci), y
asumiendo que las probabilidades a priori P (Ci) son conocidas, la regla de Bayes puede
ser implementada usando la probabilidad posterior pλi(Ci|x) = pλi(x|Ci)P (Ci)/p(x).
En los modelos de mezclas gaussianas pλi(x|Ci) está en la forma de combinación pon-
derada de densidades Gaussianas multivariadas (ec. (1.3)) y el modelo λi se describe
por λi = {wik,µik,Σik}Mk=1.
Asumiendo que se tiene un conjunto de ejemplos etiquetados Xi = {x1,x2, . . . ,xn}
por categoría Ci, la probabilidad del conjunto de parámetros λi se define para que sea:
fλi =
n∐
k=1
pλi(xk|Ci) (1.4)
Esta verosimilitud corresponde a la probabilidad de que los vectores de entrenamiento
Xi fueron establecidos basados en el valor de λi. La estimación de máxima verosimilitud
de estos parámetros es el valor λi el cual maximiza la verosimilitud. Se ha mostrado
que si las suposiciones hechas en el modelo sobre la forma de la distribución de los
datos verdaderos son correctas, y hay suficientes datos disponibles de entrenamiento,
la estimación de máxima verosimilitud será la mejor estimada de los parámetros ver-
daderos [25].
Es útil contrarrestar MLE con el procedimiento de entrenamiento discriminativo. El
aspecto esencial de MLE es que tiene como objetivo modelar las clases, es decir, aprender
explícitamente p(x|Ci) ( y p(Ci)) para todas las clases Ci. En contraste, el entrenamiento
discriminativo se refiere a la separación de las clases a través del diseño de límites de
decisión efectivos en el espacio de patrones. Con el fin de separar las clases de forma
óptima de acuerdo a la regla de decisión de Bayes, la representación perfecta de p(Ci|x)
es suficiente, pero no es necesaria. Todo lo que se necesita es el conocimiento de la
clase Ci para la cual p(Ci|x) es más grande. Para representar este conocimiento no es
necesario representar p(Ci|x), o p(x|Ci) y p(Ci) explícitamente [25]. Una medida mas
simple se podría representar, la cual preserva el conocimiento de cual clase tiene la más
grande p(Ci|x). Por lo tanto, en general debería ser más fácil encontrar los límites de
decisión óptimos para un problema que modelar p(Ci|x) perfectamente. En este sentido,
MLE aproxima el problema del diseño del clasificador desde una perspectiva indirecta
y quizás demasiado ambiciosa. En general, MLE es vulnerable a problemas donde la
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naturaleza de los datos a ser clasificados es significativamente diferente de la forma de
la función densidad usada en el modelo.
Capítulo 2
Clasificación basada en LM GMM
El GMM más simple modela cada clase con un simple elipsoide en el espacio de entrada,
como se mostró en la sección (1.3). El elipsoide por cada clase c es parametrizado por un
vector centroide µc y una matriz semidefinida positiva Σc que determina su orientación.
La regla de decisión etiqueta el vector de características x en la clase cuyo centroide
resulta ser la distancia más pequeña de Mahalanobis [7]:
y = argmı´n
c
{
(x− µc)T Σ−1c (x− µc)
}
(2.1)
La regla de decisión en (2.1) es una forma alternativa simple para parametrizar el má-
ximo a posteriori (MAP) en el GMM generativo (sección (1.1), con la función densidad
de probabilidad definida como la ec. (1.3)).
El argumento en el lado derecho de la regla de decisión en (2.1) no es lineal en los
parámetros del elipsoide µc y Σc [7]. Sin embargo, una reparametrización útil conduce a
una expresión más simple. Para cada clase c, la reparametrización agrupa los parámetros
{µc,Σc, θc} en una matriz alargada Φc ∈ <(D+1)×(D+1)
Φc =
[
Σ
−1
c −Σ−1c µc
−µTc Σ−1c µTc Σ−1c µc+
]
(2.2)
donde Φc es semidefinida positiva. Además, si Φc es estrictamente definida positi-
va, los parámetros {µc,Σc} se pueden recuperar de forma única de Φc. Con esta
reparametrización la regla de decisión en (2.1) se simplifica a:
y = argmı´n
c
{
zTΦcz
}
donde z =
[
x
1
]
(2.3)
2.1. Maximización del margen
Análogo al aprendizaje SVM, se desea encontrar los parámetros Φc que minimicen el
riesgo empírico en los datos de entrenamiento, es decir, los parámetros que no sóla-
mente clasifican los datos de entrenamiento correctamente, sino que también ubican los
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límites de decisión tan lejos como sea posible. El margen de un ejemplo etiquetado se
define como su distancia al límite de decisión más cercano. Si es posible, cada ejemplo
etiquetado se restringe para que sea al menos una unidad de distancia del límite de
decisión a cada clase competidora:
∀c 6= yn zTn (Φc −Φyn) zn ≥ 1 (2.4)
Donde {(xn, yn)}Nn=1 denota un conjunto de N ejemplos etiquetados de C clases, xn ∈ <
y yn ∈ {1, 2, ..., C}. Así como en SVM se realiza una optimización convexa que selecciona
el parámetro “más pequeño” que satisface las restricciones de gran margen en (2.4) [7].
En este caso, la optimización es un ejemplo de programación semidefinida positiva:
mı´n
∑
c traza (Σ
−1
c )
s.t. 1 + zTn (Φyn −Φc) zn ≤ 0, ∀c 6= yn, n = 1, 2, ..., N
Φc  0, c = 1, 2, ..., C
(2.5)
Se ha usado la traza de la matriz para medir el “tamaño” de una matriz semidefini-
da positiva. En particular, la traza es una norma definida en el espacio de matrices
semidefinidas positivas. Por lo tanto, aquí la regularización es similar en espíritu a la
regularización de la norma 2 sobre vectores normales de los hiperplanos de decisión en
SVMs. Adicionalmente, se observa que la traza de la matriz Σ−1c aparece en la función
objetivo, en oposición a la traza de la matriz Φc, como se define en (2.2); minimizar la
primera impone la escala de regularización solo en las matrices de covarianza inversa
de GMM, mientras la última regularizaría también en forma inapropiada los vectores
de media. Se observa que en la función objetivo Σ−1c es la suma de los primeros D
elementos de la diagonal de Φc , por lo tanto, lineal en Φc. Las restricciones Φc > 0
restringen las matrices a que sean semidefinidas positivas [7].
La función objetivo debe ser modificada para los datos de entrenamiento que conducen
a restricciones no realizables en (2.5). Como en SVM, se introducen variables slack no
negativas ξ para controlar la cantidad en las cuales las restricciones del margen en la ec.
(2.4) son violadas. La función objetivo en este caso balancea las violaciones del margen
versus la escala de regularización.
mı´n
∑
nc ξnc + γ
∑
c traza (Σ
−1
c )
s.a. 1 + zTn (Φyn −Φc) zn ≤ ξnc,
ξnc ≥ 0, ∀c 6= yn, n = 1, 2, ...,N
Φc  0, c = 1, 2, ..., C
(2.6)
donde el hiperparámetro de balanceo γ > 0 es fijado por alguna forma de cross-
validación. Esta optimización es también un ejemplo de programación semidefinida.
2.1.1. Optimización numérica
Los problemas de optimización de las ecuaciones (2.5) y (2.6) son funciones objetivos
lineales y restringidas en las matrices semidefinidas positivas Φc. Por lo tanto son pro-
blemas de optimización convexas, más específicamente, son ejemplos de problemas de
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programación semidefinida positivas (SDP - Semidefinite Programming Problems). En
principio, estos problemas se pueden resolver eficientemente, por ejemplo, usando algo-
ritmos del tipo punto interior, pero no son convenientes en problemas con muchos datos
de entrenamiento y muchas clases, por tal razón se requiere un optimizador numérico
eficiente que sea escalable para construir clasificadores a gran escala [7].
En la ecuación (2.6) se eliminan las variables slack reescribiendo la función objetivo
con la función de pérdida hinge en las restricciones:
L =
∑
n
∑
c 6=yn
hinge
(
1 + zTnΦynzn − zTnΦczn
)
+ γ
∑
c
trace(Σ−1c ) (2.7)
donde la función de pérdida: hinge(w) = max(0, w). Se observa que la función objetivo
L es una función convexa en su parámetro Φc, debido a que la función de pérdida es
convexa. Se transforma el problema de la ecuación (2.6) al problema de minimizar L
sujeto a las restricciones semidefinidas positivas en Φc.
2.2. Múltiples componentes de mezclas
Ahora se extiende el procedimiento al modelado con varias mezclas donde cada clase se
representa por múltiples elipsoides. Sea Φcm la matriz que denota la mth elipsoide (o
componente de mezcla) en la clase c. Cada ejemplo xn tiene no solamente una etiqueta
de clase yn, sino también una etiqueta de componente de mezcla mn. Tales etiquetas
no dan un conocimiento a priori en los datos de entrenamiento, pero pueden generar
etiquetas “proxy” ajustando los GMMs a los ejemplos en cada clase por la estimación de
máxima verosimilitud, así para cada ejemplo, se calcula la componente de mezcla con
la probabilidad posterior más alta. Específicamente, sea ΦMLcm la matriz formulada de
los parámetros GMMs entrenados con estimación de máxima verosimilitud, la etiqueta
proxy mn para la n− th entrada se calcula como sigue:
mn = argmı´n
m
zTnΦ
ML
ynm
zn (2.8)
mientras yn es la correspondiente etiqueta de clase. Se observa que mn se escoge de las
componentes de mezcla que pertenece a la clase yn, pero no a las otras clases.
En el caso en que cada clase se representa por múltiples elipsoides, la meta del apren-
dizaje es asegurar que cada ejemplo esté más cerca de su elipsoide objetivo que de los
elipsoides de las otras clases. Específicamente para un ejemplo etiquetado (xn, yn, mn),
la restricción en la ecuación (2.4) se reemplaza por M restricciones:
∀c 6= yn, ∀m, zTn (Φcm − Φynmn) zn ≥ 1 (2.9)
donde M es el número de componentes de mezcla (se asume por simplicidad la mis-
ma que es igual para cada clase). Se juntan estas múltiples restricciones en una sola
haciendo uso de la desigualdad “softmax ” − ln∑m e−am ≤ mı´nm am. Se usa la fun-
ción softmax para incorporar el número de restricciones de gran margen en una sola
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restricción convexa. Específicamente, usando la desigualdad para derivar un límite in-
ferior en mı´nm zTnΦcmzn, se reemplazan las M restricciones en la ecuación (2.9) por las
restricciones más estrictas:
∀c 6= yn, − ln
∑
m
e−z
T
nΦcmzn − zTnΦynmnzn ≥ 1 (2.10)
La función objetivo en la ecuación (2.6) se extiende en forma directa en este caso. Se
balancea un término de regularización que suma sobre todos los elipsoides contra un
término de penalización que suma sobre las variables slack, una por cada restricción en
la ecuación (2.10). La optimización es dada por:
mı´n
∑
nc ξnc + γ
∑
cm traza (Σ
−1
cm)
s.a 1 + zTnΦynmnzn + ln
∑
m e
−zTnΦcmzn ≤ ξnc,
ξnc ≥ 0, ∀c 6= yn, n = 1, 2, . . .N
Φcm  0, c = 1, 2, . . . , C, m = 1, 2, . . .M
(2.11)
Esta optimización no es un ejemplo de programación semidefinida, pero aun es convexa.
2.2.1. Optimización numérica
Similar a la optimización numérica para una sola mezcla de Gaussianas, el procedi-
miento se puede extender de una forma directa. La función de pérdida para modelos de
múltiples mezclas es una simple extensión de la ecuación (2.7). Se reemplaza la función
de pérdida en el primer término por:
hinge
(
1 + zTnΦynmnzn + ln
∑
m
e−z
T
nΦcmzn
)
(2.12)
La cual penaliza las violaciones de las desigualdades del margen en (2.10). La regulariza-
ción en el segundo término cambia solo a la suma sobre las diferentes clases y mezclas de
componentes:
∑
cm trace(Σ
−1
cm). Con lo cual la función objetivo para múltiples mezclas
de gaussianas es:
L =
∑
n
∑
c 6=yn
hinge
(
1 + zTnΦynmnzn + ln
∑
m
e−z
T
nΦcmzn
)
+ γ
∑
cm
trace(Σ−1cm) (2.13)
Capítulo 3
Método del subgradiente
El método del subgradiente es un algoritmo simple para minimizar una función con-
vexa no diferenciable. El método es muy parecido al método del gradiente ordinario
para funciones diferenciables, pero con notables excepciones. Por ejemplo, el método
del subgradiente usa longitudes de paso que son fijas antes de tiempo, en lugar de una
búsqueda de línea exacta o aproximada como en el método del gradiente. A diferencia
del método del gradiente ordinario, el método del subgradiente no es un método descen-
dente; el valor de la función puede (y con frecuencia lo hace) incrementar. El método
del subgradiente es mucho más lento que el método de Newton, pero es mucho más
simple y puede ser aplicado a una amplia variedad de problemas [17].
Suponiendo que f : <D → < es convexa. Un subgradiente de f en x es cualquier
vector g que satisface la desigualdad f(y) ≥ f(x)+gT (y−x), para todo y. Cuando f es
diferenciable, la única posible opción para g(k) es∇f(x(k)), y el método del subgradiente
entonces se reduce al método del gradiente.
Para minimizar f , el método del subgradiente usa la iteración:
x(k+1) = x(k) − αkg(k) (3.1)
donde x(k) es la k−ésima iteración, g(k) es cualquier subgradiente de f en x(k), y αk > 0
es el k−ésimo tamaño del paso. Así en cada iteración del método del subgradiente, se
toma un tamaño del paso en la dirección de un subgradiente negativo. Dado que el
método del subgradiente no es un método descendente, es común hacer un seguimiento
del mejor punto encontrado hasta ahí, es decir, aquel con el valor de la función más
pequeña. En cada paso, se fija:
f
(k)
best = mı´n{f (k−1)best , f(x(k))} (3.2)
y fijar i(k)best = k si f(x
(k)) = f
(k)
best, es decir, si x
(k) es el mejor punto encontrado hasta
ahí. Entonces se tiene:
f
(k)
best = mı´n{f(x(1)), . . . , f(x(k))} (3.3)
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Es decir, f (k)best es el mejor valor objetivo encontrado en k iteraciones. Puesto que f
(k)
best
es decreciente, este tiene un límite (el cual puede ser −∞).
3.1. Reglas del tamaño del paso
Diferentes tipos de reglas del tamaño del paso pueden ser usadas [17].
1. Tamaño de paso constante. αk = h es una constante, independiente de k.
2. Longitud del paso constante. αk = h/‖g(k)‖2. Esto indica que ‖x(k+1)−x(k)‖2 = h.
3. Sumable cuadrático El tamaño del paso satisface:
∞∑
k=1
a2k <∞,
∞∑
k=1
ak =∞ (3.4)
Un típico ejemplo es αk = a/(b+ k), donde a > 0 y b > 0.
4. Decreciente no sumable El tamaño de paso satisface:
l´ım
k→∞
ak = 0,
∞∑
k=1
ak =∞ . (3.5)
Un típico ejemplo es αk = a/
√
k, donde a > 0.
3.2. Método del subgradiente proyectado
Una extensión del método del subgradiente es el método del subgradiente proyectado,
el cual resuelve problemas de optimización convexa con restricciones [17]
minimizar f(x)
s.a. x ∈ C (3.6)
donde C es un conjunto convexo. El método del subgradiente proyectado está dado por
x(k+1) = P
(
x(k) − αkg(k)
)
(3.7)
donde P es la proyección euclídea sobre C, y g(k) es cualquier subgradiente de f en
x(k). Las reglas del tamaño del paso también se pueden usar, con similares resultados
de convergencia.
Capítulo 4
Técnicas de caracterización y
reducción de características
4.1. Técnicas de caracterización
Las distribuciones tiempo-frecuencia proporcionan un método adecuado para el
análisis de señales no estacionarias. Mediante esta técnica, la energía de la señal de
entrada se mapea en un espacio de dos dimensiones, tiempo y frecuencia; brindando
una perspectiva mejorada de las características temporales y espectrales de la señal.
En el análisis de datos biomédicos, como fonocardiogramas y electrocardiogramas , los
métodos tiempo-frecuencia son especialmente útiles, puesto que los datos se producen
con sistemas biológicos altamente complejos, no estacionarios, y no lineales [26]. Sin
los modelos precisos que describan estos sistemas, la aplicación de métodos clásicos de
procesamiento de señales paramétricos y no paramétricos, basados en presunciones de
estacionariedad, pueden fallar a la hora de producir resultados satisfactorios. A partir
de las distribuciones tiempo-frecuencia, se generarán variables dinámicas con la infor-
mación más representativa para determinada característica de la señal. [27].
4.1.1. Análisis espectral variante en el tiempo
La representación tiempo-frecuencia (TFR - Time-Frequency Representation) es el pro-
ceso de estimar el contenido espectral variante en el tiempo de señales no estacionarias,
el cual no se describe en una forma completa por un análisis espectral estacionario [27].
El resultado de la TFR es una matriz de dos dimensiones, R(t, f), que representa la dis-
tribución de energía conjunta en tiempo y en frecuencia. La densidad tiempo-frecuencia
de r(t) se puede representar por medio del espectrograma calculado de la transformada
de Fourier de corto tiempo (STFT - Short Time Fourier Transform):
|Rg(t, f)|2 =
∣∣∣∫∞−∞ r (τ) ga (τ − t) e−j2pifτdτ
∣∣∣2 t, τ ∈ T (4.1)
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En la superficie basada en la STFT la longitud de la ventana ga(τ) es constante. Por
lo tanto, la extracción de información con cambios rápidos en el tiempo, es decir com-
ponentes de alta frecuencia, debería ser llevado a cabo con intervalos cortos y bien
localizados en el tiempo. En constraste, las componentes de baja frecuencia deberían
envolver intervalos largos de tiempo de análisis. El espectrograma de la TFR basado
en STFT no es conveniente para revelar la dinámica tiempo-frecuencia. Esta cuestión
es resuelta parcialmente usando diferentes funciones de ventaneo [27]. En la práctica,
las distribuciones de energía cuadráticas, las cuales distribuyen la energía de una señal
sobre los planos tiempo-frecuencia sin ventaneo, son ampliamente usados debido a su
flexibilidad, puesto que las resoluciones en tiempo y frecuencia pueden ser adaptadas
independientemente para adaptar la señal particular y los términos cruzados. Una de
las TFR de alta resolución más comúnmente estudiadas es la clase bilineal generaliza-
da. o distribuciones de la clase de Cohen, Rc(t, f) para la cual las variables tiempo t y
frecuencia f se establecen como sigue:
RC (t, f) =
∫ ∫
hC (t− u, τ)r (u+ τ/2) r∗ (u− τ/2) e−j2piftdudτ,
RC (t, f) , hC (t, τ) ∈ L2 (R) (4.2)
donde la función en dos dimensiones hC(t, τ) es una función llamada kernel, que define
la TFR particular y se establece como sigue:
hC (t, τ) = h (t) g (τ) ; h (t) , g (τ) ∈ L2 (R) (4.3)
siendo h(t) una función del tiempo, y g(τ) la función ventana. La variedad de TFRs
y sus propiedades son determinadas por la escogencia de la función kernel, la cual es
básicamente un filtro de suavizado en dos dimensiones que reduce los términos de inter-
ferencia inherentes a la clase de Cohen de las distribuciones tiempo-frecuencia, causada
por su naturaleza cuadrática y la presencia de señales con multicomponentes. Por ejem-
plo, si se ajusta el kernel a 1, la distribución será reconocida como la distribución de
Wigner-Ville (WVDWigner-Ville Distribution), la cual proporciona una alta resolución
en ambos planos tiempo-frecuencia, y no solamente para señales monocomponentes. En
casos multicomponentes, y debido a los artefactos de los términos cruzados ocasiona-
dos por aliasing, las TFRs presentan peor desempeño. Para superar este problema,
cualquier función ventana ampliamente aceptada como del tipo Gaussiana, Hamming o
Hanning puede ser aplicada a la WVD para suavizar los términos cruzados. Así, para la
ventana suavizada WVD o pseudo suavizada, las funciones h(t) y g(τ) del kernel (4.3)
se escogen para ser suavizadas en el tiempo, eliminando la interferencia al ajustar un
parámetro. Así, modificando la función kernel se mejora la WVD ya que suprime los ter-
minos cruzados mientras que se mantiene una buena resolución tiempo-frecuencia [27].
4.1.2. Coeficientes cepstrales lineales en frecuencia
Este método usa un banco de filtros cuyos filtros triangulares son espaciados lineal-
mente en el dominio de la frecuencia [28]. La salida de los L filtros pasa-bajo pueden
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ser calculados por una sumatoria ponderada de cada conjunto de respuestas del filtro
{Hl[v] : l = 1, ..., L} y el espectro de energía |Tx[n, v]|2:
cl [n] =
V∑
v=1
|Tx [n, v]|2Hl [v] , 1 ≤ l ≤ L (4.4)
donde l, n, v son índices para filtros ordinales, ejes de tiempo y frecuencia, respectiva-
mente; V es el número de muestras en el dominio de la frecuencia. A continuación,
la Transformada Discreta del Coseno se toma sobre las energías del banco de filtros
logarítmico, de modo tal que los coeficientes cepstrales de frecuencia lineal finales, Cp,
para el número de características cepstrales deseado P , se pueda escribir por:
Cp [n] =
L∑
l=1
log (cl [n]) cos
[
p
(
l − 1
2
)
pi
P
]
, 1 ≤ p ≤ P (4.5)
4.1.3. Centroides de subbanda espectral
Otro marco de parametrización que combina eficientemente la frecuencia y la magnitud
de la información del espectro de potencia en tiempo corto se logra a través del cálculo de
los histogramas de los centroides de subbanda espectral [28]. El cálculo de los centroides
se logra por:
kl [n] =
K∑
k=1
kHl [k]
∣∣Xζ [n, k]∣∣2
K∑
k=1
Hl [k] |Xζ [n, k]|2
(4.6)
donde ζ es un parámetro que decide el rango dinámico del espectro usado en el cálculo
del centroide. La energía alrededor de cada centroide es de un ancho de banda fijo ∆k
y se calcula por medio de
Eˆl [n] =
kl[n]+∆k∑
k=kl[n]−∆k
|X [n, k]|2 , 1 ≤ l ≤ L (4.7)
4.2. Reducción de dimensionalidad en TFR
Los métodos de TFR considerados anteriormente cubren el problema de cómo obtener
características de señales las cuales evidencian comportamiento no estacionario. Como
resultado, se obtiene un conjunto de características variantes en el tiempo. Las caracte-
rísticas matriciales serán notadas como A. Estas características matriciales tienen rela-
ciones entre columnas y filas las cuales contienen la información discriminante del pro-
ceso modelado. En el caso de TFR estas relaciones son temporales y frecuenciales [29].
contrario quedarse con la mayor cantidad de ella pero con el menor número de datos
posible.
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El problema de estas características es su gran tamaño y la gran cantidad de datos
redundantes que contienen. Así, existe la necesidad para emplear métodos de reducción
de datos que puedan parametrizar aproximadamente la actividad de características
variantes en el tiempo. El problema está en la forma de reducir dimensionalidad, donde
se tiene gran cantidad de información y redundancia sobre las TFR, y se desea obtener
la mayor cantidad de información de ella pero con el menor número de datos posible.
Este problema matemáticamente se puede representar como:
x =M{Ak} (4.8)
dondeAk = [a1,a2, ...,aN ] ∈ A = RN×M es una matriz de características, x ∈ X = Rn
es el vector de características de tamaño nMN , y M : RN×M 7−→ Rn es un mapeo
del tiempo dependiente del espacio de características A al espacio de características X ,
el cual conserva la mayoría de la información en el espacio original.
Tomando en cuenta este concepto, varios procedimientos para la extracción de carac-
terísticas de los datos matriciales han sido desarrollados. A continuación se expone un
método de modelado de datos matriciales como una combinación lineal de funciones
base, procedimiento conocido como métodos de descomposición lineal.
4.2.1. Extracción de características con métodos de descompo-
sición lineal
Los métodos de descomposición lineal modelan características como una combinación
lineal de un conjunto de funciones base multiplicadas por un valor de peso. De esta
forma, una característica es modelada como:
A =
npc∑
i=1
wiϕi (4.9)
donde wi es un peso perteneciente a la i− th función ϕi. En el caso de características
vectoriales, esto es, cuando aN×1 es un vector, la ecuación (4.9) se convierte en
a = Θw (4.10)
donde ΘN×npc es una matriz con los vectores base en sus columnas y wn − pc × 1 es
un vector de pesos. De esta definición han sido desarrollados varios algoritmos para
calcular los vectores base entre ellos el de mínimos cuadrados parciales.
4.2.2. Mínimos cuadrados parciales
El origen de mínimos cuadrados parciales (PLS - Partial Least Squares) se remonta
al algoritmo original iterativo no lineal de mínimos cuadrados parciales (NIPALS) de
Herman Wold, un algoritmo desarrollado para linealizar modelos los cuales eran no
lineales en los parámetros [30]. El método de Wold fue adoptado para el problema de
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regresión, un problema típicamente abordado con regresión de componentes principales,
y esta extensión fue denominada PLS.
Esta técnica también construye un conjunto de combinaciones lineales de las en-
tradas para regresión, pero a diferencia de la regresión de componentes principales PLS
usa cada componete principal (además de A) para esta construcción. PLS no es in-
variante a la escala, así que se asume que cada ak está estandarizado a tener media 0
y varianza 1. PLS comienza calculando v1k = 〈ak,xk〉 para cada k. De acá la entrada
derivada q1 =
∑
j vikaj es construida, la cual es la primera dirección de mínimos cuadra-
dos parciales. Por lo tanto en la construcción de cada qm, las entradas son ponderadas
por la más fuerte de sus efectos univariados sobre x. El vector x resultante es regresado
a q1 dando los coeficientes Ψˆ y entonces a1, ...ap es ortogonalizado con respecto a q1.
Este proceso continúa, hasta que las npc ≤ N direcciones han sido obtenidas. De esta
forma, los mínimos cuadrados parciales producen una secuencia de derivadas, entradas
ortogonales o direcciones q1, q2, ..., qnpc [30].
Capítulo 5
Evaluación del rendimiento el sistema
de clasificación
El hecho de obtener una tasa de acierto determinada para un conjunto de N patrones
conocidos no garantiza que con otro conjunto diferente los resultados vayan a ser los
mismos. Si la prueba se repitiera por ejemplo con 20 conjuntos de datos distintos, se
obtendrían otras tantas tasas de acierto diferentes, aunque fuera de esperar que se
pareciesen bastante entre sí.
El cálculo exacto del grado de error cometido por el detector es imposible, pero se
puede obtener una estimación del error de clasificación del modelo (o lo que es igual,
de la capacidad de generalización que posee) a partir de los datos utilizados para el
aprendizaje supervisado. A este paso se lo conoce en reconocimiento de patrones como
validación o estimación de la generalización del modelo.
5.1. Estimación por validación cruzada
La validación cruzada permite usar todos los datos disponibles para el entrenamiento y
aún así obtener un estimador del error de generalización menos sesgado. Su desventaja
es que estos métodos exigen entrenar el modelo varias veces, con el coste computacional
que ello conlleva. Hay varias modalidades de validación cruzada, la utilizada en este
trabajo es:
K-fold: El conjunto de datos se divide de forma aleatoria en K subconjuntos indepen-
dientes de aproximadamente igual tamaño. Se efectúa el entrenamiento y prueba del
modelo K veces, dejando fuera del entrenamiento un subconjunto diferente cada vez.
Con este subconjunto se valida el funcionamiento del modelo entrenado con los K − 1
subconjuntos restantes. La estimación de la generalización del modelo es el promedio de
las tasas de clasificación obtenidas con cada uno de los subconjuntos de prueba. Valores
típicos de K suelen ser del orden de 5 a 20.
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5.2. Matriz de confusión
Una matriz de confusión contiene información sobre clasificaciones reales y esti-
madas realizadas por un sistema de clasificación. El desempeño de tales sistemas es
comunmente evaluado usando los datos en la matriz [31]. La Fig. 5.1 muestra la matriz
de confusión de un clasificador de dos clases.
Figura 5.1: Matriz de confusión
De acuerdo con esta matriz y tomando como referencia una de las clases (en este
caso clase 0), se definen los siguiente términos.
TP (true positive) : Número de patrones de clase 0 que el clasificador asigna cor-
rectamente como pertenecientes a la clase 0.
FN (false negative) : Número de patrones de clase 0 que el clasificador asigna in-
correctamente como pertenecientes a la clase 1.
FP (false positive) : Número de patrones de clase 1 que el clasificador asigna incor-
rectamente como pertenecientes a la clase
TN (true negative) : Número de patrones de clase 1 que el clasificador asigna cor-
rectamente como pertenecientes a la clase 1.
Cuando los valores anteriores se representan en porcentaje TP+FN=100 y FP+TN=100.
Varios términos estándar han sido definidos a partir de estos valores:
Tasa de acierto o eficiencia (CCR - Correct Classification Error): es la proporción
de número total de estimaciones que fueron correctas:
CCR =
TP + TN
TP + FN + FP + TN
(5.1)
Tasa de error (ER - Error Rate): Es el complementario a la tasa de acierto, es decir,
la proporción de patrones mal clasificados.
ER =
FP + FN
TP + FN + FPTN
(5.2)
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5.3. Sensibilidad y especificidad
En el caso ideal, la tasa de acierto debe ser del 100% y la tasa de error del 0%.
La exactitud determinada usando las tasas anteriores podrían no dar una medida de
desempeño adecuado cuando el número de caso negativos es mucho mas grande que
el número de casos positivos. Suponga que hay 1000 casos, 995 de los cuales son casos
negativos y 5 de ellos son casos positivos. Si el sistema los clasifica a ellos como negativos,
la tasa de acierto sería del 99,5%, incluso cuando el clasificador ha fallado todos los
casos positivos. Para corregir estas medidas se emplean estos otros parámetros:
Sensibilidad (S) : Da una indicación de la capacidad del sistema para detectar los
patrones de la clase de referencia. Cuando los valores se representan en porcentaje,
la sensibilidad coincide con TP:
S =
TP
TP + FN
(5.3)
Especificidad (E) Da una idea de la capacidad del sistema para rechazar los patrones
que no pertenecen a la clase de referencia. Cuando los valores se representan en
porcentaje, la especificidad coincide con TN.
E =
TN
TN + FP
(5.4)
En el caso ideal S y E deben ser 1 (o el 100% si se mide en porcentaje.)
5.4. Curvas DET
Las tareas de detección se pueden ver como un compromiso entre dos tipos de erro-
res: detecciones fallidas (FN) y falsas alarmas (FP). Cuando hay un compromiso entre
tipos de errores, un solo valor de desempeño es inadecuado para representar las capaci-
dades del sistema. Como un sistema tiene muchos puntos de operación, es mejor una
representación por una curva de desempeño [1] .
La curva ROC (Receiver Operating Curve), tradicionalmente ha sido usada para
este propósito. Generalmente, la tasa falsa aceptación(FP) es trazada en eje horizontal,
mientras que la tasa de detección correcta (TP) es trazada en el eje vertical. Se ha
encontrado que es útil usar una variante de esta la cual es la llamada la curva DET
(Detection Error Tradeoff ). En la curva DET las tasas de error se grafican en ambos
ejes, dando un tratamiento uniforme a ambos tipos de error, y usando una escala para
ambos ejes el cual distribuye la gráfica y distingue mejor diferentes sistemas de buen
desempeño y usualmente produce gráficas que son casi lineales [1].
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La Fig. 5.2(a) da un ejemplo de curvas DET, mientras que la Fig. 5.2(b), contrasta
las curvas DET con las curvas tradicionales tipo ROC. En la Fig. 5.2(b) el eje de la
abscisa muestra la tasa de falsa alarma (FP) mientras que el eje ordenado muestra la
tasa de detección correcta (TP) en escalas lineales. El punto óptimo está en el lado
superior izquierdo de la gráfica, y las curvas de los sistemas de buen desempeño tienden
a agruparse cerca de esta esquina [1] .
En comparación con la Fig. 5.2(b), en la Fig. 5.2(a) se observa la casi linealidad de
las curvas y una mejor distribución lo que permite una fácil observación de los contrastes
del sistema.
(a) Curvas DET [1] (b) Curvas ROC [1]
Figura 5.2: Curvas de desempeño.
En el caso de sistemas de procesamiento del habla, se tienen unos objetivos (clase de
referencia) conocidos para los cuales el sistema ha entrenado los modelos y un conjunto
de segmentos desconocidos. Durante la evaluación del sistema de procesamiento del
habla se debe determinar si el segmento desconocido es o no uno de los objetivos
conocidos. La salida del sistema es una probabilidad de que el segmento sea un ejemplo
del objetivo. La escala de probabilidad es arbitraria, pero debería ser consistente a
través de todas las decisiones, con valores mas grandes indicando la probabilidad de
ser un objetivo. Estas probabilidades son usadas para generar la curva de desempeño
mostrando el rango de características de operación [1] .
5.4.1. Escala de desviación normal
Suponiendo que las distribuciones de probabilidad para las puntuaciones de la clases
de referencia y no referencia son normalmente distribuidas con sus respectivas medias
µ0 y µ1 como se ilustra en la Fig. 5.3, donde las varianzas de las distribuciones son
iguales [1] .
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Figura 5.3: Distribuciones normales [1]
La elección de un punto c se muestra por una línea negra en negrita, y los dos tipos
de errores se representan por las áreas de las regiones sombreadas. Cuando se grafi-
can las probabilidades de falsos rechazos versus las probabiliodades de falsas alarmas,
en lugar de graficas las probabilidades de sí mismas, se grafica en cambio las desvia-
ciones normales que corresponden a las probabilidades, como me muestra en la Fig. 5.4.
Figura 5.4: Escala de desviación normal [1]
En la Fig. 5.4 se muestran las probabilidad en la parte inferior e izquierda, y las
desviaciones estándar en la parte superior derecha. La linealidad de la gráfica es un
resultado de normalidad asumida de las distribuciones de probabilidad. la pendiente
unitaria es una consecuencia de las varianzas iguales. En la escala diagonal indicada se
tiene:
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d =
√
µ1 − µ0
Hay dos aspectos a considerar sobre la curva DET. Primero, si las curvas resultantes
son líneas rectas, entonces estas dan una confirmación visual de que las distribuciones
de probabilidad del sistema son normales. Segundo, la diagonal y = −x en la escala de
desviación normal representa el rendimiento de un sistema aleatorio [1] .
Si el desempeño es razonablemente bueno, se limitan las curvas a el cuadrante
izquierdo mas abajo, como en la Fig. 5.2(a), por el contrario, cuando el desempeño
es pobre, los cuatro cuadrantes son incluidos en las curvas, como se muestra en la Fig.
5.5
Figura 5.5: Curva DET con los cuatro cuadrantes [1]
Parte III
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Capítulo 6
Descripción de las bases de datos
6.1. Señales electrocardiográficas
La apnea obstructiva del sueño ocurre cuando los músculos del tracto respiratorio su-
perior pierden tono en la etapa de sueño, y se produce un colapso recurrente de la
faringe, lo cual conlleva a una interrupción en la respiración. Esta afección ocasiona
una disminución en la saturación de oxígeno en la sangre, lo cual puede predisponer
a enfermedades como hipertensión, arteriosclerosis, hipertrofia ventricular izquierda y
disfunción sistólica. Para realizar el diagnóstico de esta enfermedad es necesario que el
paciente se someta a un estudio polisomnográfico en el cual se miden diversas variables
entre las que se encuentran la saturación de oxígeno en la sangre, flujo respiratorio,
electrocardiograma (ECG), electroencefalograma, movimientos oculares y grabación de
sonidos respiratorios o ronquidos. Luego que los médicos expertos examinan estas va-
riables pueden dar un diagnóstico de apnea si se detectan más de cinco episodios por
hora [32].
Debido a que el diagnóstico de esta enfermedad a través del polisomnograma es un
proceso complejo [33], se han buscado formas más sencillas de realizar la detección de
la apnea obstructiva del sueño. La disminución del oxígeno en la sangre provoca una
reacción en el sistema nervioso simpático y parasimpático, lo cual conlleva a cambios
en el ritmo cardíaco relacionados con los episodios de apnea [34]. El ritmo cardíaco
disminuye a medida que el cuerpo detecta que carece de oxígeno, y posteriormente
aumenta cuando el paciente se despierta a causa de la apnea. Estos cambios en el ritmo
cardíaco se pueden detectar a través del análisis de la serie RR, o señal de variabilidad
del ritmo cardíaco (HRV - Heart Rate Variability), extraída a partir de la señal ECG.
La base de datos de Apnea-ECG consta de 70 registros grabados en horas de sueño, con
señales de ECG y respiratorias de buena calidad. Las grabaciones fueron seleccionadas
a partir de dos estudios anteriores en los cuales el ECG no fue el foco de análisis. En
el primer estudio, llevado a cabo entre 1993 y 1995, se investigó el efecto de la apnea
obstructiva del sueño en la presión arterial en sujetos con apnea del sueño moderada y
severa. Todos los sujetos fueron monitorizados por dos noches consecutivas, y luego de
un intervalo de 4 semanas, se repitieron las grabaciones por dos noches más, consecuti-
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vas. Los ECGs fueron digitalizados a 100Hz. Se seleccionaron 27 registros de 9 sujetos
para la base de datos. El número de registros por sujeto varía entre 1 y 4, dependiendo
de la calidad de la señal. El segundo estudio fue llevado a cabo entre 1998 y 1999, con
el fin de crear un conjunto estándar de registros de sueño. En este estudio, el foco de la
investigación fue el de la grabación de un electroencefalograma de varios canales. Este
estudio se llevó a cabo con voluntarios saludables y pacientes seleccionados con apnea
del sueño. Todos los sujetos se grabaron durante dos noches consecutivas.
Las señales ECG se digitalizaron a 200Hz, y luego remuestrearon a 100Hz para tener
consistencia con los datos del primer estudio. Se seleccionaron 43 registros de 23 sujetos
de este segundo estudio para ser incluidos en la base de datos; por cada sujeto no se
seleccionaron más de dos registros. Las señales fueron etiquetadas por expertos en los
intervalos en donde se presentaban desórdenes en la respiración (apneas o hipoapneas),
marcando el inicio y el final de cada episodio. Posteriormente las etiquetas se mapearon
con una resolución de 1 minuto. La duración de los registros ECG varía entre 401 y 578
minutos. Con base en el número de minutos con desórdenes respiratorios, se definen
tres grupos de registros: los registros que tienen menos de 5 minutos de desórdenes
respiratorios se colocaron en el grupo normal o de control (20 registros); el grupo de
apnea se define como registros con 100 o más minutos con desórdenes respiratorios (40
registros); finalmente, se define un grupo intermedio llamado apnea límite con algunas
apneas de importancia incierta (10 registros) [35].
El objetivo de este estudio es realizar un diagnóstico para los intervalos de 1 minu-
to, señalados como normales o con anormalidades en la respiración. Las distribuciones
tiempo-frecuencia se deben calcular sobre intervalos de 3 minutos, con el fin de capturar
por completo las componentes de más baja frecuencia de la señal, sin embargo el diag-
nóstico se realiza para el minuto central. Se escogieron aleatoriamente 1800 segmentos
de 3 minutos para cada clase, en donde la etiqueta de cada segmento corresponde a
la etiqueta del minuto central [28]. Esto se hace con el fin de conformar la base de
datos para las pruebas experimentales de este trabajo, el cual se debe realizar con esta
cantidad tan reducida de datos con respecto al tamaño total de la base de datos por
el alto costo computacional de las pruebas y los requerimientos de memoria necesarios
para llevar a cabo los experimentos planteados.
6.2. Señales fonocardiográficas
La auscultación cardíaca es un procedimiento clínico por el cual con un fonendoscopio
se escuchan los sonidos del corazón para analizar el estado de las válvulas cardíacas. Las
señales acústicas del corazón (FCG - fonocardiograma) describen la actividad mecánica
cardíaca y son de bajo costo y fácil adquisición). Esta técnica permite un análisis
visual de los sonidos cardíacos, permitiendo así una investigación más profunda de las
dependencias temporales entre los procesos mecánicos del corazón y los sonidos que
se producen. La base de datos de señales FCG usada en este trabajo consta de 35
sujetos adultos, quienes dieron su consentimiento el cual fue informado y aprobado por
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un comité de ética en un centro hospitalario, para someterse a un examen médico. El
diagnóstico se llevó a cabo para cada paciente, y la severidad de la afección valvular fue
evaluada por cardiólogos de acuerdo a los procedimientos rutinarios. Un conjunto de 16
pacientes fue etiquetado como normal, mientras que 19 mostraron evidencia de soplos
sistólicos (6 pacientes) y soplos diastólicos (13 pacientes), causados por deficiencias
valvulares. Además, para cada paciente, se tomaron 8 registros correspondientes a los
cuatro focos tradicionales de auscultación (mitral, tricúspide, aórtico y pulmonar) en las
fases de apnea post-espiratoria y post-inspiratoria [36]. Cada registro tiene una duración
aproximada de 12s y se obtuvo con el paciente en la posición de decúbito dorsal. El
tiempo de grabación de cada registro no se puede extender más, pues los pacientes
que sufren de problemas cardíacos son incapaces de mantener la apnea post-espiratoria
y post-inspiratoria por un tiempo mayor. Luego de una inspección visual y auditiva
llevada a cabo por cardiólogos, se etiquetaron los datos por cada latido del paciente y
se tomaron los mejores latidos de la base de datos, la cual quedó conformada por 274
latidos normales e igual cantidad de latidos patológicos con el fin de tener las clases
balanceadas en cuanto al número de observaciones por cada clase. Se decide realizar
un diagnóstico por cada uno de los latidos, pues los soplos cardíacos generalmente no
aparecen en todos los focos de auscultación a menos que sean muy intensos, y es más
precisa la evaluación por cada uno de los latidos en vez de tener en cuenta el registro
completo del paciente.
Las señales se adquirieron con un estetoscopio electrónico (modelo WelchAllyn R Medi-
tron), con el cual se graba simultáneamente la señal FCG y una derivación de la señal
electrocardiográfica (ECG) (DII), la cual se utiliza como referencia de sincronización
para segmentar cada uno de los latidos. Ambas señales se muestrean a una tasa de
44,1kHz con una precisión de 16 bits. Esta base de datos pertenece al grupo de Con-
trol y Procesamiento Digital de Señales de la Universidad Nacional de Colombia, Sede
Manizales.
Capítulo 7
Esquema de trabajo
La Fig. 7.1 muestra el esquema de trabajo, que se describirá en las secciones sigu-
ientes. En el capítulo 6 se encuentra la descripción de las bases de datos utilizadas.
Figura 7.1: Metodología
Características dinámicas y análisis de relevancia
De acuerdo a los métodos explicados en el capítulo 4, la caracterización dinámica se
realizó por medio de las representaciones tiempo frecuencia, siendo calculadas 30 ca-
racterísticas dinámicas distribuidas de la siguiente forma:
1. Centroides Espectrales (1-10)
32
7. ESQUEMA DE TRABAJO 33
2. Energía de Centroides Espectrales (11-20)
3. Coeficientes Cepstrales (21-30)
Las características fueron estimadas usando 10 filtros linealmente distribuidos en la
banda entre 0 y 0,5Hz.
La transformación a características puntuales de mas baja dimensionalidad, su usó el
método de los mínimos cuadrados parciales, al final la dimensión resultante es 30.
Entrenamiento
La Fig. 7.2 muestra el esquema de la etapa de entrenamiento.
Figura 7.2: Esquema de entrenamiento
Los GMM fueron entrenados usando el algoritmo de Máxima Esperanza (EM) (Sec-
ción 1.5) el tipo de matriz de covarianza escogido es la matriz diagonal. La cantidad de
componentes gaussianas se define como M = 1, 2, . . . 5.
Se obtienen la matriz de covarianza Σc y el vector de medias µc que se usarán para
crear la matriz ΦMLcm , con la cual se calculan las etiquetas de mezcla (2.8), formando
así los parámetros de entrada para realizar optimización, es decir, la maximización
del margen entre las mezclas.
Se utiliza el método del subgradiente proyectado para minimizar L ((2.7) o (2.13)).
El tamaño del paso α se fija de acuerdo a la tercera regla (ec. (3.4)) , es decir, αk =
a/(b+k), donde se escoge los siguientes 10 valores de k = 1, 10, 100, . . . , 1 ·109, a = 0,10
y b = 0.
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Se calcula el subgradiente de L, e iterativamente se actualiza Φcm, para diferentes
los valores del tamaño del paso. Al final de cada iteración, las matrices Φcm se proyectan
en el conjunto de todas las matrices semidefinidas positivas, para garantizar que sean
semidefinidas positivas. La proyección puede ser hallada usando descomposición en
valores y vectores propios, es decir, se representa cada Φcm como una matriz en términos
de sus eigenvalores y eigenvectores:
Φcm =
∑
i
λiviv
T
i (7.1)
donde los eigenvalores λi podrían ser negativos. La proyección de Φcm sobre el conjunto
de todas las matrices semidefinidas positivas está dada por:
P (Φcm) =
∑
i
ma´x(λi, 0)viv
T
i (7.2)
Esta proyección es la matriz más cercana a cada matrix Φcm entre todas las matrices
semidefinidas positivas, y de esta forma una proyección de Φcm.
Se obtienen k matrices Φ(1)cm, ...,Φ
(k−1)
cm ,Φ
(k)
cm, con cada una de ellas el error de clasifi-
cación es calculado, utilizando los mismos datos de entrenamiento. Al final se escoge las
matrices Φ(best)cm con la que se obtiene el error mínimo de clasificación, las cuales serán
usadas para validar.
Validación
Una vez que se ha entrenado el sistema de detección de patologías ya sea sobre la base
de datos de Apnea-ECG o de PCG, el sistema de detección se puede emplear para
predecir la presencia de patología o no.
En este trabajo se emplean 5 conjuntos, utilizando para el entrenamiento el 70% de los
ficheros y para la validación el 30% restante.
Los resultados se mostraran utilizando la tasa de acierto o eficiencia CCR, sensibilidad
y especificidad y las curvas DET.
Capítulo 8
Resultados
Los resultados de la metodología desarrollada son comparados con el método de
entrenamiento generativo GMM, que es entrenado con MLE. Se realiza el análisis com-
parativo con diferentes valores de mezclas.
8.1. Resultados sobre la base de datos FCG
La Tabla 8.1 muestra el promedio de error, en porcentaje (%), de la validación cruzada
usando 5 folds, para los diferentes valores de mezclas, sobre el conjunto de validación
de la base de datos de FCG.
M Error GMM Error en LM-GMM % Disminución
1 50,00 ± 0,00 17,44 ± 0,45 65,12
2 29,63 ± 1,53 20,61 ± 1,65 30,45
3 42,93 ± 0,52 22,44 ± 1,77 47,73
4 32,80 ± 1,91 23,90 ± 2,05 27,14
5 44,88 ± 0,39 40,24 ± 1,19 10,33
Tabla 8.1: Disminución del error para FCG (%)
Para todas las componentes gaussianas, el método de LM- GMM disminuye el error con
respecto al método GMM tradicional. Además, los resultados con LM GMM muestran
que a mayor cantidad de mezclas gaussianas el error sobre el conjunto de validación
también aumenta. Para mayor claridad la Fig. 8.1 muestra la evolución de la tasa de
acierto para el conjunto de validación del método de GMM y el método de LM-GMM.
Esta gráfica muestra un comportamiento descendente del desempeño del método de LM
GMM, obteniéndose para M = 5 un acierto apenas del 60%.
La Tabla 8.2 muestra los resultados de sensibilidad y especificidad tanto para GMM
como para LM GMM. Se observa que la sensibilidad se mejora para todas las compo-
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Figura 8.1: Tasa de Acierto - FCG.
nentes de mezclas Gaussianas. Para M = 1, la sensibilidad de GMM es nula, es decir,
el sistema es incapaz de reconocer los patrones de la clase de referencia. Teniendo en
cuenta ambas mediciones de sensibilidad y especificidad, el mejor desempeño es para
M = 1, ya que logra un equilibrio entre estas dos medidas.
GMM LM GMM
M % Sensibilidad % Especificidad % Sensibilidad % Especificidad
1 0,00 ± 0,00 100,00 ± 0,00 79,58 ± 0,31 90,83 ± 0,13
2 83,23 ± 3,55 57,71 ± 3,52 92,92 ± 1,18 67,81 ± 3,62
3 38,96 ± 3,69 79,90 ± 4,26 87,92 ± 1,65 70,63 ± 3,81
4 74,27 ± 3,80 62,08 ± 4,77 95,10 ± 0,46 58,13 ± 4,40
5 84,48 ± 3,47 26,56 ± 4,14 96,56 ± 0,74 24,90 ± 3,37
Tabla 8.2: Sensibilidad/Especificidad para FCG
La Fig. 8.2, muestra las curvas para los mejores resultados obtenidos tanto por el méto-
do GMM como por el método LM GMM, que corresponden a los valores de mezclas
M = 2 y M = 1, respectivamente. La curva DET para LM GMM (línea roja) se en-
cuentra mas cerca de la esquina inferior izquierda, lo que evidencia un mejor desempeño
del método desarrollado en este trabajo.
Para las señales FCG, el mejor desempeño, de acuerdo a las Tablas 8.1 y 8.2 y a
la Fig. 8.1, se da para un valor de M = 1. La curva DET para LM GMM es es
aproximidamamente una línea recta para una amplia porción de su rango, lo que indica
que tiene una distribución mas cercana a la normal.
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Figura 8.2: Curva DET - FCG.
8.2. Resultados sobre la base de datos de ECG
La Tabla 8.3 muestra el promedio de error, en porcentaje (%), de la validación cruzada
usando 5 folds, para los diferentes valores de mezclas, sobre el conjunto de validación
de la base de datos de ECG. Para todas las mezclas de Gaussianas hay una disminución
del error cuando se entrena con LM en comparación con MLE.
M Error en GMM Error en LM-GMM % Disminución
1 49,99 ± 0,01 15,76 ± 0,26 68,47
2 39,66 ± 2,77 23,88 ± 1,88 39,79
3 43,66 ± 3,04 29,20 ± 3,02 33,13
4 37,47 ± 3,85 30,46 ± 2,22 18,70
5 44,55 ± 1,43 32,72 ± 2,06 26,56
Tabla 8.3: Disminución del error para ECG (%)
Además, al igaul que en FCG, los resultados con LM GMM muestran que a mayor
cantidad de mezclas gaussianas el error sobre el conjunto de validación también au-
menta. Para mayor claridad la Fig. 8.1 muestra la evolución de la tasa de acierto para
el conjunto de validación del método de GMM y el método de LM-GMM. Esta gráfi-
ca muestra un comportamiento descendente del desempeño del método de LM GMM,
obteniéndose para M > 3 un acierto por debajo del 75%.
La Tabla 8.2 muestra los resultados de sensibilidad y especificidad tanto para GMM
8. RESULTADOS 38
Figura 8.3: Tasa de Acierto - ECG.
como para LM GMM. Teniendo en cuenta ambas mediciones de sensibilidad y especi-
ficidad, el mejor desempeño es para M = 1, ya que logra un equilibrio entre estas dos
medidas.
GMM LM GMM
M % Sensibilidad % Especificidad % Sensibilidad % Especificidad
1 100,00 ± 0,00 0,04 ± 0,01 90,18 ± 0,05 78,84 ± 0,16
2 76,04 ± 2,85 44,69 ± 5,04 83,32 ± 0,91 69,93 ± 2,23
3 94,52 ± 1,58 18,04 ± 3,58 87,91 ± 0,88 54,07 ± 3,28
4 81,36 ± 3,53 44,55 ± 4,43 80,09 ± 1,31 59,37 ± 2,78
5 62,57 ± 4,49 48,79 ± 4,88 76,08 ± 1,58 59,28 ± 2,64
Tabla 8.4: Sensibilidad/Especificidad para ECG
La Fig. 8.4, muestra las curvas para los mejores resultados obtenidos tanto por el méto-
do GMM como por el método LM GMM, que corresponden a los valores de mezclas
M = 4 y M = 1, respectivamente. La curva DET para LM GMM (línea roja) se en-
cuentra mas cerca de la esquina inferior izquierda, lo que evidencia un mejor desempeño
del método desarrollado en este trabajo.
Para las señales ECG, el mejor desempeño, de acuerdo a las Tablas 8.3 y 8.4 y a la Fig.
8.3, se da para un valor de M = 1. Además, la curva DET para LM GMM muestra un
mejor desempeño con respecto a GMM.
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Figura 8.4: Curva DET - ECG.
Capítulo 9
Discusión y Conclusiones
En este trabajo se muestra que el marco de trabajo de entrenamiento de los modelos
de mezclas Gaussianas con gran margen puede ser aplicada a tareas de reconocimiento
de patrones diferentes a las señales de voz.
Se mejora el desempeño de clasificación del método básico de entrenamiento LME, me-
diante el uso de un criterio de entrenamiento discriminativo, para el cual se emplea una
función de costo que maximiza la distancia entre las clases.
La metodología de entrenamiento de modelos de mezclas Gaussianas empleando crite-
rios de gran margen para la detección de patologías en bioseñales mejora el rendimiento
de un sistema de detección de patologías en señales FCG y ECG en comparación con
el método estándar GMM.
El método de entrenamiento LM-GMM resulta ser mejor, para todos los valores de los
valores de mezclas de Gaussianas. Su mas alto rendimiento se da cuando el número
de mezclas es M = 1, tanto para la base de datos de ECG como la de PCG, lo que
supondría que las características puntuales de cada clase se encuentran relativamente
agrupadas.
Escoger el tamaño del paso en el algoritmo de optimización es fundamental para el buen
rendimiento del sistema, ya que un valor incorrecto genera errores de clasificación muy
altos. La regla del tamaño del paso usada, resultó ser apropiada para todas las bases
de datos empleadas, ya que en todos los casos se logra convergencia.
Trabajos similares, con las mismas bases de datos, emplean GMM tradicional pero la
reducción de dimensionalidad se realizó con la técnica PCA en lugar de PLS. Para
realizar una evaluación más equitativa se plantea realizar este mismo procedimiento
con PCA [27]. Además en [27], comparan GMM con diferentes clasificadores como k-nn
(k-vecinos más cercanos), obteniendo con este último mejores tasas de acierto.
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En la literatura ya existe una metodología similar a la de LM-GMM llamada clasificación
de gran margen con los vecinos mas cercanos (LMNN large margin nearest neighbor), en
donde la distancia de Mahalanobis se entrena con el objetivo de que los k-vecinos más
cercanos de cada dato pertenezcan a la misma clase mientras que los datos de diferentes
clases estén separados por un gran margen [37], por lo cual se podría implementar esta
metodología y hacer una evaluación comparativa con entre LMNN y LM-GMM.
Parte IV
Apéndices
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Publicaciones y artículos en evaluación
Reducción de espacios de entrenamiento dinámico de los HMMs en la detección de
patologías de voz, XII Simposio de Tratatmiento de Señales Imagenes y Vision Artificial
STSIVA. Barranquilla - Colombia, Septiembre 2007.
Reducción de Espacios de Entrenamiento Dinámico en la Identificación de Disfonías,
IV Latin American Congress on Biomedical Engineering, Bioengineering Solutions for
Latin America Health. Islas Margarita - Venezuela, Septiembre 2007.
Análisis comparativo del entrenamiento de modelos ocultos de Markov mediante es-
quemas generativos y discriminativos, XIII Simposio de Tratamiento de Señales, Imá-
genes y Visión Artificial STSIVA. Bucaramanga - Santander, Universidad Santo Tomás,
Tomo 1, ISBN No. 978-958-8477-00-8, pp. 169-172, Septiembre de 2008.
Reducción de Espacios de Entrenamiento de HMMs empleando DPCA, Revista
Avances en Sistemas e Informática, Universidad Nacional de Colombia Sede Medel-
lín, Vol. 5 No. 3, Diciembre de 2008, ISSN 1657-7663.
Clasificación de Señales de Voz Mediante HMM Empleando Técnicas de Entre-
namiento Discriminativo, VIII Congreso de la Asociación Colombiana de Automática
(ACA), ISBN 978-958-8387-23-9, Abril de 2009.
Evaluación Comparativa de Técnicas de Entrenamiento para HMM en la Identi-
ficación de Patologías de Voz, XIV Simposio de Tratamiento de Señales, Imágenes y
Visión Artificial STSIVA, ISBN : 978-958-722-047-6, Septiembre de 2009.
On classification improvement by using an approximated discriminative hidden markov
model, En evaluación: Revista Facultad de Ingeniería- Universidad de Antioquia.
Entrenamiento discriminativo para modelos de mezclas de Gaussianas basado en la
maximización del margen, En evaluación: Encuentro Nacional de Posgrados ENIP,
Diciembre de 2009.
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