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Introduction
Mathematical logic and automata theory are two scientific disciplines with
a close relationship that is not only fundamental for many theoretical
results but also forms the basis of a coherent methodology for the veri-
fication and synthesis of computing systems. This connection goes back
to a much longer history in the 1960s, through the fundamental work of
Büchi-Elgot-Trakhtenbrot [25, 51], which shows the expressive equivalence
of automata and logical systems such as monadic second-order logic on
finite and infinite words. This allowed the handling of specifications (where
global system properties are stated), and implementations (which involve
the definition of the local steps in order to satisfy the global goals laid
out in the specifications) in a single framework. This connection has been
extended to and well-investigated for many other structures such as trees
[96], finite pictures [64], timed words [103] and data words [22].
For many computer science applications, however, quantitative phenom-
ena need to be modelled, as well. Examples are vagueness and uncertainty
of a statement, length of time periods, spatial information, and resource
consumption. Weighted automata, introduced by Schützenberger [90], are
prominent models for quantitative aspects of systems. This soon led to a
flourishing theory cf. [42, 50, 73, 88]. The framework of weighted monadic
second-order logic over words was first introduced by Droste and Gastin
[41]. They gave a characterization of quantitative behavior of weighted
finite automata, as semantics of monadic second-order sentences within
their logic. Meanwhile, the idea of weighted logics was also applied to
devices recognizing more general structures such as weighted tree automata
[48], weighted automata on infinite words [46] or traces [80]. The main
goal of this thesis is to give logical characterizations for weighted automata
models on pictures and data words as well as for Büchi-tiling systems in
the spirit of the classical Büchi-Elgot theorem. As the second goal, we deal
with synchronizing problem for data words. We will introduce this problem
later.
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2A picture is a finite rectangular array of elements from a finite alphabet.
The theory of picture languages is motivated by problems arising from image
processing and pattern recognition [60, 81, 95, 102], and also plays a role
in the theory of cellular automata and other devices of parallel computing
[76, 93]. The family of recognizable picture languages was defined and char-
acterized in the nineties by many different devices [61, 63, 67, 69]. Several
research groups obtained a description of recognizable picture languages in
terms of automata, sets of tiles, rational operations, and existential monadic
second-order logic [62, 64, 67, 75]. A semiring-weighted (quadrapolic)
picture automaton model was first introduced by Bozapalidis and Gram-
matikopoulou [24]. The behavior of such a picture automaton is a picture
series which maps pictures over an arbitrary alphabet to elements of the
semiring. In 2006, Fichtner provided a notion of a weighted MSO logic
over pictures [52, 53, 54]. For commutative semirings, she proved that the
class of picture series defined by sentences of the weighted logics coincides
with those computed by weighted picture automata [52].
In Chapter 1, we introduce a new weight structure called picture valua-
tion monoids. Then, we introduce weighted two-dimensional on-line tessel-
lation automata (w2ota) taking weights from picture valuation monoids.
This new weighted automaton model operating on pictures enables us to
model several application examples, e.g. the average light of a picture (in-
terpreting the symbols of the alphabet as different levels of light). Note that
such aspects can not be modelled with commutative semirings. Weighted
automata over words computing objectives like average cost or long-time
peak power consumption were introduced recently by Chatterjee, Doyen,
and Henzinger [28, 29, 30, 31].
As one of the main results in Chapter 1, we prove a Nivat-like theorem
for recognizable picture series, i.e., for the behaviors of w2ota. Nivat’s
Theorem is a fundamental characterization of rational transductions, which
provides a connection between rational transductions and rational lan-
guages; see [43] for a version of this result for semiring-weighted automata
on words. Following the approach applied in [45] for recognizable quanti-
tative timed languages, we show that recognizable picture series can be
obtained precisely as projections of particularly simple unambiguously
recognizable series restricted to unambiguously recognizable picture lan-
guages. In addition, we show that if the given picture valuation monoid is
idempotent, then we do not need unambiguity of the underlying picture
language.
3Successively in Chapter 1, combining the ideas from [19, 44, 45, 52],
we define a new weighted MSO logic, which can model average density of
pictures. While in [41, 52], disjunction and existential quantification were
interpreted by the sum, and the semantics of both conjunction and univer-
sal quantification were defined by the product operation of the semiring,
in our logic the semantics of universal quantification will be interpreted
by a picture valuation function. As the most substantial result of this
chapter, we prove that, under suitable assumptions on the underlying
picture valuation monoid, our weighted automaton device and a suitable
fragment of weighted MSO logic are expressively equivalent. To reach this
goal, we define four different fragments: In all cases the application of uni-
versal first order quantification is restricted to the class of almost boolean
first-order formulas, which is the smallest class containing all constants
from our weight structure, and all boolean first-order formulas and which
is closed under conjunction and disjunction. In one case we also restrict
the use of constants in the formula by allowing their occurrence only in
the scope of the first-order universal quantifier. The other fragments differ
in the application of conjunction. Considering these restrictions makes our
results different from the ones in [52], in which the strong assumption of
commutativity over semirings has been considered.
The notion of recognizability have also been studied for languages of
ωω-pictures [1, 35, 59, 65, 66, 98]. An ωω-picture is indeed considered as an
ω-word generalized to two dimensions. However, a logical characterization
for the class of recognizable ωω-picture languages has not been obtained so
far. Due to the technical difficulties caused by infinity in two dimensions,
the approach in [64] for logical characterization of finite picture languages
cannot be easily extended to the class ωω-picture languages. Our next goal
is to find a new class of infinite picture languages for which obtaining a
logical characterization is possible.
In Chapter 2, we study +ω-pictures, i.e., pictures that have a
finite number of rows and an infinite number of columns. As a moti-
vation for studying these pictures, consider for example the potentially
infinite streams of taped videos captured by digital security cameras. To
the best of our knowledge, languages of +ω-pictures have not been studied
before. To obtain a notion of recognizability of languages of +ω-pictures,
we introduce Büchi-tiling systems. They extend the classical tiling systems
[63] with a Büchi acceptance condition. This way, Büchi-tiling recognizable
+ω-picture languages can be viewed as a natural generalization of ω-regular
4languages. We show that the class of Büchi-tiling recognizable +ω-picture
languages has the same closure properties as the class of tiling recognizable
languages of finite pictures [64], i.e., it is closed under projection, union,
and intersection, but not under complementation. We characterize the
family of +ω-picture languages by generalized Büchi-tiling systems and by
an extension of existential monadic second-order logic with quantification
of infinite sets (EMSO∞). Furthermore, we show that many results and
techniques that have been developed for the tiling recognizable languages of
finite pictures or for the ω-regular languges recognized by Büchi-automata
can be transferred to Büchi-tiling recognizable +ω-picture languages. How-
ever, using combinatorial arguments, we show that the well-known Büchi
characterization theorem (stating that the ω-regular languges are unions
of finitely many languages of the form L1 · Lω2 , for regular languages L1
and L2) does not carry over to the Büchi-tiling recognizable languages of
+ω-pictures.
Our focus in the rest of this thesis is on data words. A data word is a
sequence of pairs where the first element is taken from a finite alphabet and
the second element is taken from an infinite data domain such as natural
numbers or ASCII strings. In recent years, data words have become an
active subject of research due to its numerous applications in querying and
reasoning about data models with complex structural properties, in XML,
in particular in static analysis of logic and automata-based XML specifica-
tions, and lately also in graph databases [6, 12, 17, 56]. Register automata
introduced by Kaminski and Francez [71] provide a widely studied model
for reasoning on data words. These automata can be considered as classical
nondeterministic finite automata equipped with a finite set of registers
which are used to store data in order to compare it with some data in the
future. This enables them to handle parameters like user names, passwords,
identifiers of connections, etc., in a fashion similar to, and slightly more
expressive than, the class of data-independent systems. This model served
as a basis for the study of various automata models and logics on data
words and trees [16, 22, 36, 37, 38, 55, 58, 77, 82, 87]. Classical timed
automata of Alur and Dill [2] for real-time systems are another example of
automata on data (timed) words.
In Chapter 3, for quantitative reasoning on data words, we introduce
weighted register automata over commutative data semirings equipped with
a collection of binary data functions in the spirit of the classical theory of
weighted automata [42]. Whereas in the models of register automata known
from the literature data are usually compared with respect to equality or
5a linear order, here we allow data comparison by means of an arbitrary
collection of binary data relations. This approach permits easily to incor-
porate timed automata [2] and weighted timed automata [5, 86] into our
framework. Moreover, this approach gives rise to further investigations of
models for data processing, e.g., data comparison with an approximation
error.
We introduce semiring-weighted existential MSO logic on data words
equipped with binary data functions. In order to model data comparison,
we use data predicates in the spirit of relative distance predicates (Wilke
[103]). Our goal is to prove the expressive equivalence of this new logic
with weighted register automata. However, to reach this goal we faced the
following difficulties: The unrestricted use of binary data functions and
weighted universal quantifiers goes beyond recognizability even for very sim-
ple formulas. In addition, register automata are neither determinizable nor
closed under complement. In order to overcome these problems, we obtain
a suitable fragment of our weighted existential MSO logic by restricting
the use of the weighted universal quantifier to formulas without weighted
quantifiers and by restricting the use of data functions to an intuitively
defined logical operator. In our main result, we state that this restricted
weighted EMSO logic is equivalent to weighted register automata. The
existing proof techniques and ideas for weighted logic cannot be applied
in our setting, since register automata are not closed under complement
and we need a new construction to deal with binary data functions. For
this purpose, we introduce a determinizable class of unweighted register
automata, called visibly register automata. This determinizable class of
register automata could be also of independent interest. Moreover, we
introduce a new normalization technique for the binary data functions, in
order to provide a translation of formulas with weighted universal quan-
tifiers into weighted register automata. With this, we achieve our goal;
moreover, our construction of weighted register automata equivalent to a
given weighted MSO formula is effective. To the best of our knowledge,
quantitative extensions of register automata have not been studied before.
In the final chapter of this thesis, we deal with a slightly different
and more practical problem. We consider synchronizing data words in
register automata. Synchronizing words for finite state automata have
been studied since the seventieth, see [26, 78, 84, 101]; a synchronizing
word w drives the automaton from an unknown or unobservable state to
a specific state qw that only depends on w. Synchronizing words have
applications in planning, control of discrete event systems, biocomputing,
6and robotics [14, 40, 101]. Over the past few years, this classical notion has
sparked renewed interest and has been generalized to games on transition
systems [72, 74, 91], and to infinite-state systems [32, 39], which are more
relevant for modelling complex and realistic systems such as distributed
data networks or real-time embedded systems. These studies have inspired
an elegant extension of temporal logics to capture the synchronizing prop-
erties [27]; the proposed logic is more expressive than classical computation
tree logic. In Chapter 4, we investigate the problem of synchronizing data
words in register automata. We introduce a very general register automata
in Chapter 3; however, register automata come in different variants, e.g.,
one-way vs. two-ways, deterministic vs. non-deterministic, alternating
vs. nonalternating. For alternating register automata, classical decision
problems like non-emptiness, universality and language inclusion are un-
decidable. In pursuit of good feasability, in Chapter 4, we only focus on
the class of one-way register automata without alternation; they have a
decidable non-emptiness problem [71], and the subclass of nondeterministic
register automata with a single register has a decidable non-universality
problem [36].
Semantically, a register automaton defines an infinite-state system, due
to the unbounded domain for data stored in registers. Synchronizing words
were introduced for infinite-state systems with infinite branching in [39, 91];
in particular, the notion of synchronizing words has been motivated and
studied for weighted automata and timed automata. In some infinite-state
settings such as nested word automata (or equivalently visibly pushdown
automata), finding the right definition of synchronizing words is however
more challenging [32]. We define the synchronizing problem for register
automata along the suggested framework in [39, 91]: Given a register au-
tomaton A, does there exist a data word w that brings each of the infinitely
many states of A to some specific state (depending only on w)? Such a
data word is called a synchronizing data word.
The problem of finding synchronizing data words for register automata
imposes new challenges in the area of synchronization. It is natural to
ask how many distinct data are necessary and sufficient to synchronize a
register automaton, which we refer to by the notion of data efficiency of
synchronizing data words. We show that the data efficiency is polynomial
in the number of registers for deterministic register automata (Dra), and
is Ackermann(n) for nondeterministic register automata (Nra) where n is
the number of states. Remarkably, data efficiency is tightly related to the
complexity of deciding the existence of a synchronizing data word.
7For Dra, we prove that for every register automaton A with k registers,
if A has a synchronizing data word, then it also has a synchronizing data
word with data efficiency at most 2k + 1. We also provide a family of
register automata with k registers, for which indeed a polynomial data
efficiency (in the size of k) is necessary to synchronize. This bound is the
base for an NLOGSPACE-algorithm for deciding the synchronizing problem
for Dra with single register, and an PSPACE-algorithm for Dra with
multiple registers. We prove a matching PSPACE lower bound by ideas
carried over from timed settings [39].
For Nra, a reduction from the non-universality problem yields the un-
decidability of the synchronizing problem. For single-register Nra (1-Nra),
we prove Ackermann-completeness of the problem by a novel construction
proving that the synchronizing problem and the non-universality problem
in 1-NRAs are polynomial-time interreducible. We believe that this tech-
nique is useful in studying synchronization in all nondeterministic settings,
requiring careful analysis of the size of the construction.
Preliminary versions of the results of this thesis appeared in [8, 9, 10]
and [11].
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Chapter 1
Weighted Automata and
Weighted MSO Logic
on Pictures
Informally, a two-dimensional string is called a picture and is defined
as a rectangular array of symbols taken from a finite alphabet. A two-
dimensional language (or picture language) is a set of pictures. Picture
languages have been intensively investigated by several research groups
[61, 62, 63, 64, 67, 75]. In this chapter, we define weighted two-dimensional
on-line tessellation automata (w2ota) taking weights from a new weight
structure called picture valuation monoid. This new weighted picture
automaton model can be used to model several application examples, e.g.
the average density of a picture. Such aspects could not be modelled by
semiring weighted picture automaton models [52]. The behavior of this
automaton model is a picture series mapping pictures over an alphabet to
elements of a picture valuation monoid. As one of our main results, we prove
a Nivat theorem for w2ota. It shows that recognizable picture series can
be obtained precisely as projections of particularly simple unambiguously
recognizable series restricted to unambiguous recognizable picture languages.
In addition, we introduce a weighted monadic second-order logic (wMSO)
which can model average density of pictures. As the other main result, we
show that w2ota and a suitable fragment of our weighted MSO logic are
expressively equivalent.
9
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1.1 Picture Valuation Monoids and Weighted Pic-
ture Automata
Let N = {0, 1, 2, · · · } be the set of natural numbers, and N>1 := N\{0}.
We denote by [n] simply the set {1, 2, · · · ,n}, for any n ∈ N>1. An alphabet
is a non-empty finite set. Let Σ be an alphabet. A finite picture over Σ
is a finite rectangular array of elements of Σ. Formally, for m,n ∈ N≥1, a
picture of size (m,n) over Σ is a mapping p : [m]× [n]→ Σ. The number
`v(p) := m of rows is called the height of p, and the number `h(p) := n of
columns is called the width of p. As an example, consider the following
picture of size (4, 4) over the alphabet Σ = {0, 1}:
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
For i ∈ [`v(p)] and j ∈ [`h(p)] we write pi,j := p(i, j) to denote the letter of
p in row i and column j. For m,n ∈ N>1, we write Σm×n for the set of all
pictures over Σ of size (m,n), and we let Σ++ :=
⋃
m,n∈N>1 Σ
m×n be the
set of all finite pictures over Σ. A picture language L over Σ is a subset of
Σ++, i.e. L ⊆ Σ++. For more details we refer the reader to [63, 64, 100].
Whereas in [52, 53, 54], commutative semirings were considered as the
weight structure to define the behavior of weighted picture automata, here
we define a new weight structure called picture valuation monoid. Note
that valuation monoids were first introduced by Droste and Meinecke in
[44] for weighted automata on finite and infinite words.
Definition 1.1. A picture valuation monoid, or for short pv-monoid, is a
tuple M = (M , +, val,0) consisting of a commutative monoid (M , +,0) and
a valuation function val : M++ →M with val(d) = d for all d ∈M and
val(

d1,1 d1,2 · · · d1,n
d2,1 d2,2 · · · d2,n
...
...
. . .
...
dm,1 dm,2 · · · dm,n
) = 0,
whenever di,j = 0 for some i and j, for d1,1, ...dm,n ∈M . We say that M
is idempotent if + is idempotent, i.e., d+ d = d for all d ∈M .
For simplicity of notation in the sequel we use
val((di,j)16i6m
16j6n
) or val(d1,1, ..., d1,n, d2,1, ..., d2,n, ..., dm,1, ..., dm,n)
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instead of
val(

d1,1 d1,2 · · · d1,n
d2,1 d2,2 · · · d2,n
...
...
. . .
...
dm,1 dm,2 · · · dm,n
).
Example 1.2. Consider the pv-monoid (R ∪ {−∞}, sup, avg,−∞) where
avg((di,j)16i6m
16j6n
) = 1m×n
∑
16i6m
16j6n
di,j; note that the sum used in the defini-
tion of avg is the usual addition in R ∪ {−∞}. Let B ⊆ [0, 1] be a finite
set of values and let L ⊆ B++ be any picture language over B. Consider
the function L : B++ → R ∪ {−∞} defined for p ∈ B++ by:
L(p) =

1
m×n
∑
16i6m
16j6n
pi,j if p ∈ L,
−∞ otherwise.
We could interpret the values in B as different levels of light. Then for each
picture p in the language L, the function S provides the average value L(p)
of light of p.
Example 1.3. Consider the pv-monoid (N ∪ {∞}, min, maj,∞) where
the valuation function is a majority function, i.e., maj(d1, ..., dn) is
the greatest value among all the values that occur most frequently, e.g.
maj(4, 6, 6, 6, 8, 8, 8, 12) = 8. Now let B be a finite set, interpreted for in-
stance as a set of different colors, and consider the function L : B++ → N,
defined for p ∈ B++ by:
L(p) = maj{`h(q) · `v(q) | q is a monochrome subpicture of p}.
Then for each picture p, L provides the largest area of a monochrome
rectangle, enclosed as a subpicture within p, which can be found most
frequently among all monochrome subpictures of p. We remark that the
term monochrome is usually taken to mean that a picture contains only
two colors, e.g. black and white.
The family of recognizable picture languages has been characterized
by many different devices [61, 62, 63, 64, 67, 75]. As one of these de-
vices, one can consider 2-dimensional on-line tessellation automatoa (2ota)
introduced by Inoue and Nakamura [67, 69]:
Definition 1.4. A 2-dimensional on-line tessellation automaton, for short
2ota, over an alphabet Σ is a tuple A = (Q,T , I,F ) consists of a finite
set Q of states, a set of transitions T ⊆ Q×Q× Σ×Q, sets of initial and
final states I,F ⊆ Q, respectively.
12
qv
a
q
qh q
n
n n
n
Figure 1.1: A transition t = (qh, qv, a, q) of a w2ota
For an alphabet Σ, 2ota over Σ define picture languages and compute
the family of recognizable picture languages. Here, one could also define a
transition function δ : Q×Q× Σ→ 2Q, instead of the set of transitions
T ⊆ Q×Q×Σ×Q. In case |I| = 1 and δ : Q×Q× Σ→ Q, the automaton
A is called a deterministic 2ota over the alphabet Σ, and we say that the
respective picture language is deterministically 2ota recognizable.
The semiring-weighted version of this model was already investigated
by Bozapalidis and Grammatikopoulou [24] and later by [52]. Here we
consider picture valuation monoids as the weight structure and we we
extend 2ota to the weighted setting:
Definition 1.5. A weighted 2-dimensional on-line tessellation automa-
ton, for short w2ota, A = (Q,T , I,F , wt) over an alphabet Σ and a
pv-monoid M consists of a finite set Q of states, a set of transitions
T ⊆ Q×Q× Σ×Q, sets of initial and final states I,F ⊆ Q, respectively,
and a weight function wt : T →M .
For a transition t = (qh, qv, a, q) ∈ T , we set σh(t) = qh, σv(t) = qv
and σ(t) = q. Such a transition is depicted in Figure 1.1. We denote by
label(t) its label a and by wt(t) = d its weight d. We extend both functions
to pictures by setting for a picture ρ = (ci,j)16i6m
16j6n
∈ Tm×n over the set of
transitions:
label(ρ)i,j := label(ci,j) and wt(ρ) = val(wt(ci,j)i,j).
This defines functions label : T++ → Σ++ and wt : T++ → M . We call
label(ρ) the label of ρ and wt(ρ) the weight of ρ. A run in A is an element
in Tm×n satisfying
σh(ci,j) = σ(ci,j−1), for all 1 6 i 6 m, 2 6 j 6 n,
σv(ci,j) = σ(ci−1,j), forall 2 6 i 6 m, 1 6 j 6 n.
13
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Figure 1.2: A run in an arbitrary w2ota
We call the run ρ ∈ Tm×n successful if σv(c1,j),σh(ci,1) ∈ I for all
1 6 i 6 m, 1 6 j 6 n and σ(cm,n) ∈ F . The set of all successful runs
in A labeled with a picture p is denoted by I p−→A F .
We define the behavior of A as the function [[A]] : Σ++ →M given by
[[A]](p) =
∑
(wt(ρ) | ρ ∈ I p−→A F ).
If p ∈ Σ++ has no successful run in A, then [[A]](p) = 0. Intuitively, the
weight of a picture p is the sum of the weights of all successful runs in A
that read p; note that the sum in the definition of the behaviour of A is
the addition operation of the pv-monoid.
Example 1.6. For instance, a run in an arbitrary w2ota over the pv-
monoid (R ∪ {−∞}, sup, avg,−∞) and the alphabet {a, b, c} where p, q, s
are states, is depicted in Figure 1.2. The label of this run is
(
a c b
a b c
)
and its weight is avg(
(
1 8 2
3 3 4
)
) = 3.5.
Definition 1.7. Any function L : Σ++ →M is called a picture series or
a quantitative picture language over Σ and a pv-monoid M = (M , +, val,0).
If L = [[A]] for a w2ota A taking weights in a subset E ⊆ M , then L is
called w2ota-recognizable over E. If L is w2ota-recognizable over M , we
call it w2ota-recognizable.
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The concept of recognizability of a picture series over a subset of M is
used in Section 1.5, where we deal with logic. In Section 1.5, we will define
three different restrictions over conjunction and in order to deal with the
third restriction we need to consider the concept of recognizability of a
picture series over a subset of M .
Example 1.8. Consider the pv-monoid (R ∪ {−∞}, sup, avg,−∞) with
avg((di,j)16i6m
16j6n
) = 1m×n
∑
16i6m
16j6n
di,j. Let A = ({q},T , {q}, {q}, wt) be a
w2ota over the alphabet Σ = {b,w} with T = {(q, q, b, q), (q, q,w, q)},
wt(q, q, b, q) = −1, and wt(q, q,w, q) = 1. If we let the letter b interpret
black color and the letter w interpret white color, then A computes the
average difference of brightness and darkness for every monochrome picture
p ∈ Σ++. For example [[A]](
 b b ww b w
w w b
) = 19 , [[A]](
w w ww w w
w w w
) = 1,
and [[A]](
(
b b
w w
)
) = 0.
Now we want to show that we can extend the notion of normalized
automata for words to 2-dimensiona on-line tessellation automata. We will
use this notion in Lemma 1.31. However, this extension could also be of
independent interest.
Definition 1.9. Let A = (Q,T , I,F ) be a 2ota over the alphabet Σ. We
call A initial state normalized if I = {q0} and for all transitions (qh, qv, a, q)
in T , where a ∈ Σ and qh, qv, q ∈ Q, we have: q 6= q0. We call A final state
normalized if F = {qf} and for all transitions (qh, qv, a, q) in T , where
a ∈ Σ and qh, qv, q ∈ Q, we have qh 6= qf and qv 6= qf .
Proposition 1.10. Let A = (Q,T , I,F ) be a 2ota over the alphabet Σ.
Then there exists,
1. an initial state normalized 2ota Ai over Σ such that L(Ai) = L(A).
2. a final state normalized 2ota Af over Σ such that L(Af ) = L(A).
Proof. 1. Let A = (Q,T , I,F ) be a 2ota over the alphabet Σ recognizing
the picture language L(A). Now we build an initial state normalized 2ota
Ai = (Q′,T ′, I ′,F ′) by letting:
• Q′ = Q ∪ {q0} and q0 6∈ Q, I ′ = {q0}, F ′ = F ,
• T ′ = T ∪ {(qh, q0, a, q) | a ∈ Σ, ∃qv ∈ I : (qh, qv, a, q) ∈ T}
∪ {(q0, qv, a, q) | a ∈ Σ, ∃qh ∈ I : (qh, qv, a, q) ∈ T}
∪ {(q0, q0, a, q) | a ∈ Σ, ∃qh ∈ I, ∃qv ∈ I : (qh, qv, a, q) ∈ T}.
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We mention that the set of transitions T ′ is defined in a different way
from the word case, since in 2ota we are dealing with two dimensions
and based on the definition of a 2ota there are some initial states located
vertically and horizontally in the first row and first column, respectively.
Let p ∈ Σm×n, and let
ρ = (ci,j)1≤i≤m
1≤j≤n
= (q
(h)
i,j , q
(v)
i,j , ai,j , qi,j)1≤i≤m
1≤j≤n
be a successful run of A over p, i.e., for all 1 6 i 6 m,
1 6 j 6 n we have σv(c1,j) = q(v)1,j ∈ I, σh(ci,1) = q(h)i,1 ∈ I and σ(cm,n) ∈ F .
Now if we replace the transition c1,1 = (q
(h)
1,1 , q
(v)
1,1 , a1,1, q1,1) by
c′1,1 = (q0, q0, a1,1, q1,1), the transitions c1,j = (q
(h)
1,j , q
(v)
1,j , a1,j , q1,j), j > 2,
by c′1,j = (q
(h)
1,j , q0, a1,j , q1,j) and the transitions ci,1 = (q
(h)
i,1 , q
(v)
i,1 , ai,1, qi,1),
i > 2, by c′i,1 = (q0, q
(v)
i,1 , ai,1, qi,1), we obtain the successful run
ρ′ = (c′i,j)1≤i≤m
1≤j≤n
of Ai over p. Therefore, L(Ai) = L(A).
2. Let A = (Q,T , I,F ) be a 2ota recognizing the picture language L(A).
Now build a final state normalized 2ota Af = (Q′,T ′, I ′,F ′) with:
• Q′ = Q ∪ {q′} and q′ 6∈ Q, I ′ = I, F ′ = {q′},
• T ′ = T ∪ {(qh, qv, a, q′) | a ∈ Σ, ∃q ∈ F : (qh, qv, a, q) ∈ T}.
As in the previous case, it is not difficult to see that for a picture p ∈ Σm×n
there is a successful run in A if and only if there is a successful run in Af .
Therefore, L(Af ) = L(A).
1.2 Closure Properties of Weighted Picture Au-
tomata
In this section, we consider several closure properties of recognizable picture
series which we will use in the following three sections and which could be
also of independent interest.
Let Σ and Γ be two sets. We can extend any mapping pi : Σ→ Γ to the
function pi : Σ++ → Γ++ in the natural way, mapping a picture p ∈ Σm×n
to p′ ∈ Γm×n such that pi(p(i, j)) = p′(i, j), for all 1 6 i 6 m, 1 6 j 6 n.
Now let Σ and Γ be finite. We define for every L : Σ++ →M the projection
pi(L) : Γ++ →M by
pi(L)(p) =
∑
(L(p′) | p′ ∈ Σ++,pi(p′) = p)
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for every p ∈ Γ++. In addition, if L′ : Γ++ →M , then we can define the
inverse projection pi−1(L′) : Σ++ →M by pi−1(L′)(p) = L′(pi(p)), for every
p ∈ Σ++.
Proposition 1.11. Let M = (M , +, val,0) be a pv-monoid, and let
pi : Σ→ Γ be a mapping.
1. If L : Σ++ → M is w2ota-recognizable over E ⊆ M , then so is
pi(L) : Γ++ →M .
2. If L′ : Γ++ → M is w2ota-recognizable over E ⊆ M , then so is
pi−1(L′) : Σ++ →M .
Proof. To prove part (1), we apply an idea used in [47]. Assume that
AL = (QL,TL, IL,FL, wtL) is a w2ota over Σ such that [[AL]] = L. We
construct a new w2ota A = (Q,T , I,F , wt) over the alphabet Γ with
• Q = QL × Σ,
• I = IL × {a?0} for some fixed a?0 ∈ Σ,
• F = FL × Σ,
• ((qh, a?), (qv, b?), a, (q, c?)) ∈ T if and only if pi(c?) = a and
(qh, qv, c
?, q) ∈ TL,
• for every ((qh, a?), (qv, b?), a, (q, c?)) ∈ T , we set:
wt((qh, a
?), (qv, b
?), a, (q, c?)) = wtL(qh, qv, c
?, q).
Let p ∈ Γm×n. We define the mapping
Ω : (I
p−→A F ) −→
⋃
p′∈pi−1(p)
(IL
p′−→AL FL)
in the following way: Let
ρ = (ci,j)16i6m
16j6n
= ((q
(h)
i,j , a
?
i,j), (q
(v)
i,j , b
?
i,j), ai,j , (qi,j , c
?
i,j))16i6m
16j6n
be a successful run of A over p ∈ Γm×n, i.e., over p = (ai,j)16i6m
16j6n
. Note
that in the run ρ we have a?i,1 = a
?
0, for 1 6 i 6 m, and b?1,j = a?0, for
1 6 j 6 n. By the construction of A, we have pi((c?i,j)16i6m
16j6n
) = (ai,j)16i6m
16j6n
and so,
ρL = (c
(L)
i,j )16i6m
16j6n
= (q
(h)
i,j , q
(v)
i,j , c
?
i,j , qi,j)16i6m
16j6n
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is a successful run of AL with
pi(label(ρL)) = pi(p
′) = pi((c?i,j)16i6m
16j6n
) = (ai,j)16i6m
16j6n
= p.
It means label(ρL) ∈ pi−1(p). So we put Ω(ρ) = ρL. It is easy to see that Ω
is a bijection. In addition, from the definition of wt, we have,
wt(ρ) = wtL(ρL) = wtL(Ω(ρ)),
for all ρ ∈ I p−→A F . Now, we have:
[[A]](p) =
∑
(wt(ρ) | ρ ∈ I p−→A F )
=
∑
(wt(Ω−1(ρL)) | ρL ∈
⋃
p′∈pi−1(p)
(IL
p′−→AL FL))
=
∑
p′∈pi−1(p)
∑
(wtL(ρL) | ρL ∈ IL p
′−→AL FL)
=
∑
p′∈pi−1(p)
[[AL]](p′) = pi([[AL]])(p).
This shows that pi(L) is w2ota-recognizable.
To prove part (2), let AL′ = (QL′ ,TL′ , IL′ ,FL′ , wtL′) be a w2ota over Γ
such that [[AL′ ]] = L′. We construct a new w2ota A = (QL′ ,T , IL′ ,FL′ , wt)
over Σ such that
• (qh, qv, a, q) ∈ T if and only if (qh, qv,pi(a), q) ∈ TL′ ,
• wt(qh, qv, a, q) = wtL′(qh, qv,pi(a), q).
Now it can be easily seen that [[A]] = pi−1([[AL′ ]]).
Definition 1.12. [7] A weighted or unweighted 2ota A is called
unambiguous if for any picture there exists at most one successful run
in A. A picture language L is called unambiguously 2ota recognizable if it
can be recognized by an unambiguous 2ota. A picture series is called un-
ambiguously recognizable if it can be recognized by an unambiguous w2ota.
Let Σ be an alphabet, M a pv-monoid and r : Σ→ M be a mapping.
We denote by val ◦ r : Σ++ →M the picture series over M defined for all
p ∈ Σ++ by (val ◦ r)(p) = val(r(p)).
Lemma 1.13. Let Σ be an alphabet, M a pv-monoid and r : Σ → M a
mapping. Then, val ◦ r is unambiguously w2ota-recognizable.
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Proof. Consider the w2ota A = (Q,T , I,F , wt) over Σ and M such that:
• Q = F = I = {q},
• T = {(q, q, a, q) | a ∈ Σ},
• wt(q, q, a, q) = r(a), for some a ∈ Σ.
Let p = (ai,j)16i6m
16j6n
∈ Σ++. By the given construction, we have the
successful run ρ = (ci,j)16i6m
16j6n
= (q, q, ai,j , q)16i6m
16j6n
of A over p. Clearly A
is unambiguous and we have:
[[A]](p) = wt(ρ) = val(wt(ci,j)16i6m
16j6n
)
= val(r(ai,j)16i6m
16j6n
) = val(r(p)) = (val ◦ r)(p)
and therefore [[A]] = val ◦ r. Hence, val ◦ r is unambiguously
w2ota-recognizable.
Let M = (M , +, val,0) be a pv-monoid and L,L′ : Σ++ →M . The sum
L⊕L′ is defined pointwise by (L⊕L′)(p) = L(p)+L′(p) for all p ∈ Σ++. Let
L ⊆ Σ++ be a picture language. Then the intersection (L∩L) : Σ++ →M
is the picture series over M defined by (L ∩ L)(p) = L(p) if p ∈ L and
(L ∩ L)(p) = 0 if p ∈ Σ++\L.
Proposition 1.14. Let M = (M , +, val,0) be a pv-monoid. Let
L : Σ++ →M and L′ : Σ++ → M be w2ota-recognizable picture series.
Then L⊕ L′ is w2ota-recognizable.
Proof. Consider two w2ota A = (Q,T , I,F , wt) and
A′ = (Q′,T ′, I ′,F ′, wt′) recognizing L and L′, respectively, i.e., [[A]] = L
and [[A′]] = L′. We may assume Q ∩ Q′ = ∅. Then, clearly the disjoint
union A⊕A′ = (Q ∪Q′,T ∪ T ′, I ∪ I ′,F ∪ F ′, wt∪wt′) recognizes L⊕ L′.
Therefore, L⊕ L′ is w2ota-recognizable.
Lemma 1.15. Let M = (M , +, val,0) be a pv-monoid, L a
w2ota-recognizable picture series and L a 2ota-recognizable picture
language.
1. If L is unambiguously 2ota-recognizable, then the picture series L∩L
is w2ota- recognizable.
2. If L is unambiguously 2ota-recognizable and the picture series L is
unambiguously w2ota-recognizable, then L ∩ L is unambiguously
w2ota-recognizable.
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3. If M is idempotent, then the series L ∩ L is w2ota-recognizable.
Proof. To prove this lemma, we use an extension of the product construc-
tion: Assume that A = (Q,T , I,F ) is a 2ota over Σ such that L(A) = L,
and A′ = (Q′,T ′, I ′,F ′, wt) is a w2ota over Σ and M such that [[A′]] = L.
Let A˜ = (Q˜, T˜ , I˜, F˜ , w˜t) be the w2ota over Σ and M where
• Q˜ = Q×Q′, I˜ = I × I ′ and F˜ = F × F ′,
• ((qh, q′h), (qv, q′v), a, (q, q′)) ∈ T˜ if and only if (qh, qv, a, q) ∈ T and
(q′h, q
′
v, a, q
′) ∈ T ′,
• w˜t((qh, q′h), (qv, q′v), a, (q, q′)) = wt (q′h, q′v, a, q′).
1. Let p ∈ Σ++ and let A be unambiguous. Hence, |I p−→A F | 6 1, and so
there is either no successful run on p in A˜ or there are as many successful
runs on p ∈ Σ++ in A˜ as there are in A′. Then,
[[A˜]](p) =
∑
(w˜t(ρ) | ρ ∈ I˜ p−→A˜ F˜ )
=
∑
(wt(ρ) | ρ ∈ I p−→A′ F )
= [[A′]](p) = L(p) = (L ∩ L)(p).
2. Let A and A′ be unambiguous. Then, it is clear that A˜ is unambiguous.
Now similar to (1), it can be seen that [[A˜]](p) = (L ∩ L)(p), and therefore,
L ∩ L is unambiguously recognizable.
3. Let M be idempotent. Now consider a picture p ∈ Σ++\L. We get
I
p−→A F = ∅, and hence I p−→A˜ F = ∅. Thus [[A˜]](p) = (L ∩ L)(p) = 0. If
p ∈ L, then let N = |I p−→A F | > 0. Then, every successful run on p in A′
can be simulated by N runs in A˜ having the same weights. If ρ ∈ I p−→A′ F ,
then by idempotency of M we have
∑N
i=1 wt(ρ) = wt(ρ). Therefore,
[[A˜]](p) =
∑
(w˜t(ρ) | ρ ∈ I˜ p−→A˜ F˜ )
=
∑ N∑
i=1
(wt(ρ) | ρ ∈ I p−→A′ F )
=
∑
(wt(ρ) | ρ ∈ I p−→A′ F )
= [[A′]](p) = L(p) = (L ∩ L)(p).
Remark 1.16. We note that the corresponding results with w2ota-
recognizability over a subset E ⊆M hold when L is a recognizable picture
series over E.
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1.3 A Nivat Theorem for Weighted Picture Au-
tomata
In this section, we prove a Nivat-like theorem for recognizable picture
series, i.e., for the behavior of w2ota. Nivat’s Theorem [83] (see also [15],
Theorem 4.1) is one of the fundamental characterizations of rational trans-
ductions and establishes a connection between rational transductions and
rational languages. Here, we establish a connection between picture series
and recognizabe picture languages. Indeed, we will show that recognizable
picture series can be obtained precisely as projections of particularly simple
unambiguously recognizable series restricted to unambiguously recognizable
picture languages. In addition, we show that if the underlying picture
valuation monoid is idempotent, then we do not need unambiguity of the
underlying picture language.
Let Σ be an alphabet and M = (M , +, val,0) a pv-monoid. First we
introduce the following abbreviations:
• Mrec(Σ++,w2ota) denotes the family of picture series recognized by
w2ota over Σ and M.
• MN (Σ++) (with N meaning Nivat) stands for the set of all picture
series L : Σ++ →M over M such that there exist an alphabet Γ,
mappings pi : Γ → Σ and r : Γ → M and a recognizable picture
language L ⊆ Γ++ such that L = pi((val ◦ r) ∩ L).
• MN (Σ++,Unamb) is defined like MN (Σ++) with the difference that
L is an unambiguous picture language.
We prove the following inclusion between these families:
Lemma 1.17. Let Σ be an alphabet and M a pv-monoid. Then
Mrec(Σ++,w2ota) ⊆ MN (Σ++,Unamb) ⊆ MN (Σ++).
Proof. Let A = (Q,T , I,F , wt) be a w2ota over Σ and M such that
[[A]] = L. Let Γ = T . We define the mappings pi : Γ→ Σ and r : Γ→M
for all λ = (qh, qv, a, q) ∈ Γ by pi(λ) = a and r(λ) = wt(λ), so r = wt. From
A we construct the 2OTA A′ = (Q,T ′, I,F ) over the enlarged alphabet Γ
such that
T ′ = {(qh, qv, (qh, qv, a, q), q) | (qh, qv, a, q) ∈ T , a ∈ Σ}.
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With this construction, clearly for every input label (qh, qv, a, q) ∈ Γ there is
at most one transition in T ′ with label (qh, qv, a, q). So A′ is unambiguous
and we put L(A′) = L. It remains to show that L = pi((val ◦ r) ∩ L). For
this let p ∈ Σ++. Note that I p−→A F = {p′ ∈ L(A′) | pi(p′) = p}. Moreover,
if ρ ∈ I p−→A F , we have (val ◦ r)(ρ) = val(r(ρ)) = wt(ρ). Therefore,
pi((val ◦ r) ∩ L)(p) =
∑
((val ◦ r)(p′) | p′ ∈ L and pi(p′) = p)
=
∑
(wt(ρ) | ρ ∈ I p−→A F )
= [[A]](p).
The final inclusion is trivial.
Theorem 1.18. (Nivat theorem for picture series.) Let Σ be an
alphabet and M a pv-monoid. Then we have
Mrec(Σ++,w2ota) = MN (Σ++,Unamb) ⊆ MN (Σ++).
Moreover, if M is idempotent, then Mrec(Σ++,w2ota) = MN (Σ++).
Proof. By Lemma 1.17, we have,
Mrec(Σ++,w2ota) ⊆ MN (Σ++,Unamb) ⊆ MN (Σ++).
By applying Lemmas 1.13 and 1.15(1) and Proposition 1.11 we
obtain MN (Σ++,Unamb) ⊆ Mrec(Σ++,w2ota). Now assume M is
idempotent. Then by Lemmas 1.13 and 1.15(3) and Proposition 1.11
we get MN (Σ++) ⊆ Mrec(Σ++,w2ota).
Let Σ be an alphabet and M = (M , +, val,0) a pv-monoid. We denote
by MP(Σ++,Unamb) (with P meaning projection) the family of picture
series L : Σ++ →M over M such that there exist an alphabet Γ, a mapping
pi : Γ→ Σ and an unambiguously recognizable picture series L′ : Γ++ →M
over M such that L = pi(L′). Now as a corollary from Theorem 1.18, we
show that the projections of unambiguously w2ota-recognizable picture
series are w2ota-recognizable picture series, and vice versa.
Corollary 1.19. Let Σ be an alphabet and M = (M , +, val,0) a pv-monoid.
Then MP(Σ++,Unamb) = Mrec(Σ++,w2ota).
Proof. The inclusion MP(Σ++,Unamb) ⊆ Mrec(Σ++,w2ota) is
implied by Proposition 1.11. To prove the other inclusion, assume
that L is w2ota-recognizable. Then by Nivat’s theorem we have
L ∈ MN (Σ++,Unamb). So there exists an alphabet Γ, mappings pi : Γ→ Σ
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and r : Γ → D and an unambiguous picture language L ⊆ Γ++ such
that L = pi((val ◦ r) ∩ L). From Lemma 1.13, we know that val ◦ r is
unambiguously w2ota-recognizable. We put L′ = (val ◦ r) ∩ L. Then
L = pi(L′), and by Lemma 1.15(2), L′ is unambiguously recognizable. Hence,
L ∈ MP(Σ++,Unamb).
1.4 Weighted Existential MSO-Logic
In this section we introduce the syntax and semantics of the weightedMSO
logic on pictures. The syntax is a combination of ideas introduced in [19],
[41], [44], [45] and [52]. In [41, 52], disjunction and existential quantification
were interpreted by the sum, and the semantics of both conjunction and
universal quantification were defined by the product operation of the
semiring. Here, we consider picture valuation monoids as the abstract
model; hence, in the weighted MSO logic which we define the semantics of
universal quantification will be interpreted by the picture valuation function,
which for example provides the average value of light of a picture. We first
need to equip our picture valuation monoid with a product operation and
a unit element:
Definition 1.20. A product picture valuation monoid, or ppv-monoid
for short, is a tuple M = (M , +, val, ,0,1) consisting of a pv-monoid
(M , +, val,0), a binary operation  : M2 → M , and 1 ∈ M with
val((1)i,j)16i6m
16j6n
= 1 for all m,n > 1 and 0d = d0 = 0, 1d = d1 = d
for all d ∈M .
Here we fix an alphabet Σ. For a picture p of size (m,n), the domain
dom(p) = [m]× [n] consists of all positions or pixels of p. For describing
picture languages by logical formulas we use a a countable set Vi of first-
order variables and a countable set Vs of second-order variables. First-order
variables will always be interpreted as positions of a picture (i.e., with
elements in dom(p)), while second-order variables will be interpreted with
sets of positions of a picture (i.e., with subsets of dom(p)). We will use
letters like x, y, z,x1,x2, . . . to denote first-order variables, and we will use
letters like X,Y ,Z,X1,X2, . . . to denote second-order variables.
Definition 1.21. The syntax of weighted first-order logic over Σ and M is
defined as follows:
β ::= Pa(x) | xSvy | xShy | x ∈ X | x = y | ¬β | β ∧ β | ∀xβ
ϕ ::= d | β | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃xϕ | ∀xϕ
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where d ∈M , a ∈ Σ, x, y,X ∈ V. The formulas β are called boolean first-
order formulas over Σ, for short Bool[Σ], and the formulas ϕ are called
weighted first-order formulas over Σ and M, for short wFO[Σ,M]. Note that
negation is only applied in boolean first-order formulas. Weighted existential
monadic second-order logic over Σ and M, for short wEMSO[Σ,M], is
defined to be the set of all formulas of the form ∃X1 · · · ∃Xk ϕ where k > 0,
X1, · · · ,Xk are second-order variables and ϕ ∈ wFO[Σ,M].
Given a formula ψ ∈ wEMSO[Σ,M], the set free(ψ) of all free variables
of ψ is defined as usual. We say that ψ is a sentence if free(ψ) = ∅. Let us
first recall the semantics of the first-order formulas in the classical setting.
For a picture p of size (m,n), we denote the component of p at position
(i, j) ∈ dom(p) by p(i, j) or pi,j . For every a ∈ Σ, the unary relation
Pa consists of all positions (i, j) ∈ dom(p) with pi,j = a (i.e., a is the
letter in row i and column j of p). Sv is the vertical successor relation on
the positions of p, i.e., it consists of all tuples of positions in dom(p) of
the form
(
(i, j), (i+1, j)
)
. Sh is the horizontal successor relation on the
positions of p, i.e., it consists of all tuples of positions in dom(p) of the
form
(
(i, j), (i, j+1)
)
. The intended meaning of the formulas Pa(x), xSvy,
xShy, x ∈ X and x = y is respectively as follows:
• the letter at position x is a,
• position y is the vertical successor of position x (same column, next
row),
• position y is the horizontal successor of position x (same row, next
column),
• position x belongs to the set X,
• x and y are interpreted by the same position.
Formulas containing no set quantification but possibly including atomic
formulas of the form x ∈ X are called first-order formulas. First-
order formulas are closed under existential and universal quantification of
first-order variables, i.e., whenever ϕ is a first-order formula and x ∈ Vi,
then ∃xϕ and ∀xϕ are also first-order formulas. The intended meaning of
these formulas is respectively as follows:
• there exists a position x such that the statement made by ϕ is true,
• for all positions x, the statement made by ϕ is true.
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In the classical setting, the set EMSO of existential monadic second-
order formulas consists of formulas ψ of the form ∃X1 · · · ∃Xk ϕ where
k > 0 , X1, · · · ,Xk are second-order variables and ϕ contains only first-
order quantifiers. The picture language L(ϕ) defined by the sentence ϕ is
the set of all pictures p ∈ Σ++ satisfying ϕ. We call a picture language
L first-order, for short FO (respectively EMSO)-definable if there is a
first-order (respectively EMSO)-sentence ϕ such that L = L(ϕ).
Let V = Vi ∪ Vs. We define a (V, p)-assignment as a function:
σ : V → dom(p) ∪ 2dom(p)
which maps first-order variables in V to elements of dom(p) and second-order
variables in V to subsets of dom(p). If x ∈ Vi and (i, j) ∈ dom(p), then
the update σ[x/(i, j)] for (i, j) ∈ N× N is defined as σ[x/(i, j)](x) = (i, j)
and σ[x/(i, j)] V\{x}= σ V\{x}. Similarly, the update σ[X/I] is defined
fo I ⊆ N × N. We encode a pair (p,σ), where σ is a (V, p)-assignment,
as a picture over the enriched alphabet ΣV = Σ × {0, 1}V . Conversely,
an element r ∈ Σ++V can be viewed as a pair (p,σ) where p ∈ Σ++ is the
projection over Σ and σ ∈ ({0, 1}V)++ is the projection of r over {0, 1}V .
Now, if the latter projection σ ∈ ({0, 1}V)++ is such that for each first-order
variable x ∈ V, the projection of σ to the x-coordinate contains exactly
one pixel carrying a 1, then σ will be called a valid assignment.
Now, similar to [52] we give the semantics of wEMSO formulas. How-
ever, here the semantics of universal quantification will be interpreted by a
valuation function.
Definition 1.22. Let ψ be a formula in wEMSO[Σ,M] and V be a
finite set of variables containing free(ψ). The semantics of ψ will be
a series JψKV : Σ++V →M such that if σ is not a valid (p,V)-assignment,
then JψKV(p,σ) = 0. Otherwise, we define JψKV(p,σ) ∈M inductively as
in Table 1.
We write Σψ = Σfree(ψ) and JψK = JψKfree(ψ). In case ψ is a sentence,
then the semantics is a picture series over Σ.
Let D = (D, +, val, , 0, 1) be a ppv-monoid and S,S′ : Σ++ → D.
Then S  S′ is defined pointwise by (S  S′)(p) = S(p)  S′(p) for all
p ∈ Σ++.
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[[d]]V (p,σ)=d
[[Pa(x)]]V (p,σ)=
{
1, if p(σ(x))=a,
0, otherwise
[[xSvy]]V (p,σ)=
{
1, if σ(x)Svσ(y),
0, otherwise
[[xShy]]V (p,σ)=
{
1, if σ(x)Shσ(y),
0, otherwise
[[x=y]]V (p,σ)=
{
1, if σ(x) = σ(y),
0, otherwise
[[x∈X]]V (p,σ)=
{
1, if σ(x) ∈ σ(X),
0, otherwise
[[¬β]]V (p,σ)=
{
1, if [[β]]V (p,σ)=0,
0, if [[β]]V (p,σ)=1
[[ϕ1∨ϕ2]]V (p,σ)=[[ϕ1]]V (p,σ)+[[ϕ2]]V (p,σ)
[[ϕ1∧ϕ2]]V (p,σ)=[[ϕ1]]V (p,σ)[[ϕ2]]V (p,σ)
[[∃xϕ]]V (p,σ)=
∑
(i,j)∈Dom(p)
[[ϕ]]V∪{x}(p,σ[x/(i, j)])
[[∀xϕ]]V (p,σ)= val
(
[[ϕ]]V∪{x}(p,σ[x/(i, j)])(i,j)∈Dom(p)
)
[[∃Xϕ]]V (p,σ)=
∑
I⊆Dom(p)
[[ϕ]]V∪{X}(p,σ[X/I])
Table 1.1: The semantics of formulas in wEMSO[Σ,M]
Example 1.23. Consider the ppv-monoid (R ∪ {−∞}, sup, avg, +,−∞, 0)
with avg((di,j)16i6m
16j6n
) = 1m×n
∑
16i6m
16j6n
di,j. Let B ⊆ [0, 1] be a finite set of
values as considered in Example 3.1. Let B++ be the set of all pictures
over B. Consider the formula ψ = ∀x (∨b∈B(Pb(x) ∧ b)). Since universal
quantification is interpreted by average, the semantics of the formula ψ
provides the average value JψK(p) of light of p. Therefore, we have JψK = L
for the picture series L from Example 3.1 (where L = B++).
1.5 Definability Equals Recognizability
We already know that for semirings and words (correspondingly also for
pictures), the full wEMSO logic is expressively stronger than weighted
automata [41]. Here, we also need to define suitable fragments of
our wEMSO logic to obtain their equivalence to the family of recog-
nizable picture series. We will define four different fragments: In all
cases the application of universal first order quantification is restricted
to the class of almost boolean first-order formulas, the smallest class
containing all constant d ∈ M and all formulas in Bool[Σ] and which
is closed under disjunction and conjunction. In one case we also restrict
the use of constants in the formula by allowing their occurrence only in
the scope of the first-order universal quantifier. The other fragments differ
in the application of conjunction. Considering these restrictions makes
our results different from the ones in [52]. In [52] the author considers
commutative semirings. We show that our weighted automata device and
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these fragments of wEMSO logic are expressively equivalent, under suit-
able assumptions on the underlying picture valuation monoid.
Definition 1.24. Let Σ be an alphabet. For a language L ⊆ Σ++, the
characteristic series 1L : Σ++ →M is defined for p ∈ Σ++ as follows:
1L(p) =
{
1 if p ∈ L,
0 otherwise.
Lemma 1.25. Let M = (M , +, val, ,0,1) be a ppv-monoid and L a
2ota-recognizable picture language. If L is unambiguously 2ota-
recognizable, then 1L is unambiguously w2ota-recognizable.
Proof. Let A = (Q,T , I,F ) be an unambiguous 2ota-recognizing the
picture language L ⊆ Σ++. Then we denote A1 = (Q,T , I,F , wt) the
w2ota where A is the underlying 2ota assigning 1 to every transition
in A. Since A is unambiguous, for every p ∈ Σ++ there is at most one
successful run in A. Therefore, we have:
[[A1]](p) =
val((1)i,j)16i6m16j6n = 1 if p ∈ L,0, otherwise.
So [[A1]] = 1L.
Remark 1.26. Note that for any picture series L : Σ++ → M and a
picture language L ⊆ Σ++, by Definition 1.24, we have L  1L = L ∩ L.
Proposition 1.27. Let ψ be a formula in wEMSO[Σ,M] and V a finite
set of variables with free(ψ) ⊆ V. If σ is a valid (p,V)-assignment, then we
have JψKV(p,σ) = JψK(p,σ free(ψ)). In addition, the series JψK is w2ota-
recognizable over E ⊆ M if and only if JψKV is w2ota-recognizable over
E ⊆M .
Proof. The first assertion can be shown by induction on ψ, as in [52] for
semirings. For the second claim, let JψK be w2ota-recognizable over E.
Consider the homomorphism pi : Σ++V → Σ++ψ which erases components of
V\free(ψ) in a letter of ΣV . Let
NV = {(p,σ) ∈ Σ++V | σ is a valid assignment}.
The language NV is recognizable by a deterministic picture automaton
where the rules verify whether the input picture in Σ++V contains precisely
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one 1 in every layer belonging to an first-order variable in V. Then we
have JψKV = pi−1(JψK)∩NV which means JψKV is w2ota-recognizable over
E, because of our first claim and due to Proposition 1.11(2) and Lemma
1.15(1).
Conversely, let JψKV be w2ota-recognizable over E. Let F be the set of
all pictures (p,σ) ∈ NV such that σ assigns to each variable x (resp. X)
in V\free(ψ) coordinate (1, 1), i.e., σ(x) = (1, 1) (resp. σ(X) = {(1, 1)}).
Then F is deterministically recognizable, and we have JψK = pi(JψKV ∩ F ).
By Lemma 1.25, Lemma 1.15(1) and Proposition 1.11(1), JψK is w2ota-
recognizable over E.
Definition 1.28. A picture series L : Σ++ →M is a first-order step func-
tion (FO step function) if L =
⊕n
i=1 di · 1Li for some n ∈ N, di ∈M and
FO-definable picture languages Li ⊆ Σ++(i = 1, ...,n) forming a partition
of Σ++. We call L a boolean step function if L is an FO step function with
L(Σ++) ⊆ {0,1}.
Let β ∈ Bool[Σ]. We may regard β as a classical boolean first-order for-
mula defining the picture language L(β). Let (p,σ) ∈ Σ++β . If (p,σ) 6∈ Nβ
then JβK(p,σ) = 0 and (p,σ) 6∈ L(β). Now assume (p,σ) ∈ Nβ. By struc-
tural induction on β one can easily see that JβK(p,σ) = 1 if (p,σ) |= β,
and equals 0 otherwise. This shows JβK = 1L(β) which is a boolean step
function.
Now, as in [44], we consider underlying ppv-monoids with some richer
conditions. We use these conditions in order to get more closure properties
of recognizable picture series which we will use in the proof of our main
result of this section.
A ppv-monoid M = (M , +, val, ,0,1) is left-+-distributive if
d  (d1 + d2) = (d  d1) + (d  d2)
for any d, d1, d2 ∈ M ; right-+-distributivity is defined analogously. If M
is both left- and right-+-distributive, then M is +-distributive. If  is
associative, then M is called associative. Moreover, M is left-multiplicative
if for all m, n > 1 and d, di,j ∈M
d  val(d1,1, d1,2, ..., d1,n, d2,1, ..., d2,n, ..., dm,1, ..., dm,n) =
val(dd1,1, d1,2, ..., d1,n, d2,1, ..., d2,n, ..., dm,1, ..., dm,n).
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We call M left-val-distributive if for all m, n > 1 and d, di,j ∈M
d  val(d1,1, ..., d1,n, d2,1, ..., d2,n, ..., dm,1, ..., dm,n) =
val(dd1,1, ..., dd1,n, dd2,1, ..., dd2,n, ..., ddm,1, ..., ddm,n).
If d  d′ = d′  d, we say that d and d′ commute. Let C,C ′ ⊆ M . If
d  d′ = d′  d for all d ∈ C and d′ ∈ C ′, then C and C ′ commute.
We call a ppv-monoid M conditionally commutative if for any m, n > 1
and any two sequences (d1,1, ..., d1,n, d2,1, ..., d2,n, ..., dm,1, ..., dm,n) and
(d′1,1, ..., d′1,n, d′2,1, ..., d′2,n, ..., d′m,1, ..., d′m,n) fromM with di,jd′k,l = d′k,ldi,j
for all 1 6 i, k 6 m and 1 6 j, l 6 n, we have
val(d1,1, ..., d1,n, ..., dm,1, ..., dm,n)  val(d′1,1, ..., d′1,n, ..., d′m,1, ..., d′m,n)
= val(d1,1  d′1,1, ..., d1,n  d′1,n, ..., dm,1  d′m,1, ..., dm,n  d′m,n).
A ppv-monoid M is left-distributive if it is left-+-distributive, and
moreover, left-multiplicative or left-val-distributive. Whenever M is
+-distributive and associative, then (M , +, ,0,1) is a semiring and we
call M = (M , +, val, ,0,1) a picture valuation semiring. A picture valua-
tion semiring which is also left-multiplicative or left-val-distributive, and
conditionally commutative is called a conditionally commutative picture
valuation semiring, or for short cc-picture valuation semiring.
Let M = (M , +, val, ,0,1) be a ppv-monoid. For d ∈M the picture series
d1Σ++ is defined by d1Σ++(p) = d for every p ∈ Σ++. We call d ∈ M
regular if for any alphabet Σ there is a w2ota Ad = (Q,T , I,F , wt) such
that [[Ad]] = d1Σ++ and wt(T ) ⊆ {1, d}. M is regular if every d ∈ M is
regular.
For example, if (M , +, ·,0,1) is a semiring and val : M++ → M the
natural product, then (M , +, val, ·,0,1) is a left-multiplicative picture
valuation semiring. As another example, (R ∪ {−∞}, sup, avg, +,−∞, 0)
is a cc-picture valuation semiring. Now consider the pv-monoid (N ∪
{∞}, min, maj,∞) in Example 3.2. If we add 1 = −∞ and we define max
as the product operation, then we get a ppv-monoid which is regular,
+-distributive, associative but neither left-multiplicative nor
left-val-distributive nor conditionally commutative. For many further
examples, we refer the reader to [44].
We note that if M is left-val-distributive or left-multiplicative, then M is
regular: Indeed, in case M is left-multiplicative, we construct the automaton
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A = ({q0, q1},T , {q0}, {q1}, wt) such that
T =
⋃
a∈Σ
{(q0, q0, a, q1), (q0, q1, a, q1), (q1, q0, a, q1), (q1, q1, a, q1)}
and for t ∈ T we have:
wt(t) =
{
d if t = (q0, q0, a, q1),
1 otherwise.
Clearly, the w2ota A computes d · 1Σ++ , i.e., [[A]] = d · 1Σ++ . Hence, M is
regular. In the case that M is left-val-distributive, we consider the same
construction, but this time to all transitions in T we assign weight d. Then
it is clear that the w2ota A computes d · 1Σ++ . Therefore, M is regular.
Proposition 1.29. [52] Let Σ be any alphabet and let ϕ be a first-order
formula. Then L(ϕ) is an unambiguously recognizable picture language.
Lemma 1.30. Let M = (M , +, val, ,0,1) be a ppv-monoid. Then the
class of FO step functions is closed under + and . If M is regular, then
every FO step function L over M is a w2ota-recognizable picture series.
Proof. It can be proved by the same approach as Lemma 2.12 in [44], using
the fact that FO-definable picture languages are closed under intersection,
and also applying Proposition 1.29, Lemma 1.15(1) and Proposition 1.14.
We define the product automata construction which we use in the follow-
ing lemmas. Let A1 = (Q1,T1, I1,F1, wt1) and A2 = (Q2,T2, I2,F2, wt2)
be two w2ota over the alphabet Σ and ppv-momoid M. Then the product
automaton of A1 and A2 is thew2ota A = (Q1×Q2,T , I1×I2,F1×F2, wt)
where
• ((qh, q′h), (qv, q′v), a, (q, q′)) ∈ T if and only if (qh, qv, a, q) ∈ T1 and
(q′h, q
′
v, a, q
′) ∈ T2,
• wt((qh, q′h), (qv, q′v), a, (q, q′)) = wt1(qh, qv, a, q)  wt2(q′h, q′v, a, q′).
We also need to define E  E′ = {e  e′|e ∈ E, e′ ∈ E′} for E,E′ ⊆M .
Lemma 1.31. Let M be a left distributive ppv-monoid, E ⊆ M , L an
FO step function and L′ w2ota-recognizable over E′. Then L  L′ is
w2ota-recognizable over im(L)  E′.
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Proof. Let L =
⊕n
i=1 di1Li be an FO step function. Then, we have:
L  L′(p) = (
n⊕
i=1
di1Li)(p)  L′(p)
=
n⊕
i=1
(di1Li)(p)  L′(p)
=

d1  L′(p) if p ∈ L1,
...
dn  L′(p) if p ∈ Ln.
By using left-distributivity of M and with the product construction given
above, we will show that (d1L)L′ isw2ota-recognizable picture series over
d E′ for any d ∈M and any unambiguously recognizable picture language
L. Then the closure of recognizable picture series under sum, cf. Proposition
1.14, will yield the result. First, we let M be a left-multiplicative ppv-monoid.
We construct the w2ota AL = (QL,TL, {qL},FL, wtL) where, by Propo-
sition 1.10, (QL,TL, {qL},FL) is an initial state normalized unambiguous
2OTA recognizing the FO-definable language L, and
wtL(qh, qv, a, q) =
{
d if qh = qv = qL 6= q,
1 otherwise.
Now we let AL′ = (QL′ ,TL′ , IL′ ,FL′ , wtL′) be a w2ota recognizing L′. We
can construct the product automaton A = (Q,T , I,F , wt) of AL and AL′
with the above construction. Now by the same approach as in Lemma 2.13
of [44], we obtain that [[A]] = [[AL]]  [[AL]] = L  L′.
The case that M is left-val-distributive can be handled by the same approach.
Lemma 1.32. Let M = (M , +, val, ,0,1) be a cc-picture valuation semi-
ring, E,E′ ⊆ M , L a w2ota-recognizable picture series over E, and L′
a w2ota-recognizable picture series over E′. If E and E′ commute, then
L  L′ is w2ota-recognizable over E  E′.
Proof. This can be shown using the product construction and in a similar
way to Lemma 2.14 of [44].
Lemma 1.33. Let ψ be a formula in wEMSO[Σ,M] and V a finite set of
variables with free(ψ) ⊆ V. Then JψK is an FO step function if and only ifJψKV is an FO step function.
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Proof. In [52], this result has been proved over commutative semirings. In
the process of the proof there is no use of distributivity or associativity, so
the same argument holds in our setting over picture valuation monoids.
Now we want to define a class of formulas describing all FO step
functions.
Definition 1.34. The class of almost boolean first-order formulas of
wEMSO[Σ,M] is the smallest class containing all constant d ∈M and all
formulas in Bool[Σ] and which is closed under disjunction and conjunc-
tion. We denote the set of all almost boolean formulas over Σ and M by
aBool[Σ,M]
Proposition 1.35. Let ϕ be a formula in aBool[Σ,M]. Then JϕK is an
FO step function. Conversely, let M be a ppv-monoid. If L : Σ++ →M is
an FO step function, then L = JϕK for some sentence ϕ ∈ aBool[Σ,M].
Proof. We prove the first part by induction on the structure of ϕ. For
ϕ = d ∈M we have JϕK = d1Σ++ which is an FO step function. If ϕ is a
boolean first-order formula, then it can be regarded as a classical boolean
first-order formula defining the picture language L(ϕ). Then JϕK = 1L(ϕ).
Now consider ϕ∨ψ and ϕ∧ψ with V = free(ϕ ∨ ψ) = free(ϕ ∧ ψ). If JϕK andJψK are FO step functions, then by Lemma 1.33, JϕKV and JψKV are FO step
functions. Now due to Lemma 1.30, we obtain that Jϕ∨ψK = JϕKV + JψKV
and Jϕ ∧ ψK = JϕKV  JψKV are FO step functions.
Conversely, let L =
⊕n
i=1 di1Li be an FO step function. Since
Li (1 6 i 6 n) is FO-definable, there is a classical unweighted FO-sentence
αi such that L(αi) = Li. If we replace existential quantification and dis-
junction in αi by universal quantification, conjunction and negation, we
obtain a boolean first-order sentence βi with JβiK = 1Li . Since {L1, ...,Ln}
is a partition, for the formula ϕ =
∨n
i=1(di ∧ βi) we get JϕK = L.
Let Const(ϕ) denote the set of elements from M occurring as sub-
formulas in ϕ. Inspired by the ideas applied in [44, 45], we define the
restriction form of wEMSO[Σ,M] as follows:
Definition 1.36. A formula ψ in wEMSO[Σ,M] is ∀-restricted, if when-
ever it contains a subformula of the form ∀x ϕ, then ϕ ∈ aBool[Σ,M]. The
formula ψ is called M -restricted if whenever it contains a subformula of
the form d ∈M , then there exists a subformula of ψ of the form ψ′ = ∀xϕ
such that d is a subformula of ϕ, i.e., every constant d ∈M occurring in
ψ is in the scope of the first-order universal quantifier. In addition, ψ is
called
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• strongly ∧-restricted, if for every subformula ϕ1 ∧ ϕ2 of ψ:
– both ϕ1 and ϕ2 are formulas in aBool[Σ,M] , or
– ϕ1 or ϕ2 is a formula in Bool[Σ],
• ∧-restricted, if for every subformula ϕ1 ∧ ϕ2 of ψ:
– the sub-formula ϕ1 is a formula in aBool[Σ,M], or
– ϕ2 is a formula in Bool[Σ],
• commutatively ∧-restricted, if for every subformula ϕ1 ∧ ϕ2 of ψ:
– the sets Const(ϕ1) and Const(ϕ2) commute, or
– ϕ1 is a formula in aBool[Σ,M].
Note that if ψ is strongly ∧-restricted, then it is ∧-restricted. If ψ is
∧-restricted, it is commutatively ∧-restricted.
We introduce the following notations for these fragments of wEMSO[Σ,M]:
• Let wEMSO∀,∧s,d[Σ,M] ⊆ wEMSO[Σ,M] denote the set of all
∀-restricted, strongly ∧-restricted and M -restricted formulas.
• Let wEMSO∀,∧s [Σ,M] ⊆ wEMSO[Σ,M] denote the set of all ∀-
restricted and strongly ∧-restricted formulas.
• Let wEMSO∀,∧[Σ,M] ⊆ wEMSO[Σ,M] denote the set of all ∀-
restricted and ∧-restricted formulas.
• Let wEMSO∀,∧c [Σ,M] ⊆ wEMSO[Σ,M] denote the set of all ∀-
restricted and commutatively ∧-restricted formulas.
Our main result of this section will be the following:
Theorem 1.37. Let M be a ppv-monoid and let L : Σ++ →M be a picture
series.
1. L is w2ota-recognizable if and only if L = JψK for a formula
ψ ∈ wEMSO∀,∧s,d[Σ,M].
2. Let M be regular. Then L is w2ota-recognizable if and only if L = JψK
for a formula ψ ∈ wEMSO∀,∧s [Σ,M].
3. Let M be left-distributive. Then L is w2ota-recognizable if and only
if L = JψK for a formula ψ ∈ wEMSO∀,∧[Σ,M].
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4. Let M be cc-picture valuation semiring. Then L is w2ota-recognizable
if and only if L = JψK for a formula ψ ∈ wEMSO∀,∧c [Σ,M].
To prove this result, first by induction over the structure of ψ we will
build a w2ota Aψ recognizing JψK. We let Mψ be the smallest subset of
M containing Const(ψ) ∪ {0,1} which is closed under the operations +
and . The weights of the transitions of Aψ are taken from Mψ. For the
converse we use a different method from the one applied in [52]. In [52],
first a weighted 2-dimensional on-line tessellation automaton was converted
into another device called weighted picture automaton, and then it was
shown that picture series recognized by this weighted device are definable.
Here, we only consider w2ota and we show that picture series recognized
by this weighted automaton device are definable in terms of formulas in
our logic.
Proposition 1.38. Let M be regular and ϕ ∈ Bool[Σ] or ϕ = d for some
d ∈M . Then JϕK is w2ota-recognizable over Const(ϕ) ∪ {1}.
Proof. Let ϕ ∈ Bool[Σ]. Then ϕ can be regarded as a classical boolean
first-order formula defining the picture language L(ϕ), which is unam-
biguous, due to Proposition 1.29. We know that JϕK = 1L(ϕ). Let
A = (Q,T , I,F ) be an unambiguous 2ota recognizing L(ϕ). Then, by
Lemma 1.25, A1 = (Q,T , I,F , wt) is the w2ota which recognizes JϕK
and for which wt(T ) ⊆ {1}. Next, let ϕ = d for some d ∈ M . ThenJdK = d1Σ++ is w2ota-recognizable over {d,1}, since we assumed that M
to be regular.
Proposition 1.39. Let ϕ ∈ aBool[Σ,M]. Then JϕK(p) ∈ Mϕ for every
p ∈ Σ++.
Proof. For ϕ ∈ Bool[Σ] or ϕ = d the claim is clear by Proposition 1.38. Now
let ϕ,ϕ′ ∈ aBool[Σ,M] and V = free(ϕ) ∪ free(ϕ′). Due to Lemma 1.33 and
Proposition 1.35 we have JϕKV = ⊕mi=1 di1Li and Jϕ′KV = ⊕nj=1 d′j1L′j are
FO step functions. Now by induction hypothesis, di ∈Mϕ and d′j ∈Mϕ′ ,
for all i ∈ {1, 2, ...,m} and j ∈ {1, 2, ...,n}. Now we have:
Jϕ ∨ ϕ′K = JϕK+ Jϕ′K = m⊕
i=1
n⊕
j=1
(di + d
′
j)1Li∩L′j ,
Jϕ ∧ ϕ′K = JϕK  Jϕ′K = m⊕
i=1
n⊕
j=1
(di  d′j)1Li∩L′j .
Hence, for every p ∈ Σ++ we obtain Jϕ ∨ ϕ′K(p), Jϕ ∧ ϕ′K(p) ∈ Mϕ∨ϕ′ =
Mϕ∧ϕ′ , which completes the proof.
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Proposition 1.40. Let M be a ppv-monoid, E,E′ ⊆ M and
ϕ,ϕ′ ∈ wFO[Σ,M] such that JϕK is w2ota-recognizable over E and Jϕ′K
is w2ota-recognizable over E′. Then Jϕ ∨ ϕ′K is w2ota-recognizable over
E ∪ E′.
Proof. Let V = free(ϕ) ∪ free(ϕ′). By Proposition 1.27, JϕKV is w2ota-
recognizable over E and Jϕ′KV is w2ota-recognizable over E′. Now by
Proposition 1.14, we have Jϕ ∨ ϕ′K = JϕKV + Jϕ′KV is w2ota-recognizable
over E ∪ E′.
Proposition 1.41. Let M be a ppv-monoid, E ⊆M , and ϕ ∈ wFO[Σ,M]
such that JϕK is w2ota-recognizable over E. Then J∃x ϕK and J∃X ϕK are
w2ota-recognizable over E, as well.
Proof. We give the proof for the existential first-order quantification case.
Let V = free(∃x ϕ). Note that x 6∈ V. Consider the projection pi from
Σ++V∪{x} to Σ
++
V which erases the x-level. Then we have:
J∃x ϕK(p,σ) = ∑(JϕK(p,σ[x/(i, j)]) | (i, j) ∈ dom(p))
=
∑
(JϕK(p,σ′) | pi(p,σ′) = (p,σ))
= pi(JϕK)(p,σ).
Due to Proposition 1.11(1), J∃x ϕK is w2ota-recognizable over E. The
proof for the second-order variable case is similar.
Proposition 1.42. Let M be a ppv-monoid, E,E′ ⊆ M , and
ϕ,ϕ′ ∈ wFO[Σ,M].
1. If JϕK is w2ota-recognizable over E and ϕ′ ∈ Bool[Σ], then Jϕ∧ϕ′K
and Jϕ′ ∧ ϕK are w2ota-recognizable over E.
2. Let M be left-distributive. If ϕ ∈ aBool[Σ,M] and Jϕ′K is w2ota-
recognizable over E′, then Jϕ ∧ ϕ′K is w2ota-recognizable over
imJϕK  E′.
3. Let M be a cc-picture valuation semiring, JϕK be w2ota-recognizable
over E, Jϕ′K be w2ota-recognizable over E′. If E and E′ commute,
then Jϕ ∧ ϕ′K is w2ota-recognizable over E  E′.
Proof. Let V = free(ϕ) ∪ free(ϕ′).
1. Since ϕ′ ∈ Bool[Σ], Jϕ′KV = 1LV (ϕ′) where LV(ϕ′) ⊆ Σ++V . Due to
Proposition 1.29, LV(ϕ′) is unambiguously 2ota-recognizable. Let
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L = JϕKV . By Proposition 1.27, L is w2ota-recognizable over E. Now by
Lemma 1.15(1), Jϕ′ ∧ ϕK = Jϕ ∧ ϕ′K = JϕK  Jϕ′K = L  1LV (ϕ′) is w2ota-
recognizable over E.
2. Since ϕ ∈ aBool[Σ,M], then due to Proposition 1.35 and Lemma 1.33,
L = JϕKV = ⊕ni=1 di1Li is an FO step function where (Li)i=1,...,n is a
partition of FO-definable picture languages over Σ++V . By Proposition
1.27, L′ = Jϕ′KV is w2ota-recognizable over E′. Now, Jϕ ∧ ϕ′K = L  L′ is
w2ota-recognizable over im(JϕK)  E′, by Lemma 1.31.
3. By Proposition 1.27, L = JϕKV and L′ = Jϕ′KV are w2ota-recognizable
over E and E′, respectively. Now due to Lemma 1.32, Jϕ ∧ ϕ′K = L  L′ is
w2ota-recognizable over E  E′.
Proposition 1.43. Let M be a ppv-monoid and let ϕ ∈ aBool[Σ,M]. ThenJ∀x ϕK is w2ota-recognizable over im(JϕK).
Proof. Due to Proposition 1.35, JϕK = ⊕nk=1 dk1Lk is an FO step function
where (Lk)k=1,...,n is a partition of FO-definable picture languages over Σ++ϕ .
Let V = free(ϕ)\{x}. We proceed as in [41, 52]. Let Σ˜ = Σ× {1, 2, ...,n}.
A picture in (Σ˜V)++ is written as a tuple (p, ν,σ) where (p,σ) ∈ Σ++V
and ν ∈ {1, 2, ...,n}dom(p) (ν is interpreted as a mapping from dom(p) to
{1, 2, ...,n}). Let L˜ be the picture language of all (p, ν,σ) ∈ (Σ˜V)++ such
that (p,σ) is valid and for all (i, j) ∈ dom(p) and k ∈ {1, 2, ...,n} we have :
ν(i, j) = k ⇔ (p,σ[x/(i, j)]) ∈ Lk.
Observe that for each (p,σ) ∈ Σ++V there is a unique ν ∈ {1, 2, ...,n}dom(p)
such that (p, ν,σ) ∈ L˜, because (Lk)k=1,...,n form a partition of Σ++ϕ .
In [52] it was proved that L˜ is FO-definable and therefore there
exists an unambiguous 2ota A˜ = (Q,T , I,F ) over Σ˜V computing L˜.
Now from A˜ we obtain an unambiguous w2ota A = (Q,T , I,F , wt)
by putting wt(qh, qv, (a, k, s), q) = dk for (qh, qv, (a, k, s), q) ∈ T where
qh, qv, q ∈ Q and (a, k, s) ∈ Σ˜V . We recall that JϕK = ⊕nk=1 dk1Lk and so
wt(T ) ⊆ im(JϕK). Since A˜ is unambiguous, over a picture (p, ν,σ) there
is at most one unique successful run ρ = (ci,j)(i,j)∈dom(p) in A˜ which is
evaluated in A as follows:
[[A]](p, ν,σ) = wt(ρ) = val(wt(ci,j)(i,j)∈dom(p))
and if (p, ν,σ) 6∈ L˜ then [[A]](p, ν,σ) = 0. If (p, ν,σ) ∈ L˜, then for
every (i, j) ∈ dom(p) : ν(i, j) = k implies that wt(ci,j) = dk. In
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addition (p,σ[x/(i, j)]) ∈ Lk and JϕK(p,σ[x/(i, j)]) = dk. Now we apply
the projection pi : Σ˜V → ΣV , erasing the {1, ...,n}-level, which is defined
by pi(a, k, s) = (a, s). Then for every valid (p,σ) ∈ Σ++V and the unique ν
such that (p, ν,σ) ∈ L˜, we get
pi([[A]])(p,σ) = [[A]](p, ν,σ) = val(wt(ci,j)(i,j)∈dom(p))
= val(JϕK(p,σ[x/(i, j)])(i,j)∈dom(p))
= J∀x ϕK(p,σ).
Therefore, J∀x ϕK = pi([[A]]) is w2ota-recognizable over im(JϕK), due to
Proposition 1.11(1).
Propositions 1.38 - 1.43 will give the following result.
Theorem 1.44. Let M be a ppv-monoid and ψ ∈ wEMSO[Σ,M]. Assume
that one of the following conditions holds:
1. ψ is a formula in wEMSO∀,∧s,d[Σ,M],
2. M is regular and ψ is a formula in wEMSO∀,∧s [Σ,M],
3. M is left-distributive and ψ is a formula in wEMSO∀,∧[Σ,M],
4. M is cc-picture valuation semiring and ψ is a formula in
wEMSO∀,∧c [Σ,M].
Then JψK is w2ota-recognizable over Mψ.
Proof. We proceed by induction over the structure of ψ. If ψ ∈ Bool[Σ] or
ψ = d for some d ∈M , the result follows from regularity of M and Proposi-
tion 1.38. Note that in case (1), the formula ψ isM -restricted and therefore
it does not include ψ = d for some d ∈M . If ψ = ϕ1 ∨ ϕ2, ψ = ∃x ϕ, and
ψ = ∃X ϕ we apply Proposition 1.40 and 1.41. For ψ = ϕ1 ∧ ϕ2 we use the
respective assumptions on M and ψ. In the first two cases, the result follows
by Proposition 1.42, parts (1) and (2). Now assume that M is a cc-picture
valuation semiring and ψ = ϕ1 ∧ ϕ2 is commutatively ∧-restricted. First,
if ϕ1 ∈ aBool[Σ,M], then we apply again Proposition 1.42, part (2). Other-
wise, Const(ϕ1) and Const(ϕ2) commute. By induction hypothesis, Jϕ1K
and Jϕ2K are w2ota-recognizable over Mϕ1 and Mϕ2 , respectively. Since
Const(ϕ1) and Const(ϕ2) commute and (M , +, ,0,1) is a semiring, Mϕ1
and Mϕ2 also commute. Now if we apply Proposition 1.42, part (3), we
have Jϕ1 ∧ ϕ2K is w2ota-recognizable over Mϕ1 Mϕ2 ⊆Mϕ1∧ϕ2 . Finally,
if ψ = ∀x ϕ, then the formula ϕ ∈ aBool[Σ,M], and the result follows by
Propositions 1.39 and 1.43.
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Now we give the proof of Theorem 1.37.
Proof of Theorem 1.37. The "if"-statements are immediate by Theorem
1.44. For the converse, let A = (Q,T , I,F , wt) be a w2ota. For each
transition (qh, qv, a, q) ∈ T we choose a second-order variable X(qh,qv ,a,q)
and put V = {X(qh,qv ,a,q) | (qh, qv, a, q) ∈ T}. In addition, we let
X = (X1, ...,Xn) be an enumeration of V. We wish to construct a
∀-restricted, M -restricted and strongly ∧-restricted sentence α such thatJαK = [[A]]. For every d ∈ M , we define the almost boolean first-order
formula
((x ∈ X)→ d) := ((x ∈ X) ∧ d) ∨ (x 6∈ X)
which has the semantics
J(x ∈ X)→ dK(p,σ) = {d if σ(x) ∈ σ(X),
1 otherwise.
In fact, we have J(x ∈ X)→ dK{x,X} = d.1L((x∈X)) + 1.1L((x 6∈X)) which is
an FO step function. We also use the following formulas:
part(X1, ...,Xn) := ∀x (
∨
i=1,...,n
[x ∈ Xi ∧
∧
j 6=i
¬(x ∈ Xj)]),
ϕt(x) := ∀y ¬(yShx),
ϕl(x) := ∀y ¬(ySvx),
ϕbr(x) := ∀y [¬(xShy) ∧ ¬(xSvy)],
χt := ∀x ([ϕt(x) ∧ (
∨
qxh,q
x∈Q,qxv∈I,a∈Σ
x ∈ X(qxh,qxv ,a,qx))] ∨ ∃s (sShx)),
χl := ∀x ([ϕl(x) ∧ (
∨
qxv ,q
x∈Q,qxh∈I,a∈Σ
x ∈ X(qxh,qxv ,a,qx))] ∨ ∃s (sSvx)),
χbr := ∀x ([ϕbr(x) ∧ (
∨
qxh,q
x
v∈Q,qx∈F ,a∈Σ
x ∈ X(qxh,qxv ,a,qx))] ∨ [∃s ((xShs) ∨ (xSvs))].
The formulas ϕt, ϕl and ϕbr are used to define the top and left borders and
the position in the bottom-right corner, respectively. Then the formulas
χt, χl and χbr simulate accepting conditions of the automaton A at the
top and left borders and bottom-right corner.
38
Now we define
ψ(X) := part(X)
∧
∧
(qh,qv ,a,q)∈T
∀x ((x ∈ X(qh,qv ,a,q))→ Pa(x))
∧ ∀x ∀z ((xSvz)→∨
qxh,q
x
v ,q
z
v ,q
x,qz∈Q;a,b∈Σ
(x ∈ X(qxh,qxv ,a,qx)) ∧ (z ∈ X(qx,qzv ,b,qz)))
∧ ∀y ∀z ((yShz)→∨
qyh,q
y
v ,q
z
h,q
y ,qz∈Q;c,b∈Σ
(y ∈ X(qyh,qyv ,c,qy)) ∧ (z ∈ X(qzh,qy ,b,qz)))
∧ χt ∧ χl ∧ χbr.
The formula ψ simulates unweighted runs in the automaton A as pictures
of transitions in T . The first line states that for every pixel the automaton
applies exactly one transition reading that pixel. The next two lines
describe the conditions concerning the inner rules in which a run of a 2ota
satisfies. The last line simulates that successful runs have to fulfil the
accepting conditions. Next we can construct a boolean first-order formula
ψ+(X) with Jψ+(X)K = 1L(ψ(X)). The boolean formula ψ+(X) has for a
picture p and an assignment σ value 1 if ψ[σ(X)] describes a successful
run of A on p. Otherwise, it takes the value 0. Now we put
ϕ(X) := ψ+(X) ∧ ∀x
∧
(qh,qv ,a,q)∈T
(x ∈ X(qh,qv ,a,q))→ wt(qh, qv, a, q).
Whenever ψ[σ(X)] defines a successful run ρ of A on p, then
Jϕ(X)K(p,σ) = wt(ρ),
otherwise the formula evaluates to 0. Note that ϕ(X) is ∀-restricted,
M -restricted and strongly ∧-restricted.
Finally, we define the ∀- , M - and strongly ∧-restricted sentence α
α := ∃X1...∃Xnϕ(X1, ...,Xn)
for which we have JαK = [[A]].
Chapter 2
+ω-Picture Languages
Recognizable by Büchi-Tiling
Systems
In this chapter, we generalize the notion of finite pictures to
+ω-pictures, i.e., pictures which have finite number of rows and infinite
number of columns. We extend conventional tiling systems with a Büchi
acceptance condition in order to define the class of Büchi-tiling recognizable
+ω-picture languages. The class of recognizable +ω-picture languages is
indeed, a natural generalization of ω-regular languages. We show that this
new class of recognizable picture languages has the same closure properties
as the class of tiling recognizable languages of finite pictures [64]. We
characterize the class of Büchi-tiling recognizable +ω-picture languages by
generalized Büchi-tiling systems and by EMSO∞ logic, i.e., an extension
of existential monadic second-order logic with quantification of infinite
sets. Additioanlly, we extend many results and techniques, which have
been investigated for tiling recognizable languages of finite pictures or
for ω-regular languages recognized by Büchi-automata, to the class of
Büchi-tiling recognizable +ω-picture languages. However, we show that the
Büchi characterization theorem, which states that the ω-regular languages
are finite unions of languages of the form L1 · Lω2 , for regular languages
L1 and L2, cannot be extented from regular ω-languages to Büchi-tiling
recognizable languages of +ω-pictures.
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2.1 +ω-Pictures
Recall that N>1 = N\{0} where N = {0, 1, 2, · · · }, and [m] denotes the set
{1, 2, · · · ,m}, for any m ∈ N>1. Let Σ be an alphabet. For m ∈ N>1, an
mω-picture over Σ is a mapping p : [m] × N>1 → Σ, i.e., p has exactly
m rows and an infinite number of columns. We write Σmω to denote the
set of all mω-pictures over Σ. The set of all +ω-pictures over Σ is the set
Σ+ω :=
⋃
m∈N>1 Σ
mω. A +ω-picture language over Σ is a subset of Σ+ω.
Recall that, the number `v(p) := m of rows is called the height of p. We
write `h(p) = ω to indicate that there is an infinite number of columns.
The size of p is (m,ω).
We identify finite pictures of height 1 over Σ with finite non-empty
words over Σ (i.e., with elements in Σ+), and we identify +ω-pictures of
height 1 over Σ with ω-words over Σ (i.e., with elements in Σω). When
given a (finite or +ω-)picture p and numbers j1, j2 with 1 6 j1 6 j2 6 `h(p)
we write p[j1, j2] for the picture obtained from p by deleting all columns j
with j < j1 or j > j2.
The column concatenation of a finite picture p and a (finite or +ω-)picture
q of the same height m = `v(p) = `v(q) yields the picture p q of height
m whose first `h(p) columns are identical with p and whose remaining
columns `h(p)+1, `h(p)+2, . . . are identical with the columns 1, 2, . . . of q,
i.e., (p q)[1, `v(p)] = p and (p q)[`v(p)+1, `v(p)+`h(p)] = q (using the
convention “n+ω = ω”). The column concatenation can be illustrated as
follows; if
p =
p1,1 ... p1,n
...
. . .
...
pm,1 ... pm,n
, q =
q1,1 q1,2 ...
...
...
. . .
qm,1 qm,2 ...
,
then
p q = p1,1 ... p1,n q1,1 q1,2 ...... . . . ... ... ... . . .
pm,1 ... pm,n qm,1 qm,2 ...
.
The concatenation of a language L ⊆ Σ++ of finite pictures and a language
L′ ⊆ Σ+ω of +ω-pictures is defined as
L L′ = { p p′ : p ∈ L, p′ ∈ L′, `v(p) = `v(p′) },
which means a picture q belongs to LL′ if, and only if, some initial segment
of q belongs to L and the rest of q belongs to L′. In case L,L′ ⊆ Σ++ are
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two languages of finite pictures, the concatenation L  L′ is the picture
language
L L′ = {p p′ : p ∈ L, p′ ∈ L′, `v(p) = `v(p′)}.
We define the iterated concatenation Ln via L1 = L and
Ln = L L(n−1) for every n ∈ N with n > 2. Clearly, for every n ∈ N>1,
Ln is a language of finite pictures. We let Lω be the +ω-picture language
that consists of all +ω-pictures p for which there is an infinite sequence
1 = j1 < j2 < · · · of integers such that for every i ∈ N>1, the picture
p[ji, ji+1−1] belongs to L. That means, Lω consists of all +ω pictures of
the form p1  p2  p3  · · · where pi ∈ L for every i ∈ N>1, and all pi have
the same height. For a finite picture p ∈ Σ++ we write pω for the unique
+ω-picture in {p}ω. Accordingly, for n ∈ N>1 we write pn for the unique
picture in the set {p}n.
2.2 Büchi-Tiling Recognizable +ω-Picture Lan-
guages
Local sets of words play an important role in the theory of regular
string languages. This notion has been generalized to languages of finite
pictures [61] and to ωω-picture languages [35]. In this section, we
extend this notion to +ω-picture languages and we introduce tiling systems
with a Büchi acceptance condition. We show that Büchi-tiling systems are
strictly stronger than tiling systems. In addition, we introduce generalized
Büchi-tiling system and we show that Büchi-tiling systems are equivalent
to generalized Büchi tiling systems.
For the convenience of the presentation, we introduce the following
notions. For a (finite or +ω-)picture p over Σ and for numbers i1, i2, j1, j2
with 1 6 i1 6 i2 6 `v(p) and 1 6 j1 6 j2 6 `h(p) we write pi1i2 [j1, j2] for
the subpicture of p at rows i1, . . . , i2 and columns j1, . . . , j2, i.e., pi1i2 [j1, j2]
is the picture obtained from p by deleting all rows i with i < i1 or i > i2
and deleting all columns j with j < j1 or j > j2, which is illustrated as
follows:
pi1i2 [j1, j2] =
pi1,j1 ... pi1,j2
...
. . .
...
pi2,j1 ... pi2,j2
.
For numbers m,n ∈ N>1 we write Tm,n(p) for the set of all subpictures of
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p of size (m,n), i.e.,
Tm,n(p) =
{
pii+(m−1)[j, j+(n− 1)] : 1 6 i 6 `v(p)−m, 1 6 j 6 `h(p)−n
}
.
(with the convention “ω − n = ω”). For an alphabet Γ, we write Γˆ for the
alphabet Γ ∪ {#}, where # is a special boundary symbol that does not
belong to Γ. For a finite picture q of size (m,n) over Γ, we write qˆ for
the picture of size (m+2,n+2) over Γˆ, obtained by surrounding q with the
boundary symbol #. Accordingly, for a +ω-picture q over Γ we write qˆ for
the (m+2)ω-picture over Γˆ, obtained by surrounding q with the boundary
symbol # from the left, top and bottom. A tile is a picture of size (2, 2)
over the alphabet Γˆ.
Definition 2.1. Let Γ be an alphabet and let • be one of the symbols + or
ω. The +•-picture language recognized by a set Θ ⊆ Γˆ2,2 of tiles is
L+•(Θ) := { q ∈ Γ+• : T2,2(qˆ) ⊆ Θ }.
A +•-picture language L over Γ is called local if there exists a set Θ ⊆ Γˆ2,2
of tiles such that L = L+•(Θ).
Note that L++(Θ) is the set of all finite pictures q over Γ, such that
every subpicture of qˆ of size (2, 2) belongs to Θ. Similarly, L+ω(Θ) is the
set of all +ω-pictures q over Γ, such that every subpicture of qˆ of size (2, 2)
belongs to Θ.
Recall that a projection is the mapping pi : Γ → Σ, for alphabets Γ and
Σ which can be lifted to pictures and picture languages in the canonical
way: For a picture q over Γ, pi(q) is the picture p over Σ of the same height
and width as q, where for each row i and each column j, the letter pij
in row i and column j is pi(qij). For a picture language L over Γ, we let
pi(L) = {pi(q) : q ∈ L}.
Definition 2.2. A language L ⊆ Σ++ of finite pictures is tiling recognizable
if there exists an alphabet Γ, a local picture language L′ over Γ, and a
projection pi : Γ→ Σ, such that L = pi(L′).
When dealing with recognizability, it is often convenient to assume
that the alphabet Γ has the special form Γ = Σ×Q, and the projection
pi : Γ→ Σ just cancels the Q-component. It is straighforward to see that
this assumption can be made without loss of generality (cf., e.g., [64]).
Thus, a language L ⊆ Σ++ is tiling recognizable if, and only if, there exists
a tiling system T with L = L(T ) in the following sense.
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Definition 2.3. A tiling system is a 3-tuple T = (Σ,Q, Θ) where Σ and
Q are sets of finite alphabets, and Θ ⊆ Γˆ2,2 for Γ = Σ×Q. The elements
of Q are called states of T .
Let Σ and Q be alphabets. For a (finite or +ω-)picture p over Σ and
a picture r over Q of the same size as p, we write (p× r) for the picture
q over Γ = Σ×Q that has the same size as p, and where for every row i
and every column j, the entry qij in row i and column j is (pij , rij). Let
T = (Σ,Q, Θ) be a tiling system, let • be one of the symbols + or ω, and
let p be a +•-picture over Σ. We describe the behaviour of T as follows:
A run of T on p is a picture r over Q of the same size as p, such that the
picture q = (p × r) has the following property: every subpicture of size
(2, 2) of qˆ belongs to Θ, i.e., T2,2(qˆ) ⊆ Θ. The picture p is accepted by T
if there exists a run of T on p. The +•-picture language recognized by T
is the set L+•(T ) of all +•-pictures p over Σ that are accepted by T . A
picture language L ⊆ Σ+• is tiling recognizable if there is a tiling system T
with L = L+•(T ).
We now extend tiling systems with a Büchi acceptance condition. This
will lead to a notion of Büchi-tiling recognizable +ω-picture languages that
can be viewed as a 2-dimensional generalization of the ω-regular languages
(i.e., the languages of ω-words recognized by Büchi-automata).
Definition 2.4. A Büchi-tiling system is a 4-tuple S = (Σ,Q, Θ,F ),
where (Σ,Q, Θ) is a tiling system and F ⊆ Q. The elements of F are called
accepting states; the set F is called the acceptance condition.
Let S = (Σ,Q, Θ,F ) be a Büchi-tiling system and let p be a +ω-picture
over Σ. We describe the behaviour of S as follows: A run of S on p is a
run of the tiling system T = (Σ,Q, Θ) on p. For a run r of S on p we write
inf1(r) for the set of states that occur infinitely often in the first row of r.
A run r of S on p is accepting if inf1(r) ∩ F 6= ∅, i.e., there is an accepting
state that occurs infinitely often in the first row of the run. A +ω-picture
p over Σ is accepted by S if there exists an accepting run of S on p. The
+ω-picture language recognized by S is the set L+ω(S) of all +ω-pictures
p over Σ that are accepted by S. A +ω-picture language L over Σ is
Büchi-tiling recognizable if there is a Büchi-tiling system S = (Σ,Q, Θ,F )
with L = L(S).
A simple counting argument shows that Büchi-tiling systems are strictly
stronger than tiling systems:
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Proposition 2.5. Let Σ = {a, b} consist of two distinct letters. The +ω-
picture language L over Σ which consists of all p ∈ Σ1ω that contain an
infinite number of a’s, is Büchi-tiling recognizable, but not tiling recognizable.
Proof. The Büchi-tiling recognizability of L is straightforward. Assume
for contradiction that L is also tiling recognizable, and let T = (Σ,Q, Θ)
be a tiling system with L = L+ω(T ). Let n = |Q| + 1 and let p be
the +ω-picture of height 1 that corresponds to the ω-word (bna)ω. Since
p ∈ L and L = L+ω(T ), there exists a run r of T on p. Consider the
1ω-picture q = (p × r). By our choice of n, there must be two columns
j, j′ ∈ [n] with j < j′ such that q1j = q1j′ . Now consider the 1ω-pictures
p˜ = p[1, j]p[j+1, j′]ω and r˜ = r[1, j]r[j+1, j′]ω. It is straightforward
to check that r˜ is a run of T on p˜. Hence, p˜ ∈ L+ω(T ). However, p˜ does
not contain any a and therefore p˜ 6∈ L. A contradiction!
Büchi-tiling systems and the Büchi-tiling recognizable +ω-picture
languages can be viewed as generalizations of Büchi-automata and the
ω-regular languages. Recall that a Büchi-automaton B = (Σ,Q, ∆, q0,F )
consists of the same components as a conventional non-deterministic finite
automaton with transition relation ∆ ⊆ Q × Σ × Q. A run r of B on
an ω-word w ∈ Σω is accepting if it visits at least one of the states in F
infinitely often. The ω-language recognized by B is the set Lω(B) of all
ω-words w ∈ Σω on which B has an accepting run. We identify ω-words
w ∈ Σω with 1ω-pictures over Σ, and we identify languages L ⊆ Σω of
ω-words with +ω-picture languages that contain pictures of height 1 only.
It is straightforward to see that for languages of +ω-pictures of height 1,
recognizability by Büchi-tiling systems is equivalent to recognizability by
Büchi-automata. We prove this fact in the following proposition.
Proposition 2.6. Let Σ be an alphabet and let L ⊆ Σ1ω (i.e., L is a set
of ω-words). The following are equivalent:
1. There exists a Büchi-automaton B such that L = L(B).
2. There exists a Büchi-tiling system S such that L = L+ω(S).
Proof. For the direction “(1) ⇒ (2)” let B = (Σ,Q, ∆, q0,F ) be a Büchi-
automaton with L = L(B). We let S be the Büchi-tiling system with
S = (Σ,Q, Θ,F ), where Θ consists of the tiles
# #
# (a, q)
and
# (a, q)
# #
for all (q0, a, q) ∈ ∆, and the tiles
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# #
(a, q) (b, q′)
and
(a, q) (b, q′)
# #
for all (q, b, q′) ∈ ∆.
It is straightforward to translate a run of the Büchi-automaton B on a
given ω-word w ∈ Σ1ω into a run of the Büchi-tiling system S on w, and
vice versa, in such a way that the run on B is accepting iff the according
run on S is accepting.
For the direction “(2) ⇒ (1)” let S = (Σ,Q, Θ,F ) be a Büchi-tiling
system with L = L+ω(S). We let B be the Büchi-automaton with
B = (Σ,Q′, q0, ∆,F ), where Q′ = Q∪{q0} for a new state q0 that does not
belong to Q and that will serve as the initial state of B. Furthermore, we
let ∆ be the transition relation that consists of the following tuples:
• the tuples (q0, a, q), for all a ∈ Σ and all q ∈ Q for which Θ contains
both tiles
# #
# (a, q)
and
# (a, q)
# #
• the tuples (q, b, q′), for all b ∈ Σ and all q, q′ ∈ Q for which Θ contains
both tiles
# #
(a, q) (b, q′)
and
(a, q) (b, q′)
# #
.
It is straightforward to translate a run of the Büchi-tiling system S on a
given ω-word w ∈ Σ1ω into a run of the Büchi-automaton B on w, and vice
versa, in such a way that the run on S is accepting iff the according run of
B is accepting.
It is well-known that Büchi-automata are equivalent to generalized
Büchi-automata, i.e., Büchi-automata where the acceptance condition F
is replaced by an acceptance condition of the form {F1, . . . ,Fk} with
k ∈ N>1 and Fi ⊆ Q for every i ∈ [k]. A run r of such an generalized
Büchi-automaton on an ω-word w is called accepting if for each i ∈ [k] at
least one of the states of Fi occurs infinitely often in r. We use the same
generalization for Büchi-tiling systems.
Definition 2.7. A generalized Büchi-tiling system is a 4-tuple
S = (Σ,Q, Θ, F˜ ), where (Σ,Q, Θ) is a tiling system, and F˜ = {F1, . . . ,Fk}
for some k ∈ N>1 and sets F1, . . . ,Fk ⊆ Q. The set F˜ is called the
acceptance condition.
A run of S on a +ω-picture p over Σ is a run of the tiling system
T = (Σ,Q, Θ) on p. A run r is accepting if inf1(r)∩Fi 6= ∅ for every i ∈ [k].
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A +ω-picture w over Σ is accepted by S if there exists an accepting run of
S on p. The +ω-picture language recognized by S is the set L+ω(S) of all
+ω-pictures over Σ that are accepted by S.
For translating a generalized Büchi-automaton B = (Σ,Q, ∆, q0,
{F1, . . . ,Fk}) into an equivalent Büchi-automaton B = (Σ,Q′, ∆′, q′0,F ),
one uses the well-known counting construction: It suffices to choose
Q′ = [k] × Q, q′0 = (1, q0), and F ′ = [1]× F1, and to let ∆′ be the
set consisting of all transitions of the form
(
(i, q), a, (j, q′)
)
, where the
following is true: (q, a, q′) ∈ ∆, and j = i+1 mod k if q ∈ Fi, and j = i
otherwise. This construction can easily be adapted to obtain the following.
Proposition 2.8. Let Σ be an alphabet and let L ⊆ Σ+ω. L is Büchi-tiling
recognizable if, and only if, there is a generalized Büchi-tiling system S with
L = L+ω(S).
Proof. The “only if”-direction is trivial. This is indeed explained by the
fact that every Büchi-tiling system S = (Σ,Q, Θ,F ) is equivalent to the
generalized Büchi-tiling system (Σ,Q, Θ, {F}).
For the “if”-direction we use the counting construction, i.e., the well-known
construction that translates generalized Büchi-automata into equivalent
Büchi-automata: When given a state set Q and an acceptance condition
{F1, . . . ,Fk}, one uses the new state set Q′ = [k]×Q. A state (i, q) ∈ Q′
then indicates that we are “waiting to see a state that belongs to Fi”. The
formal construction is as follows. When given a generalized Büchi-tiling
system S = (Σ,Q, Θ, {F1, . . . ,Fk}), we consider the Büchi-tiling system
S ′ = (Σ,Q′, Θ′,F ′) with Q′ = [k] × Q and F ′ = [1] × F1 and where Θ′
consists of the following tiles:
• for every tile of the form # #
# (a, q)
∈ Θ, Θ′ contains the tile
# #
#
(
a, (1, q)
) .
• for every tile of the form # #
(a, q) (b, p)
∈ Θ and every i ∈ [k], Θ′ contains
the tile
# #(
a, (i, q)
) (
b, (j, p)
) where j ≡ i+ 1 mod k if q ∈ Fi, and j = i
otherwise.
• for every tile of the form # (a, q)
# (b, p)
∈ Θ, Θ′ contains the tile
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#
(
a, (1, q)
)
#
(
b, (1, p)
) .
• for every tile of the form (a, q) (b, p)
(a′, q′) (b′, p′)
∈ Θ and all i, i′ ∈ [k], Θ′
contains the tile
(
a, (i, q)
) (
b, (j, p)
)(
a′, (i′, q′)
) (
b′, (j′, p′)
) , where j ≡ i + 1 mod k if
q ∈ Fi, and j = i otherwise, and j′ ≡ i′ + 1 mod k if q′ ∈ Fi′ , and j′ = i′
otherwise.
• for every tile of the form # (a, q)
# #
∈ Θ, Θ′ contains the tile
#
(
a, (1, q)
)
# #
.
• for every tile of the form (a, q) (b, p)
# #
∈ Θ and every i ∈ [k], Θ′
contains the tile
(
a, (i, q)
) (
b, (j, p)
)
# #
, where j ≡ i+ 1 mod k if q ∈ Fi,
and j = i otherwise.
It is straightforward to translate a run of S on a given +ω-picture p ∈ Σ+ω,
into a run of S ′ on p, and vice versa, in such a way that the run of S ′ is
accepting iff the according run of S is accepting.
2.3 Closure Properties of Recognizable +ω-
Picture Languages
Our goal in this section is to show that the class of Büchi-tiling recognizable
+ω-picture languages is closed under the operations projection, union, and
intersection, but not under complementation. Techniques known for tiling
systems over finite pictures (see [63, 64]) can be transferred to our setting.
In addition, we provide a characterization that relates the Büchi-tiling
recognizable +ω-picture languages to tiling recognizable languages of finite
pictures.
Proposition 2.9. Let Σ be an alphabet of size |Σ| > 2. The family
of Büchi-tiling recognizable +ω-picture languages over Σ is closed under
projection, union, and intersection.
Proof. Closure under projection. Let S = (Σ,Q, Θ,F ) be a Büchi-tiling
system and let L = L+ω(S) be the +ω-picture language recognized by S.
Let Σ′ be an alphabet, let pi : Σ→ Σ′ be a projection, and let L′ = pi(L).
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Our goal is to construct a Büchi-tiling system S ′ that recognizes L′. To this
end, let S ′ = (Σ′,Q′, Θ′,F ′) be the Büchi-tiling system with Q′ = Σ×Q
and F ′ = Σ× F , where Θ′ is obtained as follows: Consider all tiles
t11 t12
t21 t22
∈ Θ
and add to Θ′ only all the tiles of the form
v11 v12
v21 v22
where for all i, j ∈ {1, 2} we have
vij =
{
# if tij = #,(
pi(aij), (aij , qij)
)
if tij = (aij , qij).
It is straightforward to verify that a +ω-picture p′ over Σ′ is accepted by S ′
if, and only if, there is a +ω-picture p over Σ such that p′ = pi(p) and p is
accepted by S. Hence, L+ω(S ′) = L′ = pi(L), and the class of Büchi-tiling
recognizable +ω-picture languages is closed unter projection.
Closure under union and intersection. For i ∈ {1, 2} let Si = (Σ,Qi, Θi,Fi)
be a Büchi-tiling system and let Li = L+ω(Si) be the +ω-picture
language recognized by Si. Without loss of generality we can assume
that Q1 ∩Q2 = ∅.
Let S∪ = (Σ,Q∪, Θ∪,F∪) be the Büchi-tiling system with Q∪ = Q1 ∪Q2,
Θ∪ = Θ1 ∪ Θ2, and F∪ = F1 ∪ F2. It is straightforward to verify that
a +ω-picture p over Σ is accepted by S∪ if, and only if, it is accepted by
S1 or by S2. Hence, L+ω(S∪) = L1 ∪ L2, and the class of Büchi-tiling
recognizable +ω-picture languages is closed under union.
Let S∩ = (Σ,Q∩, Θ∩, F˜ ) be the generalized Büchi-tiling system with
Q∩ = Q1 ×Q2, F˜ = {F ′1,F ′2} with F ′1 = F1 × Q2 and F ′2 = Q1 × F2,
and where Θ∩ is obtained as follows: Consider all pairs of tiles
s11 s12
s21 s22
∈ Θ1 and t11 t12t21 t22 ∈ Θ2,
where the following is true for all i, j ∈ {1, 2}: Either sij = tij = # or
there exists a letter aij ∈ Σ and states q′ij ∈ Q1 and q′′ij ∈ Q2 such that
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sij = (aij , q
′
ij) and tij = (aij , q
′′
ij). Then add to Θ∩ all tiles of the form
v11 v12
v21 v22
where for all i, j ∈ {1, 2} we let
vij =
{
# if sij = tij = #,(
aij , (q
′
ij , q
′′
ij)
)
otherwise.
It is straightforward to verify that a +ω-picture p over Σ is accepted by S∩
if, and only if, it is accepted by S1 and by S2. Thus, L+ω(S∩) = L1 ∩ L2.
Applying Proposition 2.8 we obtain that L1∩L2 is Büchi-tiling recognizable.
Hence, the class of Büchi-tiling recognizable +ω-picture languages is closed
under intersection.
Lemma 2.10. Let Σ be an alphabet and let L ⊆ Σ++ be a tiling recognizable
language of finite pictures over Σ. Then, the following is true:
1. For every Büchi-tiling recognizable +ω-picture language L′ ⊆ Σ+ω,
the +ω-picture language L L′ is Büchi-tiling recognizable.
2. The +ω-picture language Lω is Büchi-tiling recognizable.
Proof. 1. Let Σ be an alphabet, let L1 ⊆ Σ++ be a language of finite
pictures that is recognized by a tiling system T1 = (Σ,Q1, Θ1), and let
L2 ⊆ Σ+ω be a language of +ω-pictures that is recognized by a Büchi-tiling
system S2 = (Σ,Q2, Θ2,F2). Without loss of generality we can assume that
Q1∩Q2 = ∅. Our goal is to construct a Büchi-tiling system S = (Σ,Q, Θ,F )
that recognizes the +ω-language L = L1  L2. We choose
Q = Q1 ∪Q2 and F = F2 .
The idea of the construction for Θ is as follows: Let p be a +ω-picture of
the form p1  p2 with p1 ∈ L1 and p2 ∈ L2. Let r1 be a successful run of
T1 on p1, and let r2 be a successful run of S2 on p2. We will construct Θ
in such a way that r1  r2 is a successful run of S on p. The set of tiles Θ
is built as follows:
Let Θ′1 be the set of tiles obtained from Θ1 by removing all tiles that have
#-symbols in both entries of their second column, and let Θ′2 be the set of
tiles obtained from Θ2 by removing all tiles that have #-symbols in both
entries of their first column. Then add to Θ the set of tiles Θ′1 ∪Θ′2.
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• Consider all pairs of tiles # #
(a, q) #
∈ Θ1 and # ## (b, p) ∈ Θ2
and add to Θ the tile
# #
(a, q) (b, p)
.
• Consider all pairs of tiles (a, q) #
(a′, q′) #
∈ Θ1 and # (b, p)# (b′, p′) ∈ Θ2
and add to Θ the tile
(a, q) (b, p)
(a′, q′) (b′, p′)
.
• Consider all pairs of tiles (a, q) #
# #
∈ Θ1 and # (b, p)# # ∈ Θ2
and add to Θ the tile
(a, q) (b, p)
# #
.
It is straightforward to verify that a +ω-picture p over Σ is accepted by
S if, and only if, p is of the form p1  p2 for a finite picture p1 that is
accepted by T1 and a +ω-picture p2 that is accepted by S2.
2. Let T = (Σ,Q, Θ) be a tiling system with L = L++(T ). Our aim is
to construct a Büchi-tiling system S = (Σ,Q′, Θ′,F ′) with L+ω(S) = Lω.
Let ` , | and be two distinct symbols. We choose
Q′ = Q× {` , | } and F ′ = Q× { | } .
The idea for constructing Θ′ is as follows: Consider a +ω-picture p ∈ Lω
of the form p1  p2  p3  · · · where pν ∈ L++(T ) for all ν ∈ N>1. For
every ν ∈ N>1 let rν be a run of T on pν (in particular, rν is a finite picture
over Q of the same size as pν). Let r′ν be the picture obtained from rν as
follows: For every row i and every column j of rν , consider the entry q of
rν in row i and column j. If j is the rightmost column of rν , replace q by
(q, | ); otherwise replace q by (q, ` ). We will construct Θ′ in such a way
that the +ω-picture r′ = r′1  r′2  r′3  · · · is a run of S ′ on p. The set Θ′
is defined as follows:
• Consider all tiles of the form # #
# (a, q)
,
# (a, q)
# (a′, q′)
,
# (a, q)
# #
∈ Θ
with (a, q), (a′, q′) ∈ Σ × Q. Then for all x ∈ {` , | }, we add to Θ′ the
following tiles, respectively:
# #
# (a, (q,x))
,
# (a, (q,x))
# (a′, (q′,x))
,
# (a, (q,x))
# #
.
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• Consider all tiles of the form # #
(b, p) (a, q)
,
(b, p) (a, q)
# #
∈ Θ with
(b, p), (a, q) ∈ Σ×Q. Then for all x ∈ {` , | }, we add to Θ′ the following
tiles, respectively:
# #
(b, (p, ` )) (a, (q,x)) ,
(b, (p, ` )) (a, (q,x))
# #
.
• Consider all tiles of the form (b, p) (a, q)
(b′, p′) (a′, q′)
∈ Θ with
(b, p), (b′, p′), (a, q), (a′, q′) ∈ Σ × Q. Then for all x ∈ {` , | }, we add
to Θ′ the following tiles:
(b, (p, ` )) (a, (q,x))
(b′, (p′, ` )) (a′, (q′,x)) .
• Consider all pairs of tiles in Θ of the form
# #
(b, p) #
and
# #
# (a, q)
with (b, p), (a, q) ∈ Σ×Q. Then for all x ∈ {` , | }, we add to Θ′ the tiles
# #
(b, (p, | )) (a, (q,x)) .
• Consider all pairs of tiles in Θ of the form
(b, p) #
(b′, p′) #
and
# (a, q)
# (a′, q′)
with (b, p), (b′, p′), (a, q), (a′, q′) ∈ Σ×Q. Then for all x ∈ {` , | }, we add
to Θ′ the tiles
(b, (p, | )) (a, (q,x))
(b′, (p′, | )) (a′, (q′,x)) .
• Consider all pairs of tiles in Θ of the form
(b, p) #
# #
and
# (a, q)
# #
with (b, p), (a, q) ∈ Σ×Q. Then for all x ∈ {` , | }, we add to Θ′ the tiles
(b, (p, | )) (a, (q,x))
# #
.
It is straightforward (but tedious) to verify L+ω(S) = Lω.
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Proposition 2.11. Let Σ be an alphabet of size |Σ| > 2. The family of
Büchi-tiling recognizable +ω-picture languages over Σ is not closed under
complement.
Proof. Let Σ be an alphabet with |Σ| > 2. Let L1 ⊆ Σ++ be the language
of all finite pictures of the form s s for all s ∈ ⋃m∈N>1 Σm,m. We claim
that the +ω-picture language L = L1Σ+ω is not Büchi-tiling recognizable,
while its complement Σ+ω \ L is Büchi-tiling recognizable. To prove
this claim, we use results and techniqes from [64]. From [64] we know the
following:
(i) The picture language L1 is not tiling recognizable.
(ii) The picture language Σ++ \ L1 is tiling-recognizable.
(iii) The following picture language is tiling recognizable:
L′1 = { s s′ : s, s′ ∈ Σ++, `1(s) = `1(s′) = `2(s) = `2(s′), s 6= s′ }.
It is easy to see that Σ+ω \ L = L′1  Σ+ω. Clearly, Σ+ω is
Büchi-tiling recognizable. Using (iii) and Lemma 2.10, we obtain that
the +ω-picture language L′1  Σ+ω = Σ+ω \ L is Büchi-tiling rec-
ognizable. For contradiction, let us assume now that L is Büchi-tiling
recognizable, i.e., L = L+ω(S) for a Büchi-tiling system S = (Σ,Q, ∆,F ).
We adapt the counting argument used in [64] for proving (i) to our setting.
For the remainder of this proof, let us fix a number m ∈ N>1 such that
|Σ|(m2) > (|Σ×Q|)2m (2.1)
(note that for fixed finite non-empty sets Σ and Q this inequality is true
for all sufficiently large m, since the function 2(x2) grows faster than the
function 2cx for any constant c). Furthermore, let us fix a letter a ∈ Σ.
Let aωm be the +ω-picture of height m that has letter a in all rows and
columns. Furthermore, for every finite picture s ∈ Σm,m (i.e., s is a square
of height m and width m) let ps be the +ω-picture of height m defined via
ps = s s aωm. Clearly, ps ∈ L. By our assumption L = L+ω(S), there
exists an accepting run rs of S on ps. Let qs = (ps× rs). Now, consider the
stripes qs[m,m+1] consisting of the m-th and the (m+1)-st column of qs,
for all s ∈ Σm,m. Due to the inequality (2.1), there must exist two distinct
s, s′ ∈ Σm,m such that the stripes qs[m,m+1] and qs′ [m,m+1] are identical,
i.e., qs[m,m+1] = qs′ [m,m+1]. We choose r˜s to be the +ω-picture over Q
that is obtained from rs by replacing the first m columns of rs with the
first m columns of rs′ . It is straightforward to check that r˜s is an accepting
run of S on the +ω-picture s′  s aωm. This +ω-picture, however, does
not belong to L. This contradicts our assumption that L+ω(S) = L.
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It is well-known (see e.g., [97]) that the ω-regular word-languages
are exactly the languages of ω-words that are unions of finitely many
ω-languages of the form L1 · Lω2 , where L1,L2 are regular languages of
finite words. It is tempting to conjecture that the same holds true for
Büchi-tiling recognizable languages of +ω-pictures. Indeed, by Lemma 2.10
and Proposition 2.9 we obtain the “easy direction” of the characterization
theorem: If L is a +ω-picture language that is the union of a finite number
of sets of the form L1  Lω2 , where L1,L2 ⊆ Σ++ are tiling recognizable
sets of finite pictures, then L is Büchi-tiling recognizable. The opposite
direction, however, is not true — even if we drop the requirement that L1
and L2 are tiling recognizable. We will prove this later in Section 2.6 using
combinatorial arguments.
2.4 A Logical Characterization of the Büchi-
Tiling Recognizable +ω-Picture Languages
In Section 1.4, we briefly recalled some notions and ideas of picture lan-
guages in connection with existential monadic second-order logic (EMSO).
Here, we provide more details on connection between picture languages
and logic. As the class of recognizable picture languages is not closed
under complementation [63, 67, 68, 69], but MSO is closed under negation,
a characterization of the recognizable picture languages by MSO is not
conceivable. A characterization by EMSO, however, has been obtained in
[64]: the recognizable picture languages are exactly the picture languages
that are definable in EMSO. For this, the authors of [64] use the signature
τΣ = {Sv,Sh}∪{Pa : a ∈ Σ} which consists of two binary relation symbols
Sv and Sh and a unary relation symbol Pa for every letter a ∈ Σ. A finite
picture p of size (m,n) over Σ is represented by a finite relational structure
p =
(
dom(p), Spv , Sph, (P
p
a )a∈Σ
)
, of signature τΣ where,
• the domain dom(p) = [m]× [n] consists of all positions or pixels of p,
• for every a ∈ Σ, the relation P pa consists of all positions (i, j) ∈ dom(p)
with pi,j = a,
• Spv is the vertical successor relation on the positions of p,
• Sph is the horizontal successor relation on the positions of p.
We use the same representation for +ω-pictures p, where the domain
dom(p) of a +ω-picture of height m is defined as dom(p) := [m]× N>1.
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As usual, we will use a countable set Vi of first-order variables and a count-
able set Vs of set or second-order variables to describe picture languages
by logical formulas . The letters like x, y, z,x1,x2, . . . are used to denote
first-order variables, and the letters like X,Y ,Z,X1,X2, . . . are used to
denote second-order variables. The set FO[τΣ] of all first-order formulas
of signature τΣ is inductively defined as follows:
• FO[τΣ] contains all atomic formulas of the form x=y, Pa(x), x ∈ X,
xSvy, and xShy, for all first-order variables x, y ∈ Vi, all letters a ∈ Σ,
and all second-order variables X ∈ Vs.
• FO[τΣ] is closed under Boolean combinations, i.e., whenever ϕ and ψ
belong to FO[τΣ], then FO[τΣ] also contains the formulas ¬ϕ, (ϕ∧ψ),
(ϕ ∨ ψ), (ϕ→ ψ), and (ϕ↔ ψ).
• FO[τΣ] is closed under existential and universal quantification of
first-order variables, i.e., whenever ϕ belongs to FO[τΣ] and x ∈ Vi,
then FO[τΣ] also contains the formulas ∃xϕ and ∀xϕ.
Note that we already explained the intended meaning of these formulas
in Section 1.4. Now for ϕ ∈ FO[τΣ], the set free(ϕ) of all free variables
of ϕ consists of all second-order variables occurring in ϕ and all first-
order variables x that have at least one free occurrence in ϕ, i.e., an
occurrence that is not within the range of a quantifier of the form ∃x or
∀x. If free(ϕ) ⊆ {X1, . . . ,Xk,x1, . . . ,x`}, (finite or +ω-)picture over Σ,
A1, . . . ,Ak are subsets of dom(p), and a1, . . . , a` are elements in dom(p), we
write
(
p,A1, . . . ,Ak, a1, . . . , a`
) |= ϕ to indicate that the statement made by
ϕ is true in p when assigning the second-order variable Xi to the set Ai and
assigning the fisrt-order variable xj to the position aj , for all i ∈ [k], j ∈ [`].
We often abbreviate sequences A1, . . . ,Ak and a1, . . . , a` by A and a. The
set EMSO[τΣ] of existential monadic second-order formulas of the signa-
ture τΣ consists of all formulas Φ of the form ∃X1 · · · ∃Xk ϕ, where k > 0
and ϕ ∈ FO[τΣ]. The set of all free variables of Φ is defined as free(Φ) =
free(ϕ) \ {X1, . . . ,Xk}. If free(Φ) ⊆ {Xk+1, . . . ,Xk+k′ ,x1, . . . ,x`}, p is
a picture over Σ, A = Ak+1, . . . ,Ak+k′ ⊆ dom(p), and a = a1, . . . , a` ∈
dom(p), then (p,A, a) satisfies Φ, denoted by (p,A, a) |= Φ, if there exist
sets A1, . . . ,Ak ⊆ dom(p) such that (p,A1, . . . ,Ak,A, a) |= ϕ. Recall that
sentences are formulas Φ with free(Φ) = ∅. For a sentence Φ we simply
write p |= Φ.
Definition 2.12. Let Σ be an alphabet and let • be one of the symbols +
or ω. The +•-picture language defined by an EMSO[τΣ]-sentence Φ is the
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set L+•(Φ) := { p ∈ Σ+• : p |= Φ }. Let L ⊆ EMSO[τΣ]. A +•-picture
language L ⊆ Σ+• is L-definable if there exists a sentence Φ ∈ L such that
L = L+•(Φ).
Giammarresi et al. [64] have shown that a language of finite pictures
is tiling recognizable if, and only if, it is EMSO[τΣ]-definable. Their
characterization does not carry over to languages of +ω-pictures. See the
following proposition:
Proposition 2.13. Let Σ = {a, b} consist of two distinct letters. Let
L = {p ∈ Σ1ω : p contains at least one occurrence of the letter a}, and let
L′ = {p ∈ Σ1ω : p contains infinitely many a’s}. The following holds:
1. L is FO[τΣ]-definable, but not tiling recognizable.
2. L′ is Büchi-tiling recognizable, but not EMSO[τΣ]-definable.
We will give the complete proof of this proposition at the end of
Section 2.5, when we have introduced all the required notions and tools.
To obtain a logical characterization of the Büchi-tiling recognizable
+ω-picture languages, we extend EMSO by quantifiers of the form ∃∞X,
for set variables X ∈ Vs, with the intended meaning that there exists an
infinite set X. We write EMSO∞[τΣ] for the set of all formulas Ψ of the
form
∃∞X1 · · · ∃∞Xk Φ
where k > 0, X1, . . . ,Xk ∈ Vs, and Φ ∈ EMSO[τΣ]. The
set of free variables of Ψ is free(Ψ) = free(Φ) \ {X1, . . . ,Xk}. If
free(Ψ) ⊆ {Xk+1, . . . ,Xk+k′ ,x1, . . . ,x`}, p is a +ω-picture over Σ,
A = Ak+1, . . . ,Ak+k′ ⊆ dom(p), and a = a1, . . . , a` ∈ dom(p), then
(p,A, a) satisfies Ψ (in symbols: (p,A, a) |= Ψ) if there exist infinite
sets A1, . . . ,Ak ⊆ dom(p) such that (p,A1, . . . ,Ak,A, a) |= Φ.
It is not difficult to see that EMSO∞[τΣ] is expressive enough to de-
scribe all Büchi-tiling recognizable +ω-picture languages. For the opposite
direction, we apply a modified approach of Giammarresi et al. [64]. The
main step is to translate a given FO[τΣ]-formula ϕ(X1, . . . ,Xk), with free
set variables X1, . . . ,Xk, into a generalized Büchi-tiling system over the
extended alphabet Σ × {0, 1}k; note that a position that carries a letter
(a, (α1, . . . ,αk)) of this extended alphabet corresponds to a position that
carries the letter a ∈ Σ and, for each i ∈ [k], belongs to the set Xi iff αi = 1.
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Afterwards, we lift the translation so that it applies also to EMSO∞[τΣ]-
sentences. Due to the equivalence of generalized Büchi-tiling systems and
Büchi-tiling systems, we then obtain the following:
Theorem 2.14. Let Σ be an alphabet and let L ⊆ Σ+ω. L is Büchi-tiling
recognizable if, and only if, L is EMSO∞[τΣ]-definable.
The next section is devoted to the proof of this result.
Remark 2.15. Note that some other extensions of EMSO by an infinity
quantifier has been considered in the literature. For example the extension
of EMSO by an additional infinity first-order quantifier ∃∞xϕ (see [20])
which means for infinitely many position x, the statement made by formula
ϕ holds. Here, we have our additional infinity quantifier over second-order
variables.
2.5 Definability Equals Recognizability
To start with the steps of the proof of Theorem 2.14, it will be convenient
to introduce the following FO[τΣ]-formulas:
• ϕt(x) = ¬∃y yShx, which expresses that x is a position in the top
row of a picture.
• ϕb(x) = ¬∃y xShy, which expresses that x is a position in the bottom
row of a picture.
• ϕl(x) = ¬∃y ySvx, which expresses that x is a position in the leftmost
column of a picture.
• ϕtl(x) = ϕt(x)∧ϕl(x), which expresses that x is the upper left corner
of a picture.
• ϕbl(x) = ϕb(x) ∧ ϕl(x), which expresses that x is the bottom left
corner of a picture.
Now we first show that recognizability implies definability:
Theorem 2.16. Let Σ be an alphabet and let L ⊆ Σ+ω be a Büchi-tiling
recognizable +ω-picture language. Then L is EMSO∞[τΣ]-definable.
Proof. The proof is based on the standard approach for other variants of
the Büchi-Elgot-Trakhtenbrot theorem (cf., e.g., [97]): Let L ⊆ Σ+ω be
Büchi-tiling recognizable, and let S = (Σ,Q, Θ,F ) be a Büchi-tiling system
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such that L+ω(S) = L. Without loss of generality, we can assume that
Q = [k] for some k ∈ N>1. By assumption we know for every +ω-picture
p over Σ that p ∈ L if, and only if, there is a +ω-picture r over Q of the
same height as p such that the +ω-picture (p× r) satisfies T2,2(p̂× r) ⊆ Θ.
We formalize the latter be an EMSO∞[τΣ]-sentence Φ of the form
∃∞Z ∃X1 · · · ∃Xk ϕ .
The intended meaning is that for every q ∈ Q, the set variable Xq is
interpreted by the set of all positions of a given picture p ∈ Σ+ω that are
assigned to the state q by a run of S on p. Furthermore, we have to express
that a state from F appears infinitely often in the run of S on p. For this,
the set variable Z under the quantifier ∃∞ is interpreted by a subset of⋃
q∈F Xq which contains only positions that belong to the first row. Then,
the FO[τΣ]-formula ϕ states that
(1) Every position of p belongs to exactly one of the sets X1, . . . ,Xk.
We can thus identify an assignment to X1, . . . ,Xk with the mapping
r : dom(p)→ Q that maps every position x of p to the (unique) state
q ∈ Q with x ∈ Xq.
(2) Every subpicture of p̂× r of size (2, 2) belongs to Θ.
(3) There is an infinite set of positions which contains only positions in
the first row of p and are labelled with a state from F .
All this can be formulated in the following sentence:
Φ := ∃∞Z ∃X1 ... ∃Xk
[
∀x
∨
16i6k
(
x ∈ Xi ∧
∧
i 6=j
¬(x ∈ Xj)
)
∧ ∀ x1,x2,x3,x4 (x1Shx2 ∧ x3Shx4 ∧ x1Svx3 ∧ x2Svx4) →
∧
∨
(a1, q1) (a2, q2)
(a3, q3) (a4, q4)
∈Θ
∧
16i64
Pai(xi) ∧ xi ∈ Xqi
∧ ∀x
(
x ∈ Z → (ϕt(x) ∧ ∨
q∈F
x ∈ Xq
))]
.
The rest of this section is devoted to the proof of the “if”-direction of
Theorem 2.14. Namely the following theorem:
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Theorem 2.17. Let Σ be an alphabet and let L ⊆ Σ+ω be EMSO∞[τΣ]-
definable. Then L is Büchi-tiling recognizable +ω-picture language.
To prove this theorem, we follow the overall approach of Giammarresi
et al. [64] with some modifications. The first step taken in [64] is to show
that a picture language is first-order definable if and only if it is locally
threshold testable. The same result holds true for +ω-picture languages.
For giving a precise statement of the result, first we introduce the following
further notations.
For a FO[τΣ]-formula ϕ we will shortly write ϕ(X1, . . . ,Xk) to in-
dicate that free(ϕ) = {X1, . . . ,Xk}. It means ϕ has free set variables
X1, . . . ,Xk, but no free first-order variables. Such a formula defines a
+ω-picture language L+ω(ϕ) over the extended alphabet Σ × {0, 1}k as
follows: For a picture p over Σ and sets A1, . . . ,Ak ⊆ dom(p), denoted
by A = (A1, · · · ,Ak), for short A = (Ai)16i6k, we write (p,A) for the
picture q over Σ×{0, 1}k such that dom(q) = dom(p) and for each position
x = (i, j) ∈ dom(p) the letter at position x in q is the tuple (a, (α1, . . . ,αk))
where a ∈ Σ is the letter at position x in p, and ακ ∈ {0, 1} is defined for
each κ ∈ [k] via ακ = 1 ⇐⇒ x ∈ Aκ. Using this notation, the +ω-picture
language defined by ϕ is
L+ω(ϕ) := {(p,A) : p ∈ Σ+ω,A = (Ai)16i6k with Ai ⊆ dom(p), (p,A) |= ϕ}.
Accordingly, the language of finite pictures, which we considered in
Chapter 1, can be defined by ϕ as follows:
L++(ϕ) := {(p,A) : p ∈ Σ++,A = (Ai)16i6k with Ai ⊆ dom(p), (p,A) |= ϕ}.
Throughout the remainder of this section, a language L of (finite or) +ω-
pictures over the alphabet Σ×{0, 1}k is called first-order definable if there
exists a formula ϕ(X1, . . . ,Xk) ∈ FO[τΣ] such that L = L+ω(ϕ) (respec-
tively, L = L++(ϕ)).
The concept of locally threshold testable picture languages was already
introduced in [64] and it can be adapted to the setting of +ω-pictures. We
let Γ be an extended alphabet of the form Σ × {0, 1}k, for some k ∈ N.
Let t ∈ N>1. For a (finite or +ω)-picture p over Γ and a finite picture σ
over Γˆ, the t-occurrence number of σ in p, denoted by occtσ(p), is defined
by occtσ(p) = i, if i < t and the number of occurrences of σ in pˆ is exactly
i, and occtσ(p) = t, if the number of occurrences of σ in pˆ is > t.
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Given a threshold number t ∈ N>1 and a subpicture size d ∈ N>1, two
(finite or +ω-)pictures p1 and p2 over Γ are called (d, t)-equivalent, denoted
by p1 ∼d,t p2, if and only if occtσ(p1) = occtσ(p2) holds for all finite pictures
σ over Γˆ of height and width 6 d. It means p1 and p2 are (d, t)-equivalent
if and only if for each picture σ over Γˆ of height and width 6 d, there are
either at least t occurrences of σ in both pˆ1 and pˆ2, or the numbers (6 t)
of occurrences of σ in pˆ1 and pˆ2 coincide. It is straightforward to see that
∼d,t is an equivalence relation of finite index. A language L of (finite or
+ω-)pictures over Γ is called
• locally d-testable with threshold t if L is a union of ∼d,t-equivalence
classes;
• locally threshold d-testable if there exists a t ∈ N>1 such that L is
locally d-testable with threshold t;
• locally threshold testable if there exists a d ∈ N>1 such that L is locally
threshold d-testable.
Note that locally threshold d-testable languages are also locally threshold
d′-testable, for every d′ > d.
Theorem 3.3 of [64] states that a language of finite pictures is first-order
definable if and only if it is locally threshold testable. The proof given in
[64] can be applied to obtain the following.
Theorem 2.18. Let Σ be an alphabet and let k ∈ N. A language of
+ω-pictures over alphabet Σ× {0, 1}k is first-order definable if and only if
it is locally threshold testable.
Our overall goal throughout the remainder of this section is to prove
Theorem 2.17, i.e., we are given an EMSO∞[τΣ]-sentence Φ, and we want
to construct a Büchi-tiling system SΦ with L+ω(SΦ) = L+ω(Φ). As Φ is
an EMSO∞[τΣ]-sentence, Φ is of the form
∃∞X1 · · · ∃∞Xk′ ∃Xk′+1 · · · ∃Xk ϕ
where 0 6 k′ 6 k and ϕ(X1, . . . ,Xk) is an FO[τΣ]-formula.
According to Theorem 2.18, the formula ϕ(X1, . . . ,Xk) defines a locally
threshold testable language of +ω-pictures over the alphabet Σ× {0, 1}k.
Now the following lemma enables us to give the proof of Theorem 2.17.
Lemma 2.19. Let Γ be an alphabet. Every locally threshold testable
+ω-picture language over Γ is Büchi-tiling recognizable.
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Remark 2.20. Note that for translation of formulas in FO[τΣ] to Büchi
tiling systems we cannot use induction on the structure of ϕ ∈ FO[τΣ].
This is due to the fact that recognizable +ω-picture languages are not closed
under complement (See Proposition 2.11); however, FO[τΣ] is closed under
negation, i.e., whenever ϕ ∈ FO[τΣ], then ¬ϕ ∈ FO[τΣ].
Before giving the proof of this lemma, let us first apply it to prove
Theorem 2.17.
Proof of Theorem 2.17. Let Σ be an alphabet, and let L ⊆ Σ+ω be a
+ω-picture language that is defined by an EMSO∞[τΣ]-sentence Φ. Let Φ
be of the form
∃∞X1 · · · ∃∞Xk′ ∃Xk′+1 · · · ∃Xk ϕ
where 0 6 k′ 6 k, and where ϕ(X1, . . . ,Xk) is a FO[τΣ]-formula. Let
L′ ⊆ (Σ× {0, 1}k)+ω be the +ω-picture language defined by the first-
order formula ϕ(X1, . . . ,Xk). By Theorem 2.18, L′ is locally thresh-
old testable; and by Lemma 2.19, L′ is Büchi-tiling recognizable. Let
S ′ = (Σ× {0, 1}k,Q′, Θ′,F ′) be a Büchi-tiling system that recognizes L′.
We construct a generalized Büchi-tiling system S = (Σ,Q, Θ, F˜ ) that
recognizes L. The construction is done in such a way that a run r of S
on a +ω-picture p ∈ Σ+ω can be translated into a run r′ of S ′ on (p,A),
where A = A1, . . . ,Ak ⊆ dom(p) is an assignment for the set variables
X1, . . . ,Xk. The run r is accepted if and only if r′ is accepted; in addition,
each of the sets A1, . . . ,Ak′ is infinite. To ensure all this, we let S have the
state space
Q = {0, 1}k ×Q′ × {0, 1}k.
The intended meaning is that if a position x = (i, j) of a picture p ∈ Σ+ω is
assigned to a state of the form (α, q′, γ) with α = (α1, . . . ,αk) ∈ {0, 1}k and
q′ ∈ Q′ and γ = (γ1, . . . , γk) ∈ {0, 1}k, then we interpret this as follows:
1. x ∈ Aκ for exactly those κ ∈ [k] where ακ = 1, and
2. position x is assigned to the state q′ ∈ Q′ of S ′, and
3. for each κ ∈ [k], we have γκ = 1 if and only if x or some position in
the same column as x, but below x, belongs to Aκ.
As acceptance condition of S ′ we can then choose F˜ = {F0,F1, . . . ,Fk′}
with
F0 = {0, 1}k × F ′ × {0, 1}k
and, for each κ ∈ {1, . . . , k′},
Fκ = {0, 1}k ×Q′ ×Hκ
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with Hκ = { (γ1, . . . , γk) ∈ {0, 1}k : γκ = 1 }.
In the sequel, whenever we write β ∈ {0, 1}k for some symbol β, we
mean β1, . . . ,βk to refer to the components 1, . . . , k of β, in another word,
β = (β1, . . . ,βk). For α, γ ∈ {0, 1}k we write γ > α if and only if γκ > ακ
for all κ ∈ [k]. The set Θ of tiles of S is obtained as follows:
• Consider all tiles in Θ′ of the form
#
(
(a,α), q
)
# #
with (a,α) ∈ Σ× {0, 1}k and q ∈ Q′. Add to Θ the tile
#
(
a, (α, q,α)
)
# #
.
• Consider all tiles in Θ′ of the form
#
(
(a′,α′), q′
)
#
(
(a,α), q
)
with (a,α) ∈ Σ × {0, 1}k, (a′,α′) ∈ Σ × {0, 1}k and q, q′ ∈ Q′. Consider
all γ ∈ {0, 1}k with γ > α. Let γ′ be the element of {0, 1}k defined via
γ′κ = max{α′κ, γκ}, for all κ ∈ [k]. Add to Θ the tile
#
(
a′, (α′, q′, γ′)
)
#
(
a, (α, q, γ)
) .
• Consider all tiles in Θ′ of the form
# #
#
(
(a,α), q
)
with (a,α) ∈ Σ× {0, 1}k and q ∈ Q′. Consider all γ ∈ {0, 1}k with γ > α,
and add to Θ the tile
# #
#
(
a, (α, q, γ)
) .
• Consider all tiles in Θ′ of the form(
(a,α), q
) (
(a′,α′), q′
)
# #
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with (a,α) ∈ Σ× {0, 1}k and (a′,α′) ∈ Σ× {0, 1}k and q, q′ ∈ Q′. Add to
Θ the tile (
a, (α, q,α)
) (
a′, (α′, q′,α′)
)
# #
.
• Consider all tiles in Θ′ of the form(
(a′,α′), q′
) (
(b′,β′), p′
)(
(a,α), q
) (
(b,β), p
)
with (a,α), (a′,α′), (b,β), (b′,β′) ∈ Σ × {0, 1}k and q, q′, p, p′ ∈ Q′.
Consider all γ ∈ {0, 1}k with γ > α, and consider all δ ∈ {0, 1}k with
δ > β. Let γ′ be the element of {0, 1}k defined via γ′κ = max{α′κ, γκ}, for
all κ ∈ [k]. Let δ′ be the element of {0, 1}k defined via δ′κ = max{β′κ, δκ},
for all κ ∈ [k]. Add to Θ the tile(
a′, (α′, q′, γ′)
) (
b′, (β′, p′, δ′)
)(
a, (α, q, γ)
) (
b, (β, p, δ)
) .
• Finally, consider all tiles in Θ′ of the form
# #(
(a,α), q
) (
(a′,α′), q′
)
with (a,α) ∈ Σ× {0, 1}k, (a′,α′) ∈ Σ× {0, 1}k and q, q′ ∈ Q′. Consider all
γ ∈ {0, 1}k with γ > α, and consider all γ′ ∈ {0, 1}k with γ′ > α′, and add
to Θ the tile
# #(
a, (α, q, γ)
) (
a′, (α′, q′, γ′)
) .
Finally, the construction of the generalized Büchi-tiling system S is
complete. The construction was done in such a way that a run r of S on a
picture p ∈ Σ+ω can be translated into a mapping r′ : dom(p)→ Q′ and
an assignment A = A1, . . . ,Ak ⊆ dom(p) for the set variables X1, . . . ,Xk,
such that r′ is a run of S ′ on the picture p′ = (p,A), and vice versa. It is
straightforward to verify that p ∈ Σ+ω is accepted by S if, and only if, there
exists an assignment A = A1, . . . ,Ak ⊆ dom(p) such (p,A) is accepted by
S ′ and each of the sets A1, . . . ,Ak′ is infinite. Recall that S ′ recognizes the
language
L′ = { (p,A) : p ∈ Σ+ω, A = A1, . . . ,Ak ⊆ dom(p), (p,A) |= ϕ }.
Thus, p ∈ Σ+ω is accepted by S if, and only if, p |= Φ. From Proposition 2.8
we know that generalized Büchi-tiling systems can be transformed into
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equivalent Büchi-tiling systems. Hence, the language L+ω(Φ) is Büchi-tiling
recognizable. This completes the proof of Theorem 2.17.
All that remains to be done is to give the proof of Lemma 2.19. Recall
that Lemma 2.19 states that every locally threshold testable +ω-picture
language L over an alphabet Γ is Büchi-tiling recognizable. The first steps
in the proof of this lemma are identical to the steps taken in [64] for
proving the according result concerning languages of finite pictures: The
first obstacle to overcome is that the notion of locally threshold testability
for threshold t and size d takes into account the number of occurrences of
pictures of arbitrary height and width 6 d. As a remedy, one decomposes
locally threshold testable languages into finite unions of projections of
languages that are locally strictly threshold testable in the following sense:
Given a threshold number t ∈ N>1 and a square size d ∈ N>1, two (finite or
+ω-)pictures p1 and p2 over Γ are called strictly (d, t)-equivalent, denoted
by p1 'd,t p2, if occtσ(p1) = occtσ(p2) holds for all pictures σ ∈ Γˆd,d. In
other words, p1 and p2 are strictly (d, t)-equivalent if, and only if, for each
square picture σ of size (d, d) over Γˆ, there are either at least t occurrences
of σ in both pˆ1 and pˆ2, or the numbers (6 t) of occurrences of σ in pˆ1 and
pˆ2 coincide. It is straightforward to see that 'd,t is an equivalence relation
of finite index.
A language L of (finite or +ω-)pictures over Γ is called
• locally strictly d-testable with threshold t if L is a union of 'd,t-
equivalence classes
• locally strictly threshold d-testable if there exists a t ∈ N>1 such that
L is locally strictly d-testable with threshold t.
• locally strictly threshold testable if there exists a d ∈ N>1 such that L
is locally strictly d-testable.
Recall that p1 'd,t p2 holds for two pictures p1 and p2 over Γ if and only
if occtσ(p1) = occtσ(p2) is true for all square pictures σ of size (d, d), i.e.,
σ ∈ Γˆd,d.
Let d ∈ N with d > 3. Lemma 3.7 of [64] states that every locally
threshold d-testable language L of finite pictures can be decomposed into
L1 ∪ · · · ∪Ld−2 where for each i 6 d−2, the language Li is a locally strictly
(i+2)-testable language of finite pictures of height and width > i. The
proof given in [64] can be used to obtain the following.
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Lemma 2.21. Let Γ be an alphabet and let d ∈ N with d > 3. Every
locally threshold d-testable language L ⊆ Γ+ω can be decomposed into
L1 ∪ · · · ∪Ld−2, where for each i 6 d−2, the language Li is a projection of
a locally strictly threshold (i+2)-testable +ω-picture languages and contains
only +ω-pictures of height > i.
By applying this lemma and also the fact that the class of Büchi-tiling
recognizable +ω-picture languages is closed under union and projection
(Proposition 2.9), we can see that for proving Lemma 2.19 it suffices to
show the following Lemma. Below, for an integer h and an alphabet Σ, we
write Σ+ω>h to denote the set of all +ω-pictures over Σ of height > h.
Lemma 2.22. Let Σ be an alphabet and let d ∈ N with d > 3. Every locally
strictly threshold d-testable language L ⊆ Σ+ω>d−2 is Büchi-tiling recognizable.
The remainder of this section is devoted to the proof of Lemma 2.22.
Note that once the proof of this lemma is finished, the proof of Theorem
2.17, and as a result Theorem 2.14, is complete. An obstacle for proving
Lemma 2.22 is that the notion of locally strictly threshold d-testability
takes into account occurrences of subpictures of size d (i.e., subpictures
σ ∈ Σˆd,d), while Büchi-tiling systems are defined by using tiles of size
2 only. To overcome this obstacle, one considers an extended version of
Büchi-tiling systems that use tiles of size d, and shows that these can be
translated into equivalent Büchi-tiling systems that use tiles of size only 2.
Definition 2.23. Let Σ be an alphabet and let d ∈ N with d > 2. A d-tile
is a picture of size (d, d) over Γˆ, for some alphabet Γ. A Büchi-d-tiling
system is a 4-tuple S = (Σ,Q, Θ,F ) where Σ and Q are alphabets, F ⊆ Q,
and Θ ⊆ Γˆd,d for Γ = Σ×Q.
A run of S on a picture p ∈ Σ+ω>d−2 is a picture r over Q of the same
size as p, such that the picture q = (p×r) has the following property: every
subpicture of size (d, d) of qˆ belongs to Θ, i.e., Td,d(qˆ) ⊆ Θ. A run r of S on
p is accepting, if inf1(r) ∩ F 6= ∅. A picture p ∈ Σ+ω>d−2 is accepted by S if
there exists an accepting run of S on p. The +ω-picture language recognized
by S is the set L+ω(S) of all pictures p ∈ Σ+ω>d−2 that are accepted by S.
Note that Büchi-2-tiling systems are exactly the Büchi-tiling systems
introduced in Definition 2.7. We will prove the following two lemmas:
Lemma 2.24. Let Σ be an alphabet and let d ∈ N with d > 3. For
every locally strictly threshold d-testable language L ⊆ Σ+ω>d−2 there exists a
Büchi-d-tiling system S such that L = L+ω(S).
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Lemma 2.25. Let Σ be an alphabet, let d ∈ N with d > 3, and let S be a
Büchi-d-tiling system. There exists a Büchi-(d−1)-tiling system S ′ such
that L+ω(S ′) = L+ω(S).
Note that Lemma 2.22 is an immediate consequence of Lemma 2.24
and Lemma 2.25. The proof of Lemma 2.25 proceeds along a well-known
construction that has already been used for generalized versions of tiling
systems for finite picture languages (see, e.g., the main result of [75], or
see the proof of Lemma 3.10 in [64] for a transformation from d-tiles to
2-tiles). For the sake of completeness, we include a proof at the end of this
section. The proof of Lemma 2.24 is a bit more involved. It starts off in the
same way as the proof of Lemma 3.9 in [64], but has to employ a different
technique for counting the number of occurrences of a subpicture of size
(d, d) in a given picture. Below, first we give the proof of Lemma 2.24.
Proof of Lemma 2.24. Let d ∈ N with d > 3, let t ∈ N>1, and let
L ⊆ Σ+ω>d−2 be locally strictly d-testable with threshold t. I.e., L is a union
of 'd,t-equivalence classes. Let D = Σˆd,d. Note that every 'd,t-equivalence
class can be represented by a function γ : D → {0, . . . , t}: the equivalence
class represented by γ consists of all pictures p where occtσ(p) = γ(σ)
for every σ ∈ D. For each (finite or +ω-)picture p over Σˆ we let γp be
the function from D to {0, . . . , t}, and for every σ ∈ D, it is defined by
γp(σ) = i, if i < t and the number of occurrences of σ in p is exactly i,
and γp(σ) = t, if the number of occurrences of σ in p is > t. It means, γp
contains information on the number of occurrences (up to threshold t) of
every picture σ ∈ D. For the remainder of this proof, the function γp will
be called the type of p. Note the subtle difference between the definition
of γp(σ) and occtσ(p): While γp(σ) counts the number of occurrences of
σ in p, occtσ(p) counts the number of occurrences of σ in pˆ, i.e., in the
picture obtained by surrounding p with #-symbols from the left, the top,
and the bottom. Thus, occtσ(p) = γpˆ(σ). Furthermore, note that for every
+ω-picture p ∈ Σ+ω there exists a j0 ∈ N>1 such that for all columns
j > j0 the +ω-picture pˆ has the same type as the finite picture pˆ[1, j], i.e.,
γpˆ = γpˆ[1,j] for all j > j0.
Let C be the set of all functions γ : D → {0, . . . , t}. By assumption, L
is a union of 'd,t-equivalence classes. In other words, there is a set C ⊆ C
such that for every picture p ∈ Σ+ω we have p ∈ L ⇐⇒ γpˆ ∈ C. Our goal
is to construct a Büchi-d-tiling system S which accepts an input picture
p ∈ Σ+ω>d−2 if, and only if, γpˆ[1,j] ∈ C is true for infinitely many columns j;
note that the latter is true if, and only if, γpˆ ∈ C. We let S = (Σ,Q, Θ,F ),
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where Q = C× C and F = C× C. We will construct Θ in such a way that
for every picture p ∈ Σ+ω>d−2 there exists exactly one run r, and this run
has the following property: For any column j > d−1, the entry r1j of r in
row 1 and column j is of the form (γ, γ′), where
• γ′ = γq′ for the picture q′ = pˆ[1, j+1]. Note that q′ is the picture
obtained by surrounding p[1, j] with #-symbols from the left, the
top, and the bottom.
• γ = γq for the picture q which consists of the last d columns of q′.
In general, for any column j > d−1 and any row i ∈ {1, . . . ,m−d+3}, the
entry rij of r in row i and column j shall be of the form (γ, γ′), where
• γ′ = γq′ for the picture q′ = pˆim+2[1, j+1].
• γ = γq for the picture q which consists of the last d columns of q′.
And for all i, j with j < d−1 or i > m−d+3, the entry rij of r in row i and
column j shall be (γ0, γ0), where γ0(σ) = 0 for all σ ∈ D. By our choice
of F = C × C, such a run will be accepting if, and only if, for infinitely
many columns j the picture q′ = pˆ[1, j+1] has a type γq′ that belongs to
C. Since γpˆ = γpˆ[1,j] for all sufficiently large j, this means that a run will
be accepting if, and only if, γpˆ ∈ C — and this is the case if, and only if,
p ∈ L. Thus, all that is needed to finish the proof of Lemma 2.24 is to
construct the set Θ in such a way that runs have the property described
above.
The idea underlying the construction of Θ is similar as in [64]: We
perform a scan of the given +ω-picture pˆ by using a square window of size
(d, d) and count (up to the threshold t) how many times we see, through the
window, each picture σ ∈ D. The scanning is carried out along all vertical
stripes of width d. For each vertical stripe, we proceed from bottom to top
and record the results of the threshold counting in the first component of
the state at position x = (2, d) of a tile. The second component of the state
at position x combines the first component of x’s state with the second
component of x’s left neighbour’s state. For giving the precise definition
of the set Θ, the following notation will be useful: Let Γ = Σ × Q. For
a d-tile T ∈ Γˆd,d we write σ(T ) (resp., ρ(T )) for the picture of size (d, d)
over Σˆ (resp., Qˆ) obtained from T by replacing every entry of the form
(a, q) ∈ Σ × Q with a (resp., q). The set Θ of d-tiles of S is defined as
follows:
• Add to Θ all tiles T ∈ Γˆd,d that satisfy the following conditions:
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1. The first column and the bottom row of T only contain the border
symbol # (i.e., Ti1 = Tdj = #, for all i, j ∈ [d]).
2. The entry in row 2 and column d of ρ(T ) is (γ, γ), where γ is the
particular element in C with γ(σ(T )) = 1 and γ(σ′) = 0 for all σ′ ∈ D
with σ′ 6= σ(T ).
3. The entry in row 2 and each column j ∈ {2, . . . , d−1} of ρ(T ) is
(γ0, γ0).
4. For every i ∈ {3, . . . , d−1} and every j ∈ {2, . . . , d}, the entry in row
i and column j of ρ(T ) is (γ0, γ0).
5. Either, the entry of ρ(T ) in row 1 is # in all columns j ∈ {2, . . . , d−1},
or it is (γ0, γ0) in all columns j ∈ {2, . . . , d−1} (i.e., either ρ(T )1j = #
for all j ∈ {2, . . . , d−1}, or ρ(T )1j = (γ0, γ0) for all j ∈ {2, . . . , d−1}).
Note that we do not impose any restriction on the entry T1d in row 1 and
column d here.
• Add to Θ all tiles T ∈ Γˆd,d that satisfy the following conditions:
1. The first column of T only contains the border symbol #, and the
bottom row of T contains no border symbol in columns > 1 (i.e.,
Ti1 = # for all i ∈ [d], and Tdj 6= #, for all j ∈ {2, . . . , d}).
2. There are γ, δ ∈ C such that the entry in row 2 and column d of ρ(T )
is of the form (γ, γ), the entry in row 3 and column d of ρ(T ) is of the
form (δ, δ), and the following is true: γ(σ(T )) = min{t, δ(σ(T ))+1},
and γ(σ′) = δ(σ′) for all σ′ ∈ D with σ′ 6= σ(T ).
3. For all i ∈ {2, . . . , d} and all j ∈ {2, . . . , d−1}, the entry in row i and
column j of ρ(T ) is (γ0, γ0).
4. Either, the entry of ρ(T ) in row 1 is # in all columns j ∈ {2, . . . , d−1},
or it is (γ0, γ0) in all columns j ∈ {2, . . . , d−1}.
• Add to Θ all tiles T ∈ Γˆd,d that satisfy the following conditions:
1. The bottom row of T contains only border symbols #, and the
first column of T contains no border symbol in rows 2, . . . , d−1 (i.e.,
Tdj = # for all j ∈ [d], and Ti1 6= # for all i ∈ {2, . . . , d−1}).
2. There are γ, γ′,β,β′ ∈ C such that the entry in row 2 and column
d−1 of ρ(T ) is (β,β′), the entry in row 2 and column d of ρ(T ) is
(γ, γ′), and the following two conditions are satisfied:
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? γ is the particular element in C with γ(σ(T )) = 1 and γ(σ′) = 0,
for every σ′ ∈ D with σ′ 6= σ.
? γ′ = β′ +t γ. I.e., γ′(σ) = min{t, β′(σ) + γ(σ)}, for all σ ∈ D.
3. For all i ∈ {3, . . . , d−1} and all j ∈ [d], the entry in row i and column
j of ρ(T ) is (γ0, γ0).
• Add to Θ all tiles T ∈ Γˆd,d that satisfy the following conditions:
1. The bottom row of T contains no border symbol #, and the first
column of T contains no border symbol in rows 2, . . . , d (i.e., Tdj 6= #
for all j ∈ [d], and Ti1 6= # for all i ∈ {2, . . . , d}).
2. There are γ, γ′,β,β′, δ, δ′ ∈ C such that the entry in row 2 and column
d−1 of ρ(T ) is (β,β′), the entry in row 2 and column d of ρ(T ) is
(γ, γ′), the entry in row 3 and column d of ρ(T ) is (δ, δ′),
and the following two conditions are satisfied:
? γ(σ(T )) = min{t, δ(σ(T )) + 1}, and γ(σ′) = δ(σ′) for all σ′ ∈ D
with σ′ 6= σ.
? γ′ = β′ +t γ. I.e., γ′(σ) = min{t, β′(σ)+γ(σ)}, for all σ ∈ D.
Finally, the construction of the Büchi-d-tiling system S is complete.
The construction was done in such a way that for every picture p ∈ Σ+ω
there is exactly one run of S on p, and this run has the property described
at the beginning of the proof (to verify this, one can proceed by a nested
induction that considers all columns j = d−1, d, d+1, d+2, . . . and for each
j, one considers rows i = m−d+3,m−d+2, . . . , 1, where m is the height of
p). This completes the proof of Lemma 2.24.
As mentioned already, the proof of Lemma 2.25 follows a construction
used already, e.g., in [75, 64]. In the following, we have adapted this
construction to the context of Büchi-d-tiling systems.
Proof of Lemma 2.25. Let Σ be an alphabet, let d ∈ N with d > 3, and
let S = (Σ,Q, Θ,F ) be a Büchi-d-tiling system. Let L = L+ω(S) be the
+ω-picture language recognized by S (in particular, L ⊆ Σ+ω>d−2). The goal
is to construct a Büchi-(d−1)-tiling system S ′ with L+ω(S ′) = L+ω(S).
We proceed in a similar way as Latteux and Simplot in [75]. Let Γ = Σ×Q.
Recall that Θ ⊆ Γˆd,d. As in [75], we consider the extended alphabet
ext(Γ) = Γˆ3,3,
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and we define a mapping θ from Γ+ω to ext(Γ)+ω which maps every
+ω-picture q over Γ to the +ω-picture θ(q) over ext(Γ) that has the same
height m ∈ N>1 as q, and where the “extended letter” of θ(q) at any position
x ∈ dom(q) is the subpicture of qˆ of size (3, 3) whose middle position
corresponds to x. Note that position (i, j) of q corresponds to position
(i+1, j+1) of qˆ. Thus, for all positions x = (i, j) with i ∈ {1, . . . ,m} and
j ∈ N>1 we have
θ(q)ij =
qˆij qˆi(j+1) qˆi(j+2)
qˆ(i+1)j qˆ(i+1)(j+1) qˆ(i+1)(j+2)
qˆ(i+2)j qˆ(i+2)(j+1) qˆ(i+2)(j+2)
.
We also define for all µ, ν ∈ {1, 2, 3} a mapping piµν : êxt(Γ) → Γˆ by
piµν(c) = cµν for every c ∈ ext(Γ), and piµν(#) = #. We let pi = pi22. As
usual, we lift pi to a mapping from pictures over the alphabet êxt(Γ) to
pictures over the alphabet Γˆ by applying pi to every position of a given
picture over êxt(Γ). Clearly, we have
pi
(
θ(q)
)
= q, for every picture q over Γ.
Now let K = θ(Γ+ω>d−2). I.e., K is the set of all +ω-pictures q
′ of height
> (d−2) over the extended alphabet ext(Γ), for which there exists a +ω-
picture q over Γ, such that q′ = θ(q).
Claim 2.26. There is a set ∆K of (d−1)-tiles over êxt(Γ) such that
K = { q′ ∈ ext(Γ)+ω : Td−1,d−1(q̂′) ⊆ ∆K } .
Proof of Claim 2.26. We choose ∆K to contain all subpictures of size
(d−1, d−1) of q̂′, for all pictures q′ ∈ K. I.e.,
∆K =
⋃
q′∈K
Td−1,d−1(q̂′) .
We let L+ω(∆K) = { q′ ∈ ext(Γ)+ω : Td−1,d−1(q̂′) ⊆ ∆K } .Obviously,
our choice of ∆K implies that K ⊆ L+ω(∆K). For the opposite direction,
i.e., the statement L+ω(∆K) ⊆ K let q′ be an arbitrary element of
L+ω(∆K) and let q = pi(q′). Proceeding by induction on the columns
j = 1, 2, 3, . . . and, for each fixed column j, by induction on the rows
i = 1, 2, . . . , `1(q̂′), it is straightforward to verify that q ∈ Γ+ω>d−2 and
q′ = θ(q). This completes the proof of Claim 2.26.
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Now, let ∆K be the set of (d−1)-tiles over êxt(Γ) provided by Claim 2.26.
With every (d−1)-tile t over êxt(Γ) we associate a picture γ(t) of size
(d+1, d+1) over Γˆ that is obtained by surrounding pi(t) with information
on the left, right, upper and lower border that is included in the extended
letters of t in positions on the left, right, upper, and lower border of t.
Precisely, we define γ(t) as follows:
• For all i, j ∈ {1, . . . , d−1}, the entry in row i+1 and column j+1 of γ(t)
is
γ(t)i+1,j+1 = pi22(tij) .
• For all j ∈ {1, . . . , d−1}, the entry in row 1 and column j+1 of γ(t) is
γ(t)1,j+1 = pi12(t1j) .
• For all j ∈ {1, . . . , d−1}, the entry in row d+1 and column j+1 of γ(t) is
γ(t)d+1,j+1 = pi32(t(d−1)j) .
• For all i ∈ {1, . . . , d−1}, the entry in row i+1 and column 1 of γ(t) is
γ(t)i+1,1 = pi21(ti1) .
• For all i ∈ {1, . . . , d−1}, the entry in row i+1 and column d+1 of γ(t) is
γ(t)i+1,d+1 = pi23(ti(d−1)) .
• The entries in the four corners of γ(t) are
γ(t)11 = pi11(t11) , γ(t)1(d+1) = pi13(t1(d−1))
γ(t)(d+1)1 = pi31(t(d−1)1) , γ(t)(d+1)(d+1) = pi33(t(d−1)(d−1))
Recall that, by assumption, we are given a set Θ of d-tiles over Γˆ. We let
∆′K be the set of all tiles t ∈ ∆K , where all subpictures of γ(t) of size (d, d)
are included in Θ. I.e.,
∆′K = { t ∈ ∆K : Td,d(γ(t)) ⊆ Θ } .
In particular, ∆′K is a set of (d−1)-tiles over êxt(Γ).
Claim 2.27. For the languages
L1 = L
+ω(∆′K) = { q′ ∈ ext(Γ)+ω : Td−1,d−1(q̂′) ⊆ ∆′K }
and
L2 = L
+ω(Θ) = { q ∈ Γ+ω : Td,d(qˆ) ⊆ Θ }
we have L1 = θ(L2).
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Proof of Claim 2.27. “⊆”: Let q′ ∈ L1. By Claim 2.26 we know that there
exists a q ∈ Γ+ω>d−2 such that q′ = θ(q). Our choice of ∆′K implies that
Td,d(qˆ) ⊆ Θ. Thus, q ∈ L2, and hence q′ ∈ θ(L2).
“⊇”: Let q ∈ L2, and let q′ = θ(q). Since q ∈ L2, we know that Td,d(qˆ) ⊆ Θ.
Our choice of ∆′K implies that Td−1,d−1(q̂′) ⊆ ∆′K . Thus, q′ ∈ L1.
This completes the proof of Claim 2.27.
Now, we are ready to finish the proof of Lemma 2.25. Recall that, by
assumption, we are given a Büchi-d-tiling system S = (Σ,Q, Θ,F ), and our
goal is to construct a Büchi-(d−1)-tiling system S ′ = (Σ,Q′, Θ′,F ′) that
recognizes the same +ω-picture language as S. We choose Q′ = ext(Γ), we
let F ′ = {c ∈ ext(Γ) : pi(c) ∈ Σ× F}, and we let
Θ′ = { t˜ : t ∈ ∆′K } ,
where for all i, j ∈ [d−1] the entry in row i and column j of t˜ is defined by
t˜ij =
(
a, tij
)
, if if a ∈ Σ and there is a q ∈ Q such that pi(tij) = (a, q), and
t˜ij = #, otherwise. Note that for all +ω-pictures p over Σ, every run r of
S on p can be translated into a run r′ of S ′ on p via r′ = θ(p × r); and
r is accepting iff r′ is accepting. Vice versa, every run r′ of S ′ on p can
be translated into a run r of S on p: Just consider the picture pi(r′) and
replace every entry of the form (a, q) ∈ Σ×Q with the entry q. Again, r is
accepting iff r′ is accepting. In summary, we obtain that S ′ accepts exactly
the same pictures p ∈ Σ+ω as S. This completes the proof of Lemma 2.25.
To conclude, note that we have proved Lemmas 2.24 and 2.25. Together
with Proposition 2.8, this leads to a proof of Lemma 2.22. Together with
Lemma 2.21 and Proposition 2.9, this yields a proof of Lemma 2.19. This
finishes the proof of Theorem 2.17. Finally, the proof of Theorem 2.14, is
an immediate result of Theorems 2.16 and 2.17.
Now we want to give the complete proof of Proposition 2.13, in which we
claimed EMSO[τΣ] is not the appropriate tool to be applied for logical
characterization of +ω-picture languages.
Proof of Proposition 2.13. Obviously, L in the first statement is defined
by the FO[τΣ]-sentence ∃xPa(x) ∧ ¬∃y(yShx ∧ xSvy). The proof that L
is not tiling recognizable can be taken verbatim from the proof of Proposi-
tion 2.5.
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The Büchi-tiling recognizability of L′, in the second statement, was
already observed in Proposition 2.5. For proving that L′ is not EMSO[τΣ]-
definable, one can use a standard tool from mathematical logic: a Hanf-
locality argument (cf., for example, Theorem 2.4.1 in [49] (Hanf’s Theorem)
and the application of Hanf’s Theorem given in Proposition 2.4.5 in [49]).
Since we already have available Theorem 2.18, it is not necessary to make
an explicit use of Hanf’s Theorem. We will use Theorem 2.18 instead. For
contradiction, let us assume that L′ is definable by an EMSO[τΣ]-sentence
Φ. Let Φ be of the form
∃X1 · · · ∃Xk ϕ
for a FO[τΣ]-formula ϕ(X1, . . . ,Xk). Let L′′ be the +ω-picture language
over Γ = Σ× {0, 1}k that is defined by ϕ(X1, . . . ,Xk). According to Theo-
rem 2.18, L′′ is locally threshold testable. I.e., there are numbers d, t ∈ N>1
such that L′′ is a union of ∼d,t-equivalence classes. We use similar nota-
tion as in the proof of Lemma 2.24, but now consider ∼d,t-equivalence
classes (instead of the 'd,t-equivalence classes considered in the proof of
Lemma 2.24). Let D be the set of all finite pictures over Γˆ of height
and width 6 d. Note that every ∼d,t-equivalence class can be represented
by a function γ : D → {0, . . . , t}: the equivalence class represented by
γ consists of all pictures p where occtσ(p) = γ(σ) for every σ ∈ D. For
each (finite or +ω-)picture p over Γˆ we let γp be the function from D to
{0, . . . , t}, which, for every σ ∈ D, is defined by γp(σ) = i, if i < t and the
number of occurrences of σ in p is exactly i, and γp(σ) = t, if the number
of occurrences of σ in p is > t.
For the remainder of this proof, the function γp will be called the type of
p. Note the subtle difference between the definition of γp(σ) and occtσ(p):
while γp(σ) counts the number of occurrences of σ in p, occtσ(p) counts the
number of occurrences of σ in pˆ, i.e., in the picture obtained by surrounding
p with #-symbols. Thus, occtσ(p) = γpˆ(σ). Note that for every +ω-picture
q ∈ Γ+ω there exists a j0 ∈ N>1 such that for all columns j > j0 the
+ω-picture qˆ has the same type as the finite picture qˆ[1, j], i.e., γqˆ = γqˆ[1,j].
Now, to conclude the proof of the proposition, choose n > (2kd+1) · (d+1).
Let p be the +ω-picture of height 1 that corresponds to the ω-word (bna)ω.
Clearly, p contains an infinite number of a’s and therefore belongs to the
language L′. By assumption, L′ = L+ω(Φ). Hence, p |= Φ. It means,
there are sets A = A1, . . . ,Ak ⊆ dom(p) such that (p,A) |= ϕ. This means
that the +ω-picture q = (p,A) belongs to L′′. Let γ = γqˆ be the type
of qˆ. We know that L′′ is a union of equivalence classes of ∼d,t. Thus,
every +ω-picture r over Γ where rˆ has the same type as qˆ (i.e., γrˆ = γqˆ)
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also belongs to L′′. Let j0 ∈ N>1 be sufficiently large such that for all
columns j > j0 the +ω-picture qˆ has the same type as the finite picture
qˆ[1, j]. Let j1 be the first position > j0 of p that carries the letter a. By
our choice of n, the ω-word p has letter b at all the positions from j1 + 1
to j1 + 1 + (2kd+1) · d. Let J = {j1 + 1 + id : i ∈ [2kd+1]}. Consider all
positions of p that belong to J . By the pigeon hole principle, there exist
two positions j, j′ ∈ J with j < j′ such that q[j−d+1, j] = q[j′−d+1, j′].
Now let r be the +ω-picture defined by
r = q[1, j]  (q[j+1, j′])ω .
It is straightforward to verify that rˆ has the same type as qˆ (i.e., γrˆ = γqˆ).
Therefore, r ∈ L′′. Let s be the ω-word over Σ and let B = B1, . . . ,Bk ⊆
dom(r) such that r = (s,B). Since r ∈ L′′, we know that (s,B) |= ϕ.
Therefore, s |= Φ, and hence s ∈ L′. However, it is straightforward to
see that our choice of j and j′ implies that s contains only finitely many
occurrences of the letter a. A contradiction! This completes the proof of
Proposition 2.13.
2.6 No Büchi Characterization Theorem for +ω-
Picture Languages
As we mentioned before, the well-known Büchi characterization theorem
for ω-regular languages does not carry over to the Büchi-tiling systems.
By Lemma 2.10 and Proposition 2.9 we can easlily show that: If L is a
+ω-picture language that is the union of a finite number of sets of the form
L1Lω2 , where L1,L2 ⊆ Σ++ are tiling recognizable sets of finite pictures,
then L is Büchi-tiling recognizable. In this section, using combinatorial
arguments we will show that the opposit direction is not true, even if we
drop the requirement that L1 and L2 are tiling recognizable.
Theorem 2.28. Let Σ be an alphabet with |Σ| > 2. For every m ∈ N>1
let Lm be the language consisting of all +ω-pictures over Σ that are of the
form s1  s2  s3  · · · where sν ∈ Σm,m for every ν ∈ N>1 and sν 6= s1 for
infinitely many ν ∈ N>1. Then, the +ω-picture language L =
⋃
m∈N>1 Lm
is Büchi-tiling recognizable, but not equal to any union of a finite number
of sets of the form L1  Lω2 with L1,L2 ⊆ Σ++.
Proof. For proving the first statement, we show that L is EMSO∞[τΣ]-
definable and then use Theorem 2.14. The essential idea for constructing
the EMSO∞[τΣ]-formula is to “guess” a position z = (i, j) of s1 such that
for infinitely many ν the letter of sν at position (i, j) is different from the
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Figure 2.1: A picture indicating the sets X1,X2,X3, Yr, Yc, Zc and Zd
letter of s1 at position (i, j). To do this, we use a quantifier ∃∞Z for the
set of positions (i, j) in sν for the suitable ν. To make sure that z indeed
belongs to s1, we use further existential quantifiers X1,X2,X3. X1 consists
of all positions in the diagonal of s1, i.e., the diagonal starting at the topleft
position of the picture and proceeding from one position to the one in the
next row and next column, X2 consists of all positions in the rightmost
column of s1, X3 consists of all positions of s1. To make sure that the set
Z only contains positions in row i and in columns of the form m·k + j,
for k > 1, we use additional existential quantifiers Yr, Yc, Zc, Zd with the
intended meaning that Yr consists of all positions in the same row as z (i.e.,
row i), Yc consists of all positions in the same column as z (i.e., column
j), Zc consists of all positions in column j, column j+m, column j+2m,
and in general, column j+km for all k > 0 (m denotes the height of the
+ω-picture in which the formula is evaluated), Zd consists of all positions in
the diagonals that start at positions in the top row which are directly to the
right of positions in Zc (i.e., positions of the form (1, km+ j+1), for k > 0)
and that proceed from one position to the one in the next row and next
colum. Note that each diagonal in Zd ends in the bottom row at position(
m, (k+1)m+j
)
, for k > 0. Figure 2.1 indicates the sets X1,X2,X3, Yr, Yc,
Zc and Zd over a picture of the form s1s2s3 · · · where sν ∈ Σm,m for
every ν ∈ N>1 and sν 6= s1 for infinitely many ν ∈ N>1. Z is then required
to be an infinite set of positions z′ ∈ Yr ∩ Zc such the letter at position z′
is different from the letter at position z. The EMSO∞[τΣ]-sentence that
defines L is the sentence
Φ = ∃∞Z ∃X1 ∃X2 ∃X3 ∃Yr ∃Yc ∃Zc ∃Zd ∃z ϕ
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where ϕ is a FO[τΣ]-formula of the form
7∧
i=1
ϕi ∧ z ∈ X3
∧ ∀z′
(
z′ ∈ Z → ( z′ ∈ Yr ∧ z′ ∈ Zc ∧ ∧
a∈Σ
¬(Pa(z)∧Pa(z′))
))
,
and each ϕi, which will be given below, is a FO[τΣ]-formula defined in such
a way that the intended meaning of the existential quantifiers X1,X2,X3,
Yr, Yc, Zc and Zd will be satisfied. For formulating the ϕi, the following
notation will be convenient: For two positions x and y of a picture, we say
that y is the diagonal successor of x (and x is the diagonal predecessor of y)
if y is reached from x by going to the next row and the next column. The
formula ϕds(x, y) = ∃v
(
xShv ∧ vSvy
)
expresses that y is the diagonal
successor of x. We choose the formulas ϕ1, . . . ,ϕ7 as follows:
1. ϕ1 states that X1 is closed under diagonal successors and diagonal
predecessors, and that the position x = (1, 1) in the upper left corner of
the picture is the only element of X1 that is in the top row or the leftmost
column of the picture. Thus, we choose ϕ1 as follows:
∀x∀y
(
ϕds(x, y) →
(
x ∈ X1 ↔ y ∈ X1
) )
∧ ∀x
( (
ϕl(x) ∨ ϕt(x)
) → (x ∈ X1 ↔ ϕtl(x) ) ).
2. ϕ2 states that X2 is closed under vertical successors and vertical pre-
decessors, and the only element of X2 that is in the bottom row is the
bottom-row position that belongs to X1. Thus, we choose ϕ2 as follows:
∀x∀y
(
xShy →
(
x ∈ X2 ↔ y ∈ X2
))
∧ ∀x
(
ϕb(x) →
(
x ∈ X2 ↔ x ∈ X1
))
.
3. ϕ3 states that X3 is closed under horizontal predecessors and contains
all elements of X2, but no element that is a horizontal successor of an
element in X2. Thus, we choose ϕ3 as follows:
∀x∀y
((
xSvy ∧ y ∈ X3
)→ x ∈ X3)
∧ ∀x
(
x ∈ X2 → x ∈ X3
)
∧ ∀x∀y
((
x ∈ X2 ∧ xSvy
)→ ¬(y ∈ X3)).
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4. ϕ4 states that Yr contains z, is closed under horizontal successors and
horizontal predecessors, and contains only one position in the left border
of the picture. Thus, we choose ϕ4 as follows:
z ∈ Yr ∧ ∀x∀y
(
xSvy →
(
x ∈ Yr ↔ y ∈ Yr
) )
∧ ∀x ∀y
( (
ϕl(x) ∧ ϕl(y) ∧ x ∈ Yr ∧ y ∈ Yr
) → x = y).
5. Accordingly, ϕ5 states that Yc contains z, is closed under vertical
successors and vertical predecessors, and contains only one position in the
top row of the picture. Thus, we choose ϕ5 as follows:
z ∈ Yc ∧ ∀x∀y
(
xShy →
(
x ∈ Yc ↔ y ∈ Yc
) )
∧ ∀x ∀y
( (
ϕt(x) ∧ ϕt(y) ∧ x ∈ Yc ∧ y ∈ Yc
) → x = y).
6. ϕ6 states that Zc contains Yc and no further element of X3, Zc is
closed under vertical successors and vertical predecessors, and the bottom-
row elements of Zc that do not belong to X3 are exactly the bottom-row
elements that belong to Zd. Thus, we choose ϕ6 as follows:
∀x
(
x ∈ X3 →
(
x ∈ Zc ↔ x ∈ Yc
))
∧ ∀x∀y
(
xShy →
(
x ∈ Zc ↔ y ∈ Zc
))
∧ ∀x
((
ϕb(x) ∧ ¬(x ∈ X3)
)→ (x ∈ Zc ↔ x ∈ Zd)).
7. ϕ7 states that Zd is closed under diagonal successors and diagonal
predecessors, and the top-row elements of Zd are exactly the horizontal
successors of the top-row elements of Zc. Thus, we choose ϕ7 as follows:
∀x∀y
(
ϕds(x, y)→
(
x ∈ Zd ↔ y ∈ Zd
))
∧ ∀x
(
ϕt(x)→
(
x ∈ Zd ↔ ∃y (y ∈ Zc ∧ ySvx)
))
.
It is straightforward (but somewhat tedious) to check that the formula
Φ indeed has the intended meaning and therefore defines the +ω-picture
language L.
For proving the second statement, by contradiction, assume that there
is a k ∈ N>1 and there are languages Lκ1,Lκ2 ⊆ Σ++ for κ ∈ [k] such that
L =
k⋃
κ=1
(
Lκ1  Lωκ2 ).
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Claim 2.29. Let m ∈ N>1 and let s, t ∈ Σm,m with s 6= t. There exist
numbers κ ∈ [k] and r ∈ [m] such that ( t[r,m]tω ) ∈ Lωκ2 . Furthermore,
there exist numbers `,n ∈ N>1 and a finite picture u of height m such that
the picture (s u) belongs to Lκ1  L`κ2 and has width m · n+ (r − 1).
Proof. By definition of L, the +ω-picture p = (s tω) belongs to L. Thus,
there exists a κ ∈ [k] such that p ∈ Lκ1  Lωκ2 . I.e., there is an infinite
sequence of numbers 1 < i1 < i2 < i3 < · · · such that p[1, i1−1] ∈ Lκ1
and p[iν , iν+1−1] ∈ Lκ2 for every ν ∈ N>1. Now let j1 < j2 < j3 <
· · · be an infinite subsequence of the sequence i1 < i2 < i3 < · · · (i.e.,
{j1, j2, j3, · · ·} ⊆ {i1, i2, i3, · · ·}) for which the following is true: j1 >
max{2m, i2} and jµ+1 > jµ +m for every µ ∈ N>1. For each jµ let nµ ∈ N
and rµ ∈ {1, . . . ,m} be such that jµ = nµ ·m + rµ. By the pigeon hole
principle, there must exist µ,µ′ ∈ {1, . . . ,m+1} with µ < µ′ and rµ = rµ′ .
Now, consider the picture q = p[jµ, jµ′−1]. It is straightforward to see that
if rµ = 1 then q is of the form tc for some c ∈ N>1. Similarly, if rµ 6= 1, then
q is of the form t[rµ,m] tc  t[1, rµ−1] for some c ∈ N>1. By our choice
of the sequence j1 < j2 < · · · we know that q ∈ Ldκ2 for some d ∈ N>1.
Thus, qω ∈ Lωκ2 . Furthermore, if rµ = 1 then qω = tω = (t[1,m] tω),
and otherwise qω = (t[rµ,m]  tω). Thus, for the chosen κ and for
r = rµ we have shown that (t[r,m]  tω) ∈ Lωκ2 . We also know that
the picture p[1, jµ−1] belongs to Lκ1  L`κ2 for some ` ∈ N>1, is of width
jµ−1 = nµ · m + (rµ − 1), and is of the form (s  u) for the picture
u = p[m+1, jµ−1]. This completes the proof of Claim 2.29.
For each picture t ∈ Σm,m let K(t) be the set of all (κ, r) ∈ [k]× [m]
such that (t[r,m] tω) ∈ Lωκ2 . Claim 2.29 implies for all t ∈ Σm,m that
K(t) 6= ∅ (note that here we use that |Σ| > 2). Let us now choose a number
m ∈ N>1 such that
|Σ|(m2) > 2k·m (2.2)
(note that this is true for all sufficiently largem, since k is fixed, |Σ| > 2, and
the function 2(x2) grows faster than the function 2kx). From equation (2.2)
we obtain pictures t1, t2 ∈ Σm,m with t1 6= t2 and K(t1) = K(t2). Now
apply Claim 2.29 for s = t1 and t = t2. This yields numbers (κ, r) ∈ K(t2),
a finite picture u of height m, and numbers `,n ∈ N>1 such that the
picture (t1  u) belongs to Lκ1 L`κ2 and has width m · n+ (r− 1). Since
(κ, r) ∈ K(t2) = K(t1), we know that (t1[r,m]  tω1 ) ∈ Lωκ2 . Thus, the
+ω-picture
p = (t1  u)  t1[r,m] tω1 .
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belongs to Lκ1  Lωκ2 . Since (t1  u t1[r,m]) has width (m+1) · n, the
picture p obviously does not belong to the language L. A contradiction!
This completes the proof of Theorem 2.28.
Chapter 3
Weighted Register Automata
and Weighted Logic on Data
Words
Data words are sequences of pairs where the first element is taken from
a finite alphabet (as in classical words) and the second element is taken
from an infinite data domain. Register automata, introduced by Kaminski
and Francez [71], provide a widely studied model for reasoning on data
words. These automata can be considered as classical nondeterministic
finite automata equipped with a finite set of registers which are used to store
data in order to compare them with some data in the future. In this chapter,
for quantitative reasoning on data words, we introduce weighted register
automata over commutative data semirings equipped with a collection
of binary data functions in the spirit of the classical theory of weighted
automata [42]. Whereas in the models of register automata known from
the literature data are usually compared with respect to equality or a linear
order, here we allow data comparison by means of an arbitrary collection
of binary data relations. This approach permits easily to incorporate timed
automata [2] and weighted timed automata [5, 86] into our framework.
Motivated by the seminal Büchi-Elgot-Trakhtenbrot theorem [25] about the
expressive equivalence of finite automata and monadic second-order (MSO)
logic and by the weighted MSO logic of Droste and Gastin [41], we introduce
weighted MSO logic on data words and give a logical characterization of
weighted register automata.
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3.1 Register Automata
Register automata are nondeterministic finite state automata on data words
equipped with a finite set of registers for storing data (from an infinite
data domain) and comparing new data instances with the already stored
data. Whereas in the original definition of register automata [71] it is only
possible to check the equality of data, the later models augment a data
domain with a linear order and allow to compare data with respect to this
linear order. However, more complicated situations of data comparison are
reasonable as well (cf., e.g., timed automata [2] or Example 3.2). Here, we
consider the model of register automata where we augment a data domain
with some arbitrary binary relations which will be used for some more
general data comparison.
For a set X, let P(X) = {Y | Y ⊆ X}, the power set of X. A data
structure is a pair D = 〈D,R〉 where D is an arbitrary set called a data
domain and R is a set of binary relations on D called data relations. For the
convenience of presentation, we assume throughout all of this chapter that D
contains a designated initial data value ⊥ ∈ D which will be the initial data
value of all registers. Let Σ be an alphabet and D = 〈D,R〉 a data structure.
A data word over Σ and D is a finite sequence w = (a1, d1)...(an, dn) where
a1, ..., an ∈ Σ and d1, ..., dn ∈ D. Let DΣ+ = (Σ× D)+ denote the set of all
data words over Σ and D. Any subset L ⊆ DΣ+ is called a data language.
Let Reg be a finite set of registers which take values from the data domain D
of the data structure D. A register valuation over Reg and D is any mapping
ν : Reg → D; by a slight abuse of notation, we can consider a register
valuation ν as a vector ν =
(
ν(r1)···
ν(rm)
)
∈ Dm where Reg = {r1, · · · , rm}
is an enumeration on the registers ri ∈ Reg, 1 6 i 6 m. For a register
valuation ν ∈ D|Reg|, a subset up ⊆ Reg and a data value d ∈ D, the update
ν[up := d] is the register valuation in D|Reg| defined for all registers r by
ν[up := d](r) = d if r ∈ up and ν[up := d](r) = ν(r) otherwise.
The set Φ(Reg,D) of register guards over Reg and D is defined by the
grammar
ϕ ::= True | Rr | ϕ ∧ ϕ | ¬ϕ
where r ∈ Reg and R is a data relation in D. Given a register valuation
ν ∈ D|Reg|, a data value d ∈ D and a register guard ϕ ∈ Φ(Reg,D), the
satisfaction relation (ν, d) |= ϕ is defined inductively on the structure of
ϕ as follows: (ν, d) |= True always holds; (ν, d) |= Rr iff (ν(r), d) ∈ R;
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(ν, d) |= ϕ1 ∧ ϕ2 iff (ν, d) |= ϕ1 and (ν, d) |= ϕ2; (ν, d) |= ¬ϕ iff (ν, d) |= ϕ
does not hold.
Definition 3.1. Let Σ be an alphabet and D a data structure. A register
automaton, for short RA, over Σ and D is a tuple A = (L,Reg,Li,T ,Lf )
where L is a finite set of locations, Reg is a finite set of registers, Li,Lf ⊆ L
are sets of initial resp. final locations, and T ⊆ L×Σ×Φ(Reg,D)×2Reg×L
is a finite set of transitions.
We will denote a transition t = (`, a,ϕ, up, `′) ∈ T by ` ϕ, a, up−−−−→ `′.
We may omit ϕ when ϕ is True, and omit up if up = ∅. We write ↓ r
when up = {r}. Let label(t) = a ∈ Σ, the label of t. A state of A is a pair
q = 〈`, ν〉 ∈ L×D|Reg| consisting of a location ` ∈ L and a register valuation
ν ∈ D|Reg|. We say that q is initial if ` ∈ Li and ν(r) = ⊥ for all r ∈ Reg.
We call q final if ` ∈ Lf . Let q = 〈`, ν〉 and q′ = 〈`′, ν ′〉 be states of A,
t ∈ T a transition of the form ˆ` ϕ, a, up−−−−→ ˆ`′, and d ∈ D a data value. We say
that q `t,d q′ is a switch from q to q′ via the transition t and the data value
d if ˆ`= `, ˆ`′ = `′, (ν, d) |= ϕ and ν ′ = ν[up := d]. Note that q′ is uniquely
determined by q, t and d. A run ρ of A is a non-empty sequence of switches
between states starting in an initial state and ending in a final state. For-
mally, ρ is a sequence of the form q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn where n ≥ 1,
q0 is an initial state, q1, ..., qn−1 are states, qn is a final state, t1, ..., tn ∈ T
and d1, ..., dn ∈ D. Let label(ρ) = (label(t1), d1)...(label(tn), dn) ∈ DΣ+,
the label of ρ. For any data word w ∈ DΣ+, let RunA(w) denote the set of
all runs of A with label w. Let L(A) = {w ∈ DΣ+ | RunA(w) 6= ∅}, the
data language recognized by A.
Example 3.2. Now we give some examples of data structures for register
automata. For any data domain D, let (=D) ⊆ D × D denote the data
relation {(d, d) | d ∈ D}.
1. Let D be any non-empty set. Then, D = (D, {=D}) is a data structure
which corresponds to the original model of register automata [71]. Note that
the register automata of [71] are also equipped with an initial vector of data
values. In order to model this feature in our setting, we can extend the set of
data relations of D with the set {Rd | d ∈ D} where Rd = {(d′, d) | d′ ∈ D}
for all d ∈ D.
2. Let (D,<) be a linear order with a non-empty set D. Then, (D, {=D,<D})
is a data structure for the register automata considered in [58].
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1 2 3
↓ r ((wr) ∨ (vr))
Figure 3.1: The register automaton A of Example 3.3
3. Data are often represented in the form of finite strings. Here we consider
the model of register automata which permits to check whether one data
string is contained in another. Let Γ be an alphabet and D = Γ∗ be the data
domain. Let u, v ∈ Γ∗. We say that u is contained in v, written u v v, if
v = αuβ with α,β ∈ Γ∗. Based on this definition, we can define the data
relations v and w on D. Then, (D, {v,w}) is a data structure.
4. In various situations, exact data values are not known and we deal
with their approximated values, e.g., obtained from some experiments.
Therefore, it can be reasonable to compare data values with respect to
a given approximation error. For instance, let the data domain D be the
set of all rational numbers. For any nonnegative rational number ε, let
Rε = {(d, d′) | d, d′ ∈ D and |d− d′| ≤ ε}. Note that R0 is equal to =D.
Then, (D, {Rε | ε ≥ 0}) is a data structure for register automata with
approximated values.
Example 3.3. Consider the data structure D = (D, {v,w}) of Example
3.2 (3) with D = Γ∗. Let Σ = {a} be a singleton alphabet. We say that
that a word w = (a, d1)...(a, dn) ∈ DΣ+ is redundant if di v dj for some
i, j ∈ {1, ..,n} with i 6= j. Let L ⊆ DΣ+ be the data language of all
redundant data words. The data language L is recognized by an RA A over
D with one register r depicted in Fig.3.1. Here, we omit the transition label
a, register guard True and the empty register update;
3.2 Relation to Timed Automata
We show that timed automata [2] are also included in our model of register
automata. Recall that timed automata are nondeterministic finite au-
tomata equipped with a finite set of clocks ranging over R≥0 and measuring
the time of stay in the locations. The transitions of a timed automaton are
also augmented with a constraint on clock values and a subset of clocks
which must be reset after taking this transition.
Now we turn to a formal definition of a timed automaton (TA). Recall
that, given a finite set of clocks C, a clock constraint over C is generated
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by the grammar
ϕ ::= True | x ./ k | ϕ ∧ ϕ | ¬ϕ
where x ∈ C and k ∈ N. A clock valuation over C is a mapping ν : C → R≥0.
The definition that ν satisfies a clock constraint ϕ, written ν |= ϕ, is given
by induction on the structure of ϕ as usual. Given a clock valuation
ν ∈ RC≥0, a delay d ∈ R≥0 and a set Λ ⊆ C of clocks to be reset, the clock
valuations ν+d ∈ RC≥0 and ν[Λ := 0] ∈ RC≥0 are defined for all clocks x ∈ C
by (ν + d)(x) = ν(x) + d, ν[Λ := 0](x) is equal to 0 if x ∈ Λ and is ν(x)
otherwise.
Definition 3.4. A timed automaton, for short TA, over an alphabet Σ is
a tuple A = (L,C,Li,E,Lf ) where L is a finite set of locations, Li,Lf ⊆ L
are sets of initial resp. final locations, C is a finite set of clocks and T is a
finite set of transitions t of the form ` ϕ, a, Λ−−−−→ `′ where `, `′ ∈ L, a ∈ Σ, ϕ
is a clock constraint over C and Λ ⊆ C is a set of clocks to be reset.
Let label(t) = a, the label of t. A state of A is a pair
q = 〈`, ν〉 ∈ L × RC≥0. Given states q = 〈`, ν〉, q′ = 〈`′, ν ′〉 of A, a tran-
sition t of A of the form ˆ` ϕ, a, Λ−−−−→ ˆ`′ and a time delay d ∈ R≥0, we
say that q `t,d q′ is a switch from q to q′ after the time delay d via
t if ˆ` = `, ˆ`′ = `′, (ν + d) |= ϕ and ν ′ = (ν + d)[Λ := 0]. Then, as
for register automata, we define a run ρ of A as a non-empty sequence
of switches between states of the form q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn
where q0 ∈ Li × {0}C and qn ∈ Lf × RC≥0. Then, the label of ρ is
the word label(ρ) = (label(t1), d1)(label(t2), d1 + d2)...(label(tn),
∑n
i=1 di)
in (Σ× R≥0)+.
A timed word over Σ is a word w = (a1, τ1)...(an, τn) ∈ (Σ× R≥0)+ such
that τ1 ≤ τ2 ≤ ... ≤ τn. Let TΣ+ denote that set of all timed words over Σ.
Note that, given a TA and a run of it, the label of this run is necessarily a
timed word. Any set of timed words is called a timed language. The timed
language recognized by A is defined to be the set of all timed words w over
Σ such that there exists a run ρ of A with label(ρ) = w.
In order to simulate timed automata by register automata, we consider
the data structure DTimed = (D, {R./k | ./ ∈ {<, =,>} and k ∈ N}) where
D = R≥0 with the initial data value ⊥ = 0 and, for ./ ∈ {<, =,>} and
k ∈ N, R./k = {(τ , τ ′) | τ , τ ′ ∈ D and τ ′ − τ ./ k}. Note that R=0 is equal
to =D.
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Lemma 3.5. Let Σ be an alphabet. Then every recognizable timed language
over Σ is recognizable by an RA over Σ and DTimed.
Proof. Let A = (L,C,Li,T ,Lf ) be a TA over Σ. We show that there exists
a register automaton Adata over Σ and DTimed such that L(Adata) = L(A).
We let Adata = (L,Reg,Li,T ′,Lf ) where:
• Reg = C ∪ {r˜} where the register r˜ /∈ C will be used to check
monotonicity of the timed part of a timed word,
• every transition t ∈ T of the form ` ϕ, a, Λ−−−−→ `′ is simulated in Adata
by the transition Ψ(t) =
(
`
ϕ′, a, up∪{r˜}−−−−−−−−→ `′) where up = Λ and
ϕ′ = ϕ˜∧ (R≥0r˜) such that ϕ˜ ∈ Φ(Reg,DTimed) is obtained from ϕ by
replacing every constraint x ./ k by (R./k)x. In other words, we let
T ′ = Ψ(T ).
This construction relies on the fact that the value of a clock at a time stamp
τ is the difference between τ and the time stamp of the previous clock reset
before τ . Then, whenever the timed automaton A resets a clock x, the
register automaton Adata stores in the register x the time stamp of this
reset. Although negative time delays are admitted by register automata
over DTimed, they are not possible in Adata since it checks using the register
r˜ that all time delays are nonnegative. Then L(Adata) = L(A) and hence
the claim follows.
Note that register automata over DTimed are more expressive than timed
automata since they can accept non-monotonic data words. Nevertheless,
the following holds true:
Lemma 3.6. Let Σ be an alphabet and L ⊆ TΣ+. Then, L is recognizable
by an RA over Σ and DTimed iff L is recognizable by a TA over Σ.
Proof. The implication ⇐ follows immediately from Lemma 3.5. We show
the converse implication. Let Adata = (L,Reg,Li,T ,Lf ) be an RA over
Σ and DTimed such that L(Adata) = L. Consider the timed automaton
Atime = (L,C,Li,T ′,Lf ) over Σ where C = Reg and T ′ is defined as
follows. Every transition t =
(
`
ϕ, a, up−−−−→ `′) ∈ T is simulated in Atime
by the transition t′ =
(
`
ϕ˜, a, Λ−−−−→ `′) ∈ T ′ where Λ = up and the clock
constraint ϕ˜ over C is obtained from ϕ by replacing every register
guard (R./k)x by the atomic clock constant x ./ k. Then, the fact
that L(Adata) ⊆ TΣ+ guarantees that L(Atime) = L(Adata) = L. Hence
the claim follows.
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3.3 Weighted Register Automata
In this section, we introduce weighted register automata as a quantitative
model for reasoning about data words. They extend the qualitative register
automata of the previous section with weights and reflect the following
quantitative information: As in classical weighted automata [42], tran-
sitions of our new weighted register automata also carry weights which
do not depend on data. In addition, as opposed to weighted automata,
weighted register automata must be able to process data taken from an
infinite data domain. Therefore, the size of data can be very large and
processing of such data can be expensive. Our model of weighted register
automata takes into account the costs of data processing, namely, the costs
of storing data in registers and the cost of comparing a new datum with
old data stored in registers.
In order to be able to reflect various quantitative settings, we will
consider a general structure for weighted register automata. Thus, we
adopt the structure of semirings (as in the classical weighted automata
[42]) to our new setting of data words.
For any sets X,Y , let Y X denote the collection of all mappings
f : X → Y . For y ∈ Y , let yX denote the mapping yX : X → {y}. A
data semiring over a data structure D = (D,R) is a pair S = 〈S,F〉 where
S = (S, +, ·,0,1) is a semiring and F ⊆ SD×D such that 1D×D ∈ F . Let
dom(S) = S, the domain of S. We call S commutative if S is a commutative
semiring, i.e., s · s′ = s′ · s for all s, s′ ∈ S.
Definition 3.7. Let Σ be an alphabet, D a data structure and
S = 〈(S, +, ·,0,1),F〉 a data semiring over D. A weighted register
automaton (wRA) over Σ, D and S is a tuple A = (L,Reg,Li,T ,Lf , wt)
where (L,Reg,Li,T ,Lf ) is an RA over Σ and D, and wt = 〈wttrans, wtdata〉
is a pair of weight functions such that wttrans : T → S and
wtdata : (T × Reg)→ F .
Note that wttrans : T → S can be considered as a weight function of the
classical weighted automata [42] and describes data-independent costs for
transitions. The weight function wtdata assigns to every transition t ∈ T ,
every register r ∈ Reg, every data value d stored in r and every new data
value d′ ∈ D the cost wtdata(t, r)(d, d′) ∈ S of data processing in the register
r which includes the cost of comparison d with d′ and, if necessary, the
cost of storing d′ in the register r.
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We fix an enumeration (rj)1≤j≤m of Reg. Let q = 〈`, ν〉 and q′ = 〈`′, ν ′〉
be states of A and q `t,d q′ a switch between them. Then, its
weight is defined as the product of the costs of data processing in the
registers (defined by wtdata) and the transition cost of wttrans(t).
Formally, we let
wt(q `t,d q′) =
m∏
j=1
wtdata(t, rj)(ν(rj), d) · wttrans(t).
Now let ρ =
(
q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn
)
be a run ofA. Then, the weight
of ρ is defined as the product of the weights of all switches of ρ. Formally,
we let
wt(ρ) =
n∏
i=1
wt(qi−1 `ti,di qi).
Then, the behavior of A is the mapping [[A]] : DΣ+ → S defined for all
w ∈ DΣ+ by
[[A]](w) =
∑(
wt(ρ) | ρ ∈ RunA(w)
)
.
We will call any mapping L : DΣ+ → S a data series over Σ, D and S. Let
S〈〈DΣ+〉〉 denote the collection of all data series over Σ, D and S. We say
that L ∈ S〈〈DΣ+〉〉 is recognizable if there exists a wRA A over Σ, D and S
such that [[A]] = L.
Example 3.8. 1. Consider the Boolean semiring B = ({0, 1},∨,∧,0,1)
where 1 ∨ 1 = 1. Let D = (D,R) be a data structure, and let F = {1D×D}.
Then 〈B,F〉 is a data boolean semiring, and a data language L ⊆ DΣ+ is
recognizable if and only if its characteristic function 1L : DΣ+ → B (defined
by 1L(w) = 1 iff w ∈ L) is a recognizable data series.
2. Consider the arctic semiring Arc = (N ∪ {−∞}, max, +,−∞, 0) of
natural numbers. Let D = (D,R) be a data structure augmented with a size
function size : D→ N (e.g., length of a data string or number of bits of an
integer). Consider the following collections of functions F1 and F2 defined
as follows.
• Let F1 be the collection of functions fc : D× D→ N with c ∈ N and
fc(d, d
′) = c ·size(d′) for all d, d′ ∈ D. The collection F1 can be useful,
e.g., for the cases where we need to estimate the costs of checking the
equality of data or to update a register.
• Let F2 be the collection of functions gk,l : D× D→ N with k, l ∈ N
and gk,l(d, d′) = k · size(d)+ l · size(d′) for all d, d′ ∈ D. The collection
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1 2
↓ r
wttrans = 1
(¬(=Dr))
wttrans = 0
(=Dr)
wttrans = 1wttrans = 0
Figure 3.2: The wRA A of Example 3.9
F2 can be useful, e.g., for the cases where we need to estimate the
costs of finding a pattern in a data string (e.g., using the well-known
Knuth-Morris-Pratt algorithm).
Then 〈Arc,F1〉 and 〈Arc,F2〉 are data semirings.
Example 3.9. Consider the data structure 〈D, {=D}〉 of Example 3.2
(1) and a singleton alphabet Σ = {a}. For a data word w ∈ DΣ+ and
d ∈ D, let |w|d ∈ N be the number of d’s in w. Let L : DΣ+ → N be a
data series defined by L(w) = maxd∈D |w|d. Consider the data semiring
S = 〈Arc, {1D×D}〉 and the wRA A over Σ, D and S depicted in Fig. 3.2
which has the only register r. Moreover, for all transitions t of A, we put
wtdata(t, r) = 1D×D. Then [[A]] = L. Note that, we omit the transition label
a, register guard True and the empty register update.
Example 3.10. Let D = 〈D,R〉 be a data structure with a size function
size : D→ N. Let Σ be an alphabet and A = (L,Reg,Li,T ,Lf ) an RA
over Σ and D. Let r˜ ∈ Reg be a designated register. Assume that for every
data word w ∈ DΣ+ we want to observe the maximal size of data which
will be loaded into r˜ along any run with label w. For this, we consider the
data semiring 〈Arc,F1〉 of Example 3.8 (2) and construct the wRA A′
over Σ, D and S as follows. We take two copies A(1) and A(2) of A with
the same set Reg of registers. The initial locations of A′ are the initial
locations of A(1) whereas the final locations of A′ are the final locations of
A(2). For all transitions t in these two copies we let wttrans(t) = 0 and,
for all registers r ∈ Reg, we let wtdata(t, r) = 0D×D. Whenever there is
a transition `(1) ϕ, a, up−−−−→ `(1) in A(1) with r˜ ∈ up, then we add to A′ the
transition t =
(
`(1)
ϕ, a, up−−−−→ `(2)) where `(2) is the location in A(2) which
corresponds to `(1). Let f ∈ F1 be defined as f(d, d′) = d′. Then, we let
wttrans(t) = 0, wtdata(t, r˜) = f and wtdata(t, r) = 0D×D for all r ∈ Reg\{r˜}.
Then, for all w ∈ DΣ+, [[A′]](w) is the maximal size of data which is loaded
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into r˜ along any run of A with label w. Note that if r˜ is not updated along
any run with label w, then [[A′]](w) = −∞.
3.4 Relation to Weighted Timed Automata
In Section 3.2, we investigated the relation between register automata and
timed automata in the qualitative setting. A semiring-based model for
weighted timed automata (wTA) of [5, 13] was investigated in [85, 86]. In
this section, we show that wTA over the timed semiring S can be simulated
by wRA.
A timed semiring is a pair S = 〈S,F〉 where S = (S, +, ·,0,1) is a
semiring and F ⊆ SR≥0 such that 1R≥0 ∈ F . In the rest of this subsection,
we assume that S is commutative.
Definition 3.11. Let Σ be an alphabet. A weighted timed automa-
ton (wTA) over Σ and S is a tuple A = (L,C,Li,T ,Lf , wt) where
(L,C,Li,T ,Lf ) is a timed automaton over Σ (cf. Subsect. 3.2) and
wt = 〈wttrans, wttime〉 is a pair of weight functions such that wttrans : T → S
and wttime : L → F .
Remark 3.12. Note that, in contrast to wRA, time-dependent costs in
wTA are assigned to locations and these costs are modeled by functions of
a single argument.
Let ρ =
(
q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn
)
be a run of A where qi = (`i, νi)
for all i ∈ {0, ...,n}. The weight of ρ is defined as
wt(ρ) =
n∏
i=1
wttime(`i−1)(di) · wttrans(ti).
Note that wt(ρ) ∈ S. The behavior of A is the mapping [[A]] : TΣ+ → S
defined for all w ∈ TΣ+ by
[[A]](w) =
∑(
wt(ρ) | ρ is a run of A with label(ρ) = w).
A mapping L : TΣ+ → S is called a timed series. For f : R≥0 → S, let
Ψ(f) : R≥0 × R≥0 → S be defined by
Ψ(f)(d, d′) =
{
f(d′ − d), if d ≤ d′,
1, otherwise.
.
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To show that wTA over the timed semiring S can be simulated by wRA,
we consider the data structure DTimed of Section. 3.2 and the data
semiring S˜ = 〈S, F˜〉 with F˜ = {Ψ(f) | f ∈ F}. Given a data series
L : DTimedΣ+ → S with L(w) = 0 for all w ∈ DTimedΣ+ \ TΣ+, we identify
L with the timed series L˜ = L|TΣ+ .
Lemma 3.13. Let L : TΣ+ → S be a timed series recognizable by a wTA
over Σ and S. Then, L is recognizable by a wRA over Σ, DTimed and S˜.
Proof. Let Atime = (L,C,Li,T ,Lf , 〈wttrans, wttime〉) be a wTA over Σ
and S such that [[Atime]] = L. We may assume that T 6= ∅. We define the
weighted register automaton Adata = (L,Reg,Li,T ′,Lf , 〈wt′trans, wt′data〉)
over Σ, DTimed and S˜ as follows:
• Reg = C ∪ {r˜} where r˜ /∈ C,
• T ′ consists of all transitions t′ = (` ϕ˜∧R≥0r˜, a, up∪{r˜}−−−−−−−−−−−−→ `′) such that
there exists a transition t =
(
`
ϕ, a, Λ−−−−→ `′) ∈ T where Λ = up and
ϕ˜ ∈ Φ(Reg,DTimed) is obtained from ϕ by replacing every constraint
x ./ k by (R./k)x. Then, we let:
– wt′trans(t′) = wttrans(t)
– wt′data(t
′, r) = 1R≥0×R≥0 for all r ∈ C;
– wt′data(t
′, r˜) = Ψ(wttime(`)).
It is easy to see that [[Adata]] = [[Atime]]. Hence the claim follows.
Lemma 3.13 shows the extension of Lemma 3.5 to the weighted setting.
However, in general, the statement analogous to Lemma 3.6 does not hold
in the weighted setting.
Lemma 3.14. There exist an alphabet Σ, a commutative timed semiring S
with domain S and a timed series L : TΣ+ → S such that L is recognizable
by a wRA over Σ, DTimed and S˜, but L is not recognizable by a timed
automaton over Σ and S.
Proof. Let Σ = {a} be a singleton alphabet and S = 〈S,F〉 where S is the
arctic semiring of Example 3.8(1) and F = {0R≥0 , exp} with exp(t) = et
for all t ∈ R≥0. For all n ≥ 1, let wn = (a, 1)(a, 2)...(a,n). Then, we define
L for all w ∈ TΣ+ as
L(w) =
{
en, if w = wn for some n ≥ 1,
−∞, otherwise
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1 2
((R=1)r1)
wtdata(t, r2) = exp
((R=1)r1)
↓ r1
Figure 3.3: The wRA Adata in the proof of Lemma 3.14
Consider the wRA Adata over Σ, DTimed and S˜ with two registers r1, r2
depicted in Fig. 3.3. In this figure, for all transitions t we have wttrans(t) =
0, and for all registers r ∈ {r1, r2}, wtdata(t, r) = 0R≥0 is not specified.
Note that the register r2 is never updated and its value is always 0. Then
[[A]]data = L.
Suppose now that there exists a wTA Atime over Σ and S such that
[[Atime]] = L. Then, there exists a constant M ≥ 1 such that, for all n ≥ 1
and every run ρ of Atime with label wn, we have:
wt(ρ) ≤
n∑
i=1
(M + e) = (M + e)n
and hence en = [[Atime]](wn) ≤ (M + e)n for all n ≥ 1. A contradiction.
Then L is not recognizable by a wTA.
3.5 Closure Properties of Weighted Register Au-
tomata
In this section, we establish some basic closure properties for the class
of recognizable data series. We will apply them in the proof of our
logic characterization result. We note that the class of timed series
recognizable by weighted timed automata of [86] is not stable under the
Hadamard product even in the case of commutative semirings (cf. Exam-
ple 5 of [86]). Interestingly, since we assign a data-dependent weight to
every register, the class of recognizable data languages is closed under the
Hadamard product in the case of commutative semirings.
Let Σ be an alphabet, D = 〈D,R〉 a data structure and
S = 〈(S, +, ·,0,1),F〉 a commutative data semiring over D. Let
L1,L2 ∈ S〈〈DΣ+〉〉 be data series. The sum L1 + L2 ∈ S〈〈DΣ+〉〉
and the Hadamard product L1  L2 ∈ S〈〈DΣ+〉〉 are defined by
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(L1 ⊕ L2)(w) = L1(w) + L2(w) respectively (L1  L2)(w) = L1(w) · L2(w)
for all w ∈ DΣ+.
Lemma 3.15. Let Σ, Γ be alphabets, D a data semiring and S a commuta-
tive data semiring over D. If L1,L2 ∈ S〈〈DΣ+〉〉 are recognizable, then so
are L1 ⊕ L2 and L1  L2.
Proof. The claim for L1 ⊕ L2 can be easily shown by applying the stan-
dard disjoint union construction for automata. For L1  L2, we es-
tablish an extension of the standard product construction of automata.
For j ∈ {1, 2}, let A(j) = (L(j),Reg(j),L(j)i ,T (j),L(j)f , 〈wt(j)trans, wt(j)data〉) be
a wRA with [[A(j)]] = Lj , and let |Reg(j)| = mj for mj > 1. Without loss of
generality, we assume that L(1) ∩ L(2) = ∅ and Reg(1) ∩ Reg(2) = ∅. We
construct the wRA A = (L,Reg,Li,T ,Lf , 〈wttrans, wtdata〉) for L1  L2 as
follows. We let L = L(1) × L(2), Reg = Reg(1) ∪ Reg(2), Li = L(1)i × L(2)i
and Lf = L(1)f × L(2)f . We define T as the set of all transitions
t =
(
(`1, `
′
1)
ϕ∧ϕ′, a, up∪up′−−−−−−−−−−→ (`2, `′2)
)
where t1 =
(
`1
ϕ, a, up−−−−→ `2
) ∈ T1 and
t2 =
(
`′1
ϕ′, a, up′−−−−−→ `′2
) ∈ T2. For such a transition t and a register r ∈ Reg,
we let wttrans(t) = wt
(1)
trans(t1) · wt(2)trans(t2) and wtdata(t, r) = wt(j)data(tj , r)
whenever r ∈ Reg(j) for j ∈ {1, 2}. We want to show that
[[A]] = [[A(1)]]  [[A(2)]]. First we show that there is a weight-preserving
bijection between the set of runs of A and the set of pairs of runs of A1
and A2. Let w ∈ DΣ+ with |w| = n, for n > 1. Let
ρ ::= q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn
be a successful run of A on w such that, for 1 6 i 6 n, we have
ti =
(
(`i−1, `′i−1)
ϕi∧ϕ′i, a, upi∪up′i−−−−−−−−−−−→ (`i, `′i)
) ∈ T .
With the given construction for A it can be seen that there are runs
ρ′ ::= q′0 `t′1,d1 q′1 `t′2,d2 ... `t′n,dn q′n
of A1 and
ρ′′ ::= q′′0 `t′′1 ,d1 q′′1 `t′′2 ,d2 ... `t′′n,dn q′′n
of A2 over w, such that, for 1 6 i 6 n, we have
t′i =
(
`i−1
ϕi, a, upi−−−−−→ `i
) ∈ T1, t′′i = (`′i−1 ϕ′i, a, up′i−−−−−→ `′i) ∈ T2.
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Now using the definition for the weight functions and commutativity of the
semiring, for a data word w ∈ DΣ+ we have:
wt(ρ) =
n∏
i=1
wt(qi−1 `ti,di qi)
=
n∏
i=1
m1+m2∏
j=1
wtdata(ti, rj)(νi(rj), di) · wttrans(ti)
=
n∏
i=1
( m1∏
j=1
wtdata(t
′
i, rj)(νi(rj), di) · wttrans(t′i)
·
m2∏
j=1
wtdata(t
′′
i , rj)(νi(rj), di) · wttrans(t′′)
)
=
n∏
i=1
m1∏
j=1
wtdata(t
′
i, rj)(νi(rj), di) · wttrans(t′i)
·
n∏
i=1
m2∏
j=1
wtdata(t
′′
i , rj)(νi(rj), di) · wttrans(t′′)
=
n∏
i=1
wt(q′i−1 `t′i,di q′i) ·
n∏
i=1
wt(q′′i−1 `t′′i ,di q′′i ) = wt(ρ1) · wt(ρ2).
Conversely, let ρ′ and ρ′′ as above be runs of A1 and A2, respectively, on w.
One can see that the composition of ρ′ and ρ′′ gives the run ρ of A on w, and
therefore with the same argument as above we have wt(ρ′) ·wt(ρ′′) = wt(ρ).
We apply these arguments and hence for each w ∈ DΣ+ we have:
[[A]](w) =
∑(
wt(ρ) | ρ ∈ RunA(w)
)
=
∑(
wt(ρ′) · wt(ρ′′) | ρ′ ∈ RunA1(w) and ρ′′ ∈ RunA2(w)
)
=
∑(
wt(ρ′) | ρ′ ∈ RunA1(w)
) ·∑(wt(ρ′′) | ρ′′ ∈ RunA2(w))
= ([[A(1)]]  [[A(2)]])(w)
= (L1  L2)(w).
Note that the third equality is implied by the arguments above and also
by using distributivity and commutativity of the data semiring.
Let Γ, Σ be alphabets and pi : Γ → Σ a mapping. For a data word
u = (a1, d1)...(an, dn) ∈ DΓ+, let pi(u) = (pi(a1), d1)...(pi(an), dn) ∈ DΣ+.
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For a data series L ∈ S〈〈DΓ+〉〉, the projection pi(L) ∈ S〈〈DΣ+〉〉 is defined
for all w ∈ DΣ+ by pi(L)(w) = ∑(L(u) | u ∈ DΓ+ and pi(u) = w). For
a data series L ∈ S〈〈DΣ+〉〉, the inverse projection pi−1(L) ∈ S〈〈DΓ+〉〉 is
defined for all u ∈ DΓ+ by pi−1(L)(u) = L(pi(u)).
Lemma 3.16. Let Σ, Γ be alphabets, D a data semiring and S a data
semiring over D, and pi : Γ→ Σ a mapping.
1. If L ∈ S〈〈DΓ+〉〉 is recognizable, then so is pi(L).
2. If L ∈ S〈〈DΣ+〉〉 is recognizable, then so is h−1(L).
Proof. 1. The construction of a wRA A for pi(L) is based on the same idea
as in Lemma 1 of [47]. Let A′ = (L′,Reg′,L′i,T ′,L′f , 〈wt′trans, wt′data〉)
be a wRA over the alphabet Γ with [[A′]] = L. We construct a
wRA A = (L,Reg,Li,T ,Lf , 〈wttrans, wtdata〉) over Σ for pi(L) as fol-
lows: We let L = L′ × Γ, Reg = Reg′, Li = L′i × {a0} for a fixed
a0 ∈ Γ and Lf = L′f × Γ. We also let T consist of all transitions
t = ((`, γ′)
ϕ, pi(γ), up−−−−−−→ (`′, γ)) where t′ = (` ϕ, γ, up−−−−→ `′) is a transi-
tion in T ′. For such a transition t and a register r ∈ Reg we let
wttrans(t) = wt
′
trans(t
′) and wtdata(t, r) = wt′data(t
′, r) for the correspond-
ing transition t′ ∈ T ′. Now we show that [[A]] = pi([[A′]]). For a data
word u = (γ1, d1)...(γn, dn) ∈ DΓ+, let w = (pi(γ1), d1)...(pi(γn), dn) ∈ DΣ+.
Consider the run ρ = q0 `t1,d1 q1 `t2,d2 ... `tn,dn qn of A on w such that
ti = ((`i−1, γi−1)
ϕi, pi(γi), upi−−−−−−−−→ (`i, γi)) for i ∈ {1, 2, ...,n}. By the given
construction for A, clearly ρ′ = q0 `t′1,d1 q1 `t′2,d2 ... `t′n,dn qn, where
t′i = (`i−1
ϕi, γi, upi−−−−−−→ `i) is a run of A′ on u ∈ h−1(w). Now, we can define
the mapping
Ω : RunA(w)→
⋃
u∈pi−1(w)
RunA′(u)
by Ω(ρ) = ρ′. It is easy to see that Ω is a bijection. In addition, by the
definition of the weight functions we have wt(ρ′) = wt(Ω(ρ)). Therefore,
[[A]](w) =
∑(
wt(ρ) | ρ ∈ RunA(w)
)
=
∑(
wt(Ω−1(ρ′)) | ρ′ ∈
⋃
u∈pi−1(w)
RunA′(u)
)
=
∑
u∈pi−1(w)
∑(
wt(ρ′) | ρ′ ∈ RunA′(u)
)
=
∑
u∈pi−1(w)
[[A′]](u) = pi([[A′]])(w) = pi(L)(w)
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which shows that [[A]] = pi(L) and hence pi(L) is recognizable.
2. This case is straightforward: the location space is preserved and every
transition of a wRA for L with label a ∈ Σ is simulated in a wRA for
pi−1(L) by several transitions with labels from pi−1(a).
3.6 Weighted Existential MSO-Logic
In this section we introduce weighted existential monadic second-order
(wEMSO) logic over data semirings for data words augmented with binary
data functions. Then we show that a suitable fragment of our weighted
logic and our weighted register automata model are expressively equivalent.
Our new logic will be based on the ideas of Wilke and Bouyer [103, 22] of
logical characterizations of timed and data automata and on the approach
of Droste and Gastin [41] to weighted logic over semirings.
As in [19], in order to describe easily boolean properties, we introduce
two levels of formulas: boolean and weighted. We operate with the boolean
formulas as in the usual logic. On the weighted level, we add weights and
binary functions from a data semiring and extend the logical operations by
computations in the data semiring.
Let V1 and V2 be finite pairwise disjoint sets of first-order and second-
order variables. Let V = V1 ∪V2. Let Σ be an alphabet, D = (D,R) a data
structure with the initial data value ⊥ ∈ D and S = 〈(S, +, ·,0,1),F〉 a
data semiring over D. Weighted first-order logic wFO[Σ,D,S] over Σ, D
and S is defined by the grammar
β ::= Pa(x) | x ≤ y | x ∈ X | R(X,x) | β ∨ β | ¬β | ∃x.β
ϕ ::= β | s | f(x, y) | f(⊥, y) | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.ϕ
where a ∈ Σ, x, y ∈ V1, X ∈ V2, R ∈ R, s ∈ S and f ∈ F . The formulas
β are called boolean over Σ and D. Let Bool[Σ,D] denote the set of all
boolean formulas. We note that a formula R(X,x) relates to a relative
distance formula of Wilke [103] and reflects the performance of register r:
here d is an initial value of the register r and the second-order variable
X keeps track of positions where r is updated; moreover, at the position
x the register guard Rr is checked. Using boolean formulas, we define
the boolean formulas x < y, x = y, x /∈ X, β1 ∧ β2, ∀x.β, β1 → β2 and
β1 ↔ β2 as usual.
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Weighted existential MSO logic wEMSO[Σ,D,S] over Σ, D and S is
defined to be the set of all formulas of the form ∃X1...∃Xn.ϕ where n ≥ 0,
X1, ...,Xn are second-order variables and ϕ ∈ wFO[Σ,D,S]. Given a for-
mula ψ ∈ wEMSO[Σ,D,S], the set free(ψ) ⊆ V of free variables of ψ is
defined as usual. We say that ψ is a sentence if free(ψ) = ∅.
Let w = (a1, d1)...(an, dn) ∈ DΣ+ be a data word. Let
dom(w) = {1, ...,n}, the domain of w. A (V,w)-assignment is a mapping
σ : V → dom(w) ∪ 2dom(w)
mapping first-order variables to elements in dom(w) and second-order vari-
ables to subsets of dom(w). For a first-order variable x and a position
i ∈ dom(w), the (V,w)-assignment σ[x/i] is defined on V \ {x} as σ, and
we let σ[x/i](x) = i. We also let σ[x/i] V\{x}= σ V\{x}. For a second-
order variable X and I ⊆ dom(w), the (V ,w)-assignment σ[X/I] is defined
similarly. Given a formula β ∈ Bool[Σ,D] and a (V,w)-assignment σ, the
satisfaction relation (w,σ) |= β is defined by induction on the structure of
β as usual where, for formulas of the form R(X,x), we let (w,σ) |= R(X,x)
iff, letting d0 = ⊥, for the greatest position i ∈ σ(X) ∪ {0} with i < σ(x)
we have (di, dσ(x)) ∈ R. Since the satisfaction relation depends only on
values of free variables, we will abuse notation and also write (w,σ|U ) |= β
for any U ⊆ V with free(β) ⊆ U .
Let DΣ+V denote the set of all pairs (w,σ) where w ∈ DΣ+ and σ is a
(V,w)-assignment. Given a formula ψ ∈ wEMSO[Σ,D,S], the semantics
of ψ is the mapping [[ψ]]V : DΣ+V → S defined for all (w,σ) ∈ DΣ+V with
w = (a1, d1)...(an, dn) as shown in Table 3.1. If ψ is a sentence, then we
can ignore the (V,w)-assignments in the definition of the semantics and
consider it as the data series [[ψ]] : DΣ+ → S.
The following lemma shows that for each formula ψ ∈ wEMSO[Σ,D,S],
the semantics for the different finite sets V of variables containing free(ψ)
are consistent with each other. Since the proof is similar to the existing
result for different weighted structures (see [41]), we do not give the proof
here.
Lemma 3.17. Let ψ ∈ wEMSO[Σ,D,S] and V a finite set of variables
with free(ψ) ⊆ V. Then [[ψ]]V(w,σ) = [[ψ]](w,σ free(ψ)) for any valid
(w,σ) ∈ DΣ+V . In addition, [[ψ]] is recognizable if and only if [[ψ]]V is
recognizable.
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[[β]](w,σ) =
{
1, if (w,σ) |= β,
0, otherwise
[[s]](w,σ) = s
[[f(x, y)]](w,σ) = f(dσ(x), dσ(y))
[[f(⊥, y)]](w,σ) = f(⊥, dσ(y))
[[ϕ1 ∨ ϕ2]](w,σ) = [[ϕ1]](w,σ) + [[ϕ2]](w,σ)
[[ϕ1 ∧ ϕ2]](w,σ) = [[ϕ1]](w,σ) · [[ϕ2]](w,σ)
[[∃x.ϕ]](w,σ) = ∑i∈dom(w)[[ϕ]](w,σ[x/i])
[[∀x.ϕ]](w,σ) = ∏i∈dom(w)[[ϕ]](w,σ[x/i])
[[∃X.ϕ]](w,σ) = ∑I⊆dom(w)[[ϕ]](w,σ[X/I])
Table 3.1: The semantics of wEMSO-formulas
Example 3.18. Consider the data series L of Example 3.9. Note that L
is definable by the wEMSO[Σ,D,S]-sentence
∃X.∃x.[(X = {x}) ∧ ∀(y > x).([R(X, y) ∧ 1] ∨ ¬R(X, y))]
where X = {x} is an abbreviation for the formula ∀z.(z ∈ X ↔ z = x),
∀(y > x).ϕ abbreviates the formula ∀y.((y > x ∧ ϕ) ∨ (y ≤ x)), and
R = (=D).
3.7 Restricted wEMSO-Logic
Our goal is to study the connection between wRA and our new weighted
logic on data words. Similarly to the result of [41], the unrestricted use of
formulas of the form ∀x.ϕ leads to unrecognizable data series. Below we
give a further example of unrecognizability which is specific for wEMSO
on data words.
Example 3.19. Let Σ = {a} be a singleton alphabet and D be a data
structure with the data domain N. Consider the data semiring S = 〈Arc,F〉
where Arc is the arctic semiring of Example 3.8 (1) and F = {0N×N, f}
where f : N× N→ N is defined by f(n,n′) = n for all n,n′ ∈ N. Consider
the sentence ϕ ∈ wEMSO[Σ,D,S] defined by ϕ = ∃x.∃y.f(x, y). Note that,
for every n ∈ N and the data word wn = (a,n) ∈ DΣ+ of length 1, we
have [[ϕ]](wn) = n. Then for any wRA A over Σ, D and S, there exists a
constant M ∈ N such that [[A]](wn) ≤M for all n ∈ N. Hence, [[A]] 6= [[ϕ]].
Now we will investigate a fragment of wEMSO which is expressively
equivalent to wRA. Example 3.19 shows that the use of binary functions
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f(x, y) is not suitable for a logical characterization by wRA. We follow the
approach of Wilke [103] for a logical characterization of timed automata
where the use of every expressive time distance predicate dist(x, y) ./ k
with x, y ∈ V1, ./ ∈ {<,≤, =,≥,>} was restricted to relative time distance
predicate dist(X, y) ./ k with X ∈ V2 (note that the relative time distance
predicates correspond to the formulas R(X, y) in our logic Bool[Σ,D]). We
replace the formulas f(x, y) by the formulas f(X, y) whose semantics is
defined in a similar manner as for R(X, y), as follows: For f ∈ F , a
first-order variable x and a second-order variable X, let f(X,x) denote the
wFO[Σ,S,D]-formula ∃y.(β(X,x, y)∧f(y,x))∨ (β′(X,x)∧f(⊥,x)) where
β(X,x, y) is the boolean formula y ∈ X∧y < x∧∀z.([y < z∧z < x]→ z /∈
X) and β′(X,x) is the boolean formula ∀y.(y < x → y /∈ X). Then, for
all (w,σ) ∈ DΣ+ with w = (a1, d1)...(an, dn), we have [[f(X,x)]](w,σ) =
f(di, dσ(x)) where i ∈ σ(X) ∪ {0} is the greatest position with i < σ(x)
and d0 = ⊥.
The following example shows that the use of our new logical operator
f(X,x) in the scope of a weighted quantifier ∀y with y 6= x also goes
beyond recognizability by wRA.
Example 3.20. Let Σ and D be defined as in Example 3.19. Consider the
data semiring S = 〈Arc,F〉 with F = {0N×N, f} where f is defined for all
n,n′ ∈ N by f(n,n′) = n′. Consider the sentence ϕ ∈ wEMSO[Σ,D,S]
defined by ϕ = ∃X.∃x.(β(X,x) ∧ ∀y.f(X,x)) where y 6= x and the boolean
formula β(X,x) is defined as ∀y.y ≤ x∧∀y.(y ∈ X ↔ ∀z.y ≤ z). Note that
β(X,x) describes that x is the last position of a data word and X is the
singleton set containing the first position of a data word. For any n ≥ 2 and
the data word wn = (a, 0)n−1(a,n) ∈ DΣ+, we have [[ϕ]](wn) = n2. Then
for any wRA A over Σ, D and S, there exists a constant M ∈ N such that
[[A]](wn) ≤M · n for all n ≥ 2. Hence, [[A]] 6= [[ϕ]].
Now, based on the explanations above, we will define the desired
fragment of wEMSO for wRA. Note that, similarly to [41], we must
restrict the use of ∀x to simplified formulas without weighted quantifiers.
Let x be a first-order variable. We say that a formula γ ∈ wFO[Σ,D,S] is
almost boolean over x if it is derived by the grammar
γ ::= β | s | f(X,x) | γ ∨ γ | γ ∧ γ
where β ∈ Bool[Σ,D], s ∈ S, f ∈ F and X is a second-order variable.
Let aBool(x)[Σ,D,S] denote the set of all almost boolean formulas over x.
Then, restricted weighted first-order logic wFOres[Σ,D,S] ⊆ wFO[Σ,D,S]
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is defined by the grammar
ϕ ::= β | s | f(X,x) | ϕ ∨ ϕ | ϕ ∧ ϕ | ∃x.ϕ | ∀x.γ
where β ∈ Bool[Σ,D], s ∈ S, f ∈ F , x is a first-order variable, X is
a second-order variable and γ ∈ aBool(x)[Σ,D,S]. Restricted weighted
existential MSO logic wEMSOres[Σ,D,S] ⊆ wEMSO[Σ,D,S] is defined to
be the set of all formulas of the form ∃X1...∃Xn.ϕ where n ≥ 0, X1, ...,Xn
are second-order variables and ϕ ∈ wFOres[Σ,D,S]. We say that a fragment
Frag ⊆ wEMSO[Σ,D,S] is expressively equivalent to wRA if, for every
data series L : DΣ+ → S, L is recognizable by a wRA over Σ, D and S iff
L is definable by a sentence in Frag.
Theorem 3.21. Let Σ be an alphabet, D a data structure, and S a com-
mutative data semiring over D. Then wEMSOres[Σ,D,S] is expressively
equivalent to wRA.
Remark 3.22. Note that a logical characterization of weighted timed au-
tomata was given in [86], Theorems 30 and 39. The structure of the
syntactically restricted logical fragment of our Theorem 3.21 has the follow-
ing advantages. First, we do not restrict the use of weighted conjunctions
ϕ1 ∧ ϕ2 and we only need to restrict the use of ∀-quantifiers to formulas
without weighted quantifiers. Second, in the syntactically restricted weighted
logic of [86] over non-idempotent semirings (cf. Theorem 39 of [86]), the
use of ∀-quantifier is restricted to formulas which define timed languages
of bounded variability, a notion introduced by Wilke [104]. Intuitively,
the variability of a timed word corresponds to the maximum number of
events that may occur within one time unit. Since we deal with register
automata, the same notion cannot be applied here, and therefore we need a
new technique. We will prove Theorem 3.21 in Section 3.9.
3.8 Visibly Register Automata
Two of the main difficulties of the proof of Theorem 3.21 are that register
automata are neither determinizable nor closed under complement. The
goal of this section is to investigate a subclass of register automata which
can be applied in the proof of our logical characterization result. Our
determinizable subclass could be also of independent interest.
The idea is to make the register updates visible in transition labels.
Note that a similar idea was applied in event-clock automata [3] and
visibly pushdown automata [4]. Since the class of languages recognizable by
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event-clock automata is not closed under projections of input symbols [3],
this model is not suitable for the translation of logical formulas. We use
a slightly different approach. Recall that in event-clock automata, the
input alphabet is arbitrary and with every letter a clock is associated. In
contrast, in our model we take an arbitrary set of registers and an input
alphabet is defined depending on this set of registers.
Throughout all of this section, we fix an alphabet Σ, a data structure
D = (D,R) and a finite set of registers Reg. Let Σ〈Reg〉 denote the alphabet
Σ× {0, 1}Reg.
Definition 3.23. A visibly register automaton over Σ, D and Reg is a
register automaton A over Σ〈Reg〉 and D with the set of registers Reg such
that, for every transition q
ϕ, (a,θ), up−−−−−−−→ q′ of A where q, q′ are locations,
a ∈ Σ, θ ∈ {0, 1}Reg, up ⊆ Reg and ϕ is a register guard, we have
up = {r ∈ Reg | θ(r) = 1}.
Note that A recognizes the language L(A) ⊆ D(Σ〈Reg〉)+, visibly register
automata form a subclass of register automata.
We say that a register automaton A over Σ and D is deterministic if it has
a single initial location and whenever ` ϕ, a, up−−−−→ `′ and ` ϕ
′, a′, up′−−−−−−→ `′′ are
two distinct transitions of A, then ϕ and ϕ′ are mutually exclusive, i.e., for
all registers valuations ν and all data values d ∈ D, we have (ν, d) 2 ϕ ∧ ϕ′.
We call A complete if for all locations ` of A, all letters a ∈ Σ, all register
valuations ν and all data values d ∈ D, there exists a transition ` ϕ, a, up−−−−→ `′
of A with (ν, d) |= ϕ.
The following lemma shows that the class of visibly register automata
is determinizable.
Theorem 3.24. Let A a visibly register automaton over Σ, D and Reg.
Then, there exists a deterministic and complete visibly register automaton
A′ over Σ, D and Reg such that L(A) = L(A′).
Proof. The proof follows a similar idea as the proof of Theorem 1 of [3]
about determinization of event-clock automata. Let A = (L,Reg,Li,T ,Lf )
be a visibly register automaton over the alphabet Σ recognizing the
data language L(A). From A we construct a visibly register automaton
A′ = (L′,Reg,L′i,T ′,L′f ) with L(A′) = L(A) as follows:
• L′ = P(L), L′i = {Li}, L′f = {U ⊆ L | U ∩ Lf 6= ∅}.
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• T ′ is defined as follows. Suppose that U ∈ P(L) and (a, θ) ∈ Σ〈Reg〉.
Let (ti)i∈{1,...,m} be an enumeration of the set of all transitions
in T with label (a, θ) starting in a location from U . For each
i ∈ {1, ...,m} let ti =
(
`i
ϕi, (a,θ), up−−−−−−−→ `′i
)
with the update set
up = {r ∈ Reg | θ(r) = 1}. For any subset J ⊆ {1, ...,m}, we add
to T ′ the transition t′ =
(
U
ϕJ , (a,θ), up−−−−−−−→ U ′) where U ′ = {`′i | i ∈ J}
with ϕJ =
∧
i∈J ϕi ∧
∧
i/∈J ¬ϕi.
We show that
1. A′ is deterministic and complete;
2. L(A′) = L(A).
First we show (1), The completeness of the automaton A′ is implied by the
given construction. Now we show that A′ is deterministic. Assume that
t′1 =
(
U
ϕJ1 , (a,θ), up−−−−−−−−→ U ′1
) ∈ T ′ and t′2 = (U ϕJ2 , (a,θ), up−−−−−−−−→ U ′2) ∈ T ′ with
t′1 6= t′2. Then, for the subsets J1, J2 ⊆ {1, 2, ...,m} we have J1 6= J2 and
hence ϕJ1 and ϕJ2 are mutually exclusive. Therefore A′ is deterministic.
Now we show (2). Let u = ((a1, θ1), d1)...((an, θn), dn) ∈ L(A). Then there
exists a run
ρ = 〈`0, ν0〉 `t1,d1 〈`1, ν1〉 `t2,d2 ... `tn,dn 〈`n, νn〉 (3.1)
of A on u where ti =
(
`i−1
ϕi, (ai,θi), upi−−−−−−−−−→ `i
)
with upi = {r ∈ Reg | θi(r) =
1} for all i ∈ {1, ...,n}. Note that 〈p0, ν0〉 is the initial state and all the
register valuations ν1, ..., νn are uniquely determined by ν0 and u. Now
consider the run
ρ′ = 〈U0, ν0〉 `t′1,d1 〈U1, ν1〉 `t′2,d2 ... `t′n,dn 〈Un, νn〉 (3.2)
where t′i =
(
Ui−1
ϕJi , (ai,θi), upi−−−−−−−−−→ Ui
)
with upi = {r ∈ Reg | θi(r) = 1} for
all i ∈ {1, ...,n}. Note that U0 = L′i = {Li} and each Ui is obtained based
on the idea in the construction explained above. By the definition of the
transitions t′i, i ∈ {1, ...,n}, we can see that `i ∈ Ui and therefore t′i ∈ T ′.
In addition, since `n ∈ Lf we have Lf ∩ Un 6= ∅ and so Un ∈ L′f . Thus, ρ′
is a run of A′ on u. Hence, u ∈ L(A′). It implies that L(A) ⊆ L(A′).
Conversely, let u = ((a1, θ1), d1)...((an, θn), dn) ∈ L(A′). Then there exists
a successful run of the form 3.2 on w where t′i =
(
Ui−1
ϕJi , (ai,θi), upi−−−−−−−−−→ Ui
)
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with upi = {r ∈ Reg | θi(r) = 1} for all i ∈ {1, ...,n}. Then,
there exist `0 ∈ Li, `1, ..., `n−1 ∈ L and `n ∈ Lf such that
ti =
(
`i−1
ϕi, (ai,θi), upi−−−−−−−−−→ `i
) ∈ T , for i ∈ {1, ...,n}. Thus, we can define a
run of the form 3.1 of A on u. Hence u ∈ L(A). Therefore, L(A′) ⊆ L(A).
Hence (2) holds true.
Using Theorem 3.24 for the complement, it is not difficult to verify the
closure properties for visibly register automata stated in the next lemma.
Lemma 3.25. The class of data languages recognizable by visibly
register automata over Σ, D and Reg is closed under union, intersection and
complement.
Proof. For union, we apply the standard automata-theoretic disjoint union
construction. Now we give the proof for the complement. By Theorem
3.24, there exists a deterministic and complete visibly register automaton
A = (L,Reg,Li,T ,Lf ) over Σ such that L(A) = L ⊆ D(Σ〈Reg〉)+. Then,
we can define the visibly register automaton A′ = (L,Reg,Li,T ,L\Lf ).
Since A is deterministic, for all u ∈ L, there exists only one successful
run ρ of A on u which ends in a location in Lf . It means, u 6∈ L(A′).
In addition, since A is complete, for all u ∈ DΣ+\L there exists a run
which ends in a location from L\Lf . Hence, u ∈ L(A′). It implies that
L(A′) = D(Σ〈Reg〉)+\L. Finally, the claim for the intersection is implied by
the closure under complement and union.
Let Γ, ∆ be alphabets and pi : Γ → ∆ a mapping. We
extend pi to the projection pi : D(Γ〈Reg〉)+ → D(∆〈Reg〉)+ by
applying pi only to the Σ-components of data words, i.e., for
a data word u = ((a1, θ1), d1)...((an, θn), dn) ∈ D(Γ〈Reg〉)+ we can de-
fine the data word pi(u) = ((pi(a1), θ1), d1)...((pi(an), θn), dn) ∈ D(∆〈Reg〉)+.
Then for a data language L ⊆ D(Γ〈Reg〉)+, the projection pi(L) is
defined by {pi(u) | u ∈ L} ⊆ D(∆〈Reg〉)+. Similarly, for a data
language L′ ⊆ D(∆〈Reg〉)+, we define the inverse projection pi−1(L′) by
{u ∈ D(Γ〈Reg〉)+ | pi(u) ∈ L′} ⊆ D(Γ〈Reg〉)+.
Lemma 3.26. Let Γ, ∆ be alphabets and pi : Γ→ ∆ a mapping.
1. If L ⊆ D(Γ〈Reg〉)+ is recognizable by a visibly register automaton
over Γ, D and Reg, then pi(L) is recognizable by a visibly register
automaton over ∆, D and Reg.
2. If L ⊆ D(∆〈Reg〉)+ is recognizable by a visibly register automaton
over ∆, D and Reg, then pi−1(L) is recognizable by a visibly register
automaton over Γ, D and Reg.
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Proof. Let Γ and ∆ be alphabets, and pi : Γ→ ∆ a mapping.
1. Let A = (L,Reg,Li,T ,Lf ) be a visibly register automaton over Γ, D and
Reg recognizing the data language L ⊆ D(Γ〈Reg〉)+. We construct a visibly
register automaton A′ = (L,Reg,Li,T ′,Lf ) with the same location space L
over ∆, D and Reg recognizing pi(L) as follows: the set of transitions T ′ con-
sists of all transitions t′ =
(
`
ϕ, (pi(a),θ), up−−−−−−−−−→ `′) where t = (` ϕ, (a,θ), up−−−−−−−→ `′)
is a transition in T . Now one can see that L(A′) = pi(L).
2. Let B = (L,Reg,Li,T ,Lf ) be a visibly register automaton over ∆, D and
Reg recognizing the data language L ⊆ D(∆〈Reg〉)+. We obtain a visibly
register automaton B′ = (L,Reg,Li,T ′,Lf ) over Γ, D and Reg recognizing
pi−1(L) ⊆ D(Γ〈Reg〉)+ by defining T ′ as follows: the set of transitions T ′
consists of all transitions t′ =
(
`
ϕ, (a,θ), up−−−−−−−→ `′) where t = (` ϕ, (pi(a),θ), up−−−−−−−−−→
`′
)
is a transition in T . It can be seen that L(B′) = pi−1(L).
Now let β ∈ Bool[Σ,D] be a formula and Reg the set of all second-order
variables X occurring in a subformula of β of the form R(X,x). Using
the standard encoding of free variables, we encode the set of all pairs
(w,σ|free(β)) such that (w,σ) ∈ DΣ+ and (w,σ) |= β as the data language
L(ϕ) ⊆ D(Γ〈Reg〉)+ where Γ = Σ×{0, 1}free(β)\Reg. Using Lemmas 3.25 and
3.26 and Theorem 3.24, we will show by induction the following theorem.
Theorem 3.27. Let β ∈ Bool[Σ,D] be a formula and Reg the set of
all second-order variables X occurring in a subformula of β of the form
R(X,x). Then, there exists a deterministic visibly register automaton A
over Γ, D and Reg such that L(A) = L(β).
Proof. Let β ∈ Bool[Σ,D] and Reg the set of all second-order variables X
occurring in a subformula of β of the form R(X,x). We show that for
each formula β, the language L(β) can be recognized by a deterministic
visibly register automaton A over the extended alphabet Γ〈Reg〉 where
Γ = Σ× {0, 1}free(β)\Reg, D and Reg.
1. If β is one of the formulas Pa(x), x 6 y or x ∈ X, we can construct a
deterministic visibly register automaton Aβ using the same approach as
for the formulas in MSO.
2. The automaton AR(X,x) for the formula β = R(X,x) over the alphabet
Γ〈X〉 where Γ = Σ × {0, 1}{x} is depicted in Fig. 3.4. Here, Σij with
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Σ00
Figure 3.4: The visibly register automaton A for the formula R(X,x)
i, j ∈ {0, 1} means any letter in Γ〈X〉 whose X-component is i and x-
component is j and r = X is the register of AR(X,x). This automaton can
guess at which step the last transition labeled with a letter in Γ〈X〉 with a
1 in the X-row is taken and updates the register r at this transition. Then
it checks that whenever a transition is labeled with a letter including a 1 in
the x-row, then the data value loaded into the register at the last position
labeled with a letter including a 1 in the X-row satisfies the guard Rr.
3. If β is one of the formulas β ∨ β, ¬β or ∃x.β, we use the standard
approach as for the formulas in MSO, applying Lemma 3.25 and 3.26.
3.9 Definability Equals Recognizability
In this section, we give the proof of Theorem 3.21. First, we show that
recognizability implies definability.
Theorem 3.28. Let A be a wRA over Σ, D and S. Then there exists a
sentence ϕ ∈ wEMSOres[Σ,D,S] such that [[ϕ]] = [[A]].
Proof. Let A = (L,Reg,Li,T ,Lf , 〈wttrans, wtdata〉). First, using
Bool[Σ,D]-formulas, we describe runs of A. For this, we fix an enumera-
tion (ti)1≤i≤n of T and an enumeration (rj)1≤j≤m of Reg. Assume that
ti =
(
`i
ϕi, ai, upi−−−−−−→ `′i
)
, for 1 ≤ i ≤ n. Then, we associate with every tran-
sition ti a second-order variable Xi which keeps track of positions where
ti is taken and associate with every register rj a second-order variable Yj
which keeps track of positions where rj is updated. Now, a run of A can
be described using the formula β ∈ Bool[Σ,D] with the set of free variables
free(β) = {X1, ...,Xn,Y1, ...,Ym} defined by
β = Partition∧Labels∧ Initial∧Consistent∧Final∧Registers
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where
• Partition = ∀x.∨1≤i≤n((x ∈ Xi) ∧∧j 6=i(x /∈ Xj)) demands that values
of variables X1, ...,Xn form a parition of the domain of an input data word.
• Labels = ∀x.∧a∈Σ(Pa(x) → ∨(x ∈ Xi | 1 ≤ i ≤ n, ai = a)) demands
that the transition labels of a run are compatible with an input data word.
• Initial = ∃x.(∀y.(x ≤ y)∧∨(x ∈ Xi | 1 ≤ i ≤ n, qi ∈ Li)) demands that
a run starts in an initial location from Li.
• Consistent = ∀x.∀y.((y = x + 1) → ∨(x ∈ Xi ∧ y ∈ Xj | 1 ≤ i, j ≤
n, q′i = qj)) demands that every two successive transitions are matching,
i.e., they are connected via the same location.
• Final = ∃x.(∀y.(y ≤ x) ∧∨(x ∈ Xi | 1 ≤ i ≤ n, qi ∈ Lf )) demands that
a run ends in a final location from Lf .
• For all x ∈ V1 and ϕ ∈ Φ(Reg,D), let fx(ϕ) ∈ Bool[Σ] be obtained
from ϕ by replacing every subformula Rrj with R ∈ R and j ∈ {1, ...,m}
by R(Yj ,x). Then Registers = ∀x.
∨
1≤i≤n(x ∈ Xi ∧
∧
j∈upi x ∈ Yj ∧∧
j∈Reg\upi x /∈ Yj ∧ fx(ϕi)) checks that whenever a transition ti is taken
(i.e. x ∈ Xi), then each register j ∈ upi is updated (i.e., x ∈ Yj), and each
register j /∈ upi is not updated (i.e., x /∈ Yj), and a register valuation and a
new data value must satisfy the register guard ϕi (i.e., fx(ϕi) holds true).
Then, the behavior of A can be described using the wEMSOres[Σ,D,S]-
sentence ϕ = ∃X1, ...,Xn,Y1, ...,Ym.(β ∧ ∀x.[
∨n
i=1(x ∈ Xi ∧ wttrans(ti) ∧∧m
j=1 wtdata(ti, rj)(Yj ,x))]), i.e., [[ϕ]] = [[A]].
Now we show that definability by sentences in wEMSOres[Σ,D,S]
implies recognizability by wRA. Our proof will follow a similar strategy as
the proof of the corresponding theorem in [41], i.e., we proceed by induction
on the structure of the formula, encode the values of variables as letters of
an extended alphabet and apply closure properties stated in Lemma 3.15. A
crucial problem occurs with the ∀x-quantifiers and this case requires a new
proof technique, since unweighted register automata are not determinizable
and our almost boolean formulas contain functions of the form f(X,x).
We solve this problem by translating a wEMSOres-sentence into a sentence
where ∀x-quantifiers are applied to formulas of the simplified form. Then,
using our Theorem 3.27, we can construct a wRA for ∀x-formulas.
Let Σ be an alphabet, D a data structure and S = 〈(S, +, ·,0,1),F〉
a data semiring over D. Let x ∈ V1 be a first-order variable. We say
that a formula κ ∈ wFO[Σ,S,D] is a semi-granular weight formula over
Σ,S,D and x if it is of the form s ∧ f1(X1,x) ∧ ... ∧ fr(Xr,x) where s ∈ S,
r ≥ 0, f1, ..., fr ∈ F and X1, ...,Xr are second-order variables. If X1, ...,Xr
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are pairwise distinct, then κ is called a granular weight formula. Let
Gran(x)[Σ,S,D] denote the set of all granular weight formulas over Σ,S,D
and x. We say that a formula γ ∈ aBool(x)[Σ,S,D] is a simple almost
boolean formula over Σ,S,D and x if it is of the form
∨n
i=1(βi ∧ κi) where
n ≥ 1, κ1, ...,κn ∈ Gran(x)[Σ,S,D] and β1, ...,βn ∈ Bool[Σ,D] are boolean
formulas. We say that a formula ψ ∈ wEMSOres[Σ,S,D] is canonical over
Σ,S,D if whenever it contains a subformula of the form ∀x.γ, then γ is
a simple almost boolean formula over Σ,S,D and x. Now we show that
each sentence ψ ∈ wEMSOres[Σ,S,D] can be translated into a canonical
sentence over Σ,S,D:
Lemma 3.29. Let ψ ∈ wEMSOres[Σ,S,D] be a sentence. Then, there
exists a canonical sentence ζ over Σ,S,D such that [[ζ]] = [[ψ]]
Proof. First, using the commutativity and distributivity of the data
semiring S, we claim that we can replace every almost boolean formula
γ ∈ aBool(x)[Σ,S,D] occurring in ψ by a formula γ′ = ∨ni=1(βi ∧ κi) where
β1, ...,βn ∈ Bool[Σ,D] and each κi is a semi-granular weight formula over
Σ,S,D and x which is of the form si ∧
∧r
k=1 fik(Yk,x). We prove this by
induction on the structure of γ. If γ is a boolean formula β ∈ Bool[Σ,D], it
can be replaced by the formula β ∧1 which is a formula of the desired form.
In case γ is the constant s ∈ S we replace it by the formula True∧s. In case
γ = f(Y ,x), where f ∈ F , Y is a second-order variable and x is a first-order
variable, we replace it by the formula 1 ∧ True ∧ f(Y ,x) which is also of
the desired form. Now we let γ1 =
∨m
i=1(βi ∧κi) and γ2 =
∨n
i=m+1(βi ∧ κi)
where βi, ...,βn ∈ Bool[Σ,D] and each κi is a semi-granular
weight formula over Σ,S,D and x which is of the form si ∧
∧r
k=1 fik(Yk,x).
Assume that γ = γ1 ∨ γ2. Then clearly we have γ1 ∨ γ2 =
∨n
i=1(βi ∧ κi)
which is a semi-granular weight formula over Σ,S,D and x. Now let γ1
be as above, and let γ2 =
∨n
j=1(β
′
j ∧ κ′j) where β′1, ...,β′n ∈ Bool[Σ,D] and
each κ′i is a semi-granular weight formula over Σ,S,D and x which is of
the form s′j ∧
∧r
k=1 f
′
jk(Yk,x). Assume that γ = γ1 ∧ γ2. Then we have
γ1 ∧ γ2 =
∨m
i=1
∨n
j=1(βi ∧ β′j) ∧ (κi ∧ κ′j) where
κi ∧ κ′j =
(
si ∧
r∧
k=1
fik(Yk,x)
) ∧ (s′j ∧ r∧
k=1
f ′jk(Yk,x)
)
= (si ∧ s′j) ∧
r∧
k=1
(
fik(Yk,x) ∧ f ′jk(Yk,x)
)
.
Therefore, γ1 ∧ γ2 is also a semi-granular weight formula over Σ,S,D and
x. Note that the second equality is obtained by the commutativity of S.
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Now let η ∈ wEMSOres[Σ,S,D] be the sentence obtained after these re-
placements.
Second, we replace semi-granular weight formulas in η by granular weight
formulas. The idea is the following. Assume that η = ∃X1, ...,Xk.ϕ with
ϕ ∈ wFOres[Σ,S,D]. In the case when ϕ contains a semi-granular formula
κ = s ∧ f1(Y1,x) ∧ ... ∧ fl(Yl,x) ∧ ... ∧ fj(Yj ,x) ∧ ... ∧ fr(Yr,x) with l 6= j
and Yl = Yj , then we take a fresh second-order variable Z and replace
η by the sentence ∃X1, ...,Xk,Z.([∀z.(z ∈ Z ↔ z ∈ Yl)] ∧ ϕ˜) where ϕ˜ is
obtained from ϕ by replacing the variable Yj in κ by the fresh variable
Z. Following this process, in finitely many steps we can get rid of all
repeating second-order variables in semi-granular weight formulas. We call
this formula ζ. Now for a data word (w,σ) ∈ DΣ+ we have:
[[ζ]] = [[∃X1, ...,Xk,Z.([∀z.(z ∈ Z ↔ z ∈ Yl)] ∧ ϕ˜)]](w,σ)
=
∑
I⊆dom(w)
[[∃X1, ...,Xk([∀z.(z ∈ Z ↔ z ∈ Yl)] ∧ ϕ˜)]](w,σ[Z/I])
= [[∃X1, ...,Xk([∀z.(z ∈ Z ↔ z ∈ Yl)] ∧ ϕ˜)]](w,σ[Z/σ(Yl)])
= [[∃X1, ...,Xk.ϕ˜)]](w,σ[Z/σ[Yl]])
= [[∃X1, ...,Xk.ϕ]](w,σ) = [[ψ]].
This completes the proof.
Theorem 3.30. Let ψ ∈ wEMSOres[Σ,S,D] be a sentence. Then there
exists a wRA A over Σ, S and D such that [[A]] = [[ψ]].
We will prove this theorem by induction on the structure of a subformula
ζ of ψ. As usual, whenever ζ contains free variables, ζ will be translated
into a wRA over the extended alphabet Σ×{0, 1}free(ζ). Now we show the
following lemmas:
Lemma 3.31. Let Σ be an alphabet, D a data structure and
S = 〈(S, +, ·,0,1),F〉 a data semiring over D. The semantics of all boolean
formulas Bool[Σ,D], all formulas s ∈ S and f(X,x) ∈ F are recognizable
by a wRA.
Proof. Let β ∈ Bool[Σ,D]. By Theorem 3.27, we can construct a deter-
ministic visibly register automaton A for β which will be considered as an
RA. It can be easily transformed into a desired wRA for β by using 1 for
wttrans and 1D×D for wtdata. The automaton construction for the constant
s is straightforward. For the formula f(X,x) over the alphabet Γ〈X〉 where
Γ = Σ× {0, 1}{x}, the automaton is depicted in Fig. 3.5. The idea behind
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1 2
Σ11, Σ01
wtdata(t, r) = f
Σ00
Σ10
Σ10
↓ r
Σ00
Figure 3.5: The WRA A for the formula f(X,x)
the construction is the same as the one for the formula R(X,x). Note that
in Fig. 3.5, for the transition from the location 1 to the location 2, wttrans
is 1 and wtdata is the weight function f . For all the other transitions we
assign 1 to wttrans and 1D×D to wtdata.
Lemma 3.32. Let ζ1, ζ2 ∈ wFO[Σ,S,D] such that [[ζ1]] and [[ζ2]] are recog-
nizable. Then [[ζ1 ∨ ζ2]] and [[ζ1 ∧ ζ2]] are also recognizable.
Proof. Let V = free(ζ1∨ζ2) = free(ζ1∧ζ2) = free(ζ1)∪free(ζ2). By applying
Lemma 3.17, we can see that [[ζ1]]V and [[ζ2]]V are both recognizable. Now
by Lemma 3.15 (1), [[ζ1 ∨ ζ2]] = [[ζ1]]V ∨ [[ζ2]]V and by Lemma 3.15 (2),
[[ζ1 ∧ ζ2]] = [[ζ1]]V ∧ [[ζ2]]V are recognizable.
Lemma 3.33. Let ζ ′ ∈ wFO[Σ,S,D] such that [[ζ ′]] is recognizable. Then
[[∃x.ζ ′]] and [[∃X.ζ ′]] are recognizable.
Proof. Consider the formula ζ = ∃x.ζ ′ for ζ ′ ∈ wEMSOres[Σ,S,D] such
that [[ζ ′]] is recognizable. Let V = free(∃x.ζ ′). Note that x 6∈ V. Consider
the projection h : Σ+V∪{x} → Σ+V which erases the x-row in ΣV∪{x}. Then
for a word (w,σ) ∈ DΣ+V∪{x} where σ is a valid (V ,w)-assignment, we have
[[∃x.ζ ′]](w,σ) =
∑
([[ζ ′]](w,σ[x/i]) | i ∈ dom(w))
=
∑
([[ζ ′]](w,σ′) | pi(w,σ′) = (w,σ))
= pi([[ζ ′]])(w,σ).
Due to Lemma 3.16 (1), [[∃x.ζ ′]] is recognizable. The proof for the case
∃X.ζ ′ is similar.
Lemma 3.34. Let γ ∈ aBool(x)[Σ,S,D] be a simple almost boolean formula
over Σ,S,D and x. Then ∀x.γ is recognizable.
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Proof. Let ζ = ∀x.γ. Let Reg be the set of all second-order variables
Y such that γ has a subformula of the form R(Y ,x) with R ∈ R or
f(Y ,x) with f ∈ F . Let (Yk)1≤k≤r be an enumeration of Reg. Now by
Lemma 3.29, we can transform γ into the form
γ′ =
n∨
i=1
(βi ∧ si ∧
r∧
k=1
fik(Yk,x))
where β1, ...,βn ∈ Bool[Σ,D], si ∈ S and fik ∈ F . We also may
assume for simplicity that, for all i ∈ {1, ...,n} and k ∈ {1, ..., r},
βi has a subformula of the form R(Yk,x). This means that Reg ⊆
free(βi) for all i ∈ {1, ...,n}. Let S˜ ⊆ S be the set of all si ap-
pearing in γ′ and F˜ ⊆ F the set of all fik appearing in γ′. Con-
sider the extended alphabet ∆ = Σ× {1, ...,n} × S˜ × F˜r. A data word
in D∆+free(ζ) is written by (w,u, v,~g,σ) where (w,σ) ∈ DΣ+free(ζ), u =
u1...u|w| ∈ {1, ...,n}+, v = v1...v|w| ∈ S˜+ and ~g = (g(1), ..., g(n)) ∈ (F˜+)r
and g(i) = g(i)1 ...g
(i)
|w| ∈ F˜+ for all i ∈ {1, ..., r}. We let ξ ∈ Bool[∆,D] be of
the form
ξ = ∀x.∨ni=1( ∨
a,v,g1,...,gr
P(a,i,v,g1,...,gr)(x)→ β˜i ∧
∨
a
P(a,i,si,fi1,...,fir)(x)
)
where each formula β˜i ∈ Bool[∆,D] is obtained from βi by replacing every
predicate Pa(x) with a ∈ Σ and x ∈ V1 by the formula
∨(
P(a,u,v,g1,...,gr)(x) | u ∈ {1, ...,n}, v ∈ S˜, g1, ..., gr ∈ F˜
)
.
Note that free(ξ) = free(ζ) and, in particular, Reg ⊆ free(ξ). By
Theorem 3.27, there exists a deterministic visibly register automaton
A = (L,Reg,Li,T ,F ) over ∆ × {0, 1}free(ξ)\Reg, Reg and D such that
L(A) = L(ξ). Note that A can be considered as a register automa-
ton over the alphabet ∆ × {0, 1}free(ξ) and D. We construct a wRA
A′ = (L,Reg,Li,T ,Lf , wttrans, wtdata) over ∆×{0, 1}free(ξ), D and S where
wttrans and wtdata are defined as follows. For any transition t ∈ T with
label(t) = (a, ι, s, f1, ..., fr), we let wttrans(t) = s and, for any register
Yi ∈ Reg (i ∈ {1, ..., r}), we let wtdata(t,Yi) = fi. By Lemma 3.16 (1),
we can construct a wRA B over Σ × {0, 1}free(ξ), D and S such that
[[B]] = pi([[A′]]). Our goal now is to show that [[B]] = [[ζ]]. Indeed, let
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(w,σ) ∈ DΣ+free(ζ) with w = (a1, d1)...(a|w|, d|w|). Then:
[[B]](w,σ)
=
∑(
[[A′]](w,u, v,~g,σ) | u ∈ {1, ...,n}|w|, v ∈ (S˜)|w|,~g ∈ ((F˜)|w|)r)
=
∑( |w|∏
j=1
vj ·g(1)j (δ(1)j , dj) · ... ·g(r)j (δ(r)j , dj)
∣∣∣∣ (w,u, v,~g,σ) ∈ L(A))
where δ(1)j , ..., δ
(k)
j are data stored in registers before taking the j-th transi-
tion (note that these data values are uniquely determined by (w,u, v, g˜,σ),
since A is deterministic). Moreover, since A is a visibly register automaton,
we have g(k)j (δ
(k)
j , dj) = [[g
(k)
j (Yk,x)]](w,σ[x/j]).
Since L(A) = L(ξ), we have
[[B]](w,σ)
=
∑
u∈{1,...,n}|w|
( |w|∏
j=1
vj ·g(1)j (δ(1)j , dj) · ... ·g(r)j (δ(r)j , dj)
∣∣∣∣ (w,u, v, ~f ,σ) |= ξ)
=
∑
u∈{1,...,n}|w|
|w|∏
j=1
(
su(j)·
r∏
k=1
[[fu(j),k(Yk,x)]](w,σ[x/j])
∣∣∣∣ (w,σ[x/j]) |= βu(j)).
One the other hand:
[[ζ]](w,σ)
=
|w|∏
j=1
[[γ]](w,σ[x/j])
=
|w|∏
j=1
n∑
i=1
(
si ·
r∏
k=1
[[fi,k(Yk,x)]](w,σ[x/j]
∣∣∣∣ (w,σ[x/j]) |= βi)
=
∑
u∈{1,...,n}|w|
|w|∏
j=1
(
su(j)·
r∏
k=1
[[fu(j),k(Yk,x)]](w,σ[x/j])
∣∣∣∣ (w,σ[x/j]) |= βu(j)).
Then [[B]](w,σ) = [[ζ]](w,σ) and hence the claim follows.
The proof of Theorem 3.30 is by induction on the structure of a subformula
ζ of ψ, applying Lemmas 3.31 - 3.34.
Proof of Theorem 3.21. Immediate by Theorems 3.28 and 3.30.
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Chapter 4
Synchronizing Data Words for
Register Automata
In this chapter, we study the concept of synchronizing data words in register
automata: Does there exist a data word that sends all states of the given
register automaton to a single state? The class of register automata that we
consider here is the class of register automata of Chapter 3, but only over
the data structure D = (D, {=D, 6=D}); they have a decidable non-emptiness
problem [71], and the subclass of nondeterministic register automata with
a single register has a decidable non-universality problem [36].
We introduce the notion of data efficiency for a data word; it gives the
necessary and sufficient number of distinct data values of a synchronizing
data word (if exists), to synchronize a register automaton. We show that the
notion of data efficiency is tightly related to the complexity of deciding the
existence of a synchronizing data word. For deterministic register automata
with k registers (k-Dra), we prove that inputting data words with only
2k + 1 distinct data values from the infinite data domain, is sufficient
to synchronize. We show that the synchronizing problem for Dra is in
general PSPACE-complete, and it is NLOGSPACE-membership for 1-Dra.
For nondeterministic register automata (Nra), we show that Ackermann(n)
distinct data (where n is the size of the given register automaton) might
be necessary to synchronize. We establish Ackermann-completeness of the
problem for 1-Nra, however, we show that the synchronizing problem for
Nra is in general undecidable.
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4.1 Synchronizing Data Words
In Chapter 3, to recognize the class of data languages, we considered the
model of register automata over a data structure D = (D,R), where we
augmented a data domain D with some arbitrary set of binary relations R
to handle the data comparison. Throughout all of this chapter, we only
consider the class of register automata of Chapter 3, but only over the
data structure D = (D, {=D, 6=D}). For the convenience of presentation, we
avoid to use the notion of data structure D, and instead we simply say data
domain D.
For a data word w = (a1, d1)(a2, d2) . . . (an, dn) ∈ (Σ× D)+, the length
of w is |w| = n, and we use data(w) = {d1, . . . , dn} ⊆ D to refer to the set
of data values occurring in w, and we say that the data efficiency of w
is |data(w)|. As before, we let Reg be a finite set of registers, and we let
ν : Reg→ D be a register valuation over Reg and D; recall that, sometimes
we will consider ν =
(
ν(r1)···
ν(rm)
)
∈ Dm where Reg = {r1, · · · , rm}, for m > 1.
The register guards ϕ over Reg and {=D, 6=D} are defined by the grammar
ϕ ::= True | =r | ϕ ∧ ϕ | ¬ϕ,
where r ∈ Reg. We simply use 6= r for the inequality guard ¬(= r). The
satisfaction relation of register guards on Dm×D is defined as follows: (ν, d)
satisfies the guard = r iff ν(r) = d; the other cases follow. For example,
(
(
d1
d2
d1
)
, d2) satisfies ((= r1) ∧ (= r2)) ∨ ( 6= r3)) where d1 6= d2.
Since in this chapter we are interested in synchronizing problem for
register automata, we consider register automata over an alphabet Σ and an
infinite data domain D as a triple A = (L,Reg,T ), i.e., without the finite
sets of initial and final locations. This is due to the fact that the concept
of synchronization requires that all runs of a register automaton, whatever
the initial state (initial location and register valuations), end in the same
state. As the data domains for registers are infinite, register automata
are infinite-state transitions systems. We describe the behaviour of A as
follows: Given the register automaton A in state q = 〈`, ν〉 ∈ L × D|Reg|,
while inputting the letter a ∈ Σ and datum d ∈ D, an a-transition
`
ϕ, a, up−−−−→ `′ may be fired if (ν, d) satisfies the guard ϕ; then A starts in
successor state q′ = 〈`′, ν ′〉 where ν ′ = ν[up ··= d] is the update on registers.
Recall that we write ↓ r when up = {r}. By post(q, (a, d)), we denote all
successor states q′ of q, on inputting letter a and datum d. A run of A
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over the data word w = (a1, d1)(a2, d2) · · · (an, dn) is a sequence of states
q0q1 . . . qn where qi ∈ post(qi−1, (ai, di)) for all 1 6 i 6 n. We extend post
to sets P of states by post(P , (a, d)) =
⋃
q∈P post(q, (a, d)); and we extend
post to data words by post(P ,w · (a, d)) = post(post(P ,w), (a, d)) for all
data words w ∈ (Σ× D)∗.
In the rest of this chapter, without loss of generality we consider com-
plete register automata, meaning that for all states q ∈ L × D|Reg| and all
inputs (a, d) ∈ Σ× D, there is at least one successor: |post(q, (a, d))| > 1.
We also classify the register automata into deterministic (Dra) and
nondeterministic (Nra), where a register automaton is deterministic if
|post(q, (a, d))| 6 1 for all states q and all inputs (a, d). The classes of
deterministic register automata with a single register and with k registers
are denoted by 1-Dra and k-Dra, respectively. The classes of nondeter-
ministic register automata with a single register and with k registers are
denoted by 1-Nra and k −Nra, respectively.
The synchronizing problem for words is a well-studied concept for the
class of deterministic finite state automata, or for short Dfa; see [101]. The
deterministic finite-state automata are tuples B = (Q, Σ, ∆) where Q
is a finite set of states, Σ is a finite alphabet and the transition
function ∆ : Q× Σ→ Q is totally defined. The function ∆ extends
to finite words in a natural way, i.e., ∆(q,wa) = ∆(∆(q,w), a) for all
words w ∈ Σ∗ and letters a ∈ Σ; and it extends to all sets P of states
by ∆(P ,w) =
⋃
q∈P ∆(q,w). Informally, a synchronizing word leads the
automaton from every state to the same state; formally speaking, the
word w ∈ Σ∗ is synchronizing for B = (Q, Σ, ∆) if there exists some
state q¯ ∈ Q such that ∆(Q,w) = {q¯}. The synchronizing problem in Dfas
asks, given a Dfa A, whether there exists some synchronizing word for A.
We introduce synchronizing data words for the class of register au-
tomata: for a register automaton A = (L,Reg,T ) over an alphabet Σ and
a data domain D, a data word w ∈ (Σ×D)+ is synchronizing if there exists
some state 〈¯`, ν¯〉 such that post(L×D|Reg|,w) = {〈¯`, ν¯〉}. The synchronizing
problem asks, given a register automaton A over a data domain D, whether
A has some synchronizing data word.
Synchronizing words have applications in planning, control of
discrete event systems, biocomputing, and robotics [14, 101, 40].
To motivate our work, in Figure 4.1 we depict a web interface modelled by
a register automaton A with register r, which models communications
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Server
safe
User2User1
b, ↓ r
a1, a2
a1, ↓ r
a2
a1
a2, ↓ r
6=, b, ↓ r 6=, b, r↓
{Server safe,User1,User2} × D
↓ (a1, password1)
{Server safe,User2} × D ∪ {〈User1, password1〉}
↓ (a2, password2)
{Server safe} × D ∪ {〈Useri, passwordi〉 | 1 6 i 6 2}
↓ (b, restart)
{〈Server safe, restart〉}
Figure 4.1: The interactive interfaces between a server and two users on
the web.
between a server and two users over an interactive interface. The
server execute commands a1, a2 or b, and users locally attach private
information as data to the input. The register r in each user’s
interface can be used to store local information such as the password, which
implies the server has only partial information about the current state
of the users’ interfaces. When the server detects that an attacker is
eavesdropping on the communication, it guides the system to a safe state.
The data word w = (a1, password1)(a2, password2)(b, restart) with the dis-
tinct datum restart, is synchronizing for A. We display the successive states
after reading each input of w in Figure 4.1. The computation starts in the
infinite set of all states in which the server and users might be; registers may
have stored any datum from the data domain D, ranging over infinitely many
possible data values (e.g. ASCII strings or numbers). The in-
put (a1, password1) updates r in interface of the user 1 which synchro-
nizes the infinite set of states of that user in the state (User1, password1).
However, no update has taken place in interface of the user 2.
In fact, the register of that interface may still store any da-
tum from D; this changes after inputting (a2, password2). Using
the last input (b, restart), the server accomplishes synchronizing A
into (Server safe, restart). Now, the users can renew their passwords to
prevent the attacker from future eavesdropping.
4.2 Synchronizing Data Words for Dra
In this section, we establish the complexity bounds of the synchronizing
problem for deterministic register automata with k registers (k-Dra). We
prove that inputting words with data efficiency 2|Reg| + 1 is sufficient
to synchronize a Dra. We then reduce the synchronizing problem for
1-Dra to the synchronizing problem in Dfa, which yields NLOGSPACE-
membership. We show that the problem for k-Dra, in general, can be
decided in PSPACE; a reduction similar to the timed settings, as in [39],
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`
`1
`′1
`2 `3
synch
`′2 `
′
3
= r1 = r1∨ = r2 else
= r1 = r1∨ = r2 else
= r1
, ↓ r1
else, ↓ r2 else, ↓ r3
6= r1∧ 6= r2∧ 6= r3, ↓ Reg
else, ↓ r2 else, ↓ r3
6= r1∧ 6= r2∧ 6= r3, ↓ Reg
↓ Reg
6= r1 , ↓ r1
Figure 4.2: The Dra A of Example 4.1
provides the matching lower bound.
The concept of synchronization requires that all the runs of a register au-
tomaton end in the same state 〈`synch, νsynch〉 that only depends on the data
word wsynch, i.e., post(L × D,wsynch) = {〈`synch, νsynch〉}. While processing
a synchronizing data word, the infinite set of states in the automaton must
necessarily be shrinked to a finite set of states. In Lemma 4.2, we prove
that by means of data words with only |Reg| distinct data values we can
shrink infinite states of a given register automaton A = (L,Reg,T ) to a
finite set. We establish this result based on the following two key facts:
1. To shrink the set L × D|Reg|, for every ` ∈ L one can find a word w`
which brings A from the infinite set of state {`} × D|Reg| to some
finite set.
2. When reading a synchronizing data word wsynch from a state 〈`, ν〉,
some register r with ν(r) ∈ D\data(wsynch) must be updated. Such
updates must occur while taking inequality-guarded transitions which
are accessible only by inequality-guarded transitions.
To make these explanations clear, we give the following example:
Example 4.1. Consider the deterministic register automaton A =
(L,Reg,T ) over the single alphabet Σ = {a}, the data domain D,
and the set of registers Reg = {r1, r2, r3} depicted in Figure 4.2.
Let {d1, d2, d3} ⊆ D be a set of three distinct data values; One
can easily see that for the data word w = (a, d1)(a, d2)(a, d3) we have
post({`} × D3,w) = {〈`3,
(
d1
d2
d3
)
〉, 〈`′3,
(
d1
d2
d3
)
〉}. In addition, we can observe
that A can be synchronized in the state 〈synch,
(
d4
d4
d4
)
〉 by the synchronizing
data word wsynch = (a, d1)(a, d2)(a, d3)(a, d4) if {d1, d2, d3, d4} ⊆ D is a set
of 4 distinct data.
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We use this observation to provide a linear bound on the sufficient num-
ber of required distinct data values while synchronizing register automata.
Lemma 4.2. For all Dra for which there exist synchronizing data
words, there exists some word w with data efficiency |Reg| such that
post(L × D|Reg|,w) ⊆ L× (data(w))|Reg|.
Proof. Let A = (L,Reg,T ) be k-Dra over the alphabet Σ and the data
domain D, and let v be a synchronizing data word for A. Let k > 1. We
consider the case where k < |data(v)|, else the statement of the lemma
trivially holds.
For all 1 6 i 6 |data(v)|, we say xi is the i-th data appearing
in v = (a1, d1)(a2, d2) · · · (an, dn), if there exists 1 6 j 6 |data(v)| such
that xi = dj , xi 6∈ {d1, · · · , dj−1} and |{d1, · · · , dj}| = i. Consider
val{x1,··· ,xi} : Reg→ {x1, · · · ,xi} as the register valuation over the first
i data values in v. For the location ` ∈ L, the set up ⊆ Reg of regis-
ters and the valuation val{x1,··· ,xi} we define a symbolic state as a tuple
(`, up, val{x1,··· ,xi}) such that its semantics, denoted by 〈〈(`, up, val{x1,··· ,xi})〉〉
is defined as follows:
〈〈(`, up, val{x1,··· ,xi})〉〉 = {`} × {ν ∈ Dk | ν(r) = val(r) if r ∈ up}.
Note that there are only finitely many symbolic states, each of them repre-
senting a set of states. To prove the statement of the lemma, we prove the
following claim:
Claim 4.3. For all locations ˆ`∈ L and for all 1 6 i 6 k, there exists some
data word ui such that
• data(ui) ⊆ {x1,x2, · · · ,xi}, and
• post({ˆ`}×Dk,ui) ⊆
⋃
`∈L,up⊆Reg
|up|>i
〈〈(`, up, val{x1,··· ,xi})〉〉; this means, all
the states which are reached after reading ui have at least i registers
with values from {x1,x2, · · · ,xi}.
Proof of Claim 4.3. Let ˆ`∈ L. We prove this claim by an induction on i.
Base of induction. Let wait = {ˆ`} × (D \ data(v))k be the set of states
with ˆ`∈ L. Starting from states in wait, all runs of A over (a prefix of) v
take the same sequence of the following transitions:
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{`} × Dk
{`1} × Dk\(D\{d1})k
...
∨
r∈Reg = r
{`2} × (D\{d1})k
if d1 6= d2 then
...
∨
r∈Reg = r
{`3} × (D\{d1 × d2})k
...
∨
r∈Reg = r
...
{`j} × (D\{d1 × d2, · · · , dj−1})k
{`j+1} × {ν ∈ Dk | ν(r) =
{
dj r ∈ up
d ∈ D\{d1, · · · , dj} r 6∈ up }
(aj , dj)
∧
r∈Reg 6= r, up
∧
r∈Reg 6= r(aj−1, dj−1)
∧
r∈Reg 6= r
(a3, d3)
∧
r∈Reg 6= r
(a2, d2)
∧
r∈Reg 6= r
(a1, d1)
Figure 4.3: Runs of A over (a1, d1)(a2, d2) · · · (aj , dj)
• a prefix of transitions
∧
r∈Reg 6=r, ∅−−−−−−−−→, i.e., transitions with inequality
guards on all registers and with no register update,
• followed by a transition with inequality guard on all registers∧
r∈Reg 6=r, up−−−−−−−−−→ updating registers in up, where ∅ 6= up ⊂ Reg.
Otherwise, runs starting from any pairs of states 〈ˆ`, ν1〉, 〈ˆ`, ν2〉 ∈ wait with
ν1 6= ν2 would end in some states 〈`, ν ′1〉, 〈`, ν ′2〉 ∈ wait with ν ′1 6= ν ′2. This
is a contradiction with the fact that the data word v is synchronizing data
word.
Now, while reading the data word v, let the inequality-guarded transi-
tion
∧
r∈Reg 6=r, up−−−−−−−−−→ with up 6= ∅, be taken by the j-th input (aj , dj); see
Figure 4.3. We prove that the data word u1 = (a1,x1)(a2,x1) · · · (aj ,x1)
with data(u1) = {x1} brings the set of states {ˆ`}×Dk to a subset in which
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each state has some register with value x1; in other words, we have
post({ˆ`} × Dk,u1) ⊆
⋃
`∈L,up⊆Reg
|up|>1
〈〈(`, up, val{x1})〉〉.
This phenomenon is depicted in Figure 4.4 and can be argued as follows.
Observe that x1 = d1 is the first input data; thus after inputting (a1,x1)
the set of successors is a disjoint union of two branches:
1. Either at least one register r has datum x1 after taking the transition∨
r∈Reg=r, a1−−−−−−−−−→. By inputting (a2,x1)(a3,x1) · · · (aj ,x1), all the followed suc-
cessors of such states will always preserve the datum x1 in the register r,
even if some registers are updated;
2. or none of the registers is assigned to x1 after taking the transition∧
r∈Reg 6=r, a1−−−−−−−−−→. By inputting (a2,x1)(a3,x1) · · · (aj ,x1), all the followed
successors of such states, thus, take inequality-guarded transitions, and
would not update any registers, unless for the last transition
∧
r∈Reg 6=r, up−−−−−−−−−→
fired by (aj ,x1).
The above argument proves that u1 with data(u1) ⊆ {x1} is the data
word where, for every ˆ`∈ L, we have
post({ˆ`} × Dk,u1) ⊆
⋃
`∈L,up⊆Reg
|up|>1
〈〈(`, up, val{x1})〉〉.
Thus the base of induction holds.
Step of induction. Assume that the induction hypothesis holds for i− 1,
namely, there exists some word ui−1 with data(ui−1) ⊆ {x1, · · · ,xi−1} such
that
post({ˆ`} × Dk,ui−1) ⊆
⋃
`∈L,up⊆Reg
|up|>i−1
〈〈(`, up, val{x1,··· ,xi−1})〉〉.
We construct a data word ui = ui−1 · u as follows: First, for each sym-
bolic state (`, up, val{x1,··· ,xi−1}) ∈ post({ˆ`} × Dk,ui−1), reached after read-
ing ui−1, we construct a data word u(`,up,val{x1,··· ,xi−1}) such that
• data(u(`,up,val{x1,··· ,xi−1})) = {x1,x2, · · · ,xi}, and
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{`} × Dk
{`1} × Dk\(D\{d1})k
...Note that all successors
of this branch always
preserve the value d1
on the register r which
satisfies the guard = r
of the first transition.
∨
r∈Reg = r
{`2} × (D\{d1})k
No successor
∨
r∈Reg = r
{`3} × (D\{d1})k
No successor
∨
r∈Reg = r
...
{`j} × (D\{d1})k
No successor
∨
r∈Reg = r
{`j+1} × {ν ∈ Dk | ν(r) =
{
d1 r ∈ up
d ∈ D\{d1} r 6∈ up }
∧
r∈Reg 6= r, up
(aj , d1)
∧
r∈Reg 6= r
∧
r∈Reg 6= r
(a3, d1)
∧
r∈Reg 6= r
(a2, d1)
∧
r∈Reg 6= r
(a1, d1)
Figure 4.4: Runs of A over u1 = (a1, d1)(a2, d1) · · · (aj , d1)
• post(〈〈(`, up, val{x1,··· ,xi−1})〉〉,u(`,up,val{x1,··· ,xi−1})) ⊆⋃
`′∈L,up′⊆Reg
|up′|>i
〈〈(`′, up′, val{x1,··· ,xi})〉〉.
Then, the data word u, which appears as the suffix in the data word
ui = ui−1 · u, is the concatenation of all such words u(`,up,val{x1,··· ,xi−1}) for
each symbolic state (`, up, val{x1,··· ,xi−1}) ∈ post({ˆ`} × Dk,ui−1). Note that
u satisfies the induction statement.
Now we construct the described data word u(`,up,val{x1,··· ,xi−1}) for a
given symbolic state 〈〈(`, up, val{x1,··· ,xi−1})〉〉. Without loss of generality,
we assume that |up| = i− 1; otherwise u(`,up,val{x1,··· ,xi−1}) = ui−1. Let
wait = 〈〈(`, up, val{x1,··· ,xi−1})〉〉 ∩ ({`} × {ν | ν(r) ∈ D \ data(v) if r 6∈ up}).
All the runs of A over v = (a1, d1)(a2, d2) · · · (an, dn) which start from the
states in wait, take the same sequence of transitions. Since for all regis-
ters r ∈ up we have val{x1,··· ,xi−1}(r) ∈ {x1,x2, · · · ,xi−1}, after inputting
successively data from data(v), all the reached states are also symbolic
states. Let
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• (`0, up0, val0data(v)) = (`, up, val{x1,··· ,xi−1}), and
• post(〈〈(`j−1, upj−1, valj−1data(v))〉〉, (aj , dj)) ⊆ 〈〈(`j , upj , valjdata(v))〉〉 for
all 1 6 j 6 n.
In the sequel, we argue that there exists some 1 6 m 6 n such that, in
the sequence of transitions from one symbolic state to another symbolic
state over the prefix (a1, d1)(a2, d2) · · · (am, dm) of v (the first m inputs),
the following holds:
1. For all 1 6 j < m, by inputting (aj , dj), we take the following transition
〈〈(`j−1, upj−1, valj−1data(v))〉〉
(
∧
r∈Λj=r)∧(
∧
r 6∈Λj 6=r), aj , Γj−−−−−−−−−−−−−−−−−−−→ 〈〈(`j , upj , valjdata(v))〉〉
where Λj , Γj ⊆ up. It implies that valj−1data(v)(r) = dj for all r ∈ Λj , and
valjdata(v)(r) = dj for all r ∈ Γj .
2. For j = m, by inputting (am, dm), we take the following transition
〈〈(`m−1, upm−1, valm−1data(v))〉〉
(
∧
r∈Λm=r)∧(
∧
r 6∈Λm 6=r), am, Γm−−−−−−−−−−−−−−−−−−−−−→ 〈〈(`m, upm, valmdata(v))〉〉
where Λm ⊆ up wheras Γm 6⊆ up.
Now from the prefix (a1, d1)(a2, d2) · · · (am, dm) of v, i.e., the first
m inputs, and from the set of data {x1,x2, · · · ,xi}, we construct the
word u〈〈(`,up,val{x1,··· ,xi−1})〉〉 = (a1, y1)(a2, y2) · · · (am, ym) as follows: For all
1 6 j 6 m,
• if Λj 6= ∅, then there exists some register r ∈ up which stores the
datum dj , then yj = dj .
• if Λj = ∅, then none of the registers r ∈ up stores the datum dj .
Hence, yj = d where d ∈ {x1,x2, · · · ,xi} \ {valj−1data(v)(r) | r ∈ up}.
The existence of such d is guaranteed since |up| = i − 1 and
|{x1,x2, · · · ,xi}| = i. Moreover, since the transitions of the form
(
∧
r∈up 6=r), aj Γj−−−−−−−−−−→ have inequality guards for all registers, then chang-
ing the datum from dj to yj would result only in taking the same
transition.
Note that the data values of the word u(`,up,val{x1,··· ,xi−1}) range
over {x1, · · · ,xi}. As a result, all registers updated along the runs of A
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over u(`,up,val{x1,··· ,xi−1}) store some datum from {x1, · · · ,xi}. This argu-
ment shows that
post(〈〈(`, up, val{x1,··· ,xi−1})〉〉,u(`,up,val{x1,··· ,xi−1})) ⊆⋃
`′∈L,up′⊆Reg
|up′|>i
〈〈(`′, up′, val{x1,··· ,xi})〉〉.
Since the word ui = ui−1 ·u, where u is the concatenation of all such words
u(`,up,val{x1,··· ,xi−1})
, then the step of induction holds.
We have proved by induction that for all locations ˆ`∈ L and all 1 6 i 6 k,
there exists a data word ui such that
• data(ui) ⊆ {x1,x2, · · · ,xi}, and
• post({ˆ`} × Dk,ui) ⊆
⋃
`∈L,up⊆Reg
|up|>i
〈〈(`, up, val{x1,··· ,xi})〉〉.
It completes the proof for the Claim 4.3.
For the location ` ∈ L, let w` = uk be the data word which satisfies the
conditions stated in Claim 4.3. Then, the data word w = (w`)`∈L proves
the statement of Lemma 4.2.
After reading some word that shrinks the infinite set of states in a
register automaton to a finite set P , one can apply the pairwise synchro-
nization technique to synchronize states in P . This technique is the core
to decide the synchronizing problem for Dfa is in NLOGSPACE: Given
a Dfa A = (Q, Σ, ∆), it is known that A has a synchronizing word if
and only if for all pairs of states q, q′ ∈ Q, there exists a word v such
that ∆(q, v) = ∆(q′, v) (see [101] for more details). The pairwise synchro-
nization then let Pn = Q, and for all i = |Q|−1, · · · , 1 repeats the following:
find a word vi such that ∆(q, vi) = ∆(q′, vi) for some pair q, q′ ∈ Pi+1 and
let Pi = ∆(Pi+1, vi). The word w = vn−1 · · · v2 · v1 is synchronizing for the
Dfa. We generalize the pairwise synchronization technique for Dra to
establish the following Lemma.
Lemma 4.4. For all Dra with some synchronizing data words, there exists
a synchronizing word with data efficiency 2|Reg|+ 1.
Proof. Let A = (L,Reg,T ) be a k-Dra over the alphabet Σ and the data
domain D. Let k > 1. Recall that for a data word w we denote by data(w)
the data values which appear in w. Here, for every state q = 〈`, ν〉 we use
the same notation to define data(q) = {ν(r) | r ∈ Reg} which denotes the
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data appearing in the register valuation ν of q.
Let pi : Y1 → Y2 be a bijection on data values where Y1,Y2 ⊆ D.
For every state q = 〈`, ν〉 define pi(q) = 〈`, ν ′〉, where ν ′ satis-
fies ν ′(r) = pi(ν(r)) for all r ∈ Reg. Now for every data word
w = (a1, d1) · · · (an, dn), we define pi(w) = (a1,pi(d1)) · · · (an,pi(dn)). Note
that the application of pi on q preserves the reachability property, i.e.,
post(pi(q),pi(w)) = {pi(q′) | q′ ∈ post(q,w)}.
With the assumption that A has some synchronizing data word, we first
prove the following claim by induction.
Claim 4.5. For all pairs of states q1, q2, if there exists a data word w such
that |post({q1, q2},w)| = 1, then for all sets X = {x1,x2, · · · ,x2k+1} ⊂ D
where data(q1), data(q2) ⊆ X, there exists some data word wq1,q2 ∈ (Σ×X)∗
such that |post({q1, q2},wq1,q2)| = 1. Note that since |X| = 2k+ 1, the data
efficiency of wq1,q2 is at most 2k + 1.
Proof of Claim 4.5. Let q1 and q2 be two states of A and let
data(q1, q2) = data(q1) ∪ data(q2). By the assumption that A has some
synchronizing data word, we know that there exists a data word w such
that |post({q1, q2},w)| = 1. The proof is by an induction on the length of
w.
Base of induction. Assume w = (a, d), and so |w| = 1. Let X be any
arbitrary set of data valuse such that |X| = 2k + 1 and data(q1, q2) ⊆ X.
We consider two possible cases:
1. d ∈ X. This requires that data(w) ⊆ X. Hence, wq1,q2 = w satisfies the
induction statement.
2. d 6∈ X. Since |data(q1, q2)| 6 2k, there exists a data value x, x 6= d,
such that x = X \ data(q1, q2). Since x 6= d, we can define the bijection
pi : {d}∪data(q1, q2)→ {x}∪data(q1, q2) such that pi(d) = x and pi(d′) = d′
for all d′ ∈ data(q1, q2). Observe that pi(qi) = qi for all i ∈ {1, 2}. Then,
|post({q1, q2}, (a, d))| = |post({pi(q1),pi(q2)}, (a,pi(d)))|
= |post({q1, q2}, (a,x))|.
From this and the assumption that |post({q1, q2}, (a, d)| = 1 we obtain
|post({q1, q2}, (a,x))| = 1. Thus the data word wq1,q2 = (a,x) satisfies the
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induction statement. It mean base of induction holds
Step of induction. Suppose that the induction hypothesis holds
for i − 1. Let (a, d) · w be a data word such that |w| = i − 1
and |post({q1, q2}, (a, d) · w)| = 1. Let X ⊂ D with |X| = 2k + 1
and data(q1, q2) ⊆ X. We construct the data word wq1,q2 as fol-
lows. Let p1 = post(q1, (a, d)) and p2 = post(q2, (a, d)), and let
data(p1, p2) = data(p1) ∪ data(p2). Since p1, p2 are successors of q1, q2 after
reading (a, d), we know that if d ∈ data(q1, q2) then d ∈ data(p1, p2). We
consider two possible cases:
1. d ∈ data(q1, q2) or d 6∈ data(p1, p2). If d ∈ data(q1, q2),
then obviously data(p1, p2) ⊆ data(q1, q2). If d 6∈ data(p1, p2), then
data(p1, p2) = data(q1, q2). As a result, data(p1, p2) ⊆ X. By induction hy-
pothesis, there exists some data word wp1,p2 over data domain X ⊂ D such
that |post({p1, p2},wp1,p2)| = 1. For wq1,q2 = (a, d) · wp1,p2 the statement
of induction holds, as |post({q1, q2},wq1,q2)| = 1.
2. d 6∈ data(q1, q2) and d ∈ data(p1, p2). Without loss of generality, we
assume that d 6∈ X. Otherwise d ∈ X would imply data(p1, p2) ⊆ X, and
we would simply let wq1,q2 = wp1,p2 . Since |data(q1, q2)| 6 2k, there exists
data x 6= d such that x = X \ data(q1, q2). Since x 6= d, we can define the
bijection pi : {d} ∪ data(q1, q2)→ {x} ∪ data(q1, q2) such that pi(d) = x and
pi(d′) = d′ for all d′ ∈ data(q1, q2). Since data(p1, p2) \ {d} ⊆ data(q1, q2),
having d in the domain of pi, the bijection pi ranges over data(p1, p2).
By induction hypothesis, there exists some data word wp1,p2 over data
domain (X \ {x}) ∪ ({d}) such that |post({p1, p2},wp1,p2)| = 1. Then,
|post({pi(p1),pi(p2)},pi(wp1,p2))| = 1. For every i ∈ {1, 2}, we have
pi(pi) ∈ post(qi, (a,x)), since pi ∈ post(qi, (a, d)) and x = pi(d). By
above arguments, we conclude that |post(({q1, q2}, (a,x)pi(wp1,p2)| = 1.
As {x} ∪ data(q1, q2) ⊆ X, thus the data word wq1,q2 = (a,x)pi(wp1,p2)
satisfies the statement of induction.
So far, we have proved that there exists wq1,q2 ∈ (Σ × X)∗ that brings
every two states q1 and q2 into a singleton, which completes the proof of
Claim 4.5.
By the assumption that A has some synchronizing data word, and
by using Lemma 4.2, we know that there exists some word w with data
efficiency k such that post(L × Dk,w) ⊆ L× data(w)k. Now consider a
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set X = {x1,x2, · · · ,x2k+1} ⊂ D such that data(w) ⊆ X. We use the
pairwise synchronization technique as follows: Define Pn = L ×Xk and
n = |L|(2k + 1)k which implies |Pn| = n. For all i = n − 1, · · · , 1 repeat
the following:
• Take a pair of states q1, q2 ∈ Pi+1. By Claim 4.5, one can find some
word wq1,q2 ∈ (Σ×X)∗ such that |post({q1, q2},wq1,q2)| = 1,
• Let vi = wq1,q2 and Pi = post(Pi+1, vi).
Note that by determinism of A, for every i ∈ {1, · · · ,n − 1}, we
have |Pi| 6 |Pi+1| − 1. Thus the word wsynch = w · vn−1 · · · v2 · v1 is a
synchronizing data word for A. Since data(w) ⊆ X and data(vi) ⊆ X for
every i ∈ {1, · · · ,n− 1}, thus the data efficiency of wsynch is at most 2k+ 1.
This completes the proof of Lemma 4.4.
Given a 1-Dra A, the synchronizing problem can be solved as follows.
First, one needs to ensure that from each location ` an update on the
single register is achieved by going through inequality-guarded transitions,
which can be done in NLOGSPACE. Lemma 4.2 suggests that feeding A
consecutively with a single datum x ∈ D is sufficient for this step and the
set of successors of L×D would be a subset of L× {x}. Then, by picking
an arbitrary set {x, y, z} of data including x, using Lemma 4.4 and the
pairwise synchronization technique, the problem can be reduced to the
synchronizing problem in Dfa where the data stored in registers and the
input data extend the locations and the alphabet: Q = L × {x, y, z} and
Σ× {x, y, z}.
In the following lemma, we provide a family of k-Dra with a single
alphabet Σ = {a}, for which the linear bound on data efficiency of synchro-
nizing data words is necessary. This sufficient bound is crucial to establish
membership of synchronizing k-Dra in PSPACE.
Lemma 4.6. There is a family of Dra (An)n∈N, with n = |Reg| registers,
O(n) locations and single alphabet Σ = {a}, such that all synchronizing
data words have data efficiency O(n).
Proof. The family of register automata An(n ∈ N) is defined over an alpha-
bet Σ = {a}, and an infinite data domain D. Each register automaton An
has n registers and has a single letter a. The construction of An is based
on two distinguished locations `init and synch, and two connected chains of
distinguished locations, each of them contains n locations `1, `2, · · · , `n and
`′1, `′2, · · · , `′n, respectively. The register automaton depicted in Figure 4.2
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shows A3 in this family. The only transition in synch is a self-loop with
update on all n registers. This means An can only be synchronized in synch.
There are two transitions leaving `init, each of them going to one of the
chains:
`init
=r1, a, ↓r1−−−−−−→ `1 and `init 6=r1, a, ↓r1−−−−−−→ `′1.
Therefore, post({`init} ×Dn, (a,x)) = {`1, `′1} × ({x} ×Dn−1) for all x ∈ D.
Generally speaking, from {`1, `′1} × ({x} × Dn−1) the i-th locations in
both chains are simultaneously reached after inputting i distinct data
values. Formally, for all 1 6 i < n, from each location `i and `′i there
are two possible transitions. One transition is a self-loop with the guard∨
r∈{r1,··· ,ri} = ri, where r1, · · · , ri are those registers which have been
updated so far. The other goes to the next location in the corresponding
chain, storing the fresh input datum in register ri+1. Namely, the following
transitions:
`i
∨
r∈{r1,··· ,ri}(=ri), a−−−−−−−−−−−−−−−−→ `i and `i else, a, ↓ri+1−−−−−−−−→ `i+1,
`′i
∨
r∈{r1,··· ,ri}(=ri), a−−−−−−−−−−−−−−−−→ `′i and `′i
else, a, ↓ri+1−−−−−−−−→ `′i+1.
On the last locations `n and `′n of each chain, one transition with inequality
guards and update on all registers leaves the chain to synch. Otherwise the
successor is the location, itself. Namely, the following transitions:
`n
∧
r∈Reg( 6=ri), a, Reg−−−−−−−−−−−−→ synch and `n else, a−−−−→ `n,
`′n
∧
r∈Reg( 6=ri), a, Reg−−−−−−−−−−−−→ synch and `′n else, a−−−−→ `′n.
By the given construction, we can see that, from the infinite set {`init}×Dn,
n+ 1 distinct data values must be read to synchronize An in the location
synch. Since An can only be synchronized in synch, all synchronizing data
words then have data efficiency at least n+ 1 ∈ O(n).
All remains is to prove that An has indeed some synchronizing data
word. For this, let {x1,x2, · · · ,xn+1} be a set of n+ 1 distinct data values
and wsynch = (a,x1)(a,x2) · · · (a,xn)(a,xn+1). For the the whole set of
space L = {`init, synch, `1, `2, · · · , `n, `′1, `′2, · · · , `′n}, one can easily observe
that post(L×Dn,wsynch) = {〈synch,xn+1〉}, and |data(wsynch)| = n+1.
Theorem 4.7. The synchronizing problem for k-Dra is PSPACE-complete.
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Proof. For PSPACE-hardness, we adapt an established reduction (see,
e.g., [39]) from the non-emptiness problem for k-Dra. The result then
follows by PSPACE-completeness of the non-emptiness problem for
k-Dra [36].
Let A = (L,Reg,T ) be a k-Dra over Σ and D. We equip A with an
initial location `i and an accepting location `f . Without loss of generality,
we assume that all outgoing transitions from `i update all registers, and
that `f has no outgoing transition. We also assume that A is complete;
otherwise, we add some non-accepting location and connect all undefined
transitions to it. The reduction is in a way that fromA we construct another
k-Dra Asyn such that the language of A is not empty if, and only if, Asyn
has some synchronizing data word. We define Asyn = (Lsyn,Reg,Tsyn)
over the alphabet Σsyn and the data domain D as follows. The set of
locations is Lsyn = L ∪ {reset}, where reset 6∈ L is a new location; the
alphabet Σsyn = Σ∪{?}, where ? 6∈ Σ. To define Tsyn, we add the following
transitions to T .
• `f a, Reg−−−−→ `f for all letters a ∈ Σsyn,
• `i ?, Reg−−−−→ `i
• reset a, Reg−−−−→ `i for all letters a ∈ Σsyn,
• ` ?, Reg−−−−→ reset for all ` ∈ Lsyn except for reset, `i, `f .
Note that Asynch is indeed deterministic and complete. To establish the
correctness of the reduction, we prove that the language of A is not
empty if, and only if, Asyn has a synchronizing data word. First, assume
that the language of A is not empty. Then there exists a data word
w = (a1, d1) . . . (an, dn) such that w ∈ L(A). Hence there exists a run
starting from 〈`i, νi〉 and ending in 〈`f , νf 〉 for some νi, νf ∈ D|Reg|. The
data word (?, d)(?, d)w(?, d) for some d ∈ D synchronizes Asyn in location
`f . Second, assume that Asyn has some synchronizing data word. Let
w be one of the shortest data synchronizing data words. All transitions
in `f are self-loops with update on all registers; Hence, Asyn can only be
synchronized in `f . Therefore, we also have post(〈`i, νi〉,w) = {〈`f , νf 〉}
(for some νi, νf ∈ D|Reg|). By the fact that w is a shortest synchronizing
data word, we can infer that the corresponding run does not contain any
?-transitions except for two self-loops in `i in the very beginning.
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4.3 Synchronizing Data Words for Nra
In this section, we study the synchronizing problems for Nra. We update
a result in [39] to present a general reduction from the non-universality
problem to the synchronizing problem in Nra. This reduction proves the
undecidability of the synchronizing problem in k-Nra, and Ackermann-
hardness in 1-Nra. We then prove that in 1-Nra the synchronizing and
non-universality problems are indeed interreducible, which completes the
picture by Ackermann-completeness of the synchronizing problem in 1-Nra.
While synchronizing in 1-Nra (with O(n) locations), we show
that we can implement two kinds of counting features. For this,
we introduce two families of 1-Nra: A family where an input
datum x ∈ D must be read 2n times, and another family where
Ackermann(n) distinct data must be read to achieve synchronization. We
give the construction of the two families in the following lemmas. We say an
x-token is in location ` after reading a data word v if 〈`,x〉 ∈ post(L×D, v).
Lemma 4.8. There is a family of 1-NRA (Acounter(n))n∈N with O(n)
locations such that for all synchronizing data words w, some datum
d ∈ data(w) appears in w at least 2n times.
Proof. We define the family of 1-NRAs (Acounter(n))n∈N over an infinite
data domain D. The alphabet of each register automata Acounter(n)
is Σ = {#, ?,Bit0,Bit1, · · · ,Bitn}. The construction of Acounter(n) is
based on three distinguished locations synch, reset, zero and locations
2n, 2n−1, · · · , 21, 20 and 2nc , 2n−1c , · · · , 21c , 20c . The register automaton
Acounter(n), depicted in Figure 4.5, is designed in a way that for all syn-
chronizing data words w, some datum d ∈ data(w) appears in w at least
2n times. A counting feature is thus embedded in Acounter(n); intuitively,
the set of all reached states represents the counter value. Starting from
{〈zero, d〉}, the first increment results in {2nc , · · · , 22c , 21c , 20} × {d}, where
location 2i means that the i-th least significant bit in binary representation
of the counter value is set to 1, and location 2ic means that the i-th bit
is set to 0. Informally, we say that there is an d-token in every reached
location, i.e., 2nc , · · · , 22c , 21c , 20 have d-tokens. Increments are encoded by
replacing d-tokens in the following sets of locations:
{2nc , · · · , 22c , 21, 20c}, {2nc , · · · , 22c , 21, 20}, {2nc , · · · , 23c , 22, 21c , 20c}, etc.
The transitions of Acounter(n) are defined in such a way that, starting from
{(zero, d)}, either 2i have tokens or 2ic, but never both of them at the same
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Figure 4.5: The 1-NRA Acounter(n) implementing a binary counter.
time. All transitions in synch are self-loops with update on the register,
i.e., synch Σ, ↓r−−−→ synch; thus, Acounter(n) can only be synchronized in synch.
Moreover, synch is only accessible with #-transitions; assuming w is one of
the shortest synchronizing words, we see that post(L×D,w) = {〈synch, d〉)}
where w ends with (#, d). The counting involves resetting and incrementing
processes.
1. resetting to zero. The ?-transitions are devised to place a token
in zero, i.e., from all locations ` ∈ L \ {synch} we have ` ?, ↓r−−−→ zero. All
synchronizing words read ? at least once; otherwise those runs which start
from reset would never be synchronized. All incorrect transitions with the
incrementing process are the ones directed to reset to enforce another ?
and to reset the counter to 0.
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2. incrementing process. We use Bit0, . . . ,Bitn-transitions with equality
guards to control the increment. Intuitively, a Biti-transition is taken to set
the i-th bit of binary representation of the counter value according to the
standard rules of binary incrementation. Initially, by following the transi-
tions zero =r, Bit0−−−−−−→ 20 and zero =r, Bit0−−−−−−→ 2jc for all 1 6 j 6 n, the d-token
in zero splits in 20 and 2nc , · · · 21c to represent 0 · · · 01. Equality-guarded
Biti-transitions, for i ∈ {1, . . . ,n}, are incorrect transitions from the lo-
cation zero. Whenever a datum different from d is processed, Acounter(n)
takes self-loops (omitted in Figure 4.5) and keeps the d-tokens unmoved.
The Biti-transitions should only be taken if the i-th bit is not set, i.e., if 2i
has no token. This is guaranteed by the Biti-transition 2i
=r, Biti−−−−−→ reset,
which results in an incorrect transition. Note that such a transition must
be avoided; otherwise the counting process has to restart from 0. In
addition, we need to guarantee that a Biti-transition, for all i > 1, is
taken only if all less significant bits are set; in other words, if all loca-
tions 2i−1, · · · 20 have tokens. For testing whether all locations 2i−1, · · · 20
have tokens, we use the Biti-transitions in 2i−1c , · · · 20c , i.e., 2jc =r, Biti−−−−−→ reset
for all j 6 i. Moreover, Biti-transitions must produce tokens in 2i and
20c , · · · 2i−1c . Thus the transitions 2j =r, Biti−−−−−→ 2i and 2j =r, Biti−−−−−→ 2jc for all
j 6 i will be taken. We also need to place tokens in 20 whenever the
counter value represents an even number. A Bit0-transitions produces
an d-token in 20. The counter value is even if, and only if, 20c has a
token; Bit1, · · · ,Bitn-transitions, i.e., the transitions 20c
=r, Bitj−−−−−−→ reset for
all 0 < j 6 n, should be avoided in this case; taking such transitions
will result in an incorrect simulation and thus should be avoided. It is
important that the Biti-transitions (for 0 6 i 6 n) also consume the token
in 2ic, thus 2ic
=r, Biti−−−−−→ synch.
By this construction, it is easy to see that Biti-transitions are the only way
to produce a token in 2i, which can be fired if 2ic has an d-token. The
Biti-transitions then consume the d-token in 2ic. This guarantees that after
the first reset to zero, the two locations 2i and 2ic would never have a
token at the same time. Finally, the #-transition in 2nc and all locations
2i (with i < n) are directed to reset. As we can expect, in contrast, the
#-transition in 2n and all locations 2ic (with i < n) are directed to synch.
This guarantees that the counter must once correctly count from 0 to
10 · · · 0, meaning that at least one datum d appears at least 2n times while
synchronizing Acounter(n).
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Next, we show that the data efficiency while synchronizing 1-NRA
can be a function in the fast growing hierarchy [89], which we refer as
data-counting feature. We let tower : N → N be defined inductively by
tower(0) = 1 and tower(n+ 1) = 2tower(n). We prove the following lemma.
Lemma 4.9. There is a family of 1-NRA (Atower(n))n∈N with O(n) loca-
tions, such that |data(w)| ∈ O(tower(n)) for all synchronizing data words w.
Proof. The family of 1-NRAs (Atower(n))n∈N is defined over the natural num-
bers N. The alphabet of Atower(n) is Σ = {#, ?, a, rep, doub, tow}. The con-
struction ofAtower(n) is based on n locations Data1,Data1,2, · · · ,Data1,2,··· ,n
and 6 more locations synch, reset,waitRep,waitDoub,Rep, store. The Atower
depicted in Figure 4.6 is indeed Atower(3) from this family; Atower(n)
has, in general, the same structure as Atower(3), only with a chain of n
locations Data1,Data1,2, · · · ,Data1,2,··· ,n. The register automaton Atower(n)
is constructed in a way that for all synchronizing data wordsw we have
|data(w)| ∈ O(tower(n)). All transitions in synch are self-loops with
an update on the register, i.e., the slef-loops synch Σ, ↓r−−−→ synch; thus,
Atower(n) is only synchronized in synch. Moreover, synch is only accessi-
ble with #-transitions; assuming w is one of the shortest synchronizing
words, we see that post(L × D,w) = {〈synch, d〉} where w ends with
(#, d). From all locations ` ∈ L \ {synch} we have ` ?, ↓r−−−→ Data1; we say
that ?-transitions reset Atower(n). Moreover, the only outgoing transition
in location reset is the ?-transition. Thus, a reset must happen while
synchronizing. After this forced reset, say on reading (?, 1), the set of
reached states is {〈Data1, 1〉, 〈synch, 1〉}. When 〈`, d〉 is in the set of reached
states, we say an d-token is in `; for example, the forced reset places a
1-token in Data1 and synch each. Since resetting is inefficient, we try to
avoid it; All transitions which are lead to reset are called inefficient.
Since the question is the required data efficiency of synchronizing words,
we always start from datum 1 and feed Atower with the smallest number i
which results in synchronizing. Moreover, while resetting we read datum 1.
For all locations Data1,··· ,i with 1 6 i < n, then we have the following
transitions:
Data1,··· ,i
6=r, rep−−−−−→ Data1,··· ,i+1 and Data1,··· ,i 6=r, rep, ↓r−−−−−−→ Data1,··· ,i+1.
All other transitions in Data1,··· ,i are inefficient. Below, we rename the
location Data1,2,··· ,n to waitTow. All transitions in waitTow, waitDoub,
waitRep, Rep and store are as in Atower depicted in Figure 4.6. Except on
the following transitions:
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Figure 4.6: Atower: tower(3) distinct data must be read to synchronize.
1. waitTow =r, tow−−−−−→ waitDoub.
2. waitDoub =r, doub−−−−−−→ waitRep, waitDoub a−−→ waitDoub and
waitDoub
rep−−−→ waitDoub.
3. waitRep =r, a−−−−→ Rep, waitRep 6=r, a−−−−→ waitRep and waitRep 6=r, rep−−−−−→
waitRep,
4. Rep 6=r, rep−−−−−→ store and Rep 6=r, rep, ↓r−−−−−−→ store,
5. store tow−−−→ waitDoub, store doub−−−−→ waitRep, store 6=r, a−−−−→ store and
store
6=r, rep−−−−−→ store.
Note that store #, ↓r−−−→ synch, and all the other transitions are inefficient.
The crucial point is that while synchronizing Atower, some inequality-
guarded transitions are inescapable, which are the ones that may replicate
the tokens. For example, if there is one token in Data1, firing two transi-
tions Data1
6=r, rep−−−−−→ Data1,2 and Data1 6=r, rep, ↓r−−−−−−→ Data1,2 replicates it to
two tokens in Data1,2. After the (forced) reset, having a 1-token in Data1,
the only word that results in synchronizing is (rep, 2)(rep, 3) · · · (rep,n). It
replicates the 1-token to n tokens: {1, 2, · · · ,n}-tokens, and places them
in waitTow. The only efficient transition is then waitTow =r, tow−−−−−→ waitDoub.
In particular, the #-transition activates a reset; as a result, as long as some
token is in waitTow, #-transitions must be avoided. This implies that for
all 1 6 i 6 n, the i-token in waitTow can leave the location, only indi-
vidually, on inputting (tow, i). We say that inputting (tow, i) releases the
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tower(i)-process. Intuitively, the i-token in waitTow is waiting to releases
the tower(i)-process, right after the process of tower(i− 1) is accomplished.
By an induction on i, we prove that releasing a tower(i)-process results in
tower(i) tokens in store: {1, 2, 3, · · · , tower(i)}-tokens.
Base of induction. The tower(1)-process starts with moving the 1-token
from waitTow to waitDoub. The only efficient transitions are then fired
by (doub, 1)(a, 1)(rep, 2), which split the 1-token to {1, 2}-tokens in store.
Step of induction. Assume that the tower(i − 1)-process has pro-
duced {1, 2, 3, · · · , tower(i − 1)}-tokens in store. The tower(i)-process
starts with the only efficient transitions, which are tow-transitions. They
are the transitions which move the i-token to waitTow and which move
all {1, 2, 3, · · · , tower(i − 1)}-tokens from store to waitDoub. Recall that
tower(i) = 2tower(i−1), simply tower(i− 1) times doubling 1. Each i-token
waiting in waitDoub is supposed to release a doubling:
• 1-token: the only efficient transitions are on (doub, 1)(a, 1)(rep, 2),
which replicate {1, 2}-tokens in store.
• 2-token: the only efficient transition is on (doub, 2), which (also)
brings the result of the first doubling into waitRep. Both {1, 2}-
tokens in waitRep then will be replicated individually. Note that
while replicating, a locally fresh datum from all data in waitRep,Rep
and store must be read; otherwise an inefficient transition is fired.
The {1, 2, 3, 4}-tokens are produced in store, as a result of the second
doubling, by (a, 1)(rep, 3)(a, 2)(rep, 4).
• j-token: inputting (doub, j) brings the result of the previous
doubling, i.e., {1, 2, · · · , 2j−1}-tokens, into waitRep. For all
1 6 m 6 2j−1, the m-token is replicated into {m, 2j−1 +m}-tokens by
(a,m)(rep, 2j−1 +m). This computation produces all {1, 2, · · · , 2j}-
tokens in store.
• tower(i)-token: it doubles the number of tokens in store for the
tower(i − 1)-th time, and thus {1, 2, 3, · · · , tower(i)}-tokens, where
tower(i) = 2tower(i−1), are produced in store.
The above argument proves the step of induction.
After the tower(n)-process, the #-transition synchronizes the reg-
ister automaton Atower(n) in the location synch. Note that for all
1 6 i 6 n, the tower(i)-process is forced due to the equality guard on
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the only efficient transition waitTow =r, tow−−−−−→ waitDoub. As a result, we
proved that, after the tower(n)-process, tower(n) distinct tokens (distinct
data values) are produced in store, which implies |data(w)| ∈ O(tower(n))
for all synchronizing words w.
Remark 4.10. Recall that, from [89], that tower is at level 3 of the
Ackermann-hierarchy. Using similar ideas as in Lemma 4.9, we can
define a family of 1-NRA Amn (n,m ∈ N) such that all synchronizing
data words have data efficiency at least ackn(m), where ackn is at level n
of the Ackermann-hierarchy.
To define the language of a given register automaton A, we equip it with
an initial location `i and a set Lf of accepting locations, where, without
loss of generality, we assume that all outgoing transitions from `i update
all registers. The language L(A) is the set of all data words w ∈ (Σ×D)+,
for which there is a run from 〈`i, νi〉 to 〈`f , νf 〉 such that `f ∈ Lf and
νi, νf ∈ D|Reg|. The universality problem asks, given an RA, whether
L(A) = (Σ × D)+. The aim is to prove the undecidability result for the
synchronizing problem in k-Nra, i.e., the following theorem:
Theorem 4.11. The synchronizing problem for k-Nra is undecidable.
To prove Theorem 4.11, first we adopt an established reduction in [39]
to provide the following lemma.
Lemma 4.12. The non-universality problem is reducible to the
synchronizing problem for Nra.
Proof. Let A = (L,Reg,T ) be an Nra over Σ and D, equipped with an ini-
tial location `i and a set Lf of accepting locations, where, without loss of gen-
erality, we assume that all outgoing transitions from `i update all registers.
We also assume that A is complete, otherwise, we add some non-accepting
location and direct all undefined transitions to it. The reduction is in a way
that from A we construct another register automaton Asyn such that the
language of A is not universal if and only if Asyn has some synchronizing
data word. We define Asyn = (Lsyn,Reg,Tsyn) over Σsyn and D as follows.
The set of locations is Lsyn = L ∪ {reset, synch} where synch, reset 6∈ L are
two new locations; and the alphabet is Σsynch = Σ ∪ {#, ?} where #, ? 6∈ Σ.
To define Tsyn, we add the following transitions to T :
• synch a, Reg−−−−→ synch for all letters a ∈ Σsyn,
• reset ?, Reg−−−−→ `i and reset a, Reg−−−−→ reset for all letters a ∈ Σsyn\{?},
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• ` ?, Reg−−−−→ `i for all locations ` ∈ L,
• ` #, Reg−−−−→ synch for all non-accepting locations ` ∈ L\Lf ,
• ` #, Reg−−−−→ reset for all accepting locations ` ∈ Lf .
To establish the correctness of the reduction, we prove that the language
of A is not universal if and only if Asyn has a synchronizing data word.
First, assume that the language of A is not universal. Then there exists
a word w = (a1, d1) . . . (an, dn) such that w 6∈ L(A). Hence, all runs start-
ing in 〈`i, νi〉 with νi ∈ D|Reg|, end in some state 〈`, ν〉 with ` 6∈ Lf . The
data word (?, d) ·w · (#, d) with d ∈ D synchronizes Asyn in location synch,
proving that Asyn has some synchronizing data word.
Second, assume that Asyn has some synchronizing data word. All tran-
sitions in synch are self-loops with update on all registers; thus, Asyn
is only synchronized in synch. Moreover, synch is only accessible with
#-transitions; assuming w is one of the shortest synchronizing data words,
we see that post(L × D,w) = {〈synch, ν〉} for some ν ∈ D|Reg|. From all
locations ` ∈ L we have ` ?, Reg−−−−→ `i; we say that ?-transitions reset Asyn.
Moreover, the only outgoing transition in location reset is the ?-transition.
Thus, a reset followed by some # must occur while synchronizing. Let
w = w0(?, d?)w1(#, d#)w2, where w1 ∈ (Σ × D)+ is the data word be-
tween the last occurrence of ? and the first following occurrence of #, and
w2 ∈ (Σ′\{?})∗. We prove that w1 6∈ L(A) and hence L(A) 6= (Σ × D)+.
By contradiction, assume that w1 is in the language; thus, there exist
valuations νi, νf ∈ D|Reg| such that Asyn has a run over w1, i.e., starting
in 〈`i, νi〉 and ending in 〈`f , νf 〉 where `f ∈ Lf . In fact, since all outgoing
transitions in `i update all registers, then for all valuations νi, Asyn has an
accepting run over w1.
Note that w0 cannot be a synchronizing word for Asyn, because this
would contradict the assumption that w is one of the shortest synchro-
nizing data word. It implies that there must be some state q such that
postAsyn(q,w0) contains some state 〈`, ν〉 with ` 6= synch. From 〈`, ν〉,
inputting the next (?, d?) (that is after w0 in synchronizing word w), we
reach 〈`i, {d?}|Reg|〉. Since for all valuations νi, starting in 〈`i, νi〉, Asynch has
an accepting run over w1, it must have an accepting run from 〈`i, {d?}|Reg|〉
to some accepting state 〈`f , νf 〉 too. Reading the last # (that is after w1
in synchronizing word w), reset is reached. Since w2 does not contain any
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?, reset is never left, meaning that Asyn cannot synchronize in synch, a
contradiction. The proof is complete.
The proof of Theorem 4.11 is an immediate result of Lemma 4.12 and
the undecidability of the non-universality problem for k-Nra (Theorems
2.7 and 5.4 in [36]).
Bellow, we present a reduction which shows that, for 1-Nra, the
synchronizing problem is reducible to the non-universality problem. It
provides the tight complexity bounds for the synchronizing problem.
Lemma 4.13. The synchronizing problem is reducible to the non-
universality problem for 1-Nra.
Proof. We establish a reduction from the synchronizing problem to the
non-universality problem in 1-Nra as follows. Given a register automa-
ton A = (L,Reg,T ) over Σ and D, we construct another register automa-
ton Acomp equipped with an initial location and a set of final locations
such that A has some synchronizing words if and only if the language of
Acomp is not universal.
First, we observe that Lemma 4.2 holds for 1-Nra, i.e., for all 1-Nra
with some synchronizing data word, there exists some word w with data
efficiency 1 such that post(L×D,w) ⊆ L×data(w). For all locations ` ∈ L,
such words must update the register by firing an inequality-guarded
transition, that is reached only via inequality-guarded transitions; this
can be checked in NLOGSPACE. Given A, we assume that such word w
always exists; otherwise, we define Acomp to be a register automaton with
a single accepting state with self-loops on all letters, and thus the language
of Acomp is universal. Let data(w) = {x}, we then say that A has some
synchronizing word v if post(L × {x}, v) is a singleton.
Second, we define a data language lang such that data words in this language
are encodings of the synchronizing process. Let L = {`1, `2, · · · , `n} be the
set of locations and x, y two distinct data. Each data word in lang, if there
exists any,
• starts with the initial block : containing a delimiter (?, y), the se-
quence (`1,x), (`2,x), · · · , (`n,x) and an input (a, d) ∈ Σ× D as the
beginning of a synchronizing word.
• follows with normal blocks : containing the delimiter (?, y), successors
reached from states and input of the previous block, and the next
input of the synchronizing word.
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• ends with the final block : containing the delimiter (?, y), a single
successor reached from states and input of the previous block and
the delimiter (?, y).
The language lang is over the alphabet Σlang = Σ∪L∪{?} where ? 6∈ Σ∪L.
The language lang ⊆ (Σlang×D)+ is the set of all data words u that satisfy
all following membership conditions:
1. The data words u starts with (?, y)(`1,x), (`2,x), · · · , (`n,x) for some
x, y ∈ D with y 6= x; this condition guarantees the correctness of the
encoding for the initial block.
2. Let proj(u) be the projection of u into Σlang (i.e., omitting the data val-
ues). Then there exists some `synch ∈ L where proj(u) ∈ (?L+Σ)+ ? `synch ?.
This condition guarantees the right form of data words as the encodings of
synchronizing processes.
The next two conditions guarantee the uniqueness of the delimiter:
3. The letter ? in u occurs only with datum y.
4. No other letter in u occurs with datum y.
The next three conditions guarantee that all the successors that can be
reached from states and inputs in each block are correctly inserted in the
next block. For all (`, d) ∈ L × D and (a, z) ∈ Σ× D in the same block:
5. If d = z and there exists a transition ` =r, a−−−−→ `′ (with or without
update), then (`′, d) must be in the next block.
6. If d 6= z and there exists a transition ` 6=r, a−−−−→ `′, then (`′, d) must be in
the next block.
7. If d 6= z and there exists a transition ` 6=r, a, ↓r−−−−−→ `′ then (`′, z) must be
in the next block.
By construction, we see that A has some synchronizing data word if and
only if lang 6= ∅. Below, we construct a 1-Nra Acomp that accepts the
complement of lang. Then, A has some synchronizing data word if and
only if the language of Acomp is not universal.
The 1-Nra Acomp is the union of several 1-Nra in the family of
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A1,A2, · · · ,A7 such that each family Ai violates the i-th condition among
the membership conditions in lang.
1. Family A1: We add a 1-Nra that accepts data words not starting
with (?, y)(`1,x), · · · , (`n,x).
i 0 1 · · · n
f
?, ↓ r
else
6= r, `1, ↓ r
else
= r, `2
else
= r, `n
Σ′
Σ′
2. Family A2. we add a DFA that accepts data words u such that proj(u)
is not in the regular language (?L+Σ)+ ? `synch ?.
3. Family A3: we add a 1-Nra that accepts data words in which the two
delimiters ? have different data.
1 2 3
?, ↓ r
else
6= r, ?
Σ′
4. Family A4: we add a 1-Nra that accepts data words in which the datum
of first ? is not used only by occurrences of ?.
1 2 3
?, ↓ r
else
= r, Σ′ \ {?}
Σ′
5. Family A5: for all transitions ` =r, a−−−−→ `′, we add a 1-Nra that only
accepts data words such that one block contains some (`, d) and (a, z) with
d = z where the next block does not have (`′, d).
1 2 3 4 5
6
7
Σ′
?
L \ {`}
`, ↓ r
L
= r, a ?
L \ {`} else
?
=
r, ` ′
Σ′
Σ′
6. Family A6: for all transitions ` 6=r, a−−−−→ `′, we add a 1-Nra that only
accepts data words such that one block contains some (`, d) and (a, z) with
d 6= z where the next block does not have (`′, d).
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1 2 3 4 5
6
7
Σ′
?
L \ {`}
`, ↓ r
L
6= r, a
L \ {`}
?
else
?
=
r, ` ′
Σ′
Σ′
7. Family A7: for all transitions ` 6=r, a, ↓r−−−−−→ `′, we add a 1-Nra that only
accepts data words such that one block contains some (`, d) and (a, z) with
d 6= z where the next block does not have (`′, z).
1 2 3 4 5
6
7
Σ′
?
L \ {`}
`, ↓ r
L
6= r, a, ↓ r
L \ {`}
?
else
?
=
r, ` ′
Σ′
Σ′
The proof is complete.
Theorem 4.14. The synchronizing problem for 1-Nra is Ackermann-
complete.
Proof. This is an immediate result of Lemmas 4.12 and 4.13 and Ackermann-
completeness of the non-universality problem for 1-Nra, which follows
from Theorem 2.7 and the proof of Theorem 5.2 in [36], as well as the
result for incrementing counter automata in [57].
Conclusion and Future Work
In this thesis, we gave logical characterizations for weighted automata
models on pictures and data words. Furthermore, we gave a logical charac-
terization for Büchi-tiling systems in the spirit of the classical Büchi-Elgot-
Trakhtenbrot theorem. From the theoretical point of view, our results
concerning logical characterizations show the robustness of the automata-
theoretic approach. In addition, it shows the effectiveness of translation
processes from formulas into automata. As a more practical problem,
we also considered synchronizing data words in register automata, which
could be motivated by applications in planning, control of discrete systems,
biocomputing, and robotics [14, 101, 40]. Below, we briefly summarize the
contents of this thesis and mention some directions for the future work.
In Chapter 1, we defined weighted 2-dimensional on-line tessellation
automata (w2ota) taking weights from a new weight structure called
picture valuation monoids, which are more general than semirings. The
behavior of such weighted automata could be used to model, for example,
average density of pictures. We proved a Nivat’s theorem for w2ota. This
result provides a connection between the behaviors of w2ota and 2ota
(2-dimensional on-line tessellation automata without weights). Indeed, we
showed that recognizable picture series can be obtained precisely as projec-
tions of particularly simple unambiguously recognizable series restricted
to unambiguous recognizable picture languages. In addition, we showed
that if we consider idempotent picture valuation monoids, then we obtain
this result without unambiguity condition. In addition, we defined a new
weighted monadic second-order logic (wMSO), and as the second main
result of this chapter, we proved that under certain assumptions on the
underlying picture valuation monoid, our w2ota and suitable fragments
of our wMSO are expressively equivalent.
In Chapter 2, we introduced the notions of Büchi-tiling systems and
Büchi-tiling recognizable +ω-languages. We showed that the class of all
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Büchi-tiling recognizable +ω-picture languages has the similar closure prop-
erties as the class of tiling recognizable languages of finite pictures: it is
closed under projection, union, and intersection, but not under comple-
mentation. While for languages of finite pictures, tiling recognizability
and EMSO-definability coincide [64], the situation is quite different for
languages of +ω-pictures: In this setting, the notion of tiling recognizability
does not even cover the language of all +ω-pictures over Σ = {a, b} in
which the letter a occurs at least once – a picture-language that can easily
be defined in first-order logic. As a consequence, EMSO is too strong for
being captured by the class of tiling recognizable +ω-picture languages.
On the other hand, EMSO is too weak for being captured by the class
of all Büchi-tiling recognizable +ω-picture languages. To obtain a logical
characterization of this class, we introduced the logic EMSO∞, which
extends EMSO with existential quantification of infinite sets. Additionally,
using combinatorial arguments, we showed that the Büchi characterization
theorem for ω-regular languges does not carry over to the Büchi-tiling
recognizable +ω-picture languages. Concerning future work, a general-
ization of the results in this chapter to the quantitative setting would be
interesting.
In Chapter 3, we introduced a model of weighted register automata and
we gave an expressively equivalent weighted logic. On the one hand, our
results showed the robustness of the automata-theoretic approach, helped
to understand better the behaviors of weighted register automata and made
it possible to incorporate timed automata [2] and weighted timed automata
[5, 86] into our framework. On the other hand, our expressive equivalence
result could be used as a basis for the quantitative verification of systems
with data, e.g., for the study of quantitative extensions of temporal logics
on data words [36]. An important open question concerns algorithmic
properties of weighted register automata. We believe that the optimal
reachability problem for weighted register automata is decidable for various
examples considered in this paper. It could be interesting to extend our
results to the setting of infinite data words and data trees and to investigate,
in the setting of data words, the cases where the weight measure cannot
be modelled using semirings (e.g., average or discounted costs, energy
problems and weighted register automata with multiple cost parameters).
Note that these nonclassical weight measures have been extensively studied
in the setting of weighted timed automata. It could be also interesting
to compare the expressive power of our register automata model with the
data automata model of [22]. We believe that they are incomparable. An
extension of class register automata and the logic captured by them [18],
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where data words have been considered as behavioral models of concurrent
systems, to the weighted setting could be attractive, as well.
Another interesting open problem is to find a connection between the
two structures considered in this thesis, namely pictures and data words.
This problem could lead us to define the class of data picture languages
and extend the existing results for data words to two dimensions. Data
picture languages could be motivated by problems arising from image
processing, as well. By a data picture, we mean a rectangular array of
pairs where the first element is taken from a finite alphabet and the second
element is taken from an infinite data domain. A new automaton model
equipped with a finite set of registers which can operate on data pictures
in two dimensions, could be used for several applications such as image
comparison, e.g. finding the similarity of an image with other images from
a set.
In Chapter 4, we studied the concept of synchronizing data words in
register automata over the data structure D = (D, {=D, 6=D}). Synchroniz-
ing problem for data words asks whether there exists a data word that
sends all states of the register automaton to a single state. We provided
the complexity bounds of the synchronizing problem in the family of deter-
ministic register automata with k registers (k-Dra), and in the family of
nondeterministic register automata with single register (1-Nra), and in
general undecidability of the problem in the family of k-Nra. To this aim,
we proved that, for Dra, inputting data words with only 2k + 1 distinct
data values, from the infinite data domain, is sufficient to synchronize.
Then, we showed that the synchronizing problem for Dra is in general
PSPACE-complete, and it is in NLOGSPACE for 1-Dra. For nondeter-
ministic register automata (Nra), we showed that Ackermann(n) distinct
data, where n is the number of states of the register automaton, might be
necessary to synchronize. Then, by means of a construction, proving that
the synchronizing problem and the non-universality problem in 1-Nra are
interreducible, we could show the Ackermann-completeness of the problem
for 1-Nra. However, for k-Nra, in general, we proved that this problem
is undecidable due to the unbounded length of synchronizing data words.
Now an important open question concerns the bounded synchronizing
problem, which requires the synchronizing data words to have at most
a given length. As another open problem in this setting one could also
consider the synchronizing problem in register automata over more general
data structures than the one considered in this chapter.
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