Abstract. This paper presents class hierarchy flattening, a novel obfuscation technique for programs written in object-oriented, managed programming languages. Class hierarchy flattening strives for maximally removing the inheritance relations from object-oriented programs, thus hiding the overall design of the program from reverse engineers and other attackers. We evaluate the potential of class hierarchy flattening by means of a fully automated prototype tool for Java bytecode. For real-life programs from the DaCapo benchmark suite, we demonstrate that the transformation effectively hinders both human and tool analyses, and that it does so at limited overheads.
Introduction
Reverse engineering and modification of managed code are well-understood and common practices, with many legitimate goals [16] . Malicious developers can abuse them, however, to attack Java and .NET applications with the goals of software piracy, software IP theft, and data theft. Their attacks are facilitated by the fact that managed code is executed at a high abstraction level. To combine run-time efficiency with programmer productivity, a large amount of symbolic information needs to be presented to the virtual machines that execute the code. This is needed, e.g., to enable effective and efficient just-in-time (JIT) compilation, to support efficient garbage collection, and to support reflection and bytecode verification. This symbolic information is also what makes managed code easier to understand, reverse engineer, decompile, modify, reuse and steal.
With respect to reverse engineering (and all practices for which reverse engineering is a prerequisite), many different obfuscation techniques have been proposed. Some try to prevent automatic decompilation [5, 17] , some try to hide data (flow) properties [8, 34] or control flow properties [8, 9, 17, 19, 20, 22, 24, 33] from both tools and humans. Others try to remove information that is useful informally, such as field and method identifiers [2, 5] . Finally, a few have proposed obfuscating the overall application design by altering the class and interface hierarchy to make it harder to understand for software engineers [28] . The latter techniques aim for the opposite of classic code refactoring [27, 31] . This paper takes application design obfuscation one step further. Instead of merely modifying an application's type hierarchy, we propose a technique called class hierarchy flattening (CHF) to get rid of it altogether. Given a number of constraints because of, e.g., compatibility with external libraries, CHF strives for a class hierarchy that is as flat as possible, i.e., in which application classes are siblings rather than subtypes and supertypes. We discuss the necessary analyses and transformations to automate CHF and present a proof-of-concept tool. We evaluate the level of software protection provided by CHF and its overhead.
The remainder of this paper is structured as follows. First, Section 2 discusses the conceptual goals of CHF by means of an example program. The transformation itself is discussed in some detail in Section 3, and evaluated in Section 4. We compare CHF to related work in Section 5. Finally, Section 6 draws conclusions and discusses some future extensions.
Rationale: an Example Program
To set the context for a detailed discussion of our obfuscating class hierarchy transformation, we first present an example consisting of a media player. It consists of three main parts: (1) the player initializer (2) support for media files and (3) support for media streams contained in the media files. Different subtrees of the class hierarchy implement those parts, as shown in Figure 1 . The code in Figure 2 (a) illustrates their interaction.
The main method of class Player creates an array of MediaFile objects to be played (line 10). It then queries each of the media files in this list for its media streams (line 12), which are initialized when the media file is accessed with the readFile method. Figure 2 (a) shows how this is done for the MP3File class, which represents MP3 files containing MPEG audio streams.
During playback, the player checks the run-time type of the MediaStream object associated with the stream (lines 13 and 15) to decide where it needs to be output. Depending on the actual run-time type of the MediaStream objects, they are either cast to AudioStream or VideoStream, such that the correct play method is invoked (lines 14 and 16). The play methods essentially output the raw bytes of the media streams' analog signals for a specific output device. Those bytes are obtained, decrypted (lines 35-36) and decoded (line 37) with the getRawBytes method declared in MediaStream. Note that because the decoding process is different for each type of media stream, the decode method is declared as abstract, such that it can be implemented by subclasses of MediaStream. The decryption process, on the other hand, is the same for each type of media stream and is therefore handled by the MediaStream class. From a software-engineering point of view, the media player application is well structured. The inheritance relations are meaningful and code shared between different classes is located in a common superclass. While we could have further improved the structure of the program by factoring out the casts and run-time type checks, we chose not to do so for educational purposes.
MediaStream
From a security perspective, however, some problems arise. First, the class hierarchy provides reverse engineers with information about the relationships between classes and the abstraction levels of the functionalities provided by classes (with classes higher in the hierarchy typically providing more abstract functionality). Secondly, code sharing through inheritance enables attacks in which compromising one class can cause all of its subclasses to be compromised. All media streams are decrypted using the getRawBytes method declared in MediaStream. Therefore, when an attacker reverse-engineers this method, he will be able to decrypt all supported media stream types. Finally, we observe that the program contains much type information, which simplifies both manual analysis and automated analysis that rely on, a.o., point-to set computations.
These issues can be solved by rewriting the well-structured hierarchy into the unstructured class collection of Figure 3 . To determine how classes are related, an attacker can then no longer rely on the class hierarchy. He will instead have to analyze and compare all classes in the application. Furthermore, as all classes are provided with a (diversified) copy of all fields and methods declared in their former superclasses, they have become functionally more independent. Code is no longer shared between related classes, so attackers can no longer attack many classes at once by patching their common superclass. In short, more actual code analysis and tampering will be needed to mount a successful attack. Code analysis has also become harder, as the code in the transformed application (shown in Figure 2 (b)) contains less type information than the original application. This follows from all declaration types being replaced by a new Common type. Since this interface type serves as a common supertype for all classes in the application and declares all their instance methods, all classes implement a significantly larger number of methods. The subset of those methods that are never called at run time can be filled in with arbitrary code, to make the static analysis of the application even more complex.
Class Hierarchy Flattening
This section presents the analyses and transformations needed to automatically transform the unprotected program into the one that is much harder to attack. 
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Basic Algorithm
The basic class hierarchy flattening (CHF) algorithm consists of five steps.
Step 1: Subtree selection We assume that each application consists of a set of application classes A that use or extend classes from a self-contained set of library classes L that includes java.lang.Object. Classes in L are never considered for transformation. L will usually correspond to the standard library, while A will contain all classes that make up the actual application. In this paper, sub(x) denotes all subclasses of class x, and super(x) its superclasses.
There is a subset X ⊂ A of classes on which our CHF transformation is not applicable because changing those classes' position in the hierarchy can alter the program behavior. This includes classes on which reflective operations are performed such as getInterfaces() (which makes the program potentially dependent on the number of interfaces implemented by a class), getSuperclass(), isAssignableFrom(), getMethod(), etc.
As library classes cannot be rewritten, we cannot change their position in the hierarchy, nor can we adapt their methods' signatures, which typically involve library types themselves. To maintain type correctness, this implies that in general any application class a ∈ sub(l) with l ∈ L, needs to stay a subclass thereof. This further implies that we cannot make all application classes direct subclasses of java.lang.Object. This limitation is similar to the limitations imposed to several code refactoring transformations. Those limitations have been formalized in literature [31] , so we will not repeat them here. As the classes in X cannot be moved in the hierarchy either, similar limitations apply to them.
T 3" T 4" K" For our purpose, we partition A into the set T of transformable classes and the set N of nontransformable classes. T is further partitioned into disjoint subtrees T i according to the rules of Figure 4 . They mainly express that each subtree T i consists of a unique set of transformable classes for which the property holds that if T i includes a class c, it also includes all of its subclasses. An example selection of subtrees is depicted in Figure 5 . In the media player, the three subtrees correspond to the three subtrees of java.lang.Object. Each subtree will then be transformed into one flat set of classes that all implement a common interface and that are all direct subclasses of the direct superclass of the tree's root. For the class hierarchy of Figure 5 , the result with four new interfaces can be seen in Figure 6 .
Step 2: Interface insertion To reach that final result, we first add the common supertype interfaces in two steps. For each subtree we encapsulate all instance fields declared in all classes of the subtree with getter and setter methods and rewrite public accesses to those fields into invocations of these getters and setters. This is done to provide access to instance fields declared in the subtree classes, even though interfaces cannot declare instance fields. Next, we create a new supertype interface for each subtree. This interface declares all instance methods of all classes in the subtree and is implemented by all classes of the subtree. Whenever an original class does not implement all the required methods of the interface, temporary dummy methods are added, some of which implement supercalls not to change the behavior of overriding methods.
Step 3: Subtree type abstraction Next, we rewrite the program such that it becomes independent of the subclass relations that will be removed from the class hierarchy. We replace all references to types in T by their corresponding interface supertype. In practice, this comes down to replacing the types of local variables, fields, array creations, and the types used in method signatures. The only time we still refer to the actual classes in the subtree is for object creation. An example of such a conversion of declarations can be seen in Figure 2 , where various declarations have been replaced by the supertype Common.
As for cast operations, most of them are not needed anymore for static type correctness because interfaces instead of concrete types are used in declarations wherever possible. Moreover, we want to omit the remaining ones from the code not to reveal type information. So we replace them by code that tests a type and throws a ClassCastException whenever a run-time cast would have failed in the original program. To minimize the number of types that needs to be tested (and hence revealed in the code), we perform a points-to analysis on the original program [15, 23] . As such, our treatment of casts is similar to that in other code refactoring techniques that change type hierarchies [31] .
Step 4: Subtree flattening Finally, we remove the inheritance relations between the classes in the subtrees, making subclasses independent of their superclasses. We traverse each subtree T i in a breadth-first fashion. For each class c ∈ T i , we execute the following steps for each direct subclass d of c:
1. copy the instance fields and concrete instance methods from c to d, renaming them if necessary to avoid collisions with original fields and methods of d; 2. rewrite the code in d such that it makes use of its own private copies of the methods and fields defined in c; 3. make d implement the same interfaces as c, to preserve assign compatibility between variables and fields of the interface types and objects of type d; 4. make d a sibling of c by setting its superclass to the superclass of c.
During this flattening, we replace many of the temporary dummy methods that were added when the interfaces got inserted. Not all of those methods are replaced, however. Consider, e.g., the MediaStream subtree. The interface for this subtree declares both the methods decodeFrame() and decodeSample(), and hence all classes originating from this subtree should implement those methods. That is why we inserted dummy implementations where necessary. In this case, some of the dummy implementations of decodeFrame() and decodeSample() in DTSStream, MPGAStream, and XvidStream are overwritten, but those in, e.g., MediaStream, AudioStream, and VideoStream are not. This poses no problem: As the non-overwritten methods were not present in the original program, and as we are not changing the behavior of the program, they will never be executed. We can therefore provide a dummy implementation for them, using nonsensical code [2] or carefully chosen code, as we propose in Section 3.2.
Step 5: instanceof The behavior of run-time type checks, introduced either explicitly by the programmer or automatically while handling casts during subtree type abstraction, depends on the specific organization of classes in the hierarchy. Before flattening the subtrees of Figure 1 , ms instanceof AudioStream evaluated to true for ms pointing to objects of either type DTSStream or MPGAStream. In the flattened subtree, however, it evaluates to false for objects of those types.
To maintain the original behavior, we replace all occurrences of instanceof by a lookup in a table that encodes part of the original subtype relations, namely the part that is necessary to maintain the behavior with respect to instanceof. Each row in the lookup table initially corresponds to one of the instanceof expression o i instanceof A j in the program, while the columns correspond to (a superset of) the classes in the points-to set of all o i . For the example program introduced in Section 2, the initial lookup table is given in In short, by instantiating the DC values in the table, we can reduce its size and make unrelated classes and casts look related and vice versa. Furthermore, we can use hashing and white-box crypto techniques [6] to prevent static analysis of the table and involved code. Exploiting these opportunities is future work.
Once the final lookup table is constructed, each expression o i instanceof A j is replaced by a call myChecker.isInstance(r i,j ,o i .getClass()) where r i,j is the row index of the lookup table entry that corresponds to the given instanceof expression.
Extensions
Several extensions to CHF can be considered. Dummy methods -introducing differences/similarities During the subtree flattening, methods and fields are copied from parent classes into their children. This creates an opportunity for attackers to infer the original class hierarchy by means of diffing tools like Stigmata (http://stigmata.sourceforge.jp/). To distract such tools, we can introduce artificial differences or similarities by choosing appropriate dummy method bodies. By copying function bodies from unrelated classes, we can make unrelated classes look related and vice versa.
Interface merging CHF as described above binds each subtree to one interface. This gives attackers the possibility to infer information about the original class hierarchy from the use of interfaces. To limit the amount of information that can be inferred, we can merge multiple (unrelated) interfaces into a single one. Such merging can result in more dummy methods in the classes, however, and hence in considerable overhead. This can be observed in the flattened media player hierarchy in Figure 3 , in which the three interfaces are already merged.
It is important to note that in general, the merging of interfaces needs to be limited to subtrees originating from within the same jar files. The merged interface can then be packaged in that same jar, such that custom class loaders, of which it is not known which jar files they can access in the original program, can find them precisely when and where they need them. Object allocation obfuscation Even after interface merging, some statements expose detailed type information. After the allocation on line 26 in Figure 2 , as points to an object of type MPGAStream. From this information, points-to analysis deduce points-to sets of many local variables. In turn, other analyses like call graph construction and program slicing will also regain some precision to the advantage of attackers. To prevent the propagation of precise type information at allocation sites, we can replace individual allocations by multiple ones by means of opaque predicates [24] . For example, line 26 can be replaced by in which the first two conditions opaquely evaluate to false, and the third one opaquely evaluates to true. Switch statements can also be used of course. Alternatively, we can introduce factories [12] that return all types that implement an interface. Factories are more stealthy [7] as they look more like regular, wellengineered code. Moreover, whereas context-insensitive coverage analysis suffices to detect that potential opaque predicates or switches only evaluate to one value, context-sensitive ones will be needed to obtain equally useful information from factories implemented in separate methods.
The effect of such object allocation obfuscations, when not undone by an attacker, will be that no points-to analysis, however complicated, will compute more precise results than the analysis based on class hierarchy analysis [10] .
Combining flattening with other obfuscations CHF can be combined with several existing design obfuscations. CHF enables, e.g., more efficient class coalescing. Coalescing MP3File and VideoStream in Figure 1 with the algorithm proposed by Sosonkin et al. [28] would require MediaFile and MediaStream to be coalesced as well. This would increase the number of fields in all classes that inherit from the coalesced class by a factor two. After CHF, MP3File and VideoStream can be coalesced without affecting the number of fields, and consequently the size of objects, of other classes.
CHF can also prepare a program for false factoring [8] . In Figure 3 all classes inherit directly from java.lang.Object and dependencies on the original inheritance relations have already been removed, so the classes can easily be reorganized in a fake hierarchy by inserting random superclasses.
Evaluation
We implemented CHF in Soot 2.5.0 [18, 32] , an analysis and transformation framework for Java bytecode. As our tool rewrites the application bytecode that the developer has packaged in a collection of jar files, it does not require any changes to the application's source code.
Our implementation consists of two parts; a CHFTransformer and a refactoring toolkit. The CHFTransformer implements CHF as a Soot SceneTransformer, such that it can be applied together with Soot's other whole program transformations. Our refactoring toolkit provides a series of refactoring transformations, including encapsulate field, rename field/method, and variations of push down field/method and extract interface that were required to implement CHF [11] .
To detect the set of non-transformable classes and to ensure that all Java features like reflection and dynamic class loading are handled correctly, we rely on TamiFlex, a tool developed specifically for facilitating the static analysis of Java programs that use such features [4] . As a profile-based tool, TamiFlex relies on the developer to provide program inputs that generate enough coverage. Alternatively, the developer can manually complement the coverage of TamiFlex with his knowledge of how the program depends on reflection and class loaders.
Benchmarks
We use the DaCapo 9.12 benchmark suite [3] to evaluate the protection-wise effectiveness and the performance-wise efficiency of CHF. This suite consists of 14 medium to large sized realistic applications. Because of space concerns, we report results for the four applications listed in Table 2 . We opted for the "9.12 bach" release of the DaCapo suite because TamiFlex is particularly well tested on this version (http://dacapobench.org/soot.html). As can be seen in the table, for three out of four benchmarks the large majority of all classes is transformable. For eclipse, the number of transformable classes is much lower, because of restrictions imposed by dynamically generated classes.
For all benchmarks, we generated and evaluated 1 + 1 + 5 × 10 versions. The first, base version is the original bytecode that comes with the DaCapo suite, but with identifier names obfuscated [7] . This type of obfuscation is orthogonal to CHF; any Java obfuscator would apply it. We applied it for our evaluation baseline to obtain results for realistically obfuscated programs and to be able to present realistic overheads in term of code size and memory footprint, both of which heavily depend on the length of identifiers. Table 2 : Overview of DaCapo 9.12-bach benchmarks before and after Identifier Obfuscation (IO).
The second version was generated from the first one by our prototype implementation of the basic CHF algorithm as discussed in Section 3.1. Next, we extended the basic algorithm with interface merging (Section 3.2) and we generated program versions at different levels of interface merging. Given a merge threshold value t ∈ {10, 20, 30, 40, 50}, the extended tool iteratively and randomly picks interfaces in the program and merges them until all merged interfaces are implemented by at least t classes or until it can no longer find interfaces to merge within a jar. The latter occurs a lot for eclipse, of which the classes are partitioned over many more jar files. For each merge threshold value, the tool generates ten different program versions with ten different random seeds. When we present results for a level of merging in later charts, we always present the average result obtained for the ten versions at that level. In the charts, a merging threshold of 0 refers to the basic CHF algorithm without interface merging. In our proof-of-concept tool, the dummy method bodies are empty. Other extensions as described in Section 3.2 are left for future work. All generated program versions were type verified and proved to work correctly on the DaCapo inputs.
Results
Protection against Human Program Understanding As all obfuscation researchers, we face the problem of measuring the potency of our technique. And as in almost all of the literature (see, e.g., the literature discussed in Section 5), we know of no suitable metrics that directly measure the resistance to, e.g., reverse-engineering attacks. Therefore we instead rely on established software complexity metrics from the domain of software-engineering. In particular, we use the static QMOOD metrics from Bansiya et al. [1] . QMOOD stands for Quality Model for Object-Oriented Design. It includes a metric for understandability that is defined as a linear combination of other complexity metrics that measure different aspects of a design, including abstraction, encapsulation, coupling, cohesion, polymorphism, complexity and size [1] . This understandability metric is a relative metric that can only be used to compare two program versions. Given an original program with a normalized understandability score of -0.99 (as defined in [1] ), less understandable versions will have lower scores. Figure 7 (a) displays the relative understandability for the four benchmark programs. CHF clearly reduces human understandability significantly, with understandability dropping as more interfaces are merged. For eclipse, less interfaces got merged at higher merge thresholds because its classes are partitioned over more jar files. This results in a higher understandability than the other benchmarks. For all benchmarks, the variation in understandability score among the 10 program versions generated for each level of interface merging was at most 12%, the large majority of which was below 9%. This shows that interfaces can be merged in less or more confusing combinations, but also that the decrease in understandability is determined more by the level of merging than by the particular combinations merged.
Protection against Static Analysis Tools
We measure the ability to confuse static analyses in terms of increases in points-to set sizes. In practice, the precision of many important client analyses, including call graph construction [14] and virtual call resolution, can drop significantly as the result of an imprecise points-to analysis. At the same time, the analysis costs such as memory footprint and execution time increase with less precise points-to analyses because the constructed call graphs becomes bigger. Hence, reducing the precision of points-to analyses by causing them to return larger points-to sets, will directly reduce both the effectiveness and the efficiency of several static analyses that are fundamental for static code attacks. We made Soot compute the points-to sets with class hierarchy analysis [10] , the points-to analysis that cannot be hampered by Clearly CHF increases the sizes of many points-to sets. In particular those points-to sets of variables declared as merged interface types grow with the number of classes implementing those interfaces. In all benchmarks, a considerable number of points-to sets does not grow even when more interfaces are merged. This follows from the fact that the increases are limited to the points-to sets of variables whose type is changed during CHF.
Not visible in the histograms, but similarly to what we observed for QMOOD, the points-to set size increases depend much more on merging threshold than on the particular combinations of interfaces merged.
Overhead Figure 9 depicts the relative code size increase as a result of the basic flattening and interface merging. Overall, more interface merging implies more code. The increase, which results mainly from methods being duplicated and (mostly) empty dummy methods being added, varies from one benchmark to the other. The lower increase for eclipse is caused by its classes being partitioned over more jar files, as a result of which fewer interfaces got merged. Figure 10 depicts the relative memory footprint increase observed with the Java SE Runtime Environment (build 1.6.0 30-b12) and the Java HotSpot 64-bit Server VM (build 20.6-b03) on standard runs consisting of 10 consecutive program executions in a benchmark harness on the default inputs. In general, the memory footprint overhead is a linear function of the code size overhead because classes and code are also stored in memory. The memory footprint overhead is an order of magnitude smaller, however, because there are many class instances (i.e, objects) allocated on the heap whose size is unaffected by CHF.
Finally, Figure 11 depicts the performance overhead in terms of the relative execution time increase. The overheads reported in Figure 11 (a) include all 10 runs of the benchmarks in their harness. This includes the warm-up runs during which the JIT compiler is very active. As the code size grows with interface merging, so does the time spent by the JIT compiler. Figure 11 which almost no JIT compilation takes place anymore) the performance overhead no longer depends on the merging threshold value. For most benchmarks, the overhead is limited to less than 10%. For eclipse, the overhead is insignificant because most of its execution time is spent in non-transformable classes. The small variations in the observed execution time of eclipse are clearly within the expected noise range [13] . For fop, considerably more overhead remains. A performance analysis revealed that the getters and setters introduced during the interface insertion are the culprits.
Related work
To obfuscate the overall application design, and in particular its class hierarchy and the type information contained in the code, Sosonkin et al. proposed class coalescing, class splitting, and type hiding by introducing interface types and by replacing declarations of class types with declarations of those interfaces [28] . In its most extreme form, their class coalescing transformation can coalesce all transformable classes in the program into a single class, effectively removing the whole program design; beyond what CHF can achieve. For example, when all classes are coalesced, all points-to sets becomes singletons that contain all types in the program. In other words, points-to sets become completely useless. The main disadvantage of class coalescing is that the number of member fields in coalesced classes grows far beyond the number of original member fields in the original classes and all their superclasses. As a result, their instances also grow bigger, which will lead to a much larger memory footprint. The authors acknowledge this potential issue, but their experimental evaluation is limited to execution time measurements of relatively small programs (up to 307 classes). For those, they measure slow-downs up to 130% even with limited coalescing. Furthermore, their evaluation does not contain any criteria related to software protection, software understandability, or software complexity, and when limitations to the application of their transformations are observed, they hide behind tool maturity instead of investigating more fundamental issues. By contrast, this paper proposed an obfuscation that from the very start maximally removes the class hierarchy, and of which the code size, memory footprint, and (smaller) performance overhead are evaluated in detail, as well as its impact on program understandability, for a set of large, real-life programs (up to 5947 classes). Furthermore, rather than being immature, our prototype tool pushes the application of our obfuscation to the fundamental limits relating to external libraries, dynamic class loading and reflection. The false factoring transformation proposed by Collberg et al. [8] refactors a program in such a way that two or more unrelated classes come to share a superclass, thereby giving the impression that they are related. We know of no public tool implementing this proposal or of any experimental evaluation of it.
Given a set of transformable classes, the obfuscation techniques introduced by Sakabe et al. [24] first changes the signature of all methods in the classes such that each class implements the same set of overloaded methods. These methods are then defined in an interface implemented by the classes and used in declarations instead of the original classes. To hide the actual type of objects bound to variables of the interface type, they propose to replace single object creations by a set of object creations guarded by opaque predicates. CHF as presented here is to a certain degree complementary, as explained in Section 3.2.
In the field of software refactoring, Snelting and Tip [26, 27] presented a method for analyzing and reengineering class hierarchies by extracting information on the use of an application's class hierarchy, from which they construct a concept lattice that provides insights on how to improve the hierarchy to better match the way the classes interact. Their analysis can detect where class members can be moved to a subclass or identify where it is beneficial to split classes. This analysis has been extended and implemented in the refactoring tool KABA [25, 29, 30] . This tool uses the results from the concept analysis to present several refactorings to the user, who can then interactively modify the class hierarchy. Potentially, Snelting and Tip's work could help an attacker find related classes in a flattened hierarchy by allowing him to see through the smokescreen of specially crafted dummy method implementations and by detecting unrelated classes implementing merged interfaces. It remains an open question to assess to which extent their tool would be useful in practice.
Conclusions and Future Work
This paper presented class hierarchy flattening, an obfuscating program transformation for object-oriented programs written in managed code languages. The transformation removes the class hierarchy to the extent possible to hide the overall application design. We presented the basic technique and possible extensions. Together with the basic algorithm, one of those extensions, called interface merging, was evaluated extensively on large real-world programs. While several aspects of the experimental results deserve further analysis, they clearly demonstrate that class hierarchy flattening provides measurable protection against at least some forms of human understandability and automated program analysis. This protection is achieved at relatively low levels of run-time overhead.
Our future work will concentrate on more focused interface merging strategies to outperform random merging, on extending the basic protection as discussed in the paper, and on a more extensive evaluation involving more security metrics, including diffing-based metrics, and more complex points-to analyses.
