Abstract-This paper presents a blind timing phase offset recovery scheme that attempts to optimize the baud spaced equalizer output mean square error (MSE) for a realistic equalizer length that is usually shorter than the ideal length. Among the existing blind timing recovery schemes, few are designed for equalizer output MSE optimization, and none are designed for the realistic case when the equalizer is short. The proposed algorithm (that is based on a cost function that minimizes the dispersion of the received signal) attempts to minimize the MSE of a one-tap equalizer output. It also exhibits good performance for relatively short equalizers. Conditions for the unimodality of the dispersion minimization cost are investigated, and a geometric relationship to the minimum MSE (MMSE) timing offset is shown qualitatively. The detailed MSE performance of the algorithm is investigated for the representing classes of channels by comparing existing blind timing offset estimation schemes.
I. INTRODUCTION

I
N most digital communication systems, digital sources are conveyed via excess bandwidth analog pulses that are designed in satisfaction of the Nyquist Criterion [1] to prevent aliasing for a proper sampling offset in the absence of a multipath channel. Due to aliasing, the performance of the receiver with a symbol-spaced equalizer is sensitive to the sampling offset, especially in the presence of multipath interference, where there is (in general) no sampling offset that can perfectly eradicate aliasing. Furthermore, for the scenario where multisensor outputs are combined in order to increase SNR, a proper sampling offset for each sensor can contribute to significant performance improvement [2] . In both cases, estimation of an optimal timing offset is an important task, but the criterion for "optimality" is not obvious when the timing offsets must be determined at the synchronization stage. A natural approach is to minimize the overall MSE performance at the input to the detection device, i.e., to minimize the MSE at the output of the equalizer [3] . Unfortunately, direct estimation of the timing offset that minimizes the overall MSE requires knowledge of the analog channel, and the procedure is computationally complex. Adaptive approaches based on training sequences or decisions from detection devices can be used in place of direct computation, but directly coupling the updates of the timing offset and the equalizer parameters is considered undesirable in actual implementation for a variety of reasons [4] . Since reliable reference or decision data is often unavailable during the acquisition phase, the estimation of the synchronization parameters benefits from the use of blind (nondata aided) methods. In order to avoid the sensitivity of sampling offset in symbol spaced processing, sampling above the Nyquist rate of the analog pulses (so-called fractionally sampling) may also be used [5] . However, fractionally spaced sampling and equalization is not always feasible, especially when the additional hardware requirements cannot be met. For example, in digital audio/video broadcasting, the signals are often transmitted over a channel with delay spread that is too long to be equalized with a fractionally spaced equalizer using a restricted number of taps [6] . Therefore, a desirable timing offset estimation scheme for a symbol spaced receiver should i) be blind, ii) not rely on the equalizer output, and, at the same time, iii) optimize the MSE of the equalizer output.
Among the existing schemes for timing phase offset recovery, the output energy maximization (OEM) method comes closest to satisfying these three conditions. The algorithm finds a timing offset that maximizes the sampler output energy and consequently maximizes SNR. In [4] , it was shown that maximizing SNR is approximately equivalent to minimizing the overall MSE of the receiver when equipped with an infinite length equalizer. In practice, however, the equalizer length is always constrained. When the equalizer is short, the timing offset at that the SNR is maximized may be significantly different from the timing offset at that the MSE is minimized. Thus, OEM may not near optimal for a short equalizer.
This paper examines an alternative blind approach to timing offset estimation (see also [7] ) that attempts to minimize MSE for a short equalizer, as OEM attempts to optimize MSE for a sufficiently long equalizer. The alternative timing offset estimation is designed to choose a timing offset minimizing the dispersion of the sampler output. Simulation results in [2] and [7] suggest that the MSE performance of this dispersion minimization timing offset estimation method is improved over the OEM method for the practical case when the equalizer length is short. This paper presents an analysis of the dispersion minimization timing offset as an approximation of the minimum mean square error (MMSE) timing offset for a one-tap equalizer.
Section II defines the optimal timing offset as a timing offset minimizing MSE of the equalizer output. An existing blind timing algorithm (OEM-timing) that is optimized for infinite length equalizers is compared with a training-based timing algorithm optimized for a short length (one-tap) equalizer. The importance of a timing offset optimized for the one-tap equalizer is emphasized.
Section III proposes a blind adaptive approach for the timing offset that attempts to minimize the MSE of the one-tap equalizer output (called DM-timing) and analyzes its cost function. Conditions under which the timing estimation is unimodal are derived, and a geometrical interpretation of the relation between DM-timing and OEM-timing is presented.
Section IV investigates how well this DM-timing offset approximates the MMSE timing offset for a one-tap equalizer. Due to the complexity of the closed-form analysis for DM-timing cost function of a general channel, quantitative analysis is performed for the representative classes of channels, pure delays channels, clustered channels, and sparse channels. The investigation and simulation results show that DM-timing offset quite well approximates MMSE timing offset optimized for the MMSE one-tap equalizer for mild multipath channel and always performs better than OEM timing offset for the one-tap MMSE equalizer. The final section concludes the paper.
II. LINEAR EQUALIZER OUTPUT MSE AND TIMING
This section reviews the problem of timing offset in digital communication systems and defines the optimal timing offset with respect to the equalizer output MSE. Consider a digital baseband communication system in Fig. 1 , where the digital sources drawn from a finite alphabet set are converted to an analog signal by convolving with the pulse shape function (1) where is referred to as the symbol period. The transmitted signal is subject to distortion due to multipath and noise. The multipath is characterized by a finite impulse response (2) where and denote the delay and the complex path gain of the th path, respectively. The noise is modeled as a wide sense stationary (w.s.s.) zero mean additive white Gaussian process with variance that is uncorrelated with the signal . At the receiver, the received signal is processed by a matched filter with output that can be written (3) where the analog channel is (4) and where denotes the convolution operator. The matched filter output is sampled at the symbol rate with a timing offset .
(5) For practical reasons, the pulse has excess bandwidth (i.e., the maximum frequency in is larger than ). However, is designed under the Nyquist criterion [1] so that the sampled signal does not have aliasing for the perfect timing offset in the absence of a multipath channel.
To examine the effect of the timing offset on the sampled signal in the presence of a multipath channel, assume that the received filter is matched to the pulse shape and that the pulse shape is symmetric (for example, a square root raised cosine filter [1] ). Then, the sampled noise component , which is denoted by , becomes a white zero mean Gaussian process with variance independent of from the property of the symmetric Nyquist filter and the whiteness of . On the other hand, the signal component is dependent on the timing offset. By defining the sampled channel with respect to the sampling offset as a vector , i.e., (6) the sampled output can be written in the discrete time domain as (7) In the absence of multipath, is given by (8) and thus, the correct timing offset perfectly restores the digital data . In the presence of multipath, cannot be reduced to a single nonzero tap in general. Furthermore, the aliasing due to excess bandwidth of can deepen the spectral null of the sampled channel , depending on the timing offset , and can effect the MSE performance of the equalizer [8] . Thus, in the presence of multipath, it is desirable to determine jointly the timing offset and the equalizer.
Consider an MMSE equalizer for a given channel with respect to a given timing . The optimal timing offset is to minimize the MSE of the equalizer output in the presence of a multipath channel, i.e., (9) where the delay applied to the source (or training) sequence is called the system delay. This definition of timing offset optimality can be extended to the problem of combined multiantenna inputs. In this form, determining the optimal timing offset can be viewed as a nonlinear quadratic optimization problem over the channel vectors under a constraint imposed by the parameter . This problem is difficult because a direct update for the timing offset based on feedback from the equalizer output is undesirable not only from an implementation point of view [4] but also due to the latency caused by the convergence of the equalizer. Furthermore, a closed-form estimation of the optimal timing offset is infeasible due to the extremely complicated nonlinear relation between the parameter and the resulting sampled channel .
However, relatively simple solutions exist for the extreme cases of equalizer length; for a one-tap equalizer, , and for an infinite length equalizer, . For the MMSE equalizer of length , , the MMSE with respect to the system delay and timing is given by MMSE (10) MMSE (11) where is the noise-to-signal ratio defined by (12) A detailed derivation of (10) and (11) can be found in [9] . Now, consider the timing offset for a one-tap linear equalizer. Since the delay term appears only in in MMSE , the attainable minimum MMSE with respect to the is given by MMSE , and hence, the optimal timing offset that minimizes the MMSE for the one-tap equalizer is given by (13) where denotes the norm. The MMSE-timing function (13) provides a geometrical interpretation of the timing offset optimization for a one-tap equalizer. Consider normalized , (14) lies on an -dimensional sphere as varies from 1/2 to 1/2, and is chosen so that (13) is as large as possible, which occurs when is maximized. Thus, the effect of using the optimal timing offset for a one parameter equalizer can be seen directly by looking at the taps of . Intersymbol interference (ISI) is minimized by maximizing the magnitude of the tap corresponding to the system delay and, at the same time, suppressing all others.
On the other hand, for the timing offset optimized for infinite length equalizers, in [4] , the following approximation of (11) is proposed:
In this case, minimizing MMSE is equivalent to maximizing the channel power and, consequently, improving the signal (including ISI components) to noise ratio, since an infinite length equalizer can perfectly restore signals from ISI.
Apparently, increasing total signal power does not necessarily improve the equalizer output MSE, especially when the multipath is severe and the equalizer is not long enough to mitigate the multipath. The following example confirms that applying the timing offset optimized for an infinite length equalizer to a finite equalizer (15) performs worse than the timing offset optimized for the one-tap equalizer (13) .
Example 1: Consider a multipath channel (16) using a raised-cosine pulse-shaping filter with a roll-off factor under SNR dB. Numerical calculation shows that the optimal timing offsets for , and the optimal timing offset for , are given by (17) For these two timing offsets, Fig. 2 plots the MSE of a) MMSE linear of equalizers of all lengths from 1 to 25 and b) the MMSE decision feedback equalizer (DFE) with feedback filter of fixed length 12 and feedforward equalizers with all lengths from 1 to 25. The optimal timing offset for each finite equalizer length has been calculated numerically, and its MMSE equalizer MSE is depicted as a dotted line. In all cases, when the timing is optimized for a one-tap equalizer, the performance is better than when it is optimized for an infinite-length equalizer. This example does not represent a peculiar case. In fact, one can confirm this trend for a set of randomly generated channels, as reported in [10] . The next section presents an adaptive scheme approximating the timing offset for the one-tap equalizer without help of known training sequence.
III. TIMING OFFSET BASED ON DISPERSION MINIMIZATION
A. DM-Timing Offsets
Instead of directly minimizing the MSE, which requires training signal or analog channel estimation, [7] has proposed minimizing the mean dispersion of the sampler output signal, i.e., (18) where is a constant corresponding to the source statistics. ( ; for details, see [11] .) The cost function is known as the constant modulus (CM) cost and is widely used for blind equalization [11] . In order to approximate MMSE with respect to a one-tap equalizer , we proposed to rewrite the cost function (18) as (19) as illustrated in Fig. 3 . Using a stochastic gradient algorithm [12] There is a similarity between MMSE-timing and DM-timing. Recall the notation . In the absence of noise, the optimal MMSE timing offset for a one-tap equalizer is given by , whereas the optimal DM-timing offset is . The only difference between these two timing offsets is the norm used ( or ). In both cases, with constrained to , the optimal lies on the unit ( or ) sphere.
B. Unimodality Condition of DM-Timing
This section establishes a concrete set of conditions under that the DM cost function bears a unique maximum, which seems to be satisfied in most practical situations. The immediate implication of this result is that the algorithm's asymptotic behavior is insensitive to the initial conditions. Call (26) 
The values of are determined by the multipath channel and the pulse-shaping filter . In practice, a commonly used pulse-shaping filter is a raised cosine function with spectrum (33) where is the roll-off factor determining the excess bandwidth. A roll-off factor from 0.1 to 0.3 is commonly used in practice (for example, [13] and [14] Table I ). Thus, a good approximation of is (36) which simplifies the DM-timing function to (37) For the rest of this paper, we use the approximation (36) for further investigation in order to avoid extremely difficult computational complexity due to the high-frequency term in (32).
Theorem 2 (Unimodality): Denote
Then (39) is unimodal, i.e. has a unique maximum, when the following condition holds:
Proof: See Appendix C. Notice that the condition (40) in Theorem 2 is satisfied when the tails and decrease rapidly. Table I shows that for small roll-off factors , (40) is satisfied, which implies that the DM-algorithm has only one minimum. This holds for any multipath channel. In fact, (40), which is given in Theorem 2, is a loose bound. A tighter bound can be found under slightly more complicated conditions, as shown in [10] .
IV. PERFORMANCE OF DM-TIMING
The MSE performance of the dispersion minimization approach has been intensively studied for the equalization applications under the assumption that perfect equalization is possible [15] , [16] . It has been shown that the dispersion minimization approach can achieve near-MMSE performance. However, this result cannot be applied to the timing offset problem here, since the channel vectors parameterized by timing offsets are constrained. In fact, the geometrical arguments used to show the near-optimal MSE performance of dispersion minimization [17] , [18] fail for the constrained cases [10] . On the other hand, due to the nonlinearity of the cost functions for DM-timing and MMSE-timing, it is a virtually impossible task to establish a rigorous MSE bound for a general channel. Therefore, the MSE performance of DM-timing is investigated by comparing the location of the three different timing offsets, DM-timing, MMSE-timing for a one-tap equalizer, and MMSE-timing offset for an infinite length equalizer (the existing blind timing offset method). This comparison demonstrates the relative MSE performance of the three timing methods when used with short equalizers and provides intuition about the different approaches.
Consider a multipath channel of rays with a raisedcosine pulse shape and its Fourier transformation, as given in (33) and (34) Recall that and that , , , and . Let (41)
The MMSE timing offset for infinite length MMSE equalizer, which is denoted by , is given from (15) (42)
On the other hand, the MMSE timing offset for the one-tap MMSE equalizer, which is denoted by , is given by 
B. Case 2: Clustered Channels
Assume that the multipath channel given by (50) is clustered in the sense that . Since the delays are clustered, the peaks for each delay merge into a single peak. This can be shown by the following approximation in the region : This implies that and are shifted from the same location toward , and thus, they are located close to each other (close to MSE performance), whereas may not be located close to (different MSE performance), as the simulation results in Section IV-D confirms.
C. Case 3: Sparse Channels
Now assume that the multipath channel is sparse in the sense that for all
Without loss of generality, is assumed to be the maximum multipath magnitude, and . Since the multipath is sparse, near the highest peak , the contribution from the tails of other peaks can be ignored, i.e., locally at , and is shifted toward (or, equivalently, ) from .
is located close to until and rapidly approaches as the multipath becomes more severe. The corresponding MSE performance is shown in Fig. 4(b) . Notice that the MSE exhibits the same pattern for timing offset locations in Fig. 4(a) .
This two-tap example suggests that under mild channels the DM-timing offset yields near MMSE performance for the one-tap MMSE equalizer, and under severe multipath distortion, the DM-timing offset achieves better MSE performance than the conventional OEM algorithm. The simulation results in the following subsection experimentally confirms this MSE performance of DM-timing for general channels.
D. DM-Timing Offset MSE Performance Simulation
This subsection presents simulation results comparing MSE performance of different timing offset , , and for a one-tap equalizer under 30-dB noise. For the number of multipath rays from 2 to 10, 10 000 different randomly generated multipath channels are used to compute mean and variance of MSE difference, i.e., MSE MSE , MSE MSE , Var MSE MSE , and Var MSE MSE . For the clustered scenario, the delays are confined to . For the mild channel scenario, the magnitude of the cursor tap is set to 1, and the rest are confined to below 0.5 (less than 3 dB multipath), and for severe multipath, the rest are set to above 0.5. The simulation results shows the MSE performance of the DM-timing offset predicted in the previous subsections.
For clustered channels, mean and variance of the MSE difference between and are significantly lower than that between and . This indicates that is a good approximation for , whereas may not be for certain channels. For the nonclustered channels, outperforms . For mild channels, the mean and variance are small, which indicates that is still a good approximation for . Since the magnitude of the multipath echos rarely exceeds 3 dB in terrestrial digital broadcasting, can be used as a reliable blind replacement for .
V. CONCLUSION
The timing phase-offset recovery problem has been stated as a constrained channel optimization for a finite-length symbol-spaced equalizer with respect to the MSE of the equalizer output. A blind adaptive approach based on dispersion minimization can be used to achieve this optimality for a short equalizer. A geometrical argument is presented that allows comparison with the MMSE approach and issues of unimodality of the DM-solution have been addressed. The MSE performance of DM-timing has been investigated by comparing dispersion minimization timing offset with standard timing offsets. DM-timing offset achieves close MMSE performance for clustered multipath channels, regardless of the severity of the multipath. For sparse channels, the MSE performance of DM-timing degrades as the severity of the multipath increases but still achieves better performance than the conventional output energy maximization timing offset (see Figs. 5-7) . 
APPENDIX
A. Proof of (22): Expansion of DM-Cost Function
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