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RANDOM WALKS IN THE GROUP OF EUCLIDEAN
ISOMETRIES AND SELF-SIMILAR MEASURES
ELON LINDENSTRAUSS AND PE´TER P. VARJU´
Abstract. We study products of random isometries acting on
Euclidean space. Building on previous work of the second author,
we prove a local limit theorem for balls of shrinking radius with
exponential speed under the assumption that a Markov operator
associated to the rotation component of the isometries has spec-
tral gap. We also prove that certain self-similar measures are ab-
solutely continuous with smooth densities. These families of self-
similar measures give higher dimensional analogues of Bernoulli
convolutions on which absolute continuity can be established for
contraction ratios in an open set.
1. Introduction
1.1. Random walks in Euclidean space. We consider two prob-
lems in this paper. The first one concerns random walks in Euclidean
space, where the steps are isometries. Let X1, X2, . . . ∈ Isom(Rd) be a
sequence of i.i.d. random orientation preserving isometries with an ar-
bitrary probability law. Fix a point x0 ∈ Rd and consider the sequence
of random points Yl = Xl · · ·X1(x0). This is called the random walk.
Our aim is to understand the distribution of the point Yl.
The hypothesis in our result will be formulated in terms of spectral
properties of an operator associated to the law of Xi. We denote the
canonical projection from the group of isometries to the group of ro-
tations by θ : Isom(Rd) → SO(d). For a function ϕ ∈ L2(SO(d)), we
write
Tϕ(σ) = E[ϕ(θ(X1)
−1σ)]. (1)
This defines an operator on the space L2(SO(d)). Denote by L20(SO(d))
the 1 codimensional subspace of functions orthogonal to the constants.
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We say that T has spectral gap if there is an integer l > 0 such that
‖T l‖L20(SO(d)) < 1.
Our main result on random walks stated below will show that Yl can
be approximated by Gaussian random variables on scales between e−cl
and
√
l.
Theorem 1.1. With notation as above, suppose that T has spectral
gap, d ≥ 3, E[|Y1|α] < ∞ for some 2 < α ≤ 4 and there is no point
x ∈ Rd such that X1(x) = x almost surely. Then there is a point
y0 ∈ Rd, a centrally symmetric Gaussian random variable Z and a
number c > 0 all depending only on the law of X1 such that the following
holds. Let f be a compactly supported smooth function on Rd. Then
E[f(Yl)] = E[f(
√
lZ + y0)] +O(l
− d+α−2
2 + |x0|2l− d+22 )‖f‖1
+O(e−cl)‖f‖W 2,(d+1)/2.
The implied constants depend only on the law of X1.
By centrally symmetric Gaussian variable, we mean one with 0 mean
and covariance matrix σ · Id. The L2-Sobolev norm in the second error
term is defined by
‖f‖2W 2,(d+1)/2 =
∫
|f̂(ξ)|2(1 + |ξ|)d+1 dξ.
To illustrate the quality of our estimate, we formulate the follow-
ing immediate corollary, which we will prove in Section 9. Denote by
B(r, z) the ball of radius r around the point z ∈ Rd.
Corollary 1.2. Under the assumptions of Theorem 1.1, there is a point
y0 ∈ Rd and numbers A, σ, c > 0 all depending only on the law of X1
such that
P(Yl ∈ B(r, z)) = Ardl−d/2e−|z−y0|2/2lσ2 +O(rd+2l− d+22 )
+O(rd(l−
d+α−2
2 + l−
d+2
2 |x0|2)) +O(e−clr−1/2).
Observe that the error terms are of lower order of magnitude than
the main term as long as r + |y0 − z| .
√
l and r > Ce−cl . When
X1 is finitely supported, this is optimal up to the constants, since the
number of points Yl can attain grows exponentially.
A theorem similar to Theorem 1.1 has been given in [Var12, Theorem
3]. That result holds in greater generality but provides weaker error
terms. In particular, when d ≥ 3, and we replace the spectral gap
condition by requiring merely that the support of θ(X1) generates a
dense subgroup of SO(d), one can get the same conclusion with the
second error term replaced by O(e−cl
1/4
).
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There are no examples known to the authors when supp θ(X1) gen-
erates a dense subgroup of SO(d), and the operator T does not have
spectral gap. In fact, it is possible that the above condition about
denseness implies the spectral gap condition, but this is not known in
general. However, Bourgain and Gamburd proved this in the following
important special case.
Theorem A ([BG08]). Let X be a random element of SO(3) and sup-
pose that suppX is finite and consists of matrices with algebraic en-
tries. Suppose further that suppX generates a dense subgroup. Then
the operator
Tf(g) = E(f(Xg))
acting on L2(SO(3)) has spectral gap.
This theorem has been generalized to SU(d), d ≥ 2 in a subsequent
paper [BG12], and has been extended very recently by Benoist and
Saxce´ to general simple compact Lie groups and in particular for SO(d),
d ≥ 3 [BdS14, dS14]. The condition on algebraicty seems essential for
the argument and its removal would probably require significant new
ideas.
The problem of studying random walks on Isom(Rd) can be traced
back to a paper of Arnold and Krylov [AK63]. A central limit theorem
(describing the behaviour of Yl on scale
√
l) was given by Tutubalin
[Tut67] in the d = 3 case and has been subsequently generalized by
several authors. A ratio limit theorem (describing the behaviour of Yl
on scale 1) was given by Kazhdan [Kazˇ65] and Guivarc’h [Gui76] in
the d = 2 case. For further details about the history of the problem we
refer to [Var12] and its references.
1.2. Self-similar measures. The second problem studied in this pa-
per is the smoothness of self-similar measures. Let η be a probability
measure supported on contractive similarities of Rd. A contractive
similarity is a map of the form x 7→ λ · σ(x) + v, where 0 < λ < 1,
σ ∈ SO(d) and v ∈ Rd. Let ν be a probability measure on Rd and
let X be a random similarity with law η and Y be an independent
random point Y ∈ Rd with law ν. Suppose that E(|X(0)|) < ∞. We
say that ν is η-stationary, if the law of X(Y ) is also ν. It is easily
seen that for every η supported on contractive similarities, there is a
unique η-stationary measure. A measure ν is called self-similar if it is
η-stationary for some probability measure η supported on contractive
similarities. For general properties of self-similar measures we refer to
[Hut81].
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An extensively studied class of self-similar measures are the Bernoulli
convolutions introduced by Jessen and Wintner [JW35] in the 30’s. Let
0 < λ < 1 be a number and let νλ be the law of the random power series∑∞
n=0Anλ
n, where An are independent Bernoulli random variables such
that P(An = 1) = P(An = −1) = 1/2 for all n. It is easily seen that
νl is self-similar: Take ηλ to be the probability measure supported on
the two similarities x 7→ λx± 1 putting 1/2 mass on each. Then νλ is
ηλ-stationary.
It is easily seen that νλ is a singular measure supported on a Cantor
set if λ < 1/2. Moreover, ν1/2 is the normalized Lebesgue measure
restricted to the interval [−2, 2]. This follows from the fact that almost
all numbers in that interval have a unique binary expansion. When
λ > 1/2, νλ is more mysterious. Erdo˝s [Erd39], [Erd40] studied the
regularity properties of νλ. He showed that there is a number λ0 < 1
such that for almost all λ > λ0, νλ is absolutely continuous. This was
extended to almost all λ > 1/2 by Solomyak [Sol95]. A remarkable
recent advance was made by Hochman and Shmerkin [Hoc14,Shm14];
specifically Shmerkin shows (based on the result of Hochman) that the
set of parameters 1/2 < λ < 1, for which νλ is not absolutely continuous
with respect to Lebesgue measure is of Hausdorff dimension 0. On the
other hand, Erdo˝s observed that νλ is singular if λ
−1 is a Pisot number,
e.g. λ = (
√
5− 1)/2. It is a long standing open problem whether there
is a number λ¯ < 1 such that νλ is absolutely continuous for all λ > λ¯.
Moreover, it is not known whether in the interesting range 1/2 < λ < 1
there are any examples for singular νλ apart from those when λ
−1 is
Pisot. For more on Bernoulli convolution we refer to [PSS00].
Unfortunately, Bernoulli convolutions are not amenable to our meth-
ods. However, we can answer some analogues of this question in di-
mension 3 and above. If κ : x 7→ λ · σ(x) + v, then we write λ(κ) = λ
and θ(κ) = σ, and g(κ) denote the isometry x 7→ σ(x) + v. We note
that g(κ) is not a homomorphism and depend on our choice of origin.
Theorem 1.3. Let η be a probability measure supported on finitely
many contracting similarities of Rd without a common fixed point for
some d ≥ 3. Let X be a random similarity with law η and suppose that
the operator
Tf(σ) = E(f(θ(X)−1σ))
on L2(SO(d)) has spectral gap. Let n be an integer. Then there is a
number λ¯ < 1 such that the unique η-stationary measure is absolutely
continuous with n times differentiable density, if λ(X) > λ¯ almost
surely. The number λ¯ depends on d, n, the spectral gap for T , the
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cardinality of supp η and the minimal value of the probabilities P(X =
g) for g ∈ supp η.
There is an analogy between self-similar measures and Furstenberg
measures associated to random walks on non-compact semisimple Lie
groups. Bourgain proved results about the absolute continuity of Fursten-
berg measures, which are related to Theorem 1.3. We refer the reader
to the papers [Bou12,Bou14] for more details.
1.3. Some ideas of the proofs. We outline the main ideas in the
paper. We define a family of operators Sr for r > 0 acting on the
space L2(Sd−1) that provide a natural link between the two problems
explained above. These operators were introduced by Kazhdan [Kazˇ65]
and Guivarc’h [Gui76] in their works of studying random walks on
Isom(R2).
Let X ∈ Isom(Rd) be a random element and write v(X) ∈ Rd for
its translation part and θ(X) ∈ SO(d) for its rotation part. Let ϕ ∈
L2(Sd−1). Then we write
Srϕ(ξ) = e
−2piir〈ξ,v(X)〉ϕ(θ−1(X)ξ).
This defines the operator Sr, which depends on the law of X . We defer
the more detailed discussion of these operators and their relation to
random walks and self-similar measures to Section 2. In the context of
self-similar measures, we use the “projection” g∗η of η to the isometry
group in place of the law of X .
In this paper we will prove (see Theorem 2.1 in Section 2) the norm
estimates
‖Sr‖ ≤ 1− cmin{1, r2} (2)
with some constant c depending only on the law of X in the notation
of Section 1.1. Both Theorems 1.1 and 1.3 can be deduced from (2).
Guivarc’h [Gui76] proved in the d = 2 case the estimates
‖Sr‖ ≤ 1− cr2 for r < 1 and ‖Sr‖ ≤ 1− cr for r ≥ 1 (3)
with a number cr depending also on r. However, this argument de-
pends on the special feature of the two dimensional case that SO(2) is
commutative.
In a more recent paper Conze and Guivarc’h [CG13, Theorem 4.6]
proved the estimates (3) in higher dimension under the assumption
that the operator T as defined in (1) has spectral gap. This is the same
assumption as ours in Theorem 2.1, however, we obtain the uniform
estimate (2), which is needed for both of our applications.
The paper [Var12] also studies the operators Sr. In that paper no
spectral gap assumption is posed, instead, it is based on a weaker
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property that can be verified in great generality. On the other hand, the
estimates obtained there are much weaker than (2). In fact that paper
only provides bounds for ‖Srϕ‖2 which depend also on the Lipschitz
norm of ϕ. To avoid technicalities we do not give the details here, just
refer to the paper [Var12]. We also note that the method in [Var12]
does not seem to be strong enough to give (2) even under the spectral
gap assumption. To indicate the improvement achieved by the methods
of the current paper, we note that the methods of [Var12] can prove
Theorem 1.1 only with the second error term replaced by O(e−cl
1/2
).
The operators Sr are related to the operator T defined in (1) and
they are amenable to the method of Bourgain and Gamburd [BG08],
[BG12]. We adapt this method to the problem we consider. This will
be discussed in more detail later. Now we mention only the most crucial
new ingredient in our proof, which is an estimate of the following type:
P(Yl ∈ B(r, y)) ≤ Crcd. (4)
Here Yl is the random walk as defined in Section 1.1, r > 0 is a number,
B(r, y) is the ball of radius r around a point y ∈ Rd, l > C log(r−1) is
an integer, C is a number depending on the law of X1 and cd > 0 is a
number depending on the dimension. In words, this means that after
log(r−1) steps, the probability that the random walk is in a given ball
of radius r is bounded by a polynomial of r.
If we assumed that the support of X1 is concentrated on isome-
tries which have both rotation and translation parts algebraic, then
(4) would follow from simple Diophantine considerations. In fact, this
is very related to how algebraicity is used by Bourgain and Gamburd
in their proof of Theorem A. Without Diophantine assumptions (4) is
more difficult, and requires new ideas.
To establish (4), we estimate the Fourier transform of the law of Yl,
that is the function E(e−2pii〈ξ,Yl〉). The required estimate on the Fourier
transform would follow immediately from the norm estimates (2); but
our argument works in the opposite direction, and uses (4) to prove
(2) and so this does not help us. What does help us is the following
weaker statement for which there is a relatively simple direct proof: If
R1 > R2 > 0 are two numbers such that |R1 − R2| < c, where c is a
number depending only on the law of X1, then ‖SRi‖ < 1− c|R1−R2|2
for i = 1 or i = 2. That is, we are able to establish (2) for at least one
of two nearby values of the parameter.
This statement allows us to estimate E(e−2pii〈ξ,Yl〉) on one of two
nearby spheres. Then we use a simple fact which holds for all probabil-
ity measures on Rd: if the L2-average of the Fourier transform is small
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on a sphere then it is also small on nearby spheres. This can be veri-
fied by decomposing the measure into two parts, one which has Fourier
transform of small Lipschitz norm and one whose average Fourier trans-
form on spheres decays fast. This will conclude the proof of (4).
Finally, we mention that in the paper [LV14] we prove an analogue
of the results of this paper in the group SLd(Fp) ⋉ Fp. That paper
follows a similar scheme and exhibits some of the ideas of this paper in
a technically easier setting.
1.4. Organization of the paper. In Section 2, we introduce some
notation that will be used throughout the paper, in particular, we
explain the operators Sr in more details. We will also state there
a technical result, Theorem 2.1, which will be used later to deduce
both Theorems 1.1 and 1.3. Sections 3–7 are devoted to the proof
of Theorem 2.1. Section 3 provides some preliminary norm estimates
that we mentioned above, that is, we bound the norm of Sr for one
of two nearby values of the parameter. In Section 4 we prove the
non-concentration estimate (4). We provide some background material
on sets and measures of “large dimension” in Section 5. This is not
very new, but it is unavailable in the literature in the form we need
it. In Sections 6 and 7 we recall the Bourgain-Gamburd method and
finish the proof of Theorem 2.1. As we will see in the next section,
Theorem 2.1 is stated under some convenient simplifying assumptions.
We reduce the general situation to this special setting in Section 8,
where we formulate and prove Corollary 8.1. Finally in Sections 9 and
10 we deduce Theorems 1.1 and 1.3 respectively. Deducing Theorem
1.3 from our spectral gap estimate (2) is much simpler in the case when
all the contraction factors equal. We first give the proof of this case,
and we also give an estimate on λ¯, see Theorem 10.1. Then we turn to
the general case, where we also use a result of Abe´rt [Abe´14].
Acknowledgement. We thank Miklo´s Abe´rt for helpful discussions
and for making his paper [Abe´14] available to us before its publica-
tion. His result enabled us to treat self-similar measures with varying
contraction ratios. We are also grateful to the referees for their careful
reading of our paper.
Part of this work was conducted while E.L. was a fellow at the Israeli
Institute for Advanced Studies. E.L. would like to thank the Institute
for providing ideal working conditions.
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2. Notation
We identify the group of orientation preserving isometries of the d-
dimensional Euclidean space with the semidirect product Isom(Rd) =
Rd ⋊ SO(d). For g = (v, θ) ∈ Rd ⋊ SO(d) and a point x ∈ Rd we write
g(x) = v + θx,
and we define the product of two isometries by
(v1, θ1)(v2, θ2) = (v1 + θ1v2, θ1θ2).
If g is an isometry, we write v(g) for the translation component and θ(g)
for the rotation component of g in the above semidirect decomposition.
With this notation, the inverse of g is given by the formula
g−1(x) = −θ(g)−1v(g) + θ(g)−1x.
Let µ ∈ M(Isom(Rd)), that is a probability measure on Isom(Rd).
Define the convolution µ ∗ µ in the usual way by∫
Isom(Rd)
f(g) dµ ∗ µ(g) =
∫
Isom(Rd)
∫
Isom(Rd)
f(g1g2) dµ(g1)dµ(g2),
for f ∈ C(Isom(Rd)) and write
µ∗(l) = µ ∗ · · · ∗ µ︸ ︷︷ ︸
l−fold
for the l-fold convolution. With this notation, µ∗(l) is the distribution
of the product of l independent random element of Isom(Rd) with law
µ. We define the measure µˇ by the formula∫
Isom(Rd)
f(g) dµˇ(g) =
∫
Isom(Rd)
f(g−1) dµ(g), (5)
for f ∈ C(Isom(Rd)) and say that µ is symmetric if µˇ = µ. The measure
µ also acts on measures on Rd in the following way: If ν ∈M(Rd), we
can define another measure µ.ν on Rd by:∫
Rd
f(x) dµ.ν(x) =
∫
Isom(Rd)
∫
Rd
f(g(x)) dµ(g)dν(x), (6)
for f ∈ C(Rd).
We write δx0 for the Dirac delta measure concentrated at the point
x0. With this notation, the law of the lth step of the random walk is
µ∗(l).δx0 .
It a simple calculation to check that
µ∗(l+1).δx0 = µ.(µ
∗(l).δx0).
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Hence our main goal is to understand the operation ν 7→ µ.ν.
This is achieved by studying the Fourier transform, which is given
by the formula
ν̂(ξ) =
∫
e(〈ξ, x〉) dν(x),
where e(x) := e−2piix. For the Fourier transform of µ.ν we get
(µ.ν)∧(ξ) =
∫
e(〈ξ, g(x)〉) dµ(g)dν(x)
=
∫
e(〈ξ, v(g) + θ(g)(x)〉) dµ(g)dν(x)
=
∫
e(〈ξ, v(g)〉)ν̂(θ(g)−1ξ) dµ(g). (7)
This formula shows that the action of µ on the Fourier transform of ν
can be disintegrated with respect to spheres centered at the origin. For
every r ≥ 0, we define a unitary representation of the group Isom(Rd)
on the space L2(Sd−1). Let
ρr(g)ϕ(ξ) = e(r〈ξ, v(g)〉)ϕ(θ(g)−1ξ) (8)
for g ∈ Isom(Rd), ϕ ∈ L2(Sd−1) and ξ ∈ Sd−1. We denote the character
appearing in the definition of ρr(g) by ωr(g) : S
d−1 → C,
ωr(g)(ξ) := e(r〈ξ, v(g)〉).
We also define the operator
Sr(ϕ) =
∫
ρr(g)(ϕ) dµ(g). (9)
For a function ϕ ∈ C(Rd) and r ≥ 0, we denote by Resr ϕ its re-
striction to the sphere of radius r. I.e. Resr : C(R
d) → C(Sd−1) is an
operator defined by [Resr ϕ](ξ) = ϕ(rξ) for |ξ| = 1. With this notation,
we can write (7) as
Resr(µ̂.ν)(ξ) = Sr(Resr ν̂)(ξ). (10)
We denote by R the (left) regular representation of SO(d), that is
we write
R(θ)ϕ(σ) = ϕ(θ−1σ)
for a function ϕ ∈ L2(SO(d)). In addition, we denote by R0 the re-
striction of R to L20(SO(d)).
We recall from Section 1.1 that T is an operator acting on the space
L2(SO(d)) defined by
Tϕ(σ) =
∫
ϕ(θ(g)−1σ) dµ(g).
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More generally, if pi is a representation of a group G and µ is a proba-
bility measure on it, then we write
pi(µ) =
∫
pi(g) dµ(g), (11)
which is an operator on the representation space of pi. With this nota-
tion, we have Sr = ρr(µ) and T = R(θ(µ)).
Now we formulate the main technical result of the paper. We will use
this to deduce the theorems stated in the introduction. We make some
simplifying assumptions, which make our statements and calculations
easier. These are not serious restrictions of generality, and the general
case can be reduced to the special case when these conditions hold. The
following assumptions are assumed to hold throughout Sections 3–7:
µ = µˇ0 ∗ µ0 (12)
for some µ0 ∈M(Isom(Rd)),
‖Tϕ‖2 ≤ ‖ϕ‖2
2
, for all ϕ ∈ L20(SO(d)) (13)∫
v(g)dµ(g) = 0, (14)∫
|v(g)|2dµ(g) = 1, (15)
M :=
∫
|v(g)|3dµ(g) <∞. (16)
We note that (14) and (15) amounts to a suitable choice of origin
and normalization. The conditions (12) and (13) can be satisfied, if µ
is such that T has spectral gap, and we replace it by µˇ∗(l0) ∗ µ∗(l0) for
a suitably large integer l0. Finally, (16) can be satisfied by restricting
µ to any large ball in Isom(Rd). Details of these ideas will be given in
Section 8.
Theorem 2.1. Let µ ∈ M(Isom(Rd)) and suppose that the assump-
tions (12)–(16) hold.
Then there is a number c, which depends only on d such that
‖Sr‖ ≤ 1− cmin{r2,M−2}.
We comment on the role of the third moment M . Consider the
following case. Suppose that
µ(g : v(g) = 0) = 1−M2 and µ(g : |v(g)| =M) =M−2.
Then both conditions (15) and (16) hold. If ϕ ≡ 1 is a constant
function, then it is easily seen that 〈Srϕ, ϕ〉 ≥ 1− 2M2 for all r. This
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example shows that it is not possible to bound ‖Sr‖ using only the
conditions (12)–(15), but one needs to control the probability that a
random isometry with law µ fixes or approximately fixes a given point.
The role of M is to control this degeneracy in a quantitative way. The
example also show that the dependence on M is optimal up to the
constant.
Throughout the paper the letters c, C and various subscripted ver-
sions refer to constants and parameters. They are allowed to depend
on d but not on other parameters, unless the contrary is stated. The
same symbol occurring in different places need not have the same value
unless the contrary is explicitly stated. For convenience, we use lower
case for constants which are best thought of to be small and upper case
for those which are best thought of to be large.
3. Preliminary spectral gap estimates
In this section, we prove that for any number r > 0, there is at most
one eigenvalue of Sr close to 1, and we estimate the norm of Sr on the
orthogonal complement of the corresponding eigenfunction. Moreover,
if such an eigenvalue exists for some r = r1 then it can not exist for
r = r2 if r2 is not too close to and not too far from r1. We make
this precise below in a proposition. This result is related to the paper
[CG13].
Proposition 3.1. Suppose that the assumptions (12)–(16) hold. Let
r ≥ 0, and let ϕ1, ϕ2 ∈ L2(Sd−1) be orthonormal functions. Then
‖Srϕi‖2 ≤ 1− c,
for i = 1 or i = 2, where c > 0 is an absolute constant.
In addition, there is a number c > 0 depending only on the dimension
d such that the following holds: Let r1, r2 ≥ 0 such that |r1 − r2| ≤
cM−1. Then
‖Sri‖ ≤ 1− c|r1 − r2|2
holds for i = 1 or i = 2.
We say that a function ϕ ∈ L2(Sd−1) of unit norm is ε-invariant
for Sr if ‖Srϕ‖2 ≥ 1− ε2. The following lemma explains the terminol-
ogy.
Lemma 3.2. Let ϕ ∈ L2(Sd−1) be a function of unit norm that is
ε-invariant for Sr. Then
〈ϕ− Srϕ, ϕ〉 ≤ 2ε2 and ‖ϕ− Srϕ‖2 ≤ 2ε.
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Before giving the proof of the lemma, we explain the organization of
the rest of the section. The proof of Proposition 3.1 is based on the ob-
servation that if ψ1 and ψ2 are ε-invariant for Sr1 and Sr2 , respectively,
then ψ1ψ2 is Cε-invariant for Sr1−r2 . This will be proved in Section 3.2.
Since the product of two L2 functions are not in L2 in general, it will
be convenient to approximate the ε-invariant functions with bounded
functions. The relevant estimates are given in Section 3.1. In Section
3.3, we bound the norm of Sr for small values of r. Finally, we put
together the proof of the proposition from the above three components
in Section 3.4.
Since all irreducible representations of SO(d) are contained in its
regular representation, assumption (13) implies the following spectral
gap estimate on S0:
‖S0ϕ‖2 ≤ ‖ϕ‖2
2
, for all ϕ ∈ L20(Sd−1). (17)
We only need, in fact, this weaker assumption in this section.
Proof of Lemma 3.2. By assumption (12) it follows that Sr is a non-
negative selfadjoint operator, hence it has a square root X , that is
Sr = X
2. Then
‖Xϕ‖2 ≥ ‖X2ϕ‖2 ≥ 1− ε2
and
〈Srϕ, ϕ〉 = 〈Xϕ,Xϕ〉 ≥ (1− ε2)2 ≥ 1− 2ε2,
which proves the first claim.
For the second claim, we write
〈ϕ− Srϕ, ϕ− Srϕ〉 = 〈ϕ− Srϕ, ϕ〉 − 〈ϕ, Srϕ〉+ 〈Srϕ, Srϕ〉.
Since Sr is non-negative of norm at most 1,
〈Srϕ, Srϕ〉 = 〈ϕ, S2rϕ〉 ≤ 〈ϕ, Srϕ〉.
Thus
‖ϕ− Srϕ‖22 = 〈ϕ− Srϕ, ϕ− Srϕ〉 ≤ 〈ϕ− Srϕ, ϕ〉 ≤ 2ε2.

3.1. Reducing to the case of constant modulus. We prove in this
section that any ε-invariant function ϕ for Sr can be approximated by
one which has constant modulus. The key idea is an application of the
spectral gap estimate (17) to the function |ϕ|.
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Lemma 3.3. Let ε, r ≥ 0 and let ϕ ∈ L2(Sd−1) be a function of unit
norm, which is ε-invariant for Sr. Then
ψ :=
ϕ
|ϕ|
is Cε-invariant for Sr and ‖ϕ − ψ‖2 ≤ Cε, where C is an absolute
constant.
Proof. Since |ωr| ≡ 1, we have
‖Srϕ‖2 =
∥∥∥∥∫ ωr(g) · ρ0(g)ϕ dµ(g)∥∥∥∥
2
≤
∥∥∥∥∫ ρ0(g)|ϕ| dµ(g)∥∥∥∥
2
= ‖S0|ϕ|‖2. (18)
We can write |ϕ| = A+ (|ϕ| − A), where
A =
∫
Sd−1
|ϕ(ξ)| dξ.
Since ∫
Sd−1
|ϕ(ξ)| − A dξ = 0,
we can use assumption (17) to get
‖S0|ϕ|‖22 ≤ A2 +
1
4
‖|ϕ| − A‖22 =
3A2 + 1
4
.
We compare this with (18) and use that ϕ is ε-invariant. We get
1− 2ε2 ≤ (1− ε2)2 ≤ 3A
2 + 1
4
and hence
A ≥ A2 ≥ 1− 8
3
ε2.
In addition, we have
‖|ϕ| −A‖2 = (1− A2)1/2 ≤
√
8√
3
ε.
Then we write
‖ϕ− ψ‖2 =
∥∥∥∥ϕ− ϕ|ϕ|
∥∥∥∥
2
= ‖|ϕ| − 1‖2 ≤ ‖|ϕ| − A‖2 + (1− A) ≤ Cε.
For the last inequality, we used ε2 ≤ ε.
For ε-invariance, we will prove
‖Srψ‖2 ≥ 〈Srψ, ϕ〉 = 〈ψ, Srϕ〉 ≥ 1− Cε2.
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Only the last inequality is non-trivial. For that, we write
〈ψ, Srϕ〉 = 〈ψ, ϕ〉 − 〈ψ − ϕ, ϕ− Srϕ〉 − 〈ϕ, ϕ− Srϕ〉.
We have
〈ψ, ϕ〉 =
∫
ϕ(ξ)
|ϕ(ξ)| · ϕ(ξ) dξ = A ≥ 1− Cε
2.
By the Cauchy-Schwartz inequality and using Lemma 3.2:
|〈ψ − ϕ, ϕ− Srϕ〉| ≤ Cε2.
Then we use Lemma 3.2 again:
〈ϕ, ϕ− Srϕ〉 ≤ Cε2.
Combining these inequalities, we get
〈ψ, Srϕ〉 = 1− Cε2,
as required. 
3.2. An ε-invariant function for Sr1−r2. We fix r1 ≥ r2 ≥ 0 and
functions ψ1, ψ2 ∈ L2(Sd−1) which are ε-invariant for Sr1 and Sr2 re-
spectively. This is possible only, if ρri(g)ψi is very close to ψi for most
g in the support of µ. (See Lemma 3.5 below.) Then ρr1−r2(g)ψ1ψ2 is
very close to ψ1ψ2. Hence ψ1ψ2 is ε
′-invariant for Sr1−r2. We can get
ε′ = Cε as the following lemma shows.
Lemma 3.4. Let r1 ≥ r2 ≥ 0 and ψ1, ψ2 ∈ L2(Sd−1) be two functions
such that |ψ1| ≡ |ψ2| ≡ 1. Suppose that ψ1 and ψ2 are ε-invariant for
Sr1 and Sr2 respectively, where ε > 0 is a number. Then the function
ψ1ψ2 is Cε-invariant for Sr1−r2.
We record a useful identity in the next lemma.
Lemma 3.5. Let r ≥ 0 and let ψ ∈ L2(Sd−1) be a function of L2-
norm 1. Then ∫
‖ρr(g)ψ − ψ‖22 dµ(g) = 2〈ψ − Srψ, ψ〉.
Proof. We note the identity
‖ρr(g)ψ − ψ‖22 = 2− 〈ρr(g)ψ, ψ〉 − 〈ψ, ρr(g)ψ〉
= 2− 〈ρr(g)ψ, ψ〉 − 〈ρr(g−1)ψ, ψ〉.
By assumption (12), µ is symmetric, hence
2− 2〈Srψ, ψ〉 =
∫
(2− 2〈ρr(g)ψ, ψ〉) dµ(g) =
∫
‖ρr(g)ψ − ψ‖22 dµ(g).

RANDOM WALKS AND SELF-SIMILAR MEASURES 15
Proof of Lemma 3.4. We can write
Sr1−r2(ψ1ψ2) =
∫
ρr1(g)ψ1 · ρr2(g)ψ2 dµ(g)
= ψ1ψ2 (19)
+
∫
(ρr1(g)ψ1 − ψ1) · ψ2 dµ(g) (20)
+
∫
ψ1 · (ρr2(g)ψ2 − ψ2) dµ(g) (21)
+
∫
(ρr1(g)ψ1 − ψ1) · (ρr2(g)ψ2 − ψ2) dµ(g). (22)
To show the claim, we prove that
|〈Sr1−r2(ψ1ψ2), ψ1ψ2〉| ≥ 1− 4ε2.
Since 〈(19), ψ1ψ2〉 = 1, it suffices to show that
|〈(20) + (21) + (22), ψ1ψ2〉| ≤ 8ε2.
We deal with the contributions of (20)–(22) separately. To estimate
the contribution of (20), we write
|〈(20), ψ1ψ2〉| =
∣∣∣∣∫ (ρr1(g)ψ1(ξ)− ψ1(ξ)) · ψ1(ξ) dµ(g)dξ∣∣∣∣
= |〈Sr1ψ1 − ψ1, ψ1〉| ≤ 2ε2.
The last inequality follows from ε-invariance and Lemma 3.2. An anal-
ogous inequality for the contribution of (21) follows from a similar
argument.
To estimate (22), we use the Cauchy-Schwartz inequality two times
and Lemma 3.5:
‖(22)‖1 ≤
∫
‖ρr1(g)ψ1 − ψ1‖2 · ‖ρr2(g)ψ2 − ψ2‖2 dµ(g)
≤
(∫
‖ρr1(g)ψ1 − ψ1‖22 dµ(g) ·
∫
‖ρr2(g)ψ2 − ψ2‖22 dµ(g)
)1/2
≤ 4ε2.
Using ‖ψ1ψ2‖∞ = 1, this yields
|〈(22), ψ1ψ2〉| ≤ 4ε2.
Combining our estimates, we get the lemma. 
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3.3. Estimating ‖Sr‖ near r = 0. In this section, we estimate the
norm of Sr for small values of r. This is done using the spectral gap
property of S0 and Taylor expansion.
Lemma 3.6. For every r ≤ cM−1, we have ‖Sr‖ ≤ 1− cr2, where c is
a number depending only on the dimension d.
In the proof we will need some estimates for the function
Fr := Sr1 =
∫
ωr(g) dµ(g). (23)
Lemma 3.7. There is an absolute constant C, such that
‖1− Fr‖2 ≤ Cr2.
In addition, there is a constant c depending only on the dimension d
such that for every 0 ≤ r ≤ cM−1 we have
‖Fr‖2 ≤ 1− cr2.
Proof. By Taylor’s theorem,
|1− 2piir〈v(g), ξ〉 − ωr(g)(ξ)| ≤ 4pi2r2|v(g)|2.
We integrate this and use assumptions (14) and (15):
|1− Fr(ξ)| =
∣∣∣∣∫ 1− 2piir〈v(g), ξ〉 − ωr(g)(ξ) dµ(g)∣∣∣∣ ≤ 4pi2r2,
this proves the first claim.
For the second claim, we use one more term in the Taylor expansion
of ωr and integrate it as above. We get∣∣∣∣1− 4pi2r2 ∫ 〈v(g), ξ〉2 dµ(g)− Fr(ξ)∣∣∣∣ ≤ 8pi3Mr3. (24)
We consider the function
Gr(ξ) = 1− 4pi2r2
∫
〈v(g), ξ〉2 dµ(g).
If r ≤ 1/(2pi) (that we may assume), then
4pi2r2
∫
〈v(g), ξ〉2 dµ(g) ≤ 1,
hence
‖Gr‖1 =
∫
Sd−1
Gr(ξ) d(ξ) = 1− 4pi2r2
∫ ∫
〈v(g), ξ〉2 dξdµ(g)
= 1− 4pi2r2cd
∫
|v(g)|2dµ(g) = 1− 4pi2r2cd,
where cd is a number depending only on d.
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Then we can write
‖Gr‖2 ≤ (‖Gr‖∞‖Gr‖1)1/2 ≤ 1− 2pi2r2cd.
Combining with (24), we get
‖Fr‖2 ≤ 1− 2pi2r2cd + 8pi3Mr3.
If r ≤ cd/(8piM) (that we may assume), then the second claim follows.

Proof of Lemma 3.6. Let ϕ ∈ L2(Sd−1) be an arbitrary function of unit
norm. Write A =
∫
ϕ(ξ)dξ and ϕ = A+ϕ0 (for notational convenience,
we assume as we may that A ≥ 0, in particular real). Then by (17),
we have
‖S0ϕ0‖2 ≤ ‖ϕ0‖2/2.
By Taylor’s theorem,
‖Srϕ0 − S0ϕ0‖2 ≤
∫
‖ωr(g)− 1‖∞‖ρ0(g)ϕ0‖2 dµ(g) ≤ Cr‖ϕ0‖2.
We can assume without loss of generality, that r is sufficiently small so
that ‖Srϕ0‖2 ≤ ‖ϕ0‖2/
√
2.
We can write
‖Srϕ‖22 = ‖AFr + Srϕ0‖22 = A2‖Fr‖22 + ‖Srϕ0‖22 + 2Re〈AFr, Srϕ0〉.
We write
〈Fr, Srϕ0〉 = 〈SrFr, ϕ0〉 = 〈S2r1, ϕ0〉 = −〈1− S2r1, ϕ0〉.
Similarly to Lemma 3.7, we can get analogous estimates for the function
S2r1. Thus |〈Fr, Srϕ0〉| ≤ Cr2‖ϕ0‖2.
We plug this into the previous identity and use the inequality be-
tween the arithmetic and geometric means:
‖Srϕ‖22 ≤ A2(1− cr2) + (1−A2)/2 + Cr2A
√
1−A2
≤ A2(1− cr2/2) + (1− A2)
(
1
2
+
C2r2
2c
)
.
It is easy to see that the right hand side takes its maximum for A = 1
if r is sufficiently small. This proves the lemma. 
3.4. Proof of Proposition 3.1. Suppose that ϕ1 and ϕ2 are two
orthonormal ε-invariant functions for Sr for some ε, r ≥ 0. Write ψi =
ϕi/|ϕi|. By Lemma 3.3, these satisfy the assumptions in Lemma 3.4
with r1 = r2 = r. Thus
‖S0(ψ1ψ2)‖2 ≥ 1− Cε2. (25)
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Write
A :=
∣∣∣∣∫
Sd−1
ψ1(ξ)ψ2(ξ) dξ
∣∣∣∣
≤
∣∣∣∣∫
Sd−1
ϕ1(ξ)ϕ2(ξ) dξ
∣∣∣∣+ ‖ϕ1 − ψ1‖2 + ‖ϕ2 − ψ2‖2
≤ Cε
using Lemma 3.3. Therefore, by assumption (17), we have
‖S0(ψ1ψ2)‖22 ≤ A2 +
1
4
(1−A2) ≤ 1
4
+ Cε2
This combined with (25) yields that ε > c for some absolute constant
c > 0. This proves the first part of the proposition.
For the second part, let r1 ≥ r2 ≥ 0 such that r1 − r2 ≤ cM−1 with
the constant c from Lemma 3.6. Let ϕ1, ϕ2 ∈ L2(Sd−1) be of unit norm
and ε-invariant for Sr1 and Sr2, respectively. Then by Lemmata 3.3
and 3.4,
‖Sr1−r2(ψ1ψ2)‖2 ≥ 1− Cε2.
On the other hand by Lemma 3.6, we have ‖Sr1−r2‖ ≤ 1− c(r1 − r2)2,
hence we must have ε ≥ c(r1− r2), which proves the second part of the
proposition.
4. Non-concentration on subgroups
Fix an arbitrary point x0 ∈ Rd. Write νl = µ∗(l).δx0. This is the
probability law of the lth step of the random walk starting from the
point x0. In this section, we estimate the probability that the lth step
is in a fixed small ball. This implies an estimate on the µ∗(l)-measure of
a neighborhood of a subgroup of Isom(Rd) conjugate to SO(d). Denote
by B(r, x) ⊂ Rd the ball of radius r around a point x ∈ Rd.
Proposition 4.1. Suppose that (12)–(16) hold. Then there is a con-
stant C depending only on the dimension d, such that the following
holds. Let L > CM2 be a number. Then for every 1/2 ≥ r ≥ 0 and
l ≥ L log(r−1) and y0 ∈ Rd, we have
νl(B(L
1/2r, y0)) ≤ Cr
d−1
2(d+1) .
This proposition follows easily from the following estimate on the
Fourier transform.
Proposition 4.2. Suppose that (12)–(16) hold. Then there is a con-
stant C depending only on the dimension d, such that the following
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holds. Let L > CM2 be a number. Then for every R ≥ 2 and
l ≥ L logR, we have
(L−1/2R)−(d−1) ·
∫
|ξ|=L−1/2R
|ν̂l(ξ)|2 dξ ≤ CR−
d−1
d+1 .
The proof is based on the following simple lemma, which provides
a decomposition of an arbitrary probability measure into two parts,
one whose Fourier transform has small Lipschitz norm and one whose
Fourier transform has small averages on large balls. This implies that if
the Fourier transform has large average on a sphere then it must have
large averages on spheres nearby, as well. We will apply this to the
measure νl ∗ νˇl, to get a similar statement about L2 averages of ν̂l. We
will compare this with the results of Section 3, and conclude that the
L2 averages of ν̂l on spheres must decay fast, as stated in Proposition
4.2.
Lemma 4.3. Let η be a probability measure on Rd. Then, for any
r ≥ 0, there are measures η1 and η2 such that η = η1 + η2,
‖η̂1‖Lip ≤ Cr and
∣∣∣∣∫
|ξ|=R
η̂2(ξ) dξ
∣∣∣∣ ≤ C (Rr
)(d−1)/2
.
Proof. Write η1 = η|B(0,r). Then for any unit vector v ∈ Rd, we have∣∣∣∣∂η̂1(ξ)∂v
∣∣∣∣ ≤ ∫
B(0,r)
∣∣∣∣∂e(〈x, ξ〉)∂v
∣∣∣∣ dη(x) ≤ 2pir.
This immediately implies the first claim.
For the second claim, we write∫
|ξ|=R
η̂2(ξ) dξ =
∫
|ξ|=R
∫
|x|>r
e(〈x, ξ〉) dη(x)dξ
= Rd−1
∫
|x|>r
∫
|ξ|=1
e(〈Rx, ξ〉) dξdη(x).
It is well-known (see e.g. [Ste93, Chapter VIII.6], in particular formula
(26) in that chapter) that∣∣∣∣∫
|ξ|=1
e(〈Rx, ξ〉) dξ
∣∣∣∣ ≤ C|Rx|−(d−1)/2
with a number C depending only on d. This yields∣∣∣∣∫
|ξ|=R
η̂2(ξ) dξ
∣∣∣∣ ≤ CRd−1 · (Rr)−(d−1)/2,
which was to be proved. 
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Proof of Proposition 4.2. Let c0 be the constant c from Proposition 3.1.
Write R1 = L
−1/2R− (c0L/10)−1/2 and R2 = L−1/2R. Since R ≥ 1, we
have R1 ≥ R2/2.
By the assumption L ≥ CM2, we have R2 − R1 ≤ c0M−1, if the
constant C is sufficiently large. We apply Proposition 3.1 with r1 = R1
and r2 = R2. If ‖SR2‖ ≤ 1 − 10L−1, then the proposition follows
immediately from the identity ResR2(ν̂l) = S
l
R2
(ResR2(δ̂x0)). If this is
not the case, then we have ‖SR1‖ ≤ 1− 10L−1 by Proposition 3.1.
Now we fix l ≥ L logR. Then∫
|ξ|=R1
|ν̂l(ξ)|2 dξ ≤ CRd−11 (1− 10L−1)l ≤ CRd−12 R−10. (26)
Recall that R2/2 ≤ R1 ≤ R2.
Consider the measure η = νl ∗ νˇl (where as before νˇl is obtained from
νl by reflection as in (5)). Notice that (26) turns into∫
|ξ|=R1
η̂(ξ) dξ ≤ CRd−12 R−10. (27)
We apply Lemma 4.3 for η with r = L1/2R−(d−1)/(d+1). Then we have∣∣∣∣∫
|ξ|=R1
η̂1(ξ) dξ
∣∣∣∣ ≤ ∣∣∣∣∫
|ξ|=R1
η̂(ξ) dξ
∣∣∣∣+ ∣∣∣∣∫
|ξ|=R1
η̂2(ξ) dξ
∣∣∣∣
≤ CRd−12 R−10 + C
(
L−1/2R
L1/2R−(d−1)/(d+1)
)(d−1)/2
≤ CRd−12 R−(d−1)/(d+1).
Using the Lipschitz norm bound on η̂1 in the lemma, we get∣∣∣∣∫
|ξ|=R2
η̂1(ξ) dξ
∣∣∣∣ ≤ Rd−12Rd−11
∣∣∣∣∫
|ξ|=R1
η̂1(ξ) dξ
∣∣∣∣
+ C(R2 −R1)L1/2R−
d−1
d+1 · Rd−12
≤ CRd−12 R−
d−1
d+1 .
Finally, using the bound on η2 in the lemma again, we get∣∣∣∣∫
|ξ|=R2
η̂(ξ) dξ
∣∣∣∣ = ∣∣∣∣∫
|ξ|=R2
η̂1(ξ) dξ
∣∣∣∣+ ∣∣∣∣∫
|ξ|=R2
η̂2(ξ) dξ
∣∣∣∣
≤ CRd−12 R−
d−1
d+1 .
This yields the claim upon substituting η̂ = |ν̂l|2. 
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Proof of Proposition 4.1. Fix some l ≥ L log(r−1). Let F : Rd → R
be a non-negative radially-symmetric function such that F (x) ≥ 1 for
|x| ≤ 1 and F̂ is supported in the ball B(1, 0). For r ≥ 0, write
Fr,y0(x) = F ((x− y0)/r). Then
νl(B(L
1/2r, y0)) ≤
∫
FL1/2r,y0(x) dνl(x) =
∫
F̂L1/2r,y0(ξ)ν̂l(ξ) dξ
= L−1/2
∫ ∞
0
∫
|ξ|=L−1/2R
F̂L1/2r,y0(ξ)ν̂l(ξ) dξdR
≤ L−1/2‖FL1/2r,y0‖1
∫ r−1
0
∫
|ξ|=L−1/2R
|ν̂l(ξ)| dξdR.
Note that F̂L1/2r,y0 is supported in B(L
−1/2r−1, 0).
By the Cauchy-Schwartz inequality and Proposition 4.2, we have
(L−1/2R)−(d−1) ·
∫
|ξ|=L−1/2R
|ν̂l(ξ)| dξ
≤ C
[
(L−1/2R)−(d−1) ·
∫
|ξ|=L−1/2R
|ν̂l(ξ)|2 dξ
]1/2
≤ CR− d−12(d+1) .
Strictly speaking, we proved this inequality only for R ≥ 2, however,
it follows from the trivial estimate |ν̂l(ξ)| ≤ 1 for R ≤ 2.
Notice that ‖FL1/2r,y0‖1 = (L1/2r)d‖F‖1. Combining these estimates,
we get
νl(B(L
1/2r, y0)) ≤ (L1/2r)d‖F‖1 · CL−d/2r−(d−
d−1
2(d+1)),
which was to be proved. 
5. Sets of large dimension in compact Lie groups
In this section, we examine sets and measures of “large dimension”
in compact groups. Here we use the word dimension somewhat loosely,
and only to illuminate the results by an informal interpretation. For our
purposes, a set of “large dimension” at scale r is a set which contains
at least r−a disjoint balls of radius r, where a is “large”, depending on
the situation. A measure of “large dimension” at scale r is one which
puts at most ra mass on a ball of radius r with a “large”.
We prove variants of results of Bourgain and Gamburd [BG12] and
Saxce´ [dS13]. We follow the treatment of Saxce´ based on exploiting
high multiplicities of irreducible components in the regular represen-
tation. This idea goes back to Sarnak and Xue [SX91] in a different
setting. For alternative treatments, see [BG12] and [GJS99] by Gam-
burd, Jakobson and Sarnak.
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Throughout the section, let G be a compact Hausdorff topological
group. We denote the Haar measure on G by m, normalized to have
total mass 1. Let pi be a unitary representation of G. Recall (11), the
definition of pi(µ). If f ∈ L1(G), then we consider it as the density of
a measure on G and define the operator pi(f) similarly to (11). When
pi is a unitary representation of G, pi(f) is the analogue of the Fourier
coefficients in the theory of functions on R/Z.
We first present a corollary of Schur’s Lemma. Bourgain and Gam-
burd [BG12] exploited a variant of this result in their method to estab-
lish norm estimates for operators related to random walks.
Proposition 5.1. With notation as above, let pi be a unitary represen-
tation of G, and let D be a number such that all irreducible components
of pi are of dimension at least D. Then for any vectors u, v in the rep-
resentation space of pi, we have[∫
|〈pi(g)u, v〉|2 dm(g)
]1/2
≤ ‖u‖‖v‖
D1/2
.
We illustrate the purpose of Proposition 5.1 by sketching how it
can be used to estimate the norm of pi(µ) for a measure of “large
dimension”. To this end, we can approximate µ with a measure with
bounded density f and write
|〈pi(f)u, v〉| ≤
∫
‖f‖∞ · |〈pi(g)u, v〉| dm(g).
If µ is of “large dimension” at some scale r, and pi is “not sensitive”
to perturbations at this scale and D is “large” compared to r−1, then
the above bound combined with the proposition is non-trivial. The
proposition will be used to obtain similar results for the non-compact
group Isom(Rd), see Propostion 7.4. Then we will execute an argument
similar to the above sketch (cf. Section 7.3).
The following result is due to Saxce´ [dS13, Proposition 4.5]. It al-
lows us to find a large open ball in the product set of three sets of
large dimension. This is an analogue of results of Gowers [Gow08] and
Nikolov and Pyber [NP11] in finite groups.
Proposition 5.2. Let G be a connected semisimple compact Lie group
endowed with a probability Haar measure m. There is a constant C de-
pending on the group G such that the following holds. Let A1, A2, A3 ⊂
G be Borel subsets. Then the set A1A2A3 contains an open ball of
radius at least
1
C
(m(A1)m(A2)m(A3))
C .
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We note that Saxce´’s formulation of this result does not estimate the
radius of the ball, which is crucial for our application (on the other hand
Saxce´’s statement deals with sets of large Hausdorff dimension but zero
Haar measure), therefore we reproduce the result with essentially the
same proof.
The rest of this section is devoted to the proof of Propositions 5.1
and 5.2. We denote the set of irreducible unitary representations of G
(up to isomorphism) by Ĝ. By the theorem of Peter and Weyl, these
are all finite dimensional, and if f ∈ L2(G), we have the analogue of
Plancherel’s formula:
‖f‖22 =
∑
pi∈Ĝ
dim pi‖pi(f)‖2HS, (28)
where ‖X‖HS = Tr(X∗X)1/2 is the Hilbert-Schmidt norm of the opera-
torX (c.f. [Kna86, Sect. I.5]). Moreover, we have the Fourier inversion
formula
f(g) =
∑
pi∈Ĝ
dim piTr(pi(g)pi(f)). (29)
Lemma 5.3. With notation as above, let f ∈ L2(G) and pi be an
irreducible unitary representation of G. Then
‖pi(f)‖HS ≤ ‖f‖2√
dim pi
.
Proof. This follows from (28), since all terms are non-negative on the
right hand side. 
Proof of Proposition 5.1. We first note that when pi is irreducible then
the statement is contained in Schur’s lemma, see e.g. [Kna86, Corollary
1.10 (b)].
If pi is not irreducible, then we decompose it as the sum of irreducible
components pi1⊕. . .⊕pin, and write u = u1+. . .+un and v = v1+. . .+vn,
where ui and vi are the components of u and v in the space of pii.
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We can write using Minkowski’s inequality, the irreducible case and
the Cauchy-Schwartz inequality
[∫
|〈pi(g)u, v〉|2 dm(g)
]1/2
=
∫ ∣∣∣∣∣
n∑
i=1
〈pii(g)ui, vi〉
∣∣∣∣∣
2
dm(g)
1/2
≤
n∑
i=1
[∫
|〈pii(g)ui, vi〉|2 dm(g)
]1/2
≤
n∑
i=1
‖ui‖‖vi‖
D1/2
≤ (
∑n
i=1 ‖ui‖2)1/2(
∑n
i=1 ‖vi‖2)1/2
D1/2
=
‖u‖‖v‖
D1/2
.

We turn to the proof of Proposition 5.2. This requires some basic
information about the representation theory of semisimple Lie groups.
The irreducible unitary representations of a semisimple compact Lie
groupG can be parametrized by integer vectors v called highest weights.
We denote by piv ∈ Ĝ the irreducible representation with highest weight
v and note that by Weyl’s dimension formula [Kna86, Thm. 4.48], we
have the bounds |v|a ≤ dim piv ≤ |v|b with some constants a, b depend-
ing only on G.
We also need to bound the Lipschitz norm of a function contained
in representations of small highest weights. Let r > 0 be a number
and write Hr < L2(G) for the sum of the irreducible components with
highest weight |v| ≤ r in the regular representation of G. We recall the
following simple estimate from [Var13].
Lemma 5.4 ([Var13, Lemma 20]). For any semisimple compact Lie
group, there is a constant C such that ‖f‖Lip ≤ CrC‖f‖2 for any func-
tions f ∈ Hr
Proof of Proposition 5.2. We write fi for the indicator function of Ai.
We estimate Tr(pi(g)pi(f1 ∗ f2 ∗ f3)) in terms of the Hilbert-Schmidt
norm of the Fourier coefficients pi(fi). If X = (Xi,j), Y = (Yi,j) are any
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square matrices, then by the Cauchy-Schwartz inequality, we have
|Tr(X∗Y )| =
∣∣∣∣∣∑
i
∑
k
Xk,iYk,i
∣∣∣∣∣
≤
(∑
k,i
|Xk,i|2
)1/2(∑
k,i
|Yk,i|2
)1/2
= ‖X‖HS‖Y ‖HS.
We use this with X = piv(g)piv(f1) and Y = piv(f2)piv(f3) and get
|Tr(piv(g)piv(f1 ∗ f2 ∗ f3))| ≤ ‖piv(g)piv(f1)‖HS‖piv(f2)piv(f3)‖HS
≤ ‖piv(f1)‖HS‖piv(f2)‖HS‖piv(f3)‖HS.
We fix a number r > 0 to be specified later, and write f1 ∗ f2 ∗ f3 =
ϕ0 + ϕ1, where ϕ1 is the tail of the series (29):
|ϕ1(g)| :=
∣∣∣∣∣∣
∑
|v|>r
dim piv Tr(piv(g)piv(f1 ∗ f2 ∗ f3))
∣∣∣∣∣∣
≤
∑
|v|>r
dim piv‖piv(f1)‖HS‖piv(f2)‖HS‖piv(f3)‖HS.
We use Lemma 5.3 together with the bound dim piv ≥ ra to esti-
mate ‖piv(f1)‖HS and then use the Cauchy-Schwartz inequality and
Plancherel’s formula (28):
|ϕ1(g)| ≤
∑
|v|>r
dim pivr
−a/2‖f1‖2‖piv(f2)‖HS‖piv(f3)‖HS
≤ r−a/2‖f1‖2
∑
|v|>r
dim piv‖piv(f2)‖2HS
1/2
×
∑
|v|>r
dim piv‖piv(f3)‖2HS
1/2
≤ r−a/2‖f1‖2‖f2‖2‖f3‖2. (30)
Since m is a probability measure, there is a point g0 ∈ G such that
|f1 ∗ f2 ∗ f3(g0)| ≥ ‖f1 ∗ f2 ∗ f3‖1 = m(A1)m(A2)m(A3). (31)
We fix a number ρ > 0 to be specified later and prove that |f1 ∗ f2 ∗
f3(g)| > 0 if dist(g, g0) ≤ ρ. By Lemma 5.4, we have
|f1 ∗ f2 ∗ f3(g0)− f1 ∗ f2 ∗ f3(g)| ≤ |ϕ0(g)− ϕ0(g0)|+ |ϕ1(g)− ϕ1(g0)|
≤ |ϕ1(g)|+ |ϕ1(g0)|+ CrCρ‖f1 ∗ f2 ∗ f3‖2.
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We combine this with (30) and (31) and use the trivial estimates
‖fi‖2 ≤ 1:
|f1 ∗ f2 ∗ f3(g)| ≥ m(A1)m(A2)m(A3)− 2r−a/2 − CrCρ.
We now take
r = (m(A1)m(A2)m(A3)/10)
−2/a and ρ = r−C−a/2/10C
and conclude the proof. 
6. The Bourgain–Gamburd method: flattening
In this and the next section, we recall the Bourgain–Gamburd meth-
od and adapt it to prove Theorem 2.1. The method has been developed
in [BG08b], [BG08] and several subsequent papers. In these sections,
we heavily rely on the ideas of Bourgain and Gamburd but there are a
few new ingredients, most notably Lemma 6.4.
We show in this section that if we convolve the distribution of the ran-
dom walk with itself (that is, we double the number of steps), then we
obtain a measure with better non-concentration properties. In the next
section, we iterate this and obtain nearly optimal non-concentration
bounds and use them to deduce the bounds on ‖Sr‖ claimed in Theo-
rem 2.1.
To formalize this, we introduce some notation. Let 1 > δ > 0
be a number and l ≥ 1 an integer. We associate a neighborhood of
1 ∈ Isom(Rd) to these parameters:
Bδ,l := {(v, θ) ∈ Isom(Rd) : dist(θ, 1) ≤ δ and |v| ≤ δ · l1/2}.
To obtain an approximation at scale δ with L2 density, we will convolve
the random walk with the function
Pδ,l(g) :=
{ 1
m(Bδ,l)
if g ∈ Bδ,l
0 otherwise.
This section is devoted to the proof of the following proposition.
Proposition 6.1. For any integer d ≥ 3 and a > 0, there are α,C0
such that the following holds. Let µ be a probability measure on Isom(Rd)
satisfying (12)–(16). Fix a number 1/2 > δ > 0 and let l1 ≥ C0M2 log δ−1
be an integer. Let η = Pδ,l1 ∗ µ∗(l1) ∗ Pδ,l1. Then for each integer k ≥ 1
we have either
‖η∗(2k)‖2 ≤ δα · ‖η∗(k)‖2 (32)
or
‖η∗(k)‖2 ≤ C0δ−al−d/41 . (33)
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Upon iterating the proposition, we obtain
‖(Pδ,l1 ∗µ∗(l1) ∗Pδ,l1)∗(2
k+1)‖∞ ≤ ‖(Pδ,l1 ∗µ∗(l1) ∗Pδ,l1)∗(2
k)‖22 ≤ Cδ−2al−d/21
for an arbitrarily small number a > 0 if k is suitably large. It is crucial
that k, the number of iterations we need to take, is independent of δ.
One can interpret this inequality as a very strong non-concentration of
the random walk on balls of radius δ. Alternatively, we can also say
with the terminology of Section 5 that µ∗(2
kl1) is of “large dimension”
at scale δ.
For the proof of the proposition, we can assume that δ < δ0 for any
constant δ0 depending on d and α only. Indeed,
‖Pδ,l1‖2 ≤ Cδ− dim Isom(R
d)/2l
−d/4
1 ,
hence conclusion (33) holds for all k if δ ≥ δ0 and C0 is sufficiently
large.
6.1. Flattening. We recall a useful result related to the Balog Sze-
mere´di Gowers theorem. Let G be a unimodular second countable lo-
cally compact Hausdorff topological group endowed with a bi-invariant
Haar measure m. Let f ∈ L2(G) be the density of a probability mea-
sure and let A ⊂ G. Then the Cauchy-Schwartz inequality implies
that
‖f ∗ f‖2 ≥ m(A.A)−1/2
∫
A.A
f ∗ f dm ≥ m(A.A)−1/2
(∫
A
f dm
)2
.
Suppose that for some number K, we have∫
A
f dm > 1/K, m(A.A) ≤ Km(A), ‖f‖−22 /K ≤ m(A) ≤ K‖f‖−22 ,
that is f is concentrated on a set of small doubling of size comparable
to ‖f‖−22 . Then the above inequality implies that ‖f ∗ f‖2 ≥ K−3‖f‖2
that is the L2 norm is not decreased by convolution.
Luckily, there is a converse to this observation, which can be stated
informally as follows: If the L2 norm is not decreased by convolution,
then the function must necessarily concentrate on a set of small tripling.
The exact formulation is contained in the next proposition. The reason
why we are looking for sets of small tripling as opposed to doubling is
that the quantity m(A.A.A)/m(A) can be used to control the size of
product sets of more factors, whereas m(A.A)/m(A) is not sufficient
in general in non-commutative groups.
Proposition 6.2. There is an absolute constant C such that the fol-
lowing holds. Let f1, f2 ∈ L2(G) be densities of probability measures,
that is f1, f2 ≥ 0 and
∫
f1 =
∫
f2 = 1. Suppose that ‖f1‖2 ≥ ‖f2‖2
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and ‖f1 ∗ f2‖2 ≥ ‖f1‖2/K for some number K ≥ 1. Then there is a
symmetric Fσ set A ⊂ G such that the following hold
C−1K−C‖f1‖−22 ≤ m(A) ≤ CKC‖f1‖−22 , (34)
C−1K−C‖f1‖22 ≤ fˇ1 ∗ f1(x) for all x ∈ A, (35)
m(A.A.A) ≤ CKCm(A). (36)
The idea of this proposition goes back to the papers [BG12], [BG08b]
and it is an application of the Balog Szemere´di Gowers theorem. A
discrete version of the present formulation can be found in [Var12b,
Lemma 15]. The proof given there can be adapted to the continu-
ous setting in a straightforward manner. The proof in the continuous
setting is given in the forthcoming book [LV].
6.2. Non-concentration on sets of small tripling. We prove in
this section a non-concentration estimate on sets of small tripling and
use Proposition 6.2 to prove Proposition 6.1. The key properties used
are the spectral gap of the projection to SO(d) and the fact established
in Sections 3 and 4 that the random walk does not concentrate on a
subgroup isomorphic to SO(d).
We suppose that the assumptions in Proposition 6.1 hold for some
a, d, µ, l, δ and yet both conclusions (32) and (33) fail with certain num-
bers α,C0. We derive a contradiction, if α is sufficiently small and C0 is
sufficiently large depending only on d and a. The letters c, C appear-
ing below until the end of the section denote positive numbers that
depend on d only, in particular they are independent of a, α and δ. We
will prove an inequality, which can not hold if α is chosen sufficiently
small depending on d, a and the quantities denoted by c, C. The argu-
ment will be valid if δ is sufficiently small depending on a, d, α and the
quantities denoted by c, C. After we specified the values of all other
parameters, we set C0 in the statement of Proposition 6.1 to ensure
that it is vacuous when δ is not sufficiently small.
In what follows, we denote bym the Haar measures on both Isom(Rd)
and SO(d). On the first group we take an arbitrary normalization, on
the second one we take it to be a probability measure.
We apply Proposition 6.2 for K = δ−α and f1 = f2 = η
∗(k). Then we
get an Fσ-set A ⊂ Isom(Rd) such that
m(A.A.A) ≤ CKCm(A). (37)
Moreover, combining equations (34) and (35), we get that
ηˇ∗(k) ∗ η∗(k)(x) ≥ cK−Cm(A)−1
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for x ∈ A. We integrate this on A and get∫
A
ηˇ∗(k) ∗ η∗(k)(x) dm(x) ≥ cK−C . (38)
Finally, we add that (34) and the failure of (33), e.g. for C0 = 1,
yield
m(A) ≤ CKCδ2ald/21 .
By [Tao08, Lemma 3.4] we then have
m(
∏
58A) ≤ CKCδ2ald/21 . (39)
In order to get a contradiction, we proceed by a series of Lemmata
giving more and more information about larger and larger product sets
of A.
Lemma 6.3. Let A satisfy (37)–(39). Then the set θ(
∏
6A) contains
an open ball of radius at least cK−C around 1 ∈ SO(d).
Proof. Recall the operator T acting on L2(SO(d)) by
Tf(σ) :=
∫
f(θ(g)−1σ) dµ(g).
By assumption (13),
‖Tf‖2 ≤ 1
2
‖f‖2
for every function f ∈ L2(SO(d)) that satisfy ∫ f dm = 0.
Consider the functions Fj ∈ L2(SO(d)) for integers j ≥ 0 given by
Fj(θ) :=
∫
Rd
µ∗(j) ∗ Pδ,l1(v, θ) dm(v).
i.e. Fj is the density of the measure obtained by projecting µ
∗(j) ∗
Pδ,l1(v, θ) to SO(d). Observe that Fj = T
jF0. We can write F0 = 1+F
′
such that
∫
F ′(g) dm(g) = 0 and ‖F ′‖2 ≤ Cδ−C , where C > 0 is a
number depending only on d. Recall that l1 ≥ C0M2 log(δ−1), where
C0 can be chosen suitably large depending on d, and hence
‖Fl1‖2 ≤ 1 +
1
2l1
· Cδ−C ≤ 2.
This in turn yields∥∥∥∥(∫
Rd
ηˇ∗(k) ∗ η∗(k−1) ∗ Pδ,l1(v, θ) dm(v)
)
∗ Fl1
∥∥∥∥
2
≤ 2
hence ∫
SO(d)
[∫
Rd
ηˇ∗(k) ∗ η∗(k)(v, θ) dm(v)
]2
dm(σ) ≤ 4.
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By the Cauchy-Schwartz inequality:∫
θ(A)
[∫
Rd
ηˇ∗(k) ∗ η∗(k)(v, θ) dm(v)
]
dm(σ)
≤ (m(θ(A)))1/2 ·
(∫
θ(A)
[∫
Rd
ηˇ∗(k) ∗ η∗(k)(v, θ) dm(v)
]2
dm(σ)
)1/2
≤ 2(m(θ(A)))1/2.
On the other hand∫
θ(A)
[∫
Rd
ηˇ∗(k) ∗ η∗(k)(v, θ) dm(v)
]
dm(σ)
≥
∫
A
ηˇ∗(k) ∗ η∗(k)(g) dm(g) ≥ cK−C .
Combining the last two inequalities, we get
m(θ(A)) ≥ cK−C .
By Proposition 5.2, θ(A ·A ·A) contains a ball of radius cK−C . Since
A is symmetric, θ(
∏
6A) must contain such a ball centered at 1. 
Lemma 6.4. Let A satisfy (37)–(39). Then the set
∏
14A contains a
pure translation of length at least cK−Cδa/dl
1/2
1 .
This lemma depends on the results of Sections 3 and 4. The infor-
mation we need is contained in the next lemma.
Lemma 6.5. Let x0, y0 ∈ Rd be two points, δ < s < 1/4 and denote
by Ω ⊂ Isom(Rd) the set of isometries g which satisfy
g(x0) ∈ B(l1/21 s, y0).
Then ∫
Ω
ηˇ∗(k) ∗ η∗(k)(g) dm(g) ≤ Cs d−14(d+1) . (40)
Proof. Let X1, X2, X3 ∈ Isom(Rd) be independent random isometries
with laws ηˇ∗(k)∗η∗(k−1)∗Pδ,l1, µ∗(l1), Pδ,l1 respectively. Then the quantity
on the left hand side of (40) is the probability of the event that
X1X2X3x0 ∈ B(l1/21 s, y0).
This is equivalent to
X2(X3x0) ∈ B(l1/21 s,X−11 y0).
The probability of this is bounded by
max
x,y∈Rd
P[X2x ∈ B(l1/21 s, y)].
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We apply Proposition 4.1 with r = (log s−1)1/2s and L = l1/ log(r
−1).
We note that s ≤ r ≤ s1/2 (as s ≤ 1) and
L ≥ l1
log δ−1
≥ CM2,
where C can be any number if C0 in Proposition 6.1 is sufficiently
large. In particular, we can ensure that C is so large that Proposition
4.1 holds. We get from the proposition that
max
x,y∈Rd
P[X2x ∈ B(L1/2r, y)] ≤ Cr
d−1
2(d+1) ≤ Cs d−14(d+1) .
To finish the proof, we observe that
L1/2r =
(
l1
log(r−1)
)1/2
· (log s−1)1/2s ≥ l1/21 s.

Proof of Lemma 6.4. Denote by Θ ⊂ SO(d) the cK−C neighborhood
of 1 ∈ SO(d). By Lemma 6.3, we have Θ ⊂ θ(∏6A), hence there is
a measurable function F : Θ → ∏6A such that θ(F (σ)) = σ for all
σ ∈ Θ. Note that the set Θ is invariant under conjugation.
We look at isometries of the form
gF (σ)g−1F (θ(g)σθ(g)−1)−1
for g ∈ A and σ ∈ Θ. These are all pure translations, and we will see
that their lengths are not small for typical choices of g and σ.
Denote by mΘ the restriction of the Haar measure of SO(d) to Θ
normalized to have total mass 1. Write
u0 =
∫
Θ
v(F (σ)) dmΘ(σ).
We choose an arbitrary g ∈ A and recall that v(g−1) = −θ(g)−1v(g).
Then ∫
Θ
v(gF (σ)g−1F (θ(g)σθ(g)−1)−1) dmΘ(σ)
=
∫
Θ
v(g) + θ(g)v(F (σ))− θ(g)σθ(g)−1v(g)
− v(F (θ(g)σθ(g)−1)) dmΘ(σ).
A simple computation shows that there is a number b such that∫
Θ
σv dmΘ(σ) = b · v
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for any v ∈ Rd. Moreover, we have
1− CK−C ≤ b ≤ 1− cK−C .
Thus ∫
Θ
v(gF (σ)g−1F (θ(g)σθ(g)−1)−1) dmΘ(σ)
= v(g) + θ(g)u0 − b · v(g)− u0
= (1− b)[g((1− b)−1 · u0)− (1− b)−1 · u0].
We apply Lemma 6.5 for x0 = y0 = (1 − b)−1 · u0 and s = δa/d. We
assume, as we may, that α and δ are sufficiently small (depending on
d, a and the C below), so that
(38) ≥ Cs d−14(d+1) .
Then there is an isometry g ∈ A such that
(1− b)|g((1− b)−1 · u0)− (1− b)−1 · u0| > cK−Cδa/dl1/21 .
Hence there is σ ∈ Θ such that
|v(gF (σ)g−1F (θ(g)σθ(g)−1)−1)| > cK−Cδa/dl1/21 .
and this proves the lemma. 
Proof of Proposition 6.1. By Lemma 6.4, there is g0 ∈
∏
14A which is
a pure translation of length at least cK−Cδa/dl
1/2
1 . The set
{h−1g0h : h ∈
∏
6A} ⊂
∏
26A
consists of pure translations and its difference set, which is a subset of
A52, contains a ball of radius cK−Cδa/dl
1/2
1 in R
d by Lemma 6.3. Using
Lemma 6.3 again, we get that there is a ball Θ ⊂ SO(d) of radius cK−C
such that for all σ ∈ Θ,
θ−1(σ) ∩ (∏58A)
contains a ball of radius cK−Cδa/dl
1/2
1 on the fiber. Thus
m(
∏
58A) ≥ cK−Cδald/21 ,
which contradicts (39) if α and δ are sufficiently small. 
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7. The Bourgain–Gamburd method: norm estimates for
measures of large dimension
Recall our standing assumptions (12)–(16). Fix a number 1/2 >
δ > 0. Recall from the previous section the definition of Pδ,l1 and that
η = Pδ,l1∗µ∗(l1)∗Pδ,l1 for some integer l1 ≥ CM2 log δ−1. In the previous
section, we proved that there is an integer K depending only on d such
that
‖η∗(K)‖2 ≤ Cδ−1/20l−d/41 . (41)
Indeed, by the definitions of Pδ,l1 and η (cf. Section 6.2)
‖η‖2 ≤ ‖Pδ,l1‖2 ≤ Cδ− dim Isom(R
d)/2l
−d/4
1 .
Repeated applications of Proposition 6.1 with a = 1/20 then gives:
‖η∗(2k)‖2 ≤ Cδαk−dim Isom(Rd)/2l−d/41
so long as
‖η∗(2k−1)‖2 ≥ Cδ−1/20l−d/41 .
It follows then, that there is an integer K depending only on d such
that
‖η∗(K)‖2 ≤ Cδ−1/20l−d/41 .
In this section we show how the estimate (41) implies Theorem 2.1.
In Section 7.2 we show how to convert this information into an es-
timate on ‖ρr(η)ϕ‖2 for ϕ ∈ L2(Sd−1). However, the scale δ that we
need to use depends on “how oscillatory” ϕ is. Therefore, we give a
Littlewood–Paley type decomposition of the space L2(Sd−1) in Section
7.1. We show that the components in this decomposition are almost
invariant for the operator Sl0r , where l0 is a suitable integer. Then it
will be enough to obtain estimates for ‖Sl0r ϕ‖2 when ϕ belongs to one of
the components in the Littlewood–Paley decomposition. This is done
in Section 7.3 using (41) and the result from section 7.2.
Numerous parameters will appear in the following sections. Unfor-
tunately, it is difficult to keep track of their interdependence, and this
feature makes the argument difficult to follow. However, when r is
large (i.e. r > M), then the choice of these parameters is more trans-
parent. Therefore, we will comment on the values of the parameters in
this regime in the course of the proof.
7.1. A Littlewood–Paley decomposition. We fix some positive num-
bers r, L. Write
n0 :=
[
log(100r
√
L)
log 2
]
+ 1. (42)
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We decompose the spaces L2(Sd−1) as the orthogonal sum
L2(Sd−1) = L0 ⊕ L1 ⊕ . . . ,
where
L0 = H0 ⊕ . . .⊕H2n0
and
Li = H2i+n0−1+1 ⊕ . . .⊕H2i+n0
and Hi is the space of spherical harmonics of degree i.
Proposition 7.1. Let ϕ ∈ L2(Sd−1) and write ϕ = ϕ0+ϕ1+ . . ., where
ϕi ∈ Li for all i. Let l0 ≤ L be an integer. Then
‖Sl0r ϕ‖22 ≤
1
2
‖ϕ‖22 + 3
∞∑
i=0
‖Sl0r ϕi‖22.
When r > M , we will set L = CM2 log r and l0 = CM
2, where C
is a constant depending only on d. Thus one may think of n0 being
roughly proportional to log r and l0 being constant. The reason why L
will be taken larger than l0 is cosmetic: In Section 7.2 we employ two
different methods to obtain norm estimates on the spaces Li. With the
above choice of L, we get matching bounds for the space L0 with the
first method and for the space L1 with the second method.
The rest of the section is devoted to the proof of the proposition.
We begin with a lemma on the Taylor expansion of the characters ωr.
Lemma 7.2. Let k ≥ 0 be an integer. Then we can write ωr(g) =
ϕ1 + ϕ2 such that
ϕ1 ∈ H0 ⊕ . . .⊕Hk−1 and ‖ϕ2‖∞ ≤ 2 · (2pir|v(g)|)
k
k!
.
Proof. If k ≤ 4pir|v(g)|, we can take ϕ1 = 0 and ϕ2 = ωr(g), and the
claim follows since
‖ϕ2‖∞ ≤ 1 ≤ 2 · (2pir|v(g)|)
k
k!
by Stirling’s approximation.
For the rest of the proof, we suppose that k ≥ 4pir|v(g)|. By Taylor
expansion:
ωr(g)(ξ) = e(r〈ξ, v(g)〉) =
∞∑
n=0
(−2piir〈ξ, v(g)〉)n
n!
.
Write
ϕ1(ξ) =
k−1∑
n=0
(−2piir〈ξ, v(g)〉)n
n!
and ϕ2 = ωr(g)− ϕ1.
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Then clearly ϕ1 ∈ H0 ⊕ . . .⊕Hk−1 and
|ϕ2(ξ)| ≤
∞∑
n=k
(2pir|v(g)|)n
n!
≤
∞∑
n=k
(2pir|v(g)|)k
k! · 2n−k ≤ 2 ·
(2pir|v(g)|)k
k!
for all ξ ∈ Sd−1 which was to be proved. 
The next Lemma shows that Srψ for ψ ∈ Li may have large correla-
tions only with functions belonging to Li−1 ⊕Li ⊕Li+1. In the course
of the proof we will need the following fact about the second moments
of convolutions of µ:[∫
|v(g)|2 dµ∗(l)(g)
]1/2
≤ l1/2. (43)
This can be proved easily by induction starting with (15). See Lemma
8.2 below for details.
Lemma 7.3. Let i ≥ 0 be an integer and let
ψ1 ∈ Li and ψ2 ∈ Li+2 ⊕Li+3 ⊕ . . . .
Then
|〈Sl0r ψ1, Sl0r ψ2〉| ≤
(2pier)2 · 2l0
22(n0+i)
‖ψ1‖2‖ψ2‖2.
Proof. By (12), Sr is selfadjoint, hence
〈Sl0r ψ1, Sl0r ψ2〉 = 〈S2l0r ψ1, ψ2〉 =
∫
〈ρr(g)ψ1, ψ2〉 dµ∗(2l0)(g).
Fix g, and apply Lemma 7.2 to get ωr(g) = ϕ1 + ϕ2 such that
ϕ1 ∈ H0 ⊕ . . .⊕H2n0+i−1 and ‖ϕ2‖∞ ≤ 2 ·
(2pir|v(g)|)2n0+i
(2n0+i)!
.
By Stirling’s approximation, we have
(2n0+i)! ≥ 2
(
2n0+i
e
)2n0+i
,
hence
‖ϕ2‖∞ ≤
(
2pier|v(g)|
2n0+i
)2n0+i
.
We can write
〈ρr(g)ψ1, ψ2〉 = 〈(ϕ1 + ϕ2) · ρ0(g)ψ1, ψ2〉.
Note that
ϕ1 · ρ0(g)ψ1 ∈ H0 ⊕ . . .⊕H2i+n0+2i+n0−1,
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and hence it is orthogonal to ψ2. Then the above estimate on ‖ϕ2‖∞
gives
|〈ρr(g)ψ1, ψ2〉| ≤
(
2pier|v(g)|
2n0+i
)2n0+i
· ‖ψ1‖2‖ψ2‖2.
On the other hand, we have the trivial estimate
|〈ρr(g)ψ1, ψ2〉| ≤ ‖ψ1‖2‖ψ2‖2,
which combined with the above gives
|〈ρr(g)ψ1, ψ2〉| ≤
(
2pier|v(g)|
2n0+i
)2
· ‖ψ1‖2‖ψ2‖2.
Integrating g and using (43), we get
|〈Sl0r ψ1, Sl0r ψ2〉| ≤
(2pier)2 · 2l0
22n0+2i
· ‖ψ1‖2‖ψ2‖2,
which was claimed. 
Proof of Proposition 7.1. For simplicity, assume that ‖ϕ‖2 = 1. For
integers i ≥ 0 write
ϕ>i+1 = ϕi+2 + ϕi+3 + . . . .
By simple calculation
‖Sl0r ϕ‖22 =
∞∑
i=0
‖Sl0r ϕi‖22
+
∞∑
i=0
〈Sl0r ϕi, Sl0r ϕi+1〉+
∞∑
i=0
〈Sl0r ϕi+1, Sl0r ϕi〉 (44)
+
∞∑
i=0
〈Sl0r ϕi, Sl0r ϕ>i+1〉+
∞∑
i=0
〈Sl0r ϕ>i+1, Sl0r ϕi〉. (45)
To estimate (44), we write
|〈Sl0r ϕi, Sl0r ϕi+1〉| ≤ ‖Sl0r ϕi‖2 · ‖Sl0r ϕi+1‖2 ≤
‖Sl0r ϕi‖22 + ‖Sl0r ϕi+1‖22
2
.
Summing up, we get
|(44)| ≤ 2 ·
∞∑
i=0
‖Sl0r ϕi‖22.
To estimate (45), we use Lemma 7.3. We can write
|〈Sl0r ϕi, Sl0r ϕ>i+1〉| ≤
(2pier)2 · 2l0
22(n0+i)
.
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Summing up, this yields
|(45)| ≤ 2 ·
∞∑
i=0
(2pier)2 · 2l0
22(n0+i)
≤ 8
3
· (2pier)
2 · 2l0
22n0
≤ 8
3
· (2pier)
2 · 2l0
1002r2L
.
For the last inequality, we used the definition of n0. Since l0 ≤ L and
8
3
· (2pie)
2 · 2
1002
≤ 1
2
,
this proves the proposition.

7.2. Measures of large dimension. As in Section 7.1, we fix some
positive numbers r, L. Let n0 and Li be the same as in that section.
We prove in this section that for any number i and functions ϕ1, ϕ2 ∈
Li, for most g ∈ Isom(Rd), ρr(g)ϕ1 and ϕ2 are almost orthogonal,
that is |〈ρr(g)ϕ1, ϕ2〉| is small. In fact, the exceptional set, where
|〈ρr(g)ϕ1, ϕ2〉| is large will be so small that the “strong non-concentra-
tion” estimate (41) implies that the above inner product is small for
η-typical g ∈ Isom(Rd), as well. This implies then an estimate for
‖ρr(η)ϕ1‖22 = 〈ρr(η)2ϕ1, ϕ1〉. Recall the definition of η from the begin-
ning of the section, in particular observe that it is symmetric.
The purpose of this section is to prove the following proposition.
Proposition 7.4. Let R ≥ 0, and denote by BR the set of isometries γ
in Isom(Rd) for some d ≥ 3 such that |v(γ)| < R. Fix some ϕ1, ϕ2 ∈ Li.
If i = 0, we have
1
m(BR)
∫
BR
|〈ρr(g)ϕ1, ϕ2〉| dm(g) ≤ C(rR)−(d−1)/2‖ϕ1‖2‖ϕ2‖2.
If i > 0, we have
1
m(BR)
∫
BR
|〈ρr(g)ϕ1, ϕ2〉| dm(g) ≤ C2−(n0+i)(d−2)/2‖ϕ1‖2‖ϕ2‖2.
Here and in what follows, we denote by m the Haar measures on
both Isom(Rd) and SO(d). On the first group we take an arbitrary
normalization, on the second one we take it to be a probability measure.
We use two different methods to establish these estimates depending
on i. If i > 0, we fix the translation component of g and deduce the
claim from the corresponding result for the rotation group SO(d), i.e.
Proposition 5.1.
If i = 0, this method does not give a satisfactory result, since the
functions in H0 are not oscillatory enough (equivalently, the dimen-
sion of the relevant irreducible representations of SO(d) are not big
enough). Instead, we fix the rotation component of g, and look at
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〈ωr(v)ρ0(θ)ϕ1, ϕ2〉 as a function of v. (Here and below, we abuse nota-
tion, and write ωr(v) = ωr(g) for any g with v(g) = v, which is permis-
sible as ωr(g) depends only on v(g).) The function 〈ωr(v)ρ0(θ)ϕ1, ϕ2〉 is
easily seen to be the Fourier transform at rv of the measure supported
on Sd−1 with density ρ0(θ)ϕ1 ·ϕ2. We can estimate this via Plancherel’s
formula in terms of ‖ρ0(θ)ϕ1 ·ϕ2‖2. Finally we show that this L2 norm
can be bounded on average (for θ) in terms of ‖ϕ1‖2 and ‖ϕ2‖2.
We begin with the case i = 0.
Lemma 7.5. Let R ≥ 1, and let ϕ1, ϕ2 be continuous functions on
Sd−1. Then
R−d
∫
|v|≤R
|〈ωr(v)ϕ1, ϕ2〉| dv ≤ C(rR)−(d−1)/2‖ϕ1ϕ2‖2. (46)
Proof. Denote by λ the measure on Rd defined by∫
f(ξ)dλ(ξ) =
∫
Sd−1
f(ξ)ϕ1(ξ)ϕ2(ξ) dξ.
Observe that
〈ωr(v)ϕ1, ϕ2〉 = λ̂(rv).
Let F be a continuous compactly supported function on Rd such that
F̂ (x) ≥ 1 for x ≤ 1. Denote by r0, the smallest number such that F is
supported in the ball of radius r0 centered at 0. Set
Fρ(ξ) = ρ
d · F (ρξ)
for numbers ρ > 0. Then F̂ρ ∗ λ(x) ≥ λ̂(x) for |x| ≤ ρ.
We estimate ‖FRr ∗ λ‖2 and then use Plancherel’s formula to obtain
an estimate for the average size of its Fourier transform in the ball of
radius Rr, which is the left hand side of (46). Denote by χρ(ξ, ζ) the
function on Rd×Sd−1, which is 1 if |ξ−ζ | < ρ−1r0 and 0 otherwise. Note
the identity χρ(ξ, ζ)Fρ(ζ − ξ) = Fρ(ζ − ξ). By the Cauchy-Schwartz
inequality,
‖Fρ ∗ λ‖2L2(Rd) =
∫
Rd
∣∣∣∣∫
Sd−1
Fρ(ζ − ξ)ϕ1(ξ)ϕ2(ξ) dξ
∣∣∣∣2 dζ
=
∫
Rd
∣∣∣∣∫
Sd−1
χρ(ξ, ζ)Fρ(ζ − ξ)ϕ1(ξ)ϕ2(ξ) dξ
∣∣∣∣2 dζ
≤ Cρ−d+1
∫
Rd
∫
Sd−1
Fρ(ζ − ξ)2|ϕ1(ξ)ϕ2(ξ)|2 dξdζ
≤ Cρ−d+1‖Fρ‖2L2(Rd)‖ϕ1ϕ2‖2L2(Sd−1) ≤ Cρ‖ϕ1ϕ2‖2L2(Sd−1).
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Using the Cauchy-Schwartz inequality and then Plancherel’s formula,
we get
R−d
∫
|v|≤R
|〈ωr(v)ϕ1, ϕ2〉| dv = (Rr)−d
∫
|x|≤Rr
λ̂(x) dx
≤ (Rr)−d
∫
|x|≤Rr
F̂Rr ∗ λ(x) dx
≤ C(Rr)−d/2
[∫
|x|≤Rr
(F̂Rr ∗ λ(x))2 dx
]1/2
≤ C(Rr)−d/2‖FRr ∗ λ‖L2(Rd)
≤ C(Rr)−(d−1)/2‖ϕ1ϕ2‖L2(Sd−1).
This proves the lemma. 
Proof of Proposition 7.4 for i = 0. We can write
1
m(BR)
∫
BR
|〈ρr(g)ϕ1, ϕ2〉| dm(g)
≤ CR−d
∫
SO(d)
∫
|v|≤R
|〈ωr(v)ρ0(σ)ϕ1, ϕ2〉| dvdm(σ). (47)
Using Lemma 7.5 for ρ0(σ)ϕ1 and ϕ2 for each fixed σ ∈ SO(d), we get
(47) ≤ C(rR)−(d−1)/2
∫
SO(d)
‖(ρ0(σ)ϕ1)ϕ2‖2 dm(σ)
≤ C(rR)−(d−1)/2
(∫
SO(d)
‖(ρ0(σ)ϕ1)ϕ2‖22 dm(σ)
)1/2
= C(rR)−(d−1)/2
(∫
SO(d)
∫
Sd−1
|ϕ1(σ−1ξ)ϕ2(ξ)|2 dξdm(σ)
)1/2
= C(rR)−(d−1)/2‖ϕ1‖2‖ϕ2‖2.

Proof of Proposition 7.4 for i > 0. We use Proposition 5.1 for the group
G = SO(d) and for the restriction of the regular representation to the
space Li. The irreducible components of this representation are Hj for
j = 2i+n0−1 + 1, . . . , 2i+n0. The dimension of Hj is(
d+ j − 1
d− 1
)
−
(
d+ j − 3
d− 1
)
≥ cjd−2
(see [SW71, Sect. IV.2]). Thus all irreducible components of Li are of
dimension at least c2(i+n0)(d−2).
RANDOM WALKS AND SELF-SIMILAR MEASURES 40
Proposition 5.1 then gives∫
SO(d)
|〈ρ0(θ)f1, f2〉| dm(θ) ≤
[∫
SO(d)
|〈ρ0(θ)f1, f2〉|2 dm(θ)
]1/2
≤ C ‖f1‖2‖f2‖2
2(i+n0)(d−2)/2
.
We use this inequality with f1 = ϕ1 and f2 = ωr(g) · ϕ2:
1
m(BR)
∫
BR
|〈ρr(g)ϕ1, ϕ2〉| dm(g)
=
1
m(BR)
∫
|v|≤R
∫
SO(d)
|〈ρ0(θ)ϕ1, ωr(v)ϕ2〉| dm(θ)dv
≤ C ‖ϕ1‖2‖ϕ2‖2
2(i+n0)(d−2)/2
.

7.3. Completing the proof. As in the previous sections, we fix some
numbers r, L and let n0 and Li be as defined in Section 7.1. In addition,
we fix some number i, and a function ϕi ∈ Li. Recall the definition
η = Pδ,l1 ∗ µ∗(l1) ∗ Pδ,l1 from the beginning of the section.
Our aim in this section is to prove the following proposition.
Proposition 7.6. There is a number C depending only on d ≥ 3, and
an integer
l0 ≤ Cmax(M2, r−2)
such that
‖Sl0r ϕi‖2 ≤
1
10
‖ϕi‖2.
We combine this with Proposition 7.1 and get
‖Sl0r ϕ‖2 ≤
3
4
‖ϕ‖2
for all ϕ ∈ L2(Sd−1). The bound on l0 now clearly implies Theorem
2.1. Recall that Sr is selfadjoint.
Therefore, it remains to prove Proposition 7.6. To simplify the no-
tation, we omit the subscript and write ϕ instead of ϕi. Moreover, we
assume that ‖ϕ‖2 = 1.
We set δ = 2−2(n0+i). (Recall the definition of n0 from Section 7.1.)
We already mentioned that when r is large, we will put L = CM2 log r
and this implies that n0 is proportional to log r. In the same regime,
we will take l1 = CM
2(n0 + i); l1 is the parameter that appears in the
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definition of η. However, in any case, we will choose l1 in such a way
that the condition
l1 ≥ CM2 log δ−1 (48)
of Proposition 6.1 is satisfied. In addition, we will stipulate two more
conditions on the parameters later. We will check at the end of the
proof that the conditions hold with a suitable choice of the parameters.
As we noted at the beginning of Section 7.2, Proposition 7.4 allows
us to convert (41) into an upper bound on ‖ρr(η∗(2K))ϕ‖2 with K as
in (41) and hence into a bound on ‖ρr(η)ϕ‖2. This is done in the next
lemma.
Lemma 7.7. Suppose that (48) holds and
rl
1/2
1 2
n0/12 ≥ 2n0. (49)
Then
‖ρr(η)ϕ‖2 ≤ C2−(n0+i)/(40K). (50)
Proof. We set R = l
1/2
1 2
(n0+i)/12 and estimate η∗(2K)(g : v(g) > R). By
Markov’s inequality and the second moment bound (43),
µ∗(l1)({g ∈ Isom(Rd) : v(g) > R/(2K)− 1}) ≤ C2−(n0+i)/6.
This in turn implies
η∗(2K)({g ∈ Isom(Rd) : v(g) > R}) ≤ C2−(n0+i)/6. (51)
By the Cauchy-Schwartz inequality and (41), we then have
‖η∗(2K)‖∞ ≤ Cδ−1/10l−d/21 = C2(n0+i)/5l−d/21 . (52)
We take ϕ1 = ϕ and ϕ2 = ρr(η
∗(2K))ϕ/‖ρr(η∗(2K))ϕ‖2 and use (52)
and (51):
‖ρr(η∗(2K))ϕ‖2 = |〈ρr(η∗(2K))ϕ1, ϕ2〉|
≤
∫
|〈ρr(g)ϕ1, ϕ2〉|dη∗(2K)(g)
≤ C
∫
BR
|〈ρr(g)ϕ1, ϕ2〉| · 2(n0+i)/5l−d/21 dm(g) + C2−(n0+i)/6.
If i = 0 then rR ≥ 2n0 by assumption (49). Note also that m(BR) ≤
CRd = Cl
d/2
1 2
(n0+i)d/12. Then Proposition 7.4 yields:
‖ρr(η∗(2K))ϕ‖2 ≤ Cm(BR)2−(n0+i)(d−2)/2 · 2(n0+i)/5l−d/21 + C2−(n0+i)/6
≤ C2(n0+i)d/12−(n0+i)(d−2)/2+(n0+i)/5 + C2−(n0+i)/6
≤ C2−(n0+i)/20.
This in turn gives the claim. 
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Recall that η = Pδ,l1 ∗µ∗(l1) ∗Pδ,l1, hence ρr(η) = ρr(Pδ,l1)Sl1r ρr(Pδ,l1).
We will use the next lemma to show that ρr(Pδ,l1)ϕ is very close to ϕ,
and turn (50) into an estimate on Sl1r ϕ.
Lemma 7.8. Let g ∈ Bδ,l1. Then
‖ρr(g)ϕ− ϕ‖2 ≤ Cδrl1/21 + Cδ · 2n0+i.
Proof. We can write
‖ρr(g)ϕ− ϕ‖2 ≤ ‖ωr(g)ρ0(g)ϕ− ρ0(g)ϕ‖2 + ‖ρ0(g)ϕ− ϕ‖2.
The first term is bounded by
‖ωr(g)ρ0(g)ϕ− ρ0(g)ϕ‖2 ≤ ‖ωr(g)− 1‖∞ ≤ Cr|v(g)| ≤ Cδrl1/21 .
Hence, it is left to estimate the second term.
Fix g ∈ Bδ,l1 and let T be a maximal torus in SO(d) which contains
θ(g), and denote by t its Lie algebra. We denote by Λ the kernel of the
exponential map on t, which is a lattice in t. We decompose Li as the
sum of weight spaces for T , that is we write L = Vw1⊕ . . .⊕Vwn, where
w1, . . . , wn ∈ Λ∗ are the weights of the representation ρ0 on Li and
ρ0(σ)ψ = e
2pii〈log σ,wk〉ψ
for σ ∈ T and ψ ∈ Vk. The highest weight is of length C2n0+i in Li,
since these functions are restrictions of polynomials of degree at most
2n0+i. Hence |wk| ≤ C2n0+i.
We decompose ϕ = ψ1 + . . .+ ψn, where ψk ∈ Vwk . Then
‖ρ0(g)ϕ− ϕ‖22 =
n∑
k=1
|1− e2pii〈log θ(g),wk〉|2‖ψk‖22
≤ C(2n0+iδ)2.
This proves the lemma. 
Lemma 7.9. Suppose that (48) and (49) hold and
rl
1/2
1 ≤ 2n0+i. (53)
Then
‖Sl1r ϕ‖2 ≤ C2−(n0+i)/(80K). (54)
Proof. Recall that δ = 2−2(n0+i). Then Lemma 7.8 together with (53)
implies that
‖ρr(g)ϕ− ϕ‖2 ≤ C2−n0−i
for g ∈ Br,l1, hence
‖ρr(Pδ,l1)ϕ− ϕ‖2 ≤ C2−n0−i. (55)
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By the trinagle inequality,
|〈Sl1r ϕ, ϕ〉| ≤|〈Sl1r ρr(Pδ,l1)ϕ, ρr(Pδ,l1)ϕ〉|
+ |〈Sl1r ρr(Pδ,l1)ϕ, ϕ− ρr(Pδ,l1)ϕ〉|+ |〈Sl1r (ϕ− ρr(Pδ,l1)ϕ), ϕ〉|
≤|〈ρr(η)ϕ, ϕ〉|+ 2‖ϕ− ρr(Pδ,l1)ϕ‖2
≤C2−(n0+i)/(40K).
For the last inequality, we used (50) and (55).
We observe that Sr is a positive self-adjoint operator of norm at most
1 owing to the assumption (12). Thus
‖Sl1r ϕ‖22 = 〈Sl1r ϕ, Sl1r ϕ〉 = 〈S2l1r ϕ, ϕ〉 ≤ 〈Sl1r ϕ, ϕ〉,
which proves the claim. 
We show how to set the parameters l1 and L in such a way that the
conditions imposed on these parameters, namely (48), (49) and (53)
hold. There are two cases depending on the size of r.
Lemma 7.10. Let A be a number and set
L := A ·
{
M2(log(M) + log(r) + 1) if M−1 ≤ r,
r−2 if r < M−1.
and
l1 := 10
4(L+ A1/2M2i).
If A is sufficiently large depending only on d, then the conditions (48),
(49) and (53) hold.
Proof. To establish (49), we write
rl
1/2
1 2
n0/12 ≥ 100L1/2r2n0/12.
Recall the definition of n0 in (42), in particular that
100rL1/2 ≤ 2n0 ≤ 200rL1/2. (56)
We see that (49) holds as long as n0 ≥ 12 that we can ensure by
choosing A large enough.
Inspecting the definition of L, we see that L ≥ AM2 ≥ A1/2M2 for
all r. Hence l1 ≤ 104L(i+ 1) ≤ 104L · 22i which yields
rl
1/2
1 ≤ 100rL1/2 · 2i ≤ 2n0+i,
which is precisely (53).
It remains to verify (48). Recall that δ = 2−2(n0+i) by definition.
Hence (48) would follow from
l1 = 10
4(L+ A1/2M2i) ≥ CM2(n0 + i).
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We see that this condition holds for all i, if it holds for i = 0 and A is
sufficiently large.
We verify the condition for i = 0 and consider the two ranges for r
separately. First, we consider the case M−1 ≤ r. Then
n0 ≤ C + log r + 1
2
logL
≤ C + log r + logM + logA+ log(logM + log r + 1)
≤ CA1/2(logM + log r + 1),
which implies (48) if A is sufficiently large.
Second, let r < M−1. Then
n0 ≤ C + log r + 1
2
logL ≤ C + log r + log r−1 + logA ≤ CA1/2.
Thus
M2n0 ≤ CA1/2r−2,
which implies (48) if A is sufficiently large. 
Proof of Proposition 7.6. We take the definitions of L and l1 from Lemma
7.10, so in particular (54) holds. We observe that if A is sufficiently
large (depending on d), then n0 will be bigger than any number C
which depends only on d, (see (56)). Then (54) implies
‖Sl1r ϕ‖2 ≤ 2−(n0+i)/(100K). (57)
Now we fix a number B that will be chosen sufficiently large and set
l0 =
{
ABM2 if r > eB/M ,
L otherwise.
We claim that
‖Sl0r ϕ‖2 ≤
1
10
, (58)
if A is sufficiently large depending on d and B is sufficiently large
depending on d and A.
From (57), we have
‖Sl0r ϕ‖2 ≤ 2−
(n0+i)l0
100Kl1 .
Hence to prove the claim, we only need to show that
(n0 + i)l0
l1
can be arbitrarily large with a suitable choice of A and B.
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By (56) and the definition of l1, we have
n0 + i
l1
≥ log r + (1/2) logL+ i
104(L+ A1/2M2i)
≥ 1
2 · 104 min
{
2 log r + logL
L
,
1
A1/2M2
}
.
We observe that L ≥ AM2 for all r, hence l0 ≥ AM2 as long as B ≥ 1.
Hence
1
A1/2M2
· l0 ≥ A1/2
is as large as we wish. So it is left to show that
2 log r + logL
L
· l0
can be arbitrarily large, as well.
If l0 = L this follows from the inequality 2 log r + logL ≥ logA. In
the opposite case r ≥ 1/M , hence L = AM2(log(M) + log(r) + 1), and
logL ≥ 2 logM + 2. Then
2 log r + logL
L
· l0 ≥ 2 log r + 2 logM + 2
AM2(log(M) + log(r) + 1)
· ABM2 ≥ 2B,
which can be arbitrarily large. 
8. A more general form
In this section we give a more general form of Theorem 2.1, which
does not require the assumptions (12)–(16). This is the form that will
be used in the next two sections, and it is a rather straightforward
consequence of Theorem 2.1; its proof consists of a series of simple
observations, which reduces the general setting to (12)–(16).
Corollary 8.1. Let µ be a probability measure on Isom(Rd) for some
d ≥ 3, and let v1, v2 ∈ Rd be points such that
N2 :=
∫
|g(v1)− v2|2 dµ(g)
is minimal. Suppose that N > 0 and∫
|g(v1)− v2|3 dµ(g) ≤MN3
for some number M < ∞. Then there is a number c depending only
on d such that
‖Sr‖ ≤ 1− cmin
{
(Nr)2,
1− ‖T‖L20(SO(d))
M2
}
.
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Here T is the averaging operator on L20(SO(d)) given by (1).
In the next lemma we record some simple facts about the growth
of the mth moments of the translation part of a product of l indepen-
dent isometries. This follows easily from some general inequalities of
Burkholder on martingales. This lemma will be used only for m = 2, 3.
Lemma 8.2. Let Z1, Z2, . . . ∈ Isom(Rd) be a sequence of independent
(not necessarily identically distributed) random isometries. Suppose
that E(Zi(0)) = 0 for all i ≥ 1. Then
E(|Z1 · · ·Zl(0)|2) =
l∑
i=1
E[|Zi(0)|2] (59)
and
E(|Z1 · · ·Zl(0)|m)2/m ≤ Cm
l∑
i=1
(E[|Zi(0)|m])2/m , (60)
for any m ≥ 2 and integer l ≥ 1, where Cm is a number depending only
on m and d.
The lemma is just a more explicit form of [Var12, Lemma 35], but
we give the proof for completeness.
Proof. For a vector v ∈ Rd, we write v[1], . . . , v[d] for its d coordinates.
We consider the sequence of random vectors
Vl = Z1 · · ·Zl(0) = v(Z1) + θ(Z1)v(Z2) + . . .+ θ(Z1) · · · θ(Zl−1)v(Zl).
Since Zl is independent of Z1, . . . , Zl−1 and E[v(Zl)] = 0, it follows that
E[θ(Z1) · · · θ(Zl−1)v(Zl)|Z1, . . . , Zl−1] = 0.
Thus E[Vl|Vl−1] = Vl−1, and the coordinate functions Vl[k] form mar-
tingales for all 1 ≤ k ≤ d.
For fixed k, the random variables V1[k], V2[k] − V1[k], . . . , Vl[k] −
Vl−1[k] are orthogonal in the L
2 space of the underlying probability
space. This implies the first claim (59).
The second claim depends on Burkholder’s inequality [Bur73]. By
[Bur73, Theorem 3.2], we have
E[|Vl[k]|m] ≤ CmE
( l∑
i=1
|Vi[k]− Vi−1[k]|2
)m/2 ,
where Cm is a constant depending only on m. By Minkowski’s inequal-
ity, we have
E[|Vl[k]|m]2/m ≤ Cm
l∑
i=1
E[|Vi[k]− Vi−1[k]|m]2/m. (61)
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For any vector v ∈ Rd and numbers 0 < s ≤ t, we have(
d∑
k=1
|v[k]|t
)1/t
≤
(
d∑
k=1
|v[k]|s
)1/s
≤ d1/s−1/t
(
d∑
k=1
|v[k]|t
)1/t
.
We sum the m/2th power of (61) for k = 1, . . . , d and use the above
inequality several times:
d1−m/2E[|Vl|m] ≤
d∑
k=1
E[|Vl[k]|m]
≤ Cm/2m
d∑
k=1
(
l∑
i=1
E[|Vi[k]− Vi−1[k]|m]2/m
)m/2
≤ Cm/2m
(
l∑
i=1
d∑
k=1
E[|Vi[k]− Vi−1[k]|m]2/m
)m/2
≤ Cm/2m dm/2−1
 l∑
i=1
(
d∑
k=1
E[|Vi[k]− Vi−1[k]|m]
)2/mm/2
≤ Cm/2m dm/2−1
(
l∑
i=1
E[|Vi − Vi−1|m]2/m
)m/2
Upon taking 2/mth power of both end, we get (60). 
Proof of Corollary 8.1. We write µ1 := µˇ∗µ. The Corollary is vacuous
if T has no spectral gap; hence there are no two units vectors f1, f2 such
that µ-almost surely θ(g)f1 = f2. It follows that
∥∥∫ θ(g) dµ1(g)∥∥ < 1
hence there is a unique point x0 ∈ Rd such that
∫
g(x0) dµ1(g) = x0;
cf. [Var12, Lemma 20] for more details. Without loss of generality, we
can assume that x0 = 0 by conjugating µ by an isometry that maps x0
to 0. Note this conjugation does not change the norm of ρr(µ) nor the
values of N and M in the assumptions.
We write
N21 :=
∫
|v(g)|2 dµ1(g) =
∫
|g1(0)− g2(0)|2 dµ(g1)dµ(g2) ≥ N2.
In addition,∫
|g(v1)|3 dµ1(g) =
∫
|g1(v1)− g2(v1)|3 dµ(g1)dµ(g2)
≤ 8
∫
|g1(v1)− v2|3 dµ(g1) ≤ 8MN3.
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Moreover∫
|v(g)|3 dµ∗(2)1 (g) =
∫
|g1(0)− g2(0)|3 dµ1(g1)dµ1(g2)
≤ 8
∫
|g1(0)− v1|3 dµ1(g1)
= 8
∫
|g−11 (v1)− 0|3 dµ1(g1) ≤ 64MN3.
We put l = ⌈(1 − ‖T‖L20(SO(d)))−1⌉ + 1 and µ2 := µ
∗(2l)
1 . We apply
Lemma 8.2 and get ∫
|v(g)|2 dµ2(g) = 2lN21
and ∫
|v(g)|3 dµ2(g) ≤ Cl3/2MN3 ≤ CM(l1/2N1)3.
We consider the map Φ : Isom(Rd) → Isom(Rd), which does not
change the rotation part of the isometry and dilates the translation
part in accordance with v(Φ(g)) = v(g)/(2l)1/2N1. We define µ3 to be
the pushforward of µ2 via Φ. Then∫
|v(g)|2 dµ3(g) =
∫
|v(Φ(g))|2 dµ2(g) = 1
and ∫
|v(g)|3 dµ3(g) =
∫
|v(Φ(g))|2 dµ2(g) ≤ CM.
We see that assumptions (12) and (14)–(16) hold for µ3 in place of
µ. Moreover,
‖R0(θ(µ3))‖ = ‖R0(θ(µ2))‖ = ‖R0(θ(µ1))‖2l = ‖R0(θ(µ))‖4l ≤ 1/2
by the choice of l. (Recall that R0 denotes the regular representation
of SO(d) restricted to L20(SO(d)).) Thus (13) also holds for µ3.
Then we can apply Theorem 2.1, and get
‖ρr(µ3)‖ ≤ 1− cmin{r2,M−2}.
Thus
‖ρr(µ2)‖ = ‖ρ(2l)1/2N1r(µ3)‖ ≤ 1− cmin{2l(Nr)2,M−2}.
Finally, we note that
‖Sr‖ = ‖ρr(µ)‖ = ‖ρr(µ1)‖1/2 = ‖ρr(µ2)‖1/4l.
This proves the corollary by the choice of l. 
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9. Random walks
The purpose of this section is to prove Theorem 1.1. This is relatively
easy using Theorem 2.1 and the results of the paper [Var12].
We denote by µ the law of X1. Then the law of Yl is νl := µ
∗(l).δx0.
The proof is based on Plancherel’s formula:
E[f(Yl)] =
∫
Rd
f̂(ξ)ν̂l(ξ) dξ.
In this section, the constants c, C may also depend on µ in addition to
d.
As we have already noted in Section 2, we can understand ν̂l using
the operators Sr. In particular, we have the identity
Resr(ν̂l) = Sr(Resr ν̂l−1).
Using this and Theorem 2.1 iteratively, we can estimate ν̂l from above.
For high frequencies, this is sufficient and will yield the second error
term in the theorem.
For low frequencies, we need more precise information, and we obtain
this from [Var12, Proposition 19]. We check that the conditions of that
proposition hold. First we note that by a suitable choice of the origin
(see [Var12, Lemma 20]), we can assume that condition (14) holds,
which is denoted by (C) in the paper [Var12]. In that paper, K denotes
the closure of the group generated by supp(θ(X1)), so K = SO(d)
in our setting. Otherwise, the operator T defined in (1) would have
many eigenfunctions with eigenvalue 1 contradicting to the spectral
gap assumption. Then K is a semisimple group and its action fixes
only the origin in Rd, hence the condition (SSR) is satisfied with the
notation of [Var12]. The condition (E) of that paper is also verified
easily.
Write
ψr(ξ) := e(r〈ξ, x0〉) = Resr(δ̂x0).
Then [Var12, Proposition 19] shows that there is a number σ > 0
depending on µ such that
‖Slrψr − e−r
2lσ‖2 < C(rα−2 + |x0|2r2) · (e−clr2 + r10d). (62)
There is a centrally symmetric Gaussian random variable Z such
that
E(e(〈ξ, Z〉)) = e−|ξ|2σ.
Then by Plancherel’s formula,
E[f(Yl)]− E[f(
√
lZ)] =
∫
Rd
f̂(ξ)(ν̂l(ξ)− e−|ξ|2lσ) dξ.
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We estimate this integral first on the region |ξ| < l−1/3. We use |f̂(ξ)| ≤
‖f‖1 and write the integral in polar coordinates:∫
|ξ|<l−1/3
f̂(ξ)(ν̂l(ξ)− e−|ξ|2lσ) dξ
≤ C‖f‖1 ·
∫ l−1/3
0
rd−1‖Resr(ν̂l)− e−r2lσ‖1 dr
≤ C‖f‖1 ·
∫ l−1/3
0
rd−1‖Slrψr − e−r
2lσ‖2 dr
≤ C‖f‖1 ·
∫ l−1/3
0
(rd+α−3 + |x0|2rd+1) · (e−clr2 + r10d) dr
≤ C‖f‖1 · (l− d+α−22 + |x0|2l− d+22 ).
We recognize the last expression as the first error term in Theorem 1.1.
We note that∫
|ξ|>l−1/3
|f̂(ξ)e−|ξ|2lσ| dξ ≤ C‖f‖1 · e−σl1/3
is bounded by the first error term, hence it remains to show that∫
|ξ|>l−1/3
|f̂(ξ)ν̂l(ξ)| dξ ≤ Ce−cl‖f‖W 2,(d+1)/2 + Cl−
d+α−2
2 ‖f‖1. (63)
To this end, we estimate ‖Slr‖ using Theorem 2.1.
Lemma 9.1. Suppose that the assumptions of Theorem 1.1 hold. Then
there is an integer l1 depending only on the law of X1 such that ‖Sl1r ‖ <
1−min{r2, 1/2}.
Proof of Lemma 9.1. First we choose an integer l0 such that ‖T l0‖L20 <
1/4. This is possible by the assumption that T has spectral gap. Then
we fix a number R and denote by BR the set of isometries g with
|v(g)| ≤ R. We choose R in such a way that µ∗(l0)(BR) > 3/4, which
holds if R is sufficiently large depending on µ and l0. We write µ0 for
the restriction of µ∗(l0) to BR renormalized to be a probability measure,
that is
µ0(A) :=
µ∗(l0)(A ∩BR)
µ∗(l0)(BR)
for every Borel set A ⊂ Isom(Rd). We assume that there is no point
x ∈ Rd which is fixed by µ0-almost all g. Again, this holds if R is
sufficiently large.
Recall that R0 denotes the regular representation of SO(d) restricted
to L20(SO(d)). Then R0(θ(µ))l0 = (3/4)R0(θ(µ0)) + (1/4)X , where X
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is an operator of norm at most 1. Hence ‖R0(θ(µ0))‖ ≤ 2/3. Thus we
can apply Corollary 8.1 and get
‖ρr(µ0)‖ ≤ 1− cmin{r2, 1/2}.
with a constant c depending only on µ. (The condition N > 0 holds in
Corollary 8.1 thanks to our assumption that there is no point x ∈ Rd
which is fixed by µ0-almost all g.)
Since Sl0r = (3/4)ρr(µ0) + (1/4)Y , where Y is an operator of norm
at most 1, we have
‖Sl0r ‖ ≤ 1− cmin{r2, 1/2}.
This proves the lemma, if l1 is a suitably large integer. 
We return to (63) and write the left side in polar coordinates and
use the Cauchy-Schwartz inequality.∫
a<|ξ|<b
|f̂(ξ)ν̂l(ξ)| dξ ≤ C
∫ b
a
rd−1
∫
Sd−1
|Resr(f̂)(ξ)Slrψr(ξ)| dξdr
≤ C
∫ b
a
rd−1‖Resr(f̂)‖2‖Slrψr‖2 dr.
We plug in Lemma 9.1 and suppose that l ≥ 2l1:∫
a<|ξ|<B
|f̂(ξ)ν̂l(ξ)| dξ ≤ C
∫ b
a
rd−1e−(l/2l1)min{r
2,1/2}‖Resr(f̂)‖2 dr.
For l−1/3 < r < 1, we have rd−1e−(l/2l1)min{r
2,1/2} ≤ e−cl1/3 , hence∫
l−1/3<|ξ|<1
|f̂(ξ)ν̂l(ξ)| dξ ≤ Ce−cl1/3‖f‖1,
which is dominated by the first error term. So it is left to consider the
domain |ξ| > 1.
We use the Cauchy-Schwartz inequality and transform the integral
back to Cartesian coordinates.∫
1<|ξ|
|f̂(ξ)ν̂l(ξ)| dξ ≤ Ce−cl
[∫ ∞
1
r2d‖Resr(f̂)‖22 dr
]1/2
·
[∫ ∞
1
r−2 dr
]1/2
≤ Ce−cl
[∫
|ξ|>1
|ξ|d+1|f̂(ξ)|2 dξ
]1/2
,
which is dominated by the second error term. This finishes the proof
of Theorem 1.1.
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Proof of Corollary 1.2. Let fr,z be a nonnegative smooth function sup-
ported on B(r(1 + 1/l), z) such that fr,z(x) = 1 for x ∈ B(r, z) and
‖fr,z‖1 ≤ Crd and ‖fr,z‖W 2,(d+1)/2 ≤ Cld/2r−1/2, where C is a number
that depends only on d. Then
E(fr(1+1/l)−1,z(Yl)) ≤ P(Yl ∈ B(r, z)) ≤ E(fr,z(Yl)).
We note that
P(
√
lZ + y0 ∈ B(r(1 + 1/l)−1, z))) ≤ E(fr(1+1/l)−1 ,z(
√
lZ + y0))
≤ E(fr,z(
√
lZ + y0)) ≤ P(
√
lZ + y0 ∈ B(r(1 + 1/l), z))
and
P(
√
lZ + y0 ∈ B(r(1 + 1/l)±1, z) = rdl−d/2 e
−|y0−z|2/2lσ2√
(2pi)kσ2d
+O(rd+2l−
d+2
2 ) +O(rdl−
d+2
2 ),
where σ2 is the variance of Z. The latter can be verified using Taylor’s
theorem for the density function of Z.
Then Theorem 1.1 applied to the functions fr,z and fr(1+1/l)−1,z gives
the claim. 
10. Self-similar measures
Let η be a probability measure supported on contractive similarities
of Rd, and let ν be the unique η-stationary measure. Throughout this
section, we assume that the set of contractions on which η is supported
has no common fixed point. Write µ = g(η), where we recall that g is
the “projection”
λ · σ(x) + v 7→ σ(x) + v.
Recall the definition of the operator
Tf(σ) =
∫
f(θ(κ)−1σ) dµ(κ).
In this section, we apply our results to prove smoothness of ν if the
contraction factors of the similarities in the support of η are sufficiently
close to 1. First we discuss the special case, when λ(µ) is supported on
a single number. In this case, we are able to give better quantitative
bounds:
Theorem 10.1. There is a number c > 0 depending only on d such
that the following holds. Let v1, v2 ∈ Rd be points for which
N2 :=
∫
|κ(v1)− v2|2 dµ(κ)
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is minimal. Suppose that∫
|κ(v1)− v2|3 dµ(κ) ≤MN3.
for some number M ≤ ∞. Suppose further that there is a number λ
such that λ = λ(κ) for η-almost every κ. Then ν is absolutely contin-
uous with n times differentiable density if
λ ≥ 1− c1− ‖T‖L20(SO(d))
nM2
.
Proof. Since ν is η-stationary, we have η.ν = ν with a notation analo-
gous to (6). If we take the Fourier transform of both sides in the above
identity, then we can derive the formula
Resr(ν̂) = Sr Resλr(ν̂) (64)
similarly to (10). We can use this to express the Fourier transform of
ν on the sphere of radius r in terms of itself on the sphere of radius λr.
This is the basis of our argument.
We note that ν is absolutely continuous with n times differentiable
density if, say, ∫
|ν̂(ξ)|(1 + |ξ|)n dξ <∞.
By simple computation, this will follow at once if we show that, say,
‖Resr(ν̂)‖2 ≤ Cr−(d+n+1). (65)
Note that∫
|g(κ)(λv1)− v2|3 dη(κ) =
∫
|κ(v1)− v2|3 dη(κ)
and a similar relation holds for the third moments. Therefore, by
Corollary 8.1, we have
‖Sr‖ ≤ 1− c
1− ‖T‖L20(SO(d))
M2
for sufficiently large r with c depending only on d. We apply this
and (64) log r/ logλ−1 times for radii in the geometric progression
r, λr, λ2r, . . . and conclude (65) and hence the theorem. 
Now we turn to the more general case considered in Theorem 1.3,
when η = p1δκ1 + . . . + pkδκk and κi may have different contraction
ratios. Let pmin = mini pi. Then similarly to (64) we can write
Resr(ν̂) =
k∑
i=1
piρr(g(κi)) Resλir(ν̂) (66)
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for the Fourier transform of the self-similar measure ν.
We would like to apply Corollay 8.1 to prove a norm estimate for
one of the operators ρr(κi). This is bound to fail, unfortunately; we
need to take the average of several ρr(κi) to have such an estimate.
Note however, that ν is also η∗(l0)-stationary for all integers l0. We
will consider an analogue of (66) for a decomposition of η∗(l0) with
respect to contraction factors. Since (R+, ·) is commutative, but the
group of similarities is not, we obtain many different similarities in the
support of η∗(l0) with the same contraction factors. This is exploited
in the following proposition, which extracts from a sufficiently high
convolution power η∗(l0) a piece which has the same contraction ratio
and so that the corresponding measure on Isom(Rd) has a spectral gap.
Proposition 10.2. There are l1 ∈ N+, c > 0 depending on ‖T‖L20(SO(d)),
d and k, and q0 > 0 depending on these parameters and pmin, so that
η∗(l1) can be written as q0η0+(1− q0)η1 with η0, η1 probability measures
on the semigroup of contracting similarities of Rn, with all contractions
appearing in the support of η0 having the same contraction ratio, and if
µ0 = g(η0) the corresponding measure on Isom(R
d) the operator ρr(µ0)
satisfies
‖ρr(µ0)‖L(Sd−1) ≤ 1− cmin(1, r2).
The main ingredient in the proof of Proposition 10.2 is a following
useful result of Miklo´s Abe´rt:
Theorem B ([Abe´14, Corollary 3]). Let α be a probability measure on
SO(d). Let α = q0α0 + (1 − q0)α1, where α0 and α1 are probability
measures and 0 ≤ q0 ≤ 1. Suppose that ‖R0(α)‖ ≤ q0/2. Then
‖R0(α0)‖ ≤ 1− c
(
q0
log q−10
)2
,
where c is an absolute constant.
Recall that R denotes the regular representation of SO(d), and R0
is its restriction to the subspace orthogonal to the constants. Note
that T = R(θ(η)).
Using Theorem B and comparing the exponential decay of the se-
quence ‖R0(θ(η∗(l)))‖ with the polynomial growth in the multiplica-
tive group (R+, ·) it is quite straightforward to find a decomposition
η∗(l0) = q1η1 + (1 − q1)η2 as above so that θ(η1) (the projection of η1
to SO(d)) has a spectral gap, i.e. such that ‖R0(θ(η1))‖ < 1 and the
similarities in the support of η1 have the same contraction factors.
We describe this decomposition in detail. Write
I := {a = (a1, . . . , ak) ∈ Zk : a1 + . . .+ ak = l0, ai ≥ 0}.
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In addition, we write λa = λa11 · · ·λakk ,
pa = pa11 · · · pakk
l0!
a1! · · · ak!
for a ∈ I. Let
Ja := {b = (b1, . . . , bl0) ∈ Zl0 : #{j : bj = i} = ai, for all 1 ≤ i ≤ k}
and write
η∗(a) =
a1! · · · ak!
l0!
∑
b∈Ja
δκb1 ···κbl0
.
With this notation, we have
η∗(l0) =
∑
a∈I
pa · η∗(a)
and λ(κ) = λa for every κ ∈ supp η∗(a). As |I| ≤ (l0)k and since
‖T‖ = ‖R0(θ(µ))‖ < 1
(where as before µ = g(η)) once l0 is large enough
|I|−1 ≥ 2R0(θ(µ∗(l0))).
For such l0 since
∑
a∈I p
a = 1 there is a a ∈ I such that
pa ≥ 2R0(θ(µ∗(l0)))
hence writing η0 = η
a and defining η1 by
η∗(l0) = paη0 + (1− pa)η1
we may apply Theorem B to conclude that µ0 = g(η0) satisfies
‖R0(θ(µ0))‖ < 1− c(l0)−3k. (67)
Note that for all κ ∈ supp η0, the contraction ratio λ(κ) = λa.
At this point we would like to apply Corollary 8.1 and conclude that
‖ρr(µ0)‖L(Sd−1) < 1 − cmin(1, r2); however, to do so, we need first to
establish that the isometries in the support of µ0 do not have a common
fixed point (preferably in a quantifiable form).
The two measures on Isom(Rd), g(η∗(l0)) and µ∗(l0) are in general
distinct (though their projection to SO(d) coincides) since g is not a
homomorphism. The latter measure µ∗(l0) has been studied extensively
above and one way to conclude that the isometries of suppµ0 do not
have a common fixed point is by exploiting the relation between these
two measures. We give an alternative proof below in detail, but first
give a sketch of this argument.
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The support of the measure η0 is given by κ1κ2 . . . κl0 for a set of
(κ1, κ2, . . . , κl0) of η × · · · × η measure pa. We can define a new mea-
sure µ′0 on Isom(R
d) distinct from µ0 by taking each such l0-tuple and
sending it to g(κ1) . . . g(κl0). It follows from Proposition 4.1, which has
been a key ingredient in our analysis of the spectral radius of ρr(µ),
that for any x, y ∈ Rd the set of isometries κ mapping x to y has µ∗(l)
measure which is exponentially small in l, hence if l0 was large enough
there will be no common fixed point to all isometries in the support of
µ′0, and neither can there be a point which is nearly fixed by all these
isometries. Therefore, if the contraction ratios λ(κ) for κ ∈ supp η are
all sufficiently close to one (in a way that ultimately depends only on
the spectral gap for T , the cardinality k of supp η and pmin) the isome-
tries of µ1 also have no common fixed point, and hence Corollary 8.1
applies establishing Proposition 10.2.
By working with a larger convolution power we can employ the fol-
lowing alternative argument to give an explicit proof of Proposition 10.2
that (though we do not work out the details here) gives better bounds.
Instead of applying Corollary 8.1 directly to η∗(a), we will show below
in a series of Lemmata that we can either apply the corollary to η∗(a) ∗
δκi ∗η∗(a) or to η∗(a)∗δκ1κi ∗η∗(a) with a suitable choice of 1 ≤ i ≤ k. We
assume below that the λi are sufficiently close to one so that λ
a > 1/2.
First we record some simple but useful identities.
Lemma 10.3. Let U ∈ Rd be a random vector. Then
E[|U − v|2] = E[|U − E[U ]|2] + |v − E[U ]|2
for all v ∈ Rd and
E[|U − E[U ]|2] = E[|U |2]− |E[U ]|2.
Proof. For the first claim, we write
E[|U − v|2] = E[〈(U − E[U ])− (E[U ]− v), (U − E[U ])− (E[U ]− v)〉]
= E[|U − E[U ]|2] + |E[U ]− v|2 − 2Re(E[〈U − E[U ],E[U ] − v〉]).
Since the third term vanishes, this proves the claim.
For the second part we write
E[|U − E[U ]|2] = E[|U |2] + |E[U ]|2 − 2Re(E[〈U,E[U ]〉])
= E[|U |2]− |E[U ]|2.

Lemma 10.4. Let v1, v2 ∈ Rd be two vectors such that∫
|κ(v1)− v2|2 dη∗(a)(κ)
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is minimal. Then∫
|κ(u1)− u2|2 dη∗(a)(κ) ≥ cl−3k0 (|v1 − u1|2 + |v2 − u2|2)
for all u1, u2 ∈ Rd
We note that the proof (only) uses the spectral gap property (67)
about θ(η∗(a)).
Proof. Write
E(u1) =
∫
κ(u1) dη
∗(a)(κ)
By Lemma 10.3, we have∫
|κ(u1)− u2|2 dη∗(a)(κ) ≥
∫
|κ(u1)− E(u1)|2 dη∗(a)(κ) =: F (u1).
Clearly, F (u1) is a polynomial of degree at most two in u1, and it takes
its minimum at v1. Thus
F (u1) = F (v1) + lim
t→∞
F (t(u1 − v1))
t2
.
Recall that λ(κ) = λa for η∗(a)-almost every κ, and observe that the
translation parts of κ is negligible, when we evaluate it on a long vector.
Then
lim
t→∞
F (t(u1 − v1))
t2
= λ2a
∫ ∣∣∣∣σ1(u1 − v1)− ∫ σ2(u1 − v1) dθ(η∗(a))(σ1)∣∣∣∣2 dθ(η∗(a))(σ2)
= λ2a
(
|u1 − v1|2 −
∣∣∣∣∫ σ2(u1 − v1) dθ(η∗(a))(σ1)∣∣∣∣2
)
by the second part of Lemma 10.3.
Using the spectral gap property (67) we get∣∣∣∣∫ σ2(u1 − v1) dθ(η∗(a))(σ1)∣∣∣∣ ≤ ‖R0(θ(η∗(a)))‖ · |u1 − v1|
≤ (1− cl−3k0 )|u1 − v1|.
Thus
lim
t→∞
F (t(u1 − v1))
t2
≥ cl−3k0 |u1 − v1|2.
Here we used λa ≥ 1/2.
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We proved that∫
|κ(u1)− u2|2 dη∗(a)(κ) ≥ cl−3k0 |u1 − v1|2.
If we apply the same argument to∫
|κ(u1)− u2|2 dη∗(a)(κ) = λ2a
∫
|κ−1(u2)− u1|2 dη∗(a)(κ),
we get ∫
|κ(u1)− u2|2 dη∗(a)(κ) ≥ cl−3k0 |u2 − v2|2.
This together with the previous bound proves the lemma. 
Lemma 10.5. Let v1, v2 be the same as in Lemma 10.4. Then for
every u1, u2 ∈ Rd and similarity κ0, we have∫
|κ(u1)− u2|2 dη∗(a) ∗ δk0 ∗ η∗(a)(κ) ≥ cl−6k0 |κ0(v2)− v1|2.
This lemma provides us with a bound on the second moment needed
to apply Corollary 8.1 for the measure η∗(a) ∗ δk0 ∗ η∗(a)(κ) provided κ0
does not map v2 near v1. In the proof of Proposition 10.2, we will find
such an element κ0 among κ1, . . . , κk, κ1κ1, . . . , κkκ1.
Proof. Using Lemma 10.4 twice we write∫
|κ(u1)− u2|2 dη∗(a) ∗ δκ0 ∗ η∗(a)(κ)
= λ2aλ(κ0)
2
∫
|κ1(u1)− κ−10 κ−12 (u2)|2 dη∗(a)(κ1)dη∗(a)(κ2)
≥ cl−3k0
∫
|v2 − κ−10 κ−1(u2)|2 dη∗(a)(κ)
= cl−3k0 λ(κ0)
−2(λ2a)−1
∫
|κ(κ0(v2))− u2)|2 dη∗(a)(κ)
≥ cl−6k0 |κ0(v2)− v1|2,
which was to be proved. 
Proof of Proposition 10.2. We assume without loss of generality that
maxi=1,...,k |v(κi)| = 1, and for every x ∈ Rd, there is 1 ≤ i ≤ k such
that |κi(x) − x| ≥ 1. Indeed, this will hold if we change the origin
and rescale the metric. Now let v1, v2 be as in Lemma 10.4. If there is
1 ≤ i ≤ k such that |κi(v1) − v2| ≥ 1/2, then let κ0 = κi, q0 = p2api
and l1 = 2l0 + 1. In the opposite case, let 1 ≤ i ≤ k be such that
|κi(κ1(x)) − κ1(x)| > 1, and we take κ0 = κiκ1, q0 = p2apip1 and
l1 = 2l0 + 2. Observe that |κ0(v1)− v2| ≥ 1/2 in both cases.
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Take η0 = η
∗(a) ∗ δκ0 ∗ η∗(a). We apply Corollary 8.1 to the measure
µ0 = g(η0). Clearly,
‖R0(θ(µ0))‖ ≤ ‖R0(θ(η∗(a)))‖ ≤ 1− cl3k0 .
Let u1, u2 ∈ Rd be such that∫
|κ(u1)− u2|2 dη0(κ)
is minimal. Observe that the above quantity is at most (2l0 + 2)
2 for
u1 = u2 = 0 by our choice of the coordinate system. By the same
argument as in the proof of Lemma 10.4, we can show that∫
|κ(0)− 0|2 dη0(κ) ≥ cl−3k0 (|u1 − 0|2 + |u2 − 0|2).
We conclude |u1|2 + |u2|2 ≤ Cl3k+20 from these. Thus∫
|κ(u1)− u2|3 dη0(κ) ≤ C(l(3k+2)/20 + l0 + l(3k+2)/20 )3 ≤ Cl6k0 .
By Lemma 10.5, we have∫
|κ(u1)− u2|2 dη0(κ) ≥ cl−6k0 .
Since λ(κ) = λ2a · λ(κ0) =: λ0 for η0-almost all κ, the minimum of∫
|g(w1)− w2|2 dµ0(g)
is attained for w1 = λ0u1 and w2 = u2. Moreover,∫
|g(w1)− w2|2 dµ0(g) ≥ cl−6k0 =: N2 and∫
|g(w1)− w2|3 dµ0(g) ≤ Cl6k0 = Cl15k0 N2.
Therefore
‖ρr(µ0)‖ ≤ 1− cl−33k0 min(1, r2)
by Corollary 8.1. 
Given Proposition 10.2, the proof of Theorem 1.3 for the general case
proceeds as in Theorem 10.1:
Proof of Theorem 1.3. By Proposition 10.2 we can write η∗(l1) =
∑A
i=0 qiηi
for some integer A, measures ηi and positive real numbers qi such that
λ(ηi) = λi is constant almost surely and ‖ρr(g(η0))‖ ≤ 1− cmin(1, r2).
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We recall (66):
Resr(ν̂) =
A∑
i=0
qiρr(g(ηi)) Resλir(ν̂).
Since λ(κi) ≥ λ¯ for all 1 ≤ i ≤ k, we have
‖Resr(ν̂)‖2 ≤ (1− q0 + q0‖ρr(µ0)‖) max
r>s>λ¯l1r
{‖Ress(ν̂)‖2}.
By induction, this implies that ‖Resr(ν̂)‖2 has arbitrarily fast polyno-
mial decay if λ¯l1 is sufficiently close to 1. Note that l1 and q0 depends
only on k, pmin and the spectral gap of T . This proves the theorem. 
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