We prove the existence and uniqueness of a solution to the Smoluchowski coagulation equation with source terms. The coagulation equation with source terms is potentially useful in applications because one sometimes tries to control coagulation processes by the introduction of particles of various sizes into the system. The existence proof given here differs in style from most other existence proofs in two respects. First, it is not based on a finite-dimensional truncation of the coagulation equation; and secondly, it is achieved with a weaker hypothesis than is usually assumed on the initial data.
Introduction.
Colloidal science is an important area of research both theoretically and experimentally.
One of the earliest attempts to understand coagulation, and the first to derive a mathematical model, was Smoluchowski [20, 21] . He made the assumption that collisions are binary, and fluctuations in density are small in order that collisions occur at random. The coagulation equation of Smoluchowski [20, 21] where Xk(t) is the number (or density) of particles of mass (or type) k at time t, models a process where two particles of sizes i and j can coagulate to form a particle of size i+j, with a probability proportional to Kij = A'j, > 0. This infinite system of nonlinear ordinary differential equations and related equations now models colloidal processes in astrophysics [5] , polymer chemistry [6] , aerosol science [8] , and hematology [17] . Theoretical questions concerning existence and/or uniqueness of solutions to (1.1) have been examined by many people. McLeod [15, 16, 14] proved local existence and uniqueness results to (1.1) for the special case of monodisperse initial conditions: Ck = 0, k > 2. White [23] , Leyvraz and Tschudi [13] , and Spouge [22] prove existence of a solution, with suitable restrictions on the coagulation kernel K^, but are unable to get uniqueness.
Uniqueness, under certain circumstances, was later obtained by Ball and Carr [3] and da Costa [7] .
The qualitative nature of solutions has also been studied by many people. The asymptotic behaviour of the Becker-Doring cluster equations, a specialized version of (1.1) with -0 if both i,j are greater than 1, was studied by Ball et. al. [4] , Ball and Carr [2], and Slemrod [19] .
In industrial applications one might want to exercise some control over the coagulation process. For instance, it may be desirable to increase or restrict the limiting number of particles of a particular size. One might attempt to achieve this by the introduction of particles of some prescribed size to enhance the coagulation process to arrive at some desired limiting state. Almost all prior work on Smoluchowski's equation has been either for the case of pure coagulation or coagulation with fragmentation.
Little work has been done on Smoluchowski's equation with source terms.
In this article we consider a version of the discrete Smoluchowski coagulation equation (1.1) with nontrivial source terms. As a first step in understanding the effect of source terms we consider pure coagulation with constant coagulation kernel (which may be taken to be Kij = 1 for all i,j). The equation we consider is:
where gk = gk{t) is a source term, for all k. For physical reasons the source terms and initial data are assumed to be nonnegative. In addition, we do not assume the gk s to be continuous, since we want to allow for the source terms to be "turned on" or "turned off" at various times. The following basic assumptions will be made throughout:
(Al) gk e iioC[0, T), where T < oo, for k = 1, 2,....
(A2) ck > 0 and gk{t) > 0 for a.e. t G [0, T) for k = 1.2,....
In papers dealing with Smoluchowski's equation (1.1) without source terms, the primary concern is existence of density-conserving solutions. This requires that the first moments of the initial conditions be finite, that is, ^ck < 00■ ^ has been demonstrated [3, 11, 12, 13, 18 ] that for some rate coefficients, density conservation breaks down at some finite time t = tg> 0. This is physically interpreted as corresponding to the occurrence of a phase transition in the system called gelation. With the presence of source terms, one would not expect density-conserving solutions at all. In light of this, we make the weaker assumption (A3) Efcll ck < oo.
Finally, we require that the total source of all particles not be too large; that is, we assume (A4) ET=i9keLlc[0.T).
Because of the discontinuous right-hand side of (1. The procedure most commonly followed to prove existence to (1.1) consists in taking (n) finite-dimensional truncations xk of the system, and then showing that these converge to Xk in some sense. The approach taken here is somewhat different. Because of the presence of an infinite sum, representing the total number of particles, in each equation in (1.2), it is convenient to consider two auxiliary equations. The first is
which is obtained by formally summing the system (1.2). The second is the linear system + xVk = 7, ^2 yiVj+dk, J/fc(0) = cfe, A; = 1,2,....
The proof of Theorem 1.1 will be given in two stages: existence of a solution will be proven in Sec. 2, while uniqueness will be proven in Sec. 3. Some properties of the solution will be exhibited in Sec. 4, and some examples given in Sec. 5.
Proof of existence.
To begin we examine the Riccati equation (1.3). In particular, we show that solutions to (1.3) are nonnegative. We quote the following differential inequality, which will prove useful.
Lemma 2.1 (see Hale [10] , p. 31). Let u>(t,u) be continuous on an open connected set C R2. If u is a solution of u'(t) = cj(t, u(t)) for t € [a, b] and v satisfies v'(t) < w{t, v{t)) on [a, b) with v(a) < u(a), then v(t) < u(t) for t G [a, b\.
The following lemma will prove to be more than we actually need. Since fi is a nonnegative, nondecreasing function (which follows from Corollary 2.3) and yk(a) and gk are nonnegative, we may obtain an upper bound on pk by replacing e~^sb y 1 and by This yields Pk(t) < yk{a) + e^(t) / gk{r)dT.
J a
Summing from 1 to n, we obtain
Letting n -> oo, we find that oo "t J2Pk(t)<Y(a) + e^ / g(r)dr / i < OO.
k=l Next, the right-hand side of (2.3) can be majorized by Pk{t) + \ sup V e~^s) f e/i(r)yi(T)yj(T)(ir.
2 «<s<t i+j=k J a
Upon switching the sum and the sup and replacing yi and yj by di and dj, we obtain dk{t) < Pk(t) + Yl diiWjit)' k>l.
i+j=k Define a new sequence ek by e\(t) = di(t) and
A simple inductive argument shows that dk < ek for all k. In terms of the generating functions E{t,z) := Yek{t)zk, P(t,z) := Y^pk(t)zk Uk\L),~k k=1 k=1
Eq. (2.5) may be written as E(t,z) = P(t,z) + ^-E(t,z)2, whose solution is E = y(l -Vl -2mP).
Since ^Zfc=i Pk(t) < °°, while m(t) -> 0 as t -> a+, it is clear that YlkLi Pk(t) < 2m(t) satisfied for alii > a but sufficiently near a (i.e., for all t E [a, f3] for some 0 > a). Then for |.z| < 1 we have OO OO \2mP(t,z)\ < 2my^pk(t)\z\k < ^Pkjt) < 1. k=1 k= 1
It follows that y/\ -2m(t)P(t, z) has radius of convergence (as a function of z) greater than 1. In particular, J2kLi ek(t) = E(t, 1) < oo. 
Yn(t) < Y(t) = X(t) for t 6 [0, r) C [0,T).
There are two possibilities: r < T or t -T. Suppose r < T. Then since Yn and A" are continuous on [0,T), we have Yn(r) < X(t).
Letting n -> oo we get Y(t) -linijj-too Yt, (t) = X(t), which implies that r G 5. This is a contradiction, and therefore t = T. □ Existence of a solution now follows easily. Lemma 2.7 implies that X = Vk f°r all t £ [0, T). Therefore, Eq. (1.4) is identical to Eq. (1.2), which is another way of saying that the {y^} are a solution to (1.2). Since X)fc=1 Yh+3=k xi'xj --^2 bounded, and hence integrable on [0, a], letting n -> oo and using the Dominated Convergence Theorem yields P(<) = e"MW ^P(O) + \Jo eM(r)P2(r) dr + J eM{r)g{T) dr^j .
(3.4)
Thus P is absolutely continuous on [0,a], and hence differentiable almost everywhere. Differentiating, we get P'{t) = -\P\t) + g{t).
Since P satisfies the same Riccati equation as X almost everywhere, P(0) = -X'(O), and P and X are everywhere continuous, it follows that P = X, as required. □ We can extend the previous result to the entire interval [0, T). Lemma 3.3. If assumptions (Al) through (A4) hold, then P = X on [0, T).
Proof. We know from Lemma 3.2 that P = X on [0, a] for some a < T. Therefore, Equations (2.3) and (3.3) are equivalent on [0,a]. So we may apply Lemma 2.4 to (3.3) to conclude that if P(a) is bounded, then P is bounded on [a, (3\ for some (3 > a.
Let S = {P € [0, T) : P is bounded on [0, /?]}. Set r := sup S. Then r ^ S since implies, using Lemma 2.4, that P is bounded on the interval [r, r + e], which contradicts the definition of r.
By Lemma 3.2, we know that P = X on every closed subint-erval of [0, r), and so P -X on [0, r). There are two possibilities: either r < T or t = T.
Suppose t <T. Then for any n and any t < r we have Pn(t) < P(t) = X(t). Letting t -> r~ we obtain Pn(r) < X(t), whence P(r) = limPn(r) is also finite. So t € S, which is a contradiction.
Therefore r = T. □ By Lemmas 3.3 and 3.2 we know that P -X throughout the interval [0, T). Equation (1.4) therefore reduces to (1.2). Suppose that every Sn is nonempty (which is equivalent to / not being bounded above), and let tn = inf Sn > 0. Then f(tn) >b + n > b by continuity; so f'(tn) < -6f(tn)2 + K < 0. If tn > 0, then / is decreasing at tn, whence there exists t G (0,tn) such that f(t) > f(tn) >b + n. Thus t £ Sn, contradicting the definition of tn. Therefore, tn = 0; so /(0) > b + n for every positive n, which is absurd, the result follows. □ Theorem 4.3. Suppose assumptions (Al) through (A4) hold. If g(T) = limt^T-g{t) exists, then so does X(T).
Proof. Lemma 4.2 implies that X is bounded. In particular, if X is eventually monotonic (i.e., either nonincreasing or nondecreasing for all t sufficiently near T), then the result is true. Assume, therefore, that X is not eventually monotonic so that X has an infinite number of extreme values in [0,T). Let C [0, T) with tn -» T as n -> oo be the sequence of points at which the local extrema of X occur. If X has a local minimum at tn, then X will have a local maximum at tn+1 so that X(tn) < X(t) < X(tn+1) for t € [tn,tn+1].
Since X'(tn) = 0, we get lim^^ X(tn) = lim^^ y/2g(tn) = s/2g(T), from which it follows that X(T) = lim X(t) = J2g(T). □ In some industrial applications, it is desirable to have a system without too many large particles. Ideally, we would like to have Xk(oo) = 0 for all k > 2. This is, however, impossible with a steady-state input as the following theorem demonstrates. If Li(oo) = 00, then with the aid of l'Hopital's rule we get , x r c\ + L\(t) e^gi(t) 51(00) 51(00) Xi(oo) = Inn -r-= Inn t->00 e^1) t^oc X(t)e^ X(oo) -^25(00)
In either case we get xi(oo) = 9/(oc) . Inductively, assuming that Xj(oo) exists for all V2s(°°) i < k, the same argument leads to where 1 < ft < (1 -2"2i+1)"1. Thus 4 / 2 \ 2k Xk^ = l + t2^ l 7T / ^ ~ 4_fc) arCtan2fc-1(^)-
