Measurement of thickness and phase transitions in

supported lipid bilayers using quantitative differential

interference contrast microscopy by Regan, David
School of Physics
and Astronomy
Measurement of thickness and phase transitions in
supported lipid bilayers using quantitative differential
interference contrast microscopy
David Regan
PhD Thesis
School of Physics and Astronomy
Cardiff University
2019
Contents
Abstract xiii
Acknowledgements xiv
1 Background 1
1.1 The Lipid Bilayer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Model Membranes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Studying SLBs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4 Quantitative Differential Interference Contrast . . . . . . . . . . . . 18
2 Materials & Methods 28
2.1 Storage and Handling of Lipid Solutions . . . . . . . . . . . . . . . . 28
2.2 Cleaning of Glass Surfaces . . . . . . . . . . . . . . . . . . . . . . . . 30
2.3 Preparation of Supported Lipid Bilayers . . . . . . . . . . . . . . . . 31
2.4 Quantification of Surface Hydrophilicity . . . . . . . . . . . . . . . . 32
2.5 Preparation of Lipid Bilayer Patches . . . . . . . . . . . . . . . . . . 34
2.6 DIC and Fluorescence Imaging . . . . . . . . . . . . . . . . . . . . . 35
2.7 Temperature Control . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.8 Interferometric Reflectometry . . . . . . . . . . . . . . . . . . . . . . 37
3 Liquid Disordered Bilayers 40
3.1 Application of the qDIC Technique . . . . . . . . . . . . . . . . . . . 40
3.2 Signal-to-Noise Optimisation . . . . . . . . . . . . . . . . . . . . . . 47
3.3 Measurement of Bilayer Thickness . . . . . . . . . . . . . . . . . . . 51
3.4 Factors Affecting Supported Bilayer Thickness . . . . . . . . . . . . 55
3.5 Measurement of Bilayer Fluorescence Steps . . . . . . . . . . . . . . 66
3.6 Effect of Background Noise on qDIC Measurements . . . . . . . . . . 68
3.7 Effect of Polariser Calibration on qDIC Measurements . . . . . . . . 76
3.8 Effect of Defocus on qDIC Measurements . . . . . . . . . . . . . . . 78
3.9 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4 Bilayer Phase Behaviour 82
4.1 The Liquid-to-Solid Phase Transition . . . . . . . . . . . . . . . . . . 82
4.2 Fluorophore Effects on the Phase Transition . . . . . . . . . . . . . . 88
4.3 Liquid-Ordered Phases . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.4 Lipid Bilayer Tubes . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
4.5 Effect of the Main Phase Transition on Tubes . . . . . . . . . . . . . 110
5 Summary and Conclusions 117
– i –
A Lipid Species and Nomenclature 129
B Development of Spin Coating Protocols 132
C Miscellaneous Additional Data 137
C.1 Line Cut Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
C.2 Additional Fluorescence Images . . . . . . . . . . . . . . . . . . . . . 139
C.3 Tube Birefringence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
D Image Acquisition Parameters 143
Publications 145
Bibliography 147
– ii –
List of Figures
1.1 An example phospholipid molecule, POPC (see AppendixA for an
explanation of lipid nomenclature), which has one saturated and one
unsaturated hydrocarbon chain, making it typical of the phospho-
choline molecules that are found in the cell membrane [6]. . . . . . . 2
1.2 An illustration showing a) the chemical structure of a sphingosine
molecule, to which fatty acids are attached at the amine group to
form ceramides, and b) palmitoyl sphingomyelin. . . . . . . . . . . . 3
1.3 Figure showing the Fluid-Mosaic model of the cell membrane, as pre-
sented in 1972 by Singer and Nicholson [17]. . . . . . . . . . . . . . . 5
1.4 An illustration showing the arrangement of lipids in the Ld, So, and
Lo phases, taken from Eeman and Deleu [2]. . . . . . . . . . . . . . . 7
1.5 A cross section illustration showing the arrangement of lipids in A)
a unilamellar vesicle, and B) a supported lipid bilayer. Illustrations
are not to scale. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.6 The splitting of the orthogonally polarised linear components of el-
liptically polarised light caused by a) a Wollaston prism, and b) a
Nomarski prism. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.7 Simplified illustration of the arrangement of components in a DIC
microscope in de Sénarmont configuration. . . . . . . . . . . . . . . . 20
1.8 The effect of Wiener filtering on a simulated phase object shown in
real space and the Fourier domain. . . . . . . . . . . . . . . . . . . . 25
2.1 Plot showing the relationship between the droplet radius in millime-
tres and the corresponding contact angle in degrees according to
Eq.(2.1). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.2 The calibration test pattern used for measuring the width of distilled
water droplets. Each ring is 3 mm larger in diameter than the previous
one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.3 Normalised transmission of the GIF used in the qDIC illumination. . 35
2.4 Simplified diagram showing the key components of the interferometric
reflectometry setup. . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.1 Images of the edge of a DOPC lipid film, showing regions of different lamel-
larities on a grey scale ranging from a minimum intensity, m, to a maximum
intensity, M , as given. a) Fluorescence (M = 600pe, m = 0pe), b) qDIC
contrast (m = −0.004, M = 0.004), and c) qDIC phase (m = −10mrad,
M = 9mrad). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
– iii –
3.2 Examples of phase profiles taken over bilayer edges. A typical profile over a
single bilayer edge fitted with Eq.(3.1) is shown in a), with b) showing the
corresponding qDIC phase image, on a grey scale from −12 to +13 mrad.
The region from which the profile was extracted is shaded in yellow. Panel
c) shows a fit to a double bilayer step, incorporating the sech term to ac-
commodate a hump in the phase profile, with d) showing the corresponding
qDIC phase image, on a grey scale from −30 to 0 mrad. . . . . . . . . . . 42
3.3 Bilamellar lipid bilayer patches, shown in a) a DIC contrast image, b) a
qDIC phase image, and c) an interferometric reflectometry co-polarisation
amplitude image. The DIC image is scaled from -0.0016 to 0.0035, the qDIC
phase image is scaled from - 5 mrad to 5 mrad, while the reflectometry image
is scaled from 22.63 mV to 26.26 mV. The upper left edge of the right circular
patch has shifted slightly between acquisition of the positive and negative
polariser images resulting in the edges appearing duplicated. . . . . . . . 44
3.4 A region with the edge of a unilamellar bilayer patch on the left, and an
empty region on the right, shown in a) qDIC contrast (m = -0.005 to M =
0.005), b) qDIC phase (m= -15 mrad toM = 1 mrad), and c) interferometric
reflectometry co-polarisation amplitude (m = 22.9 mV to M = 27.1 mV). . 45
3.5 Our model for the structure of the supported lipid bilayer (SLB) at the edge
of double bilayer regions in which the first and second bilayers are joined.
The illustration is not to scale. . . . . . . . . . . . . . . . . . . . . . . . 46
3.6 A region of a 1,2-dioleoyl-sn-glycero-3-phosphocholine (DOPC) bilayer shown
in a) DIC contrast, and qDIC phase, using κ of b) 1, c) 10, d) 100, e) 1000
and f) 10000. All images are scaled from -0.009 to 0.006. The contrast image
is unitless while the scale of the phase image is in radians. Note that the
intensity scale on the phase images are inverted compared to those shown
in other figures. The ‘bumps’ present in the image are small vesicles sat on
the surface of the bilayers. . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.7 Phase profiles taken at the same position over the edge of a single lipid
bilayer for different values of κ. The line profile was measured in the same
sample as shown in Fig. 3.1. . . . . . . . . . . . . . . . . . . . . . . . . 50
3.8 The phase step over a lipid bilayer edge, measured on quantitative differ-
ential interference contrast (qDIC) phase images generated using different
values of κ. The length of the line profile used in the fit was 50 pixels (5.37
µm). Errors are the estimated standard deviation of the fit. . . . . . . . . 50
3.9 A graph showing an example of the background noise in regions where there
is no bilayer, when the measurements are made either parallel or perpendic-
ular to the shear direction. The phase profiles are averaged over a width of
eight pixels, with κ = 4000, just as for normal bilayer measurements. . . . 51
3.10 Histogram showing the distribution of measured thickness values for the first
bilayer (blue, n = 190) and second bilayers (orange, n = 186) in the DOPC
SLB, as well as the combined first and second bilayer measurements (yellow,
n = 134). Gaussian fits to each of the three data sets are overlaid. . . . . 52
3.11 A figure showing a) the chemical structure of DOPC, and b) an example of
one of many possible oxidised forms of DOPC [102]. . . . . . . . . . . . . 54
3.12 Images of a lipid bilayer patch, scaled from m to M . a) fluorescence (m = 0
pe to M = 150 pe), b) qDIC contrast (m = -0.00250 to M = 0.00206), and
c) qDIC phase (m = -8.79 mrad to M = 3.40 mrad). . . . . . . . . . . . 55
– iv –
3.13 Local bilayer thickness differences against local bilayer coverage for exper-
iments carried out using the first lipid stock. The legend describes the
fluorophore (total lipid concentration in mg/ml), hydration medium and
contact angle. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.14 Local bilayer thickness differences against local bilayer coverage for exper-
iments carried out using the second lipid stock. The legend describes the
fluorophore and surface treatment. All samples formed in PBS. . . . . . . 57
3.15 Variation of the ratio of the thickness of the first bilayer to the second,
plotted against the hydrophilicity of the surface. Measurements taken using
the second stock are denoted by inverted triangles, while data taken with
the first stock are denoted using squares. . . . . . . . . . . . . . . . . . . 58
3.16 An illustration showing how movement of lipids between leaflets of the lipid
bilayer could cause the thickness difference. Panel a) shows the unperturbed
state of the bilayer, while panel b) shows the interleaflet movement of lipids
due to the attraction of the lipids to the hydrophilic substrate, which causes
the density difference between apposing leaflets. . . . . . . . . . . . . . . 58
3.17 Thickness of individual first bilayer patches relative to the sample average
second bilayer thickness plotted against the effective patch radius of curva-
ture (
√
pi/A). The fluorophore used and the spin coating concentration are
given in the legend. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.18 The chemical structure of two different fluorophores, a) ATTO488-DOPE
and b) TopFluorPC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.19 A representative region of an SLB formed in distilled water, on a greyscale
scaled from m to M , shown in a) fluorescence (m = 0 pe, M = 125 pe), b)
qDIC contrast (m = -0.0012, M = 0.0010), and c) qDIC phase (m = -3.7
mrad, M = 2.1 mrad). . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.20 A scatter plot showing the relative changes in bilayer thickness (black) and
fluorescence intensity (blue) as a function of surface hydrophilicity. Measure-
ments made using first stock are shown as squares, second stock on piranha
etched surfaces are denoted by inverted triangles, while second stock SLBs
on H2O2 cleaned surfaces are denoted by diamonds. . . . . . . . . . . . . 66
3.21 The distributions of relative bilayer fluorescence intensity measurements
plotted against the relative thickness in each region of interest for the three
data sets prepared using the second lipid stock. . . . . . . . . . . . . . . 67
3.22 The qDIC phase images generated from a) 1, b) 10, c) 100 or d) 1000
averaged frames. The scale bar has a width of 10 µm, and the intensity
scale ranges from m = -30 mrad to M = 40 mrad. . . . . . . . . . . . . . 69
3.23 A graph showing the effect of changing the number of averages used to
generate the qDIC phase image on the standard error of the average bilayer
thickness measurement. The expected dependence of the standard error on
the number of measurements is fitted to the data (black dashed line). . . . 70
3.24 Graphs showing a) the model step function (red squares) and an example of
a region of noise measured at the glass surface (blue circles), and b) the simu-
lated data (purple squares) generated by combining the model step function
with the measured noise. The fits in b) show the model step function (red
dashed line) and the step fitted to the simulated data by MATLAB (purple
dashed line). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
– v –
3.25 Panel a) shows an illustration of a DIC image of a lipid bilayer patch, and b)
shows an illustration of the same region, after ablation of the bilayer. Panel
c) shows the result of subtracting b) from a), removing the background from
the glass and leaving a noise-free DIC image of the bilayer. . . . . . . . . 73
3.26 Mean image intensity for two different the fields of view (denoted by red
and blue lines) when the polariser was alternated between nominal angles of
+15° and -15°. The positions where the polariser angle was changed appear
as sharp drops in the average intensity. . . . . . . . . . . . . . . . . . . . 75
3.27 A qDIC contrast image showing how the focus can vary within a single field
of view. The region on the right is noticeably better focussed than the region
on the left. The image intensity is scaled from 0.0004 to 0.0164. . . . . . . 78
3.28 A section of a larger field of view of a DC15PC bilayer, within which measure-
ments of bilayer thickness were taken with objective position set at different
heights relative to the position of optimal focus. The displacement of the
objective from the ideal focal position is given in the images. Images are
scaled from m = -12 mrad to M = 4 mrad. . . . . . . . . . . . . . . . . 79
3.29 The effect of deviation from the position of ideal focus on the height of the
bilayer, and the width, c, of the step function fitted to the data. . . . . . . 80
3.30 The standard error of the measurements plotted against the magnitude of
the displacement from the position of ideal focus. . . . . . . . . . . . . . 80
4.1 Fluorescence images showing a representative region of a DC15PC/ATTO488-
DOPE(99.99/0.01) bilayer at temperatures a) 40.1 °C (above Tm) and b)
31.9 °C (below Tm). The intensity is scaled from m = 0 pe to M = 110 pe.
The intensity of image b) has been adjusted to correct for photobleaching. 83
4.2 An image of a unilamellar region of a DC15PC lipid bilayer at 32.8 °C, during
the liquid-to-solid phase transition. Coexistence between Ld and So phases
can be seen in a) fluorescence, (M = 280 pe, m - 40 pe), b) qDIC contrast
(M = 0.0014, m = -0.0007) and c) qDIC phase (M = 1.2 mrad, m = -2.7
mrad). Ordered domains are visible in the phase image by their increased
intensity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.3 A scatter plot of thickness against temperature for a DC15PC/ATTO488-
DOPE (99.9/0.1) bilayer. The given temperatures are those recorded at
the sample. The blue region is the region in which coexisting phases were
observed, while the blue dashed line denotes the nominal phase transition
temperature. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
4.4 qDIC contrast images of a region of a DC15PC bilayer labelled with
1 mol% ATTO488-DOPE undergoing a phase transition during cool-
ing. The green colour channel represents the fluorescence intensity,
showing the accumulation of fluorophore in the shrinking Ld phase
regions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.5 Fluorophore concentration (calculated from the bleach corrected fluores-
cence intensity) in both the fluid (circles) and gel (squares) phases against
temperature during the phase transition of the Ld phase of a DC15PC bi-
layer. The top panel shows data from a bilayer with a nominal overall
fluorophore concentration of 1.00 mol%, while the lower panel shows data
for a bilayer with a fluorophore concentration of 0.01 mol%. . . . . . . . . 90
4.6 Images of a DOPC/SM/Chol/ATTO488-DOPE(54.9/25.0/20.0/0.1). a) Flu-
orescence (M = 109pe, m = 0pe), b) qDIC contrast (m = −0.015, M =
0.015), and c) qDIC phase (m = −17mrad, M = 7mrad). . . . . . . . . . 94
– vi –
4.7 Region of a DOPC/chicken egg sphingomyelin (ESM)/Chol/ATTO488-DOPE
(54.9/25.0/20.0/0.1) sample showing a) fluorescence (scaled from 230 to 350
pe), b) qDIC contrast (scaled from -0.00320 to 0.00282), and c) a composite
image generated from fluorescence (green) and qDIC phase (red) images. . 97
4.8 Fluorescence versus phase for double bilayers in a ternary sample,
normalised to single Ld phase bilayers of the same region. Double Ld
bilayers (green squares) are distinguished from Ld+Lo phase bilayers
(yellow triangles). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.9 Scatter plot showing the optical thickness step over the domain boundary
against the size of the domains (defined as the square root of the domain
area). Measurements taken in the labelled sample are denoted by blue cir-
cles, while measurements taken on the unlabelled same are denoted by red
squares. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.10 Plot of the distribution of the phase steps measured at the boundary between
Lo and Ld phases in both labelled and unlabelled samples. . . . . . . . . . 101
4.11 qDIC phase images showing line cuts through the branch-like structures.102
4.12 The cross section of a) a tube of radius r, and b) two stacked bilayers with
the same total cross sectional length as the tube. . . . . . . . . . . . . . 103
4.13 Scatter plot showing the relationship between the radius values obtained
from the fluorescence measurements against the radius values obtained from
the corresponding phase measurements. Lines showing 80% (solid black
line) and 100% (dashed black line) of the phase derived radii are included
for comparison. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
4.14 Scatter plot showing the phase difference on either side of the tube (in
milliradians) against tube radius (in nanometres). . . . . . . . . . . . . . 109
4.15 qDIC phase images of a double bilayer region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film undergoing a shape change into a network of
lipid tubes during cooling of the sample. A single-bilayer region is present
to the right. Temperatures given are the measured temperature at the sam-
ple. Images are scaled from m = -3.0 mrad to M = 20.0 mrad. . . . . . . 111
4.16 qDIC phase images of a mixed lamellarity region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film during cooling of the sample. After double bi-
layer regions connected to the single bilayer regions have fully reorganised
into tubes, the single bilayer regions and free-standing double bilayer regions
begin to lose area. Temperatures given are the measured temperature at the
sample. Images are scaled from m = 19 mrad to M = 64 mrad. . . . . . . 112
4.17 The phase profile of the vesicle shown in the centre of the region of interest
in Fig. 4.15, averaged over a width of 4 pixels perpendicular to the direction
of measurement, and taken at 36.2 °C (red) and 28.7 °C (blue). The vesicle
is smaller and has a lower optical thickness at the lower temperature. . . . 113
4.18 A DC15PC bilayer during cooling, shown in fluorescence at a) 37.2 °C, b)
37.0 °C, and c) 36.6 °C. Scaled from m = 0 to M = 3270. . . . . . . . . . 113
4.19 The mean of the integrated optical thickness over the twelve tube widths for
the DC15PC/ATTO488-DOPE (99.9/0.1), plotted against set temperature.
The black dashed lines represent the borders of the So/Ld phase coexistence
region. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
– vii –
4.20 Figure showing a) the integrated optical thickness over tube width
for twelve different tubes formed from DC15PC/ATTO488-DOPE
(99.9/0.1), plotted against set temperature, and b) qDIC phase im-
ages of four of the twelve tubes at different temperatures during cooling.115
B.1 Fluorescence images of spin-coated DOPC/ATTO488-DOPE(99.9/0.1) sam-
ples after hydration in a) phosphate buffered saline (PBS) solution (m =
500 pe to M = 4095 pe), and b) distilled water (m = 1600 pe to M = 2620
pe). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
B.2 Fluorescence images of dry spin-coated DC15PC lipid films formed using a
concentration of a) 1 mg/ml in chloroform:acetonitrile (m = 180 pe to M
= 3000 pe, g= 0.5), b) 5 mg/ml in chloroform:acetonitrile (m = 280 pe to
M = 850 pe), and c) 1 mg/ml in 2-propanol (m = 450 pe to M = 4095 pe). 133
B.3 Fluorescence images of spin-coated DC15PC lipid films formed under
different conditions after hydration. . . . . . . . . . . . . . . . . . . . 134
B.4 Images of SLB test samples made from different ternary mixtures in
different solvents. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
C.1 An example of a qDIC phase image with the positions of the individual line
cuts indicated. Image is scaled from -0.0338 to 0.0165 mrad, and shows an
area of 290.4 × 221.3 µm. . . . . . . . . . . . . . . . . . . . . . . . . . 138
C.2 The positions of the line cuts used in Fig. 4.20. The panels show a) tube 1
(m = -0.04807 rad to M = -0.01345 rad), b) tube 5 (m = -0.04546 rad to
M = -0.2218 rad), c) tube 7 (m = -0.05741 rad to M = -0.02651 rad) and
d) tube 10 (m = -0.05969 rad to M = -0.02890 rad). Images show a 36.3 ×
27.7 µm2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
C.3 A DC15PC bilayer labelled with 1 mol% ATTO488-DOPE undergoing a
phase transition during cooling. The images show the region at set temper-
atures of a) 33.9°C, b) 33.3°C, c) 32.7°C, d) 32.4°C, e) 31.8°C, f) 30.9°C.
The time elapsed from the acquisition of image a) is shown in the images.
The fluorescence intensity is scaled from m = 324 to M= 1513 pe. . . . . . 139
C.4 Fluorescence images of a double bilayer region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film undergoing a shape change into a network of
lipid tubes during cooling of the sample. A single-bilayer region is present to
the right. Temperatures given are the measured temperature at the sample.
Temperatures given are the measured temperature at the sample. Images
are scaled from m = 25 pe to M = 750 pe. . . . . . . . . . . . . . . . . 140
C.5 Fluorescence images of a mixed lamellarity region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film during cooling of the sample. After double bi-
layer regions connected to the single bilayer regions have fully reorganised
into tubes, the single bilayer regions and free-standing double bilayer regions
begin to lose area. Temperatures given are the measured temperature at the
sample. Images are scaled from m = 30 pe to M = 180 pe. . . . . . . . . 141
C.6 The relationship between the phase mismatch over the birefringent tubes,
and the tube fluorescent intensity, tube width, the angle of the line profile
relative to the shear (θm−s), or the angle of the line profile relative to the
tube (θm−t). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
– viii –
List of Tables
2.1 Table showing the electric field parameters used during the electroformation
process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Measurements of the non-normalised lipid bilayer thicknesses recorded
for the different spin-coated SLB systems tested. First bilayer mea-
surements exclude measurements taken in regions with above 90%
coverage. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2 Measurements of the lipid bilayer thicknesses recorded for the differ-
ent spin-coated SLB systems tested normalised to the second bilayer
thickness in each case. First bilayer measurements exclude measure-
ments taken in regions with above 90% coverage. . . . . . . . . . . . 65
3.3 Table showing how the mean value of bilayer thickness changes when the
number of averages used to generate the qDIC images is changed. The errors
given are the standard error of the mean. . . . . . . . . . . . . . . . . . 70
3.4 Comparison of parameters used to generate the mock step function com-
pared to the mean values obtained by MATLAB fitting to the sum of the
mock step function and background noise measured for different numbers of
averages during image acquisition. Errors given are the standard deviations
on the distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
3.5 Table comparing fit parameters from steps with noise added from phase
images generated from differential DIC images with phase images generated
from normal DIC images. The DIC images were averaged over 1000 frames.
Measured values are averaged over 120 line profiles. Errors given are the
standard deviation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.6 Table comparing fit parameters from steps with noise added from phase im-
ages generated from DIC images taken when the polariser was operated in
sequence or was alternated during acquisition. The DIC images were aver-
aged over 800 frames. Measured values are averaged over 120 line profiles.
Errors given are the standard deviation. . . . . . . . . . . . . . . . . . . 75
3.7 Table comparing fit parameters from steps with noise added from phase
images generated from normal DIC images taken when the polariser was
operated in sequence or from differential DIC images taken when the po-
lariser was alternated during acquisition. The DIC images were averaged
over 400 frames. Measured values are averaged over 120 line profiles. Errors
given are the standard deviation. . . . . . . . . . . . . . . . . . . . . . . 76
3.8 Table showing the consistency in mean bilayer thickness measured for three
independent polariser calibrations, A, B and C. . . . . . . . . . . . . . . 78
– ix –
A.1 Table fatty acid distribution of chicken egg sphingomyelin according to the
manufacturer. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
A.2 Descriptions of the various phospholipid species mentioned in this
work, including the fatty acid tails, the main So to Ld phase transition
temperatures (Tm) and reported values of the refractive indices. . . . 131
D.1 Image acquisition parameters for qDIC phase and contrast images. . . . . 143
D.2 Parameters used in the qDIC global minimisation for each figure. . . 144
D.3 Image acquisition parameters for fluorescence images. . . . . . . . . . . . 144
– x –
List of Acronyms
AOM acousto-optic modulator
AFM atomic force microscopy
CCD charge-coupled device
Chol ovine wool cholesterol
CMOS complementary metal-oxide-semiconductor
DIC differential interference contrast
DW distilled water
DHM digital holographic microscopy
DC15PC 1,2-dipentadecanoyl-sn-glycero-3-phosphocholine
DMPC 1,2-dimyristoyl-sn-glycero-3-phosphocholine
DOPC 1,2-dioleoyl-sn-glycero-3-phosphocholine
DOPE 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine
DPPC 1,2-dipalmitoyl-sn-glycero-3-phosphocholine
ESM chicken egg sphingomyelin
FMM Fluid-Mosaic Model
GIF green interference filter
GUV giant unilamellar vesicle
HPLC high performance liquid chromatography
IUPAC International Union of Pure and Applied Chemistry
LUV large unilamellar vesicles
OWLS optical waveguide lightmode spectroscopy
PBS phosphate buffered saline
PC phosphocholine
PSF point spread function
– xi –
PTFE polytetrafluoroethylene
SLB supported lipid bilayer
SANS small-angle neutron scattering
SNR signal-to-noise ratio
SPR surface plasmon resonance
SUV small unilamellar vesicles
TopFluorPC 1-palmitoyl-2-(dipyrrometheneboron difluoride)undecanoyl-sn-glycero-
3-phosphocholine
Tm main phase transition temperature
QCM-D quartz crystal microbalance with dissipation monitoring
qDIC quantitative differential interference contrast
Vpp peak-to-peak voltage
– xii –
Abstract
Supported lipid bilayers are one of the most commonly used model membrane sys-
tems, studied with a wide variety of different techniques. One family of microscopy
techniques is quantitative phase imaging, which measures the phase shift of light
passing through a sample. This phase shift is determined by a sample’s thickness
and refractive index, and so the phase information provides meaningful structural
information about the sample. Here, we seek to investigate how a relatively new
form of quantitative phase imaging, quantitative differential interference contrast
(qDIC), can be used to further the study of supported lipid bilayers.
Of particular interest is the thickness of the supported bilayer, since this is
an important parameter which can affect protein-membrane interactions. Given a
known refractive index of the bilayer, the thickness can be extracted from the phase
information. Using literature values for the refractive index of lipids we obtain
thickness values which are in good agreement with those in the literature obtained
using other techniques. We show that qDIC can detect differences in the thicknesses
of supported bilayers of less than one nanometre, revealing that the hydrophilicity
of the glass support causes significant reductions in the thickness of the supported
bilayer in closest contact with it, and that this effect is modulated by the choice of
fluorophore and the degree of coverage at the surface.
Another application of qDIC is in the study of the supported bilayer phase
behaviour. We use qDIC to study the main phase transition during cooling from
the solid-ordered to liquid-disordered phase, and measure thickness changes which
take place during the transition. We also show that qDIC can be used to image
liquid-liquid phase coexistence, with the liquid-ordered phase distinguished from
the liquid-disordered by its greater optical thickness, and we measure the difference
in thickness between these phases.
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Chapter 1
Background
This chapter will provide the theoretical background necessary to understand and
contextualise the results that will be presented in later chapters. First, the functions
and biological significance of the cell membrane will be discussed in Sec. 1.1, and a
short history of the study of the cell membrane will be given. Next, in Sec. 1.2,
the model membrane systems that are used to investigate the properties of the cell
membrane will be introduced, and the different phase states that are observed in
model membranes will be explained. Particular emphasis will be given to supported
lipid bilayers, since these are the focus of the experimental chapters of this thesis.
Once the applications, advantages and limitations of supported lipid bilayers
have been explained, several of the techniques commonly used in the literature for
studying supported bilayers will be compared in Sec. 1.3. This leads to the introduc-
tion of the quantitative differential interference contrast technique in Sec. 1.4. This
section will first discuss the theory behind normal DIC imaging, and then move on
to explain how ordinary DIC images can be used to create reconstructed phase maps
by Wiener filtering.
1.1 The Lipid Bilayer
One of the defining features of every living cell is the cell membrane, which forms
the boundary between the cell and its exterior. The cell membrane is a roughly 5
nm thick, semi-permeable barrier which partitions the machinery of the cell from its
surroundings, providing protection against the external environment and allowing
the cell to optimise its internal conditions and maintain homoeostasis. The impor-
tance of cellular membranes is underscored by the fact that the most basic division
of living organisms - into eukaryotes and prokaryotes - is based on the presence or
absence of membranes internal to the cell. Eukaryotes use membranes for a wide
assortment of different purposes, including subdividing the cell interior into addi-
tional subcompartments such as the nucleus, mitochondria or chloroplasts, acting
as sites for protein synthesis or modification as in the endoplasmic reticulum or the
Golgi apparatus, and for the transport of material into or out of the cell in enclosed
membrane sacks called vesicles.
To effectively perform all these functions, there are a wide variety of different
physical requirements that cell membranes must meet; they must be flexible enough
that they can assume whatever shape is required by the cell; they must be strong
enough that they do not rupture under the mechanical forces experienced during
typical cell processes such as movement, mitosis and spreading; and they must be
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Hydrophilic head Hydrophobic tails
Figure 1.1: An example phospholipid molecule, POPC (see AppendixA for an explanation
of lipid nomenclature), which has one saturated and one unsaturated hydro-
carbon chain, making it typical of the phosphocholine molecules that are found
in the cell membrane [6].
stable against the various different environmental conditions in which the cell might
find itself. These physical requirements come in addition to a range of biochemical
requirements, such as impermeability to ions and large molecules, and the ability to
host proteins used for cell signalling or other processes.
The only biological material with all the required properties is the lipid bilayer.
Lipid bilayers are formed from two antisymmetric sheets (referred to as ‘leaflets’)
of special lipid molecules which are described as being amphiphilic. Amphiphilic
molecules are those which have both hydrophilic groups (polar regions which can
interact via hydrogen bonding or electrostatic interactions with other polar regions)
and hydrophobic groups (non-polar regions which incur a strong entropic penalty
when surrounded by polar molecules [1]). While there are many different amphiphilic
lipids in the cell, the most common such lipids in the lipid bilayer are those made up
of a large hydrophilic ‘head’ group attached to two hydrophobic long-chain fatty acid
‘tail’ groups. When in water, hydrophobic and hydrophilic interactions [1] drive such
lipids to spontaneously self-assemble into a bilayer arrangement [2]. The hydrophilic
headgroups orient themselves outwards, facing the aqueous environment, while the
hydrophobic fatty acid tails are expelled from the aqueous medium, resulting in
them being oriented facing towards each other in the bilayer interior.
These simple hydration interactions give the bilayer its vital biological properties.
For instance, the energetic penalty associated with exposing the hydrophobic bilayer
interior to water serves to prevent rupture and quickly reseals any small pores should
they occur, helping to maintain cell integrity. Further, the lipid bilayer is permeable
to small, uncharged molecules such as oxygen [3] and carbon dioxide [4], enabling
these molecules to diffuse in and out of the cell unhindered, while the hydrophobic
core also renders the lipid bilayer impermeable to ions [5] due to their charge and
hydration shell in water. This is particularly important, since it not only helps the
cell maintain the required internal conditions, but it also allows the flow of ions across
cell membranes to be controlled, which is essential for many cellular processes such
as neural signal propagation, muscle contraction and relaxation, and ATP synthesis.
Cell membranes contain a large variety of different lipid species, and the major
constituents can be grouped into a few basic categories. The majority component
of the lipid bilayer are phospholipids [6], to the extent that cell membranes are also
referred to as phospholipid bilayers1. Phospholipids consist of a hydrophilic phos-
1Since there are a wide variety of other lipids which are important to cell membrane function,
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Figure 1.2: An illustration showing a) the chemical structure of a sphingosine molecule, to
which fatty acids are attached at the amine group to form ceramides, and b)
palmitoyl sphingomyelin. Sphingomyelins are similar to ceramides, but with a
phosphocholine headgroup attached at the end hydroxyl group. Cholesterol,
the most common sterol in mammalian cells is shown in c).
phate head attached to two fatty acid tails by a glycerol backbone. Several different
phosphate heads exist (phosphocholine, phosphoethanolamine, and phosphoserine
for example), each with different molecular sizes and charge distributions, leading
to phospholipids with distinct physicochemical properties. These heads may be cou-
pled with any two of a multitude of different possible fatty acid tails, giving rise
to the huge number of different possible phospholipids which are present in nature.
Analysis of human plasma revealed the presence of 160 separate phospholipid species
[7]. An example of one possible phospholipid molecule is shown in Fig. 1.1.
Sphingolipids are another major component of cellular membranes, and are sim-
ilar to phospholipids in that they have both a relatively large hydrophilic head and
long hydrophobic hydrocarbon tails. The key difference is that rather than glycerol,
sphingolipids have a sphingosine backbone (shown in Fig. 1.2a). Various different
fatty acids may be attached to the amine group, though unlike phospholipids which
tend to have one saturated and one unsaturated chain, in sphingolipids the amine
group tends to be linked to long all-saturated chains, 16 to 32 carbons in length [6].
While they make up a smaller proportion of total membrane lipid content, biological
sphingolipids are even more diverse than phospholipids, with human plasma contain-
ing over 200 different sphingolipids. Sterols, such as cholesterol shown in Fig. 1.2c,
are another major component of cell membranes [6, 8]. Sterols differ considerably
from sphingolipids and phospholipids, in that they are only weakly hydrophilic, with
a singe hydroxy group being the only polar region in their otherwise hydrophobic
structure.
Even though science now has a reasonable understanding of membrane composi-
tion and structure, much of this knowledge was not acquired until relatively recently.
For example, while the existence of the cell has been known since 1665, the idea that
the more general term ‘lipid bilayer’ will be used here.
– 3 –
1.1. The Lipid Bilayer
there existed a barrier at the periphery of animal cells was not universally accepted
until the 1920’s [9]. This was largely due to technological limitations; although the
thick protein cell wall around plant cells and bacteria was easily visible using early
microscopes [9], the technology to detect the nanometre scale cell membrane was
not available until the 20th century. Even after experimental evidence that the cell
membrane was a lipid bilayer was obtained in 1925 by Gorter and Grendel (when
they observed that the area of cell membrane lipids spread over an air-water inter-
face was double the surface area of the original cells [10]), doubts persisted, and
the lipid bilayer has only been fully accepted as the fundamental unit of the cell
membrane since the late 1960’s [11].
The full significance of lipid bilayers was not appreciated for some time after
this, as historically membranes were viewed as inert structural components of the
cell, which acted simply as barriers, or as scaffolds for the proteins which were
responsible for the true biological functionality of the cell. Gradually, this view has
been changing, and the full biological significance of the lipid bilayer appreciated
more. It is now known that different cellular organelles have different, precisely
controlled lipid compositions [5, 6], suggesting that the specific lipid composition
of organelle membranes is important to their function. Examples of membrane
lipids with specific biological functions include certain membrane phospholipids with
the phosphatidylinositol headgroup which are known to regulate the dynamics of
the actin cytoskeleton [12], and ceramides which have been shown to have roles in
signalling pathways relating to cell death and autophagy [13]. In addition to these
biological roles, it has been established that the physical and chemical properties of
cellular membranes are themselves extremely important, and their disruption can
have extremely damaging effects on cells [5].
The importance of the lipid membrane is underscored by an increasing awareness
of the interplay between the lipid composition of the cell membrane (the so-called
lipidome) and a wide array of different diseases [5, 7]. For example, in patients
infected with the Ebola virus, numerous differences in the proportions of membrane
lipids circulating in blood plasma were observed between patients that survived
infection and patients that died [14]. Changes in the lipid composition of the cell
membrane are associated with the progression of many cancers, as lipids modulate
signalling events resulting in increased tumour proliferation and metastasis [15].
Additionally the lipidome of the prefrontal cortex of the brain changes with age, and
is different in individuals with schizophrenia, autism and Down syndrome, with the
latter two appearing similar to a young brain lipidome, while the former appears
closer to an ‘old age’ lipidome [16], suggesting an important connection between
the physical and chemical properties of cellular membranes and brain function. A
complete understanding of these diseases therefore requires an understanding of the
cell membrane.
In the context of the wide range of biological processes to which the physico-
chemical properties of the cell membrane are connected, the need to understand the
properties of the lipid bilayer is clear. However, the study of lipid membranes is
relatively recent, and views have changed considerably over time. One of the most
important steps in understanding the properties of the cell membrane was the devel-
opment of the Fluid-Mosaic Model (FMM), first presented by Singer and Nicholson
in 1972 [17]. In this model, shown in Fig. 1.3, the membrane is formed from a fluid
matrix, consisting primarily of a phospholipid bilayer in which membrane proteins
may be on either side of the membrane, and span either the full width of the bi-
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Figure 1.3: Figure showing the Fluid-Mosaic model of the cell membrane, as presented in
1972 by Singer and Nicholson [17].
layer (transmembrane proteins), or only part of the bilayer (peripheral membrane
proteins). The bilayer itself behaves as a two-dimensional fluid, with membrane
components free to diffuse within the plane of the membrane, and is laterally homo-
geneous, with all the different lipid components evenly distributed across the area
of the cell membrane.
While the FMM remains highly influential, the limitations of this simplistic
picture soon began to emerge. Within a decade after the FMM was published,
new experimental evidence suggested that there were regions with distinct levels of
molecular order within the cell membrane [18]. This led to the development of the
theory that the membrane is laterally segregated into different domains with distinct
properties, in sharp contrast to the FMM’s image of the cell membrane as essentially
homogeneous. In the cell membrane these domains are enriched in cholesterol and
sphingolipids, as well as other lipids with saturated hydrocarbon chains, and are
believed to be more rigidly ordered and solid-like than their surroundings. A popular
analogy is that these solid-like regions are ‘floating’ on the ‘sea’ of surrounding fluid
phase lipids, and for this reason they are therefore commonly referred to as lipid
rafts2.
These lipid rafts have attracted considerable attention, as they are thought to be
a key mechanism by which the lipid bilayer can influence biological processes. Lipid
rafts are believed to have a significant role in signalling across the cell membrane
[19]; in the immune response for example, ordered domains form around activation
sites of the T-cell receptor [23] during T-cell activation. Additionally, many proteins
2Strictly speaking, the original term ‘lipid rafts’ has been officially deprecated in favour of the
term ‘membrane rafts’ [19]. However, since the term lipid rafts remains in widespread use in the
literature [20, 21, 22], that is the term that shall be used here.
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involved in cancer have been found to be associated with lipid rafts [21]. Beyond cell
signalling, the phase boundaries between lipid rafts and the surrounding disordered
phase have been implicated as sites of attack by viral proteins [22].
While considerable progress has been made regarding possible functions of lipid
rafts, studying rafts still presents considerable challenges, as they are far too small
to be imaged directly within the cell membrane. A typical cell membrane domain
has a lateral size of approximately 10 - 200 nm [19, 24], and lifetimes often in the
millisecond range [24]. Conventional optical microscopy, the oldest and most well
established tool for the study of cellular biology, tends to have a maximum lateral
resolution on the order of hundreds of nanometres, and requires many milliseconds
for high quality images to be taken, which renders it incapable of imaging lipid
domains [2]. Even with super-resolution techniques, the reliable measurement of
cell membrane rafts is extremely challenging [25]. Other high-resolution techniques
such as electron microscopy have the required resolution [26], but require cells to be
fixed, which will cause changes to bilayer organisation [25].
Because of these difficulties, early experiments identified putative lipid raft com-
ponents indirectly, based on their solubility in Triton X-100 detergent at 4°C [2, 27].
Membrane material is exposed to the detergent, and then centrifuged to separate
detergent-soluble and detergent-insoluble fractions [2, 27]. Non-raft components of
the membrane were believed to be soluble in non-ionic detergents, while the lipid
and protein components of the rafts were insoluble due to the tight packing of the
lipid acyl chains in rafts [28]. Eventually however, this was determined to be an
unreliable means of identifying raft components [19], and the very existence of rafts
came under question [27]. This episode underscores the importance of alternative,
more direct methods of studying the biophysical properties of lipid rafts.
1.2 Model Membranes
Efforts to study biological membranes in situ are faced with considerable obstacles.
In living cells, protein and lipid material is continually being trafficked to and from
the membrane in response to external stimuli, making it difficult to disentangle
the inherent biophysical properties of the lipid bilayer from the dynamic biological
responses of the cell to its environment. Cell membranes can also have complex
topographies that can frustrate the interpretation of images [25]. Additionally, the
cell membrane is not an isolated system, it is coupled to the extracellular matrix
[25] and an underlying protein meshwork called the cytoskeleton [12, 25] which can
significantly influence the behaviour of lipids in the cell membrane [21], for example
by promoting the formation of ordered regions of the cell membrane [23].
An alternative to studying biological membranes directly is to use model mem-
brane systems that recreate many of their key properties. In the previous section we
discussed the wide variety of different phospholipids that are present in cell mem-
branes, along with different sphingolipids and sterols. In spite of this plethora of
different membrane lipids found in each cell, such compositional diversity is not
necessary for lipid bilayers to form. It is actually possible, and in many cases more
informative, to create bilayers from as little as one appropriately chosen lipid species.
This is done purely artificially, without needing to start from biological membranes
at all, by exploiting the inherent self-assembly property of the amphiphilic lipids
[2, 25].
These model membranes have long been a major asset in the effort to better
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Figure 1.4: An illustration showing the arrangement of lipids in the Ld, So, and Lo phases,
taken from Eeman and Deleu [2].
understand the properties of the cell membrane. Indeed, artificial lipid bilayers were
first created before the structure of the cell membrane was fully understood, and
ultimately helped inform the creation of the FMM [9]. Later, it was comparisons of
the behaviour of cell membranes with model membranes that led to the development
of the lipid raft hypothesis [18]. By carefully choosing the lipid composition, artificial
membranes have been designed with well-defined properties, chosen to facilitate
explorations into specific aspects of membrane behaviour.
For example, as previously mentioned, many particular lipid species have been
identified as having specific biological roles, which depend on both the headgroup and
the fatty acid chains [14]. Model membranes with controlled compositions provide
excellent tools for exploring these roles, by enabling the functions of each of these
lipids to be individually explored. This is done, for instance, in studies into how
phosphoinositides help regulate actin binding proteins at the cell membrane [12],
how sphingomyelin affects membrane associated aggregation of Alzheimer’s disease
proteins [29], or experiments into how specific sterols influence membrane bending
rigidity [8].
In addition to helping further the understanding of the cell membrane, the ver-
satility of artificial membranes means they are increasingly being touted for other
potential uses. One example is for biosensors, which look for the presence of an
analyte (such as a protein, toxin or sugar) by detecting at changes in membrane
properties in response to the analyte interaction with the bilayer [30, 31]. Bilayers
have also been used as sensors for non-biological material, such as for the measure-
ment of the temperature profile around photothermally heated gold nanoparticles
[32]. Synthetic membranes are also being investigated as possible vectors for drug
delivery that are intrinsically biocompatible [30], with the additional benefit that
control over the chemical composition of the membranes enables a wide array of
different release mechanisms [33].
One area for which the development of model membrane systems has been a con-
siderable advantage is in the understanding of membrane phase behaviour. In a lipid
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bilayer formed from only a few lipid components, the phase behaviour is relatively
straightforward. When only a single phospholipid species is present, the bilayer
will undergo transitions between states with characteristic molecular arrangements
at known temperatures. The states that lipid molecules can form depend on the
properties of the headgroup and the tails, as well as the external conditions such as
hydration, temperature and pressure; the phospholipid DOPE for example can form
five distinct lipid phases under different conditions [34].
While different species of phospholipids can arrange themselves into wide variety
of different configurations [33, 35], the most biologically relevant phospholipid phases
are the lamellar phases, in which the lipids are arranged in the bilayer structure
described in Sec. 1.1. At normal temperature and pressure, model lipid bilayers
formed from a single lipid component tend to exist in one of two such phases, either
a fluid phase (henceforth referred to as a ‘liquid-disordered’ or Ld phase), or a gel
phase (also known as the ‘solid-ordered’ or So phase). Bilayers will transition from
the So phase to the Ld phase when the temperature is raised above a species-specific
transition temperature (Tm). The importance of these two states is such that the
transition between the So phase and the Ld phase is often referred to as the main
phase transition [36].
There are considerable structural differences between these two phases, as shown
in Fig. 1.4. In the Ld phase there is no long-range order in the bilayer. The hydro-
carbon chains are not aligned, and the lipids are free to move within the plane of the
membrane. The phase state of the cell membrane as described in the Fluid Mosaic
Model is a homogeneous Ld phase. In the So phase, the lipids in the bilayer are more
closely packed (by up to 25% relative to the Ld phase [37]), with a corresponding
increase in bilayer thickness. The individual lipids are arranged in a tight triangular
lattice arrangement, with their hydrocarbon chains elongated and oriented in paral-
lel with each other, so the So phase has long range order. This increase in packing
density causes a corresponding reduction in the mobility of lipids in the So phase,
with in-plane diffusion constants several orders of magnitude lower than in the Ld
phase [2], as well as a reduction in bilayer elasticity [38].
The exact main phase transition temperature of a particular lipid is dependent
on both the length and degree of unsaturation of the hydrocarbon tails. More un-
saturated lipids have a lower phase transition temperature [37] because the carbon-
carbon double bonds create ‘kinks’ in the hydrocarbon chain, making it harder
to achieve the tight chain alignment characteristic of the So phase [5]. Conversely,
longer chains are associated with increasing phase transition temperature [36]. Longer
chains also lead to the creation of subtransitions within the So phase, in which the
angle of the aligned So phase hydrocarbon chains changes (from about 35° [39]) to
become parallel to the bilayer plane [36] when heated. Phospholipid headgroups can
also effect transition temperature; in some cases, the main phase transition can be
up to 20 °C apart for lipids with identical hydrocarbon chains [37].
Before the advent of the lipid raft hypothesis in the 1980’s, the cell membrane
was considered to be exclusively in the Ld phase, and this is still considered to be
the natural state of most of the membrane. However, biological membranes are not
composed exclusively from one phospholipid species like the models discussed above,
and so their phase behaviour is somewhat more complex. A major component of the
cell membrane is cholesterol, which comprises up to 50% of the total lipid fraction
of the mammalian plasma membrane [2, 25]. Cholesterol, as shown in Fig. 1.2c,
is structurally distinct from phospholipids, and is comprised of four hydrocarbon
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rings with a short acyl chain on one end and a small hydrophilic hydroxyl group on
the other. While cholesterol does not form bilayers on its own, it can insert into
phospholipid bilayers, and can strongly modify their phase behaviour.
Much of the knowledge about the effect of cholesterol on membrane phase be-
haviour is derived from experiments on model systems. When in artificial bilayers
containing lipids with saturated hydrocarbon chains, unsaturated chains and choles-
terol, cholesterol preferentially interacts with the saturated chain lipids, and causes
them to separate from the rest of the lipid mixture. Cholesterol induces a local
ordering of the saturated hydrocarbon tails reminiscent of the So phase, even as
the ability of lipids (and proteins) to diffuse laterally remains close to that of the
Ld phase [27]. This intermediate phase is therefore called the ‘liquid-ordered’ (Lo)
phase, and is shown in Fig. 1.4. Because the lipid rafts in biological membranes
discussed in Sec. 1.1 are enriched in cholesterol and saturated chain lipids such as
sphingomyelins, the Lo phase is generally considered to be the phase of the raft
domains, though this is not yet universally accepted [19].
The strong interaction between cholesterol and saturated chain lipids is the result
of cholesterol’s small hydrophilic region. The large hydrophobic rings of cholesterol
make it insoluble in water, but its amphiphilic nature allows it to insert into the
membrane, with its hydrophilic region aligned with the heads of the surrounding
lipids, and its hydrophobic rings positioned next to the hydrocarbon tails. How-
ever, with only the small hydroxyl group to shield it from the aqueous medium,
it experiences a higher energetic penalty associated with contact with water than
the surrounding phospholipids do. It is for this reason that cholesterol cannot form
bilayer structures on its own [40].
To overcome this penalty, contact between cholesterol and the aqueous medium
is minimised by a condensation of the neighbouring phospholipid or sphingolipid
molecules around cholesterol, such that their larger hydrophilic heads reduce choles-
terol’s contact with water [40]. This picture is therefore sometimes described as the
‘umbrella’ model. Saturated chains make association with cholesterol easier because
the straightness of the chains allows for a closer lipid packing than is possible with
unsaturated chains (which have kinks along the length of the chain [40]); this is due
to the fact that the chains themselves take up a smaller volume, analogous to the
spacing of the trunks of trees in a stone pine forest compared to those in a mangrove
forest.
Cholesterol has particularly strong interactions with sphingolipids (shown in
Fig. 1.2) due to hydrogen bonding with the sphingosine backbone [41]. Therefore,
in mixtures containing cholesterol, a sphingolipid and a phospholipid, the choles-
terol will preferentially associate with the sphingolipids, even if the phospholipid
has saturated chains [41]. This results in ordered domains enriched in cholesterol
and sphingolipids, separate from the surrounding phospholipid rich Ld phase, and
so is highly reminiscent of the lipid rafts observed in biological membranes. Model
membranes therefore offer the opportunity for direct investigation of the properties
of lipid rafts, and so have been an essential part of efforts to understand lipids rafts
since the very beginning of the raft hypothesis. Indeed, the discovery of the Lo
phase in model membranes actually predates the raft hypothesis, and was highly
influential in its development [27].
In particular, the ability to precisely control bilayer composition in model mem-
branes has proven to be an enormous benefit to the study of lipid rafts. As discussed
earlier, the nanometre scale of the lipid rafts [19] and their extremely short lifetimes
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BA
Figure 1.5: A cross section illustration showing the arrangement of lipids in A) a unilamel-
lar vesicle, and B) a supported lipid bilayer. Illustrations are not to scale.
[25], make direct imaging of these rafts in cellular membranes almost impossible.
In contrast, in model membranes, specific lipid compositions can be chosen which
produce micron scale Lo domains which are stable over timescales of hours or longer,
making them easily visible using traditional forms of microscopy, while at the same
time having compositions extremely similar to those of biological rafts. Further-
more, control over bilayer composition also enables precise control over the physical
and chemical properties of these domains, such as their thickness relative to the
surrounding Ld phase [22, 42], allowing the physiologically important properties of
rafts to be identified.
We have now described how the chemical composition of model membranes can
be controlled to suit the needs of the experiment, and how the phase behaviour
of model membranes is simplified compared to the case of the cellular membranes.
However, we have not yet discussed the precise nature of the model membranes
themselves. In fact, there are many different types of model membranes that have
been developed over the last 60 years, all with particular advantages and disadvan-
tages. One of the oldest model lipid bilayer systems is the black lipid membrane,
developed in the early 1960’s [26]. The black lipid membrane consists of a free stand-
ing bilayer formed over an aperture which may be millimetres in diameter [43]. Use
of this model system has declined over time, largely due to fragility of membranes
prepared in this way [43, 44], but also due to other limitations such as retention of
solvents within the bilayer structure [26, 44].
Unilamellar vesicles are a common model system3, shown in cross section in
Fig. 1.5A. In unilamellar vesicles, the lipid bilayer is curved into a spherical arrange-
ment, which can range in size from small (SUVs, below 100 nm in diameter), large
(LUVs, 0.1 - 1 µm in diameter) and giant (GUVs, 1 - 100 µm in diameter) [30, 44].
The most widely used of these are the GUVs. They have the advantages of hav-
ing a level of curvature comparable to biological cells, and have enclosed internal
environments which may be distinct from the outside. High yields of vesicles can
be formed easily from thin films of randomly arranged lipid molecules in aqueous
solution by the application of an electric field [44, 45] (for LUVs and GUVs) or by
either sonication [46] or extrusion [32] (for SUVs).
Probably the only other model system that shares the ubiquity of unilamellar
vesicles is the supported lipid bilayer (SLB). In SLBs, the lipid bilayer is formed
over a solid substrate, separated by a hydration layer around 1 -2 nm thick [20, 47],
as shown in Fig. 1.5B. Typically SLBs are formed on glass [48, 49] or mica [37,
3Some have objected to the use of the term ‘vesicles’ to describe spherical artificial membranes,
believing that this term should be reserved for biological structures only. However, the term vesicle
is dominant in the literature over alternatives such as ‘liposome’ and so will be used here.
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50], however a wide variety of different substrates can be used for preparing SLBs,
including quartz [48, 49], thermally oxidised silicon wafers [48, 50, 51], titanium
dioxide [51], and gold [52], among others [50]. The widespread adoption of SLBs
is in large part due to the fact that they are straightforward to produce using an
assortment of different techniques, large in size, and stable over long time scales
(SLBs in the So phase are stable for several months after preparation).
While GUVs might appear to be the more biologically relevant case due to the
fact that they are free floating and have curvature, SLBs do have a number of ad-
vantages over GUVs. Firstly, the fact that the membrane is adhered to the surface
eliminates problems with lateral movement of membranes inherent to imaging GUVs
in solution [45]. Furthermore, greater freedom over the surrounding aqueous solu-
tion is possible with SLBs, as SLBs can be easily prepared in media with high ionic
strength that approximates that found around cells. In contrast, this is extremely
difficult with GUVs due to the interference of ions with the electroformation tech-
nique generally used for GUV preparation [44]. When curvature is required, SLBs
can even be formed on special curved substrates to provide curvature comparable
to that of vesicles [53, 54].
Since their development over thirty years ago by Tamm and McConnell [48],
SLBs have proven to be an immensely powerful tool for studying the biophysical
properties of lipid membranes, and have been used for a wide range of different
bilayer studies. To give just a few examples, SLBs formed on deformable substrates
have been used to show the shape transformations bilayers undergo in response
to mechanical stress [46], and patterned substrates have been used to explore how
curvature influences domain formation [54]. Experiments on SLB stacks have been
used to measure structural changes in the bilayer in different phases [39], while
single SLBs showing liquid-liquid phase coexistence have been used to explore the
interaction of viral proteins with Lo phase domains [22].
Over the years, multiple different techniques have been developed for the prepa-
ration of SLBs, but the most common is vesicle fusion. In this technique, a hy-
drophilic surface is immersed in a solution containing SUVs. The SUVs rupture
following contact with the hydrophilic substrate, forming a large, continuous unil-
amellar film by one of two mechanisms. In the first, individual SUVs deform to
maximise contact with the hydrophilic support, eventually causing them to rupture
leaving small patches of lipids [49], which, due to the large number of individual
rupture events, soon results in the entire surface being covered with a single sup-
ported bilayer. GUVs can also be used in this manner, though this is usually done
with the intention of producing isolated bilayer patches rather than a continuous
SLB. In the second mechanism, the vesicles adhere to the hydrophilic surface, but
do not rupture until the entire surface is covered with SUVs, whereupon they fuse
to form a unilamellar film [49].
The oldest techniques for SLB preparation are Langmuir-Blodgett and Langmuir-
Schäfer deposition, both of which involve depositing individual monolayers onto a
surface, one at a time, in order to form the bilayer [48]. While these are much more
technically complex than vesicle fusion, these methods have the unique advantage
of enabling the creation of asymmetric SLBs, where the lipid composition of the
lower (support facing) leaflet and the upper (facing away from the support) leaflet
are different. These SLB therefore more closely reflect the biological case where the
cytoplasmic and extracellular faces of the bilayer have differing lipid compositions
[2, 6].
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A much more recent technique for forming supported bilayers is by spin coating
[55], in which a solution of lipids is deposited on a rotating hydrophilic surface to
spread the lipids evenly across the surface. The hydrophilic surface causes the lipids
closest to the surface to orient with their polar headgroups pointing towards the
support and their hydrophobic tails pointing away, forming a lipid monolayer. A
layer of lipids above this then orient themselves with their tails facing the tails of the
first monolayer, with additional monolayers then forming one on top of the other
in an alternating orientation [56], with heads facing heads and tails facing tails
to produce a stack of dry monolayers. Upon hydration of the surface in aqueous
solution, any exposed hydrocarbon tails become energetically unfavourable, causing
the stack of monolayers to rearrange into a stack of bilayers.
This method has the advantage of being fast, and enables the easy production
of stacks of multiple lipid bilayers, with the number of bilayers in the stack being
controllable simply by adjusting the concentration of the lipid solution. Although
multilamellar bilayer stacks can be produced using unilamellar vesicle rupture tech-
niques [54], this is a far more complex process than spin coating, and would not be
practical for very large numbers of stacked bilayers. The ease with which multilamel-
lar SLBs can be produced with spin coating represents another advantage of SLBs
over vesicle-based model systems. While multilamellar vesicles can be produced [44],
the number of bilayers within each vesicle is difficult to control and not always imme-
diately clear by inspection [45]. Such multilamellar vesicles are generally produced
as an unwanted by-product of the vesicle preparation.
A major difference between the SLBs produced by spin coating and those of
other techniques is the number of defects (holes) in the bilayer. While Langmuir
deposition and vesicle rupture tend to produce SLBs with very few defects, large
holes of tens or even hundreds of microns are often present in spin coated bilayers
[55]. Although some spin-coating protocols can form defect-free bilayers [56], such
defects may in fact be an advantage in some contexts. For instance when obtaining
topographic maps of the bilayer, defects allow a measurement of the separation
between the upper surface of the bilayer and the glass support [20].
A complication in the use of SLBs is the strong influence of the preparation
procedure on the properties of the bilayer. It is known for instance that the specific
preparation technique can change the bilayer phase behaviour, as bilayers prepared
one leaflet at a time as in the Langmuir-Blodgett or Langmuir-Schäfer methods can
produce separate, non-overlapping ordered domains in the upper and lower leaflet,
while SLBs formed using vesicle fusion techniques always form domains which are
symmetric in both leaflets [47]. However, even within the same technique the bilayer
can be sensitive to a wide array of different factors. For the case of SLBs formed
by vesicle rupture for example, solution pH, ionic strength, temperature and the
substrate material [56] all influence the outcome.
However, the main difference between SLBs and biological membranes is their
proximity to the support. While once it was assumed that the hydration layer
insulated the bilayer from the influence of the support, it is now accepted that
interactions between the bilayer and the substrate can perturb bilayer properties
in a number of ways. One of the clearest examples of a lipid-substrate interaction
is the reduced lipid mobility in SLBs. The diffusion constant of lipid molecules in
SLBs is reduced to between one third and one half of that of free standing bilayers
by the support [49]. Additionally, not only can the diffusion constant in SLBs be
different to free standing bilayers, but it can actually be different between the upper
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and lower leaflets of the SLB. Due to its closer proximity to the substrate, the
lower leaflet has a significantly reduced diffusion constant compared to the upper
leaflet [50]. The influence of this lipid-substrate interaction can be clearly seen on
patterned substrates, where individual lipid molecules can actually become confined
in compartments which reflect the patterning of the support [51]. Such patterning
can also affect the localisation of Lo domains within the SLB [49].
While SLBs continue to be a popular model system with which to study bilayer
phase behaviour [22, 37], it is now known that this too can be strongly influenced
by the support. For example, it is now understood that the support suppresses
the main So to Ld phase transition temperature [47], and on mica substrates, the
strength of the interaction is high enough to cause the phase behaviour of the two
bilayer leaflets to become decoupled. In decoupled bilayers, the phase transition
temperature of the two leaflets is separated by approximately 14 K [20], though this
splitting is itself affected by the temperature at which the bilayer was formed. For
SLBs prepared by vesicle rupture, the difference in transition temperature of the
two leaflets was reduced when the formation temperature was increased [20]. This
decoupling is a substrate dependent effect, and has not been observed on surfaces
such as glass for example. It has been suggested that the atomically flat nature of
mica enables greater interactions between the support and the bilayer [50], which
leads to the observed effects.
As the extent to which this interaction can influence the bilayer has become
better understood, some have argued that this limitation could in fact be interpreted
as a benefit. It is argued that since biological membranes might be considered to be
‘supported’ on the cytoskeleton, the supported bilayer model system could in some
respects be considered a more accurate representation of biological membranes [20].
However, while there are some similarities, such as how solid substrates [57] stabilise
Lo domains reminiscent of the cytoskeleton [23], this assumes that the low density
meshwork of the cytoskeleton is comparable in its influence on the bilayer to a solid
sheet of glass, mica, or silicon dioxide, for instance, which seems unlikely. Still,
a clear understanding of the interaction between bilayer and substrate may allow
the development of substrates which more accurately mimic the influence of the
cytoskeleton.
To overcome the surface interaction, various alternative SLB arrangements have
been developed. One alternative is the polymer cushion, which separates the bi-
layer from the support by means of a layer of hydrophilic polymer [31, 52, 53].
These hydrophilic layers have been shown to eliminate the shift in phase transition
temperature, resulting in transition temperatures identical to those of free floating
vesicles [53]. However, these systems do have limitations. Although the difference
in transition temperature is eliminated, the width of the phase transition is still
three times greater than in free-floating membranes. Additionally, while their dif-
fusion constants are the same in both leaflets, lipid diffusion may still be reduced
by approximately 30% [53] (though the effect of the polymer cushion on diffusion
is dependent on the choice of polymer [52]). These cushions also make preparation
of SLBs more difficult, requiring the use of either Langmuir-Blodgett or Langmuir-
Schäfer deposition [52].
Another alternative are tethered SLBs. Here, the lipids of the lower leaflet are
covalently attached to the substrate via a linker molecule [52]. Gold substrates are
common for example, and these use thiol linkers connected to the lipid headgroups
[52] to spatially separate the bilayer from the support. These systems also come
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with their own disadvantages. The covalent links between the lower leaflet of the
bilayer and the substrate naturally lead to a reduction in the diffusion constant in
the lower leaflet, which is dependent on the density of the linker molecules [52].
Also, the structure and functionality of these tethered bilayers strongly depend on
both the density and chemical structure of the tether molecules [52], meaning that
one unwanted influence may simply be traded for another.
So while there exist techniques to minimise the influence of the substrate in SLBs,
the effects of the binding the bilayer to a support cannot be eliminated entirely, and,
due to their numerous advantages, SLBs are likely to continue to be used as a model
system for the foreseeable future. As such, it is essential that the substrate effects
are properly understood to ensure the validity of the design and interpretation of
experiments performed on SLBs.
1.3 Studying SLBs
As previously mentioned, because lipid bilayers are only around 3 to 6 nm thick,
they are virtually invisible using a standard bright-field microscope. Early struc-
tural investigations on the cell membrane used electron microscopy [26], but this
precludes any investigation into the dynamic behaviours of the bilayer, as both scan-
ning and transmission electron microscopy require fixed samples. These limitations
have spurred researchers over the last fifty years to use a wide assortment of differ-
ent and complimentary techniques to better understand the biophysical properties
of the lipid bilayer.
One of the most widely used approaches to studying small structures in biology is
fluorescence microscopy. In fluorescence microscopy, structures that would ordinarily
be invisible are tagged with a fluorescent probe. These probes absorb photons of a
characteristic wavelength (usually in the visible range), resulting in the promotion of
electrons within the probe molecules to an excited state [33]. Upon relaxation, these
electrons then emit a photon of lower energy to return to the ground state [33]. The
lower energy of these emitted photons means that they have a longer wavelength than
the excitation. This difference in wavelength between the excitation and emitted
photons is called the Stokes shift, and it allows the emitted light to be separated
from the excitation light during imaging by means of an appropriate filter. Using
multiple probes allows different structures to simultaneously imaged by exploiting
the different excitation and emission wavelengths of each probe.
Fluorescence microscopy is widely used for the study of model membranes [58],
as the ability to control bilayer composition allows the incorporation of fluorescent
probe molecules directly into the bilayer structure. These fluorescent molecules are
often tagged to either the head or tail groups of phospholipids similar to those which
comprise the bulk of the membrane, or have acyl chains attached to give them a
structure closer to that of the phospholipids between which the fluorophore must in-
sert [58]. The inclusion of fluorescent molecules not only renders the approximately
5 nm thick lipid bilayer easily visible to conventional light microscopy, it also allows
for measurement of diffusion within the membrane, and, through the use of envi-
ronment sensitive fluorophores, can also measure bilayer hydration, viscosity and
polarity [18, 21, 59].
An inherent advantage of fluorescence microscopy when applied to the study of
lipid domains is that most fluorescently labelled molecules will preferentially segre-
gate into one of the two membrane phases. This segregation is driven by the degree
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to which the membrane probe disrupts the packing of the ordered phase [58]; fluo-
rescent probes with unsaturated chains, or with their fluorophores close to the lipid
headgroup thus tend to partition into the disordered phase, while probes that have
small fluorophores or fluorophores at the end of the lipid acyl chains are more likely
to prefer the ordered phase [58]. The tight packing of the ordered phase means that
the majority of probes enrich in the Ld phase. This segregation then allows the
two coexisting membrane phases to be distinguished by their different fluorescence
signals [21, 60].
Fluorescence imaging has significant limitations however. The first and most ob-
vious of which is photobleaching. There is an inherent limit to how long fluorophores
can be excited before they no longer fluoresce. Fluorophores in their excited states
may react with surrounding molecules [33], resulting in structural changes to the
fluorophore which prevent it from fluorescing further [61]. While this effect can be
utilised to gain information about the sample, for example in fluorescence recov-
ery after photobleaching experiments to measure diffusion within the membrane,
generally it simply limits the time over which samples can be usefully imaged.
Of most concern is the possibility that the fluorescent probes themselves might
affect the behaviour of the bilayer. It has been shown for example that excited states
of fluorescent probes can decay through non-radiative emission to triplet states,
which react with surrounding molecular oxygen to form reactive oxygen species [33].
These reactive oxygen species can then react with the bilayer, causing peroxidation
of membrane lipids [33], which alters the raft forming capacity of bilayers [57] and
disrupts lipid packing due to the addition of hydrophilic hydroperoxide groups [33]
to the normally hydrophobic hydrocarbon chains. Additionally, there is concern that
the inclusion of the fluorescent labels themselves may disrupt lipid packing [62], or
otherwise alter membrane behaviour [25, 32, 63]. These concerns motivate the search
for alternatives to fluorescent labelling, and for a more complete understanding of
how the inclusion of fluorescent labels can affect the bilayer.
The unique nature of SLBs as a model system fixed on a solid support makes
them amenable to study with a wide assortment of surface sensitive techniques that
would not be effective on free standing bilayers. This, coupled with the wide variety
of different surfaces on which SLBs can be formed has led to their study using
a plethora of different methodologies, each providing different information on the
properties of SLBs.
One example is quartz crystal microbalance with dissipation monitoring (QCM-D),
which measures changes in the acoustic vibrations of a quartz crystal in response to
the adhesion of material to the crystal surface. Unlike fluorescence, which is used
to image the features of bilayer samples, QCM-D collects data which is an average
over the whole crystal surface, to obtain information on the mass and viscoelasticity
of adhered material [63]. This is commonly used to study changes in the structure
of the SLB. Wang et al. for instance used QCM-D to elucidate the mechanism by
which antimicrobial peptides cause lysis of bacterial cell membranes by looking at
changes in the resonant frequency of the quartz crystal oscillation and the decay
rate of the crystal vibrations as the peptide begins to alter the membrane structure
[63]. QCM-D can also be used to study the mechanism of SLB formation by vesicle
rupture, as the transition from an adsorbed layer of SUVs to an SLB is detectable
by changes in resonant frequency [63].
Another group of surface sensitive methods look at changes in the evanescent field
near the substrate caused by the presence of the lipid bilayer, and, like QCM-D, take
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data which is an average over the entire surface of the sensor. One example is surface
plasmon resonance (SPR) microscopy, which is often used to study the interaction
of biological material such as proteins with lipid bilayers [64]. Another example is
optical waveguide lightmode spectroscopy (OWLS), in which a lipid bilayer is formed
on top of a waveguide, and the bilayer properties are extracted by looking at how the
intensity of light passing through the waveguide to a detector changes as a function
of in-coupling angle [65]. This technique has been used to simultaneously measure
changes in bilayer thickness and refractive index over the main gel-to-fluid phase
transition of DMPC bilayers [65]. Plasmon waveguide resonance combines elements
of both, using a thin metal layer with a waveguide for better signal-to-noise than
SPR, and has similar applications [29, 66].
X-ray and neutron scattering are other techniques which have been used for
the study of lipid bilayers. These techniques provide extremely fine detail on the
structural arrangement of lipid molecules [35], giving the ensemble averaged relative
positions of specific chemical groups within the bilayer structure with a precision well
below one nanometre [67], and have been used to observe structural changes in lipid
bilayers during phase transitions [34, 68]. They are, however, ensemble techniques,
which require stacks of hundreds of bilayers (or large numbers of vesicles [69]), and
so cannot be used for measuring the behaviour of a single supported lipid bilayer.
This, coupled with the immense technical complexity and associated cost of these
techniques, precludes their application to many types of experiment.
All these techniques are limited by the fact that the data they collect is an
average over the whole sensor surface, and so provide no information on the lateral
structure of the SLB. This means the data may be influenced by small defects in
the bilayer, which can be below the resolution of fluorescence microscopy [70] (which
is often used for checking the bilayers in these experiments [64]). The presence of
such defects would therefore limit the accuracy of these experiments if the data was
analysed assuming complete lipid coverage [64].
Another surface sensitive technique widely used for studying SLBs but which
does have a high lateral resolution is atomic force microscopy (AFM), which scans
a probe tip over a sample and measures the vertical displacement. This allows
topographic maps of single lipid bilayers to be created with sub-nanometre axial
resolution. AFM therefore makes different membrane domains readily visible, and
so has also been used to study the bilayer during the phase transition [37]. Another
application of AFM is force spectroscopy, which can provide mechanical information
on the bilayer [37, 38, 71]. AFM suffers from the limitation that the SLB heights
it measures also contain an unknown contribution from the hydration layer, and tip
indentation into the sample may also systematically influence the height measure-
ments [70].
One new possibility for studying SLBs is by quantitative phase imaging, a family
of optical microscopy techniques which measure the phase shift of light passing
through a sample by interferometry. Simply, light passing through an optically
dense object such a lipid bilayer will be slowed relative to light propagating through
air (which has a refractive index close to one), according to the equation v = c/n,
where n is the refractive index of the medium, and v is the phase velocity. The
result of this is that the light which passes through the sample acquires a phase
shift relative to light that bypasses the sample. The magnitude of this phase shift
is dependent on two parameters of the sample; its refractive index (the higher the
refractive index, the greater the effect on the light traversing the object), and the
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distance light travels through the sample (the greater the distance, the longer the
object can influence the light). The product of these is called the optical thickness
of the object. By interfering the light passing through the sample with a suitable
reference beam, the phase shift of light can be detected.
Exploitation of the phase behaviour of photons for imaging low contrast samples
is nothing new [72], with phase contrast microscopy and differential interference con-
trast (DIC) (also referred to as Nomarski interference contrast) microscopy having
long since been used as tools by biologists for label-free imaging of samples that
would be invisible or barely visible under normal bright-field microscopy [73]. The
distinguishing feature of quantitative phase imaging is that while the aforementioned
techniques use the phase information solely as means of generating contrast, quan-
titative phase methods seek to measure the precise phase shift of the light passing
through the region of interest, theoretically allowing quantitative information about
the structure of the sample to be obtained.
Several quantitative phase techniques have been applied to the study of lipid
bilayers. One such technique is digital holographic microscopy (DHM). In DHM,
laser light is split into two beams by a beam splitter; one beam, the sample beam,
is passed through the microscope objective and interacts with sample, while the
other, the reference beam, travels a distance with an optical path length which
is matched to that travelled by the sample beam as closely as possible. The two
beams recombine at a camera to generate an interference pattern from which the
phase information about the sample can be obtained. A simple application of DHM
has been to differentiate between Lo and Ld phases in SLBs [74], by exploiting
differences in the thickness and refractive index of the two phases. In addition to
studies on SLBs, by using the phase information to reconstruct the position of lipid
bilayers in 3D space, DHM has also been used to observe shape transformations in
GUVs in response to changes in the surrounding ionicity [75] and thus determine
the bending rigidity of GUVs by using surface fluctuations [76].
Other forms of quantitative phase imaging have been used to study biological
membranes in situ, for instance to measure membrane remodelling events in response
to ATP [77] or membrane fluctuations associated with disease [78] in red blood cells,
and to measure changes in cell membrane potential [79]. The ability to observe fluc-
tuations in free-standing lipid bilayers allows measurements of membrane tension in
both red blood cells and GUVs [80], providing a powerful alternative to conventional
methods which rely on direct contact with the membrane.
In practise, the entanglement of thickness and refractive index often complicates
the interpretation of phase data from biological samples. Extraction of one of these
properties generally requires a priori knowledge of a system under investigation,
which is frequently not possible. In an object such as a typical eukaryotic cell for
instance, the extreme degree of variation in both refractive index and thickness over
the cell makes separation of thickness and refractive index information impossible.
This is why most quantitative phase studies of biological cells are carried out on
erythrocytes [78, 80], which have a more optically consistent internal structure [80].
Despite these difficulties, the in-plane homogeneity of supported lipid bilayers makes
them an ideal candidate for study with quantitative phase imaging. A bilayer with a
given composition under set conditions will have both a fixed thickness and refractive
index, and so, if the refractive index of the bilayer is known, accurate thickness
information across the lipid bilayer can be obtained from phase measurements.
This is useful, because bilayer thickness is an important structural parameter.
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The hydrophobic thickness of bilayers (the combined thickness of the hydrocarbon
tails in the two apposing leaflets) can control the behaviour of membrane proteins,
altering their structure to modulate their interactions with other proteins [13]. The
size of the hydrophobic transmembrane domains of proteins may also regulate their
segregation in lipid bilayers, as the proteins move to regions of the bilayer with hy-
drophobic thicknesses that best match their transmembrane domains. Significant
mismatch between the transmembrane domains of proteins and their lipid surround-
ings can result in protein aggregation [21]. Also, experiments on SLBs have shown
that local differences in bilayer thickness have been shown to act as binding sites for
HIV proteins, with the strength of the interaction dependent on the magnitude of
the thickness step [22].
1.4 Quantitative Differential Interference Contrast
A limiting factor to the widespread adoption of many quantitative phase techniques
is their complexity. Often they require specialist knowledge and training to operate
the setups (which are generally custom built), and analyse the data produced. One
alternative however is to take an existing, widely used qualitative technique and
modify it to obtain quantitative phase information about the sample. This is the
basic idea behind quantitative differential interference contrast (qDIC).
Differential interference contrast microscopy (DIC) is a technique developed in
the 1950’s as a means of generating image contrast from optically transparent sam-
ples, primarily used in biological applications for imaging cells without staining
[45, 73]. The arrangement of components in our DIC microscope (which is a typ-
ical, commercially available setup) is shown in Fig. 1.7. In this DIC setup, light
from a monochromatic source is used. For standard DIC imaging, a polychromatic
source would be used to minimise speckle; however, since qDIC requires knowledge
of the illumination wavelength, we use a filter with a bandwidth of around 50 nm
to produce light with a known peak wavelength, and a coherence length of a few
microns.
The light is first passed through a combination of a quarter wave plate and a
polariser called a de Sénarmont compensator. The angle between the fast axis of the
quarter wave plate and the polariser axis4, ψ, may be adjusted to precisely control
the polarisation state of the light that exits the compensator. The polarisation state
of the field leaving the de Sénarmont compensator is given by the Jones vector in
Eq.(1.1), where E is the electric field vector and E0 is the field amplitude. When ψ
is 0, the light is linearly polarised, however for other angles the light has an elliptical
polarisation.
E = E0
1√
2
(
1
ei2ψ
)
(1.1)
The polarised light then reaches a Wollaston prism, located in the back focal
plane of the condenser. Wollaston prisms are comprised of two wedge shaped bire-
fringent crystals in direct contact with one another, and arranged such that their
optic axes are at an angle. The polarised light hits the prism at normal incidence,
4While we describe here the axis of the polariser to be aligned with the fast axis of the quarter-
wave plate, the polariser axis could be aligned with the slow axis of the quarter-wave plate and the
effect on the light exiting the de Sénarmont compensator would be the same.
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Figure 1.6: An illustration showing the splitting of the orthogonally polarised linear com-
ponents of elliptically polarised light (yellow) caused by a) a Wollaston prism,
and b) a Nomarski prism. The polarisation of the different components (green
and red) are indicated by black arrows. The optic axes of the crystals are
denoted by blue arrows. Dots represent arrows pointing out of the plane of
the page. The purple dashed lines indicate the interference plane of the two
polarisations.
and the beam is split into ordinary and extraordinary rays according to their align-
ment with the optic axis of the crystal. The ordinary and extraordinary beams
propagate in parallel through the crystal, until they reach the interface between the
two crystals. Because the boundary between the two crystals is not normal to the
propagation direction, the two beams are refracted when they hit the interface, as
the ordinary ray becomes the extraordinary ray, and vice versa. This ultimately
results in the elliptically polarised light entering the prism being split into two spa-
tially separate diverging beams with orthogonal linear polarisations, as shown in
Fig. 1.6a.
In some DIC configurations, a Nomarski prism is used in the condenser. A
Nomarski prism is a form of Wollaston prism in which the optic axis of the first
crystal is at an oblique angle to the propagation direction. Unlike a Wollaston
prism where the ordinary and extraordinary components of the light travel in parallel
through the first crystal, in a Nomarski prism the two beams diverge immediately
upon entering the prism due to the different direction of the group velocity of the
extraordinary ray compared to the ordinary ray. At the boundary between the two
crystals, the beams are refracted towards each other by the same mechanism as in
the Wollaston prism, resulting in their convergence to a point outside the prism, the
position of which can be controlled. Because the interference plane is outside the
prism, Nomarski prisms can be used when inserting a Wollaston prism into the back
focal plane of the objective or condenser is impractical.
The two beams exiting the prism are focussed onto the sample by the condenser
lens. They travel through the sample in parallel, separated at the focal plane by a
small distance s called the shear, which is typically similar to or slightly below the
lateral resolution of the system [73]. Each beam acquires a phase shift equal to the
optical thickness φ of that particular part of the sample. The two beams imaged
at a position r on the sample thus have a relative phase difference, ∆(r), between
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Figure 1.7: Simplified illustration of the arrangement of components in a DIC microscope
in de Sénarmont configuration.
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them given by Eq.(1.2).
∆(r) = φ
(
r + s2
)
− φ
(
r − s2
)
(1.2)
Once they have passed through the sample, the two beams then reach the objec-
tive lens, which collimates the beams before they reach a Nomarski prism (the back
focal plane of the objective in our setup is inside the lens system and so a Wollaston
prism cannot be used here) where the two beams are recombined. Any change in the
relative phase between the two beams results in a change of the polarisation state
of the light compared to when it first left the de Sénarmont compensator. Finally
the light is passed through a second polariser (referred to as the analyser) which
is aligned orthogonal to the fast axis of the quarter-wave plate, before being sent
either to the eyepiece, or a camera.
The resultant output intensity IDIC at each point r on the sample is given by
Eq.(1.3). The angle ψ results in an offset in the intensity such that the intensity
is non-zero even when there is no structure in the image. The result of this is that
the image intensity becomes brighter when ∆(r) is positive and lower when ∆(r) is
negative, and so information on the direction of the phase gradient is captured by
the DIC image.
IDIC(r, ψ) =
Iex
2 [1− cos(2ψ −∆(r))] (1.3)
The angle ψ has to be set to optimise image contrast and detail for a specific
sample. If ψ is set very large, for instance to 45°, the variation in the image contrast
IDIC with ∆(r) is very low for small phase gradients. Such small variations in the
measured intensity might be obscured by the shot noise of the camera, resulting in
loss of fine image detail. Therefore in order to obtain the clearest DIC images, 2ψ
should be set slightly larger than the strongest phase difference, ∆(r), in the sample
so that contrast is maximised. Given that supported lipid bilayers are thin and
would thus provide weak phase gradients, optimal DIC imaging of SLBs requires ψ
to be set to small angles.
A DIC image with intensity IDIC does not itself provide quantitative phase in-
formation about the sample, as it contains the unknown term Iex. However, as the
image contrast in DIC is dependent on the optical thickness difference ∆ at each
point on the sample, a DIC image can be thought of as being akin to the derivative
of the original phase profile of the sample, taken along the shear direction s. It
is this property that many have tried to exploit to reconstruct the sample phase
profile φ(r) and thus obtain quantitative sample information from ordinary DIC im-
ages. The arrival of digital image processing has led to the development of multiple
approaches for the recovery of this phase information from DIC images.
Orientation independent DIC works by taking two DIC images, with the sample
rotated to 0° and 90° by means of a rotatable stage [81], which is equivalent to
taking images with orthogonal shear vectors. The DIC imaging process is modelled
as a convolution of φ with the DIC point spread function (PSF), and then, using
a gradient descent method, a single reconstructed phase profile is produced from
the two independent DIC images [81]. Phase shifted DIC (PS-DIC) also uses a
pair of images taken at orthogonal shear directions, with each image generated from
individual acquisitions at four different phase angles (ψ) in 90° intervals from 0° to
270° [82]. The images at both shear directions are combined to create a complex
image, which is inverse filtered in the Fourier domain to produce a reconstructed
quantitative phase map [82].
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Other techniques for obtaining quantitative phase information from DIC images
abandon the traditional DIC setup altogether. This has been done for instance by
using a structured aperture with four holes (one pair separated in the x-direction
and another in the y-direction) to produce an interference pattern which contains
quantitative information about the phase gradient in both the x and y directions
[83]. This technique also relies on moving the sample, in this case raster scanning
it such that light from all points in the field of view pass through the aperture [83],
and so loses some of the speed of normal DIC imaging.
Another approach to reconstructing the phase maps is based around Wiener
filtering, and this is the approach we use. Our quantitative DIC technique works
to recover the phase profile by effectively integrating the DIC image in the Fourier
domain. The Fourier transform converts a signal into the sum of an infinite series of
sinusoidal waveforms, and when applied to an image, produces a representation of
that image where the spatial frequencies contained within the original image can be
seen directly, as specific points in what is referred to as the Fourier domain. Fourier
domain integration is superior to standard numerical methods of integration such as
Simpson’s rule and the trapezium rule in terms of frequency response and provides
a close fit to the original function [84].
To understand how the Wiener filter is used to recover the phase information,
first let us consider the DIC imaging process. Ignoring the effect of the point spread
function of the objective, the phase gradient in a DIC image can be described as a
convolution (∗) between the phase profile of the sample, φ(r), with two Dirac delta
functions, separated by the shear vector, s, as shown in Eq.(1.4).
∆ =
[
δr
(
r + s2
)
− δr
(
r − s2
)]
∗ φ(r) (1.4)
We then take the Fourier transform, F , of Eq.(1.4), as shown in Eq.(1.5).
F(∆) =
∫ ∞
−∞
[
δr
(
r + s2
)
− δr
(
r − s2
)]
e−2piirνdr·F(φ) (1.5)
In the Fourier domain, convolutions become multiplications, and due to the
linearity of the Fourier transform, the Fourier transform of the sum of the two Dirac
delta functions is just the sum of the delta function Fourier transforms. The Fourier
transform of a Dirac delta function is given in Eq.(1.6), where ν is the spatial
frequency.
F(δ(x+ a)) = e2ipiνxa (1.6)
This means that the Fourier transform of Eq.(1.4) can be written as shown in
Eq.(1.7).
F(∆) = [eipiνs − e−ipiνs]F(φ) (1.7)
By substituting the spatial frequency, ν, with the wave vector k = 2piν, we can
express the original DIC transform (the differentiation) of the sample phase map
in the Fourier domain as shown in Eq.(1.8), with the Fourier multiplier ξ given by
Eq.(1.9).
F(∆) = ξF(φ) (1.8)
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ξ = 2i sin
(
s·k
2
)
(1.9)
The most straightforward way to reverse the DIC process then would be to
divide F(∆) by ξ. However, this would result in division by zero when s·k equals
an integer multiple of p. Additionally, the intensity of the image captured by the
camera is not just IDIC; because of the practical limitations of the microscope system,
there is always a noise component added to the image, which makes it impossible
to perfectly recover φ by dividing F(∆) by ξ due to the amplification of noise this
would cause close to the zero points of ξ.
To overcome these limitations the inverse transform (the integration) is instead
carried out using Wiener deconvolution. Wiener deconvolution is an approach for
image reconstruction developed in the late 1940’s by Norbert Wiener which min-
imises the mean square error between the original image and its reconstruction [85].
It does this by incorporating a signal-to-noise ratio (SNR) term, κ, into the inverse
multiplier, which limits the enhancement of image noise in the reconstruction. For
our phase reconstructions, the Wiener filter, W , has the form given in Eq.(1.10).
W = 1
ξ + (κξ∗)−1 (1.10)
This is then used to recover the Fourier transform of the phase as shown in
Eq.(1.11), which can then be inverse Fourier transformed to show the reconstructed
quantitative phase map of the sample.
F(φ) = WF(∆) (1.11)
The effect of Eq.(1.11) on F(∆) can be seen in Fig. 1.8. A simulated circular
phase object, with an optical thickness comparable to a lipid bilayer, is shown in
Fig. 1.8a, and Fig. 1.8b shows the same object in the Fourier domain. The corre-
sponding phase gradient ∆, is shown in Fig. 1.8c, with the shear direction oriented
from the bottom right to top left of the image. The fast Fourier transform of the
∆ image is shown in Fig. 1.8d. In this representation, it can clearly be seen that
those spatial frequencies perpendicular to the shear direction are weakened in the ∆
image relative to the original phase image. The Wiener filter amplifies these weak-
ened frequencies, resulting in a reconstructed phase image shown in Fig. 1.8e, which
closely resembles the original. Comparing the images in the Fourier domain, it can
clearly be seen how the weaker frequencies have largely been restored.
The shape of the Wiener filter itself in the Fourier domain is shown in Fig. 1.8g
and Fig. 1.8h. Varying κ changes the shape and intensity of the ‘stripe’ controlling
the amplification of the spatial frequencies. In Fig. 1.8g, showing W when κ = 20,
the peak amplification is low (the maximum amplification is
√
κ/2 = 2.2) and the
stripe itself is very broad, so the frequency enhancement is weak, and many of the
lowest spatial frequencies are not boosted at all. In contrast, for κ = 100, shown
in Fig. 1.8h, the peak amplification is more than doubled, to a factor of 5, and the
central black stripe is much thinner, resulting in a much stronger enhancement of
the lower spatial frequencies. For κ = 4×105, as used in the reconstruction shown in
Fig. 1.8e, the peak amplification is 316.2, roughly two orders of magnitude higher,
and the central black stripe is so thin it cannot be resolved in Fig. 1.8f.
While it is possible to use different values of κ for each spatial frequency (de-
termined by the estimated SNR at each frequency, which depends on the objects
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being imaged), in our Wiener filter, κ is a constant. In our qDIC measurements,
the objective is to obtain measurements of the thickness of SLBs using phase steps
over the bilayer edge (described in more detail in Sec. 3.1). To this end, the optimal
value of κ for measuring the step heights must be determined by systematic investi-
gation of the effect of the SNR on the reconstructed image. The setting of the SNR
is a compromise between image artefacts in the form of lines parallel to the shear
direction that arise when κ is set too high (these can be seen in Fig. 1.8e), and the
loss of low frequency information that occurs when κ is set too low. These artefacts,
and the tuning of the SNR parameter, are discussed in more detail in Sec. 3.2.
Using Wiener deconvolution requires the phase gradient, ∆(r). Ideally, the vari-
ation in IDIC as a function of r would come solely from ∆(r). However, other factors
influence the measured intensity. For example, the illumination intensity Iex may
not be uniform across the field of view, and there may be spatial variations in the
optical system and at the detector, all of which would appear in the reconstructed
phase image. In order to compensate for these factors, a DIC contrast image of
the sample is produced. This is done by taking the intensity measurement twice,
once with the polariser at +ψ and then again with the angle at −ψ. The difference
between the two intensities are then divided by their sum, as given in Eq.(1.12).
This compensates for background inhomogeneity and the extinction of the sample
which might affect the recovery of an accurate value of ∆(r).
IC(r) =
I+(r)− I−(r)
I+(r) + I−(r)
(1.12)
This can be rewritten in terms of the angle ψ and the phase difference ∆;
IC(r) =
sin(2ψ) sin(∆)
1− cos(2ψ) cos(∆) (1.13)
This is then rearranged to obtain an exact formula for ∆ in terms of the measured
contrast image, and the known phase offset, given in Eq.(1.14)5. Several techniques
for quantitative analysis of DIC images based on Wiener deconvolution have been
developed [86, 87], and our technique builds on these in a number of ways. Previous
approaches to Wiener deconvolution based phase reconstruction have used a linear
approximation of the relationship between the measured intensity and ∆(r) [45]. In
contrast, we analytically invert Eq.(1.13) to give a precise value for ∆(r) using the
DIC contrast image IC.
sin(∆) = −IC
1− cos(2ψ)
√
1− I2C
sin(2ψ)
1
1 + I2C cot2(2ψ)
(1.14)
In addition to this improvement in accuracy, our qDIC technique includes a
number of features to reduce artefacts caused by the integration. The fast Fourier
transform assumes that the image is periodic in the x and y directions, which is not
true for DIC images. This produces discontinuities at the edges of the images which
produce artefactual phase gradients around the edge of the phase reconstruction if
not addressed. These discontinuities can be minimised to a large extent by fitting
a second-order polynomial to the IC image, which is used to subtract background
5The images produced from this equation which have the quantitative ∆(r) values will be referred
to in text as qDIC contrast images; these should not be confused with the standard DIC contrast
images, IC.
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Figure 1.8: A simulated 1344×1024 image of a disc shaped phase object (with added Gaus-
sian noise of amplitude 62.5 µrad) is shown a) in real space (m = -0.5 mrad to
M = 5.5 mrad) and b) in the Fourier domain (m = -19.9 to M = 16.2). The
corresponding ∆ image (the shear direction runs from the bottom right of the
image to the top left) is shown c) in real space (m = -1×10-3 to M = 1×10-3)
and d) in the Fourier domain (m = -21.4 to M = 4.0). The reconstruction
of the original phase image using κ = 4×105 is shown e) in real space (m =
-2.2 mrad to M = 3.8 mrad) and f) in the Fourier domain (m = -21.0 to M
= 18.0). The Fourier domain images b), d) and f) are shown as the logarithm
of the power spectrum. The Wiener filter is shown in the Fourier domain for
g) κ = 20 (m = 0 to M = 2.3), and h) κ = 100 (m = 0 to M = 5) on a linear
scale.
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gradients [88]. This effectively suppresses most discontinuities at the edges and so
eliminates most of the background phase gradients in the reconstruction.
The assumption of periodicity causes other issues however, as high-contrast ob-
jects near the edges of the DIC image can affect the reconstruction of the phase on
the opposite edge. To overcome this, apodisation is used. The image is padded with
eight equally sized images (forming a 3×3 grid with the real image at the centre)
before application of the Fourier transform. The intensity values moving away from
the edge of the original image are blurred using a Gaussian function with a width
proportional to the distance from the edge of the original image. The intensity values
are then taken to zero at the edges of the padded images using a cos2 function, re-
sulting in a larger image where the intensity and the first derivative at the edges are
continuous [88]. After Wiener deconvolution, the padding area is removed, restoring
the original field of view in the final phase reconstruction. Most of the remaining
artefacts that are incurred due to the image edges are restricted to these padded
regions, and so cropped out when the original field of view is restored.
A further approach which can be applied to improve the qDIC phase reconstruc-
tions uses a global minimisation method to reduce the line artefacts which run along
the shear direction (these can be seen in Fig. 1.8e), which are caused by missing in-
formation perpendicular to the shear vector. This minimisation varies the qDIC
phase image to minimise not purely the deviation between measured and simulated
DIC contrast, but the sum of this deviation, and the magnitude of the gradient,
elevated to a power α and multiplied with a weight λ. For powers between zero and
one, small gradients carry a higher penalty, resulting in qDIC phase images with flat
regions connected by steps, consistent with the structure of an SLB.
This method, inspired by Koos et al. [89], and described in detail in [88], is imple-
mented in MATLAB R2015a. The power and the weight have to be chosen suitably
to provide a small minimum step height while still flattening regions dominated by
measurement noise. Due to initial concerns over the effect of this minimisation on
the quantitative values of the bilayer phase steps, it was not used in the analysis,
and minimised images are only shown here when the reconstruction artefacts would
be particularly intrusive. A complete list of all images processed using this min-
imisation technique, as well as the parameters used in the minimisation, is given in
AppendixD.
As a method of studying lipid bilayers, DIC has the advantages of being techni-
cally straightforward to implement and not requiring the use of chemically modified
lipids as labels. In spite of this, DIC on its own has rarely been applied to the of
study of lipid bilayers. While DIC has seen some use in observing 3D changes to
lipid arrangements [35], it is generally restricted to acting as a substitute for flu-
orescence when fluorescence is incompatible with the setup [90]. The underlying
reason for this is likely that the purely qualitative topographical map produced by
the standard DIC process is harder to interpret than a fluorescence image, while at
the same time doesn’t provide any useful information about the bilayer that isn’t
already accessible using fluorescence.
This is not the case with qDIC however. Our qDIC technique has the benefit of
enabling completely label-free quantitative imaging of lipid bilayers, allowing mea-
surements of the bilayer optical thickness. It has already been applied to the study
of lipid bilayers to accurately measure the lamellarity of GUVs in solution, however
the high resolution of the phase maps makes it ideal for imaging SLBs. Using qDIC,
it should be possible to visualise lipid domains, and (given a known refractive in-
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dex) obtain measurements of bilayer thickness with a precision comparable with that
obtained with AFM. Another advantage of qDIC is the fact that it is compatible
with fluorescence, making it possible to take complimentary information about the
sample by incorporating fluorophores, which do not affect the DIC signal.
– 27 –
Chapter 2
Materials & Methods
This chapter will detail the protocols used to take the data shown throughout this
work. First, the procedures used when handling the lipids themselves will be de-
scribed in Sec. 2.1, which will also cover the preparation of the lipid mixtures used
for the spin coating process. In Sec. 2.2, the surface treatments applied to the glass
substrates will be covered. This will focus mainly on the piranha etch procedure
which is used for most samples, but will also cover alternative surface treatments.
In the following section, Sec. 2.3, the spin-coating procedure will be explained, along
with the handling of the lipid coated glass up to the point where the coverslip is
sealed into an enclosed microscope slide. Quantification of the surface hydrophilicity
(which we later find to be an important surface property) is described in Sec. 2.4. An
alternative method for forming planar lipid supported bilayers by rupturing GUVs
is covered in Sec. 2.5.
Subsequent sections will cover the procedures used for image acquisition. In
Sec. 2.6, the camera settings used for the acquisition of DIC and fluorescence images
will be described, along with the properties of the objectives and filters used. The
temperature control system used during imaging will be described in Sec. 2.7 and
an explanation of the different temperature readings taken will be given. Finally,
a description of another quantitative phase imaging technique used briefly in this
work, interferometric reflectometry, will be given in Sec. 2.8.
2.1 Storage and Handling of Lipid Solutions
The majority of the lipids used in sample preparation, namely 1,2-dioleoyl-sn-glycero-
3-phosphocholine (DOPC), 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine (DOPE),
1,2-dipentadecanoyl-sn-glycero-3-phosphocholine (DC15PC), ovine wool cholesterol
(Chol), chicken egg sphingomyelin (ESM), and 1-palmitoyl-2-(dipyrrometheneboron
difluoride)undecanoyl-sn-glycero-3-phosphocholine (TopFluorPC) were purchased in
powdered form from Avanti Polar Lipids (Alabaster, US). The fluorescently labelled
lipid ATTO488-DOPE was purchased in powdered form from ATTO-TEC (Siegen,
Germany).
Lipid powders were dissolved in chloroform and stored at -20 °C. These solutions
will be referred to throughout as the stock solutions. To protect lipids against
peroxidation, these stock solutions were always handled in a nitrogen cabinet. Glass
vials containing lipid solutions had caps with polytetrafluoroethylene (PTFE) linings
to prevent the chloroform solvent leaching impurities out of the cap. The vials were
sealed with Parafilm to prevent infiltration of oxygen into the vials during storage,
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and in cases where the solution contained fluorescent labels, the vials were enclosed in
aluminium foil to minimise bleaching of the fluorophore during storage and handling.
The use of these stock solutions for spin coating was impractical for a number
of reasons. Firstly, to facilitate storage, the concentrations of these stock solutions
(50 mg/ml for DOPC and DC15PC, 10 mg/ml for Chol and ESM, and 1 mg/ml for
the various fluorophores), was chosen far higher than needed for the spin coating
process. Secondly, the SLBs being prepared were generally mixtures of different
lipids, not formed from pure lipid like that contained within the stock solutions.
Thirdly, different solvents were needed for different mixtures of lipids. As such,
before sample preparation, particular lipid mixtures were produced from the stock
solutions to suit the needs of the spin-coating process. Since these new lipid mixtures
could be used for multiple experiments, this had the added benefit of minimising
the use of the stock solutions, and thus reducing the contamination and oxidation
of the lipid stocks during handling.
The lipid mixtures were prepared by depositing the appropriate volumes of stock
solutions into a glass vial and then redissolving in a new solvent. To ensure complete
removal of the original solvent, vials containing the lipid mixture were placed on a
hotplate at 50 °C for 30 minutes. To prevent lipid peroxidation and further encourage
evaporation of the original solvent, the lipid mixture is kept under nitrogen flow
during this process1. The nitrogen flow is initially gentle to prevent splashing of the
lipid solution, but is then increased once most of the solvent has dried.
After this, the vial is kept under vacuum for one hour to remove the last traces of
the original solvent. The vacuum is created by connecting a Vacuubrand (Wertheim,
Germany) MZ 2C vacuum pump, which has an ultimate vacuum of 0.7 kPa, to a
desiccator for five minutes to establish a vacuum. If the lipid mixture contains
fluorophore, the vial is wrapped in aluminium foil during drying on the hot plate,
and is stored in the dark while under vacuum to prevent photobleaching of the
fluorophore. After an hour under vacuum, a thin film of dried lipid is left at the
bottom of the vial, which is then dissolved in the new solvent in a nitrogen cabinet,
and then vortexed to ensure full dissolution of the lipid powder.
Mixtures containing lipids that form bilayers entirely in the Ld phase at room
temperature, such as DOPC, were dissolved in a mixture of chloroform and acetoni-
trile at a volumetric ratio of 95:5. These solvents have been chosen as they provided
the best results from the spin coating process (see Sec. 2.3). Chloroform is non-
polar, so the small proportion of acetonitrile, a polar molecule, is added to improve
the solubility of the polar headgroups. For mixtures containing lipids which form
bilayers in the So phase at room temperature, such as DC15PC or ESM, 2-propanol,
a solvent with both polar and non-polar groups, was used. The motivation for using
these specific solvents is given in AppendixB.
For samples designed to observe Lo-Ld phase coexistence, a mixture of DOPC,
ESM and Chol was used, with a molar ratio of 55/25/20 (DOPC/ESM/Chol). An ex-
planation for the choice of this specific ratio is given in AppendixB. For fluorescence
imaging, either ATTO488-DOPE or TopFluorPC was included in the lipid mixtures
at a molar concentration of 0.1 % unless otherwise stated. For those samples ex-
hibiting liquid-liquid phase coexistence, for the labelled samples the ratio of the dif-
ferent components was therefore 54.9/25.0/20.0/0.1 (DOPC/ESM/Chol/ATTO488-
1While the purity of the nitrogen is limited, and so may still contain some oxygen capable of
oxidising the lipids, the purity of the nitrogen is at least 99.998% according to the manufacturer
(BOC, Guildford, UK), and so the risk of oxidation is greatly reduced compared to being in air.
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DOPE).
To prevent contamination of lipid solutions, the inside of the glass vials were
cleaned before use by filling with chloroform and vortexing for several seconds. This
was repeated five times. Glass syringes were washed through with at least ten
successive washes with chloroform after use to remove any trace amounts of lipid
solution left within the syringe and minimise any possibility of cross-contamination
between different lipid solutions.
All solvents were HPLC grade purchased from Sigma-Aldrich (St. Louis, US) or
Honeywell (Charlotte, US).
2.2 Cleaning of Glass Surfaces
For the sample preparation, (24 × 24)mm2, thickness #1.5 Menzel Gläser (Braun-
schweig, Germany) glass coverslips were used as substrates. Coverslips straight from
the box were often coated with small amounts of dust and debris, so to ensure the
coverslips were clean, they were wiped with acetone soaked cleanroom wipes to re-
move any inorganic impurities. Each cleanroom wipe was only used for a few wipes,
as excessive use of the same individual cleanroom wipe would lead to the deposition
of small fibres on the glass. The removal of any remaining organic impurities on the
glass was achieved by piranha etching unless otherwise stated.
The piranha etching process consisted of immersing a batch of coverslips in an
80 ml solution of ACS grade sulphuric acid and hydrogen peroxide (30 % in water)
at a 3:1 volumetric ratio. The beaker containing the solution was placed in a water
bath with a depth of approximately 2 cm, heated to 95 °C. The coverslips were left
in the piranha solution for one hour. The coverslips were held in a PTFE rack and
care was taken to ensure that the coverslips were not in contact with one another, so
that the piranha solution had access to both faces of all the coverslips during entire
etching process.
After etching, residual piranha solution was removed from the glass by washing
in three successive baths of distilled water, and the coverslips were then dried under
nitrogen flow. The piranha etch also serves to render the glass surface hydrophilic,
which is a necessary condition for most SLB preparation methods. To ensure the
surfaces were still hydrophilic when used, the glass coverslips were stored in nitrogen
at 4 °C and used within two weeks of etching.
Issues with the effectiveness of the piranha etch were encountered stemming from
the age of the H2O2. In several instances, the piranha etch produced only weakly
hydrophilic surfaces. This was found to be due to the gradual decay of H2O2 into
H2O over time, effectively diluting the H2O2. This was monitored by observing the
reaction of the sulphuric acid to the addition of H2O2. Addition of recently opened
H2O2 to sulphuric acid resulted in a vigorous reaction, in which many bubbles were
produced. In contrast, addition of older H2O2 would produce relatively few bubbles.
This was used as a qualitative metric to determine whether the H2O2 stock needed
replacing.
Another cleaning procedure used as an alternative to piranha etching involved
immersing the coverslip in successive baths of different solvents. First, the coverslip
would be sonicated in a 150 ml bath of toluene for 20 minutes. This would then
be immediately followed by sonication in a 150 ml bath of acetone for 20 minutes.
Next, the coverslips would then be transferred to a 150 ml bath of distilled water
and placed in a microwave at full power until boiling (approximately 30 seconds).
– 30 –
Chapter 2. Materials & Methods
The microwave power would then be reduced to 30 % and left for a further three
minutes. Finally the coverslips would then be transferred to a bath of hydrogen
peroxide (30 % in water) and sonicated for 20 minutes. The coverslips would be
stored in baths of hydrogen peroxide at 4 °C until needed. While this process uses
several different solvents, for simplicity it shall be referred to hereinafter as the H2O2
cleaning procedure, due the fact that the coverslips were stored in H2O2.
2.3 Preparation of Supported Lipid Bilayers
The majority of SLB samples were prepared by spin coating, using a procedure
developed starting from the one by Mennicke and Salditt [55]. Coverslips were
centred on the chuck of a Laurell WS-650-23 spin coater, and the coverslip surface
wetted with a volume of lipid solution sufficient to fully wet the surface. For 2-
propanol and chloroform:acetonitrile, 150 µl and 300 µl were needed respectively.
The coverslips were then rotated about their centre axis at a speed of 3000 rpm for
30 s, preceded by a 6 s acceleration stage and followed by a 6 s deceleration stage.
This resulted in the ejection of the excess lipid solution from the coverslip, leaving
the surface apparently dry. In cases where a high lipid concentration was used, a
lipid film was visible on the coverslip.
The concentration of the lipid solution could be adjusted to control the average
lipid thickness on the surface. Generally, the aim was to produce a mostly unilamel-
lar bilayer film with some empty regions and bilamellar patches. By a parameter
dependent study, it was determined that a lipid concentration in the range from 0.8
- 1.0 mg/ml corresponded to an average thickness of a single bilayer as required. As
such most DOPC samples were prepared from lipid concentrations of 0.8 mg/ml.
While it might be expected that different solvents might have different relationships
between concentration and coverage (because of differences in viscosity and volatil-
ity between solvents), in practise no such differences were observed, and so the same
concentration range was generally used regardless of solvent. However, due to the
DC15PC SLBs contracting during imaging above Tm (see Sec. 4.5), slightly higher
concentrations of 1.2 mg/ml were used in some cases with this lipid.
Following spin coating of the lipid onto the glass surface, the samples were placed
in a humidified nitrogen environment at 37 °C for one hour. This was to allow
the bilayers to absorb some water from the environment before submerging them in
aqueous medium. This reduces the hydration gradient acting over the bilayer during
full hydration, and so prevents the bilayer from peeling away from the surface and
results in better quality SLBs with fewer adhered vesicular structures. The pre-
hydration process was carried out at temperatures above Tm for all the lipid mixtures
used for consistency. The development of this process is described in more detail in
AppendixB.
Following the pre-hydration step, the coverslips were sealed into an enclosed
chamber using a glass slide (cleaned by wiping with acetone soaked cleanroom
wipes before use), and a Grace Bio-Labs (Bend, US) SecureSeal imaging spacer.
The chamber was filled with phosphate buffered saline (PBS) solution at 1× con-
centration from Gibco (Gaithersburg, US) unless otherwise stated to fully hydrate
the bilayer. This was used due to the SLBs being more stable in PBS than distilled
water; however in some cases distilled water was used to test the effect of the ionicity
of the medium. It was found that the hydration medium often contained small air
bubbles which were affecting the qDIC phase images, showing up as small white
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speckles. In order to remove these air bubbles, 20 ml of the solution to be used as
the medium was degassed in vacuum for five minutes before use. This was sufficient
to effectively eliminate the presence of air bubbles in virtually all samples.
Bilayers in a single phase were generally imaged on the day of preparation. Pure
So phase samples were occasionally prepared several days in advance of imaging to
allow the quality of the samples to be checked ahead of extended measurements, and
stored below the phase transition temperature at 4 °C until needed. These samples
tended to have an irregular bilayer appearance immediately after preparation, which
was rectified by heating above Tm, followed by gradual cooling below Tm as shown
in AppendixB. Samples exhibiting Lo/Ld phase coexistence were left for 5 days at
4 °C for Lo domains to allow large domains to form.
2.4 Quantification of Surface Hydrophilicity
When preparing SLBs by spin coating, the strength of the hydrophilicity of the
glass is evident from the volume of solution needed to fully wet the glass surface.
Lower surface hydrophilicity results in smaller volumes of the non-polar chloro-
form:acetonitrile solvent mixtures needed to fully wet the coverslips, while larger
volumes of the polar 2-propanol solutions are required. For our experiments how-
ever a more quantitative measure of surface hydrophilicity was needed. Surface
hydrophilicity is typically measured using a contact angle goniometer, which pho-
tographs a water droplet of known volume from the side and measures the contact
angle between the water droplet and the surface in the image. Smaller contact angles
indicate a greater hydrophilicity.
Initial attempts to measure the contact angle by photographing the droplet from
the side using the available camera proved impractical, due to difficulties in focussing,
and resolving the very small contact angle of the droplet. An alternative method of
measuring the contact angle was therefore necessary. Quantitative phase imaging
has itself been used as a method of determining the contact angle by placing micro-
droplets on a glass slide and measuring the phase shift of light at the edges of the
droplets [91]. However, such small droplets show changes in their contact angle as
they quickly evaporate, so this might lead to inconsistent results. Larger droplets
evaporate more gradually, but cannot be measured in this way.
Ultimately, it was decided to measure the contact angle indirectly using the
spherical section assumption described by Chatterjee [92]. This models a water
droplet as a section of a larger sphere, and so for a droplet of known volume, V ,
the contact angle, θ, can be estimated from Eq.(2.1) [92] by measuring the radius,
r, of the droplet. A plot of contact angles estimated for a given radius is shown in
Fig. 2.1.
3V
pir3
= 2− 3 cos θ + cos
3 θ
sin3 θ (2.1)
This assumption is only valid when deformations due to gravity are negligible,
and so can only be used with droplets with small volumes and contact angles well
below 90°. Therefore, a volume of only 2 µl of distilled water was used for measuring
the radius. In order to obtain an accurate measurement of the droplet radius, a test
pattern was used consisting of a series of concentric rings of known diameter. This
is shown in Fig. 2.2. When photographed directly from above, this test pattern
enabled a calibration of the image by measuring the known diameter of the central
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Figure 2.1: Plot showing the relationship between the droplet radius in millimetres and
the corresponding contact angle in degrees according to Eq.(2.1).
Figure 2.2: The calibration test pattern used for measuring the width of distilled water
droplets. Each ring is 3 mm larger in diameter than the previous one.
blue circle. Because the edges of the circle were determined by eye, to minimise
errors in the scale calibration, the diameter of the circle was measured eight times
from different positions across the circle edge, and an average taken. To measure
the radius of the droplet, a circle was drawn around the droplet edge in ImageJ, and
the radius calculated from the circumference. The droplet radius measurements had
an error of roughly 0.3 mm from uncertainties in the calibration.
The coverslip was placed directly on top of the test pattern before addition of
the droplet. Care was taken to ensure that the test pattern was flat on the surface
of the workbench to avoid the causing the coverslip to sit at an angle. This would
result in the droplet running across the coverslip surface and assuming an aspherical
shape, which could not be analysed using Eq.(2.1). In cases when the droplet would
be aspherical due to the way it was pipetted for instance rather than the coverslip
not being level, another droplet would be placed elsewhere on the coverslip and the
measurement repeated. Occasionally, the droplet would be illuminated from the side
to enhance its visibility in the image, but this was avoided where possible due to the
heat emitted from the light source.
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Time (mins) Voltage (Vpp) Frequency (Hz) Field modulation
60 1.2 10 Square wave
30 1.5 5 Sinusoidal
15 1.5 2 Sinusoidal
15 1.5 1 Sinusoidal
Table 2.1: Table showing the electric field parameters used during the electroformation
process.
2.5 Preparation of Lipid Bilayer Patches
Lipid bilayer patches were prepared by rupturing GUVs on a glass coverslip. Sus-
pensions of GUVs were produced using the electroformation technique [45]. First, 10
µl of lipid solution at 1.0 mg/ml concentration was deposited on each of two tanta-
lum electrodes2; this was done under extremely gentle nitrogen flow so as to prevent
peroxidation while avoiding blowing the droplets of lipid solution off the electrodes.
The electrodes were then placed under vacuum for one hour to remove remaining
solvent and leave a dry coating of lipid on the electrode surfaces. The electrodes
were cleaned by washing with acetone between uses to prevent contamination of the
lipid mixture.
The electrodes were then immersed in a 750 µl volume of distilled water. This 750
µl volume was pipetted from a larger 20 ml volume that had been degassed in vacuum
for five minutes to avoid the bubbles described in Sec. 2.3. An electric field was
then applied over the electrodes for a total of two hours using a function generator
(GW Instek, SFG-2010). The output of the function generator was monitored using
an oscilloscope (Gould DSO 405). The electric field parameters were sequentially
changed during the electroformation process as given in Table 2.1, with the earlier
square wave, high frequency settings used to optimise vesicle formation and growth,
and the latter low frequency settings used to encourage vesicle detachment from the
electrodes [93].
An imaging spacer was then placed on an etched glass coverslip, and 65 µl of the
GUV solution was deposited onto the glass surface using a 200 µl pipette (Thermo
Scientific Finnpipette F1). To prevent the pipette tip rupturing the GUVs, the end
of the pipette tip was cut off, creating a larger aperture (roughly one millimetre
in diameter) at the end of the pipette for the GUVs to move through. The GUV
solution was left for 30 minutes to allow the vesicles to settle on the coverslip. To
prevent evaporation of the GUV solution, the coverslip was placed under a glass
dish (without spout) with several pieces of damp tissue to create an enclosed humid
environment. Afterwards, 65 µl of PBS was added to the coverslip to induce rupture
of the vesicles by osmotic pressure3. The medium was then exchanged within several
seconds with more PBS solution to remove any remaining free floating vesicles in the
solution. The PBS was degassed in vacuum for five minutes prior to use as described
in Sec. 2.3.
2While most protocols use platinum electrodes for electroformation [93], we use tantalum elec-
trodes as a more cost effective alternative [45].
3In response to a higher external osmolarity, the membrane of a vesicle sat on a solid support
becomes deformed, causing membrane destabilisation and lowering the energy penalty for vesicle
rupture [94]. Rupture is assumed to be virtually instantaneous upon addition of PBS [94].
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Figure 2.3: Normalised transmission of the GIF used in the qDIC illumination.
2.6 DIC and Fluorescence Imaging
Images were taken using a Nikon Ti-U inverted microscope, with a Hamamatsu
Orca 285 CCD camera (having 1344 × 1024 pixels of 6.45 µm size, 18 ke full well
capacity, 7 e read noise, and 4.6 electrons per count at zero gain [45, 95]). The lateral
position of the sample and its axial position relative to the microscope objective was
controlled using a Prior Proscan III, with a stepper motor driven x-y stage (0.04
µm step size, 0.7 µm repeatability) and an objective focus drive (2 nm step size). A
20×, 0.75 NA dry objective (Nikon CFI Plan Apo Lambda MRD00205) was used
with a 1.5× tube lens for a magnification of 30× on the camera. For images taken
with the 20× objective, a 0.72 NA (Nikon MEL56100) condenser was used.
For transillumination, a 100 W halogen lamp was used. To ensure the lamp
output was stable before imaging, the lamp was switched on and adjusted to the
optimal intensity 20 minutes before the start of imaging. The lamp output was
filtered by a Schott BG40 filter (to remove infrared wavelengths >650 nm outside
the operating range of the DIC prisms and polarisers but visible on the camera)
and a Nikon green interference filter (GIF), to produce light with a nominal peak
emission wavelength of 550 nm, since having a defined peak illumination wavelength
is important for qDIC. The transmission spectrum of the GIF was measured using a
spectrometer and a white light source separate from the microscope. This is shown
in Fig. 2.3. The full width at half maximum of the GIF peak in the visible range
was measured to be 52.6 nm.
Epifluorescence imaging used a Prior Lumen 200 lamp with a Semrock GFP-A-
BASIC-000 filter cube which produced a power density at the sample of 10.7 W/cm2.
To avoid saturating the camera in samples with strong fluorescence signals, Nikon
ND4 and ND8 filters were used to attenuate the lamp intensity (the measured atten-
uation factors are 0.285 and 0.136 respectively), however unless otherwise stated no
filters were used. Fluorescence images were taken with 1 second exposure time, and
intensities are given in detected photo-electrons (pe) per pixel. A weak background
(typically around 200 pe/s) measured in regions without lipid was subtracted.
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Nikon N2 prisms with a measured shear distance of (238 ± 10) nm [45] were used
for all DIC images (a Nikon MEH52400 DIC module was used in the condenser and
a Nikon MBH76220 DIC slider was used after the objective). The majority of DIC
images were captured using 100 ms exposure times (10 Hz frame rate) with around
15 ke detected per pixel, resulting in a root-mean square (RMS) shot noise in the
single pixel intensity of about 0.08%. Likely due to limitations of the data transfer
rate of the camera, this frame rate setting was found to occasionally produce defec-
tive frames when taking continuous DIC acquisitions. Duplicated frames occurred
at a rate of 0.171%, and torn frames at 0.026%.
It was eventually determined that a frame rate of 8.3 Hz (corresponding to an
exposure time of 120 ms) was sufficient to eliminate these defective frames, and so
this increased exposure time is used for the more recently taken data. For data taken
at 10 Hz, torn frames were removed from the analysis when they were detected, but
the majority of the analysis had already been completed before a reliable method of
identifying broken frames was introduced. The exposure times used for all images
shown are given in AppendixD.
As explained in Sec. 1.4, in order to account for inhomogeneities in the illumina-
tion from the DIC lamp, the camera sensitivity and the microscope optics, two sets
of DIC images, I±, were taken for each region of interest, one with the de-Sénarmont
compensator polariser angle set to either +12.9◦ or +15◦, and the other with the
polariser set to the corresponding negative angle. From each of these image pairs,
a DIC contrast image IC = (I+ − I−)/(I+ + I−) was generated. The camera dark
offset was subtracted from all acquired DIC images before further processing
2.7 Temperature Control
All experiments were conducted at room temperature (21 °C) unless otherwise
stated. For experiments where the temperature of the lipid bilayer had to be con-
trolled, temperature regulation was achieved using an enclosed heating chamber
built around the microscope encompassing the stage, objectives, and most of the
condenser. This heating chamber was connected to a Life Imaging Services (Efringer-
strasse, Switzerland) Cube2 heating unit, which cycles air through the chamber. A
thermal sensor located behind the stage was connected to the heating unit to pro-
vide measurements of the internal temperature, which was regulated by the unit
to an adjustable set point. The heating unit was switched on and set to its target
temperature at least one hour before mounting the sample. This was to allow the
temperature within the heating unit to stabilise, and for the microscope components
to reach thermal equilibrium. After mounting the sample, a few minutes were given
to allow the sample to also reach thermal equilibrium.
Due to the separation between the built in sensor and the sample position, it
may not accurately reflect the temperature at the sample. To account for this, a
thermocouple sensor was attached to the side of the sample slide using electrical tape,
positioned as close as possible to the coverslip without interfering with imaging. The
temperatures measured by the heating unit sensor and the thermocouple typically
differed by approximately 2 °C, so during imaging, the target temperature (heating
unit set temperature), the heating unit sensor temperature, and the thermocouple
temperature were all recorded.
– 36 –
Chapter 2. Materials & Methods
2.8 Interferometric Reflectometry
Interferometric reflectometry is a technique which allows for the amplitude and
phase of orthogonally polarised components of reflected light to be quantitatively
measured. It works by raster scanning laser light across the sample and interfering
the light reflected from the surface (the reflected probe beam) with a reference beam
with known parameters, allowing quantitative information about the amplitude and
phase of light reflected from the sample at each point to be extracted [96].
The interferometric reflectometry setup utilises a heterodyne detection system
to obtain the phase information. The probe and reference beams originate from
the same 100 fs pulsed laser source. A simplified diagram showing the arrangement
of components in the interferometric reflectometry setup is shown in Fig. 2.4. The
beam is passed through an accousto-optic modulator which upshifts the frequency
of diffracted orders. The zeroth order diffracted light is unchanged in frequency
and becomes the reference beam, while the first order diffracted light is upshifted in
frequency and becomes the probe beam.
The probe beam is first passed through a combination of a half wave plate and
quarter wave plate to give it circular polarisation at the sample, before being directed
into the objective. The rotation angle of these two wave plates can be adjusted to
compensate for any birefringence of the microscope optics and ensure that the light
arriving at the sample is circularly polarised4. When light is reflected back from
the sample, it becomes circularly polarised in the opposite direction, and, if the
sample has any birefringence, becomes elliptically polarised as two linearly polarised
components of the incident light (oriented along and across the birefringence) are
reflected differently.
After returning through the two wave plates, the probe beam is made up of two
orthogonal linearly polarised components; one which is oriented orthogonal to the
original laser light but with altered amplitude and phase from the sample (the co-
polarised light), and another originating from the birefringence of the sample (the
cross-polarised light). The probe beam is then combined with the reference beam at
a non-polarising beamsplitter. The reference beam is linearly polarised, and provides
equal intensities in each polarisation direction. The light leaves the beamsplitter as
two beams of equal intensity containing both polarisation components of the light,
the only difference between the two beams being a difference of the phase shift
of p between the probe and the reference, due difference between reflection and
transmission at the reflecting layer within the beamsplitter. Finally, a Wollaston
prism splits the two beams into four by separating the co- and cross-polarised beams
from each other. The four beams are then directed towards separate photodiodes,
which measure the intensity.
The photodiodes measure the interference between the reference and probe beam
as well as the two DC terms. One pair of photodiodes measures the co-polarised
beams and the other measures the cross polarised beams. By subtracting the in-
tensity measured on one of the paired diodes from the other, the DC terms can be
removed, leaving only the interference term which contains the desired information
on the amplitude and phase of the field. The amplitude and phase are analysed
using a lock-in amplifier, as described in Zoriniants et al. [96].
While both interferometric reflectometry and qDIC are quantitative phase tech-
4This is done by minimising the co-polarised back reflection from a highly reflective gold film
calibration sample.
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niques, there are significant differences. Firstly, unlike qDIC, which is a widefield
technique, this is a point scanning technique in which a laser is raster scanned across
the sample. Secondly, unlike qDIC which uses light transmitted through the sample,
interferometric reflectometry uses reflected light, and so is sensitive to axial sample
position. This technique also differs from qDIC in that the phase signal carries a
contribution from the underlying hydration layer, as the phase signal is generated
from the optical thickness travelled by the laser beam, rather than a difference in
optical thickness at two nearby regions at the sample.
All interferometric reflectometry data was acquired using a 60× 1.27 NA water-
immersion objective (Nikon CFI Plan Apo IR Lambda-S Nano Cystal MRD70650)
with a 1.5× tube lens. Corresponding DIC images were taken using a 1.34 NA oil
condenser (Nikon MEL41410), matched to the numerical aperture of the objective.
As in the case of the images taken with the 20× objective, N2 DIC prisms were
used, with a with a Nikon MEH52500 DIC module used in the condenser and a
Nikon MBH76264 N2 DIC slider placed after the objective. The sample position
was controlled using a piezoelectric sample stage (MadCityLabs NanoLP200, with
0.4 nm resolution and 15 ms response time). Data was taken at two samples per
resolution with a pixel dwell time of 200 µs using MultiCARS, a home-built software
developed by Wolfgang Langbein. Laser wavelength was 550 nm (bandwidth 5 nm)
for all measurements.
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Figure 2.4: Simplified diagram showing the key components of the interferometric reflec-
tometry setup. The laser beam is passed first through an accousto-optic mod-
ulator (AOM), which splits the beam into probe and reference beams. The
reference beam is passed through a glass block to compensate for the disper-
sion of the microscope optics, before a polariser (P) changes the polarisation of
the beam to have equal parts horizontal and vertical linearly polarised compo-
nents. The optical path length of the two beams is matched using an adjustable
delay stage, with a movable retroreflector (RR) in the probe beam path. The
probe and reference beams are reunited at a beam splitter, before being sent
through a Wollaston prism (WP) to separate the two linear polarisations, and
finally focussed on the four photodiodes (PD) by a lens. The splitting at the
Wollaston prism is shown in a side view, with the polarisation of the light
indicated with red arrows.
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Liquid Disordered Bilayers
In this chapter, the application of the qDIC technique to Ld phase SLBs will be
demonstrated. First, in Sec. 3.1, reconstructed phase images of SLBs will be shown,
and the process used to obtain bilayer thickness measurements from phase steps
taken over the bilayer edge will be explained. Unusual phase profiles that occur in
double bilayer regions will be interpreted by comparing data from interferometric
reflectometry experiments. Next, in Sec. 3.2, the process by which an appropriate
SNR term (previously discussed in Sec. 1.4) was determined will be explained.
Once this is done, in Sec. 3.3 we will use qDIC to measure the thickness of the
bilayers within a multilamellar DOPC supported bilayer stack. We will then identify
several factors that influence the thickness of the SLB in Sec. 3.4, and interpret these
findings in the context of previous studies in the literature. To further understand
the changes that are occurring in the bilayer, in Sec. 3.5 we will attempt to analyse
the fluorescence of the bilayers in the stack in the same manner as for the thickness
measurements.
Lastly, factors limiting the qDIC technique will be discussed. In Sec. 3.6 we will
examine the effect of the number of image averages on the measurement error, and
investigate ways of minimising image noise in future qDIC experiments by combining
simulated bilayer phase steps with experimentally measured background noise. We
will then move on in Sec. 3.7, to explore the reliability of the DIC polariser calibra-
tion, and test its effect on the measured data, before finally making an investigation
of the effect of image defocus on the bilayer thickness measurements in Sec. 3.8.
3.1 Application of the qDIC Technique
The first SLB system that was studied for this work using qDIC was one formed
from DOPC, which is a neutrally charged phosphocholine lipid that readily forms
planar bilayers due to its cylindrical shape [5]. Because of its two monounsaturated
hydrocarbon chains, the main (So to Ld) phase transition temperature of DOPC is
relatively low (-16.5 ◦C for vesicles [97]) compared to lipids with saturated chains
of similar length, meaning that DOPC bilayers form a homogeneous fluid phase at
room temperature. It is for these reasons that bilayers formed from DOPC are widely
used in the literature as a simple model for the cell membrane. The combination of
the simplicity of the DOPC SLB system and the high extent to which it has been
characterised makes it ideal for testing the application of the qDIC technique to
lipid bilayers. For comparison, fluorescence images are taken on bilayers containing
0.1 mol% ATTO488-DOPE fluorophore.
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Figure 3.1: Images of the edge of a DOPC lipid film, showing regions of different lamel-
larities on a grey scale ranging from a minimum intensity, m, to a maximum
intensity, M , as given. a) Fluorescence (M = 600 pe, m = 0 pe), b) qDIC
contrast (m = −0.004, M = 0.004), and c) qDIC phase (m = −10mrad,
M = 9mrad).
An example of fluorescence and qDIC phase images of a DOPC SLB is given in
Fig. 3.1. The parameters used for the image acquisition are as described in Sec. 2.6,
with the qDIC images produced from two DIC images taken at ψ = ±12.9°, while
the fluorescence image was taken using a single one second exposure. The region has
varying lamellarity, with regions of one or two bilayer coverage, and regions where
there is no bilayer. In the fluorescence image, the black regions (∼ 0 pe) correspond
to areas where there is no bilayer present, the dark grey regions (∼ 290 pe) are areas
where there is a single bilayer on the surface, and the light grey regions are areas
of two bilayers (∼ 550 pe). Likewise, in the qDIC phase image, the darker regions
correspond to regions of low optical thickness (where there is no bilayer present),
while two lighter shades of grey correspond to regions of one or two bilayer thickness.
In some places, the positions of the bilayer edges differ between the qDIC phase
and fluorescence images. For the DIC images, 100 frames were taken at each polariser
orientation and then averaged to reduce image noise, requiring about 20 seconds
for acquisition, during which the bilayer edges can shift slightly. These differences
are therefore due to changes in the sample in the time between acquisition of the
fluorescence and DIC images. A more comprehensive discussion on the effect of the
number of averages, and how the number of averages was chosen, is given in Sec. 3.6.
In order to obtain quantitative information on the bilayer thickness, the phase
step over the bilayer edge was measured. This was done by taking a line profile
orthogonal to the bilayer edge in ImageJ. The line width was set to eight pixels;
ImageJ averages the pixel values along the width of the line, and so this allowed
for the effect of noise to be reduced. The value of eight pixels was chosen as a
compromise between noise reduction (which increases with the width) and the need
to avoid unwanted structures such as small vesicles adhered to the bilayer, or regions
where the bilayer edge was not straight.
The phase profile over the bilayer edge generally resembled a step, as expected
due to the sharp increase in the sample optical thickness that occurs at the bilayer
edge. An example of this step-like phase profile over the bilayer edge is given in
Fig. 3.2a. The step was fitted with a hyperbolic tangent function, shown below.
y = a2 tanh
(
x− b
c
)
+ dx+ e (3.1)
In Eq.(3.1), a is the height of the phase step, c is the step width, and dx+ e is a
background term that accounts for any local phase gradients and the displacement
of the phase step from zero. Fitting was carried out using the Curve Fitting Toolbox
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Figure 3.2: Examples of phase profiles taken over bilayer edges. A typical profile over a
single bilayer edge fitted with Eq.(3.1) is shown in a), with b) showing the
corresponding qDIC phase image, on a grey scale from −12 to +13 mrad. The
region from which the profile was extracted is shaded in yellow. Panel c) shows
a fit to a double bilayer step, incorporating the sech term to accommodate a
hump in the phase profile, with d) showing the corresponding qDIC phase
image, on a grey scale from −30 to 0 mrad.
in MATLAB R2015a, which uses the Least Squares method for fitting data.
This equation was fitted to the example data shown in Fig. 3.2a. The function
fits the measured data well, and results in a measured phase step for this region
of the lipid bilayer of 4.78 ± 0.03 mrad. The error on this value is the estimated
standard deviation. This phase step can be converted to an absolute thickness value,
h, by using Eq.(3.2), where λ0 is the illumination wavelength.
h = aλ02pi(nl − nm) (3.2)
This requires both the refractive indices of the lipid bilayer (nl) and the sur-
rounding medium (nm) to be known. Since DOPC is a widely used model lipid,
and the PBS solution is a commonly used buffer solution, their refractive indices
are available in the literature. For this work, the refractive indices were taken to be
1.445 [29] and 1.3341 [98] for DOPC and PBS respectively at the 550 nm wavelength
we use1. For the step shown in Fig. 3.2a, these values give an absolute thickness of
1The DOPC refractive indices were measured using plasmon waveguide resonance measurements
of SLBs at 543.5 nm, while the PBS refractive index was measured at 589 nm using a commercial
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3.78 ± 0.02 nm (this error is again derived from the estimated standard deviation
of the fit to the phase step).
It is important to note that lipid bilayers are birefringent, and so the effective
refractive index will change according to the angle of incidence. Because of the
focussing of light at the sample by the condenser lens, there will be a range of
different angles of incidence at the sample, with the maximum angle determined by
the numerical aperture (NA) according to arcsin(NA/nl). For the 20× objective,
this corresponds to a maximum increase in the refractive index of 0.004 compared to
normal incidence, which would lead to a decrease in the calculated bilayer thickness
of approximately 3.5%. Considering the effect is relatively small, and that most
light will be incident at the sample at lower angles (and thus experience an even
smaller change in n due to the birefringence), for measurements taken with the 20×
objective the influence of the birefringence can be neglected. As such, the ordinary
refractive index of the bilayer is used for all thickness calculations.
In some regions, the edges of two bilayers were aligned, resulting in double bilayer
steps, many of which can be seen in Fig. 3.1. While most phase profiles over bilayer
edges had a shape which was well fitted by Eq.(3.1), occasionally when measuring
these double bilayer steps a ‘bump’ was visible in the phase profile at the edge of
the bilayers. This can be seen in the phase profile Fig. 3.2c, though the increase
in intensity at the edges of double bilayer regions is sufficiently strong to be visible
directly in the qDIC phase image shown in Fig. 3.2d.
One possibility for the origin of this bump in the edge profiles would be the
presence of small adhered vesicles present at the bilayer edge. As noted in Sec. 1.2,
vesicles can be tens of nanometres in diameter, well below the lateral resolution of
the objective, but still optically thick enough to show up in the DIC images. While
spin-coated bilayers are not formed from vesicles initially, vesicles with diameters
on the order of hundreds of nanometres are visible scattered across the SLB and
the glass surface, as round objects of high contrast. These can be seen in Fig. 3.3a.
Smaller, sub-resolution, vesicles may be adhering to the double bilayer edges, or
they might be forming from the double bilayer edges.
While this can explain the phase profiles at the bilayer edges, this does not
account for another feature associated with this phase bump. In extended double
bilayer regions where these phase bumps are present, at a small distance away from
the edges there is usually an additional phase gradient in the opposite direction to
the one at the edge of the bilayer. A typical example is shown in Fig. 3.3a. Unlike
the sharp DIC contrast at the double bilayer edges, this second gradient is gradual.
In samples formed from both DOPC and Ld phase DC15PC, there seems to be a
characteristic separation between the edge of the double bilayer region of the bilayer
and the gentle gradient, of 2.0 - 3.0 µm.
In order to get better insight into the nature of these structures, the DIC images
were compared with corresponding regions imaged using the interferometric reflec-
tometry technique described in Sec. 2.8. The amplitude of the co-polarised beam
reflected from the sample is shown in Fig. 3.3b. Stripe patterns across the reflec-
tometry images are motion artefacts resulting from the raster scanning process. All
reflectometry images were taken using a 60× 1.27 NA water-immersion objective
with a 1.5× tube lens.
Curiously, the signal from the region between the bilayer edge and the shallow
gradient is noticeably weaker than the signal in the interior of these patches, resulting
refractometer.
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Figure 3.3: Bilamellar lipid bilayer patches, shown in a) a DIC contrast image, b) a qDIC
phase image, and c) an interferometric reflectometry co-polarisation amplitude
image. The DIC image is scaled from -0.0016 to 0.0035, the qDIC phase image
is scaled from - 5 mrad to 5 mrad, while the reflectometry image is scaled
from 22.63 mV to 26.26 mV. The upper left edge of the right circular patch
has shifted slightly between acquisition of the positive and negative polariser
images resulting in the edges appearing duplicated.
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Figure 3.4: A region with the edge of a unilamellar bilayer patch on the left, and an
empty region on the right, shown in a) qDIC contrast (m = -0.005 to M =
0.005), b) qDIC phase (m = -15 mrad to M = 1 mrad), and c) interferometric
reflectometry co-polarisation amplitude (m = 22.9 mV to M = 27.1 mV).
in a boundary region of weaker signal at the edge of the bilamellar regions. In single
bilayer regions, which lack this shallow gradient in the DIC images, this boundary
region is not observed, and the reflectometry signal is consistent up to the edge
of the bilayer, as shown in Fig. 3.4. Interestingly, when the reflectometry signal is
measured in nearby regions of the sample, the signal in this boundary region is (25.4
± 0.1) mV, closer to that of the single bilayer regions, (25.6 ± 0.1) mV, than the
centre of the bilamellar regions, (23.7 ± 0.1) mV 2.
This would seem to be contradictory; the DIC signal suggests that there are
two bilayers present at the edges of the bilamellar regions, but the reflectometry
signal just one. However, this can be understood when the different focal depths of
DIC and reflectometry are taken into account. The reflectometry technique is only
sensitive to signal from the sample surface and would only pick up the second bilayer
if it was in close proximity to the first3. In contrast, the DIC technique is sensitive
to structure in a comparatively thick focal volume, and if the first two bilayers
were spatially separated, the DIC signal would be the same as for two bilayers in
direct contact (so long as the bilayers were parallel to each other) since the phase
retardation caused by the sample would be the same in either case.
These edges can be interpreted as a region where the bilayers of the first and
second layers in the SLB are joined, as shown in Fig. 3.5, where at the edge of the
SLB the first bilayer folds back on itself to form the second bilayer. Such a structure
might offer a more energetically favourable conformation of the multilamellar film, as
there is an energetic penalty associated with single bilayer edges due to the exposure
of the hydrocarbon tails to water, which gives rise to the self-sealing property of
biological membranes. Joining the stacked bilayers together would eliminate some
of these unfavourable edges in the SLB system.
The rigidity of the bilayers would preclude a sharp fold linking the two bilayers
together, as high curvature also creates an energy penalty, so a more gradual bend
is needed. This results in a region at the edge of the SLB where the two bilayers
are spatially separated, and it is this separation which gives rise to the boundary
region in the reflectometry images that have the single-bilayer signal strength. The
2The errors are the standard deviation of the amplitude.
3Even for two bilayers within the focal volume, any separation between the two bilayers would
still result in a change to the reflectometry signal.
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BA
Figure 3.5: Our model for the structure of the SLB at the edge of double bilayer regions in
which the first and second bilayers are joined. The illustration is not to scale.
consistent width of the boundary region in the images may be a consequence of the
bilayer’s fixed rigidity setting the size of the fold. Consistent with this interpretation,
gel-phase bilayers, discussed in more detail in Sec. 4.1 and Sec. 4.2, do not have this
type of double-bilayer edge, presumably due to their significantly higher resistance
to bending [38] making the folds unfavourable. Indeed, when such edges are present
in the double bilayer regions of DC15PC bilayers, they disappear after cooling below
Tm, suggesting a return to a stack of disconnected planar bilayers.
Another factor that might affect the fold size is the volume of water contained
between the first and second bilayers. If the edges of the first and second bilayers
are completely joined (such that they form ‘deflated vesicle’ structures), it might
be the case that due to the bilayer’s very low permeability to water, the possible
arrangements of the bilayer would be limited to those with an internal volume which
is equal to the volume of water trapped between the two bilayers.
Away from the edge the distance between the first and second bilayers decreases.
Here, the bilayer is oriented at an angle, so the amount of lipid imaged per pixel is
larger, thus giving rise to a stronger signal and therefore the gentle phase gradient in
DIC. The sharp bump in the phase signal at the very edge of the DIC images is the
result of the curvature of the bilayer causing a region where the bilayer is parallel
to the direction of light propagation which has an increased optical thickness.
Since the DIC technique isn’t sensitive to the separation of the first and second
bilayers (assuming they are both within the focal volume), it was decided that
edges that showed this folding behaviour would still be suitable for analysis. To
accommodate the bump in the phase profile, an additional term was added to the fit
function, as shown in Eq.(3.3). This modified version of Eq.(3.1) was applied only
to double bilayer edges where the phase profiles had an appearance which suggested
that the bilayer at the edge was folded over, such as that shown in Fig. 3.2c. Fitting
was always attempted using Eq.(3.1) first, and Eq.(3.3) only tried when the adjusted
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R2 value of the fit was below a threshold value of 0.99704.
y = a2 tanh
(
x− b
c
)
+ dx+ e+ f sech
(
x− g
c
)
(3.3)
The phase bump was modelled by the addition of a sech term. The width of this
bump was set to be the same as the width of the step function, c. This was done due
to the fact that the measured width should be a property of the microscope optics,
rather than the sample, because the size of the fold is likely to be significantly below
our lateral resolution (276 nm for DIC). Thus the apparent width of either structure
in the phase images would not be related to the actual size of these structures, but
rather a combination optical resolution and degree of focus, which would be the same
for both. This function may therefore also be able to fit any other sub-resolution
structures that may be present at the bilayer edge, such as small vesicles.
An example of Eq.(3.3) being fitted to phase measurements is shown in Fig. 3.2.
It can be seen that the additional sech term models the phase profile well, and
results in retrieved step height for the double bilayer edges which is consistent with
the measurements of single bilayers. The centre of the sech term is shifted by
0.16 µm relative to the centre of the tanh term. By integrating the sech term, we
can determine the length of lipid in the fold, from which we find that the mean
radius of curvature is approximately 20 nm. This integration was achieved utilising
measurements of bilayer optical thicknesses reported in Sec. 3.4 with a procedure
that will be described in more detail in Sec. 4.45.
3.2 Signal-to-Noise Optimisation
Before embarking on detailed studies using the phase images, it was necessary to
determine how the different integration parameters discussed in Sec. 1.4 affect the
reconstruction. While most of the variables needed for the integration (such as
illumination wavelength, pixel scaling and shear angle) are known from the acqui-
sition conditions of the original DIC images, an important exception to this is the
signal-to-noise ratio (SNR) parameter.
In a DIC image, the spatial frequencies close to orthogonal to the shear direction
are weak compared to those parallel to the shear direction. The closer to the shear
direction, the weaker the spatial frequencies become, with the frequencies exactly
orthogonal to the shear missing altogether. The function given in Eq.(1.10) boosts
the amplitude of these weak frequencies, resulting in an image closer to the original
phase profile from which the DIC image was generated. This amplification of low
spatial frequencies also amplifies the noise, leading to the generation of artefacts in
the reconstructed phase image, which appear as streaks running parallel to the shear
direction.
4This value was determined based on the adjusted R2 values that were achieved with Eq.(3.1)
on phase profiles that showed the expected step-like behaviour, which were typically in the range
from 0.9980 to 0.9995.
5The radii of curvature were determined by dividing the length of lipid in the fold by p. The
exact values for the three lipid bilayers were 18.8 ± 2.8 nm (n = 6) for the bilayer formed on a
hydrophilic surface (θ = 3.4°) in distilled water, 22.4 ± 2.1 nm (n = 12) for a DOPC bilayer formed
in PBS on a less hydrophilic surface (θ = 11.3°), and 21.8 ± 2.0 nm (n = 27) for a DOPC bilayer
in PBS on a fully hydrophilic surface (θ = 3.4°). All data comes from samples prepared using the
first lipid stock.
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The strength of these artefacts is dependent on the signal-to-noise term in the
Wiener filter, κ, which controls the degree of amplification of the spatial frequencies
close to the shear direction, as discussed in Sec. 1.4. The effect of this SNR parameter
on the phase reconstruction can been seen in Fig. 3.6. As κ is increased, the recovered
phase profile becomes gradually closer to the expected step-like shape, as can be seen
in Fig. 3.7, which shows an example phase profile over the edge of a single bilayer
(taken in a different sample to that shown in Fig. 3.6).
In order to determine the effect of this parameter on the step heights measured
using the procedure described in Sec. 3.1, the same step was measured in images
integrated using different values of κ, and fitting carried out in the usual manner.
The effect of varying κ on the phase step height is shown in Fig. 3.8. It is clear that
κ has a strong influence on the relative phase values in the integrated image. At low
values of κ, the measured height of the phase step increases sharply with increasing
κ, however when κ is more than several thousand, the relationship is much weaker,
and the measured thickness remains roughly constant within error. A high value of
κ would therefore seem to be needed in order to obtain an accurate recovery of the
phase steps.
On the other hand, increasing κ leads to a proliferation of artefacts, which even-
tually begin to obscure genuine image information and complicate interpretation and
analysis. These artefacts tend to appear around high-contrast objects, and have the
form of a bright and a dark tail extending in opposite directions from the object,
parallel to the shear direction. An example of this can be seen in the example image
given in Fig. 3.6, which shows an SLB region with a high contrast object (likely a
multilamellar vesicle or vesicle cluster) in the centre. As κ is increased, the image
gradually becomes more phase-like and the contrast between the different lamellari-
ties increases consistent with the behaviour shown in Fig. 3.8. However the intensity
of the artefacts projecting from the high contrast object also increases, and eventu-
ally the artefacts can be seen to extend across the entire section of the field of view
at κ = 10000.
While in an ideal sample, such high-contrast objects would be rare, in practise
there is wide variation in the density of such structures between samples. In a
field of view with many high-contrast objects, a high κ setting would result in large
numbers of artefacts which could overlap bilayer edges and affect nearby phase
measurements. This precluded the use of a very high value of κ in the analysis.
As such, an intermediate value of 4000 was chosen for all further analysis of images
taken with the 20× objective, as a compromise between the need to set κ at a value
where the phase was no longer very sensitive to κ and the need to prevent long
artefacts. For images taken using the 60× objective, a lower κ value of 1000 was
used.
Even when κ is optimised, some artefacts are still present in the phase images.
Very strong artefacts, such as those shown in Fig. 3.6 can be avoided, but all the edges
in the sample produce some artefacts along the shear direction. The consequence
of this is that the background noise in the phase image is directionally dependent.
When the phase profile measurements made in ImageJ cross these artefacts running
parallel to the shear it appears as a strong background noise. To minimise the effects
of these artefacts on the measured phase steps, phase steps were taken as close to
parallel to the shear direction as possible, to minimise the crossing of these artefacts
by the line profile.
This effect can be seen in Fig. 3.9, which shows example phase profiles taken
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Figure 3.6: A region of a DOPC bilayer shown in a) DIC contrast, and qDIC phase, using
κ of b) 1, c) 10, d) 100, e) 1000 and f) 10000. All images are scaled from -0.009
to 0.006. The contrast image is unitless while the scale of the phase image is
in radians. Note that the intensity scale on the phase images are inverted
compared to those shown in other figures. The ‘bumps’ present in the image
are small vesicles sat on the surface of the bilayers.
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Figure 3.7: Phase profiles taken at the same position over the edge of a single lipid bilayer
for different values of κ. The line profile was measured in the same sample as
shown in Fig. 3.1.
0 2 5 0 0 5 0 0 0 7 5 0 0 1 0 0 0 02 . 5
3 . 0
3 . 5
4 . 0
4 . 5
5 . 0
5 . 5
Ste
p h
eigh
t (m
rad
)
S i g n a l - t o - n o i s e  r a t i o ,  
Figure 3.8: The phase step over a lipid bilayer edge, measured on qDIC phase images
generated using different values of κ. The length of the line profile used in the
fit was 50 pixels (5.37 µm). Errors are the estimated standard deviation of the
fit.
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Figure 3.9: A graph showing an example of the background noise in regions where there is
no bilayer, when the measurements are made either parallel or perpendicular
to the shear direction. The phase profiles are averaged over a width of eight
pixels, with κ = 4000, just as for normal bilayer measurements.
over the same region of glass (regions with no bilayer) at angles either parallel or
perpendicular to the shear direction. It can clearly be seen that the variation in
the phase taken perpendicular to the shear is much stronger than for the line taken
parallel to the shear, with a range of 3.8 mrad, almost comparable to a single bilayer
optical thickness. The effect of this background noise on measurements of bilayer
thicknesses is discussed further in Sec. 3.6.
3.3 Measurement of Bilayer Thickness
Having demonstrated that the qDIC technique can convert phase steps to thickness
values in Sec. 3.1, the DOPC/ATTO488-DOPE (99.9/0.1) lipid bilayer in PBS6 sys-
tem was studied in more detail. Due to the uncertainty in the thickness value for
the individual single bilayer step described in Sec. 3.1, large numbers of individual
bilayer thickness steps were measured across several fields of view in each sample,
and an average was taken to reduce the error. The images were taken using the 20×
objective with a 1.5× tube lens, and κ was set to 4000 as discussed in the previous
section. An example of an analysed image with the positions of the individual line
profiles shown is given in AppendixC.
Since the spin-coated lipid films contain regions with different numbers of stacked
bilayers, the thicknesses of the first bilayer (the bilayer formed on the glass surface)
and the second bilayer (the bilayer formed on top of the first) were measured sep-
arately. Additionally, where the edges of the first and second bilayers overlap, the
combined first and second bilayer thickness was measured. Third bilayer measure-
6This is the lipid composition and medium used for all lipid bilayers in this chapter unless
otherwise stated.
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Figure 3.10: Histogram showing the distribution of measured thickness values for the first
bilayer (blue, n = 190) and second bilayers (orange, n = 186) in the DOPC
SLB, as well as the combined first and second bilayer measurements (yellow,
n = 134). Gaussian fits to each of the three data sets are overlaid.
ments were taken when possible, but there were comparatively few third bilayer
regions extended enough to measure in the samples.
The distribution of measured values is shown in Fig. 3.10. The mean first bilayer
thickness was 4.08 ± 0.03 nm (averaged over n = 190 individual steps), while the
second bilayer thickness was significantly larger at 4.52 ± 0.03 nm (n = 186). The
errors given are the standard error of the mean taken over n individual line profiles.
The thickness of the first and second bilayers together, as measured at points where
the edges align, was 8.72 ± 0.06 nm (n = 134), in good agreement with the thickness
expected from the sum of the individually measured thicknesses (8.60 ± 0.04 nm).
The limiting factors for the error in these values is explored in Sec. 3.6.
A wide assortment of DOPC bilayer thicknesses have been reported in the lit-
erature, taken under a variety of different conditions. The second bilayer thickness
measurements are in good agreement with the thicknesses of DOPC membranes
reported for bilayer systems where the lipid bilayer is not in contact with the sup-
port, or the influence of the bilayer in proximity to the support is negligible. This
includes the 4.57 ± 0.05 nm obtained from X-ray scattering experiments taken on
multilamellar stacks in distilled water at 15◦C [99], as well as the 4.62 ± 0.15nm
thickness measured in small-angle neutron scattering (SANS) experiments on unil-
amellar vesicle suspensions at 25◦C [100]. In contrast, our first bilayer thickness
value is close to the 3.98 ± 0.60 nm obtained for an SLB on a piranha etched silicon
surface by spectroscopic ellipsometry [101].
Comparing our measurements with those in the literature would therefore seem
to indicate that the second bilayer thickness in our system is the same as that of
a ‘free’ DOPC bilayer, while the first bilayer thickness is being somehow reduced.
However since the number of third bilayer (the bilayer formed on top of the second
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bilayer) measurements from this data set is very small (4.11 ± 0.22 nm, n = 8), it was
not possible from this data set to definitively establish whether the observed effect
was due to a reduction in the optical thickness of the first bilayer, or an increase in
the optical thickness of the second.
This question was addressed using data taken from earlier measurements taken
on an SLB prepared using a previous lipid stock7, where there were more third
bilayer regions that could be measured. When comparing this data to the more
recent data, it is important to note that measurements on samples prepared using
this first stock showed consistently lower bilayer thickness values than measurements
taken using the second stock. We attribute this to peroxidation of the lipids, as this
is known to result in reduced bilayer thickness values [102]. Aside from the lipid
stock however, the sample was identical in terms of the nominal lipid composition
and surface treatment, and also used PBS as a hydration medium.
In this sample, the first bilayer thickness was 3.80 ± 0.02 nm (n = 186), the sec-
ond bilayer thickness was 4.13 ± 0.02 nm (n = 186), and the third bilayer thickness
was 4.06 ± 0.10 nm (n = 27). This sample shows the same reduction in the first
bilayer thickness compared to the second. While the absolute thickness difference is
smaller here (0.33 ± 0.03 nm for the first stock sample compared to 0.44 ± 0.03 nm
for the sample prepared using the second stock), the relative difference is similar, at
(8.1 ± 0.7)% for the first stock compared to (9.7 ± 0.9)% for the second stock.
In this data set, the third bilayer thickness is equal, within error, to the second
bilayer thickness. Additionally, the combined second and third bilayer thickness
(again, measured at joint edges) was 8.28 ± 0.20 (n = 20) is the same within error
as double the second bilayer thickness (8.27 ± 0.49 nm). These data confirm that
the observed thickness difference between the first and second bilayers is the result
of a thickness reduction in the first bilayer, and that the second bilayer (and other
bilayers not in direct contact with the support) has a thickness similar to that of
free-standing bilayers.
One possible explanation for this thickness difference relates to the sample prepa-
ration conditions. Before having lipids spin coated over their surface, the glass cov-
erslips are treated using piranha solution (as described in Sec. 2.2), which has the
dual purpose of cleaning the glass surface of organic debris, and rendering the glass
hydrophilic, the latter serving to facilitate SLB formation. Given that sulphur is a
strong oxidising agent, one possible explanation for the reduced thickness in the first
bilayer is that residual piranha solution on the glass coverslips is reacting with the
first bilayer. Indeed, both lipid components of the bilayer, DOPC and ATTO488-
DOPE, are particularly susceptible to oxidation, because of the double bond within
each of their oleic acid chains.
It is known from molecular dynamics simulations that oxidised bilayers show
reductions in thickness [102], and this thickness reduction might be caused by a
number of different mechanisms. Firstly, the oxidised forms of DOPC may have
significantly shortened hydrocarbon chains. This can be seen in Fig. 3.11, where an
example of a oxidised form of DOPC is compared with the normal structure of a
DOPCmolecule. Additionally, many of these oxidised hydrocarbon tails are partially
hydrophilic at the site of oxidation due to the incorporation of a polar oxygen group,
7This previous stock will henceforth be referred to as the first lipid stock. Preliminary measure-
ments with the first stock gave thickness values comparable to the second stock (first bilayer 3.99
± 0.05 (n = 65), second bilayer 4.50 ± 0.09 (n = 45)), while the measurements discussed in the
text, which were taken approximately one year later showed reduced thickness.
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Figure 3.11: A figure showing a) the chemical structure of DOPC, and b) an example of
one of many possible oxidised forms of DOPC [102].
such as in the aldehyde group at the end of the lipid tails in Fig. 3.11b. This can
result in the chains ‘looping up’, back towards the aqueous medium [102], disrupting
the bilayer structure and reducing thickness.
To investigate this possibility, an alternative surface treatment was tested, that
rendered the surface hydrophilic without needing sulphur. This treatment involved
sonicating the coverslip in successive baths of different solvents before ultimately
being stored in a bath of H2O2. This H2O2 cleaning procedure is described in
more detail in Sec. 2.2. To verify that the H2O2 surface treatment was equivalent
in terms of its chemical effect on the surface (aside from the use of sulphur) the
hydrophilicities of piranha etched and H2O2 cleaned surfaces were quantified by
measuring the contact angle as described in Sec. 2.4. While the piranha etched
surface had a contact angle, θ, of (3.4 ± 0.1)°, the H2O2 cleaned surface had a slightly
lower contact angle, θ = (4.9 ± 0.3)°, indicating a slightly lower hydrophilicity8.
The measurements of a bilayer formed from the second lipid stock on the H2O2
cleaned surface gave a mean first bilayer thickness of 4.23 ± 0.02 nm (n = 454), a
mean second bilayer thickness of 4.68 ± 0.03 nm (n = 342), and a mean third bilayer
thickness of 4.58 ± 0.12 nm (n = 10). Again, the first bilayer showed a markedly
reduced thickness compared to the second and third, which were the same within
error. The relative difference was (9.7 ± 0.6)%, the same within error as for the
second lipid stock sample on the piranha etched surface. This indicates that the
observed effect is not the result of contaminants left over from the piranha etching
procedure.
Given that the mechanism of bilayer formation in spin-coating is different to that
of other techniques such as SUV rupture, in that it involves the hydration of a dry
lipid film, it was decided to test whether bilayers formed using a different technique
would show a similar thickness reduction. This was done by using bilayer patches,
which were produced by using osmotic pressure to induce the rupture of GUVs ad-
hered to the coverslip surface, as described in Sec. 2.5. This process is similar to the
SUV rupture procedure which is most commonly used for SLB preparation; however
GUV rupture doesn’t form a continuous bilayer, but separate patches created from
individual GUV rupture events, from which thickness measurements can be made
at the edges. An example of such a patch is shown in Fig. 3.12.
8Errors given are the standard deviation derived from the eight different pixel calibrations.
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Figure 3.12: Images of a lipid bilayer patch, scaled from m to M . a) fluorescence (m = 0
pe to M = 150 pe), b) qDIC contrast (m = -0.00250 to M = 0.00206), and
c) qDIC phase (m = -8.79 mrad to M = 3.40 mrad).
The GUVs were formed from the second lipid stock in distilled water (DW). The
GUVs were allowed to associate with the piranha etched glass surface of the coverslip
before being induced to rupture by the addition of PBS, which created the necessary
osmotic gradient across the bilayer. The thickness of these patches measured using
qDIC was 4.13 ± 0.05 nm (n = 56). While there were no second bilayer regions
where the thickness difference in this sample could be measured directly, the first
bilayer thickness of the patches was very close to that measured for the spin-coated
samples formed using the second lipid stock, indicating that preparation technique
is not a factor which influences the first bilayer thickness.
3.4 Factors Affecting Supported Bilayer Thickness
In an effort to understand the origin of the thickness reduction in the first bilayer, a
number of different factors which influenced the magnitude of this thickness reduc-
tion were identified. The two most important of these were the total bilayer coverage,
and the hydrophilicity of the glass coverslip. Because these two effects must be dis-
entangled from each other to be properly understood, the effect of bilayer coverage
will be addressed first.
While spin coating can produce extremely consistent bilayers with few gaps [55],
we have adjusted the parameters such that there are many edges over which the
bilayer thickness can be measured. This results in a sample where the coverage can
vary greatly in different regions, from areas having almost total coverage aside from
a few very small gaps, to regions in which there is effectively no contiguous bilayer
at all, only independent bilayer patches a few microns in size, reminiscent of the
bilayer patches fabricated from GUVs. Thus far, we have neglected the influence of
this parameter, and the data presented in Sec. 3.3 is averaged over data from regions
where the coverage ranges from 24.5% to 99.8%.
To understand the effect of coverage, the local bilayer thickness difference was
investigated. We define the local thickness difference as the difference between the
mean first bilayer thickness measured within a given field of view, and the mean
second bilayer thickness averaged over the whole sample, under the assumption that
since the second bilayer behaves as a free floating bilayer, it shouldn’t be affected
by the first bilayer coverage and the second bilayer thickness should be the same
everywhere. This was done to allow for sufficient statistics for the second bilayer
thickness. The local thickness difference was plotted against the the area fraction of
the glass covered with lipid bilayer within the field of view for all the measurements
taken with the first lipid stock, as shown in Fig. 3.13.
While the measurements use a variety of different experimental parameters (the
effect of which on the thickness difference will be discussed later), the thickness
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Figure 3.13: Local bilayer thickness differences against local bilayer coverage for experi-
ments carried out using the first lipid stock. The legend describes the fluo-
rophore (total lipid concentration in mg/ml), hydration medium and contact
angle.
difference exhibits a clear behaviour as the coverage is varied. In the coverage
range from 90% to 100%, the thickness difference gradually reduces with increasing
coverage, reaching close to zero near the point of 100% coverage. In contrast, below
90%, there seems to be no clear effect of coverage on the thickness difference. This
seems to suggest that the thickness difference increases as coverage is reduced from
100% down to 90%, below which the first bilayer thickness is not dependent on
coverage.
While the effect of surface coverage on the first lipid stock was immediately
evident, measurements taken using the second lipid stock showed a far less convincing
relationship. A scatter plot for the samples prepared using the second lipid stock
is shown in Fig. 3.14. In this plot, the clear dependence on coverage above 90% is
absent, and the thickness difference seems to be insensitive to the coverage for all
parameters tested. The absence of a clear relationship may be a result of the high
level of noise in the data (the error on each point is typically around 0.1 nm).
In spite of the lack of a clear relationship in the data for the second lipid stock,
in order to eliminate possible effects of coverage on the thickness difference, all first
bilayer thickness measurements taken in regions with above 90% bilayer coverage
were removed from the analysis, including for measurements taken on bilayers pre-
pared with the second stock. For the measurements on the samples discussed in
Sec. 3.3, the first bilayer thickness becomes 4.08 ± 0.03 nm (n = 179) and 4.20 ±
0.02 nm (n = 234) for the bilayers formed from the second lipid stock on piranha
etched and H2O2 cleaned surfaces respectively, and 3.81 ± 0.02 nm (n = 184) for
bilayers formed on piranha etched surface from the first stock. All mean first bilayer
thickness values presented for the remainder of this section are taken from regions
where the coverage is below 90%.
The other key parameter that was found to affect the thickness difference was
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Figure 3.14: Local bilayer thickness differences against local bilayer coverage for exper-
iments carried out using the second lipid stock. The legend describes the
fluorophore and surface treatment. All samples formed in PBS.
hydrophilicity. The hydrophilicity of the SLB substrate is known to affect lipid
diffusion rates and domain formation within the bilayer [103], as well as the degree
to which bilayers can slide over the support [104]. In order to test whether it was
having any effect on bilayer thickness, two new samples were prepared. In one, an
SLB was formed on an etched coverslip that was left in air and stored at room
temperature for six days in order to reduce its hydrophilicity, while another SLB
was formed on a coverslip that was only cleaned by wiping with acetone, and was
not piranha etched.
The results of this are shown on Fig. 3.15. For comparison, the results from the
freshly piranha etched surface are shown for both the first and second lipid stock. It
can be seen that as the surface hydrophilicity decreases (increasing contact angle),
the thickness of the first bilayer relative to the second increases until for the non-
etched surface the first bilayer thickness has a value approximately equal to that of
the second. This suggests that the surface hydrophilicity is causing the observed
thickness difference.
Strictly speaking, the piranha solution has two effects on the glass surface; not
only rendering it hydrophilic, but also increasing its nanoscopic roughness [105]9.
This effect complicates our interpretation of the contact angle measurements as
such nanoscale surface roughness can itself affect wettability [106], and thus con-
tact angle. Still, it is unlikely that this is responsible for the observed thickness
reduction however, given that surface roughness reduces substrate-bilayer interac-
tions [37]. Furthermore, since the same thickness difference was observed on the
H2O2 cleaned glass discussed in the previous section, we can be reasonably certain
that the observed effects are the result of hydrophilicity, not roughness.
9Such an increase in nanoscale roughness does not affect light scattering at the coverslip surface
and so does not influence the image quality.
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Figure 3.15: Variation of the ratio of the thickness of the first bilayer to the second, plotted
against the hydrophilicity of the surface. Measurements taken using the
second stock are denoted by inverted triangles, while data taken with the
first stock are denoted using squares.
a b
Figure 3.16: An illustration showing how movement of lipids between leaflets of the lipid
bilayer could cause the thickness difference. Panel a) shows the unperturbed
state of the bilayer, while panel b) shows the interleaflet movement of lipids
due to the attraction of the lipids to the hydrophilic substrate, which causes
the density difference between apposing leaflets.
This observation that surface hydrophilicity affects the lipid bilayer is consistent
with computational studies that have investigated the bilayer-substrate interaction.
These studies have suggested that close proximity to the hydrophilic support induces
a movement of lipid molecules from the upper (facing away from the support) leaflet
to the lower (support facing) leaflet of the bilayer, driven by the attractive interaction
between the lipid headgroups and the support [107]. It is this effect, illustrated in
Fig. 3.16, that we hypothesise to be the cause of the reduction in the first bilayer
thickness.
The lipid movement would create two competing effects on the measured bilayer
thickness; a loss of lipid density from the upper leaflet which reduces the optical
thickness, and an increase in lipid density in the lower leaflet which increases the
optical thickness. Our data suggest that the depletion of lipids from the upper
leaflet is the dominant effect, consistent with these computational studies. Coarse-
grained molecular dynamics simulations [107] have indicated that the resistance of
the lower leaflet to compression should result in the bilayer undergoing an overall
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area expansion with increasing interaction energy, which by volume conservation
would lead naturally to the reduction in thickness that we measure experimentally.
In order to explain the observed 10% thickness reduction, the upper leaflet would
have to undergo an areal expansion of approximately 20%. This may seem high
given that the typical rupture strain of supported lipid bilayers is around 2% [46],
but ruptures require regions of low hydrophobic density in both leaflets in order to
form [108], and the tight lipid packing in the lower leaflet would prevent this. The
stress in the upper leaflet counterbalances the difference in surface energy between
upper and lower leaflet, leading to an equilibrium. The lower leaflet is under a
corresponding compressive stress; however, under compression the leaflet shows a
hard-core repulsion [109], making the strain in the lower leaflet much less than in
the upper leaflet, thus not compensating the change in surface density.
As we measure optical thickness, which is dependent not only on sample thickness
but refractive index as well, the thickness difference we observe in our data might
be at least partially caused by a change in refractive index of the bilayer. Assuming
that the refractive index undergoes its maximum possible change, from the ordinary
index 1.445, to the extraordinary index 1.460 [29], the first bilayer thickness would
appear to be 3.98 nm thick (assuming the true thickness is equal to that of the
second bilayer). This is close to our first bilayer thickness of measurement 4.08 ±
0.03 nm. Despite this, a change in refractive index is unlikely to be the sole cause
of our measurements. It is improbable that the bilayer could rearrange itself so
dramatically as to assume the extraordinary refractive index at normal incidence.
Furthermore, the 9.7% reduction in thickness we find is in good agreement with
computational studies which predict that the thickness of bilayers in close proximity
to the support should be reduced by approximately 10% [110].
The previously discussed effect of local coverage on the thickness difference can
also be understood in the context of this hypothesis. In regions of low coverage,
every position within the bilayer is close to an exposed bilayer edge where the two
leaflets are linked, as shown in Fig. 3.16. At these edges, lipids can move between
the two leaflets, enabling the attraction of lipids to the lower leaflet that our inter-
pretation suggests is the driving force for the thickness difference. In contrast, where
there is high bilayer coverage, such edges are rare, and the only way for lipids to
move between leaflets is by moving through the bilayer interior (so-called ‘flip-flop’);
this is an extremely slow process due to the high penalty associated with moving the
hydrophilic lipid headgroup through the hydrophobic bilayer interior, taking place
over a period of hours or even days, much longer than the timescale of the exper-
iments [2]. As such the lack of edges would be expected to suppress the thickness
difference.
The apparent lack of this coverage effect in the data with the second lipid stock
is puzzling however, as the need for edges as sites of lipid movement between leaflets
shouldn’t be affected by the use of a different lipid stock. In contrast, it would be
more intuitive for the first stock to show a weaker coverage effect. After all, we have
attributed the lower thickness of the lipids in the first stock to lipid oxidation, and
such oxidation should enhance the flip-flop rate within the bilayer [102], reducing
the need for edges to establish a density difference in the bilayers formed from the
first stock. No significant differences in the appearances of the DOPC bilayers was
observed between the first and the second stock.
A possible explanation might arise from the changes to the intrinsic curvature
of the lipids upon oxidation. The movement of lipids over the bilayer edges should
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Figure 3.17: Thickness of individual first bilayer patches relative to the sample average
second bilayer thickness plotted against the effective patch radius of curvature
(
√
pi/A). The fluorophore used and the spin coating concentration are given
in the legend.
be dependent not only on the total length of available edges, but also the ease with
which lipids can move across those edges. Oxidation alters the relative head-to-
tail area, resulting in lipids which prefer regions of strong positive curvature, such
as the bilayer edges [35]. This is in contrast to the neutral curvature of normal
DOPC. In the partially oxidised sample, in order for a normal DOPC molecule to
move between leaflets, it would have to displace an oxidised lipid from the edges,
incurring an energetic penalty due to the shape mismatch. Therefore, in the samples
made using the peroxidised stock, the increased barrier to movement between leaflets
makes the total length of edges more important for the establishment of the thickness
difference than in the non-oxidised DOPC stock, where the lipids are much freer to
move.
This explanation for the discrepancy is highly speculative however, and we have
no direct evidence to support it. This might be tested by deliberately oxidising some
of the second stock to see if the same behaviour is replicated. Another possibility
would be labelling the oxidised lipids to measure their localisation, to determine
whether they are preferentially distributed at the edge regions. The latter approach
would be problematic however, as fluorescent labelling would also alter the lipid
intrinsic curvature, and may not have the required sensitivity.
Another aspect of the coverage that might affect the thickness difference is the
size of the individual bilayer patches. For patches not connected to the larger SLB,
line tension at the bilayer edge should favour minimising the perimeter-to-area ratio
of each patch, which might therefore lead to more compressed patches. This in
turn should lead to an increased thickness of the first bilayer relative to the sample
average second bilayer thickness. Since the thickness should therefore be inversely
proportional to the size of the patches, to investigate this the relative thickness of
individual bilayer patches was plotted against their radius of curvature estimated
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from the measured patch area A (1/R =
√
pi/A), as shown in Fig. 3.17. It should
be noted that since the patches were frequently not circular, this estimated radius
of curvature does not actually describe the degree of curvature at the patch edges.
It can be seen in Fig. 3.17 that there is no relationship between the two parameters.
As such, it seems that if the patch size does affect the thickness difference, the effect
is smaller than our ability to measure.
In spite of the aforementioned theoretical studies [107, 110] predicting substrate-
induced thickness reductions, there have been very few experimental reports of thick-
ness changes in the first supported bilayer in the literature. This is likely due to a
combination of factors. Firstly, most SLB systems are deliberately designed to be
unilamellar, so there would be no other bilayers for comparison. Another issue is
that highly sensitive techniques such as X-ray and neutron scattering are not sen-
sitive to changes in individual bilayers, for the reasons outlined in Sec. 1.3, and so
any reduction in the first bilayer thickness is lost under the influence of the many
other bilayers which are not affected by the support. Spin coated bilayers have been
studied using AFM [55, 56], without any thickness difference being reported, but
any discrepancy between the first and second bilayer thicknesses observed might
have been dismissed as the result of the uncertain hydration layer thickness.
Interestingly, a previous study using imaging ellipsometry (which, like qDIC is a
spatially resolved technique) on spin-coated POPC bilayers found that the apparent
first bilayer thickness was actually increased relative to the second and third bilayers
in the stack, by approximately 1.2 nm [111], the reverse of what we observe. While
the authors attribute this to the presence of a 1.2 nm thick ordered water layer
with a refractive index of 1.50 [111], this might however be another example of
the substrate (in their case a plasma oxidised silicon wafer [111]) affecting bilayer
thickness.
Direct comparison of their results with ours is difficult because they do not state
the hydrophilicity of their surface. The fact they observe an increase rather than a
thickness decrease as we observe might be the result of any of several factors. Firstly,
the lipid species they use, POPC, might have a different response to the movement
of lipids between leaflets. While DOPC and POPC have the same headgroup (and
therefore their interaction with the surface would be expected to be the same), their
tails are different and so the equilibrium forces that govern the balance between
lipid loss in the upper leaflet and lipid gain in the lower leaflet might be different.
Secondly, this work assumes that both the ordinary and extraordinary refractive
indices are the same for all bilayers in the film [111]. It may be that movement of
lipids between leaflets alters the birefringence of the bilayer, making their calculated
thickness value erroneously large.
While reductions in the thickness of the first bilayer have not been reported in
the literature, the movement of lipids between leaflets in response to the presence of
the substrate that we believe to be the driving force behind the thickness difference
has been. In one interesting set of experiments, it was found that in SLBs formed
on plasma etched surfaces from binary mixtures of different lipids (DOPC/DPPC,
DLPC/DPPC, and DMPC/DPPC), the DPPC was enriched in the lower leaflet,
while the other components were enriched in the upper leaflet [112]. At 25 °C,
the asymmetry was strongest in the DLPC/DPPC system, then the DMPC/DPPC
system, and weakest in the DOPC/DPPC system. In contrast, at 55°C, the order of
asymmetry was reversed, with the bilayer containing DOPC being more asymmetric
than that of the DLPC containing bilayer [112].
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While the authors (having excluded lipid phase state and intrinsic curvature)
didn’t speculate on a mechanism beyond lipid-substrate interactions [112], this result
can be understood in terms of our model. Due to the surface hydrophilicity, the
most energetically favourable state of the SLB is one that maximises PC headgroup
proximity to the substrate, while minimising penalties incurred by stretching the
upper leaflet. At 25 °C, the DPPC is in the gel phase, and so has the highest
equilibrium density, favouring its partition into the lower leaflet. Because of the
high density of lipids in this phase, the upper leaflet would experience minimal
stretching, so it would be most favourable for the system to enrich the upper leaflet
with lipids with low area per lipid (from greatest to smallest Ld phase area per lipid
DOPC > DPPC > DMPC > DLPC), in order that the total area of each leaflet
matched. This results in the strongest upper leaflet enrichment for lipids with areas
closest to So phase DPPC like DLPC. On the other hand, at 55 °C, DPPC is in
the Ld phase and so is more spread out laterally. The upper leaflet would therefore
have the strongest preference for a lipid which has the lowest penalty for stretching,
which would be DOPC.
Thus our observations help in the interpretation of previous studies in the liter-
ature, where substrate effects have either gone unexplained or been ignored. It is
important to consider that the mechanism by which we show this thickness differ-
ence is established (specifically by lipid movement over bilayer edges) is not unique
to the spin coated SLB system. Indeed, during the formation of SLBs by vesicle
rupture, there are many exposed edges over which lipids can move [112]. Many ex-
periments are carried out on SLBs where the total coverage is low enough that lack
of edges cannot limit the hydrophilicity effect [71, 112]. This hydrophilicity induced
thickness difference may therefore be present in a wide variety of SLB systems used
in the literature.
Other factors affecting the bilayer thickness were investigated. One of particular
interest was the choice of fluorophore. All experiments described so far had been
carried out using the ATTO488-DOPE fluorophore, which has a chemical structure
as shown in Fig. 3.18a. The ATTO488 fluorophore is attached to the DOPE lipid
at the headgroup, and so since the headgroup of the lipids is oriented towards the
hydrophilic support, it was plausible that changing the lipid headgroup might alter
the lipid interaction with the support in a way which affected the bilayer thickness.
To test this, SLBs were prepared from two alternative lipid mixtures. In one, an
SLB was prepared using DOPC with a different fluorophore, TopFluorPC (included
at the same 0.1 mol% concentration as used for ATTO488-DOPE), which has a
fluorescent tag attached at the end of one of its tails and a phosphocholine headgroup
identical to that of the surrounding DOPC molecules. It would be expected then
that TopFluorPC would not affect the interaction between the headgroup and the
support. In the other, the bilayer was formed from pure DOPC, with no fluorescent
label at all.
For the bilayers formed from DOPC only, the first bilayer thickness was 4.06 ±
0.03 nm (n = 152), the second bilayer thickness was 4.38 ± 0.03 nm (n = 181), and
a third bilayer thickness of 4.26 ± 0.05 nm (n = 38). The bilayers that were labelled
with TopFluor has similar thickness values, 4.13 ± 0.02 nm (n = 408) for the first
bilayer, and 4.37 ± 0.03 nm (n = 238) for the second.
The thickness difference between the first and second bilayers is significantly
larger in the ATTO488-DOPE labelled samples (0.44 ± 0.04 nm) than in either the
unlabelled (0.32 ± 0.04 nm) or TopFluorPC labelled (0.24 ± 0.03 nm). The second
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Figure 3.18: The chemical structure of two different fluorophores, a) ATTO488-DOPE
and b) TopFluorPC.
bilayer thickness is also lower for the unlabelled and TopFluorPC labelled samples
by approximately 0.2 nm, which may indicate that the choice of fluorophore affects
the equilibrium thickness of the lipid bilayer also. Age related peroxidation of the
lipid stock can be excluded, as later second bilayer thickness measurements carried
out with ATTO488-DOPE using the same stock had approximately the same second
bilayer thickness as for the previous measurements with ATTO488-DOPE.
Why the choice of fluorophore should affect the thickness difference is unclear.
Previous experiments have shown that PC lipids with the fluorophore BODIPY at-
tached at the hydrocarbon tail group (BODIPY is the fluorescent group of TopFluo-
rPC) have a negligible effect on the overall thickness (within ± 0.1 nm) and refractive
index (within ± 0.0005) of the first bilayer of an SLB up to concentrations 40 times
higher than used here [113], in stark contrast to our results which show that just
0.1 mol% TopFluorPC reduces the hydrophilicity-induced thickness difference. The
ATTO488 fluorophore is unlikely to be interacting with the support itself, given pre-
vious experiments have shown that fluorophores with large hydrophilic headgroups
seem to be excluded from the lower leaflet of the bilayer [50].
It may be that the large ATTO488 fluorophore increases the effective size of
the lipid headgroup to an extent which allows it act as an ‘umbrella’, shielding the
hydrophobic tails in the upper leaflet from water as the upper leaflet is stretched, in
a manner analogous to how cholesterol is shielded from the medium by lipids with
larger headgroups. This would reduce the energetic penalty of stretching, and shift
the equilibrium point towards more lipid movement. Alternatively, the presence
of ATTO488-DOPE might increase the bilayer refractive index, making it appear
thicker.
A final factor which appears to affect bilayer thickness is the hydration medium.
Previous experiments in the literature have shown that media with high ionic strength
can shield the lipid bilayer from the influence of the support [114]. The PBS medium
of the previous experiments has a high ionic strength (the manufacturer gives the
osmolality of its PBS solution as between 280 and 315 mOsm/kg), so it would be
expected that the effect of the support should be greater in a medium with low ionic
strength such as DW.
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Figure 3.19: A representative region of an SLB formed in distilled water, on a greyscale
scaled from m to M , shown in a) fluorescence (m = 0 pe, M = 125 pe), b)
qDIC contrast (m = -0.0012, M = 0.0010), and c) qDIC phase (m = -3.7
mrad, M = 2.1 mrad).
The SLB sample formed in DW has significantly more adhered vesicles and other
lipid debris, as can be seen in Fig. 3.19. These other structures frustrated the analysis
by creating integration artefacts and obscuring bilayer edges, resulting in fewer line
profiles being obtained from the fields of view. Despite this, enough measurements
were taken to establish that the thickness of the lipid bilayer in DW was significantly
thicker than in PBS. The first bilayer thickness was 4.83 ± 0.06 nm (n =79) and
the second bilayer thickness was 5.41 ± 0.16 nm (n = 27). The relative thickness
difference is 10.6%, which is similar to that measured for SLBs formed in PBS.
Our observation that bilayers are thicker in distilled water than the relatively
high ionic strength PBS solution is surprising given previous literature showing that
high ionic strength increases bilayer lateral compression [114, 115], and for suffi-
ciently high ionic strengths increases bilayer thickness [116, 117]. For example, dual
polarisation interferometry experiments assuming a fixed, isotropic bilayer refractive
index have shown that addition of 2 mM Ca2+ increases the thickness of a DOPC
bilayer by almost half a nanometre [118].
It is known that the nature of the interaction between ions and the lipid bilayer
varies greatly depending on the charge, size, valency and concentration of the ions
used [116], as well as bilayer composition and phase [117, 118], and bilayer thick-
ness has also been found to decrease with increasing osmolarity within certain ionic
strength ranges [117]. However, AFM measurements of gel phase bilayers in PBS so-
lutions with the same ionic strength as used in our experiment have shown an overall
increase in lateral bilayer compression [115], which would be expected to produce
an overall increase in bilayer thickness from volume conservation arguments.
One possibility is that the refractive index of distilled water is incorrect. How-
ever, in order to obtain a thickness value equal to that measured in PBS (4.08 ±
0.03 nm), the refractive index of the distilled water would have to be 1.314, which
is much lower than would be expected for water at room temperature at 550 nm.
This can therefore be discounted as a possibility.
Also counter-intuitive is the observation that the change in bilayer thickness
is unaffected by the presence or absence of ions, given that multiple experiments
have previously demonstrated that the presence of ions can block bilayer-substrate
interactions [114], resulting in the bilayer properties becoming closer to those of a
free floating membrane; for bilayers formed on mica for example, sufficiently high
ionic strengths can prevent decoupling of the main (gel-to-fluid) phase transition
on different leaflets of the bilayer [114]. A more comprehensive investigation of
the relationship between the ionic strength of the hydration medium and bilayer
thickness could be conducted with qDIC in the future.
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Figure 3.20: A scatter plot showing the relative changes in bilayer thickness (black) and
fluorescence intensity (blue) as a function of surface hydrophilicity. Measure-
ments made using first stock are shown as squares, second stock on piranha
etched surfaces are denoted by inverted triangles, while second stock SLBs
on H2O2 cleaned surfaces are denoted by diamonds.
3.5 Measurement of Bilayer Fluorescence Steps
In order to gain further insight into the structural changes in lipid bilayers induced
by proximity to the support, the fluorescence signal from the bilayers were examined.
Differences in the fluorescence intensity between bilayers might suggest differences
in lipid density between bilayers, or differences in fluorophore distribution between
bilayers. The same step measuring procedure for extracting the optical thickness
of lipid bilayers can be used to measure the fluorescence intensity of the individual
bilayers also. Steps were taken in the fluorescence images at as close to the same
positions as the phase steps as was achievable.
In our interpretation of the thickness data shown in Fig. 3.16, the overall density
of lipids should be lower in the first bilayer than the second (and higher) bilayers due
to the stretching of the upper leaflet and the resultant net area increase of the first
bilayer. As such, we would expect to see a reduction in the first bilayer fluorescence
of a similar percentage to the reduction in thickness, as volume conservation would
require that any reduction in thickness be accompanied by an equal increase in area.
This would result in a lower fluorophore density in the first bilayer, and make the
height of the step in fluorescence intensity from the glass background to the single
bilayer region smaller.
In order to investigate whether the hydrophilicity induced thickness difference
is accompanied by a concomitant change in the fluorescence, the mean fluorescence
intensities obtained by averaging steps taken from over the whole sample (F¯1/F¯2)
were measured, and plotted in Fig. 3.20. To allow easy comparison with the relative
thickness changes, these were plotted on the same figure. Using relative fluorescence
intensities has the additional benefit of excluding any possible intensity variation
between samples due to differences in photobleaching during handling of the sample,
exposure time and illumination intensity.
– 66 –
Chapter 3. Liquid Disordered Bilayers
0 . 8 2 0 . 8 4 0 . 8 6 0 . 8 8 0 . 9 0 0 . 9 2 0 . 9 4 0 . 9 6 0 . 9 8 1 . 0 0
0 . 7
0 . 8
0 . 9
1 . 0
1 . 1
1 . 2
 T o p F l u o r ,  p i r a n h a A T T O 4 8 8 ,  p i r a n h a A T T O 4 8 8 ,  H 2 O 2
Rel
ativ
e flu
ore
sce
nce
R e l a t i v e  t h i c k n e s s
Figure 3.21: The distributions of relative bilayer fluorescence intensity measurements plot-
ted against the relative thickness in each region of interest for the three data
sets prepared using the second lipid stock.
Unlike for the bilayer thicknesses, Fig. 3.20 shows that there was not a clear re-
lationship between surface hydrophilicity and the relative first bilayer fluorescence
when ATTO488-DOPE was used as the fluorophore. The relative fluorescence dif-
fers significantly to the relative thickness in all cases. Since the ATTO488-DOPE
has a large hydrophilic headgroup, it might be possible that the fluorophore itself
is affecting the partitioning between leaflets in an unanticipated way. The data
were therefore compared with measurements taken of the fluorescent intensity of
samples labelled with TopFluorPC. However, when using TopFluorPC, the relative
first bilayer intensity is 0.98 ± 0.01, which is again substantially different to the
corresponding relative thickness given in Table 3.2.
This is curious, considering that the error on the fluorescence measurements is
sufficiently low that it should be possible to see the effect of changes in density. The
most obvious explanation for the observed lack of correlation is different levels of
photobleaching between different fields of view in the same sample. Given that the
contributions from each image to the mean values for the first and second bilayer
measurements are different (since the number of measurements taken in each field of
view are different) the effects of regional bleaching would not cancel out in the ratio
F¯1/F¯2, and so may cause the apparent discrepancy between the first and second
bilayer fluorescence data. To address this, the relative local fluorescence (F1/F2)
was taken in each field of view, and plotted against the relative local thickness
difference. The fluorescence measurements were taken relative to the local second
bilayer fluorescence step, so the effect of photobleaching should be the same for F1
and F2 and thereby cancel out. Thicknesses were taken relative to the second bilayer
thickness measured across the whole sample as before.
The results were plotted in Fig. 3.21. Again, no relationship between the thick-
ness difference and the fluorescence step can be discerned. A weak trend seems to
be present in the H2O2 data, of increasing fluorescence for greater thickness differ-
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ence, but this apparent relationship is likely the result of the two low fluorescence
outliers. This indicates that differences in fluorescence intensity between samples
and regions of interest are not responsible for the absence of the expected behaviour.
Inhomogeneous lateral distribution of the fluorophore within the bilayer is unlikely
to be the explanation, as the sample appears homogeneous on the scales in which
the fluorescence step measurements are taken. While the local environment around
the fluorophore can modulate the emission intensity of certain fluorophores, this
would be expected to have a consistent effect on each individual sample, while the
measured fluorescence in Fig. 3.21 seems random.
It may be that the overall proportion of fluorophore is not constant between
bilayers. Experiments on SLBs formed using vesicles found that the overall compo-
sition of the bilayer was enriched in components which had the strongest affinity for
the support compared to the vesicles used for the SLB preparation [112]. It may
be that the same is true in the spin-coating process, with the bilayer closest to the
support enriched in the lipids that interact most strongly with the support. If this
was true and there were indeed different proportions of fluorophore in each bilayer,
the relative intensity between first and second leaflets would no longer reflect the
density change.
This explanation has issues however. It would, for example, require that TopFlu-
orPC also has its partitioning between different bilayers in the stack affected by the
support during spin coating, even though it has a headgroup identical to the sur-
rounding DOPC lipids. The variation in the relative fluorescence signal is also poorly
accounted for by this interpretation. If this were correct, why should the fluorescence
of the first bilayer be higher than the second in some samples, and lower in others?
If the support caused exclusion of the fluorophore, or attracted the fluorophore, the
observed effect should be a constant shift to higher or lower relative fluorescence
compared to the expected values.
If there is not a systematic effect, but rather the spin-coating process results in
the exact composition of the bilayers being somehow randomised, that raises impor-
tant questions about the suitability of the spin-coating technique for applications
where the composition of the lipid bilayers must be well defined. A prominent exam-
ple is the study of Lo domains (discussed further in Sec. 4.3), where small changes in
the bilayer composition can substantially affect the biophysical properties of these
domains [119].
3.6 Effect of Background Noise on qDIC Measurements
Due to the nanometre scale thickness of lipid bilayers, the optical contrast they
generate in DIC is very low. To improve the signal-to-noise ratio of the qDIC con-
trast images, multiple frames were averaged at each polariser angle, as mentioned
in Sec. 3.1. It was important that the number of averages be properly optimised,
as taking larger numbers of averages would lead to a larger delay between the ac-
quisition of the positive and negative polariser images (as well as the corresponding
fluorescence image if one was taken). Such a delay could allow visible changes in the
sample to occur between images, possibly resulting in artefactual half-thickness steps
where bilayer edges had shifted by large amounts, such as can be seen in Fig. 3.3a,
or a blurring of the bilayer edges caused by small shifts in the edge position. On the
other hand, a too small number of averages results in increased shot noise, which
could make it more difficult to obtain good, clear measurements of phase steps at
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Figure 3.22: The qDIC phase images generated from a) 1, b) 10, c) 100 or d) 1000 averaged
frames. The scale bar has a width of 10 µm, and the intensity scale ranges
from m = -30 mrad to M = 40 mrad.
the bilayer edges.
To investigate the effect of image noise a single region of interest of a DC15PC
SLB was imaged with individual 1000 acquisitions taken at each polariser angle10.
Each acquisition had an exposure time of 100 ms, meaning at each polariser angle it
took 100 s to take the full set of images. The DC15PC bilayer was imaged at room
temperature, at which the SLB was in the rigid So phase, so there were fewer bilayer
edge fluctuations compared to those that would be seen in an Ld phase DOPC bilayer
under the same conditions. The behaviour of the So phase will be discussed in more
detail in the next chapter.
From this large set of 1000 acquisitions at each angle, images averaged from
1, 10, 100 or 1000 image subsets of the full set were generated. The effect of the
number of averages on image noise can be seen in Fig. 3.22, which shows a section
of a qDIC phase image of a bilayer patch. Increasing the number of averages clearly
reduces fine noise in the image, but features such as the bilayer edges and small
vesicles appear slightly less sharply defined in the heavily averaged images, possibly
due to small fluctuations at the bilayer edge, or sample drift.
For a quantitative measure of the effects of the number of image averages on
the mean bilayer thickness measurement, 40 phase steps were measured across four
different fields of view for each of the four different numbers of averages tested. For
consistency, the phase steps measured were in the exact same positions for each num-
ber of averages. Importantly, there was no relationship between the number of DIC
image averages and the mean bilayer thickness value within statistical significance,
as shown in Table 3.3, as all the values were the same within error.
The effect of the number of averages on the standard error of these mean thickness
values can be seen in Fig. 3.23. The expected relationship between the number of
averages, N , and the standard error is given by Eq.(3.4), where σS is the shot noise
in a single frame, and σG is the contribution to the noise from the roughness of the
glass substrate.
σ =
√
σ2S/N + σ2G (3.4)
This was fitted to the data using the Non-Linear Curve Fit tool in Origin 2017.
This gives σS = 0.11± 0.03 nm and σG = 0.10± 0.01 nm. We note that the fit does
not describe the data well, possibly due to the influence of lateral drift during the
measurement period. Based on these data, it was decided that 100 averages provided
the best compromise between acquisition speed, image sharpness and SNR. Using
the 100 ms exposure time with 100 averages, only 20 seconds would be needed to
10In this section, qDIC images will be described as being averaged over n frames; this is n frames
at each polariser angle.
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Figure 3.23: A graph showing the effect of changing the number of averages used to gen-
erate the qDIC phase image on the standard error of the average bilayer
thickness measurement. The expected dependence of the standard error on
the number of measurements is fitted to the data (black dashed line).
Number of averages Mean thickness (nm)
1 4.19 ± 0.15
10 4.07 ± 0.13
100 4.19 ± 0.11
1000 4.07 ± 0.09
Table 3.3: Table showing how the mean value of bilayer thickness changes when the number
of averages used to generate the qDIC images is changed. The errors given are
the standard error of the mean.
image both polariser orientations. While some background noise remained, it was
reduced to a level that was considered acceptable.
Despite this optimisation of the number of averages, for all the bilayer thick-
ness measurements given in Sec. 3.3 and Sec. 3.4, there was a broad distribution of
thickness measurements about the mean value, an example of which can be seen in
Fig. 3.10. The natural question that arises then is whether this variation is due to
remaining noise in the images (from shot noise or the glass roughness), or is reflective
of real local variation in the bilayer thickness at the sample. Although literature
measurements with AFM have shown that Ld phase SLBs have a roughness on the
sub-nanometre scale [101], within our axial sensitivity, much of this variation is be-
low the lateral optical resolution of our setup and so should average out, resulting
in bilayers with a smooth appearance.
To test this, many different phase profiles were taken of the glass surface, in
regions where there was no bilayer and so should be no meaningful phase variation.
To each of these different glass noise measurements was added a mock bilayer phase
step, using Eq.(3.1), with values for the five parameters chosen to be representative of
the values expected of an Ld phase lipid bilayer, based on those obtained when fitting
to real bilayer step measurements (these set parameters are given in Table 3.4). This
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Figure 3.24: Graphs showing a) the model step function (red squares) and an example of
a region of noise measured at the glass surface (blue circles), and b) the sim-
ulated data (purple squares) generated by combining the model step function
with the measured noise. The fits in b) show the model step function (red
dashed line) and the step fitted to the simulated data by MATLAB (purple
dashed line).
generated a large number of unique simulated bilayer edge measurements, to which
Eq.(3.1) was then fitted in the same manner as for real bilayer step measurements.
To ensure the noise obtained from the glass was as close to that which would
be present in real data as possible, line profiles were taken averaging over a width
of eight pixels. The lines were drawn close to parallel to the shear direction; this
was done by eye, rather than by precisely measuring the angles. This approach was
taken to reflect the fact that in real data the main aim is getting a phase profile
perpendicular to the bilayer edge with the expected step-like shape, which may
require deviations from the exact shear angle.
An example of this is shown in Fig. 3.24. In Fig. 3.24a, the ‘perfect’ noise-free
bilayer step generated from the parameters in Table 3.4 can be compared with
one of the measurements of the phase noise over the glass surface. These two are
added together to generate the simulated noisy data set shown in Fig. 3.24b, which
is shown with both the original noise-free step and the best MATLAB fit overlaid. It
can immediately be seen in this example that the addition of the noise has resulted
in the recovered step height being increased significantly compared to the true value.
The final data set consisted of 100 simulated steps. As a control, when there was
no noise added to the step, MATLAB was able to perfectly recover each of the five
parameters as expected. However with noise, the mean recovered values deviated
slightly from the ‘true’ values. The main parameter of interest, the step height, has
an average value of 5.02 mrad. The sample standard deviation of the distribution
is 0.614 mrad, which is very close to widths of the distributions observed in real
data. For example, the standard deviation of the second bilayer DOPC bilayer
measurements on the etched surface was 0.553 mrad. This indicates that most of
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Parameter Set value Measured (100 averages) Measured (1000 averages)
a (mrad) 5.00 5.02 ± 0.61 5.07 ± 0.63
b (pixels) 15.00 14.98 ± 0.24 14.98 ± 0.20
c (pixels) 1.65 1.72 ± 0.32 1.73 ± 0.36
d (mrad/pixels) 0.000 0.028 ± 0.025 0.027 ± 0.024
e (mrad) 80.00 79.31 ± 2.18 79.37 ± 2.23
Table 3.4: Comparison of parameters used to generate the mock step function compared to
the mean values obtained by MATLAB fitting to the sum of the mock step func-
tion and background noise measured for different numbers of averages during
image acquisition. Errors given are the standard deviations on the distributions.
the variation that is present in the single bilayer thickness measurements is the
result of the image noise, rather than real variation in the bilayer optical thickness.
The effect of noise on the mean thickness values should be negligible, since taking
measurements at different positions with different image noise should average out
its effects.
While this explains much of the variation in the measured single bilayer steps, it
is interesting to note that the distribution of thickness measurements for the double
bilayer steps (as can be seen in Fig. 3.10) was significantly broader than for single
bilayer steps. It is unclear why this should be the case. Possibly at double bilayer
edges, interactions between the two edges introduce fluctuations in the bilayers which
affect the qDIC phase measurements. This may merit future investigations, either
with qDIC or interferometric reflectometry.
Nevertheless, having determined that the variation in the single bilayer measure-
ments was not intrinsic to the bilayers themselves, it was decided to test whether
camera noise was responsible by observing how the variation in the mock data
changes when the number of DIC image averages is increased to 1000. Similar to
before, 100 line profiles were drawn in regions of images where there was no bilayer
present, and a mock step function with the parameters given in Table 3.4 was added
to the data. The 100 line profiles were in the same positions for images generated
from 100 and 1000 averages. If random camera noise is responsible for the variation
in the data, then increasing the number of averages should result in a significantly
narrower distribution. The effect of the number of averages on the recovery of the
mock step parameters is shown in Table 3.4.
It can be seen that increasing the number of averages used in the generation
of the qDIC image has very little effect on either the accuracy of the parameters
recovered by MATLAB’s fitting, or on the distribution of the data, which remains
of a similar scale to the real data. This is consistent with the results shown in
Fig. 3.23. This would seem to suggest that the random variation is intrinsic to
the sample itself, likely a result of the surface roughness of the glass causing small
variations in the optical path of light across the sample. As such, it is unlikely
that significant improvements could be made to the data by taking more than 100
DIC averages, since this would not reduce the glass noise. However, taking more
line profiles would still reduce the effect of noise on the mean thickness values, as
each position would have different glass roughness, the effects of which on the mean
would cancel each other out.
To quantify the roughness of the glass, the spatial standard deviation of the glass
surface measurements was taken, without the addition of the mock step function.
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Figure 3.25: Panel a) shows an illustration of a DIC image of a lipid bilayer patch, and b)
shows an illustration of the same region, after ablation of the bilayer. Panel
c) shows the result of subtracting b) from a), removing the background from
the glass and leaving a noise-free DIC image of the bilayer.
To exclude the effects of local gradients which are accounted for in our fit function
(and thus wouldn’t affect our measurements), a linear fit was made to each line
profile which was subtracted before taking the standard deviation. The standard
deviation of all our glass phase measurements (a total of 21424 points) was 0.204 ±
0.002 mrad. This is equivalent to a thickness variation of 0.161 ± 0.002 nm using
the DOPC refractive index of 1.445, or 0.097 ± 0.001 nm using the glass refractive
index of 1.5171.
Knowing that this variation comes from the glass opens up a potential avenue for
refinement of the qDIC technique. Given that at high temperatures bilayers begin to
detach from the glass surface (see Sec. 4.5), a possible way to eliminate the influence
of glass noise from the data would be to image the same region twice, once with
the bilayer intact, and then again with the bilayer absent. The latter image would
effectively be an image of just the background noise, and could in principle serve
as a ‘reference’ image, and be subtracted from the former ‘signal’ image to provide
virtually noise-free DIC images of the lipid bilayer for analysis. This is illustrated
in Fig. 3.25.
This was again tested by adding real noise to the mock step function. Two pairs
of DIC images were taken of the glass surface, the pair first to act as a signal image,
and the second pair to act as the reference image. In a real measurement, the sample
might drift slightly between acquisition of the reference and signal images, due to the
time required to detach the bilayer from the surface. To simulate the effect of this
sample drift in the test data, the position of the reference image on the microscope
stage was shifted by a small (approximately 5 µm) distance relative to the signal
image.
The signal image was used to produce a qDIC phase image as normal, from
which measurements of the noise were taken to produce 120 unique simulated steps.
The reference image was registered to the first using the Registration Estimator
in MATLAB R2018a, and the difference taken between the signal and reference;
this image should therefore be free of noise. This ‘differential’ DIC image was then
integrated as normal to produce a qDIC phase image from which measurements were
taken of the noise and added to the mock step to generate simulated data.
The mean recovered values from the simulated data are shown in Table 3.5. The
recovered step parameters in the differential DIC image are slightly closer to the set
values for four out of the five parameters. As expected, there is a reduction in the
error in the mean values, indicating less spread in the data, however, the reduction in
error in the data generated from the differential DIC images compared to the normal
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DIC images is marginal. A possible explanation is that imperfections in the image
registration process resulted the noise not being fully cancelled out of the differential
DIC image, however static lipid bilayer structures appear to be perfectly removed,
which suggests that the registration is working as expected. Another explanation
is that over the course of the image acquisition, free-floating lipid debris is moving
into and out of the focal volume, which is creating an additional noise component.
Another factor that was investigated was the effect of image drift between the
acquisition of the positive and negative image sets. At the highest number of av-
erages tested so far (1000 frames per polariser angle) the time delay would be 100
seconds between images, during which time the sample might drift and add a signif-
icant additional background noise component. To test this, a different approach to
taking the positive and negative images was tested. In this approach, the polariser
angle was alternated between positive and negative orientation during imaging of a
continuous acquisition of 2000 frames, with the polariser angle switched every 100
frames. To exclude the frames where the polariser angle was changing, only the
middle 80 frames of each 100 were taken, so ultimately the positive and negative
polariser images were each averaged over 10 blocks of 80 frames. To compare this
alternating mode of polariser operation to the normal sequential mode, two pairs
positive and negative polariser images were also taken in two separate 800-frame
blocks.
The two different modes of operation for the polariser were tested using the same
procedure, adding the model step function to 120 measurements of glass noise to
create simulated data. The results of this are shown in Table 3.6. No improve-
ment was noted in the error in the recovered parameters between sequential and
alternating polariser operation, indicating that over timescales of over a minute, the
microscope drift is negligible. Each of the mean values of the parameters are further
from the set value in the fits generated from the noise in the alternating polariser
images than the sequential polariser images.
A possible explanation for this lies in the limited accuracy of the motorised
polariser used for the fast switching needed for this alternating polariser procedure.
In theory, the position of the polariser should be the same each time for a given set
angle, and the measured intensity at ±ψ should always be the same in a given region.
However, in practise the polariser does not move to the same position every time.
This can be seen in Fig. 3.26, which shows the mean intensities at two different fields
of view as the polariser position is alternated. For manual operation, the intensities
in positive and negative polariser images are typically the same within less than
0.1%, but in Fig. 3.26 it can be seen that the intensities can differ by roughly 10%
between switches. Each time the motorised polariser is set to a particular angle,
the mean intensity is different to its previous value at the same nominal position
due slight variations in the servo movement. This variation would serve to increase
the image noise, and so may be the reason why the alternating polariser data is less
effective at recovering the ‘true’ step parameters.
Having established that image drift over short timescales was negligible, and in
order to determine the limit to the level of noise reduction that could be achieved, it
was decided to use the first and last 400 frames from the data from the 2000-frame
block to serve as the signal and reference images respectively for the differential
DIC. The time difference between the start of the acquisition of the first 400 images
and the end of the last 400 was only 80 seconds, so drift between the two images
should be negligible. This was compared with analysis of the noise of a phase image
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Figure 3.26: Mean image intensity for two different the fields of view (denoted by red
and blue lines) when the polariser was alternated between nominal angles of
+15° and -15°. The positions where the polariser angle was changed appear
as sharp drops in the average intensity.
Parameter Set value Normal DIC Differential DIC
a (mrad) 5.00 5.06 ± 0.55 4.96 ± 0.42
b (pixels) 15.00 15.00 ± 0.19 15.02 ± 0.14
c (pixels) 1.65 1.69 ± 0.26 1.65 ± 0.19
d (mrad/pixels) 0.000 0.026 ± 0.021 0.024 ± 0.020
e (mrad) 80.00 80.17 ± 1.47 80.01 ± 1.29
Table 3.5: Table comparing fit parameters from steps with noise added from phase im-
ages generated from differential DIC images with phase images generated from
normal DIC images. The DIC images were averaged over 1000 frames. Mea-
sured values are averaged over 120 line profiles. Errors given are the standard
deviation.
Parameter Set value Sequential polariser Alternating polariser
a (mrad) 5.00 5.06 ± 0.56 5.11 ± 0.56
b (pixels) 15.00 14.99 ± 0.19 14.99 ± 0.19
c (pixels) 1.65 1.69 ± 0.26 1.72 ± 0.22
d (mrad/pixels) 0.000 0.026 ± 0.021 0.027 ± 0.020
e (mrad) 80.00 80.17 ± 1.48 80.40 ± 1.55
Table 3.6: Table comparing fit parameters from steps with noise added from phase images
generated from DIC images taken when the polariser was operated in sequence
or was alternated during acquisition. The DIC images were averaged over 800
frames. Measured values are averaged over 120 line profiles. Errors given are
the standard deviation.
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Parameter Set value Sequential polariserNormal DIC
Alternating polariser
Differential DIC
a (mrad) 5.00 5.07 ± 0.58 5.02 ± 0.19
b (pixels) 15.00 15.00 ± 0.20 15.01 ± 0.07
c (pixels) 1.65 1.70 ± 0.26 1.65 ± 0.09
d (mrad/pixels) 0.000 0.026 ± 0.022 0.007 ± 0.011
e (mrad) 80.00 80.16 ± 1.51 79.98 ± 0.30
Table 3.7: Table comparing fit parameters from steps with noise added from phase images
generated from normal DIC images taken when the polariser was operated in se-
quence or from differential DIC images taken when the polariser was alternated
during acquisition. The DIC images were averaged over 400 frames. Measured
values are averaged over 120 line profiles. Errors given are the standard devia-
tion.
generated from a normal DIC image under sequential polariser operation, also with
400-frame averaging.
Under these conditions, a substantial improvement in the noise was achieved, as
shown in Table 3.7. A modest improvement in the accuracy of most parameters was
also achieved. In contrast to the previous observation that the images are apparently
well registered after the 5 µm lateral shift, this seems to suggest that the accuracy
of the registration process is the limiting factor for the differential DIC process.
Taking differential images using a very short temporal separation with no artificial
shift produces significantly reduced errors, while even a relatively small positional
shift of 5 µm results in a significantly smaller improvement, as shown in Table 3.5.
It should be noted that the low errors achieved here for bilayer thickness measure-
ments represent a purely theoretical limit to what can be achieved with the available
equipment, and could not be achieved in practise for real SLB measurements with
the existing procedures. The fact that the differential DIC process currently does
not produce any worthwhile improvement unless there is absolutely no drift renders
it unsuitable for improving bilayer measurements, as the heat-induced ablation of
the bilayer is a gradual process, and drift over the timescales in which it occurs is
unavoidable.
Improved image registration might offer a means to compensate for this drift,
however given that the goal is to remove the most prominent objects within the
field of view (i.e. the bilayer) it is unclear whether such registration would have the
necessary precision without consistent points of reference between images. Faster
removal of the bilayer might be possible by building the sample into a flow chamber
and running a solvent over the coverslip, however this might itself cause displacement
of the sample which would result in differences between the two images that would
prevent full cancellation of the noise. Further development is necessary to determine
what improvements are realistically achievable.
3.7 Effect of Polariser Calibration on qDIC Measure-
ments
As mentioned in Sec. 2.6, the DIC polariser angle ψ was set to either ±12.9◦ or
±15◦ for taking measurements. The reason for the different angles used is due to
the way in which the polariser angle was set. While later measurements were taken
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with a motorised polariser, which allowed for fast switching between preset positive
and negative angles (available in five degree intervals), for most measurements, the
polariser had to be set manually. This enabled high precision when setting the
polariser angle, but was time consuming, and added to the delay between acquisition
of the positive and negative angle images.
Assuming no structure in the field of view, the relationship between the polariser
angle and the image intensity is given in Eq.(3.5).
I = (Imax − Ibg) sin2 ψ + Ibg (3.5)
For manual alignment, it was first necessary to measure the background counts,
Ibg. This was done by measuring the mean number of counts read by the camera,
when the beam was directed away from the camera. There is an additional back-
ground component from non-polarised light coming through the polarisers which is
not accounted for here; however, this is negligible compared to the camera back-
ground Ibg. The maximum intensity, Imax was measured by setting the polariser to
the fully open position (ψ = 90◦). With these values, the expected intensity could be
calculated from Eq.(3.5), and the angle of the polariser adjusted until the intensity
detected by the camera matched the expected value.
Carrying out this calibration every time the polariser angle was changed would
be impractical, since a lengthy calibration time would preclude the possibility of
imaging fast events using the qDIC technique, and increase the likelihood of the
sample changing between acquisition of the positive and negative contrast image.
As such, the polariser angle was switched from positive to negative by recording the
image intensity at a given angle, then adjusting the polariser to the opposite position
which gives as close to this value as achievable. To avoid drift in the polariser
angle over the course of many changes, the polariser angle would be periodically
recalibrated when it would not interfere with the measurements being taken.
Due to the limitations of manual precision, it is possible that there may be slight
differences between each calibration of the polariser. Because the field of view and
lamp power would often be different between separate calibrations, the different
calibrations would not be directly comparable using the image intensities, making
determining the relative error between calibrations difficult. This uncertainty in
the true polariser angle might lead to inconsistencies between data sets taken in
different sessions, or within the same session if the polariser angle was readjusted
mid-session. It was therefore necessary to establish what effects the normal variation
in the manual polariser calibrations might have on the data.
To measure this, a similar approach was taken as for the measurement of the
effect of the number of averages discussed in Sec. 3.6. The same field of view was
imaged three times, using independent polariser calibrations each time. Within this
field of view, 42 measurements of bilayer thickness were taken. For consistency, the
measurements of bilayer thickness were taken in the same regions for each calibra-
tion.
The results of the calibrations are given in Table 3.8. It can be seen that the
three average values agree very well, and are the same within the experimental
precision. This indicates that any small variations in the polariser angle are unlikely
to cause a detectable error in the mean bilayer thickness values.
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Polariser calibration Mean thickness (nm)
A 3.75 ± 0.04
B 3.72 ± 0.05
C 3.77 ± 0.05
Table 3.8: Table showing the consistency in mean bilayer thickness measured for three
independent polariser calibrations, A, B and C.
Figure 3.27: A qDIC contrast image showing how the focus can vary within a single field
of view. The region on the right is noticeably better focussed than the region
on the left. The image intensity is scaled from 0.0004 to 0.0164.
3.8 Effect of Defocus on qDIC Measurements
Another factor which might have an influence on the recovery of the step height is
the degree of defocus (deviation from the focal plane) within an image. In many
cases, the focus was not constant over a field of view. An example of the variation
in focus across an image is given in Fig. 3.27, which shows a gradient in the focus
from left to right in one section of the field of view. Gradients such as this likely
originate from the way the sample was prepared; if the sticking of the coverslip to
the gasket was uneven, this would result in the coverslip being not parallel to the
slide and so not being parallel to the focal plane of the objective.
Since such variations are reasonably common (though usually not as extreme
as in Fig. 3.27), it was necessary to understand their influence on the data. To
accomplish this, a sample was imaged with the objective position relative to the
sample adjusted to different positions around the ideal focal plane, in intervals of
approximately 0.5µm. This ideal focal position was determined ‘by eye’, in the same
manner as would be used during normal imaging. The field of view was then cropped
down to a region in which the focus was consistent, and 10 line profiles were drawn
on the phase image over different points along the edges of single-bilayer patches.
As in Sec. 3.6 and Sec. 3.7, the 10 line profiles were in the same positions for each
focal position. The degree to which the objective position affects the sharpness of
the image can be seen in Fig. 3.28. The degree of defocus in some of these images is
considerable, and in practise images with such an extreme degree of defocus as can
be seen in Fig. 3.28f would not be taken.
The effect of defocus on the mean bilayer thickness and the standard error can be
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Figure 3.28: A section of a larger field of view of a DC15PC bilayer, within which measure-
ments of bilayer thickness were taken with objective position set at different
heights relative to the position of optimal focus. The displacement of the
objective from the ideal focal position is given in the images. Images are
scaled from m = -12 mrad to M = 4 mrad.
seen in Fig. 3.29 for data taken on a DC15PC bilayer. The changes in the mean value
as the objective is moved through the ideal focus position appear effectively random,
indicating that slight defocussing of the objective doesn’t bias the data. Within the
measurement uncertainty, the mean thickness values are effectively equivalent. This
indicates that the degree of defocus experienced during normal imaging is acceptable
for good qDIC measurements. As expected, moving away from the focal plane
increases the width of the step function (parameter c in Eq.(3.1) and Eq.(3.3)) due
to the step being less sharply defined in the defocussed images.
The effect of displacement from the position of best focus is shown in Fig. 3.30.
Increasing displacement generally results in increasing error, thus there is a mean-
ingful benefit to maintaining good focus when taking qDIC measurements beyond
the qualitative improvement in image resolution. Interestingly, the point of lowest
error is not the nominal best focus position, but rather a nearby point. This is likely
due to statistical variation in the data due to the small sample size.
3.9 Chapter Summary
In this chapter, we have shown that by fitting a tanh function to line profiles taken
over the bilayer edge in qDIC phase images, we can obtain measurements of the
phase step, from which, given a known refractive index, we can determine the bi-
layer thickness. To ensure that the integration parameters are not influencing the
recovered thickness, we have systematically investigated the SNR setting used in the
Wiener filter, and found an optimal value which is a compromise between recovery of
the expected phase profile and suppression of artefacts in the reconstructed image.
The effects of other parameters, such as the number of averages used to produce
the DIC image, the accuracy of the polariser calibration, and variation in the focal
plane have also been investigated and found not to significantly affect the results.
In the case of the DOPC bilayers discussed in this section, we have shown that
the thickness of the second bilayer in a multilamellar stack is 4.52 ± 0.03 nm, in
good agreement with measurements in the literature of free-standing lipid bilayers.
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Figure 3.29: The effect of deviation from the position of ideal focus on the height of the
bilayer, and the width, c, of the step function fitted to the data.
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Figure 3.30: The standard error of the measurements plotted against the magnitude of
the displacement from the position of ideal focus.
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The thickness of the first bilayer has been found to be dependent on a number of
factors, most notably the hydrophilicity of the surface. On a hydrophilic surface (θ
= 3.4), we found the thickness of the first bilayer to be reduced by (9.7 ± 0.9)%
compared to the second bilayer, while on non-etched surfaces, the thicknesses of the
first and second bilayers were the same within error. The second and third bilayer
thicknesses were the same within statistical significance for all samples tested.
We interpreted this result in the context of theoretical experiments in the liter-
ature, which modelled the interaction of lipid bilayers with solid supports, and had
found that the attractive interaction between the substrate and the bilayer causes
a movement of lipids from the upper to the lower leaflet. We believe that the re-
sultant depletion of lipids from the upper leaflet, and overall bilayer expansion, is
the cause of the thickness difference we observe. We attempted to further test this
interpretation by comparing the bilayer thickness changes with the corresponding
fluorescence data, however the fluorescence data did not produce consistent results.
We found the scale of this substrate effect to be dependent on several factors.
In experiments on the first lipid stock, we found that in regions of sufficiently high
bilayer coverage, the hydrophilicity-induced thickness reduction of the first bilayer
was suppressed. While this effect was not apparent from later data taken with the
second lipid stock, for all subsequent measurements we still excluded data taken
in regions of interest where the bilayer coverage was above 90% to ensure that
coverage effects are removed when investigating other possible influences on the
bilayer thickness. Another factor we found to modulate the hydrophilicity-induced
thickness reduction was the choice of fluorophore. For example, at 0.1 mol% the
ATTO488-DOPE fluorophore seemed to increase the thickness reduction of the first
bilayer by 0.2 nm compared to the case of an unlabelled DOPC bilayer.
Lastly, we explored the limits of the qDIC technique, and found that it was
limited by the roughness of the glass substrate. We tested various approaches of
eliminating the influence of this roughness from the data; these involved subtracting
qDIC images with images of the same region showing only the glass background,
but found that this generally did not remove the background noise component well,
possibly due to limitations of the image registration.
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Bilayer Phase Behaviour
Building on the work done in the previous chapter, here the phase behaviour of
bilayers will be investigated using qDIC. First, the Ld to So phase transition will be
studied. In Sec. 4.1, the changes in bilayer thickness over the phase transition will be
measured, and the effect of the bilayer phase on the hydrophilicity-induced thickness
difference found in the previous chapter will be examined. We will use qDIC to try
to image coexisting Ld and So domains during the phase transition, then, in Sec. 4.2,
we will explore how incorporation of different concentrations of fluorophore affects
the phase transition.
Next, in Sec. 4.3, the Lo phase will be investigated. Using qDIC we will image
coexisting liquid phases, and measure the thickness of both Ld and Lo domains within
the bilayer. The influences of the substrate hydrophilicity on the thickness of the
different phases will be measured, and the effect of incorporation of the ATTO488-
DOPE fluorophore (which partitions into the Ld phase) on the thickness of the two
bilayer phases will also be tested.
Finally, we will use qDIC to look at the tubular structures that form in some
supported bilayer samples. In Sec. 4.4 we will use qDIC to measure the radius of
these tubes, determine the phase state of the lipids in tubes that formed in the Ld-Lo
phase coexistence sample, and investigate the influence of the birefringence of the
bilayer on the tube phase measurements. Then, in Sec. 4.5, we will observe tube
formation in DC15PC samples during cooling, and measure changes in tube radius
as the sample transitions from the Ld to the So phase.
4.1 The Liquid-to-Solid Phase Transition
In the case of homogeneous lipid bilayers, the bilayer undergoes a transition from the
liquid disordered (Ld) phase to the solid ordered (So) phase around a well defined
phase transition1 temperature, Tm. This transition is associated with an increase in
both the absolute thickness and refractive index of the lipid bilayer [65] caused by
the reduced spacing between lipid molecules and increased molecular order in the
So phase. The resultant increase in optical thickness means the changes in the lipid
bilayer over the phase transition should be observable using qDIC.
Since the transition temperature of DOPC is below the freezing point of water,
studying the phase transition with DOPC bilayers like those used in the previous
1While there are multiple possible phase transitions the lipid bilayer can undergo, throughout
Sec. 4.1, Sec. 4.2 and Sec. 4.5, ‘phase transition’ will only refer to the main phase transition between
Ld and So phases unless otherwise stated.
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Figure 4.1: Fluorescence images showing a representative region of a DC15PC/ATTO488-
DOPE(99.99/0.01) bilayer at temperatures a) 40.1 °C (above Tm) and b) 31.9
°C (below Tm). The intensity is scaled from m = 0 pe to M = 110 pe. The
intensity of image b) has been adjusted to correct for photobleaching.
chapter would be impractical. Instead, SLBs formed from the saturated-chain lipid
DC15PC were used. The nominal phase transition temperature of DC15PC is 33.7
°C [36] (though Tm can vary significantly according the preparation conditions and
the model system tested [36]) and so forms an So phase at room temperature. The
transition temperature of DC15PC is within the safe temperature range of our mi-
croscope setup, and so the phase transition can be studied by heating the sample
above Tm.
Unfortunately, because DC15PC is less widely used than similar saturated chain
lipids like DMPC and DPPC, we could find in the literature no measurements of its
refractive index, which is needed for the determination of bilayer thickness. For our
analysis then, the refractive index of DC15PC was estimated from literature values
for DMPC (1.443 [65]) and DPPC (1.438 [120]), since these are the two lipids which
are the closest to DC15PC in terms of molecular structure (see AppendixA). Based
on this information we estimated the DC15PC refractive index to be 1.44.
While the refractive index of the bilayer changes with temperature, and par-
ticularly over the phase transition, the scale of this effect is relatively small [65].
Experiments using OWLS have shown that the scale of the change in the refractive
index of DMPC over a 14 °C temperature range around Tm, is less than 0.002 [65],
which is below the two significant figures we use for our refractive index estimate.
As such this effect is neglected and the same refractive index is used for the analysis
of DC15PC bilayers in both So and Ld phases.
Qualitatively, the DC15PC SLB sample in the Ld phase looks almost indistin-
guishable from a sample composed of DOPC, formed from patches of different lamel-
larity with rounded edges where the bilayers meet the surrounding medium. Gradual
cooling to below Tm results in considerable changes to the arrangement of the sam-
ple, as shown in Fig. 4.1. In Fig. 4.1b, it can be seen that more holes in the first
bilayer have formed due to contraction of the bilayer over the phase transition, and
many of the bilamellar patches seem to have disappeared from the sample altogether.
Additionally, the bilayer edges tend to be more angular, in contrast to the rounded
appearance of the same edges in the Ld phase.
One area of interest is whether the thickness difference between first and second
bilayers induced by surface hydrophilicity discussed in Sec. 3.4 is also present in the
DC15PC samples, and if so whether it is affected by the phase transition. For an
unlabelled DC15PC SLB formed on a hydrophilic coverslip (θ = 3.4°), when the
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bilayer was in the Ld phase at 40.9 °C, a thickness value of 3.02 ± 0.04 nm (n = 10)
was measured for the first bilayer, and a value of 3.40 ± 0.04 (n = 10) was measured
for the second bilayer2. The thickness difference between the two bilayers is 0.38
± 0.06 nm, which corresponds to a reduction in thickness of (11.3 ± 1.6) %. This
is the same within error as that measured for DOPC bilayers on surfaces with the
same hydrophilicity.
When the bilayer was cooled to 28.0 °C, well below Tm, the thicknesses of both the
first and second bilayers increased, consistent with expectations. The first bilayer
thickness increased to 3.95 ± 0.04 nm (n = 10), while the mean second bilayer
thickness increased to 4.14 ± 0.05 nm (n = 10). The thickness difference between
the two bilayers is significantly smaller at this temperature, at 0.19 ± 0.06 nm,
approximately half that measured in the Ld phase. Proportionally, the thickness
difference between the first and second bilayers in the So phase is (4.6 ± 0.1)%.
As we previously described in Sec. 3.3, we propose that the reduction in the
first bilayer thickness is the result of stretching of the upper leaflet caused by lipid
depletion. This is the result of a net movement of lipids from the upper to the
lower leaflet, which continues until the energetic benefit of bringing more lipids into
the lower leaflet is counterbalanced by the penalty of stretching the upper leaflet.
The fact that the thickness difference between first and second bilayers is phase-
dependent can be understood as the result of changes in bilayer elasticity over the
phase transition.
In the So phase, the bilayer’s elastic modulus (a measure of the energy penalty
associated with bilayer stretching) is significantly higher than in the Ld phase, there-
fore in the So phase the upper leaflet would have less stretching at this equilibrium
energy position than in the Ld phase, leading to a consequently smaller reduction in
the bilayer thickness. Literature measurements of So phase pure DPPC bilayers and
mixed DOPC/DPPC Ld phase bilayers taken using AFM suggest the area elasticity
modulus is doubled in the So phase compared to the Ld phase [38], so our observa-
tion that the thickness difference is halved in the So phase is consistent with both
our interpretation and literature data.
As the sample temperature is changed over Tm, there exists a temperature range
where both So and Ld phases coexist [121]. As previously discussed in Sec. 1.3,
the So phase excludes the ATTO488-DOPE fluorophore during the phase transition
because of the two unsaturated hydrocarbon chains of DOPE, rendering the two
phases visible by their different fluorescent signal. After the phase transition is
complete, the fluorophore gradually becomes homogeneously distributed in the So
phase, having no Ld regions left to partition into. As in Sec. 3.1, fluorescence images
provide a convenient way of testing the ability of the qDIC technique to image the
coexisting So and Ld phases.
Imaging phase coexistence during the Ld to So phase transition is more chal-
lenging than the liquid-liquid phase coexistence which will be described in Sec. 4.3
because of the dynamic nature of the system. The phase boundaries are constantly
moving as the sample cools, meaning that domain edges may be blurred, since their
positions change between acquisition of the positive and negative polariser images,
or even during the acquisition of the individual images (which takes 10 seconds due
to the number of averages taken). This results in images where the phase edges
are often either only weakly visible, or show poor agreement with the fluorescence
images.
2These values are different to those that will be shown in Fig. 4.3. This will be discussed later.
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Figure 4.2: An image of a unilamellar region of a DC15PC lipid bilayer at 32.8 °C, during
the liquid-to-solid phase transition. Coexistence between Ld and So phases
can be seen in a) fluorescence, (M = 280 pe, m - 40 pe), b) qDIC contrast (M
= 0.0014, m = -0.0007) and c) qDIC phase (M = 1.2 mrad, m = -2.7 mrad).
Ordered domains are visible in the phase image by their increased intensity.
The So domains that form during cooling have an angular appearance, originating
from the triangular lattice structure of the So phase. An example of a region showing
solid-liquid phase coexistence is shown in Fig. 4.2. The So domain is barely visible
above the noise level in the qDIC phase image, but particularly in the portion of
the domain on the right, many features of the domain in the fluorescence image can
be distinguished in the corresponding phase image. Edges in the So domain can
be used to measure the difference in thickness between the two coexisting domains
in the same way as a normal step over the bilayer edge, since we assume the same
refractive index in both phases. In a sample labelled with 1.0 mol% ATTO488-
DOPE, the difference in thickness between the two phases at 33.4 °C was 1.00 ±
0.30 nm (n = 16).
This value is particularly interesting given our hypothesis that our hydrophilic
glass substrates are altering the relative lipid density between the two leaflets of the
first bilayer. While in free standing membrane systems such as vesicles both leaflets
transition between So and Ld phases at the same time [20], as mentioned in Sec. 1.2
AFM experiments on SLBs formed on mica substrates have shown that proximity
to the mica support results in a so-called ‘decoupled’ phase transition. This means
that the upper and lower leaflets of the bilayer undergo the phase transition at
different temperatures, with the phase transition of the lower leaflet occurring at a
higher temperature than the upper leaflet, due to the asymmetry between leaflets
the substrate induces [37, 121]. While such decoupled transitions have frequently
been observed in SLB formed on mica using AFM [37, 121], they have not however
been detected on glass or silicon dioxide, which have a weaker effect on the bilayer
[37].
A thickness difference between phases of 1.00 ± 0.30 nm is consistent with a cou-
pled phase transition between leaflets. Measurements of coupled phase transitions in
DPPC bilayers using AFM have shown that when coupled, the thickness difference
between phases is 0.9 ± 0.5 nm [71], which is consistent with our data. Given that
the hydrophilicity causes different thickness reductions in the So and Ld phases, it
is possible that the surface hydrophilicity affects the height difference between the
two phases by up to 0.2 nm. However such effects would not be large enough to
confuse coupled and uncoupled phase transitions, which should be different in terms
of optical thickness by a factor of two, and so it is likely that the phase transition
in our samples is taking place simultaneously in both leaflets.
This conclusion is also supported by the fluorescence data, in which only a single
transition event is visible in the first bilayer. This indicates that in spite of the
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Figure 4.3: A scatter plot of thickness against temperature for a DC15PC/ATTO488-
DOPE (99.9/0.1) bilayer. The given temperatures are those recorded at the
sample. The blue region is the region in which coexisting phases were observed,
while the blue dashed line denotes the nominal phase transition temperature.
difference in density in the two leaflets that we believe to be induced by the glass
support from our hydrophilicity experiments, the magnitude of this effect is too
small to decouple the phase transition. It would therefore be reasonable to speculate
therefore that any reduction in first bilayer thickness measured on the mica surfaces
commonly used for AFM might be even greater than we have seen on our glass
surfaces, due to mica’s greater effect on the bilayer phase behaviour.
Next, we applied qDIC to study more closely how the bilayer thickness changes
around the phase transition, by taking measurements of the first bilayer thickness
in both the So and Ld phases at different temperatures either side of Tm. A sample
labelled with 0.1 mol% ATTO488-DOPE was cooled in 0.3 °C intervals from a
starting set temperature of 37.7 °C (comfortably above Tm) to a set temperature
of 27.6 °C, at an average rate of 0.72 °C/hour. During this transition, both the So
and Ld phase optical thicknesses were measured directly. The results are shown in
Fig. 4.3. Experiments on DPPC bilayers using AFM have indicated the presence
of additional sub-transitions at temperatures near 60 °C [71] which might also be
detectable with qDIC; however since this is above the safe temperature limit for
our optical setup, we unfortunately could not investigate this with the equipment
available at the time. A device for heating the microscope slide without heating the
microscope as a whole has since been developed, which could enable such studies in
future.
In Fig. 4.3, the sharp increase in bilayer thickness between the two phases is
clearly visible. The phase transition starts slightly below the nominal Tm value
of 33.7 °C [36]. Since it is well established that the substrate interaction shifts
Tm to higher temperatures [37, 121], it may be the value of 33.7 °C comes from
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a sample with a stronger substrate interaction (and consequently a larger increase
in Tm) than ours. Alternatively, this apparent discrepancy might simply be the
either result of differences in temperature between the thermocouple probe and the
sample, or variation from other uncontrolled factors. The latter has been seen to
be significant in AFM measurements of phase transitions in DMPC bilayers, where
the start of the phase transition was observed to vary by 1.5 °C between nominally
identical samples [121].
Interestingly, the phase transition appears to start at slightly different tempera-
tures in the first and second bilayers. While the phase transition appeared for the
first time in the same frame for both first and second bilayers, the So domains were
always larger and more numerous in the second bilayer than the first. This indicates
that there is a difference in Tm between the first and second bilayers smaller than
the 0.3 °C temperature interval between each frame. This result is surprising; given
that the support is supposed to increase Tm, it would be expected that the first
bilayer would begin to freeze before the second. It is unclear why our sample should
exhibit the reverse behaviour.
The bilayer thickness in the So phase remains constant within error as the sample
is cooled. In contrast, there does seem to be a slight increase in the thickness of
the Ld phase during cooling, particularly as the sample enters the So-Ld phase
coexistence region. This is consistent with measurements on bilayers formed from
other PC lipids with saturated chains (including DLPC, DMPC, and DPPC) using
X-ray and neutron scattering [68].
The bilayer thickness values in Fig. 4.3 are conspicuously larger in both So and
Ld phases than the label-free thickness values that were mentioned earlier. The
cause of this is unclear. It is unlikely that the presence of only 0.1 mol% of the
ATTO488-DOPE fluorophore would cause a thickness increase of almost 1 nm,
especially considering that measurements made on the DOPC bilayers in Sec. 3.4
suggested that the presence of the ATTO488-DOPE fluorophore enhances thickness
reductions caused by the substrate. Oxidation of membrane lipids is one possibil-
ity, however, different DC15PC stock was used for each set of measurements, and
both samples were prepared when the stock was at approximately the same age.
Furthermore, the saturated chains of DC15PC should render it more resistant to
peroxidation than DOPC.
The label-free measurements were carried out on qDIC phase images produced
using an earlier version of the qDIC procedure, which lacked the apodisation step
described in Sec. 1.4, resulting in a strong artefactual phase gradient at the edges of
the image. It may be that these considerable background artefacts in the phase are
affecting the measurements of the phase steps. However this too seems unlikely. In
other samples where steps have been measured in the same images integrated both
with and without apodisation, it has been found that lack of apodisation lowers the
phase steps by only 5%, much smaller than the difference between the two DC15PC
data sets. It may therefore be that there was an error in the DIC polariser calibration
during one of the sessions. If one of the sets of data is incorrect, the natural question
is which one?
It is difficult to compare our values with measurements made in the literature for
two reasons. Firstly, as the data in Fig. 4.3 shows, the bilayer thickness is tempera-
ture dependent, even within the same phase [68]. Secondly, there are very few direct
measurements of the DC15PC bilayer thickness in the literature, and these tend to
be AFM measurements which also include an unknown thickness contribution from
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the underlying hydration layer, as well as uncertainties relating to the indentation
of the AFM tip. For example, in one of the few AFM derived thickness measure-
ments of DC15PC, a thickness of 4.9 ± 0.2 nm in the So phase was obtained, but
the authors believed that the tip indentation might be up to 1 nm [70], making a
precise comparison with our data impossible.
Other forms of thickness measurement based around X-ray and neutron scatter-
ing might provide more accurate comparisons, but to our knowledge no measure-
ments of DC15PC bilayers have been attempted using these techniques. Using the
Gibbs-Luzzati bilayer thickness3 for the Ld phase of DMPC at 30 °C, a thickness of
3.69 nm is reported, while Ld phase DPPC at 50 °C has a thickness of 3.85 nm [39].
Assuming that the thickness of DC15PC would be at the midpoint between these
values, an Ld phase thickness of 3.77 nm would be expected, which is approximately
what we see in Fig. 4.3 for the Ld phase away from the phase transition.
Likewise for the So phase, the reported thicknesses are 4.78 nm for DPPC at 20
°C [39], and 4.41 nm for DMPC at 10 °C [122]; this leads to a predicted DC15PC So
phase thickness of 4.60 nm, which is slightly smaller than we observe for the data
presented in Fig. 4.3, but much larger than the label-free data. Taken together, the
labelled data presented in Fig. 4.3 is probably the more accurate of the two data sets.
Small discrepancies between the expected and measured values may be explained
as the result the limited accuracy of the estimated refractive index estimate, or the
influence of the substrate on the bilayer thickness.
While this means the absolute thickness values for the label-free bilayers that
were used to determine the effect of the main phase transition on the thickness
difference between the first and second bilayers are subject to a calibration error,
the observed reduction in thickness difference between phases should still be valid,
since the relative differences between steps are unaffected by errors in the polariser
calibration (previously discussed in Sec. 3.7).
4.2 Fluorophore Effects on the Phase Transition
In the experiments described in the previous section, some were carried out on
DC15PC bilayers which incorporated various proportions of ATTO488-DOPE flu-
orophore, while other experiments were carried out on DC15PC lipid bilayers not
including fluorescent labels. The fact that the qDIC technique works without the
need for exogenous labels enables us to investigate the extent to which the incorpo-
ration of this fluorophore into the bilayer affects the phase transition.
To accomplish this, DC15PC SLBs prepared with different concentrations of the
ATTO488-DOPE fluorophore were cooled below their phase transition temperature.
The four concentrations used were 1.00 mol%, 0.10 mol%, 0.01 mol%, and 0.00 mol%.
Each of these samples were cooled in steps of 0.3 °C as before. After each reduction
in temperature, the sample was left for 10 minutes to allow the sample to equilibrate
to the new temperature. Imaging in fluorescence and DIC then took approximately
3 minutes, after which the target temperature of the heating unit would be reduced
again, resulting in an average cooling rate at the sample of 1.4 °C/hour.
An example of one of the samples being cooled is shown in Fig. 4.4. This shows a
mixed unilamellar and bilamellar region of a DC15PC bilayer labelled with 1.00 mol%
3Thickness can be defined in multiple ways from X-ray scattering data. The Gibbs-Luzzati
thickness is defined as 2VL/A, where VL is the lipid molecular volume and A is the interfacial area
per lipid [39].
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Figure 4.4: qDIC contrast images of a region of a DC15PC bilayer labelled with 1 mol%
ATTO488-DOPE undergoing a phase transition during cooling. The green
colour channel represents the fluorescence intensity, showing the accumulation
of fluorophore in the shrinking Ld phase regions. The images show the region
at set temperatures of a) 33.9°C, b) 33.3°C, c) 32.7°C, d) 32.4°C, e) 31.8°C,
f) 30.9°C. The time elapsed from the acquisition of image a) is shown in the
images. The qDIC contrast is scaled from m = -0.002 to M= 0.001, while the
fluorescence is scaled from m = 320 pe to M = 1520 pe.
ATTO488-DOPE. In Fig. 4.4a, the bilayer is entirely in the Ld phase, with phase
coexistence becoming visible in Fig. 4.4b, and the sample fully frozen by Fig. 4.4e.
Initially, the bilayer covers the field of view shown; however, as the bilayer cools,
gaps in the first bilayer begin to appear from Fig. 4.4d due to the areal contraction of
the bilayer. The shape of these gaps changes during cooling, from the more rounded
shape in Fig. 4.4d, to a more angular shape in Fig. 4.4f; again this is due to the
highly ordered arrangement of lipids in the So phase as previously discussed.
It is immediately apparent from the fluorescence overlay in Fig. 4.4 that the
intensity of the fluorophore in the Ld phase increases during the phase transition.
This increase in intensity is especially visible in Fig. 4.4 due to the high (1.00 mol%)
proportion of ATTO488-DOPE, but is also visible on other data sets. As the sample
cools and the area of the Ld domains decreases, the relative proportion of fluorophore
within the Ld phase increases significantly.
The fluorescent intensity gives information on the fluorophore concentration
within the Ld phase, however, due to the photobleaching caused by repeated imag-
ing of the same region, the fluorescent intensity cannot simply be measured directly.
In order to make quantitative determinations of the fluorophore partitioning, the
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Figure 4.5: Fluorophore concentration (calculated from the bleach corrected fluorescence
intensity) in both the fluid (circles) and gel (squares) phases against temper-
ature during the phase transition of the Ld phase of a DC15PC bilayer. The
top panel shows data from a bilayer with a nominal overall fluorophore con-
centration of 1.00 mol%, while the lower panel shows data for a bilayer with a
fluorophore concentration of 0.01 mol%.
fluorescence images first have to be normalised to compensate for photobleaching.
This was carried out using the ‘Simple Ratio’ option within the EMBLtools Bleach
Correction plug-in for ImageJ, which operates by normalising each image in the
sequence to the same mean intensity following subtraction of the background inten-
sity4. This should be approximately valid assuming that the total volume of lipid in
the in the image area remains constant, and no fluorescent objects such as vesicles
enter or leave the field of view during imaging.
The changes in fluorophore concentration in each phase are shown in Fig. 4.5.
The fluorophore concentration in the Ld domains increases as their volume fraction
decreases while cooling. Assuming the fluorescent intensity scales linearly with the
fluorophore concentration, we show the concentration as function of temperature in
Fig. 4.5 for bilayers containing either 0.01 or 1.00 mol% ATTO488-DOPE. In the
latter sample, the fluorophore concentration in the Ld phase reaches 2 mol% before
it finally freezes at a temperature 2.7 °C below the point at which So phase domains
first appeared. As the So domains expand, the concentration of fluorophore within
these domains increases gradually over the course of the phase transition, from an
initial concentration of 0.35 mol%. Once frozen, the fluorophore diffuses slowly in
the solid bilayer, establishing an equilibrium over a timescale of several hours at
room temperature.
4While the images presented may show smaller regions from within larger fields of view, the
photobleaching correction is always carried out on the full field of view captured by the camera.
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When the overall proportion of fluorophore is reduced to 0.01 mol%, the range of
temperatures over which phase coexistence is visible is reduced to 0.6 °C. The fluo-
rophore concentration in the Ld phase peaks at 3.6 times the starting concentration.
However, due to the limited spatial and temporal resolution of our data, we cannot
exclude the possibility that smaller Ld domains, with even higher proportions of
fluorophore, form before the sample ultimately freezes. The concentration of the
fluorophore does not seem to affect the temperature at which the phase transition
begins; in the sample with 1.00 mol% ATTO488-DOPE, the first temperature point
at which phase coexistence was observed was 33.6 °C (set temperature 33.2 °C),
while for the sample with 0.01 mol% ATTO488-DOPE, phase coexistence was first
observed at a measured temperature at the sample of 34.0 °C (set temperature 33.2
°C).
In both cases, the fluorophore concentration eventually reaches levels apparently
higher that the starting concentration once the bilayer is in a single phase. This
can attributed to the lateral contraction of the bilayer when freezing, increasing the
areal density of fluorophore. Gravimetric X-ray measurements on DPPC bilayers
suggest an increase in lipid density of approximately 40% below Tm [39], which is
in between the measured increase in fluorophore density for the nominal 1.00 mol%
sample (14% concentration increase in the So phase) and the 0.01 mol% sample (66%
concentration increase in the So phase).
There are a number of possible reasons why our measurements deviate from the
expected value. It could be that the behaviour of a multilamellar stack is different
to that of a single bilayer. We have already seen that the hydrophilicity of the
support can alter the bilayer thickness, so it seems possible that the support could
influence the change in lipid density over the phase transition. However, this should
produce a consistent result, while we see that the 0.01 mol% fluorophore sample
has a higher than expected density change, and the 1.00 mol% fluorophore sample
has a lower than expected density change. The fact that our measurements fall
either side of the expected value suggests a random error, perhaps due to the error
in the fluorescence measurements, or maybe a result of the limited accuracy of the
photobleaching correction.
Nevertheless, from this data, we can also estimate the difference in the free
energy of the fluorophore between the coexisting Ld and So phases. The difference
in free energy, ∆F , is given by Eq.(4.1), where R is the ratio of the fluorophore
concentration in the So phase to that in the Ld phase, T is the temperature of the
system in kelvin and kB is Boltzmann’s constant.
∆F = kBT ln(R) (4.1)
We measure the free energy for both samples at the start of the phase coexistence
region. At 33.4 °C, the difference in free energy between the two phases for the
high concentration (1.00 mol%) sample was -37.2 ± 2.7 meV, while at 33.6 °C, the
difference in free energy for the low concentration (0.01 mol%) was -39.8 ± 1.9 meV.
These values are in good agreement with each other. Literature values of the free
energy difference for the fluorophore between phases are somewhat larger than we
measure. Simulations of two different fluorescent probes (each with two 18-carbon
saturated chains added to improve solubility in the bilayer), found a free energy
difference between So and Ld phases of approximately -100 meV for one probe, and
200 meV for the other, with the former exhibiting a preference for the Ld phase and
the latter the So phase [123].
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There are several possible explanations for why the magnitude of our measure-
ments are slightly smaller than found in the simulations of the probe molecule which,
like ours, segregates into the Ld phase. Firstly, there is the possibility of random
error as mentioned earlier, however the close agreement between the two data sets
makes this unlikely. Secondly, unlike the ATTO488-DOPE fluorophores used for our
experiments, the simulated molecules were not comprised of fluorophores attached
to the head group of a phospholipid, but were simply fluorophores with hydrocar-
bon tails attached. They might therefore be expected to cause greater disruption
of lipid packing than ATTO488-DOPE, possibly leading to greater difference in the
free energy between phases.
Another possibility is that because in our sample the bilayer was being cooled,
the concentration of fluorophore between phases may not have yet reached equilib-
rium. Evidence for this can be seen in the fact that in the 1.00 mol% fluorophore
sample, the calculated free energy decreases continually during the phase transition;
the free energy measured at the last temperature where phase coexistence was ob-
served was only -19.9 ± 3.7 meV, almost half that measured at 33.4 °C. To get a
better measurement of the free energy, the sample could be held at a temperature
in the phase coexistence region for a long period of time to allow the distribution of
fluorophore between the two phases to reach equilibrium. Also, the cooling exper-
iment could be repeated with different fluorophores, closer in structure to those in
the simulations to allow for a more direct comparison of the data.
Using qDIC, we can also observe the phase transition without the need for flu-
orophore. When no fluorescent labels are incorporated into the bilayer, phase co-
existence was visible in unilamellar regions over a 0.6 °C range (starting from 30.6
°C), with some variation across the field of view. We attribute this observation to
the interaction with the substrate, which may vary across the sample. This suggests
that when the fluorophore concentration is reduced to 0.01 mol%, the phase transi-
tion of the SLB is effectively the same as that of an unlabelled SLB, with a finite
coexistence region due to the interaction with the support, or the finite purity of the
DC15PC used. The shift in the transition temperature is curious. It seems unlikely
that adding just 0.01 mol% of fluorophore to the bilayer should cause a shift in Tm
of 3 °C, while increasing the fluorophore concentration 100 fold has no effect. The
difference may be an artefact of the faster cooling rate (by approximately 33%) used
for the label-free sample compared to the other samples, or variations in Tm from
other uncontrolled factors as discussed in the previous section.
To better understand the mechanism by which ATTO488-DOPE alters the phase
coexistence region of the sample, the cooling experiment was repeated using a bilayer
containing 1.00 mol% DOPE instead of ATTO488-DOPE. In this sample, phase
coexistence became visible in the DIC images at 33.4 °C, and was virtually gone
by 30.2 °C, a temperature range of 3.2 °C, similar to that observed for the 1.00
mol% ATTO488-DOPE sample. This indicates that the ATTO488 tag itself doesn’t
affect the phase transition; rather, it is the accumulation in the Ld phase of the
DOPE molecule to which ATTO488 is attached that extends the phase transition.
The DOPE lipid has a lower phase transition temperature than DC15PC, so as
the Ld domains shrink and the DOPE within them becomes more concentrated,
the transition temperature of the domains is lowered keeping them fluid for longer
during cooling. As the Ld domains continue to shrink as the sample is cooled, the
concentration of DOPE increases yet further, again lowering the phase transition
temperature.
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Our results therefore indicate that the incorporation of typical concentrations
of other lipids, such as any of the many DOPE-based fluorophores typically used
in fluorescence experiments, into the bilayer during the phase transition would lead
to significant changes in the bilayer phase behaviour. This is exacerbated by the
tendency of these lipids to become more concentrated as the Ld domains contract
during the phase transition. It is possible that the use of a fluorophore with chains
closely matching the surrounding lipid, such as ATTO488-DC15PE, would allow
fluorescence measurements without affecting the phase transition; however, it should
be noted that addition of fluorophores to lipid headgroups results in different phase
partitioning than would be expected from the tails alone [58], so a labelled DC15PE
lipid might still accumulate in the Ld phase.
4.3 Liquid-Ordered Phases
As discussed in Sec. 1.1, the study of lipid rafts is one of the most biologically relevant
applications of lipid bilayer model systems. Using qDIC, we have the opportunity
to study the liquid-ordered (Lo) phase, which is believed to form the basis of the
raft domains, without the need for fluorescent labelling, and with the sub-nanometre
axial resolution demonstrated in the previous chapter.
Imaging of ordered domains in qDIC relies on the higher molecular order of
the Lo phase of the lipid bilayer, which gives it a higher refractive index [29], and
generally also a greater thickness [42], than the Ld phase. Since both of these
factors increase the Lo domain optical thickness, Lo domains should be visible in
the qDIC phase images as regions of higher brightness. As in Sec. 3.1, corresponding
fluorescence images were taken to compare with the qDIC images. We expect the
ATTO488-DOPE fluorophore to preferentially partition into the Ld phase, based on
the partitioning behaviour of other fluorophores tagged to DOPE described in the
literature [124], as well as our observations in Sec. 4.2 of its preference for the Ld
phase in the Ld-So system. In fluorescence the Lo domains should therefore appear
as dark patches in the membrane.
To produce SLBs which show liquid-liquid phase coexistence at room temper-
ature, a mixture of DOPC, ESM, and Chol was used. While there are a wide
variety of different possible lipid compositions which can produce ordered domains
at room temperature [42, 119], this mixture offers particular advantages. Firstly,
using DOPC as the disordered lipid component allows us to make reasonable com-
parisons between the Ld phase in our ternary samples and the pure Ld phase samples
made entirely of DOPC discussed in the previous chapter. Secondly, the use of ESM
for the ordered phase makes for a more biologically relevant model system than, for
example, DPPC might, as sphingolipids are one of the defining components of lipid
rafts [19] in cells.
The phase behaviour of lipid bilayers is highly sensitive to the ratio of these
three lipid components [119, 125], and so it is important that this ratio be carefully
chosen to suit the requirements of the experiment. For example, the relative propor-
tions of the three lipids determines domain size and domain miscibility temperature.
The former is an important factor given that qDIC is an optical technique with a
diffraction limited lateral resolution; nanometre-sized domains might be closer to
the scale of biological lipid rafts, but are beyond the capacity of qDIC to image. As
such, a mixture which produces micron-scale domains is needed. The domain mis-
cibility temperature is equally important. As described in AppendixB, our sample
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Figure 4.6: Images of a DOPC/SM/Chol/ATTO488-DOPE(54.9/25.0/20.0/0.1). a) Fluo-
rescence (M = 109pe, m = 0pe), b) qDIC contrast (m = −0.015,M = 0.015),
and c) qDIC phase (m = −17mrad, M = 7mrad).
preparation procedure requires the sample to be in a homogeneous Ld phase when
undergoing pre-hydration at 37 °C; this coupled with the temperature limitations of
our setup necessitates a miscibility temperature between room temperature and 37
°C, or no domains will be observed.
Another important consideration is whether the ordered domains are formed
from an Lo phase or an So phase, since in addition to the Ld-Lo phase coexistence
regime, Ld-So phase coexistence is also possible when the proportion of cholesterol is
sufficiently low. Unlike the Lo phase, the So phase is not believed to occur in nature,
and so is not representative of the structure of membrane rafts. Differentiating
between the Ld-Lo coexistence regime and the Ld-So regime in fluorescence is difficult
because generally both So and Lo domains would appear as dark patches in the
membrane, with small differences in domain shape being the only distinguishing
factor [125]. Making such a distinction would be extremely difficult even with qDIC
due to the small difference expected in optical properties between the So and Lo
phases. It is therefore necessary to chose a ratio well away from the Ld-So coexistence
regime.
These considerations motivated the selection of the 55/25/20 (DOPC/ESM/Chol)
ratio previously stated in Sec. 2.1. These proportions were selected based on phase
coexistence experiments carried out in the literature on GUVs [119]. The lipid
composition in these experiments differed from ours in that they used pure palmi-
toyl sphingomyelin, rather than the chicken egg sphingomyelin we use. However,
since egg sphingomyelin is 86% palmitoyl sphingomyelin (according to the manu-
facturer) this data should still be applicable to our lipid mixture. For fluorescently
labelled samples, 0.1 mol% of the overall lipid mixture was changed from DOPC
to ATTO488-DOPE, which is expected to have a negligible effect on the phase be-
haviour.
It was found that this mixture produced micron-scale domains as expected.
When the domain stability as a function of increasing temperature was tested us-
ing fluorescence microscopy, it was found that a temperature of around 30 °C was
sufficient to melt most of the domains, and so this is taken to be the approximate
miscibility temperature of the mixture. This is lower than expected based on the
GUV data for this particular ratio [119]; however it is still comfortably within the
target temperature range, and is sufficiently above room temperature to ensure the
domains are stable against melting under normal imaging conditions.
An example of an SLB showing liquid-liquid phase coexistence is shown in
Fig. 4.6. The domains are clearly visible in the fluorescence images due to their
exclusion of the fluorophore. These domains have a rounded shape, which is ex-
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pected of the Lo phase due to the energy penalty associated with the hydrophobic
mismatch at the interface between domains. This supports the conclusion that the
domains are in the Lo phase rather than the So phase, since So phase domains would
be expected to have a more angular structure, like those seen in Fig. 4.4.
The extent of the fluorophore exclusion is so great that the fluorescence step
between phases (measured as described in Sec. 3.5) of 51.2 ± 0.8 pe is the same
within error as the step from the Ld phase to glass of 50.1 ± 0.8 pe, indicating that
the surface density of fluorophore in the Lo phase is less than 2% of that in the fluid
phase. The difference in free energy of the fluorophore between the two phases is
therefore below -100 meV, which is similar to simulated values found in the literature
[123].
In the qDIC images, the Lo domains are visible in the contrast images as convex
regions, and, consistent with expectations, appear in the qDIC phase images as
regions of increased intensity. Interestingly, one of the dark patches which appears
to be a domain in the fluorescence image Fig. 4.6a is shown in the corresponding
qDIC images Fig. 4.6b and Fig. 4.6c to be in fact a small hole in the bilayer. This
example highlights the benefit of qDIC for imaging domains, as while in principle this
hole could be distinguished from domains in fluorescence by the use of an additional
fluorophore which partitions into the Lo phase, the qDIC technique renders this
unnecessary.
In order to extract quantitative information about the ordered phase, the optical
thickness of the Lo domains must be measured. However, in most regions of the
ternary sample it was not possible to measure the optical thickness step from the
glass to the Lo regions of the bilayer directly, because of a lack of suitable edges
over which to take line profiles. This is likely a result of the greater hydrophobic
thickness of the Lo phase than the Ld phase; Ld phase edges exposed to water incur
a lower energy penalty than exposed Lo phase edges, causing the SLB to favour a
configuration where the Lo domains are surrounded by Ld domains to minimise the
exposure of the hydrocarbon tails to water. This tendency of the bilayer to surround
Lo domains with Ld regions can be seen clearly in Fig. 4.7a.
Although the phase step between the Ld and Lo phases can be measured in the
same manner as described in Sec. 3.1, this on its own cannot be converted to an
absolute thickness using Eq.(3.2) because of the differing refractive indices on either
side of the phase boundary. The measured optical thickness step between phases ∆φ
is described by Eq.(4.2), where hLO, nLO, hLD and nLD are the absolute thicknesses
and refractive indices of the Lo and Ld phases, respectively.
∆φ = 2pi
λ0
(
hLO(nLO − nm)− hLD(nLD − nm)
)
(4.2)
While it was not possible to obtain direct measurements of the Lo phase optical
thickness, the optical thickness of the Ld phase (with its larger area and greater
localisation towards the edge of the SLB) could be measured directly, allowing the
absolute thickness of the Ld phase domains to be measured if the refractive index
is known. Though spectroscopic experiments on domain composition have shown
that the Ld phase may contain some of the ordered lipid component [126, 127], the
small proportions of these ordered lipids coupled with the relatively small difference
in refractive index between these ordered lipids and DOPC, should mean that the
change in refractive index of the Ld phase compared to pure DOPC bilayers is
negligible. The refractive index of the Ld phase was therefore taken to be the same
as for pure DOPC bilayers. With the absolute thickness of the Ld phase, hLD known,
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the absolute thickness of the Lo phase can be calculated from Eq.(4.3).
hLO =
λ0∆φ
2pi(nLO − nm) +
hLD(nLD − nm)
(nLO − nm) (4.3)
Using this equation, measurements of both the Ld and Lo phase thickness were
taken for the fluorescently labelled sample. All these measurements were taken on
the first bilayer using the first lipid stock. This resulted in a bilayer thickness of
3.90 ± 0.05 nm (n = 48) in the Ld phase, which is slightly larger than the thickness
of the pure DOPC bilayers formed using the first lipid stock presented in Table 3.1.
The thickness of the Lo phase was found to be 5.19 ± 0.06 nm (n = 48), a thickness
difference of 1.29 ± 0.08 nm between the two phases.
As in the DOPC/ATTO488-DOPE samples, double bilayer regions can be seen
in SLBs formed from the ternary mixture. Understanding the phase behaviour in
these double bilayer regions can be difficult, but the qDIC technique can give more
insight into these regions than fluorescence alone. An example of this is shown
in Fig. 4.7, which shows a region where double bilayer patches in different phases
are linked by thin branch-like membrane structures (the precise nature of which is
discussed in more detail in Sec. 4.4).
In Fig. 4.7 the structure of the patches that are connected to the branches is
unclear from the fluorescence alone; however when the qDIC phase image is included
as an overlay, the different regions can be clearly identified by their colour. Regions
that are a single Ld phase bilayer appear dark green, while dark red indicates the
single-bilayer Lo phase. Bright red indicates two stacked Lo bilayers (Lo + Lo) and
bright green a stack of two Ld bilayers (Ld + Ld), while orange represents a mixed
stack of one Lo phase bilayer and one Ld phase bilayer (Ld + Lo, or Lo + Ld).
Notably, using only fluorescence it is not possible to distinguish between double
Lo phase bilayers surrounded by a double Ld phase border, and regions where the
branch structures encircle an empty area. The qDIC technique therefore eliminates
the need for a second fluorescent label for the Lo phase that is otherwise required to
accurately interpret the data.
Additionally, different combinations of phases can be distinguished by quantita-
tive measurements of their relative fluorescence and optical thickness steps, as can
be seen in Fig. 4.8, where the measured step heights are normalised to those of the
Ld phase of the first bilayer. The Ld + Ld regions have approximately double the
fluorescent intensity of the Lo + Ld regions, while having approximately the same
normalised optical thickness. More measurements would likely reveal a shift in the
normalised optical thickness between the Ld + Ld regions and the Lo + Ld regions
due to the greater optical thickness of the Lo phase.
Measurements of bilayer thickness can also be carried out on samples prepared
without fluorescent labels. As in the case of the labelled samples, the thickness of the
Lo phase had to be determined indirectly, using Eq.(4.3). For a non-labelled sample,
the thickness of the Ld phase was 3.89 ± 0.03 nm (n = 70), while the thickness of
the Lo phase was 4.96 ± 0.05 nm (n = 70). The thickness difference between Lo
and Ld phases in the unlabelled sample is 1.06 ± 0.06 nm, markedly lower than the
corresponding phase thickness difference measured in the labelled sample.
This result is somewhat counter-intuitive. As has already been established, the
fluorophore is almost totally excluded from the Lo phase of the bilayer, yet at first
glance, the data appears to indicate that the presence of the fluorophore increases
the Lo domain thickness. This is also surprising in the context of experiments on
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Figure 4.7: Region of a DOPC/ESM/Chol/ATTO488-DOPE (54.9/25.0/20.0/0.1) sample
showing a) fluorescence (scaled from 230 to 350 pe), b) qDIC contrast (scaled
from -0.00320 to 0.00282), and c) a composite image generated from fluores-
cence (green) and qDIC phase (red) images.
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Figure 4.8: Fluorescence versus phase for double bilayers in a ternary sample, normalised
to single Ld phase bilayers of the same region. Double Ld bilayers (green
squares) are distinguished from Ld+Lo phase bilayers (yellow triangles).
vesicles, which have shown that even relatively large changes to the lipid composition
of the Ld phase do not significantly affect the thickness of the Lo domains [128].
To understand this result, it is important to bear in mind how the errors are cal-
culated. The errors presented are based on the distribution of the data, and so most
accurately describe the errors between measurements made on the same sample.
Variation in factors such as polariser calibration and microscope alignment might
cause differences between measurements that would be expected to be otherwise
identical. For example, the data presented in Table 3.1, shows that the thickness
can vary by 0.1 - 0.2 nm between nominally equivalent bilayers.
This means that while the relative difference in thickness between the Lo and Ld
phases for the labelled and unlabelled samples are known with a high confidence,
the absolute values are less accurately defined. Given that the sample variation is
of a similar magnitude to the measured effect of the fluorophore on the thickness
difference between phases, it is reasonable to assume that the Lo domains have the
same thickness, as expected from the literature, and the increase in the thickness
difference over the phase edge is in fact due to a reduction in the thickness of the
Ld phase.
Under this interpretation, the data agrees well with the measurements made on
the pure DOPC sample. As described in Sec. 3.4, comparing labelled and unlabelled
DOPC bilayers showed that the presence of ATTO488-DOPE causes an additional
thickness reduction in the first bilayer of 0.2 nm compared to the label-free bilay-
ers. This is the same magnitude as the discrepancy between domain thickness in
labelled and unlabelled samples. The most reasonable interpretation for our data
then is that in the fluorescently labelled samples, the Ld phase has an additional
0.2 nm thickness reduction due to the fluorophore-substrate-bilayer effect, while
the fluorophore-excluding Lo phase does not, thus increasing the relative thickness
difference between the two phases by 0.2 nm compared to the unlabelled sample.
To further test this hypothesis, we looked at the optical thickness step over
the domain boundary in the second bilayer of labelled and unlabelled samples. If
the effect is, as we believe, due to the interaction between the Ld phase bilayer,
the fluorophore and the substrate as discussed in Sec. 3.4, then regardless of the
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presence or absence of fluorophore, the difference in optical thickness between Lo
and Ld phases should be the same in the second bilayer. This is indeed what the
data shows; in second bilayer samples formed from the second lipid stock, ∆φ is 1.99
± 0.03 mrad (n = 290) for the labelled samples and 1.99 ± 0.03 (n = 304) for the
unlabelled samples. To ensure maximum consistency between these measurements,
both samples were imaged in the same session. The data supports the conclusion
that the fluorophore does not affect the Lo domains.
To better understand how the surface hydrophilicity affects the different bilayer
phases, domains were formed on a piranha etched surface that had its hydrophilicity
reduced by exposure to air (as described in Sec. 3.4) using a lipid mixture including
the ATTO488-DOPE label. In this experiment, we would expect that the thickness
of the Ld phase would be greater based on our previous experiments on pure Ld phase
bilayers, however, it is unclear whether the hydrophilicity would affect the Lo phase
in the same way. After all, we have established in Sec. 3.4 that the mechanism that
causes the first bilayer thickness reduction in pure Ld phase bilayers requires exposed
bilayer edges to be effective, but the Lo phase lipids are almost always surrounded
by the Ld phase, and so cannot move easily between leaflets. Furthermore, the Lo
phase has much greater resistance to stretching, so even if lipids could move between
leaflets, the upper leaflet may not be able to stretch enough to measurably change
the bilayer thickness. Because of these factors, we might expect then that the Lo
domain thickness would be unaffected by substrate hydrophilicity.
In contrast however, both the Ld and Lo phase thickness measurements were
larger on the partially hydrophilic surface than on the fully hydrophilic surface. The
Ld phase had a thickness of 4.24 ± 0.04 nm (n = 93), while the Lo phase thickness
was 5.56 ± 0.06 nm (n = 91). The difference in thickness between the two is 1.32
± 0.07 nm, which is equal within error to that measured for the labelled sample on
the fully hydrophilic surface. While this might seem to contradict our hypothesis
that movement of lipids from the upper to lower leaflet over the bilayer edges drives
the thickness difference, there are two important considerations to bear in mind.
Firstly, it is important to consider that our observation that bilayer edges are
required to establish the thickness difference comes from samples that are imaged
within minutes after full hydration of the sample. Therefore, in those samples, thick-
ness differences can only be established where pathways for rapid lipid movement
between leaflets, such as edges, are available. Other, slower acting mechanisms for
changing the lipid distribution, such as flip-flop, would not be effective on these
timescales. However, in the ternary samples, the samples are left for five days to
allow domain formation, and so flip-flop might provide an effective means for lipids
to move from the upper to the lower leaflet, very gradually establishing the thickness
difference in the Lo phase over a prolonged period.
Secondly, domain formation is itself a gradual process, and initially the lipids in
the SLB form a single Ld phase before the ordered lipids begin to phase separate.
All the lipids in this homogeneous phase would be able to diffuse freely within the
bilayer, allowing the ordered phase lipids to move between leaflets over the exposed
bilayer edges in the same way as DOPC would. Thus, the density difference of
the ordered phase lipid components between leaflets could be established before
macroscopic domain formation had even necessarily been completed.
Other factors relating to Lo domain thickness were then investigated. One factor
that was looked at was the size of the domains. Small-angle neutron scattering ex-
periments have suggested that, for nanoscale domains at least, the size of domains is
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Figure 4.9: Scatter plot showing the optical thickness step over the domain boundary
against the size of the domains (defined as the square root of the domain
area). Measurements taken in the labelled sample are denoted by blue circles,
while measurements taken on the unlabelled same are denoted by red squares.
dependent on the thickness difference between the domains and the surrounding Ld
phase [128], with a greater thickness mismatch corresponding to larger domains, due
to the increased line tension at the domain boundaries. Given then that the thick-
ness mismatch between the Lo and Ld phases is different in labelled and unlabelled
samples, it might be expected that the domains would be larger in labelled samples,
where the thickness difference is greater, than in the unlabelled samples. It might
also be possible to detect correlation between the thickness and area of individual
domains within the same sample originating from variation in lipid composition
between domains.
In order to determine whether there was any correlation between the area of
the Lo domains and their thickness, the individual thickness measurements for each
domain were plotted against the domain size for both the labelled and unlabelled
samples. The domain size is defined as the square root of the measured domain
area. This is shown in Fig. 4.9. It can be seen that there is no clear relationship
between the optical thickness step and domain size visible in the data for either
sample, suggesting that for micron-scale domains, the size of the domains is not
related to the thickness mismatch. However, given that there is generally only a
single thickness measurement for each domain, and the relatively large error in the
individual measurements (typically 15% - 20%), we cannot discount the possibility
that there is a relationship which is below our capacity to resolve for individual
domains. Using energy minimised images might allow lower noise measurements
in the future, enabling the optical thickness of individual domains to be accurately
measured.
The distribution of optical thickness values was also investigated to try to detect
evidence of differences in domain thickness, which might indicate differences in do-
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Figure 4.10: Plot of the distribution of the phase steps measured at the boundary between
Lo and Ld phases in both labelled and unlabelled samples.
main composition. This distribution is shown in the histogram in Fig. 4.10. There
is little evidence in the data to suggest that there are distinct domain populations.
Given that the optical thickness step over the domain edges thicknesses are close to
the noise level described in the previous chapter, it may be that such differences are
not resolvable with qDIC unless a practicable method of reducing the noise from the
glass roughness is developed.
4.4 Lipid Bilayer Tubes
As we have shown, the combination of qDIC and fluorescence opens up new possibil-
ities for the investigation of membrane phase behaviour, offering additional insights
in cases where the information provided by fluorescence alone might otherwise be
ambiguous. One subject of interest were the thin branch-like structures present pro-
truding from the edges of double bilayer regions of certain samples, such as those
visible in the upper left region of the Lo-Ld phase coexistence sample shown in
Fig. 4.6 and in all but the rightmost region of Fig. 4.7.
While these structures are relatively common, appearing in samples with a range
of different lipid compositions, they are not present in all samples, and are not
present in every field of view even on those samples where they do appear. Qualita-
tively, the fluorescence intensity of these structures as seen in Fig. 4.6 appears to be
the same as that of a single bilayer, while the corresponding phase signal is compa-
rable to that of a double bilayer region. It was tentatively considered therefore that
in the Lo-Ld phase coexistence samples these thin structures might be formed from
a stack of one Ld phase bilayer and one Lo phase bilayer.
Due to the small width of these structures, it was not possible to fit them using
Eq.(3.1) like the bilayer edges. Instead, the line profile was taken perpendicular to
the length of the structures, as shown in Fig. 4.11a. Since they appear in the phase
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Figure 4.11: qDIC phase images showing line cuts through the branch-like structures.
Panel a) shows a 13.6 × 10.5 µm2 region with a line cut through one such
structure (m = -17.8 mrad to M = 27.4 mrad), with an associated phase
profile shown in b) which shows the standard peak-like profile. Panel c)
shows another 13.6 × 10.5 µm2 region with a seemingly typical structure (m
= -16.0 mrad to M = 16.3 mrad), with a corresponding phase profile shown
in d) which is uneven on each side of the peak. Both line profiles (blue) are
drawn from the top right down to the bottom left.
and fluorescence line profiles as peaks, a sech function was used as the basis for
the fit function, which is given in Eq.(4.4). As for Eq.(3.1), Eq.(4.4) incorporates a
linear background term dx+ e, and the parameters a and c are the magnitude and
width of the peak. Fitting was again carried out using the Curve Fitting Toolbox
in MATLAB R2015a. An example of this function fitted to a phase peak is shown
in Fig. 4.11b.
y = a sech
(
x− b
c
)
+ dx+ e (4.4)
Determining the nature of these structures from this data is complicated by the
fact that they seem to be below the lateral resolution of the microscope. The av-
erage value of the width, c, of the structures was only 1.1 pixels, which indicates
that these structures cannot be fully resolved using the 20× objective (the mean
width of the single bilayer steps, which are also sub-resolution, is 1.2 pixels). How-
ever, that the data suggests that the width of the structures is extremely small
(on the order of hundreds of nanometres), is itself reason to doubt the interpreta-
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Figure 4.12: The cross section of a) a tube of radius r, and b) two stacked bilayers with
the same total cross sectional length as the tube.
tion of the structures as a simple stack of bilayers. Such long, thin double bilayer
regions would have very high perimeter-to-area ratios, incurring strong energetic
penalties due to exposure of the hydrophobic bilayer interior to water, making it an
energetically unfavourable arrangement. While it is conceivable such unfavourable
structures might be produced in the sample upon hydration, these samples have had
several days to equilibrate, so any highly unfavourable structures generated during
the sample preparation should have had ample time to rearrange into lower energy
configurations.
An alternative possibility was that these were membrane tubes, regions in which
the lipid bilayer had rolled up upon itself to form cylindrical structures. For ex-
tremely long, thin bilayer structures, a tubular arrangement might be more favourable
than the previously discussed geometry of stacked Lo and Ld domains, since in a
tubular geometry the energetically unfavourable exposed bilayer edges are elimi-
nated along the entire length of the tube (except possibly at the ends of the tube).
However, unlike planar supported bilayers, tubes would incur other energetic penal-
ties, for bending the membrane, as well as for having a lower area exposed to the
hydrophilic substrate. Cross sections of the two configurations are shown in Fig. 4.12.
To test which configuration is most favourable, we can consider the total energy
of the system theoretically. The energetic cost of bending a lipid bilayer can be de-
scribed using the Helfrich Hamiltonian [129] which treats the bilayer as an infinitely
thin surface. For a tubular arrangement with a circular cross-section, the bending
energy is given by Eq.(4.5), where r is the tube radius, kb is the bending rigidity
and l is the tube length.
Ebend =
pikbl
r
(4.5)
Assuming the ends of the tubes aren’t closed, there is an additional energy
penalty from the line tension, γ, caused by the exposed bilayer edges at the ends
of the tube. The energy penalty associated with this is proportional to the exposed
length of the bilayer edge, so for each end of the tube this is simply 2pirγ. The total
energy of the tube is therefore given by Eq.(4.6).
Etube =
pikbl
r
+ 4pirγ (4.6)
For two stacked planar bilayers, there are two energy contributions. The first
is the line tension at the edges of both bilayers originating from the association of
the hydrophobic lipid tails with water. This acts on both the sides and ends of each
bilayer in the stack. The second is a favourable interaction, , between the first
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bilayer and the support. For a stack of two bilayers, which have the same length, l,
as the tube described in Eq.(4.5), and combined contain the same total membrane
area as this tube of radius r, the width of the stack is pir. We can estimate the total
energy using Eq.(4.7), where the first term is the energy penalty from the sides of
the stack (two sides for each of the two bilayers with length l), the second is the
penalty from the ends of the stack (two ends of two bilayers of width pir) and the
last term is the attractive interaction between the first bilayer and the support (first
bilayer area pirl).
Estack = 4γl + 4piγr − pirl (4.7)
Because we assume that the length and bilayer area of the stack is the same as
for the tubes, the energy cost of the ends, 4piγr, can be neglected as it is the same
for both tubular and stacked membrane geometries. The condition for a tubular
arrangement being more favourable than a stacked bilayer arrangement is thus given
by Eq.(4.8), assuming negligible interaction between the tube and the substrate.
pikb
r
< 4γ − pir (4.8)
The radii at which the most favourable state changes from a stack to a tube (and
vice versa) are given by Eq.(4.9).
r = 2γ ±
√
4γ2 − pi2kb
pi
(4.9)
We can therefore estimate the range of radii where a tube is the more favourable
state by using literature values of the parameters γ (27.7 pN, measured using elec-
troporation on DOPC GUVs [130]), kb (76 zJ for DOPC bilayers in distilled water
[99]) and  (-0.5 mN/m for DMPC bilayers on silica substrates in PBS [131]). Using
these values, we find that tubes are more favourable than stacks between radii of 0.2
nm to 705.2 nm. Other factors not accounted for in Eq.(4.8), such as the effect of
area mismatch between leaflets, and the effect of the ionic strength of the medium
on the bending rigidity [132], should lower the cost of bending, and thus raise the
maximum radius. Since the structures we observe are not fully resolved, and so
must be below 367 nm (the Abbe resolution limit) in diameter, we can say with
good confidence that the thin structures we see are membrane tubes.
Such tubular bilayer arrangements are present in a variety of different biolog-
ical contexts. Microvilli for example are tubular membrane protrusions from the
cell membrane with diameters of approximately 100 nm, which are responsible for
increasing cell surface area in parts of the body such as the intestines, and may
also have roles in producing vesicles [133]. Another example is in the nervous sys-
tem, where tubular appendages called dendrites, with diameters ranging from a few
hundred nanometres to a couple of microns, allow neurones to receive signals from
neighbouring cells [134]. Networks of tubular membranes are also present within the
cell, and many membranous structures involved in the trafficking of material around
the cytoplasm such as the endoplasmic reticulum, the trans-Golgi network, and the
endosome, all contain some tubes in their structure [60, 135].
Typically, tubes are produced in model membranes by mechanically forcing shape
changes in the membrane, such as by laterally compressing the bilayer [46], by the use
of membrane shaping proteins [135], or by pulling the membrane using micropipette
aspiration or optical tweezers [60]. These tubes generally retract into the bilayer once
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this outside force is removed [46]. Alternatively, tubes can be formed in response to
chemically induced density differences between membrane leaflets [136]. In contrast
to these systems, the tubes observed in our samples are not being actively moulded
by external forces, and once formed are generally stable over timescales of many
hours. They may therefore provide an interesting model for investigating ‘steady
state’ bilayer tube behaviour.
Having fitted Eq.(4.4) to the line profiles to obtain the width and peak values
of the tubes in both the fluorescence and optical thickness data, the next logical
step is to convert this information into meaningful structural information about the
tubes. One limitation of attempting to extract information using the peak value
a is that the peak of the sech function is reduced by defocus, which would result
in a systematic shift towards lower values. Additionally, because the structures are
below the resolution, the peak value would not be an accurate measure of the optical
thickness.
A more accurate alternative is to integrate the area contained within the sech
function and use this as a measure of the phase and fluorescence of the tube, as was
briefly described in Sec. 3.1 for measuring the radius of curvature at joined double
bilayer edges. This area is less affected by defocus, as any loss of peak intensity
due to deviation from the focal plane is accompanied by a corresponding increase
in the width of the profile, c. Since only the area of the sech term is of interest,
the linear background term can be neglected in the integral of Eq.(4.4). The area of
the tubes is therefore simply piac, which gives areas in rad×pixels or pe×pixels for
optical thickness or fluorescence respectively.
From these area measurements, the radii of the tubes can be obtained, as shown
in Eq.(4.10). The radius is a fundamental structural parameter of the tubes, which in
turn is related to fundamental properties of the bilayer such as bending elasticity and
tension [60]. The area measurements can be properly calibrated to the scale of the
bilayer by multiplying by the pixel calibration, dpx, which for these measurements is
0.2161 µm pixel-1. Once this is done, dividing the calibrated fluorescence or optical
thickness area by the second bilayer measurements of either the fluorescence, F2,
or optical thickness, φ2, as appropriate, yields the circumference of the tubes from
which one obtains the tube radius, r.
rφ =
aφcφdpx
2φ2
, rF =
aF cFdpx
2F2
(4.10)
The motivation for using the second bilayer optical thickness and fluorescence
measurements in Eq.(4.10) rather than the first is to exclude the previously de-
scribed substrate hydrophilicity effects. Since the majority of the surface of the
tube is not in contact with the substrate, the bilayer thickness of the tube should
not experience the substrate hydrophilicity induced thickness reduction, and so the
second bilayer data is more appropriate for determination of the radius. Also, scat-
tering experiments on LUVs have demonstrated that curvature does not alter the
thickness of DOPC bilayers when the radius of curvature is above 31 nm [69], and
so the bilayers in the tubes should be equivalent to the second supported bilayer
in absolute thickness and fluorescence density so long as the radius of curvature is
above this level.
All of the measurements presented here are for bilayers containing fluorescent
labels. While we have seen numerous fluorophore related effects on the bilayer (see
Sec. 3.4 and Sec. 4.2), previous experiments on POPC bilayers have shown that even
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relatively large amounts of fluorophore (up to 2 mol%) do not influence the bending
rigidity of the bilayer [137], which we expect to be a key factor influencing the
tube radius [60]. So while it would be possible to measure tube radii in unlabelled
samples, the negligible influence of the fluorophore found in the literature, suggests
that it would unlikely that any significant effects would be detected. Additionally,
our tube measurements have shown large variation, which might further obscure
small fluorophore effects.
The mean value of the tube radius in the sample with phase coexistence is 180.4
nm as calculated from the optical thickness information. The standard deviation
of the tube radius distribution is 24.7 nm. All the individual radius values for the
tubes in the sample with Lo-Ld phase coexistence are shown in Fig. 4.13. It is dif-
ficult to compare these radius values with those in the literature. The majority
of experiments on tubes are carried out using micropipette aspiration of GUVs, in
which the resultant tube radius is determined by factors particular to that experi-
mental system, such as the vesicle radius [138], pulling force [60], and the radius of
the micropipette [138]. As such, the measured tube radii reported in the literature
can vary from seven to hundreds of nanometres [139]; our radius measurements fall
comfortably within this range, and so can be considered reasonable.
In order to better understand the phase behaviour in membrane tubes, the mea-
surements of tubes from the Lo-Ld phase separating sample were compared with
measurements of tubes from DOPC/ATTO488-DOPE (99.9/0.1) samples, which
form a pure Ld phase. As shown in Fig. 4.13, the measurements of the tubes in the
sample with Lo-Ld phase coexistence agree well with the measurements of tubes in
the pure Ld phase sample. This would seem to confirm that despite the heteroge-
neous phase distribution in the planar regions, the bilayer tubes in the sample with
phase coexistence are formed exclusively from the Ld phase.
This is consistent with experiments in the literature, which have shown that
in tubes drawn from GUVs with both Lo and Ld domains, the Ld phase lipids
preferentially segregate into the tubes [60]. Even when tubes are formed from the
Lo phase, the lipids characteristic of the Lo phase are rapidly replaced [60]. This
segregation of lipids between tubular and planar bilayer regions is driven by the
higher bending rigidity of the Lo phase, which leads the Lo phase to prefer a low
curvature environment. For example, in samples formed from mixtures of DOPC,
DPPC and cholesterol, the Lo domains have a bending rigidity almost five times
higher than the Ld phase [60].
It can be seen in Fig. 4.7 that the tubes are mostly connected to double bi-
layer patches. Compared to the tubes, these patches represent a more energetically
favourable environment for the lipids because of their lower curvature, and greater
contact with the hydrophilic substrate. Because of this, there should be two com-
peting effects on tube radius. First, the bending rigidity of the tubes which favours
an increase in tube radius. Second, the preference of the lipids for the planar bilayer
regions, which favours a lower proportion of lipids in the tubes, and thus lower tube
radius for a fixed length. It may be expected then that these competing forces would
eventually counterbalance each other, leading to an equilibrium radius for the tubes.
In contrast to this, the wide range of different tube radii in Fig. 4.13, particularly
in the pure Ld phase sample, could be interpreted as evidence that there may be no
‘equilibrium’ tube radius in the system as a whole. The distribution of the measured
tube radii is much larger than the error on the individual tube measurements, which
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Figure 4.13: Scatter plot showing the relationship between the radius values obtained from
the fluorescence measurements against the radius values obtained from the
corresponding phase measurements. Lines showing 80% (solid black line)
and 100% (dashed black line) of the phase derived radii are included for
comparison.
is typically around ±16 nm from the phase and roughly ±12 nm from fluorescence5,
and so seems to represent real variation in the sample. Theoretical models of tube
formation from GUVs have shown that the properties of the tube are highly depen-
dent on the geometry of the system from which they formed [140]. It may be then
that the broad range of radii observed is a natural result of the differences between
the regions from which the tubes formed, such as differences in connected patch size,
and number of connections to other tubes and patches.
Alternatively, it may simply take longer for the bilayer to assume the ‘equilib-
rium’ radius than the approximately two hour timescale over which the measure-
ments on the pure Ld phase sample were carried out. It is striking that the tubes in
the mixed phase sample have a much narrower distribution, considering that such
samples were allowed an additional five days to equilibrate at 4 °C in order for do-
mains to form. It also appears that the distribution of radii in the mixed phase
sample is positioned at the approximate mid-point of the distribution of the radii in
the pure Ld phase sample (ignoring the four large outliers). It would therefore seem
reasonable to assume that the initial broad distribution of different radii present
in newly prepared samples becomes more sharply defined around this mid-point
(which may represent an equilibrium radius) when left for long periods. This possi-
bility could be tested experimentally simply by imaging tubes within a single sample
over an extended period of time.
A conspicuous feature of Fig. 4.13 is the disagreement between the radius values
calculated from the fluorescence and the phase data, with the average fluorescence-
5Assuming the background noise level of 0.204 mrad from the glass is the detection limit for
tubes, the smallest resolvable tube should have a radius of 4.2 nm. However, based on the errors
on the individual measurements, the true lower limit is likely closer to 15 nm.
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based radii values being smaller by approximately 20% than the corresponding
phase-based radii estimates. As discussed in the previous section, photobleaching
would be expected to cause some reduction in fluorescence, however such photo-
bleaching would equally affect the second bilayer fluorescence measurements used in
the radius calculation, and so this should cancel out. Another factor is the poten-
tial steric exclusion of the fluorophore from the high curvature bilayer tubes, and
there are also considerations relating to how the efficiency of the fluorophore is af-
fected by the relative orientation between the linear dipole of the fluorophore and
the fluorescent excitation.
Another possible cause is the birefringence of the lipid bilayer. Previously, the
birefringent properties of the bilayer had been ignored because the light passing
through the bilayer is at normal incidence and so experiences only the ordinary
refractive index, no, of the lipid. For DOPC, this is 1.445 [29]. In a tube however,
the bilayer curves, and so the extraordinary refractive index, ne, which for DOPC
is 1.460 [29], becomes important. One DIC polarisation will see only the ordinary
refractive index of the bilayer no, while the other will see the average of the two
indices (no +ne)/2 (assuming a perfectly circular cross-section), and so because the
overall index is an average of these two, the average refractive index of the tubes
will be (3no + ne)/4.
Additional evidence hinting at a possible influence of the tube birefringence on
the qDIC phase measurements may be directly visible in some of the individual
optical thickness profiles. In several cases, the background phase was different on
either side of the tube, as can be seen clearly in the example given in Fig. 4.11d.
While the tube shown in Fig. 4.11c looks effectively the same as the one in Fig. 4.11a,
the corresponding phase profile in Fig. 4.11d reveals that the background phase is
lower before the tube than after. Such a difference in the phase reconstruction could
arise from the birefringence, because each of the two DIC polarisations would see
a different refractive index, and so the ‘step up’ over the tube and the ‘step down’
would not be equal.
Because of the multiple possible ways in which birefringence could be affecting
the data, it was decided conduct a more comprehensive investigation. Although
those tubes with such irregular phase profiles were ignored for the purposes of the
previous analysis (since the tube area is somewhat ambiguous), they can be used
here to quantitatively measure the phase difference across the two sides of the tube.
This was done using Eq.(4.11), which adds a tanh function to Eq.(4.4), to model
the difference in phase, f , on either side of the tube. An example of this function
fitted to the experimental data is shown in Fig. 4.11d.
y = a sech
(
x− b
c
)
+ dx+ e+ f2 tanh
(
x− b
c
)
(4.11)
The mean difference in the background phase level is 1.07 ± 0.10 mrad (n =
40). No correlation was found between the magnitude of the phase discrepancy and
the radius of the tubes (calculated from the phase data) as shown in Fig. 4.14. This
is in contrast to the expected linear relationship. However, the noise level in the
data limits the accuracy of our measurements of the phase difference, particularly
since these are single tube measurements. Additionally, no correlation was found
between the phase difference and the fluorescent intensity of the tube, the width of
the tube, the angle of the line profile relative to the shear, or the angle of the line
profile relative to the tube (this is shown in AppendixC.3). The lack of relationship
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Figure 4.14: Scatter plot showing the phase difference on either side of the tube (in milli-
radians) against tube radius (in nanometres).
between the angle of the measurement and the shear indicates that artefacts along
the shear direction are not contributing significantly to the observed mismatch.
To estimate the expected effect of birefringence on the phase measurements, the
refractive index encountered by each of the DIC polarisations must be considered.
One DIC polarisation will experience only the ordinary refractive index, while the
other will experience the ordinary index in those parts of the tube that are perpen-
dicular to the direction of propagation, and the extraordinary refractive index at
the edges of the tube which are oriented parallel to the propagation direction.
The phase gradient ∆ for the birefringent tubes can be described as shown in
Eq.(4.12), where the (1 + α) term describes the change in the phase measured by
one polarisation due to the birefringence.
∆(r) = φ
(
r + s2
)
(1 + α)− φ
(
r − s2
)
(4.12)
The effect of the birefringence can therefore be described as an increase relative
to the case where there is no birefringence ∆′, as shown in Eq.(4.13).
∆ = ∆′ + φ
(
r + s2
)
α (4.13)
The phase is given by the integral of ∆, shown in Eq.(4.14), where φ′ is the phase
without birefringence.
φ = 1
s
∫
∆dr = φ′ + 1
s
∫
φ
(
r + s2
)
αdr (4.14)
The effect of the birefringence of the tube, φb, is therefore given by Eq.(4.15).
φb = φ− φ′ = α
s
∫
φdr (4.15)
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Because the effect of the birefringence is very small, (i.e. α 1) we can assume
that φ ≈ φ′. Therefore, the effect of the birefringence on the integrated phase
of the tube can be estimated from the expected tube optical thickness without
birefringence, as shown in Eq.(4.16).
φb ≈ α
s
∫
φ′dr (4.16)
Due to the fact that the change in the optical thickness φ is dependent not on
the change in refractive index but the change in the difference between the lipid
index and the refractive index of the PBS medium, the value of (1 + α) is given
by Eq.(4.17), where nav is the previously discussed average of the ordinary and
extraordinary refractive indices that is encountered by one of the two polarisations,
and n′x = nx − nPBS.
α+ 1 = nav − nPBS
no − nPBS =
3n′o + n′e
4n′o
=⇒ α = n
′
e
4n′o
− 14 (4.17)
For s = 238 nm, and assuming a 200 nm radius tube with an integrated optical
thickness of 7.20 mrad×nm (estimated from φ′ = 2pirφ2, where φ2 is the second
bilayer step), the expected phase mismatch over the tube should be 1.02 mrad,
which is in good agreement with the measured mean discrepancy of 1.07 ± 0.10
mrad. It therefore seems to be the case that the tube birefringence is affecting the
phase reconstruction around the tubes.
Still, the birefringence remains too small to explain the lower radius values ob-
tained from the fluorescence data. Using ne−no = 0.015 [29], there is a 14% increase
in optical thickness for the extraordinary index. Assuming a circular geometry, its
contribution is half of this for light polarised across the tube, and absent for light
polarised along the tube. Averaging the two cases leaves a 3.4% increase in optical
thickness, far smaller than the 20% discrepancy seen in Fig. 4.13. The exact cause
of this 20% difference therefore remains unclear. It is possible that the effect has no
single cause, but rather is the result of a combination of factors which may include
birefringence among other fluorescence-based effects.
4.5 Effect of the Main Phase Transition on Tubes
Bilayer tubes are also visible in SLB samples formed from DC15PC, at temperatures
both above and below Tm. The process of cooling a DC15PC bilayer below its phase
transition temperature provides an interesting system in which to study bilayer
tubes, as it allows shape changes in the tubes as a result of the change from Ld
to So phase to be measured. Additionally, unlike the experiments on DOPC based
bilayers where the tubes appeared static over the course of imaging, during the
cooling process over several hours, the formation of tubes, and shape changes of
tubes can be directly observed, even above Tm.
Tube formation begins at temperatures well above Tm. Tubes form from bilamel-
lar regions of the lipid film, as shown in Fig. 4.15. Initially the bilamellar regions
simply contract over time, as can be seen between Fig. 4.15a and Fig. 4.15b, how-
ever, eventually during the contraction some points along the bilayer edge seem to
become ‘pinned’ to their current position on the surface and remain so even as the
rest of the bilayer edge recedes from that point. It may be then that the formation
of tubes is the result of local regions where the substrate-bilayer interaction is so
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Figure 4.15: qDIC phase images of a double bilayer region of a DC15PC/ATTO488-DOPE
(99.9/0.1) lipid film undergoing a shape change into a network of lipid tubes
during cooling of the sample. A single-bilayer region is present to the right.
Temperatures given are the measured temperature at the sample. Images are
scaled from m = -3.0 mrad to M = 20.0 mrad.
strong it makes detachment of the bilayer from the surface unfavourable, ultimately
leaving the double bilayer as just a network of tubes linking these pinned points.
One interesting aspect of the tube formation process is that tubes seemingly form
only from those double bilayer patches that are connected to single bilayer regions;
the double bilayer regions that are free standing (i.e. not connected to single bilayer
regions) are much more stable over the period of observation. It is important to note
that while the lipid is being lost from the double bilayer regions, the single bilayer
regions show no corresponding increase in area. In contrast, in single bilayer regions
where all the connected double bilayer areas have been converted into tubes, the
single bilayer regions begin to contract, with massive loss of lipid from the surface,
as can be seen in Fig. 4.16. It may be speculated then, that the double bilayer
regions are losing lipid to connected single bilayer regions, to preserve the current
boundaries of those single bilayer regions.
In some cases, tubes do begin to form from free double-bilayer regions, as can be
seen in the double bilayer patch in the lower right region of Fig. 4.16. This occurs
much after all the double bilayer regions connected to the single bilayer areas have
been fully converted into tubular networks, and is approximately concomitant with
the onset of the main phase transition. This later stage tube formation may therefore
be attributed to loss of lipid area due to the higher density of lipid in the So phase.
It is important to note however that this areal contraction of the bilayer due to
cooling cannot in and of itself account for the extreme loss of bilayer area seen in
the data. In DMPC bilayers for instance, the area per lipid in the Ld phase falls
by approximately 9% when the temperature is reduced from 60 °C to 30 °C [68].
However, in our samples, much greater area losses can be seen over a much smaller
temperature range, even before the onset of the main phase transition. Indeed, in
some samples, the loss of area of the first bilayer is so extreme that virtually the
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Figure 4.16: qDIC phase images of a mixed lamellarity region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film during cooling of the sample. After double bilayer
regions connected to the single bilayer regions have fully reorganised into
tubes, the single bilayer regions and free-standing double bilayer regions begin
to lose area. Temperatures given are the measured temperature at the sample.
Images are scaled from m = 19 mrad to M = 64 mrad.
entire field of view shows only exposed glass by the time Tm is reached. It therefore
must be the case that membrane material is actually being lost from the surface.
One possible mechanism of lipid loss is through vesicles. There are many vesicles
on the surface of the bilayer, which often appear to be connected to the supported
bilayer, such as the vesicle in the centre of the bilamellar region in Fig. 4.15. However,
while we can clearly see lipid being lost from the bilamellar regions, the size of this
vesicle does not seem to change appreciably, showing only a slight reduction in
diameter from 3.9 µm at 36.2 °C to 3.6 µm at 28.7 °C. Since the vesicle appears
multilamellar, it may be that the lipid from the planar bilayers is becoming part
of its multilamellar internal structures rather than contributing to an increase in
the outer vesicle diameter. In principle, with qDIC, the total lipid area within
the vesicle could be quantified by integrating the phase within the vesicle, thereby
allowing an accurate determination as to whether the lipid density within the vesicle
was increasing. Unfortunately however, this is not possible for this vesicle, as the
complex structures surrounding the vesicle make it impossible to accurately integrate
the vesicle area.
However, as a semi-quantitative measure of the amount of material in the vesicle,
a qDIC phase cross section through the centre of the vesicle was taken at two different
temperature points, one at a high temperature where the double bilayer region is
intact, and one at a lower temperature where the double bilayer region has been
converted into tubes. This is shown in Fig. 4.17, and it can be seen that the phase
profile of the vesicle is approximately the same at both temperatures. Since the shape
of the vesicle also remains constant (as can be seen in Fig. 4.15), this indicates that
the total lipid volume contained within the vesicle is unchanged.
This suggests that the large adhered vesicles are not the mechanism by which
lipid is lost from the supported bilayer. Lipid may then be entering the aqueous
medium in the form of micelles or small vesicles detaching from the first bilayer,
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Figure 4.17: The phase profile of the vesicle shown in the centre of the region of interest
in Fig. 4.15, averaged over a width of 4 pixels perpendicular to the direction
of measurement, and taken at 36.2 °C (red) and 28.7 °C (blue). The vesicle
is smaller and has a lower optical thickness at the lower temperature.
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Figure 4.18: A DC15PC bilayer during cooling, shown in fluorescence at a) 37.2 °C, b)
37.0 °C, and c) 36.6 °C. Scaled from m = 0 to M = 3270.
which are below our lateral resolution. This interpretation is supported by obser-
vations from other regions, such as that shown in Fig. 4.18, where after loss of the
double bilayer regions, the detachment of the first bilayer from the surface is almost
immediate, despite the lack of any large vesicles on the surface.
A possible explanation for these observations is that the adhesion of the first
bilayer to the support causes it to resist contraction. As the bilayer cools and the
area per lipid reduces, the only way for the first bilayer to maintain its surface
coverage is by cannibalising the connected second bilayer regions. Once the second
bilayer patches have been completely consumed by the first bilayer, the tension in
the first bilayer begins to increase, as the equilibrium area per lipid continues to fall.
Eventually, tension exceeds the substrate interaction, causing the bilayer to detach
from the surface, leaving only networks of tubes linking regions where the double
bilayer was strongly adhered to the glass.
This interpretation would indicate that cooling is essential for tube formation.
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Figure 4.19: The mean of the integrated optical thickness over the twelve tube widths for
the DC15PC/ATTO488-DOPE (99.9/0.1), plotted against set temperature.
The black dashed lines represent the borders of the So/Ld phase coexistence
region.
Unfortunately however, from the data available, it is difficult to determine this defini-
tively due to the lack of measurements of DC15PC bilayers over similar timescales
without cooling. While tubes are relatively rare in the images of DOPC samples
compared to DC15PC samples, this may be the result of the generally shorter obser-
vational period, rather than the lack of a gradual cooling process. Freshly prepared
DC15PC samples appear much the same as fresh DOPC samples, and large tubular
networks only are only seen in images taken after several hours of continual obser-
vation. Nevertheless, many non-DC15PC samples are cooled following hydration,
albeit unobserved, such as those showing liquid-liquid phase coexistence, when they
are transferred from the room temperature environment where the samples are pre-
pared, to the fridge at 6 °C for storage. If temperature reduction to below Tm is
a driving factor in tube formation, this might provide it for the majority-DOPC
samples, such as in Fig. 4.6.
Having qualitatively observed considerable structural changes in the lipid bilayer
during cooling, it was decided to attempt to quantitatively measure changes in
the radius of the tubes that form during the cooling process. This was done by
choosing twelve separate tubes spread evenly over two fields of view, and individually
measuring the tube optical thickness as a function of the set temperature of the
heating chamber. This is shown in Fig. 4.20a, with examples of the individual tubes
being measured shown for different temperatures in Fig. 4.20b. The positions of the
line cuts of the example tubes is given in AppendixC.
While the trace of integrated optical thickness against temperature was different
for each individual tube, some common features can be observed in Fig. 4.20a. In
general, the integrated optical thickness initially reduces as the temperature falls,
reaching a minimum around the midpoint of the phase coexistence region, before
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Figure 4.20: Figure showing a) the integrated optical thickness over the tube width for
twelve different tubes formed from DC15PC/ATTO488-DOPE (99.9/0.1),
plotted against set temperature, with black dashed lines representing the
borders of the So/Ld phase coexistence region, and b) qDIC phase images
of four of the twelve tubes at different temperatures during cooling. Images
show a 10.8 × 10.8 µm2 region, with a grey scale from m = -7.7 to M = 9.9
mrad.
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beginning to increase again as the sample begins to form a homogeneous So phase.
This can be clearly seen in the mean of the twelve separate traces shown in Fig. 4.19.
This behaviour can be understood as a result of structural changes in the bilayer
as it undergoes the phase transition. When the sample is cooled, and the bilayer
begins to freeze, the tubes shrink, due to the greater lipid density in the So phase,
eventually reaching the minima seen at the mid-point of the phase transition. How-
ever, the strong curvature of the tubes at this minimum is highly unfavourable, as
the bending rigidity of the bilayer is approximately an order of magnitude higher in
the So phase than the Ld phase [141]. So, upon completion of the phase transition,
the bending rigidity then leads the lipids in the tubes to rearrange themselves to
a lower energy configuration, in which the curvature is reduced. Once reached this
lowest energy configuration is reached, the tube radius remains approximately con-
stant; this explains the region in which the tube radius appears to approximately
level out at temperatures below the phase coexistence range.
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Model lipid bilayers are a powerful tool for understanding the biophysical properties
of the cell membrane, and the supported lipid bilayer system is among the most
widespread of these model membranes, used to address a wide variety of different
kinds of research questions. Supported lipid bilayers have a set of advantages over
other model systems; they are highly stable, and can be created easily on an assort-
ment of different surfaces with a wide variety of different compositions, which can be
controlled. This makes them a particularly useful tool for studying the properties of
liquid ordered (Lo) domains, regions of increased molecular order used as a model
for the raft domains which are believed to exist in the cell membrane. Addition-
ally, the increasing application of supported lipid bilayers for purposes beyond their
original function as analogues for the cell membrane, such as their potential use as
biosensors for food analysis and environmental monitoring [31], further underscores
their continuing importance.
With the diverse array of different questions that can be addressed using sup-
ported bilayers comes a large catalogue of different methodologies used to study
their biophysical properties. These include a host of surface sensitive techniques
such as ellipsometry, various forms of waveguide spectroscopy, X-ray or neutron
scattering, and atomic force microscopy, among others. However traditional optical
imaging using fluorescence microscopy is still one of the most common approaches
for studying SLBs, despite its reliance on the incorporation of fluorescent molecules
into the bilayer structure. It is in the context of this multitude of different research
tools that we sought to explore how a relatively new type of tool, quantitative phase
imaging, could be used to further the study of supported lipid bilayers.
Quantitative differential interference contrast (qDIC) is a quantitative phase mi-
croscopy technique which uses Wiener filtering to reconstruct relative phase maps
of samples from pairs of images taken using a standard DIC microscope setup. Be-
cause it is based on DIC, an existing, widely used microscopy technique, qDIC avoids
the technical difficulties associated with taking and analysing data in most forms
of quantitative phase imaging. In principle, qDIC enables simple measurements of
the optical thickness of supported lipid bilayers, using the phase step at the bilayer
edge, from which the absolute thickness of the bilayer can be obtained, given a
known refractive index. The thickness is an important property of a lipid bilayer,
particularly in the context of lipid rafts, where the thickness difference between the
Lo raft phase and the surrounding liquid disordered (Ld) phase controls domain size
[128], and the preferential segregation of proteins between domains.
In Chapter 3 we applied qDIC to the simplest SLB system, that of a homogeneous
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Ld phase bilayer. For this we used spin coated bilayers prepared from DOPC, a lipid
which is widely used in the literature as a basic model for the cell membrane because
it forms an Ld phase at room temperature, and so is well characterised. In order
to take fluorescence measurements for comparison, the bilayer was labelled with 0.1
mol% ATTO488-DOPE, which is made up of a fluorescent label attached to the head
group of a lipid molecule which has hydrocarbon tails identical to those of DOPC.
The structure of this fluorophore is similar to those widely used in the literature for
fluorescence measurements of bilayers, and is included at a concentration which is
generally assumed not to influence bilayer properties.
In Sec. 3.1 we demonstrated that individual lipid bilayers can be clearly resolved
using DIC, and, once an appropriate value of the signal-to-noise term, κ, is found, the
Wiener filtering produced reconstructed qDIC phase images that have the expected
appearance of the original phase profile. Regions of different lamellarity showed
distinct differences in the optical thickness, in clear agreement with the different
numbers of stacked bilayers that can be seen in the corresponding fluorescence im-
ages. Slight differences in the position of the bilayer edges between the fluorescence
and qDIC phase images can be attributed to the short delay between the acquisition
of each image.
We extracted quantitative information about the SLB from the qDIC phase im-
ages by fitting a hyperbolic tangent function to line profiles taken perpendicular to
the bilayer edge in order to measure the bilayer phase step. By averaging perpen-
dicular to the direction of the line profile, the noise level was sufficiently low that
individual phase steps could be measured with a typical error below 10%. Artefacts
running parallel to the shear caused by the Wiener filtering were found to have a
negligible influence on the phase steps so long as the line profiles were taken within
a few degrees of the original DIC shear direction. We explored how factors such
as deviations from the focal plane and routine errors in the polariser calibration
might influence the reconstruction, and find that these parameters are sufficiently
controlled that they do not produce statistically significant changes to the average
bilayer thickness.
By using literature values for the ordinary refractive index of DOPC to convert
these measurements of phase steps over bilayer edges to absolute thicknesses, we
could determine the thickness of individual lipid bilayers within the multilamellar
stack, using positions where the edges of the stacked bilayers were not aligned. By
averaging many different steps taken over the edge of a given bilayer, the error in
the mean thickness could be reduced significantly. In the case of a stack of DOPC
bilayers hydrated in PBS, we found the average thickness of the second bilayer in
the stack to be 4.52 ± 0.03 nm, using 186 individual measurements, n, with the
thickness of the third bilayer the same within statistical significance.
This second bilayer thickness value is in good agreement with measurements
of the thicknesses of DOPC bilayers in the literature, taken in cases where the
bilayer is not in close proximity the support, such as suspensions of SUVs measured
using small-angle neutron scattering (4.62 ± 0.15nm), or the where contribution
of the bilayer close to the support is negligible, such as in multilamellar supported
bilayer stacks measured using X-ray scattering (4.57±0.05 nm). These data indicate
that qDIC is an accurate method of determining the bilayer thickness, assuming an
appropriately chosen value for the refractive index.
Interestingly, it was found that the thickness of the first bilayer was only 4.08
± 0.03 (n = 178), significantly smaller than that of the second and third bilayers.
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Our investigation of this apparent thickness reduction revealed that the difference
between the first and second bilayer thicknesses was dependent on a number of
factors. One such factor was the degree of bilayer coverage of the surface. Although
this effect was different between different lipid stocks, in the first stock there was
a clear relationship between coverage and thickness difference. Below 90% relative
surface coverage, the thickness difference remained approximately constant as the
thickness was changed, however when the coverage was increased above 90%, the
thickness difference began to reduce, effectively disappearing close to 100% surface
coverage.
The second bilayer thickness always remained approximately the same regard-
less of the degree of local coverage, indicating that the variation in the thickness
difference with the local surface coverage was purely caused by changes in the first
bilayer thickness. While the newer second stock seemed to show a constant thick-
ness difference that was unaffected by the surface coverage, in order to definitively
exclude this effect from explorations of other possible influences on the first bilayer
thickness, all measurements taken in regions above 90% coverage were removed from
future calculations of the average thicknesses, regardless of the lipid stock used.
The most relevant factor influencing the thickness of the first bilayer was the
hydrophilicity of the surface. On the most hydrophilic surfaces tested, which had
a very low contact angle, θ, of (3.4 ± 0.1)°, the first bilayer thickness was (90 ±
1)% that of the second bilayer. However, on less hydrophilic surfaces, where θ =
(11.3±1.0)°, the relative thickness was increased to (93 ± 2)% of the second bilayer,
and on non-hydrophilic surfaces, where θ = (47.1 ± 3.5)°, the thickness difference
between the first and second bilayers was zero within error, as the mean thickness
of the first bilayer was (100 ± 1)% of the second. Other potential influences, such
as contamination from the sulphur used in the piranha etching applied to the glass
to render it hydrophilic, and the method used to form the supported bilayer, were
excluded, thus establishing that the hydrophilicity is the mechanism by which the
thickness of the first bilayer was being changed.
Since qDIC measures the bilayer phase step, we cannot definitively exclude the
possibility that some or all of this apparent change in bilayer phase steps is actually
caused by changes to the first bilayer refractive index rather than thickness. How-
ever, changes in bilayer thickness due to interactions with a solid substrate have
been shown in computational studies of SLBs [107, 110], and these studies predict
a thickness reduction on a similar scale to that we measure [110], which supports
our interpretation that the changes to the bilayer optical thickness are caused by
changes in absolute thickness as opposed to the refractive index.
These computational studies suggest that the thickness reduction in the first
bilayer originates from a movement of lipids from the upper leaflet to the lower
leaflet, in order to increase the proportion of hydrophilic lipid heads in close prox-
imity to the substrate [107]. Such a net movement of lipids would cause the upper
leaflet to become stretched due to lipid depletion, thus lowering the overall bilayer
thickness. In addition to explaining the thickness reduction caused by hydrophilic-
ity, this mechanism can also explain our observation that the reduction is coverage
dependent. Since bilayer edges are sites where the two leaflets are connected, they
provide a path for lipids to move from the upper to lower leaflet, and thus would be
needed to establish the thickness difference. The only alternative, direct movement
of lipids through the bilayer interior (‘flip-flop’), is an extremely slow process due
to the penalties associated with moving hydrophilic heads through the hydrophobic
– 119 –
core of the bilayer.
While these theoretical studies predicting that the support would reduce bilayer
thickness have been present in the literature for over ten years, this is to our knowl-
edge the first time such an effect has been experimentally demonstrated. Rendering
the surface hydrophilic is an important step in SLB preparation in order to promote
association of the hydrophilic lipid headgroups with the support. This is true not
only in spin coating [56, 111], but also in Langmuir-Blodgett [22] and SUV rupture
techniques [32, 112], which are the most widely used methods for producing SLBs.
Thus, our finding that the degree of hydrophilicity can cause reductions in the thick-
ness of the SLB (albeit in a coverage dependent manner) has important implications
for any experiments on SLBs where the bilayer thickness is a parameter of inter-
est. Future experiments might try to more precisely map the relationship between
thickness and hydrophilicity, and could investigate the hydrophilicity effect on other
commonly used SLB substrate materials such as mica, or on bilayers with different
compositions, such as those formed from charged lipids.
An additional factor that we found affected the thickness difference is the choice
of fluorophore. Since qDIC is a label-free technique, we could compare the behaviour
of SLBs prepared with fluorophores and without. Compared to those bilayers la-
belled with ATTO488-DOPE (where the thickness difference was 0.44 ± 0.04 nm),
it was found that the thickness difference between first and second bilayers in the
unlabelled samples was significantly lower, at 0.32 ± 0.04 nm, indicating that the
inclusion of the ATTO488-DOPE fluorophore somehow enhances the effect of the
substrate hydrophilicity on the bilayer thickness. In contrast, it was found that using
the tail-labelled fluorophore TopFluorPC at the same concentration as ATTO488-
DOPE actually reduced the thickness difference compared to the unlabelled case, to
just 0.24 ± 0.03 nm, at a confidence level of 1.5s.
This is an important result for a number of reasons. Aside from being a further
influence on the thickness reduction, the fact that the incorporation of such a low
concentration of fluorophore can have a significant influence on bilayer thickness is
important considering the widespread use of fluorophores for experiments not only
on supported bilayers, but other on model systems as well. In contrast to the usual
assumption that fluorophore concentrations below a few mol% have a negligible
effect on bilayer properties, our data suggest that the concentrations typically used
in experiments on membrane model systems can significantly influence the bilayer
behaviour, in this case by somehow modulating the influence of the support on the
first bilayer thickness.
Exactly how the fluorophore is influencing the bilayer is unclear. While it is
known that fluorophores can alter the properties of the bilayer by promoting the
oxidation of surrounding lipid molecules, such effects cannot be the cause of the
observed effect, for two reasons. Firstly, fluorophore-induced oxidation would effect
both the first and second bilayer equally, assuming an equal proportion of fluo-
rophore between bilayers. Secondly, this would not explain why the two different
fluorophores had opposite effects on the thickness difference. It is unlikely that the
fluorophore interactions with the support are the cause of the effect either, as while
the headgroup of ATTO488-DOPE would have significantly different interactions
with the support than the surrounding DOPC molecules, the same is not true for
TopFluorPC, since TopFluorPC has a phosphocholine headgroup identical to that
of DOPC, and so should exhibit the same response to the substrate.
The explanation we propose in Sec. 3.4 is that the fluorophores are altering the
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area elastic modulus of the upper leaflet, changing the amount of stretching that it
can endure due to the trans-leaflet lipid movement, and that this is the means by
which the fluorophores modulate the substrate-bilayer interaction. This hypothesis is
admittedly somewhat speculative, but a role for the area elasticity in modulating the
thickness difference is an intuitive consequence of the upper leaflet stretching being
the cause of the first bilayer thickness reduction. Separate experiments designed to
explicitly measure changes in the area elastic modulus of the lipid bilayer caused by
the incorporation of fluorophore could be carried out in the future to properly test
this hypothesis.
These findings are all based on the direct comparison of the first bilayer thickness
with the thicknesses of other bilayers within the same sample, and thus demonstrate
the advantages of qDIC over other available techniques for measuring bilayer thick-
ness. For example, X-ray and neutron scattering techniques rely on averages over
many hundreds of lipid bilayers, and so would not be able to detect any difference
between the first bilayer and those bilayers formed on top. The contribution of
the first bilayer to the average thickness would be negligible, and so any thickness
changes in the first bilayer caused by varying the substrate properties would be in-
visible using this technique. Additionally, the necessity for complete stacks of many
bilayers would make it incapable of exploring the effect of coverage on the thickness
of a single bilayer as we do with qDIC.
Atomic force microscopy is probably the most widely used technique for mea-
suring the thickness of single bilayers, and so can compare bilayers within a multi-
lamellar stack as we do with qDIC. However, the fact that AFM always measures
both the bilayer and hydration layer thickness together means that any meaningful
difference in the thickness between bilayers may be obscured by the uncertainty in
the thickness of the hydration layer. In contrast, in qDIC, the hydration layer does
not affect the steps at all, as there is no phase gradient caused between a thin water
layer under the bilayer, and an equally thick water layer outside the bilayer. An
additional concern regarding thickness measurements taken with AFM is that the
degree to which the AFM tips indent into the bilayer is also uncertain, and so com-
plicates the interpretation of the bilayer thickness measurements yet further [70].
To our knowledge, no experiments reporting a thickness difference between the first
and other bilayers in a multilamellar film have been reported with AFM.
In terms of speed of acquisition, our qDIC measurements are faster than AFM.
In measurements of SLBs, AFM can measure approximately 33,000 points per sec-
ond [142], while with our camera, qDIC has double this speed. Even faster qDIC
measurements may be possible, but would result in reduced signal-to-noise unless a
camera with a higher full well capacity was used. In terms of the size of the fields
of view that can be measured, ease of use, and compatibility with other optical
microscopy techniques such as fluorescence, qDIC has clear benefits over AFM for
imaging SLBs. However, since the resolution of qDIC is diffraction limited, AFM
has a higher lateral resolution than qDIC. Additionally, AFM also allows force
spectroscopy measurements which provide information on the bilayer mechanical
properties, which are unobtainable from SLBs using optical methods1. Whether
qDIC or AFM is more appropriate for a given application will thus depend on the
specific question to be addressed.
One technique which could measure the same thickness difference that we observe
1Such measurements can however be taken optically on other model systems such as GUVs by
looking at positional fluctuations of the bilayer. This may be a future application of qDIC.
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is ellipsometry. Like AFM and qDIC, ellipsometry is also capable of measuring
the thicknesses of single lipid bilayers with sub-nanometre precision. Indeed, a
thickness difference between the first and second bilayers in a multilamellar spin
coated film has been reported from ellipsometry data [111]. Unlike qDIC where the
phase information can be interpreted directly, data from ellipsometry experiments
must be interpreted using a theoretical model of the optical properties of the sample
and the substrate [143]. Image acquisition in ellipsometry requires approximately 20
seconds for a field of view several hundred microns in width and height [143]. This
is comparable to the acquisition speed of our qDIC system, which requires around
100 acquisitions at each polarisation, though ellipsometry can be significantly faster
when taking measurements only from a single point.
Many ellipsometry measurements on SLBs use only a single wavelength for il-
lumination, and so are constrained by the same limitation as qDIC, that the re-
fractive index must be already known in order to obtain the bilayer thickness (or
vice versa) [143]. In contrast, in spectroscopic ellipsometry, the refractive index and
thickness of the bilayer can both be determined from the data by using multiple
different laser wavelengths [101], which is a considerable advantage over the single-
wavelength qDIC technique described here, where our investigations into changes to
the bilayer thickness caused by the properties of the substrate rely on an assumption
of a constant refractive index. However, the use of multiple wavelengths to extract
the refractive index could in future also be applied to qDIC, by using different fil-
ters to take DIC images at different illumination wavelengths, and then applying a
refractive index dispersion model to the data to extract the refractive index.
Much like AFM, in ellipsometry there is a contribution to the measurements
from the hydration layer, which must be disentangled from the bilayer data in order
to obtain accurate measurements of the bilayer thickness. This can be done by
including the hydration layer in the theoretical model used to fit the data; however,
in simple models of the bilayer thickness, the contribution to the thickness from the
hydration layer is ignored [143], which would reduce the accuracy of the thickness
measurement. This then leads to the same problem inherent to the AFM thickness
measurements, where differences in the first bilayer thickness can be dismissed due
to uncertainties in properties of the hydration layer. This was in fact the case for
the reported thickness difference; an increase in the apparent thickness of the first
bilayer relative to other bilayers detected using ellipsometry was considered to be
the result of a sharp increase in the hydration layer refractive index (to match the
refractive index of the bilayer) and ignored [111].
Other quantitative phase techniques could also be used to measure the thickness
difference between bilayers. Interferometric reflectometry for instance could detect
the thickness difference, and, because it measures two variables (the amplitude and
phase of the field reflected from the sample), it could theoretically measure both the
thickness and the refractive index of the bilayer using only a single wavelength of
illumination. The measured phase would contain a contribution from the hydration
layer which can be accounted for either by using a suitable model, or by combining
the interferometric reflectometry phase measurements with the qDIC phase mea-
surements, which contain a contribution from the bilayer only. The latter approach
would, in principle, allow the thickness of the hydration layer to be measured along
with the refractive index and thickness of the bilayer, assuming a known refractive
index of the hydration layer. Development of this technique is ongoing.
Another influence on bilayer thickness that we found was the ionic strength of
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the medium. We found that the thickness of bilayers formed in distilled water was
approximately 20% larger than those formed in PBS solution, which has a nominal
osmolality of around 300 mOsm/kg. Changes in the bilayer thickness due to ionic
strength of the medium can be detected using other techniques, and have been widely
reported in the literature. However, most of these reports suggest that the bilayer
should be thicker in media with higher ionic strength, in contrast to our observation.
The reasons for this discrepancy between our measurements and the majority of the
literature reports remain unclear.
Having applied qDIC to simple, fluid phase SLBs in Chapter 3, in Chapter 4
we moved on to bilayer systems with more complex behaviour. One such system
was the mixture of DOPC, sphingomyelin, and cholesterol, which phase separates
at room temperature into coexisting Ld and Lo phase domains. The Lo domains
formed by mixtures such as this are a popular model for cell membrane rafts, and
so an interesting candidate for study using qDIC. In the qDIC phase images, the Lo
domains were clearly visible as round regions of increased optical thickness within
the bilayer. This interpretation was verified using corresponding fluorescence images,
where the Lo domains were visible as dark patches within the lighter Ld phase bilayer,
due to their exclusion of the ATTO488-DOPE fluorophore.
Just as for the single component bilayers, extracting the absolute thickness of
the Lo domains using qDIC, requires a value for the refractive index of the Lo phase.
This is more complicated to estimate than for the pure DOPC bilayers, because a
wide variety of different Lo domain compositions are used in the literature, which
each have different thicknesses and refractive indices. Ultimately, the refractive
index of a porcine brain sphingomyelin bilayer was chosen as a model for the Lo
phase refractive index in our system, which is compositionally similar to the chicken
egg sphingomyelin mixture we used in our sample preparation, though with generally
slightly longer hydrocarbon chains. An additional complication was the lack of edges
over which to directly measure the thickness of the Lo phase. To overcome this, the
directly measured Ld phase thickness was used with the refractive indices to calculate
the thickness of the Lo phase from the difference in optical thickness between the
two domains.
For bilayers containing 0.1 mol% of the ATTO488-DOPE fluorophore, the thick-
ness of the Lo domains was found to be 5.19 ± 0.06 nm (n = 48), when formed
on a fully hydrophilic surface (θ = (3.4 ± 0.1)°) and hydrated in PBS. As in the
case of the pure Ld-phase DOPC SLBs, it was found that the thickness of the Lo
domains was affected by the hydrophilicity of the glass surface, with domains in the
first bilayer formed on lower hydrophilicity surfaces (θ = (11.3 ± 1.0)°) showing an
increased thickness of 5.56 ± 0.06 nm (n = 91). The magnitude of this result is
somewhat surprising, as although sphingomyelin has the same headgroup as DOPC,
and so should experience the same attraction to the substrate, the increased rigid-
ity of the Lo phase might have been expected to limit the stretching of the upper
leaflet and thus reduce or eliminate the hydrophilicity-induced thickness reduction.
In contrast, the 7.9° increase in the contact angle causes a roughly 7% increase in
the Lo phase thickness, almost double the approximately 3% increase measured in
pure Ld phase bilayers. The cause of this is unclear.
Additionally, our qDIC measurements of the Lo domains found that the thickness
difference between Lo and Ld domains changed depending on whether or not a
fluorescent label was incorporated into the sample. In the labelled samples, the
Lo phase was 1.29 ± 0.08 nm thicker than the surrounding Ld phase, while in
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the samples without fluorescent labels, the Lo phase was 1.06 ± 0.06 nm thicker, a
separation of 2.3s. The difference in these values can be attributed to the ATTO488-
DOPE fluorophore enhancing the hydrophilicity induced thickness reduction in the
Ld phase, as previously found in the pure Ld phase DOPC samples. The thickness of
the Lo phase, which excludes the fluorophore, would be the same in both samples.
This conclusion is supported by the observation that there is no change in the
thickness difference between phases in the second bilayer regardless of whether the
fluorophore is present or not.
As previously mentioned, the exact value of the thickness of Lo domains is highly
dependent on the exact composition used, which makes comparison of our measure-
ments with literature values difficult. However, the thickness difference we find
between Ld and Lo phases in unlabelled samples is in good agreement with AFM
experiments on lipid monolayers, which find that the thickness difference is ap-
proximately 0.5 nm for monolayers formed from DOPC, brain sphingomyelin and
cholesterol [144], a system which is close to ours in terms of composition. Our value
for unlabelled bilayers is double this monolayer value, as expected, suggesting that
our measurements of the thickness difference between coexisting liquid phases qDIC
are accurate.
Compared to fluorescence, qDIC provides significant advantages for studying Lo
domains. The first and most obvious point is that concerns relating to fluorophores
altering the phase behaviour (either due to their own effect, or because of fluo-
rophore mediated photodamage to the bilayer) are eliminated. However, there also
are inherent advantages to using phase-based measurements of domains, since in the
phase images, ordered domains have a distinct signal, unlike in fluorescence where
they can only be inferred by the absence of signal. Combining phase and fluores-
cence measurements therefore allows regions that would otherwise have the same
fluorescence intensity, such as Lo domains and holes, or single bilayer regions and
stacks of Lo and Ld domains, to be distinguished without the need for additional
labels for the Lo phase.
For thickness measurements of Lo domains, qDIC has advantages over other
techniques such as AFM. In AFM, only the topography of the upper surface of
the bilayer is measured. Any protrusion of the Lo phase below the lower surface
of the bilayer is not detectable, and so AFM studies on lipid bilayers may only be
measuring half the thickness change [111]. In contrast, qDIC is sensitive to the
optical thickness of the whole bilayer and so detects the full change over the do-
main boundary. However, qDIC is limited by the fact that the refractive index is
much harder to know with certainty in the Lo domains, because of the wide variety
of different compositions used in the literature, and the uncertain distribution of
lipid components between the two phases. This concern is also true of ellipsometry
measurements where the refractive index is not measured. Each of these spatially re-
solved techniques for measuring Lo domain thickness therefore suffers from accuracy
limitations.
Having imaged Lo domains, we next applied the qDIC technique to the main
Ld-So phase transition, which is generally studied using AFM for laterally resolved
measurements. For this we used an SLB formed from DC15PC, which has a nom-
inal main phase transition temperature, Tm, of 33.7 °C [36]. This is a much more
challenging system to study than the Lo domains, because while the Lo domains are
static over the period of experimental observation, the phase boundary in a sample
transitioning from the Ld to So phases is constantly moving, and so tests the ability
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of qDIC to image dynamic bilayer events.
Because DIC is a label-free technique, we were able to use it to study the influ-
ence of the fluorophore on the phase transition. We found that the incorporation
of ATTO488-DOPE fluorophore into the bilayer artificially extends the Ld-So phase
transition, with the temperature range of Ld-So phase coexistence increasing from
0.6 °C when no fluorophore was included in the bilayer, to 2.7 °C for a fluorophore
concentration of 1.00 mol%. This effect we determine to be the result of the accu-
mulation of the low Tm lipids carrying the fluorophores in the Ld domains, rather
than some action of the fluorescent labels themselves, as unlabelled DOPE incorpo-
rated into the bilayer at the same concentration as the fluorophore causes the same
extension of the phase transition.
Unlike the Lo domains which are clearly visible in the qDIC phase reconstruc-
tions, the Ld-So phase boundary appears very weak, barely resolvable above the
noise level, making it difficult to see the structure of the expanding So domains dur-
ing cooling of the sample. Measurements of the thickness difference over the phase
boundary were taken, but this required the use of the corresponding fluorescence
images as a reference to assist in the identification of domain boundaries in the
qDIC phase image. Nevertheless, we obtained values for the step between Ld and So
phases which were in reasonable agreement with values in the literature, assuming
a constant refractive index over the phase transition. We were also able to directly
measure step heights for both phases by taking measurements over bilayer edges;
the difference between the two phase thicknesses agreed well with the height of the
boundary that we measured.
At present, as a method of studying the dynamic behaviour of the individual
So domains as they form during cooling, qDIC as demonstrated here is currently
somewhat limited compared to methods like AFM, where the structural changes in
the So domains during cooling can be followed (albeit often in a smaller field of view)
with high precision and good temporal resolution. Because the static Lo domains
(which have a thickness difference relative to the Ld phase comparable to that of the
So domains), can be clearly seen with qDIC, the difficulties encountered in imaging
the dynamic Ld and So phases during the phase transition are not necessarily due
to the limitations of the qDIC technique itself, but rather the speed of the camera
being used.
Any reduction in the approximately 20 s time required to take qDIC measure-
ments should reduce blurring of the Ld-So phase boundary during the transition,
and thus making it more visible in the qDIC phase image. Considerably faster cam-
eras, with higher full well capacity than the Hamamatsu Orca 285 used here, are
available, and could be used to achieve such a reduction in acquisition time with-
out increasing the image noise. For example, a more recently purchased Adimec
Q-2HFW CMOS camera has the same number of photoelectrons in a single frame
as 100 frames of the Hamamatsu camera, and is capable of 550 frames per second
at full resolution. While the acquisition speed would still be limited by the speed of
the servo used to change the polariser angle between positive and negative angles,
this should nevertheless be sufficient to produce clear images of the Ld-So phase
boundary.
In addition to measuring planar bilayer structures, we also applied qDIC to study
tubular membrane structures that formed on the surface in some samples. Utilising
our measurements of the optical thickness of planar bilayers to measure the radius
of membrane tubes, we found that the tubes in fluid phase bilayers had a typical
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radius in the range from 100 to 300 nm, consistent with theoretical predictions and
similar to the thicknesses of membrane tubes studied in the literature. We were able
to monitor changes in the tube radius during the main phase transition, finding that
tube radius actually decreased when cooled to the So phase, in contrast to what
would be expected based on bending rigidity alone.
While our average qDIC thickness measurements have a high degree of precision,
the high level of noise limits the accuracy of individual measurements, which in turn
limits our ability to investigate certain properties of the bilayer. For example while
we can obtain reasonably accurate measurements of the average thickness of Lo
domains, the high error on the thickness measurements of individual Lo domains
made it impossible for us to establish whether there was a relationship between the
size and the thickness difference of individual domains, which might be expected
based on literature measurements that find size and thickness mismatch between
phases are correlated.
Image noise seems to also be an issue when attempting to measure the bire-
fringence in bilayer tubes, as our measurements of the birefringence induced phase
mismatch across the tubes find no discernible correlation between the radius of the
tube and the extent of the mismatch. This should not be the case since thicker
tubes should have a greater effect on the phase reconstruction, and so lead to a
greater phase mismatch. This therefore is likely to be another example of image
noise obscuring subtle effects in individual measurements.
Considering then the importance of the image noise in the application of qDIC
to supported bilayers, the origin of this noise, and possible means to suppress it
were investigated. Increasing the number of averages by a factor of ten results
in marginal improvement in the background noise level, and reduces the error in
the average bilayer thickness measurements. However the tenfold increase in image
acquisition time makes such an approach clearly impractical for imaging fast events
like the Ld-So phase transition, and increases the risk of sample changes between
positive and negative polariser images. Investigations into the precise nature of the
image noise revealed that the major contribution to the noise in the bilayer phase
step measurements in qDIC was not the camera noise, but rather the roughness of
the underlying glass substrate.
In theory, the roughness of the glass could be removed from a qDIC image by
taking a second qDIC image of the same region after removal of the bilayer, so that
the second image showed just the underlying glass roughness. Taking the difference
between these two images would thus produce a clear image of the bilayer with no
contribution from the surface. However, this proved impractical in simulated tests,
which showed that the requirements for achieving real reductions in background noise
using this technique would be unachievable under normal experimental conditions,
possibly due to limitations in the image registration. Alternatives to reduce the
contribution from glass noise might include using a smoother substrate for the SLB,
such as mica, or by using a substrate with a refractive index closer to the water
(which would lower the phase gradient caused by glass roughness).
In summary then, qDIC has been shown to be capable of accurately measuring
the average thickness of supported lipid bilayers with sub-nanometre resolution, and
compares favourably with other tools for measuring bilayer thicknesses. Using qDIC,
we have provided the first experimental evidence showing that the hydrophilicity of
the substrate can induce major changes in the thickness of supported lipid bilayers,
and that this effect is modulated by the choice of fluorophore, and the extent of lipid
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coverage at the surface. The reconstructed qDIC phase maps of supported bilayer
samples show the lateral structure of the sample in large fields of view, with an
acquisition speed which is comparable to, or faster than, other techniques.
The detection of different membrane phases without the need for fluorescent
labels has allowed us to explore how the inclusion of fluorophore affects the bilayer
phase behaviour, however noise limitations caused by the acquisition speed and the
roughness present limits to the information that was obtained. Paths to improving
the speed and suppression the noise from the data shown in this work have been
given, and should provide two orders of magnitude speed (the aforementioned CMOS
camera with over 500 fps and 2Me full well capacity) and one order of magnitude
noise improvements (different substrate closer to water index, or flatter substrate).
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Appendix A
Lipid Species and Nomenclature
As previously mentioned, the amphiphilic lipids that are the major constituents of
cell membranes are formed from two hydrophobic hydrocarbon tails attached to
a hydrophilic headgroup. The wide variety of different headgroups and possible
hydrocarbon tails therefore allows for a huge variety of possible combinations, each
with distinct properties. It is therefore necessary to be able to distinguish between
these different species.
To this end, several different systems of nomenclature for phospholipids are used
in the literature. Generally, the hydrocarbon chains are listed first, followed by
the headgroup. This stems from the fact that phospholipids are built around a
phosphate backbone, with the hydrocarbon tails attached at the first and second
carbon atoms, while the headgroup is attached to the third.
The hydrocarbon tails are described by their length and degree of saturation.
For example, myristic acid, which has a hydrocarbon chain that is fully saturated
and 14 carbons long, might be written as 14:0, where the first number represents
the hydrocarbon chain length, while the second gives the number of unsaturated
bonds along the chain. In this system, a lipid that has two such chains attached to
a phosphocholine (PC) headgroup would be described as 14:0 PC. This system is
simple and easy to interpret, but becomes increasingly unwieldy as more complex
lipids are described.
When there are unsaturated bonds in the hydrocarbon chain, it is necessary to
describe not just the number of these bonds, but also their position and the cis-trans
configuration of the bond. For a phosphocholine lipid with two oleic acid chains,
which are 18 carbons long, each with a single unsaturated bond in the middle of the
chain, the name under this system would be 18:1 (D9-cis) PC. If a phosphocholine
lipid had different chains, for example one 14:0 chain and one 18:1 (D9-cis) chain, its
name under this system would be 14:0-18:1 (D9-cis) PC. While this system efficiently
conveys the relevant structural information, its length and the lack of any simple
means of abbreviating it renders it impractical.
The most widely used system is the stereospecific numbering system recom-
mended by the International Union of Pure and Applied Chemistry (IUPAC) [145].
In this system, lipid names are composed of three parts; the names of the fatty
acids which form the tails, the glycerol linker molecule, and the name of the head-
group. The trivial name of the 14:0 fatty acid is myristic acid, so in this system the
14:0 PC discussed in the previous paragraphs would be 1,2-dimyristoyl-sn-glycero-3-
phosphocholine. The sn stands for ‘stereospecifically numbered’, and indicates that
the numbers describe the specific positions of the groups added along the length of
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Fatty acid tail Proportion
16:0 86%
18:0 6%
22:0 3%
24:1 3%
Unknown 2%
Table A.1: Table fatty acid distribution of chicken egg sphingomyelin according to the
manufacturer.
the glycerol backbone. This lipid name would be abbreviated DMPC, and this ab-
breviation is the name by which the lipid is most commonly known in the literature.
In cases where there are different hydrocarbon chains, this is reflected in the
name. A lipid with one myristic acid chain and one oleic acid chain would then
be either MOPC or OMPC depending on the relative positions of the chains. The
system is complicated somewhat by the fact that there are multiple fatty acids begin-
ning with the same letter; pentadecanoic acid (15:0) and palmitic acid (16:0) might
both be abbreviated as ‘DPPC’ for example, though in practise that abbreviation
is almost exclusively reserved for the latter.
Adding further confusion, some fatty acids have both a trivial and a systematic
name, while for others there is only a systematic name. For instance, palmitic
acid is sometimes referred to by its systematic name, hexadecanoic acid, and so,
rarely, 16:0 PC might be written in the literature as DHPC. In this work, the most
common abbreviations will be used. In the case of the pentadecanoic acid example,
a phosphocholine lipid with such chains will be referred to as DC15PC, where the
C15 refers to the length of the hydrocarbon chains. A description of the various
lipids mentioned in this work is provided in Table A.2.
Unlike phospholipids which are built around a glycerol backbone, sphingomyelins
are built around a sphingosine backbone. One additional fatty acid is added to sph-
ingosine (shown in Fig. 1.2a) at the amine group, and like phospholipids, this can
be one of a wide array of different fatty acids. Sphingomyelin has a phosphocholine
headgroup attached at the end hydroxy group, though other sphingolipids can have
different headgroups. As such, specific sphingomyelins are identified by the addi-
tional fatty acid. For example, when the fatty acid attached to the sphingosine
backbone is palmitic acid, the molecule would be referred to as palmitoyl sphin-
gomyelin.
Natural lipid extracts contain mixtures of many different types of lipid, and
this mixture varies according to the species and tissue from which the lipids were
derived. While mixtures have less well defined properties than pure lipids, they
are more representative of the biological membranes, as well as less costly. We use
a sphingomyelin mixture extracted from chicken eggs, which has a fatty acid tail
distribution (according to the manufacturer’s specifications) shown in Table A.1.
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Appendix B
Development of Spin Coating
Protocols
Compared to other SLB preparation techniques, spin coating is relatively new. In the
original paper which proposed forming SLBs by spin coating in 2002, many different
solvents were tested including pure chloroform, trifluoroethanol and 2-propanol [55].
Later work established that spin coating could be done using an abundance of differ-
ent solvents including hexane, methanol, carbon tetrachloride, toluene, methylene
chloride, and hexafluoro-2-propanol [56, 147], with specific combinations of solvents
recommended for particular lipids [147].
The most important factor regarding the choice of solvent is the quality of the
SLBs it produces, however there are also considerations regarding the cost and safety
of the solvents. Some of the above listed solvents are extremely toxic [147], and so
ideally the least dangerous solvent mixture which produces good quality SLBs would
be used. Many solvent mixtures recommended for spin coating are based around
mixing a non-polar solvent (often chloroform) with a polar solvent [147] to adjust
the effective polarity of the solvent mixture. The polar component serves to help
dissolve the hydrophilic lipid heads, while the hydrophobic tails are dissolved by the
non-polar solvent. This was used as the starting point for our solvent development
process, and we selected a combination of chloroform and acetonitrile at a ratio
of 95:5 (v/v). Acetonitrile is a small polar molecule, which has been shown to be
capable of dissolving lipid bilayers [148], and so was considered a suitable choice for
the polar component of the mixture.
a
50 µm
b M
m
1
Figure B.1: Fluorescence images of spin-coated DOPC/ATTO488-DOPE(99.9/0.1) sam-
ples after hydration in a) PBS solution (m = 500 pe to M = 4095 pe), and
b) distilled water (m = 1600 pe to M = 2620 pe).
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Figure B.2: Fluorescence images of dry spin-coated DC15PC lipid films formed using a
concentration of a) 1 mg/ml in chloroform:acetonitrile (m = 180 pe to M =
3000 pe, g= 0.5), b) 5 mg/ml in chloroform:acetonitrile (m = 280 pe to M =
850 pe), and c) 1 mg/ml in 2-propanol (m = 450 pe to M = 4095 pe).
This solvent proved effective during initial testing, as can be seen in Fig. B.1,
which shows spin coated DOPC/ATTO488-DOPE (99.9:0.1) lipid films prepared
from 10 mg/ml in chloroform:acetonitrile (95:5). The other parameter of interest
during early testing was the hydration medium. While using PBS to hydrate the
spin coated film would result in an environment closer to that experienced by cellular
membranes (due to its higher ionic strength), a distilled water medium would provide
a more straightforward system with fewer variables acting on the bilayer. As such
the effect of directly hydrating the spin coated lipid film in PBS and distilled water
was tested. The images in Fig. B.1 show the spin coated film after hydration in PBS,
which results in a stack of bilayers as expected, and distilled water, which results
in an adhered layer of vesicles covering the sample. It was therefore decided to use
PBS as a hydration medium.
Having developed a minimal working spin-coating procedure for a DOPC SLB
which is in the Ld phase at room temperature, next came development of the pro-
cedure for DC15PC samples which form an So phase at room temperature. Having
established that the 95:5 chloroform:acetonitrile solvent mixture was effective for the
DOPC samples, this was used as the basis for initial efforts for producing DC15PC
bilayers. The results of this are shown in Fig. B.2a and Fig. B.2b.
As can be seen, there was next to no lipid on the surface when using this mix-
ture. To verify that lipid was not being lost somehow during the hydration process,
the sample was imaged dry, immediately after spin-coating. It was found that the
majority of the coverslip was completely devoid of lipid, with only a few highly
multilamellar regions showing any lipid attachment to the surface, thus proving the
problem was due to the lipid not interacting with the substrate, rather than some
stability issue with the DC15PC mixture during hydration. Increasing the concentra-
tion by a factor of five resulted in an increase in coverage, but the expected lamellar
arrangement still did not form.
It was therefore decided to test different solvents. The next solvent to be tested
was dichloromethane (CH2Cl2), which is chemically similar to chloroform (CHCl3).
This however proved ineffective due to the significantly reduced ability to dissolve
the lipid mixture; the lipids would come out of solution within a short period of
time after preparation of the mixture in dichloromethane and would not return to
solution. After this 2-propanol was tested, which was listed as a viable solvent for
spin-coating DMPC (a structurally similar lipid to DC15PC) SLBs in the literature
[55]. This proved to be more effective at getting lipid to interact with the glass, as
can be seen in Fig. B.2c, which shows near total coverage of the surface by lipid.
However, the lipid still did not have the desired SLB arrangement after hydration
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Figure B.3: Fluorescence images of spin-coated DC15PC lipid films after hydration formed
using a) 1 mg/ml in 2-propanol handled at room temperature (m = 260 pe
to M = 1230 pe), b) 5 mg/ml in 2-propanol with 30 minute heating to 37
°C applied after hydration (m = 400 pe to M = 2570 pe), c) 2 mg/ml in
2-propanol with a room temperature pre-hydration step (m = 300 pe to M =
770 pe), and d) 1 mg/ml in 2-propanol with a 37 °C pre-hydration step (m =
510 pe to M = 1430 pe). Image a) is at room temperature. All others are at
37 °C.
at room temperature, instead forming a coarse film which peeled off the glass surface,
as can be seen in Fig. B.3a. In order to improve the sample, it was decided to test
heating the sample above Tm to see if the lipids would adopt the expected lamellar
arrangement when heated. This proved successful as shown in Fig. B.3b, as following
heating the lipids formed a multilamellar film, albeit one with considerable variation
in lamellarity and large numbers of adhered vesicles. Such vesicles are problematic
for the qDIC analysis.
In order to refine the technique and reduce the number of vesicles forming, a
room temperature pre-hydration step was introduced. This involved placing the
coverslip inside a 50 ml centrifuge tube, which contained a small piece of wet tissue
positioned at the base. As previously touched upon in Sec. 2.3, it was reasoned that
this would allow the bilayer to absorb moisture before full hydration, reducing the
hydration gradient over the bilayer, and thereby reduce vesicle formation (as well as
the lipid detachment seen in Fig. B.3a). To prevent peroxidation of the lipids, the
centrifuge tube was filled with nitrogen and sealed. The tube was stored horizontally
such that the tissue and the coverslip were not in direct contact. This pre-hydration
step was somewhat successful, as can be seen in Fig. B.3c, but while the size of the
vesicles was reduced, many remained.
To further improve on this process, it was decided to attempt the pre-hydration
at 37 °C, above Tm for DC15PC. This resulted in a good quality bilayer as can be seen
in Fig. B.3d, which shows mostly flat bilayers with relatively few vesicles adhered
to the surface. As such, this pre-hydration step was incorporated into all sample
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preparation going forward. This step had the additional benefit of allowing the use
of distilled water as a hydration medium for DOPC samples, as it was found that
the elimination of the hydration gradient by this pre-hydration step prevented the
formation of the vesicular layer shown in Fig. B.1b. Although using distilled water
was possible, bilayers were generally of poorer quality than those formed in PBS, so
PBS was retained as the default hydration medium.
Finally came the development of protocols for SLBs exhibiting liquid-liquid phase
separation at room temperature. Two different lipid mixtures were tested. The first
was DOPC/DPPC/Chol/ATTO488-DOPE (39.9/40.0/20.0/0.1), which attempted
to use the saturated chain phospholipid DPPC for the Lo phase, while the second
was DOPC/ESM/Chol/ATTO488-DOPE (54.9/25.0/20.0/0.1), which attempted to
form a more physiologically relevant ESM-based Lo phase1. For both mixtures, the
lipid ratios were chosen to target a miscibility temperature in the range 30 - 35 °C.
This range was chosen to be comfortably above room temperature, but also below
the 37 °C temperature of the available ovens. Given the mixtures were both formed
from a high proportion of DOPC, it was decided to first attempt to form SLBs
using the chloroform:acetonitrile (95:5) solvent mixture since this had proven to be
effective for the DOPC/ATTO488-DOPE (99.9/0.1) SLBs. Images of SLB formed
from these mixtures are shown in Fig. B.4.
In both cases, using the chloroform:acetonitrile (95:5) solvent mixture led to
extremely poor bilayer coverage of the sample, with virtually no lipid across the
coverslip. In the DPPC-based mixture, there were a few large multilamellar patches,
an example of which can be seen in Fig. B.4a. In the case of the ESM-based mixture,
there was only a single region where several very small multilamellar bilayer patches
had formed. No domains were visible when imaged immediately after full hydration
in either sample. Given that 2-propanol had been shown to be an effective solvent
for the spin-coated DC15PC bilayers, it was decided to test this on the ESM-based
lipid mixture. This proved to be an effective mixture for the multi-component
lipid mixtures also, producing bilayers with the expected lamellar arrangement and
good coverage of the coverslip. While no domains were present in the test sample
immediately after hydration, when the sample was re-imaged seven days later it was
found that macroscopic domains had formed.
Given that the ESM-based mixture represented the more ‘ideal’ mixture for the
production of Lo domains due to its closer compositional similarity to biological lipid
rafts, it was deemed unnecessary to attempt to perfect the DPPC-based mixture by
testing with the 2-propanol solvent, and the ESM-based mixture was used for all
experiments where Lo domains were needed.
1While pure palmitoyl sphingomyelin would have a more well defined behaviour, the egg sphin-
gomyelin mixture was chosen for cost reasons.
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Figure B.4: Images of SLB test samples made from a) the DPPC-based mixture in chlo-
roform:acetonitrile solvent, shown in fluorescence (scaled from m = 220 pe to
M = 560 pe) and b) the same region of the same sample in DIC (scaled from
m = −0.0040 to M = 0.0045). The SM-based mixture dissolved in chloro-
form:acetonitrile is shown in panels c) in fluorescence (scaled from m = 210 pe
to M = 1120 pe) and d) in DIC (scaled from m = −0.0044 to M = 0.0036).
The ESM-based mixture dissolved in 2-propanol is shown in panels e) in fluo-
rescence (scaled from m = 210 pe to M = 700 pe) and f) in DIC (scaled from
m = −0.0045 to M = 0.0044). Panels a), b), e) and f) show a 290.6 × 221.4
µm2 region, while panels c) and d) show a 434.0 × 330.6 µm2 field of view.
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Miscellaneous Additional Data
C.1 Line Cut Examples
As mentioned throughout Chapters 3 and 4, for both the qDIC and fluorescence anal-
ysis, line profiles are taken over the edges of the individual lipid bilayers comprising
the SLB stacks within the images. An example of this is shown in Fig. C.1. The
example shown is the full field of view in a qDIC phase image of a DOPC/ATTO488-
DOPE (99.9/0.1) sample, comparable to the one shown in Fig. 3.1, prepared from
the old lipid stock and formed on a fully hydrophilic (θ = 3.5°) piranha etched
surface.
The upper left region is mostly unilamellar with gaps, while the lower right
corner is mostly bare glass with a few small unilamellar patches. Both of these
regions are ideal for analysis because of the large number of first bilayer edges running
perpendicular to the shear direction. In the middle is a large bilamellar region, which
has smaller regions of greater lamellarity. In this field of view, 50 measurements of
the first bilayer phase step were taken, along with 8 measurements of the second
bilayer phase step and 12 measurements of the combined first and second bilayer
phase step.
Two artefacts caused by dirt on the camera are present in the upper right portion
of the image which appear as alternating light and dark streaks running parallel to
the shear. These artefacts are present in the same position in every image taken with
this setup, and are always avoided when carrying out the analysis. Additionally, a
region of higher intensity is visible in the upper left corner which does not correlate
with any structure on the sample. This may be caused by the presence of dirt on the
underside of the coverslip, which appears in the focal plane as a defocussed blob.
Such dirt is removed as much as possible before imaging by wiping the coverslip
with acetone soaked cleanroom paper after the sample preparation is completed,
and again immediately before the sample is mounted on the microscope stage.
In Fig. 4.20, twelve different line cuts were taken, each of a different tube, split
over two fields of view. While the structure of four individual example tubes as a
function of temperature is shown in Fig. 4.20b, the positions of the individual cuts
is not indicated. The location of the line cuts taken over these four example tubes
is shown in Fig. C.2. The images show the first temperature point at which the
tube shown could be measured, which is different for each of the four examples. In
Fig. C.2a the sample is at 32.6 °C, in Fig. C.2b it is at 31.7 °C, in Fig. C.2c it is at
32.3 °C, and in Fig. C.2d it is at 32.0 °C.
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C.1. Line Cut Examples
Figure C.1: An example of a qDIC phase image with the positions of the individual line
cuts indicated. Image is scaled from -0.0338 to 0.0165 mrad, and shows an
area of 290.4 × 221.3 µm.
a b c d
1
Figure C.2: The positions of the line cuts used in Fig. 4.20. The panels show a) tube 1 (m
= -0.04807 rad to M = -0.01345 rad), b) tube 5 (m = -0.04546 rad to M =
-0.2218 rad), c) tube 7 (m = -0.05741 rad to M = -0.02651 rad) and d) tube
10 (m = -0.05969 rad to M = -0.02890 rad). Images show a 36.3 × 27.7 µm2.
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a 0.0 mins
10 µm
b 22.9 mins
c 48.2 mins d 60.0 mins
e 86.2 mins f 122.1 mins
M
m
1
Figure C.3: A DC15PC bilayer labelled with 1 mol% ATTO488-DOPE undergoing a phase
transition during cooling. The images show the region at set temperatures of
a) 33.9°C, b) 33.3°C, c) 32.7°C, d) 32.4°C, e) 31.8°C, f) 30.9°C. The time
elapsed from the acquisition of image a) is shown in the images. The fluores-
cence intensity is scaled from m = 324 to M= 1513 pe.
C.2 Additional Fluorescence Images
In this section, fluorescence data corresponding to regions either not shown, or
only shown as qDIC contrast phase images will be presented. Image acquisition
parameters, including the objective and tube lens used, as well as the exposure
time, are given in AppendixD for all images shown.
A composite image of a DC15PC bilayer being cooled to below Tm is shown in
Fig. 4.4 in Sec. 4.2, with the fluorescence signal shown as an overlay in the green
colour channel. In order that the fluorescence in this field of view can be more
clearly seen, Fig. C.3 directly shows the fluorescent intensity. Just as for the overlay
in Fig. 4.4, the fluorescence images in Fig. C.3 have been corrected for photobleaching
using the procedure described in Sec. 4.2. The fluorescent intensity scale in Fig. C.3
has been adjusted slightly compared to Fig. 4.4.
Fluorescence images corresponding to the regions shown in Fig. 4.15 and Fig. 4.16
not presented in Sec. 4.5 are shown in Fig. C.4 and Fig. C.5. The fluorescence images
in Fig. C.4 are scaled so the internal structure of the vesicle can be seen. The fluo-
rescence images in Fig. C.5 are not photobleach corrected, resulting in a progressive
loss of intensity. This is because the usual assumptions used (constant fluorescence
within the field of view) are not valid because of the large amount of lipid lost from
the surface during imaging.
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a 36.2 °C b 36.0 °C
c 34.3 °C d 32.8 °C
e 31.5 °C f 28.7 °C
15 µm
M
m
1
Figure C.4: Fluorescence images of a double bilayer region of a DC15PC/ATTO488-DOPE
(99.9/0.1) lipid film undergoing a shape change into a network of lipid tubes
during cooling of the sample. A single-bilayer region is present to the right.
Temperatures given are the measured temperature at the sample. Tempera-
tures given are the measured temperature at the sample. Images are scaled
from m = 25 pe to M = 750 pe.
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a 38.5 °C b 36.3 °C
c 33.8 °C d 31.8 °C
e 29.7 °C f 28.5 °C
20 µm
M
m
1
Figure C.5: Fluorescence images of a mixed lamellarity region of a DC15PC/ATTO488-
DOPE (99.9/0.1) lipid film during cooling of the sample. After double bilayer
regions connected to the single bilayer regions have fully reorganised into
tubes, the single bilayer regions and free-standing double bilayer regions begin
to lose area. Temperatures given are the measured temperature at the sample.
Images are scaled from m = 30 pe to M = 180 pe.
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Figure C.6: The relationship between the phase mismatch over the birefringent tubes, and
the tube fluorescent intensity, tube width, the angle of the line profile relative
to the shear (θm−s), or the angle of the line profile relative to the tube (θm−t).
C.3 Tube Birefringence
In Sec. 4.4, the lack of correlation between the phase mismatch over the birefringent
tubes, and the fluorescent intensity of the tube, the width of the tube, the angle of
the line profile relative to the shear, or the angle of the line profile relative to the
tube. For completeness, we show the relationship between the phase mismatch and
these parameters in this section, in Fig. C.6.
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Image Acquisition Parameters
This section gives the image acquisition and analysis parameters for all the images
shown within the main text and the appendices. In Table D.1, this includes exposure
time (Exp.), objective, tube lens (T.L.), polariser angle ψ, number of averages (Avs.),
qDIC signal-to-noise ratio (κ) and the minimisation (Minim.). For those qDIC
images which have been processed with the energy minimisation, the parameters
are given in Table D.2. The acquisition parameters for fluorescence images are
given in Table D.3.
Figure Exp. (ms) Objective T.L. ψ (°) Avs. κ Minim.
3.1 100 60×, 1.27 NA 1.0× 12.9 100 1000 No
3.2b 100 60×, 1.27 NA 1.0× 12.9 100 1000 No
3.2d 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
3.3 100 60×, 1.27 NA 1.5× 12.9 64 1000 No
3.4 100 60×, 1.27 NA 1.5× 12.9 64 4000 No
3.6 100 60×, 1.27 NA 1.0× 12.9 100 Given No
3.12 100 20×, 0.75 NA 1.5× 15.0 100 4000 No
3.19 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
3.22 100 20×, 0.75 NA 1.5× 12.9 Given 4000 No
3.27 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
3.28 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
4.2 100 20×, 0.75 NA 1.5× 15.0 100 4000 No
4.4 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
4.6 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
4.7 100 20×, 0.75 NA 1.5× 12.9 100 4000 Yes
4.11 100 20×, 0.75 NA 1.5× 15.0 100 4000 No
4.15 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
4.16 100 20×, 0.75 NA 1.5× 12.9 100 4000 Yes
4.20 100 20×, 0.75 NA 1.5× 15.0 100 4000 No
B.4b 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
B.4d 100 20×, 0.75 NA 1.0× 12.9 100 4000 No
B.4f 100 20×, 0.75 NA 1.5× 12.9 100 4000 No
Table D.1: Image acquisition parameters for qDIC phase and contrast images.
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Figure Smoothness power α Smoothness weight λ # Iterations
4.7 0.5 1×10-6 10051
4.16 0.5 1×10-6 20000
Table D.2: Parameters used in the qDIC global minimisation for each figure.
Figure Exp. (ms) Objective T.L. Filters
3.1 1000 60×, 1.27 NA 1.0× -
3.12 1000 20×, 0.75 NA 1.5× None
3.19 1000 20×, 0.75 NA 1.5× -
4.1 1000 20×, 0.75 NA 1.5× -
4.2 1000 20×, 0.75 NA 1.5× ND8
4.4 1000 20×, 0.75 NA 1.5× -
4.6 1000 20×, 0.75 NA 1.5× -
4.7 1000 20×, 0.75 NA 1.5× -
4.18 1000 20×, 0.75 NA 1.5× None
B.1 500 10×, 0.45 NA 1.0× -
B.2a 100 20×, 0.75 NA 1.0× -
B.2b 1000 20×, 0.75 NA 1.0× -
B.2c 1000 20×, 0.75 NA 1.0× -
B.3a 100 20×, 0.75 NA 1.0× -
B.3b 100 20×, 0.75 NA 1.0× ND4
B.3c 100 20×, 0.75 NA 1.0× ND4
B.3d 1000 20×, 0.75 NA 1.0× ND4
B.4a 1000 20×, 0.75 NA 1.0× -
B.4c 1000 20×, 0.75 NA 1.0× -
B.4e 1000 20×, 0.75 NA 1.5× -
C.4 2000 20×, 0.75 NA 1.5× -
C.5 1000 20×, 0.75 NA 1.5× -
Table D.3: Image acquisition parameters for fluorescence images.
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Publications relating to the work presented in this thesis are listed below.
Articles
Published
1. Wolfgang Langbein, David Regan, Iestyn Pope and Paola Borri. Invited Ar-
ticle: Heterodyne dual-polarization epi-detected CARS microscopy for chemi-
cal and topographic imaging of interfaces. APL Photonics 3. 2018.
2. David Regan, Joseph Williams, Francesco Masia, Paola Borri and Wolfgang
Langbein. Measuring sub-nanometre thickness changes during phase tran-
sitions of supported lipid bilayers with quantitative differential interference
contrast microscopy. Proceedings of SPIE. 2019.
3. David Regan, Joseph Williams, Paola Borri and Wolfgang Langbein. Lipid
bilayer thickness measured by quantitative DIC reveals phase transitions and
effects of substrate hydrophilicity. Langmuir. 2019.
In Preparation
1. Joseph Williams, David Regan, Robin Islam, Francesco Masia, Paola Borri
and Wolfgang Langbein. High sensitivity quantitative analysis of differential
interference contrast images. In preparation. 2020.
Conferences
1. David Regan, Joseph Williams, George Zoriniants, Paola Borri and Wolfgang
Langbein. Measuring the thickness of supported lipid bilayers with quantita-
tive differential interference contrast microscopy. Poster presentation, Bio-
Nano Photonics symposium, Cardiff University, U.K. (2017).
2. Alexander Nahmad-Rohen, George Zoriniants, David Regan, Paola Borri
and Wolfgang Langbein. Simultaneous measurement of thickness and refrac-
tive index by interferometric reflectometry. Poster presentation, Bio-Nano
Photonics symposium, Cardiff University, U.K. (2017).
3. Joseph Williams, David Regan, George Zoriniants, Paola Borri and Wolf-
gang Langbein. qDIC - Extracting quantitative information from Differential
Interference Contrast (DIC) images. Poster presentation, Bio-Nano Photonics
symposium, Cardiff University, U.K. (2017).
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suring sub-nanometre thickness changes in supported lipid bilayers with quan-
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(2018).
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Borri and Wolfgang Langbein. qDIC - Extracting quantitative information
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suring sub-nanometre thickness changes in supported lipid bilayers with quan-
titative DIC microscopy. Oral presentation, Photonics West 2019, San Fran-
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