Abstract
Introduction
The main focus of the data mining task is to gain insight into large collections of data. Often achieving this goal involves applying machinelearning methods to inductively construct models of the data at hand. Although neural network learning algorithms have been successfully applied in wide range of supervised and unsupervised learning applications, they have not often been applied in data mining settings, in which two fundamental considerations are the comprehensibility and speed issues which often are of prime importance in the data mining community.
Data mining is not merely automatic collecting of knowledge . Human-computer collaboration knowledge discovery is the interactive process between data miner and and computer. The aim is to ext ract novel, plausible, relevant and interesting knowledge from the database. We do not provide an introduction to data mining techniques in this paper, but instead refer the interested reader to one of the good book in the field [ 2 ] .
Logic programming can be treated as a problem in combinatorial optimization. Therefore it can be carried out in a neural network to obtain the desired solution. Our objective is to find a set of interpretation (i.e., truth value assignments) for the atoms in the clauses which satisfy the clauses (which yields all the clauses true). We extended the work related to logic programming in neural network by introducing reverse analysis method. This method is capable to induce logical rules entrenched in a database. The knowledge obtained from the logical rules can be used to unearth relationship in data that may provide useful insights.
The rest of the paper organized as follows. In the next section we consider some theory of the Little-Hopfield Model. Section 3 discusses about logic programming focusing on Horn clauses. Follow by Section 4, where the logic of Hebbian learning will be discussed. Section 5 describes method for extracting rules from database: Reverse analysis method. Finally, Section 6 provides discussion and conclusion.
Little -Hopfield Model
In order to keep this paper self-contained we briefly review the Little Hopfield Model [3] Restricting the connections to be symmetric and
, allows one to write Lyapunov energy function as
which monotone decreases with the dynamics.
The two-connection model can be generalized to include higher order connections. This modifies the "field" to be
where "….." denotes still higher orders, and an energy function can be written as follows: 
Logic Programming
,and assertions e.g.
A logic program consists of a set of Horn clause procedures and is activated by an initial goal statement. It is in the form of Conjunctive Normal Form (CNF) and contains one positive literal.
Basically, logic programming in Hopfield model [5] can be treated as a problem in combinatorial optimization. Therefore it can be carried out in a neural network to obtain the desired solution.
Our objective is to find a set of interpretation (i.e., truth value assignments) for the atoms in the clauses which satisfy the clauses (which yields all the clauses true).
For an example, consider the logic program below:
Given the goal G ← we require to show that G P ¬ ∧ is inconsistent in order to prove the goal. Alternatively, w e require to find an interpretation for the Herbrand base of the problem which is consistent with P (which yields P true) and examine the truth of G in such an interpretation. If we assign the values 1 to true and 0 to false then 0 = ¬P indicates a consistent interpretation while 1 = ¬P reveals that at least one of the clauses in the program is not satisfied. Therefore, looking for a consistent interpretation is a combinatorial (of assigning truth values to ground atoms) minimization of the inconsistency, the value of P ¬ .
Translate all clauses and the negation of it into Boolean algebraic form:
P=(A? ¬B? ¬C)? (D? ¬B)? C ¬P=(¬A? B? C)? (¬D? B)? (¬C)
From these, we may write a cost function which is minimized when all the clauses are satisfied as follow: An energy function is defined as:
where the synaptic strength is completely symmetric with zeros in the diagonal planes.
By comparing (5) and (6), we obtained the connection strengths.
The Logic Of Hebbian Learning
Now we reproduce results in [5] which calculate the connection strengths using Hebb Rule [6] .
For two-neuron connections, a Hebbian-like learning is given by
(or, for bipolar neurons, 
Extracting Rules From Database
Companies have been collecting data for decades, building massive data warehouses in which to store it. Even though this data is available, very few companies have been able to realize the actual value stored in it. The question these companies are asking is how to extract this value?
So, in this paper we proposed a method known as reverse analysis to induce the logical rules entrenched in a database. These logical rules represent significant patterns or trends in the database that would otherwise go unrecognized.
In this section, we describe the implementation of our method regarding extracting rules from database.
i) Enumerate number of neurons and patterns in the database ii)
Extract the events from the database and represent in binary/bipolar pattern, where 0 indicates false state and 1 indicates true state (for bipolar -1 represent false state and 1 represent true state).
iii)
Calculate the connection strengths for the events using Hebbian learning as indicated in Section 4.0.
iv)
Capture nonzero values (connection strengths) for third order connection.
v)
Reverse analysis been carried out to deduce the underlying logical rules.
vi)
Logical rules represented in the form of Horn clauses.
vii)
Calculate connection strengths for the extracted Horn clauses and deduct the value of the connection strengths from (iii).
viii)
Repeat the similar steps for secondorder and first-order connection.
Reverse analysis method has been tested in a small data set as shown in Table 1 . The logical rules induced from the method seem to agree with the frequent observations. The reverse analysis method yields some limitation such as exists of extra terms (discussed in Section 4.0) and redundancy clauses due to interference effects. However, if we take the learning rate for three-neuron connections to be half that for two-neuron connections, this extra term is lost. Moreover, redundancies clauses have been proved does no effect the knowledge base [7] .
The logical rules are obtained through frequent observation and these are not necessarily intrinsic in the object themselves. It is our hope that our reverse analysis method will serve to inspire some interesting applications of this method to challenging data mining tasks.
