INTRODUCTION
Heart is the most important vital organ in human body. It ensures oxygenated blood and nutrient can be supplied to entire human body. Heart failure has been one of the top diseases that cause human death. According to World Health Organization (WHO), it is estimated that 17.3 millions of people dies each year caused by heart failure. This represents one third of entire global human death in worldwide. Electrocardiography (ECG) is a record that contains the information of heart's electrical conduction activity. Heart muscles contract and relax due to the electricity originated by 2 nodes on the heart, socalled Sinoatrial (SA) node and Atrioventricular (AV) node. This contraction cycle produces blood pressure so that blood can flow throughout the human body. Thus ECG record of heart electrical conductivity is commonly used to detect early sign of cardiovascular diseases (CVDs), such as Premature Ventricular Heartbeat, Premature Atrial Heartbeat, Left Bundle Branch Block, Right Bundle Branch Block, Heart block, ischemia and many more.
Some of these abnormal heartbeats indicate a dangerous symptom and can cause sudden death if early treatment is not provided promptly [1] . However many of these abnormal symptoms does not appear continuously but only occur at random time, thus a portable ECG device with accurate classification is desired to enable frequent monitoring of patient heart condition [2] [3] [4] . In addition to that, for accurate heart disease classification, QRS complex detection algorithm is a must and has commonly been used by many researchers [5] [6] [7] . Thus choosing an efficient and optimized algorithm for QRS complex detection is crucial especially when the ECG device is implemented on embedded system which has hardware constraint. This paper studies two QRS detection algorithms, so-called Pan and Tompkins (PT) algorithm and Derivative Based (DB) algorithm. They are compared in terms of QRS detection accuracy and computation timing performance which target to System-on-Chip (SoC) based embedded system architecture. This paper also proposes an optimization of PT algorithm by improving the Moving Windows Integration (MWI) to accelerate its computation for effective embedded system implementation while retaining its QRS detection accuracy. All the timing performance results are compared by implementing both algorithm on Altera DE2-115 FPGA platform to form a low cost, power effective, portable and lightweight ECG device prototype.
This paper is organized as below. Section 1 has introduced the statistics of CVDs and its relation with QRS detection of ECG signal. Section 2 depicts the ECG signal and related work of QRS detection. Section 3 explains the detail of both algorithms including the optimized PT algorithm. Section 4 describes the implementation of ECG processing system on SoC-based embedded system architecture and its FPGA prototyping platform. The results of QRS detection accuracy and timing performance is presented in Section 5. Lastly, conclusion and recommendation of future work is presented in Section 6.
ECG SIGNAL AND RELATED WORKS
An ECG shows the heart's electrical conductivity. There are few events of interest of an ECG signal such as P wave, QRS complex and T wave. In brief, P wave represents atrial depolarization (contraction), QRS complex represents ventricular depolarization, and T wave represents ventricular repolarization. Figure 1 shows an example of Lead 2 ECG. There are many QRS complex detection algorithms have been proposed by researchers worldwide such as Derivative based algorithm [8] , Pan and Tompkins algorithm, Difference Operation Method (DOM) [9] , ANN-based QRS detection [10] , Hidden Markov model QRS detection [11] , Wavelettransform based QRS detection, Genetic algorithm [12] and many more.
Derivative based algorithm was proposed by Balda et al. [8] . This algorithm applies two orders of derivative equation to the ECG signal before smoothing to 3 points signal. This technique is very efficient in term of computation though it is not optimized for noisy signal. Pan and Tompkins algorithm [13] is based on filtering, derivative and squaring operations. It is a breakthrough during that time due to its ability to detect QRS complex with high accuracy.
Wavelets based QRS detection decomposes the ECG signal to different frequency band before applying threshold to obtained characteristic points.
In neural networks QRS detection, the system predicts the current signal before it can determine the appropriate filter to remove the noise and decision making [10] . Genetic algorithm try to find the best polynomial coefficient and then the best parameter for classification [12] .
Based on the aforementioned algorithms, we have selected Pan and Tompkins and Derivative Based algorithm due to their low complexity and thus suitable for embedded system implementation.
QRS DETECTION ALGORITHM
This section describes the detail of Pan and Tompkins (PT) and Derivative based (DB) algorithms which aim to be implemented on Altera DE2-115 FPGA board as SoC-based embedded system for ECG processing. The proposed optimization of PT algorithm for effective Moving Window Integration computation is also presented in this section.
Original Pan and Tompkins Algorithm with Adaptive Threshold
Pan and Tompkins (PT) algorithm is one of the most common algorithm for QRS detection, which requires the ECG data sampling frequency at 200Hz [13] [14] [15] [16] . Figure 2 shows the data flow diagram of PT algorithm which consists of band pass filter, differentiation, squaring, moving window integration, and adaptive threshold detection. Firstly, the raw ECG data is filtered by a 15 Hz low pass filter follow by a 5 Hz high pass filter as shown in Equation 1 and Equation 2, respectively. These two filters form a band pass filter to remove unnecessary low and high frequency noise signal such as muscle noise and baseline wanders [17] .
Next, it is differentiated as shown in equation 3 to highlight the slope information of QRS complex which usually contains the steepest slope compared to the other peaks.
The differentiated output is then squared to maximize the amplitude difference of QRS complex with other peaks as shown in equation 4. It is also aims to convert all the signal amplitude values become positive values.
After that, the squared output signal passes through a Moving Windows Integrator (MWI) to smooth the signal by removing the fluctuations in signal peaks. It is done by summing a number of data points and calculate the average value of each window. The number of data points in each window is 32 and the complete equation is shown in equation (5).
Lastly, the QRS complex can be determined by applying a threshold to the output of moving window integrator. In this work, an adaptive voltage threshold is applied based on technique proposed in [18] . Compare to the fixed threshold, adaptive threshold does not need to be manually set prior of the ECG processing, but is automatically set after processing the first few seconds of early ECG recording which function as the parameter training.
Initially, every peak is considered as either Noise Peak or Signal Peak. An initial value of Signal Threshold and Noise Threshold is then generated for QRS detection accordingly. Please note that these threshold values are not fixed and will keep changing and adapt from time to time along the ECG data processing. Using other words, whenever the ECG data is changed along the ECG record, the threshold values will be updated automatically accordingly. In this work, the first 2 seconds of an ECG data were used for parameter training to compute initial parameter value as shown in equations (6) After the first 2 seconds of parameter training, the parameter will keep changing along the ECG data processing to set the adaptive threshold according to equation (10) to (12) . If a QRS complex is detected, which the value is larger than Signal Threshold, then the algorithm will skip 0.2 second, this is to prevent double QRS detection at the nearest location which would be physically impossible. On the other hand, if the detected beat is fall within the range of Signal Threshold and Noise Threshold, the system needs to be aware of this peak. Hence the Noise Peak, Noise Threshold and Signal Threshold parameters need to be adapted and change according to equation (13) Nosie Threshold = Signal Threshold/2 (15)
Derivative Based Algorithm with Adaptive Threshold
Derivative based (DB) algorithm is another popular algorithm to compute the location of QRS complex in a raw ECG data. The algorithm is proposed by [8, 17, 19, 20] and has been commonly adapted by researchers. Figure 3 shows the data flow diagram of DB algorithm which consists of first and second differentiation, weighting and combining, smoothing, and adaptive threshold detection. Firstly, the raw ECG data passes through the first and second order differentiation as given in equations (16) and (17), respectively.
The outputs of both differentiation are then combined with different bias weight proposed by [15] which aims to maximize the difference of QRS complex with other peaks.
To prevent false beat detection which cause by noise signal, the data is smoothen according to equation (19) .
The same adaptive threshold technique is then applied according to equation (6) to (15) to detect the location of QRS complex.
Optimized Pan and Tompkins algorithm with Adaptive Threshold
This section proposes an optimized implementation of Pan and Tompkins algorithm by improving Moving Average Integrator operation to accelerate its computation. Firstly, a temporary variable is declared to store the sum of N=32 data points of the first window as shown in equation (20) .
The first output data point is then computed according to equation (21) .
The temporary variable is then updated by subtracting the first ECG data point of the previous window and adding the next consecutive ECG data point for the next consecutive moving window as shown in equation (22) .
The updated temporary variable is then used to compute next data point as shown in equation (23).
By introducing this optimized PT algorithm of modifying MWI by utilizing a temporary variable, it helps to store redundant ECG intermediate data points of each window to avoid repetitive computation. By only subtracting and addition of one ECG data point, respectively, instead of full window size calculation, this greatly reduced the computation overhead in each window iteration along the ECG record. This optimization is particularly crucial if a long ECG data records was processed. Figure 4 shows the C code fragment of the original Moving Windows Integrator based on Equation (5). Figure 5 shows the C code fragment of Optimized Moving Window Algorithm based on equation (20) Figure 6 shows the System-on-Chip (SoC) based embedded system architecture of ECG processing implemented on Altera DE2-115 FPGA board. The SoC architecture consists of few standard peripherals which is designed using Altera Quartus II and Qsys EDA software. The NIOS II processor with full features configuration acts as the system master controller and executes the ECG QRS complex detection algorithms implemented as embedded software. It also executes the peripheral device drivers such as SD-Card and SDRAM external memory module.
DESIGN AND IMPLEMENTATION OF ECG QRS DETECTION ALGORITHM
In terms of memory module, due to ECG processing algorithm requires a large temporary data storage to store the intermediate result, it will be insufficient if the system architecture only rely on onchip memory. As a result, a SDRAM controller is added so that Nios II Processor can utilize the 124 MB off-chip SDRAM memory on DE2-115 FPGA board as program memory and data memory. In addition to that, a SD-Card controller is added to interface with external SD-Card which used to store the input offline ECG data obtained from MIT-BIH database. After execution of each ECG QRS detection algorithm, the detected QRS complex as output data is stored in the SD-Card for post analysis, such as output graph plotting using Matlab software. Besides, the location of detected QRS complex of each algorithm is also compared with actual QRS complex location provided from MIT-BIH for detection accuracy analysis.
The system running frequency is set to 120 MHz by adding and configuring a Phase Lock Loop (PLL) to change the input clock frequency of 50 MHz generated from the crystal on the FPGA board. There is also a 32-bit high resolution timer used to count the clock cycle during algorithm execution for computation timing performance measurement.
RESULTS AND DISCUSSION
This section discusses the analysis result of Pan and Tompkins, Derivative Based Algorithm, as well as optimized Pan and Tompkins algorithms, in terms of QRS detection accuracy and computation timing performance. The system is designed based on SoCbased embedded system architecture and implemented on Altera DE2-115 FPGA board which utilize Cyclone IV FPGA chip. The test data is offline ECG data obtained from MIT-BIH database which consists of total 48 patient's records. Figure 7 shows the output graph plotted using Matlab software of each intermediate process of Pan and Tompkins algorithm, from ECG raw data to detected QRS complex after moving window integration. The result of detected QRS complex of PT algorithm is also compared with actual QRS location annotated by MIT-BIH database for QRS detection accuracy analysis as shown in Table 1 . It can be observed from Table 1 QRS detection accuracy of PT algorithmthat the lowest QRS detection accuracy of PT algorithm is fall on ECG record #228 with only 76.23%. It is because the record #228 contains high amplitude Premature Ventricular Contraction beats which each amplitude value is too high compare to the normal heart beat. As a result, whenver the adaptive algorithm encounter the arrhythmia beat, the threshold value is adjusted to high value. When the adptive threshold technique encounters the normal heartbeat again, it requires some additional for threshold readjustment and hence missed several QRS detection. However, the PT algorithm achieves overall average QRS complex detection accuracy of 98.15% of all 48 patient records available on MIT-BIH arrhythmia database. In terms of timing performance, the clock cycle of each intermediate processing block of Pan and Tompkins algorithm is measured based on one patient record or 30 minutes ECG record obtained from arrhythmia MIT-BIH database. The number of cycle clock is then divided by SoC based ECG embedded system operating frequency (120MHz). The timing performance breakdown of 30 minutes ECG data is as shown in Figure 8 . It can be observed from Figure 8 that the total computation time of ECG QRS detection using PT algorithm of 30 minutes ECG data is 56.33 seconds. The moving window integration alone has consumed 28.23 seconds in computation which represent almost 50% of overall computation. This shows that the moving window integration is the computation bottleneck of the overall system performance. Figure 9 shows the computation output graph of each intermediate processing block of derivative based algorithm, from ECG raw data to detect QRS As PT algorithm, the QRS detection result of DB algorithm of all 48 ECG records is also compared with actual QRS annotation file provided in MIT-BIH database as shown in Table 2 . It can be observed from Table 1 QRS detection accuracy of PT algorithmthat the lowest QRS detection accuracy of DB algorithm is fall on ECG record #108 with only 66.57%. It is due to the record #108 is a noisy data which can be filtered using PT algorithm, but DB algorithm only use the differentiation method to obtain slope information only. Nevertheless, the DB algorithm still achieves average QRS complex detection accuracy of 96.73% for all 48 patient ECG records available on MIT-BIH arrhythmia database. The computation timing performance of DB algorithm execution is presented in pie chart as shown in Figure 10 for 30 minutes ECG data or 1 patient ECG record. It can be observed from Figure  10 that the total time of QRS detection using DB algorithm for 30 minutes ECG data is 22.14 seconds. The longest operation of DB algorithm is smoothing operation which consumes 8.27 seconds or 37% of overall computation time. However, DB algorithm almost consume 60% less of the total computation time compare to the PT algorithm. 
QRS Detection Accuracy and Timing Performance of Original PT algorithm with Adaptive Threshold

QRS Detection Accuracy and Timing Performance of DB Algorithm with Adaptive Threshold
QRS Detection Accuracy a Timing Performance of Optimized PT Algorithm with Adaptive Threshold
In original Pan and Tompkins algorithm, moving window integration takes the longest time to compute which represents almost 50% of overall algorithm computation time. Considering the ECG record is 30 minutes with 200Hz sampling rate, it requires computation of 33 operations of each data point of total 360,000 data points.
However, with the optimization of the moving window integration, the operation is reduced from 33 operations to only 3 operation of each window of 360,000 data points while maintaining its QRS detection accuracy. Both original and optimized PT algorithm give the exactly same QRS detection accuracies of 98.15%. In terms of comparison of moving window integration alone, the optimized MWI consumes only 2.97 seconds compared to original MWI which are 28.23 seconds. This shows the modified MWI achieve 9.5 times speed faster from the original. However, in terms of overall timing performance, it can be observed that the optimized PT algorithm consumes only 31.06 seconds of total computation time compared to original PT algorithm of 56.33 seconds. This shows the overall system performance improvement of 44.86%.
In [3] , Open Source ECG Analysis Software (OSEA) have been implemented on Xilinx Virtex-II pro embedded system board for QRS complex detection. This system use FPGA soft-processor by Xilinx and run at 100MHz. In embedded software execution, this system can process 30 minutes ECG data in 43.25 seconds.
In [21] , an CWT-based QRS detection system have been implemented. Using low power embedded system which run only at 800KHz, it manage to process 3 seconds ECG data by 1.5 Million clock cycle which translated to 18.75 minutes (or 1125 seconds) to process 30 minutes of ECG data. This low power consumption thus more suitable for emergency ambulatory system instead of long hour ECG embedded processing. Figure 3 summarizes and benchmarks the result of QRS detection accuracy and timing performance of all algorithms on 30 minutes ECG data.
CONCLUSION
This paper has presented result study of original and optimized version of Pan and Tompkins algorithms, as well as derivative based algorithm in ECG QRS complex detection. All these algorithms have been implemented on SoC-based embedded system architecture which prototype on Altera DE2-115 FPGA that house a Cyclone IV FPGA chip. The comparison and analysis is focus on QRS detection accuracy and computation timing performance, which the algorithm is implemented as embedded software. It has been tested by offline ECG data of 48 patients obtained from MIT-BIH database. QRS detection accuracy analysis result shows that the Pan and Tompkins algorithm yield better accuracies which are 98.15% compared to Derivative Based algorithm of 96.73%. Though Derivative Based algorithm use less time to process a 30 minutes ECG data which is 22.33 seconds compared to 56.5 seconds of PT algorithm, it is vulnerable to ECG data with a lot of noise which the detection accuracy could drop drastically. To improve the performance of Pan and Tompkins algorithm, an optimization of Moving Windows Integration has been proposed which shows 9.5 time faster than original Moving Windows Integration and overall system performance improvement of 44.86% while maintaining the same QRS detection accuracy.
In future we can apply these algorithms as ECG preprocessing technique for CVD detection and classification. Taking advantage of SoC and FPGA technology, the system functionality could be partitioned and system architecture could be designed using hardware/software co-design approach to strike the balance of design constraints of biomedical embedded system, in terms of computation timing performance, logic area and power consumption.
