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G. Amati, L.C. Aiello and E Pirri, Definability and commonsense reasoning 
The definition of concepts is a central problem in commonsense reasoning. Many themes in nonmonotonic 
reasoning concern implicit and explicit definability. implicit definability in nonmonotonic logic is always 
relative to the context-the current theory of the world. We show that fixed point equations provide a 
generalization of explicit definability, which correctly captures the relativized context. Theories expressed 
within this logical framework provide implicit definitions of concepts. Moreover, it is possible to derive these 
fixed points entirely within the logic. 
B. Shults and BJ. Kuipers, Proving properties of continuous systems: qualitative 
simulation and temporal logic 
We demonstrate an automated method for proving temporal logic statements about solutions to ordinary 
differential equations (ODES), even in the face of an incomplete specification of the ODE. The method 
combines an implemented, on-the-fly, model checking algorithm for statements in the temporal logic CTL* 
with the output of the qualitative simulation algorithm QSIM. Based on the QSIM Guaranteed Coverage 
Theorem, we prove that for certain CTL* statements, @, if @J is true for the temporal structure produced by 
QSIM, then a corresponding temporal statement, @‘, holds for the solution of any ODE consistent with the 
qualitative differential equation (QDE) that QSIM used to generate the temporal structure. 
J. Rickel and B. Porter, Automated modeling of complex systems to answer predic- 
tion questions 
A question about the behavior of a complex, physical system can be answered by simulating the system - 
the challenge is building a model of the system that is appropriate for answering the question. If the model 
omits relevant aspects of the system, the predicted behavior may be wrong. If, on the other hand, the model 
includes many aspects that are irrelevant to the question, it may be difhcult to simulate and explain. The 
leading approach to automated modeling, “compositional modeling”, constructs a simplest adequate model 
for a question from building blocks (“model fragments”) that are designed by knowledge engineers. This 
paper presents a new compositional modeling algorithm that constructs models from simpler building blocks 
- the individual influences among system variables - and addresses important modeling issues that previous 
programs left to the knowledge engineer. In the most rigorous test of a modeling algorithm to date, we 
implemented our algorithm, applied it to a large knowledge base for plant physiology, and asked a domain 
expert to evaluate the models it produced. 
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G.A. Antonelli, Defeasible inheritance on cyclic networks 
In this paper, we are going to present a new notion of “extension” for defeasible inheritance networks that 
allows us to deal with cyclic nets. J. Horty has shown that cyclic nets need not have extensions in the sense of 
Touretzky. This paper presents a generalization of that notion of extension that can be applied to cyclic nets. 
The present proposal is inspired by a somewhat unexpected analogy between cyclic nets and “semantically 
closed” languages, i.e., languages containing their own truth predicate. Accordingly, this approach to defeasible 
inheritance networks with cycles shows similarities to the solution of semantic paradoxes put forth by S. Kripke. 
P. Smets, The normative representation of quantified beliefs by belief functions 
(Research Note) 
The use of belief functions has recently been advocated as an alternative to the use of probability functions 
in order to represent quantified beliefs. Such a proposal lacked justification. We present a set of requirements 
that justify the use of belief functions. The assessment of the validity of these requirements provides a tool 
for assessing the relative value of normative models of subjective behaviors. 
A. Kshemkalyani, Reasoning about causality between distributed nonatomic events 
(Research Note) 
The complex events in distributed applications such as industrial process control, avionics, navigation, planning, 
robotics, diagnostics, virtual reality, and temporal and geographic databases, are realistically modeled by 
nonatomic events. This paper derives and studies causality relations between nonatomic distributed events in 
the execution of a complex distributed application. Such causality relations are useful because they provide a 
fine level of discrimination in the specification of the relative timing relations and synchronization conditions 
between the nonatomic events. The paper then proposes a set of axioms on the proposed causality relations. 
The set of axioms provides a mechanism for temporal and spatial reasoning with the set of relations and can 
be used to derive all possible implications from any valid predicate on the proposed relations. 
X. Nie, Non-Horn clause logic programming (Research Note) 
There has been active work to extend the Prolog style Horn clause logic programming to non-Horn clauses, In 
this paper, we analyze and compare several such extensions using an analytical approach. All the extensions 
discussed behave exactly like Prolog when only Horn clauses are involved. The purpose is to understand the 
computational complexity of these inference systems when non-Horn clauses are present. The analyses do 
not necessarily prove that any one system is better than the others all the time. But they do suggest when 
one system may be better than the others for some particular kind of problems. They also help to discover 
some interesting properties of some extensions and suggest a possible syntactic transformation on problems 
to improve the performance of some extensions. 
S. Benferhat, D. Dubois and H. Prade, Nonmonotonic reasoning, conditional objects 
and possibility theory (Research Note) 
This short paper relates the conditional object-based and possibility theory-based approaches for reasoning 
with conditional statements pervaded with exceptions, to other methods in nonmonotonic reasoning which 
have been independently proposed: namely, Lehmann’s preferential and rational closure entailments which 
obey normative postulates, the infinitesimal probability approach, and the conditional (modal) logic%based 
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approach. All these methods are shown to be equivalent with respect to their capabilities for reasoning 
with conditional knowledge although they are based on different modeling frameworks. It thus provides a 
unified understanding of nonmonotonic consequence relations. More particularly, conditional objects, a purely 
qualitative counterpart to conditional probabilities, offer a very simple semantics, based on a 3-valued calculus, 
for the preferential entailment, while in the purely ordinal setting of possibility theory both the preferential 
and the rational closure entailments can be represented. 
E. Schwalh and R. Dechter, Processing disjunctions in temporal constraint networks 
P Dagum and M. Luby, An optimal approximation algorithm for Bayesian inference 
A. Bondarenko, PM. Dung, R.A. Kowalski and E Toni, An abstract, argumentation- 
theoretic approach to default reasoning 
P. Liberatore and M. Schaerf, Reducing belief revision to circumscription (and 
viceversa) 
P.E. Dunne and T.J.M. Bench-Capon, The maximum length of prime implicates for 
instances of 3-SAT (Research Note) 
D.G. Schwartz, Dynamic reasoning with qualified syllogisms 
T. Drakengren and P Jonsson, Twenty-one large tractable subclasses of Allen’s 
algebra 
