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Abstract 
We consider a two-parameter family of explicit hybrid methods of Numerov type for the numerical integration of 
second-order intial-value problems. When these methods are applied to the linear equation: y” + w2 y = 0, w > 0, we 
determine the parameters CI, /3 so that the phase lag (frequency distortion) of the method is minimal. The resulting method 
has (algebraic) order 4 and a small frequency distortion of size (l/3 628 800)~’ (v = wh, h being the step size) and in 
addition it possesses an interval of periodicity of size 4.63, which is larger than the interval of periodicity corresponding to 
the explicit method of Chawla and Rao (1986). The application of this method to equations describing free and weakly 
forced oscillations reveals its superiority over other methods. 
Keywords: Hybrid methods of Numerov type; Interval of periodicity and phase lag; Second-order periodic initial-value 
problems 
1. Introduction 
In this paper we present a two-parameter family of explicit hybrid methods of Numerov type for 
the numerical integration of second-order periodic initial-value problems 
3 =f(t, Y), to d t d T, 
(1.1) 
Y(to) = Yo, Y'@o) = Yb. 
Our motivations for considering explicit two-step Runge-Kutta methods of direct integration 
for the problem (1.1) are the following: 
(i) In order to integrate (1.1) it is desirable to use methods that do not require to introduce the 
first derivatives since they are not explicitly contained on the right-hand side. 
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(ii) If we assume that the class of ODES (1.1) is nonstiff, the explicit methods may be suitable for 
the required stability limitations. Besides, the explicit methods may be easily implemented and they 
do not require the solving of a nonlinear algebraic equation system at each step. 
(iii) The analysis of the phase properties for two-step methods is not very difficult. 
The methods presented in this paper are designed in such a way that for linear systems 
f(t, y) = Ay + g(t) (where A is a symmetric matrix) the phase error of the free oscillations in the 
numerical solution is small (of size (l/3 628 8OO)v”, where v = oh, h being the step size, and o2 
denotes the spectral radius of the matrix A). As Van der Houwen and Sommeijer [12] have pointed 
out, the methods possessing this property are suitable for long interval integration of equations 
describing free oscillations because a much larger integration step than the one needed for 
conventional methods can be chosen. In the nonhomogeneous case, the efficiency of the methods 
will depend on the magnitude of the nonhomogeneous term. In other words, if the forced term g(t) 
is small in comparison with the homogeneous term Ay(t) (I g(t)1 << Ay(t) I), then the above mentioned 
methods are also more efficient than the conventional ones. 
In order to study the stability and phase lag of the methods with respect to the oscillations 
corresponding to the natural modes of Eq. (l.l), the homogeneous scalar equation 
y” + co2y = 0, 0 > 0 (1.2) 
is habitually used. 
When a symmetric two-step hybrid method is applied to the test equation (1.2), the following 
difference equation is obtained: 
A(Y2)Y,+2 - 2B(v2)y,+ 1 + A(v’)y, = 0, v = cob, (1.3) 
where A(v2), B(v2) are polynomials in v2 which are determined by the coefficients of the method. If 
the numerical solution provided by Eq. (1.3) reproduces the amplitude of the oscillations corres- 
ponding to the solution of (1.2) with a distortion in the frequency (phase lag) for all v E (0, q), then 
with the terminology of [9] the method is said to have an interval ofperiodicity (0, q). Likewise, if 
the interval of periodicity is (0, co) the method is said to be P-stable. In other words, the property of 
periodicity holds as long as the characteristic polynomial associated with Eq. (1.3) has simple roots 
on the unit circle and the interval of periodicity may be calculated from the condition /R(v)1 < 1, 
where R(v) = B(v2)/A(v2). 
The phase lag, in the terminology of [3,4], is defined as the leading coefficient in the expansion of 
[(0(v) - v)/vl, where e(v) is the numerical phase. This analysis can be carried out by comparing cos v 
with the rational function R(v). The phase error is of order p if 
R(v) - cosv = cvp+2 + O(vP’4) (1.4) 
and the term lClvp represents the phase lag (frequency distortion). 
An example of a two-step method for solving the initial-value problem (1.1) is the classical 
Numerov method 
Y n+2 - 2~,+1 + Y, = &h2(fn+2 + lOf,+r +fn ). (1.5) 
This method has fourth order, an interval of periodicity (0, $) and phase lag & v4. In several 
previous papers, Chawla and Rao [3] and Franc0 and Palacios [S] have studied the construction 
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of implicit two-step hybrid methods which are P-stable. However these methods, like the Numerov 
method, require the solving of a nonlinear algebraic system at each step. In order to avoid this, 
Chawla [Z] has modified the Numerov method replacing fn + Z by f,T 2 =f(t,,+ 2, y,*+ 2), where 
Y,*+~ is obtained using the explicit two-step Stormer method: 
Y,*+2 =2y,+1 -Y, +h2fn+1. (1.6) 
In this way he obtains a fourth-order two-stage explicit method which has better stability 
properties than the Numerov method: the interval of periodicity and phase lag are (0, ,,@) and 
& v4 respectively. In a posterior paper, Chawla and Rao [4] have obtained a fourth-order 
three-itage explicit method of Numerov type which has interval of periodicity (0, 2.75) and phase 
lag (l/40 320)~~. 
Recently, Meneguette [lo] has modified the explicit Chawla method [2] by introducing higher 
derivatives in Eq. (1.6) and he obtains methods with phase lag of any order. This technique may be 
used without difficulty for solving homogeneous linear problems. However, it is less attractive for 
nonlinear problems. 
In this brief note we present a new fourth-order four-stage method of Numerov type for which 
the phase lag is minimal. The method has (0,4.63) as interval of periodicity and a small-frequency 
distortion (phase lag) of size (l/3 628 800)~‘. The superiority of this method with respect to other 
methods of Numerov type, symplectic integrators and the LSODE code, is illustrated with 
numerical examples. 
2. Explicit four-stage methods of Numerov type with minimal phase lag 
For the numerical integration of the second-order periodic initial-value problem (l.l), we 
propose a two-parameter family M,(a, fi) of explicit four-stage methods of Numerov type defined 
as follows. If we set 
y,*+2 = ~Y,+I -Y, + h2f,+l, fn*+2 =f(L+2, Y,*+2), (2.1) 
Y: =~n+Ph~(fn*+2 -2f,+1 +L), fn* =fhl7 Y,*h (2.2) 
Y:+I =Y,+I +ah2U*+2 -2_L+1 +fn*), f,*+1 =f@n+1, YX+1), (2.3) 
then the numerical solution ynf2 is calculated by means of the Numerov method in the form 
~n+2 -2yn.1 +Y, =i+ h2(f:+2 + lOf,*+l +_L). (2.4) 
The methods Md(a, p), where a, p are free parameters, have fourth order and the local truncation 
error LTE is given by 




Note that the local truncation error of these methods is equal to one of the methods proposed by 
Chawla and Rao [4], and for /I = 0 the methods M4(~, 0) are the same as that of the methods in [4]. 
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The family M,(a, /I) is a modification of the methods considered in [4] based on introducing an 
intermediate stage (the stage (2.2)) with the aim of obtaining methods which have a larger interval 
of periodicity and a smaller phase lag. 
If we apply the family of methods M4(a, /I) to the test equation (1.2), we obtain a difference 
equation of type (1.3) whose stability polynomial is 
A(vZ)12 - 2B(v2){ + A(v2), v = wh, (2.5) 
where the coefficients A, B are written as 
A(v2) = 1, B(9) = 1 - $2 + &v4 - &crv6 + &Xpv”. (2.6) 
Using in (1.4) the values of A(v’) and B(v’) obtained from (2.6), we obtain the following phase 
error: 
R(v) - cosv = & (---l)v6-~(~~-~)v8+36~~800+o~v~2~’ 3;. 
and hence, denoting the phase lag by p(v), this is given by 
(2.7) 
Our aim is to find a method with minimal phase lag. From (2.7) it follows that when a = &, 
/3 = &, the method M 4 ( &J, &) has minimal phase lag of size (l/3 628 800) v8, which is much 
smaller than the phase lag of size (l/40 320) v6 for the method Mz( - l/300) of [4]. In addition, the 
method M,(&, &) possesses a nonempty interval of periodicity. This interval may be calculated 
from the condition [R(v)1 < 1 for v E (0, q), which is equivalent to 1 + B(v’) > 0 for all v E (0, q). 
Therefore, a straightforward search using Newton iteration provides the interval of periodicity (0, 
4.63), which is appreciably larger than the interval of periodicity of size 2.75 for the Numerov-type 
method in [4]. 
As noted above, the methods M4(~, 0) are the explicit Numerov-type methods in [4] and when 
tl = &, the resulting method has minimal phase lag of size (l/40 320) v6 and (0,2.75) as interval of 
periodicity. When o! = 0, the method M,(O, 0) is the Numerov made explicit in [2], which has - 
a larger interval of periodicity (of size ,/12) and a smaller frequency distortion (phase lag of size 
&v”) than the classical Numerov method. Having in mind this comparative study, we can 
conclude that the method M4(300 l, $), which has phase lag and interval of periodicity 
p(v) = (l/3 628 800)~’ and (0, 4.63), respectively, is superior to explicit Numerov-type methods of 
c2,41. 
Finally, we consider the most general nonhomogeneous test equation 
y” + 02y = de’+, 0, cop, 6 E R, (2.8) 
in which a forced oscillatory term is incorporated. The exact solution of this equation is 
given by 
y(t) = C1eio’ + C1 e-‘“’ + Qeiopr, (2.9 
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where Ci is a constant determined from the initial conditions of (2.8) and Qe’“p’ is a particular 
solution of (2.8) with Q = S/( w2 - 0:). When the methods M,(a,/?) are applied to Eq. (2.8), we 
obtain the nonhomogeneous difference equation 
4V2)Yn+2 - 2B(v2)yn+ 1 + A(v’)y, = dh2[q2(v)eiwptn+z + ql(v)eiwpfn+l + qo(v)eiwpt~], (2.10) 
where A, B, are given by (2.6) and qo, ql, q2 are polynomials in v. Thus, the numerical approxima- 
tion to (2.9) at t, = to + nh is given by the solution of (2.10) which is of the form 
y(t) = All;(v) + A2 [i(v) + 6h2 Q2(v, vP)ei@” +““p), vP = CL)& (2.11) 
where Ai, A2 are constants depending on the initial conditions and the starting method used for the 
two-step method, cl, c2 are the roots of the stability polynomial (2.5), and 6h2 Q2(v, vP) exp(i(t, + 
nv,)) is a particular solution of (2.10) with Q2(v, vP) given by 
Qz(v> vp) = 
qo(v) + ql(v)ei" + q2(v)e2iv, 
A(v2) - 2B(v2)ei”p + A(v2)e2’“’ 
(2.12) 
As Gladwell and Thomas [6] have pointed out, in general the numerical solution (2.11) does not 
reproduce the amplitude of the forced oscillations. But this numerical deficiency is not very 
significant because if we compare the particular solutions of (2.8) and (2.10) it is observed that the 
amplification error IQ/ah’ Q2 ( v, v,,)l is constant in time and it is not accumulated as n increases (it 
has generally the same order as the truncation error of the numerical method). However, since Q is 
real, the numerical solution reproduces exactly the phases of the forced oscillations if Q2(v, vP) is 
also real. In this case it is said that the numerical forced oscillations are in phase with their 
analytical counterparts (see [6]). 
For Eq. (2.10), the coefficients on the right-hand side are given by 
qo(v) = q2(v) = i$ - $Ixv2 + &Ypv4, 
41(v) = 2 + tj(20a - l)v2 +&X(1 - 2/3)v4 - &@v6, 
which is equivalent to Im Q2(v, vP) = 0. Then, the methods M4(a, j3) are in phase in the sense of 
Gladwell and Thomas [6]. 
3. Numerical experiments 
In this section we show that the method M 4 3oo, &), derived in the preceding section on the (’ 
basis of the test equation (1.2), may be advantageous over other methods (methods of Numerov 
type, symplectic integrators and the LSODE code). In the numerical comparisons we have 
considered the next algorithms: 
ALGl: The method M,(&,$) given by (2.1H2.4). 
ALG2: The method M4(&,, 0) developed in [4]. 
ALG3: The method Mq(O, 0) developed in [2]. 
SI6A: The symplectic integrator developed in [13]. 
S14: The symplectic integrator developed in Cl]. 
LSODE: The ODE solver implemented in [7]. 
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Algorithms l-3 are explicit hybrid methods of Numerov type and they have algebraic order four, 
that is to say, they are comparable in terms of local approximation, although not in terms of 
computational cost. The initialization values for the methods were computed using the exact 
solution of the corresponding example in each case. 
Algorithms SI6A and S14 are explicit one-step methods for the numerical integration of 
Hamiltonian systems. The main qualitative property of these methods is the preservation, by the 
corresponding discrete flow, of the symplectic structure in the phase space. Furthermore, for 
Hamiltonian problems with oscillatory solutions, symplectic integrators yield errors that grow 
linearly with time (for more details, see Cl, 111). Algorithm SI6A is a sixth-order, seven-stage 
method of Runge-Kutta type for the numerical integration of Hamiltonians which has the form 
H(PY 4) = K(P) + v(q)> (3.1) 
and the S14 is a fourth-order, four-stage method of Runge-Kutta-Nystrom type which is applic- 
able only to Hamiltonians of the form 
HtP, 4) = 3 (P’ - P) + V(q). (3.2) 
In classical mechanics, the q variables represent Lagrangian coordinates, the p variables are the 
corresponding momenta, and I/ is the potential energy. We present numerical tests of the suggested 
symplectic integrators only in Examples 1 and 2, because Examples 3 and 4 cannot be expressed in 
Hamiltonian form. 
Finally, we consider a high-quality initial-value problem code as LSODE. The LSODE code is 
an automatic integration package for stiff and nonstiff ODES using linear multistep formulas 
(Adams methods and BDF formulas). In the numerical tests presented, we have used the nonstiff 
option (Adams methods) and we have selected the error tolerances in the range 
lo-” < TOL < lop3 for Examples 1 and 2, and lo-l4 < TOL < 10m5 for Example 4. 




u(0) = 1, u’(O)=w+&, C.9>>1, 
(3.3) 
whose exact solution is 
6 
u(t) = cosut + sinot + - w2 _ 1 sin t, 
and consists of a rapidly oscillating function due to the homogeneous term and a slowly oscillating 
function due to the nonhomogeneous term. This problem leads to a nonautonomous Hamiltonian, 
but introducing the time as a new coordinate, it can be expressed in autonomous form like (3.1). 
Therefore, it may be integrated by using the symplectic algorithm SI6A but not S14. 
The purpose of this example is to show that the methods which have small phase lag (frequency 
distortion) are advantageous in order to integrate this problem with relatively large integration 
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Fig. 1. 
steps (i.e., v = oh not small). The numerical results have been computed for tend = 20 with different 
integration steps, and parameter values 6 = 0.01, o = 10. 
In Fig. 1 we depict the maximum norm error at the end of the integration interval, in logarithmic 
scale, against computational effort, as measured by the number of function evaluations computed 
(NFCN). The figure shows that ALGl is superior to the others, because it has the smallest phase 
lag which takes care of the rapidly oscillating component (homogeneous component) and the 
algebraic order takes care of the small nonhomogeneous component (slow component). ALG2 is 
superior to ALG3 and more efficient than LSODE if errors larger than approximately 2E-7 were 
aceptable, but it is less efficient if smaller errors are required. The symplectic integrator SI6A is the 
least efficient of the methods used. From the point of view of computational cost, Fig. 1 shows that 
ALGl is more than twice as efficient as the other methods considered. 
Example 2. The nonlinear problem (Duffing’s equation) 
d2u 
-Q+(WZ+k2)U=2k2u3, O<t<20, 
u(0) = 0, u’(0) = 1 
with o > 0, only 0 d k < co. The analytic solution is 
(3.4) 
u(t) = sn(ot; k/o) 





0 1000 2000 3000 4000 5000 6000 
COMPUTATIONAL COST (NFCN) 
Fig. 2. 
and represents a periodic motion in terms of an elliptic function. This problem leads to an 
autonomous Hamiltonian of the form (3.2), and hence, the two symplectic integrators, SI6A and 
S14 can be applied. 
The purpose of this example is similar to the previous example but using a nonlinear model. 
Fig. 2 presents the analogue of Fig. 1 with parameter values k = 0.01, o = 10, and the numerical 
results show the same tendency as Example 1. ALGl is more than twice as efficient as the other 
methods. ALG2 is superior to ALG3 and to simplectic integrators SI6A and S14, and in this 
problem, it results to be also more efficient than the LSODE code. Besides, for this problem, which 
may be expressed as a Hamiltonian of type (3.2), the symplectic integrator S14 (fourth order) is 
a more efficient choice than the SI6A (sixth order). This outcome was perhaps unexpected. 
Nevertheless, Fig. 2 clearly reveals its superiority. Finally, we note that the efficiency of S14 and 
ALG3 is very similar. 
Example 3. The second-order linear system 
y”(t) = ( A-2 21-2 1-A l-211 > YM, t a 0, 
Y(O) = ( 2 > = 1 9 Y’(O) _ 0 0 o 7 
(3.5) 
which has the exact solution y(t) = (2 cost, - cos t)T for all real 1 > 0. 
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Table 1 
Errabs-values for the linear system (3.5) at tend = 10 
i-parameter ALGl ALG2 ALG3 
25 errabs(4) = 5.054E-14 errabs(&) = l.O03E-10 errabs(&) = 1.601E-7 
1600 errabs(4) = 2.248E-13 Unstable errabs(fs) = 1.601E-7 
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Fig. 3. Error propagation for the linear system (3.5) with i = 1600. 
The purpose of this example is to show the importance of the interval of periodicity for 
the algorithms of Numerov type. A straightforward search shows that the phases of the 
homogeneous oscillations (i.e. the natural frequencies) for the problem (3.5) are 1 and ,,/% 
In Table 1 we present the maximum norm absolute error (errabs(h)) obtained at the end 
of the integration interval with step h, and it shows that when wh does not lie within the 
interval of periodicity the method presents an unstable behaviour (ALG2 in the case of 
2 = 1600). For this case, we depict in Fig. 3 the error propagation for algorithms 1, 2, 3 in 
logarithmic scale. This figure clearly reveals that the error in ALG2 grows in exponential form, 
whereas ALGl and ALG3 present approximately convergence with effective orders 8 and 4, 
respectively. 
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Example 4. The wave equation 
a% 2 
-- x(1 - x) $ + (co2 - at2 2)U = 0, 0 < x < 1, o<t<5, 
(3.6) 
u(0, t) = 0, u(1, t) = 0, u(x,O) = x(1 - x), u&x, 0) = 0, 
where the initial and Dirichlet boundary conditions have been chosen in such a way that the 
solution is given by u(x, t) = x(1 - x) cos ot. This problem represents a vibrating string with 
speed o. We should note that the aim of this example is not to identify good numerical techniques 
for the wave equation. On the contrary, we want to ascertain whether, in the time integration of 
the solutions of a given spatial semidiscretization, the method presented in Section 2 is more or 
less efficient than other methods. 
In order to solve this problem, we carry out a semidiscretization on the spatial variable by 
using second-order symmetric differences and (3.6) is converted into a system of ODES. Using 
this discretization, the spatial part in the solution is approximated exactly, and we have to take 
care of only the temporal part. 
As the parameter in the semidiscretization of (3.6) we choose Ax = &,, resulting a set of 19 
ODES: 
d”“,+ ui+l - 2Ui + Ui-1 
dt2 ’ (Ax)~ 
+ (02 - 2)Ui = 0, 
Ui = Xi(1 - Xi), i = 1,2, ... ) 19. 
Note that this system of ODES is of the form 
d2U 
zfKU=O, 
where U denotes the 19-dimensional vector with entries Ui and K a (positive-definite) stiffness 
matrix with 19 different eigenvalues in the range [61, 2231. The numerical results have been 
computed at tend = 5 with speed o = 5. 
The same information as in Examples 1 and 2 is displayed in Fig. 4. It reveals that ALGl is 
more than twice as efficient as the rest of methods, and ALG2 also results more efficient than the 
LSODE code. ALG3 is superior to LSODE if errors larger than lE-7 were acceptable. 
We note that all the computations were carried out on a Macintosh SE/30 personal computer 
of the Department of Applied Mathematics of the University of Zaragoza, using double-pre- 
cision arithmetic with 16 digits of accuracy. 
4. Conclusions 
A fourth-order, four-stage and eighth-order dispersive method of Numerov type has been 
obtained for the numerical integration of second-order ODES with oscillatory solution. This 
method is nondissipative and it has an interval of periodicity (0, 4.63). 
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Fig. 4. 
The numerical experiments clearly show that the new method is more than twice as efficient as 
the remaining methods considered for the test problems used. We expected that the main 
competitors for the methods of Numerov type on problems with oscillatory solutions would be 
symplectic integrators. But the experiments performed confirm that, for problems which have 
solutions consisting of free oscillations of high frequency and forced oscillations of low frequency, 
the symplectic integrators are not very competitive with respect to hybrid methods of Numerov 
type. We have also found that, contrary to expected, algorithm S14 (fourth-order, four stages) 
performs more efficiently than algorithm SI6A (sixth-order, seven stages) for Hamiltonian 
problems of type (3.2). Therefore, we conclude that high-order methods with more stages may not 
always be the best choice for the integration of problems as the ones considered here. 
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