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1. Introduction and main result
Let A be an associate ring (or an algebra over a field F). Then A is a Lie ring (Lie algebra) under
the product [x, y] = xy − yx. Recall that an additive (linear) map δ : A → A is called an additive
(linear) derivation if δ(xy) = δ(x)y + xδ(y) for all x, y ∈ A. Derivations are very important maps
both in theory and applications, and have been studied intensively (see [3,9–11] and the references
therein). More generally, an additive (linear) map L from A into itself is called an additive (linear)
Lie derivation if L([x, y]) = [L(x), y] + [x, L(y)] for all x, y ∈ A. The question of characterizing
Lie derivations and revealing the relationship between Lie derivations and derivations have received
many mathematicians’ attention recently. In [8], it was shown that if L is a linear Lie derivation on
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von Neumann algebraM, then L(X) = [A, X] + λ(X), where A ∈ M and λ is a linear map fromM
into its center which annihilates commutators. Brešar [2] proved that every additive Lie derivation
on a prime ring R with characteristic not 2 can be decomposed as σ + τ , where σ is an additive
derivation fromR onto its central closure and τ is an additive map fromR into the extended centroid
sending commutators into zero. Johnson [4] proved that every continuous linear Lie derivation from a
C*-algebra A into a Banach A-bimodule B can be decomposed as σ + h, where σ : A → B is a linear
derivation and h is a linear map fromA into the center of B. Mathieu and Villena [6] proved that every
linear Lie derivation from a C*-algebra can be decomposed into the sum of a linear derivation and a
center-valued trace.
Let  : A → A be a map (without the additivity or linearity assumption). We say that  is
a nonlinear Lie derivation if ([x, y]) = [(x), y] + [x, (y)] for all x, y ∈ A. Undoubtedly, it is
interesting to study the nonlinear Lie derivation. Recently, Yu and Zhang [12] described nonlinear Lie
derivation on triangular algebras. In this paper we will investigate nonlinear Lie derivations on von
Neumann algebras. Our main result reads as follows.
Main theorem: LetM be a von Neumann algebra with no central summands of type I1 (=central
abelian projection). If  : M→M is a nonlinear Lie derivation, then  is of the form σ+τ , where
σ is an additive derivation ofM and τ is a mapping ofM into its center ZM which maps commuta-
tors into zero.
2. Notations and preliminaries
Before embarking on the proof of ourmain result, we need some notations and terminologies about
vonNeumann algebras. A vonNeumann algebraM is aweakly closed, self-adjoint algebra of operators
on a Hilbert spaceH containing the identity operator I. The setZM = {S ∈ M|ST = TS for all T ∈ M}
is called the center ofM. For A ∈ M, the central carrier of A, denoted by A, is the intersection of all
central projections P such that PA = A. It is well known that the central carrier of A is the projection
with the range [MA(H)], the closed linear span of {MA(x)|M ∈ M, x ∈ H}. Recall that [7], for each
self-adjoint operator A ∈ M, the core of A is defined to be sup{S ∈ ZM|S = S∗, S  A}, denoted by A.
Clearly, one has A − A  0. Further if S ∈ ZM and A − A  S  0 then S = 0. If P is a projection it
is clear that P is the largest central projection P. We call a projection core-free if P = 0. It is easy to
see that P = 0 if and only if I − P = I, here I − P denotes the central carrier of I − P. We use [5] as a
general reference for the theory of von Neumann algebras.
In the following, there are several fundamental properties of von Neumann algebras from [1,7]
which will be used frequently. For convenience, we list them in a lemma.
Lemma 1. LetM be a von Neumann algebra.
(i) [7, Lemma 4] IfM has no summands of type I1, then each nonzero central projection ofM is the
central carrier of a core-free projection ofM.
(ii) [7, Lemma 5] For projections P,Q ∈ M with P = Q = 0. If A ∈ M commutes with PXQ and QXP
for all X ∈ M, then A commutes with PXP and QXQ for all X ∈ M.
(iii) [7, Lemma 14] If P is a core-free projection inM, then PMP ∩ ZM = {0}.
(iv) [1, Lemma 5] LetM be a von Neumann algebra with no central summands of type I1. If C ∈ ZM is
such that CM ⊆ ZM, then C = 0.
3. Proof of main result
Wewill finish theproofof ourmain theorembychecking several lemmas. Inwhat follows,M is a von
Neumann algebrawith no central summands of type I1 and : M → M is a nonlinear Lie derivation.
At first, we show that has some additive property, that is(T+S)−(T)−(S) ∈ ZM. By Lemma
1(i), one canfind a non-trivial core-free projectionwith central carrier I, denoted by P1. Throughout the
paper, P1 is fixed.Write P2 = I−P1. By the definition of central core and central carrier, P2 is also core-
free and P2 = I. DenoteMij = PiMPj , i, j = 1, 2. ThenwemaywriteM = M11+M12+M21+M22.
In all that follows, when we write Tij , it indicates that Tij ∈ Mij , i, j = 1, 2.
Z. Bai, S. Du / Linear Algebra and its Applications 436 (2012) 2701–2708 2703
Lemma 2. Let T ∈ M. Then T ∈ Mij + ZM (1  i = j  2) if and only if [T,Mij] = 0 for every
Mij ∈ Mij .
Proof. It is clear that if T ∈ Mij + ZM then [T,Mij] = 0 for every Mij ∈ Mij . Conversely, write
T = ∑2i,j=1 Tij . From [T,Mij] = 0, it follows that TiiMij + TjiMij = MijTjj + MijTji. Thus
TiiMij = MijTjj (1)
and TjiMij = 0. Noting that Pj = I, we obtain
Tji = 0.
For everyMii ∈ Mii,Mjj ∈ Mjj ,MiiMij,MijMjj ∈ Mij and so TMiiMij = MiiMijT and TMijMjj = MijMjjT .
From [T,Mij] = 0, it follows that TMiiMij = MiiTMij , that is (TMii − MiiT)Mij = 0. Using Pj = I
again, we have TiiMii − MiiTii = 0, i.e., Tii ∈ ZPiMPi . Then Tii = ZiPi for some central element
Zi ∈ ZM. Similarly, by [T∗,Mji] = 0, we can obtain Tjj = ZjPj , Zj ∈ ZM. Now Eq. (1) implies
that (Zi − Zj)Mij = 0. From Pj = I and arbitrariness of Mij , it follows that (Zi − Zj)Pi = 0. Since
Zi − Zj ∈ ZM, M(Zi − Zj)Pi = (Zi − Zj)MPi = 0 for all M ∈ M. By Pi = I, it follows that Zi = Zj . So
T = Tij + Z ∈ Mij + ZM, where Z = Zi = Zj . 
Lemma 3. (0) = 0. Moreover, there is T0 ∈ M such that (P1) − [P1, T0] ∈ ZM, and (Mij) =
Pi(Mij)Pj + [Mij, T0] for every Mij ∈ Mij (1  i = j  2).
Proof. It is clear that (0) = ([0, 0]) = [(0), 0] + [0, (0)] = 0. For everyM12,
(M12) = ([P1,M12]) = [(P1),M12] + [P1, (M12)]
= (P1)M12 − M12(P1) + P1(M12) − (M12)P1.
(2)
Multiplying by P1 and P2 from the left and the right in the above Eq. (2) respectively, we have
P1(P1)P1M12 = M12P2(P1)P2. (3)
Multiplying by P2 and P1 from the left and the right in the above Eq. (2) respectively, we have
P2(M12)P1 = 0.
For everyM21,
(M21) = ([M21, P1]) = [(M21), P1] + [M21, (P1)]
= (M21)P1 − P1(M21) + M21(P1) − (P1)M21.
(4)
Multiplying P2, P1 to Eq. (4) from left and right respectively, we haveM21P1(P1)P1 = P2(P1)P2M21.
This together with Eq. (3) shows that
[P1(P1)P1 + P2(P1)P2,M12] = [P1(P1)P1 + P2(P1)P2,M21] = 0.
From Lemma 1(ii), it follows that
P1(P1)P1 + P2(P1)P2 ∈ ZM.
Denote T0 = P1(P1)P2 − P2(P1)P1. Then
(P1) − [P1, T0] = P1(P1)P1 + P2(P1)P2 ∈ ZM.
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At the same time, [M12, T0] = −M12P2(P1)P1 + P2(P1)P1M12. By (3),
[M12, T0] = −M12P2(P1)P1 + P2(P1)P1M12 + P1(P1)P1M12 − M12P2(P1)P2
= (P1)M12 − M12(P1).
Note that P2(M12)P1 = 0 so by (2) we get (M12) = P1(M12)P2 + [M12, T0]. In the same way, we
can obtain (M21) = P2(M21)P1 + [M21, T0]. 
Remark 1. Obviously, T → [T, T0] is an additive derivation. Without loss of generality, we may
assume that (P1) ∈ ZM and (Mij) ⊆ Mij (1  i = j  2).
Lemma 4. (P2) ∈ ZM.
Proof. Noting that [M12, P2] = M12,wehave(M12) = [(M12), P2]+[M12, (P2)].Now,(M12)⊆
M12 yields [M12, (P2)] = 0. Similarly, from [P2,M21] = M21, we conclude [M21, (P2)] = 0. Now,
Lemma 1(ii) implies (P2) ∈ ZM. 
Lemma 5. (PiTPj ± PjTPi) = Pi(T)Pj ± Pj(T)Pi for every T ∈ M. Consequently, PiTPj = 0 implies
Pi(T)Pj = 0 (i = j).
Proof. For each T ∈ M, it is clear that [Pi, T] = PiTPj − PjTPi. Because of (Pi) ∈ ZM,
(PiTPj − PjTPi) = ([Pi, T])
= [(Pi), T] + [Pi, (T)] = Pi(T)Pj − Pj(T)Pi.
Similarly, from [Pi, [Pi, T]] = PiTPj + PjTPi, we obtain (PiTPj + PjTPi) = Pi(T)Pj + Pj(T)Pi.
If PiTPj = 0, then (PjTPi) = (PjTPi ± PiTPj) = Pj(T)Pi ± Pi(T)Pj . From Remark 1, we have
(Mji) ⊆ Mji and so Pi(T)Pj = 0. 
Lemma 6. (Mii) ⊆ Mii + ZM (i = 1, 2).
Proof. We only treat the case i = 1, the other case can be treated similarly. For every T11 ∈ M11,
write (T11) = ∑2i,j=1 Bij . By Lemma 5, we have B12 = B21 = 0. For arbitraryM22 ∈ M22,
([T11,M22]) = [(T11),M22] + [T11, (M22)]
= B22M22 − M22B22 + T11(M22) − (M22)T11
= 0.
Thus B22M22 − M22B22 = 0 and so B22 = P2Z for some Z ∈ ZM. Hence (T11) = B11 − P1Z + Z ∈
M11 + ZM, as desired. 
Lemma 7.  is almost additive, i.e., for all T, S ∈ M, (T + S) − (T) − (S) ∈ ZM.
Proof. We divide the proof into several steps. 
Claim 1. For every Tii, Tji and Tij (1  i = j  2), (Tii + Tij) − (Tii) − (Tij) ∈ ZM, (Tii + Tji) −
(Tii) − (Tji) ∈ ZM.
Assume i = 1, j = 2. For every M12 ∈ M12, [T11 + T12,M12] = [T11,M12], hence
[(T11 + T12),M12] + [T11 + T12, (M12)] = [(T11),M12] + [T11, (M12)].
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Now, (M12) ⊆ M12 yields [(T11 + T12) − (T11),M12] = 0. From Lemma 2,
(T11 + T12) − (T11) = P1((T11 + T12) − (T11))P2 + Z
for some central element Z ∈ ZM. From Lemma 5,
(T12) = (P1(T11 + T12)P2 ± P2(T11 + T12)P1)
= P1(T11 + T12)P2 ± P2(T11 + T12)P1.
Using (M12) ⊆ M12 again, we have (T12) = P1(T11 + T12)P2. This together with Lemma 6 shows
that (T11 + T12) − (T11) = (T12) + Z, which is the desired result. The rest goes similarly.
Claim 2.  is additive onM12 andM21.
Let T12, S12 ∈ M12. Since T12 + S12 = [P1 + T12, P2 + S12], by Claim 1, we have that
(T12 + S12) = [(P1 + T12), P2 + S12] + [P1 + T12, (P2 + S12)]
= [(P1) + (T12), P2 + S12] + [P1 + T12, (P2) + (S12)]
= (T12) + (S12).
Similarly,  is additive onM21.
Claim 3. For every T11, T22, (T11 + T22) − (T11) − (T22) ∈ ZM.
For every M12 ∈ M12, [T11 + T22,M12] = T11M12 − M12T22. From Claim 2, it follows that
[(T11 + T22),M12] + [T11 + T22, (M12)]
= (T11M12) + (−M12T22) = ([T11,M12]) + ([T22,M12])
= [(T11),M12] + [T11, (M12)] + [(T22),M12] + [T22, (M12)].
Thus [(T11 + T22) − (T11) − (T22),M12] = 0. By Lemma 2, (T11 + T22) − (T11) − (T22) ∈
M12 + ZM. On the other hand, Lemma 5 tells us that P1((T11 + T22) − (T11) − (T22))P2 = 0. So
(T11 + T22) − (T11) − (T22) ∈ ZM.
Claim 4. For every Tii, Sii ∈ Mii (i = 1, 2), (Tii + Sii) − (Tii) − (Sii) ∈ ZM.
Assume i = 1. For every M12 ∈ M12, [T11 + S11,M12] = T11M12 + S11M12. From Claim 2, it follows
that
[(T11 + S11),M12] + [T11 + S11, (M12)]
= (T11M12) + (S11M12) = ([T11,M12]) + ([S11,M12])
= [(T11),M12] + [T11, (M12)] + [(S11),M12] + [S11, (M12)].
Thus [(T11 + S11) − (T11) − (S11),M12] = 0. By Lemma 2, (T11 + S11) − (T11) − (S11) ∈
M12 + Z . On the other hand, Lemma 5 tells us that P1((T11 + S11) − (T11 − (S11)))P2 = 0. So
(T11 + S11) − (T11) − (S11) ∈ ZM. Similarly,  is almost additive onM22.
Claim 5. (Tii + Tjj + Tij) − (Tii) − (Tjj) − (Tij) ∈ ZM.
Assume i = 1, j = 2. For every M12 ∈ M12, [T11 + T22 + T12,M12] = [T11 + T22,M12]. By Claim 3,
it follows that
[(T11 + T22 + T12),M12] + [T11 + T22 + T12, (M12)]
= [(T11) + (T22),M12] + [T11 + T22, (M12)].
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Thus [(T11 + T22 + T12) − (T11) − (T22),M12] = 0. From Lemma 2, it follows that
(T11 + T22 + T12) − (T11) − (T22)
= P1((T11 + T22 + T12) − (T11) − (T22))P2 + Z
= P1(T11 + T22 + T12)P2 + Z
for some central element Z ∈ ZM. Lemma 5 shows that
(T12) = (P1(T11 + T22 + T12)P2 ± P2(T11 + T22 + T12)P1)
= P1(T11 + T22 + T12)P2 ± P2(T11 + T22 + T12)P1.
Hence(T12) = P1(T11+T22+T12)P2. Therefore(T11+T22+T12)−(T11)−(T22)−(T12) = Z.
Similarly, one can show that (T22 + T11 + T21) − (T22) − (T11) − (T21) ∈ ZM.
Claim 6. For all T, S ∈ M, (T + S) − (T) − (S) ∈ ZM.
Let T be inM, write T = T11 + T12 + T21 + T22. We only need to show
(T11 + T12 + T21 + T22) − ((T11) + (T12) + (T21) + (T22)) ∈ ZM.
For everyM12 ∈ M12, [T11 + T12 + T21 + T22,M12] = [T11 + T21 + T22,M12]. From Claim 5, it follows
that
[(T11 + T12 + T21 + T22),M12] + [T11 + T12 + T21 + T22, (M12)]
= [(T11) + (T21) + (T22),M12] + [T11 + T21 + T22, (M12)].
Thus
[(T11 + T12 + T21 + T22) − (T11) − (T21) − (T22),M12] = 0.
Since (T12) ∈ M12, we clearly have
[(T11 + T12 + T21 + T22) − (T11) − (T12) − (T21) − (T22),M12] = 0.
Similarly, from [T11 + T12 + T21 + T22,M21] = [T11 + T22 + T12,M21], we can obtain
[(T11 + T12 + T21 + T22) − (T11) − (T12) − (T21) − (T22),M21] = 0.
FromLemma1(ii), it follows that(T11+T12+T21+T22)−(T11)−(T12)−(T21)−(T22) ∈ ZM. 
By Remark 1 and Lemma 6 we have that
(A) ifMij ∈ Mij, i = j, then (Mij) = Nij ∈ Mij ,
(B) ifMii ∈ Mii, then (Mii) = Nii + Z,Nii ∈ Mii, Z is a central element.
We note that in (B),Nii and Z are uniquely determined. Indeed, if(Mii) = N′ii+Z′,N′ii ∈ Mii, Z′ ∈
ZM. Then Nii − N′ii ∈ ZM. Hence by Lemma 1(iii), Nii = N′ii and Z = Z′.
Now, (A) and (B) enable us to define in a natural way a mapping σ of M according to the rule
σ(Mij) = Nij,Mij ∈ Mij, i, j = 1, 2. For every M = M11 + M12 + M21 + M22 ∈ M, define σ(M) =∑
σ(Mij). A mapping τ ofM into ZM is then defined by τ(M) = (M)− σ(M). In the following, we
will prove σ and τ are the desired maps.
Lemma 8. σ is an additive derivation. Consequently, τ sends the commutators into zero.
Firstly, let us prove σ is additive.We only need to show that σ is additive onMii. ForMii,M′ii ∈ Mii,
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σ(Mii + M′ii) − σ(Mii) − σ(M′ii)
= (Mii + M′ii) − τ(Mii + M′ii) − (Mii) + τ(Mii) − (M′ii) + τ(M′ii).
Then σ(Mii + M′ii) − σ(Mii) − σ(M′ii) ∈ Mii ∩ ZM = {0}.
In the following, we devote to showing σ(TS) = σ(T)S+ Tσ(S) for every T, S ∈ M, that is σ is an
additive derivation. Let Tij, Sij,Mij ∈ Mij (i, j = 1, 2). For i = j,
σ(TiiSij) = (TiiSij) = ([Tii, Sij]) = [(Tii), Sij] + [Tii, (Sij)]
= [σ(Tii), Sij] + [Tii, σ (Sij)] = σ(Tii)Sij + Tiiσ(Sij);
σ(TijSjj) = (TijSjj) = ([Tij, Sjj]) = [(Tij), Sjj] + [Tij, (Sjj)]
= [σ(Tij), Sjj] + [Tij, σ (Sjj)] = σ(Tij)Sjj + Tijσ(Sjj).
From the above, it is easy to see that
σ(TiiSiiMij) = σ(TiiSii)Mij + TiiSiiσ(Mij).
On the other hand,
σ(TiiSiiMij) = σ(Tii)SiiMij + Tiiσ(SiiMij) = σ(Tii)SiiMij + Tiiσ(Sii)Mij + TiiSiiσ(Mij).
Thus (σ (TiiSii) − σ(Tii)Sii − Tiiσ(Sii))Mij = 0. Since Pj = I,
σ(TiiSii) = σ(Tii)Sii + Tiiσ(Sii).
From the definition and the additivity of σ , there is a central element Z such that
σ(TijSji) − σ(SjiTij) = σ(TijSji − SjiTij) = σ([Tij, Sji])
= ([Tij, Sji]) + Z = [(Tij), Sji] + [Tij, (Sji)] + Z
= [σ(Tij), Sji] + [Tij, σ (Sji)] + Z
= σ(Tij)Sji + Tijσ(Sji) − Sjiσ(Tij) − σ(Sji)Tij + Z.
So σ(TijSji) − σ(Tij)Sji − Tijσ(Sji) ∈ PiZM, σ (SjiTij) − Sjiσ(Tij) − σ(Sji)Tij ∈ PjZM.
For every T, S ∈ M, write T = ∑2i,j=1 Tij, S =
∑2
i,j=1 Sij . Then there exist Z1, Z2 ∈ ZM such that
σ(TS) = σ(T11S11) + σ(T11S12) + σ(T12S22) + σ(T12S21)
+ σ(T21S12) + σ(T21S11) + σ(T22S21) + σ(T22S22)
= σ(T)S + Tσ(S) + P1Z1 + P2Z2.
Define θ : M×M → P1ZM ⊕ P2ZM (the set {P1Z1 + P2Z2|Z1, Z2 ∈ ZM}) by
θ(T, S) = σ(TS) − σ(T)S − Tσ(S).
It is clear that θ is a bi-additive map and if T ∈ M11 ⊕M22, θ(T, S) = θ(S, T) = 0 for all S ∈ M.
Next we show θ(S, T) ≡ 0, that is σ is a derivation which finishes the proof of this lemma. For
every R, S, T ∈ M,
σ(RST) = σ(RS)T +RSσ(T)+ θ(RS, T) = σ(R)ST +Rσ(S)T +RSσ(T)+ θ(RS, T)+ θ(R, S)T .
On the other hand,
σ(RST) = σ(R)ST + Rσ(ST)+ θ(R, ST) = σ(R)ST + Rσ(S)T + RSσ(T)+ θ(R, ST)+ Rθ(S, T).
Hence θ(RS, T) + θ(R, S)T = θ(R, ST) + Rθ(S, T). Taking T = Tii, we have θ(R, S)Tii = θ(R, STii).
Assume θ(R, S) = Z1P1 + Z2P2 for some Z1, Z2 ∈ ZM. For every Tii, θ(R, S)Tii = ZiPiTii = θ(R, STii) ∈
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P1ZM ⊕ P2ZM. Then ZiPiTii ∈ PiZM = ZPiMPi . Noting thatM has no central summands of type I1,
we have PiMPi has no central summands of type I1, too. And Lemma 1(iv) shows that ZiPi = 0. That
is θ(R, S) = 0, as desired. 
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