Many medical diagnostic studies involve three ordinal diagnostic populations in which the diagnostic accuracy can be summarized by the volume or partial volume under the receiver operating characteristic surface for a diagnostic marker. When the diagnostic populations are clustered, e.g. by families, we propose to model the diagnostic marker by a general linear mixed model that takes into account of the correlation on the diagnostic marker from members of the same clusters. This model then facilitates the maximum likelihood estimation and statistical inferences of the diagnostic accuracy for the diagnostic marker. This approach naturally allows the incorporation of covariates as well as missing data when some clusters do not have subjects on all diagnostic groups in the estimation of, and the subsequent inferences on the diagnostic accuracy. We further study the performance of the proposed methods in a large simulation study with clustered data. Finally, we apply the proposed methodology to the data of several biomarkers collected by the Dominantly Inherited Alzheimer Network, an international family-clustered registry to study autosomal dominant Alzheimer disease which is a rare form of Alzheimer disease caused by mutations in any of the three genes including the amyloid precursor protein, presenilin 1 and presenilin 2. We estimate the accuracy of several cerebrospinal fluid and neuroimaging biomarkers in differentiating three diagnostic and genetic populations: normal non-mutation carriers, asymptomatic mutation carriers, and symptomatic mutation carriers.
Introduction
When the gold standard of a disease diagnosis involves more than a simple dichotomization such as healthy and diseased, ordinal rating scales of three or more options are typically used. This occurs particularly frequently when the multiple diagnostic alternatives are associated with the severity of a disease. For example, reading mammograms might be conceptualized as a task in which a radiologist has to decide whether a film depicts cancerous nodules, benign nodules, or no nodules. Another example comes from the clinical diagnosis of Alzheimer's disease (AD) in which the mild cognitive impairment (MCI) and/or very early stage of AD serves as a transitional stage between the cognitive changes of normal aging and the more serious problems caused by AD. 1, 2 The diagnostic accuracy of a diagnostic marker when the gold standard diagnosis is an ordinal rating scale of more than two options is summarized by a receiver operating characteristic (ROC) surface or manifold from which a summary index of diagnostic accuracy, such as the volume under the surface (VUS) or the partial volume under the surface, can be derived. [3] [4] [5] [6] [7] Most of the research in diagnostic accuracy of diagnostic markers when there are more than two ordinal diagnostic groups has focused on the data types in which subjects from multiple diagnostic groups are statistically independent. In many biomedical studies, however, subjects are enrolled in clusters, resulting in potential correlations on the diagnostic markers from the same members of the clusters. Whereas statistical methods to estimate diagnostic accuracy when the gold standard diagnosis is binary with a clustered sampling scheme have been studied, 8, 9 it remains an open question as to how to estimate the diagnostic accuracy of markers when the gold standard diagnosis is an ordinal scale of more than two options and is rendered on individuals in families or other clusters. The question is more complicated if important covariates, such as age in the study of AD, are to be incorporated in the estimation of diagnostic accuracy, especially if the unequal and imbalanced cluster sizes and missing data (i.e. not all clusters have subjects in all diagnostic groups) are also allowed in the statistical inferential process.
We develop a statistical approach to address this very question by relying on the standard general linear mixed models for clustered data. Using standard inferential procedures from the general linear mixed models, we propose the maximum likelihood estimates (MLEs) to the summary index of diagnostic accuracy, and derive the standard errors of the estimated diagnostic accuracy with clustered data. Because of the flexibility of general linear mixed model in allowing cluster-level and subject-level covariates, our method can incorporate potential covariates as well as missing data when some clusters do not have subjects on all diagnostic groups in the estimation of, and the subsequent inferences on the diagnostic accuracy, hence allowing an assessment of how covariates and potential missing data contribute to the estimated diagnostic accuracy. We further study the performance of the proposed methods in a large simulation study with clustered data. Finally, we apply the proposed methodology to the data of several biomarkers collected by the Dominantly Inherited Alzheimer Network (DIAN), 2 an international family-clustered registry to study autosomal dominant Alzheimer disease (ADAD) which is a rare form of Alzheimer disease (AD) caused by mutations in any of the three genes including the amyloid precursor protein, presenilin 1 and presenilin 2. We estimate the accuracy of cerebrospinal fluid (CSF) and neuroimaging biomarkers in differentiating three diagnostic and genetic populations: normal non-mutation carriers, asymptomatic mutation carriers, and symptomatic mutation carriers.
The paper is organized as follows. The volume under a ROC surface is briefly introduced in Section 2. Section 3 elaborates on the linear mixed effects model framework to derive the estimate of diagnostic accuracy in the presence of clustered three-class ordinal diagnostic groups. Results from simulations are shown in Section 4 to examine the statistical properties of the proposed estimator. Section 5 presents the analysis results on several cerebrospinal fluid (CSF) and imaging biomarkers in the Dominantly Inherited Alzheimer Network (DIAN). We finally conclude the paper with a discussion in Section 6.
2 A summary measure of diagnostic accuracy with three ordinal diagnostic groups Similar to Scurfield 10 and Nakas and Yiannoutsos, 3 Xiong et al. 4 proposed a summary measure of diagnostic accuracy when there are three ordinal diagnostic groups. Their approach was based on a ROC surface that was used to describe the probabilities of correct classifications into three diagnostic groups based on various sets of diagnostic thresholds of a test. Let D þ , D 0 , and D À denote the diseased (i.e. the positive condition) group, the early stage/very mildly diseased group, and the healthy (i.e., the negative condition) group, respectively. We assume that a biomarker or a diagnostic test in a continuous scale is used in all three groups of subjects and follows the convention that higher values of test result are associated with the higher severity of the disease. Let U be the test score for subjects in group D À , V be the test score for subjects in group D 0 , and W be the test score for subjects in group 
Intuitively, in order for the diagnostic test to differentiate subjects from three ordinal diagnostic groups, a pair of thresholds t À and t þ , t À 5 t þ , is needed. An intuitive decision rule is then to diagnose the subjects whose test results fall below t À into the healthy subject group D À and those with test results above t þ to the diseased group D þ . Therefore, subjects whose test results fall between t À and t þ will be diagnosed into the group D 0 . Let x ¼ F À ðt À Þ be the probability that a randomly selected subject from group D À has a test result below t À , and let y ¼ G þ ðt þ Þ be the probability that a randomly selected subject from group D þ has a test result above t þ . In the binary diagnosis between group D À and D þ , x and y are the specificity and sensitivity associated with threshold t À and t þ , respectively. The probability that a randomly selected subject from group D 0 has a test result between t À and t þ is given by
where G À1 þ and F
À1
À are the inverse function of G þ and F À , respectively. As a function of ðx, yÞ, z ¼ zðx, yÞ defines the ROC surface in the 3-dimensional space ðx, y, zÞ. Notice that point ðx, y, zÞ ¼ (1, 1, 1) indicates the perfect discrimination of the diagnostic test where there exist two cutoff points t À 5 t þ such that the entire distribution of group D þ would be above t þ and the entire distribution of group D À below t À , while the entire distribution of group D 0 would be between t À and t þ . The closer a ROC surface is to this ideal point, the more accurately a pair of thresholds t À and t þ can be used to diagnose individuals into three ordinal diagnostic groups. The volume under the ROC surface (VUS) is used as a generalization of the AUC for a three-class classification problem. The proof for the following equation is in Xiong et al.
As indicated by the last equality, is equal to the probability of correctly ranking the results of the diagnostic test from a randomly selected triple with one individual from each of the diagnostic groups.
Methods
We now assume a clustered design by conceptualizing that a population of subjects is clustered in a population of clusters. The sampling of the subject population typically involves two stages: a sample of clusters is first drawn, and then within each cluster, a sample of subjects was drawn. Let c be the total number of sampled clusters. Within each cluster s ðs ¼ 1, 2, . . . , c, Þ, let n sd be the sample size of subjects in group
Let n s: ¼ n sÀ þ n s0 þ n sþ be the total sample size from cluster s. Notice that n s: may be less than 3, and that some of the n sd may be 0 within a given cluster.
Let (U, V, W) be a triplet of test scores from three randomly sampled subjects from the three diagnostic group D À , D 0 , and D þ , respectively. Notice that the triplet is associated with another triplet of cluster membership (I, J, K) indicating the clusters from which U, V, W are observed (maybe from the same cluster). We propose to model (U, V, W) and (I, J, K), with a standard general linear mixed effects model
where C's represent the random effects of clusters (I, J, K) to the biomarker (or diagnostic test), and U À , V 0 , W þ account for the remaining effects in U, V, W that are beyond the random effects of clusters and, as explained below, can be modeled to incorporate the fixed effects attributable to important covariates and subject-level random errors. Assuming that ðC I , C J , C K Þ is independent of ðU À , V 0 , W þ Þ, the marginal distribution function of U, V, and W can be obtained by convoluting the density function of C's, r(c), with the density function of 
with subject-level random error, i.e.
resulting in the traditional general linear mixed model 11 (note here 's may contain a group-specific intercept, as in the case of Section 4: Simulation studies below) with a cluster random effect and fixed effects from the covariates and the diagnostic groups as
where C's again represent the random effects of clusters (I, J, K) to the biomarker and are assumed to follow a normal distribution with mean 0 and variance 2 c , and for the simplicity of presentation, X's are observed values of a single subject-level covariate (the proposed methodology can seamlessly include more than one covariates), and e's are subjects level random errors. Given the cluster effect C's, e d , d ¼ À, 0, þ are assumed independent of each other, and have a normal distribution of mean 0 and a group-specific error variance
accommodate potential heteroscedasticity. The independence and normal distribution assumptions of subject level random errors are the standard ones in general linear mixed effects models, and can be examined graphically and tested on marginal residuals as usual for linear mixed effects models. We further assume that C's and e's are all independent. Next, we can write the diagnostic accuracy index as
The likelihood functions of the linear mixed model in equation (3) can be readily found in McCulloch and Searle. 11 Let
þ Þ be the entire set of parameters in Model (3), and letB
The diagnostic accuracy index is the summation of the following five components
Estimation to the five components of the diagnostic index is elaborated in Appendix 1.
Whereas the linear mixed model can handle unbalanced cluster sizes across clusters well in estimating the regression parameters and variance components, i.e.
e Þ, the estimate of the diagnostic accuracy also requires estimates of cluster probabilities, i.e. PðI ¼ i, J ¼ j, K ¼ kÞ. The cluster probabilities can be estimated based on cluster-specific group sample sizê
However, when cluster size is small, especially if the cluster size is less than 3, for some of the proposed estimators above,PðI ¼ i, J ¼ j, K ¼ kÞ ¼ 0 because some counts in n iþ , n j0 , n kÀ are 0. When this happens, we propose another estimator to PðI ¼ i, J ¼ j, K ¼ kÞ as
This new estimator is justified if clusters share the same probability for subjects being in each of the three disease groups,
In our simulations, we found that the use ofPðI ¼ i, J ¼ j, K ¼ kÞ resulted in biased estimation to , especially when there are a relatively large number of clusters with a zero count of subjects in one of the three diagnostic groups. For the rest of the paper including the simulations study and the real world application, our focus will be on the inferences of the diagnostic accuracy that are based on the
e Þ from the linear mixed model andPðI ¼ i, J ¼ j, K ¼ kÞ as the estimators to the cluster probabilities. A comprehensive assessment on the estimates of diagnostic accuracy when 12 and the cluster probability estimates, the MLE for can be readily obtained as
, and its variance can be approximated through the Delta method by
And @ m @B is the row vector of the derivatives of m with respect to
þ Þ, which can be obtained by passing the derivatives to the integrand.
Whereas the optimal thresholds are not the focus of the current manuscript, they are important in real world diagnostic applications, and can be achieved by maximizing certain measures of the diagnostic accuracy, such as the generalized Youden index. The generalized Youden index can be modified to take into account weights for the various true class fractions in order to take the costs of misclassification into account if these are known. 13 
Simulation studies
In order to examine the performance of the proposed estimator to the diagnostic accuracy of a biomarker, we performed simulation studies. Because the proposed estimator is based on the estimates of regression parameters from the fixed effects and the variance components from the random effects in a general linear mixed model, it is a mixture of both finite-sample inferences (for fixed effects parameters) and asymptotic inferences (for variance components) as typically output by standard software packages such as PROC MIXED/SAS. 12 It is hence of interest to also assess how the performance of the estimator to the diagnostic accuracy changes as the cluster size and the sample size within each cluster increase.
In the simulation studies, we considered the total number of clusters c 2 f30, 60, 100g, and assumed that each cluster has the same size n s: 2 f3, 6, 12g. The diagnostic groups of subjects in each family were independently simulated from a multinomial distribution assuming equal group probabilities, multinomial ðn, ð We considered a covariate X simulated from either a uniform distribution uniformðÀ3, 3Þ or a standard normal distribution Nð0, 1Þ in order to examine how the inferential procedures are influenced by the underlying distribution. We considered two parameter settings in equation (3) for the group-specific intercept, slope and error variance parameters in the three diagnostic groups
þ denote the group-specific intercept and the regression coefficient corresponding to covariate X, respectively. We chose these parameters to maintain monotonically increasing marginal means as the disease severity increases, while allowing the covariate to affect the diagnostic marker in a differential manner. We assumed an inhomogeneous error variance across the three diagnostic groups but allowed different choices of the intra-class correlation coefficient (ICC) in the simulations, i.e. ICC ¼ f0:1, 0:3, 0:5g. As ICC is conventionally
in linear mixed effects models with a homogeneous error variance 2 " , we allowed heteroscedasticity with group-specific error variances
, which then implied
Â " . This led to c ¼ f0:4, 0:7856, 1:2g and c ¼ f0:1356, 0:2662, 0:4067g, corresponding to the specified ICC ¼ f0:1, 0:3, 0:5g under parameter Setting 1 and Setting 2, respectively. There were a total of 108 (¼3 total numbers of cluster Â 3 cluster sizes Â 2 covariate distributions Â 3 ICCs Â 2 parameter settings) simulation scenarios. The diagnostic marker was generated from a multivariate normal distribution according to Model (3) based on the pre-specified parameters under each simulation scenario.
Under each simulation scenario, 200 independent data sets were simulated. Then, the true covariate-specific diagnostic accuracy index was calculated by plugging in the true parameters as specified above, and the estimate to was estimated by plugging in the parameter estimates from the fitted linear mixed effects models. The associated variances and the 95% nominal Wald confidence intervals (CI) were derived. The covariate-specific estimates were finally evaluated by biases (difference between estimate and truth), root mean square error (RMSE: square root of the summation of squared bias and variance), and coverage of the 95% CI (the proportion among all 200 simulated data whose 95% CIs include the true ) across all simulations under each simulation scenario. PROC MIXED in SAS Õ version 9.4 was used to obtain parameter estimation from the general linear mixed effects model (see Appendix 2) . All other computations on estimating the covariate-specific and associated variance were implemented in R version 3.1.1 (http://cran.r-project.org) (see Appendix 3).
Figures 1 to 3 present, respectively, the bias, RMSE and empirical coverage of 95% CI of the estimated as a function of the covariate values across all simulated scenarios for parameter Setting 1. Supplemental Figures 1 to 3 are the same as Figures 1 to 3 , but for parameter Setting 2. Overall, the results from the two parameter settings are similar with small differences. Bias is dependent on the total sample size as determined by both the total number of clusters and within-cluster sample size. Biases decreases with increasing number of clusters. At c ¼ 100, biases under all combinations were close to 0 regardless of cluster sizes, although smaller cluster sizes still corresponded to slightly larger biases. When data were simulated from a smaller number of clusters (c ¼ 30 and 60), greater variabilities in bias were observed. Larger ICCs (leading to larger cluster variance) were also associated with larger biases. The covariate-specific was slightly over-estimated for all combinations at c ¼ 30. Even with c ¼ 30, biases diminished to around 0 at a sample size of 12 within each cluster. In terms of RMSE, similar decreasing trends were seen with increasing total number of clusters and increasing sample size within clusters. ICC exerted much greater impact on RMSE than on bias, indicating that larger cluster variances were associated with larger RMSE, especially in presence of smaller sample sizes within clusters. The empirical coverage of 95% CI seems to be affected mainly by the sample size within clusters: with 30 clusters, nominal coverages ranged between 75% and 85% at a within-cluster size of 3 but increased quickly to around 90% with an increasing within-cluster size of 6 and 12. A larger total number of clusters boosted the coverage when within-cluster sizes are small as 3 and 6 but did not affect much when within-cluster size is as large as 12. The impact of the distribution of the covariate is obvious, especially when the total number of clusters was small. The overall decreasing trends of bias and RMSE with increasing total number of clusters and within-cluster size when the covariate was simulated from the normal distribution are similar to those from the uniform distribution. However, because covariate values simulated from the normal distribution were concentrated more around the mean, parameter estimation is more accurate around the mean than away from the mean, implying smaller bias and RMSE and better coverage around the mean and worse performance along the two extreme sides. In contrast, results when the covariate was simulated from the uniform distribution are relatively more lateral. The impact of the covariate distribution was mitigated with larger total number of clusters and/or larger within-cluster sizes.
For comparison, we also implemented the naı¨ve estimator to the diagnostic accuracy index, , when all subjects are assumed to be independent by ignoring the clustered design. The simulation results of the naı¨ve estimator using the same simulated data sets as described earlier for our proposed estimator are presented in Supplemental  Figures 4 to 9 . These results clearly indicated that failure to account for clustering yielded much larger biases and RMSE, as well as extremely poor coverage of 95% CI. Depending on the parameter settings, the bias and RMSE either monotonically increases (in parameter Setting 1) or decreases (in parameter Setting 2) with covariate values. The coverage of 95% CI was all low, but was better under parameter Setting 2 than Setting 1. Similar to what were observed for our proposed estimator, larger ICCs were associated with larger biases and RMSE. Unlike in the results for our proposed estimator, cluster size mostly showed little effect on bias and RMSE.
Applications
Alzheimer disease (AD) is a progressive dementing illness that typically affects adults over the age of 65. AD is the most common cause of dementia in older adults and currently affects 5.2 million people in the USA. In contrast to the late onset AD, autosomal dominant Alzheimer Disease (ADAD) is a rare disorder that typically affects individuals under the age of 60.
14 Even though ADAD is rare, the study of the genes that cause ADAD (presenilin 1, presenilin 2, and amyloid precursor protein) has provided insights in the pathophysiology of AD, and enabled the development of animal and cell culture models of the disease. 15 In families with ADAD, individuals who have the causative mutation develop dementia at about the similar age as their parents, making it possible to predict the age of dementia onset with some degree of confidence. Individuals at risk for ADAD are thus a unique population for studying the natural history of AD and for testing treatments at the early symptomatic or even asymptomatic stages. The discovery of ADAD-causing mutations has already led to a significant increase of knowledge about AD through molecular biology studies and animal models, many based on the mutations that were discovered in ADAD pedigrees. The study of the underlying pathophysiology of ADAD in human, through metabolism studies, biomarkers and imaging techniques may well further the understanding of late onset AD.
The Dominantly Inherited Alzheimer Network (DIAN) 2 was launched in 2008 with funding from NIH to establish an international, multicenter registry of individuals from families whose parents have a known causative mutation of AD in the amyloid precursor protein (APP), presenilin 1 (PS1), or presenilin 2 (PS2) genes. Multiple family members of age 18 or older can be enrolled in the DIAN. At the enrollment, most subjects can be classified as three ordinal types: non-mutation carriers (Non-MC), asymptomatic or preclinical mutation carriers (Asy-MC), and symptomatic mutation carriers (Sym-MC). In addition to clinical and cognitive measures, a broad spectrum of biomarkers for AD were also assessed at enrollment, including magnetic resonance imaging (MRI)-based regional brain volumes, 16 cerebrospinal fluid (CSF) analytes, 17 and molecular imaging of cerebral fibrillar amyloid with positron emission tomography (PET) using the [ 11 C] benzothiazole tracer, Pittsburgh Compound-B (PIB). 18 An important scientific objective of the DIAN is to study the utility of these biomarkers in differentiating the three ordinal subjects groups: Non-MC, Asy-MC, and Sym-MC. The answer to this question has the potential to better understand the transitional stage of the more prevalent late onset AD, and given the irreversible disease processes of AD, can also provide potential targets for developing pharmaceutical treatments or preventions. A good diagnostic marker requires good discrimination among all three ordinal diagnostic groups. Here we apply our proposed methodology to assess the diagnostic accuracy of several biomarkers of AD in differentiating subjects who are Non-MC, Asy-MC, or Sym-MC. Because age is a critical covariate of AD, in addressing the diagnostic accuracy of biomarkers, we also included age as a covariate in the analyses. We used the same data set from an earlier DIAN data freeze we recently analyzed 19 which contained baseline cognitive and biomarker data for a total of 248 DIAN subjects from 103 families. The presence or absence of dementia and, when present, its severity were operationalized with the Clinical Dementia Rating (CDR). 20 We focused on subjects classified into three ordinal diagnostic and genetic groups: 96 cognitively normal (i.e. CDR of 0) non-mutation carriers of any of the three genes (Non-MC), 87 cognitively normal mutation carriers (Asy-MC), and 65 subjects (Sym-MC) who were mutation carriers and already symptomatic (i.e. with CDR > 0). Four biomarkers were analyzed for illustration purpose here, including two CSF markers, total tau (labeled as ''tau'') and phosphorylated tau (''ptau''), and two PET PIB biomarkers: the PIB uptake in two brain regions (''prefrontal'' and ''precuneus'').
In the analysis, the imaging markers were first log transformed. The diagnostic accuracy index, , was estimated as a function of age. Because of the familial clustering, a linear mixed effect model including group specific intercepts, group-specific slopes on age, a family random effect and group-specific error variances was fitted to data from each marker. The intercept, slope, and variance parameters estimated were subsequently used to estimate age-specific along with a selected range of ages. Figure 4 displays, for each biomarker, the agespecific with 95% pointwise confidence band. Figure 5 presents the age-specific of all four biomarkers together. The four markers exhibit similar diagnostic ability based on estimated ranging between 0.17 and 0.28. The age-specific of tau and ptau decreases with age almost linearly and the two lines are almost parallel of each other, implicating the similar underlying biological process that tau and phosphorylated tau accumulate in CSF in the development of AD. Unlike the two CSF biomarkers, the two curves of the estimated for the PET PIB markers show similar parabolic-shaped patterns where the diagnostic ability of both markers peaks around the age of 42. These estimates also imply the diagnostic utility of all four biomarkers in differentiating three ordinal groups, Non-MC, Asy-MC, and Sym-MC, as all the 95% CIs are above 1/6 (the diagnostic accuracy by chance) except for extreme ages in the graph. The very different patterns of the estimated diagnostic accuracy (as a function of age) between CSF markers and neuroimaging markers is important to note, and will be the subject of a subsequent report. Further, these results also demonstrate the importance of including important covariates in observational studies when diagnostic accuracy is assessed.
Discussions
Accurately diagnosing individuals into multiple and often times ordinal categories other than a simple binary classification is very important in medical practice, especially in chronic diseases such as AD. Whereas the statistical estimation and inferences of diagnostic accuracy in the literature have been largely focused on the case when subjects are categorized in a binary fashion, i.e. healthy and diseased, through the sensitivities and specificities, [21] [22] [23] the use of simple pairs of sensitivity and specificity to describe diagnostic accuracy requires one to assume-many times incorrectly-that the severity of a disease does not matter when it comes to diagnostic accuracy, i.e. the diagnostic accuracy of a test remains constant regardless of whether subjects are at the very early or even preclinical stage or a very late stage of the disease. When the early stage of a disease is critical to detect such as in the case of AD, three ordinal diagnostic groups must be involved in the assessment of diagnostic accuracy: healthy individuals, the individuals at the early stage of the disease, and the individuals with full development of the disease. The diagnostic accuracy must then measure the correct classification of subjects into three different groups. A diagnostic test with excellent discriminating power between only two of the three diagnostic groups may not be useful in the discrimination of the three diagnostic groups. Our approach is based on the well-established index of diagnostic accuracy 3, 4 when three ordinal diagnostic groups are used, i.e. the ROC surface and the associated volume under the ROC surface. Many other authors have also studied the estimation and statistical inference to the volume under ROC surface. Scurfield 10 and Mossman 24 described the measure of discriminability based on the information theory. Heckerling 25 developed a parametric approach and provided a computer program to estimate the discriminatory accuracy of two diagnostic tests for three disease groups. Nakas and Yiannoutsos 3 and Dreiseitl et al. 26 proposed nonparametric methods to compare the diagnostic accuracy with ordered multiple-class ROC analysis. As proved by Xiong et al., 4 this volume under the ROC surface is equal to the probability that the results of the diagnostic test from a randomly selected triple with one individual from each diagnostic group will be ranked in the correct order, the latter of which is what we focused on in this report.
We considered a very common design in many biomedical studies, especially in those focusing on the genetic contribution of disease phenotypes. Such studies often enroll subjects in clusters, such as familial clusters or geographical locations. An important statistical feature of such studies is the fact that data collected from the individuals within the same clusters tend to be correlated, which implies that existing statistical methods in estimating the diagnostic accuracy of markers and testing relevant hypotheses about the diagnostic accuracy do not apply. We developed a statistical method to address this very question in biomedical research by focusing on the estimation of diagnostic accuracy of diagnostic tests in a clustered design when subjects can be diagnosed in three ordinal groups. Our proposed method is based on the standard general linear mixed model on the diagnostic tests, and hence easy to incorporate covariates as fixed effects for the assessment of covariates in diagnostic accuracy. Our proposed method also maximizes the use of available data in a clustered design, allowing clusters with very small sample size (even with no subjects in some of the diagnostic groups) to contribute to the estimation and inference of the diagnostic accuracy. The MLEs for model parameters, including regression parameters from the fixed effects and variance components from the random effects are used to derive the MLEs for the diagnostic accuracy, as well as the associated variation. Whereas many of the inferences on the regression parameters from the fixed effects of the model are based on approximate t or F tests which are valid for moderate sample sizes, the inferences for variance components are mostly asymptotic, and hence requiring large sample sizes. Our simulation results indicate that the empirical 95% CI coverage seems to be affected mainly by the sample Figure 5 . Overlaid age-specific estimates of for all four biomarkers of AD.
size within clusters: with 30 clusters, nominal coverages ranged between 75% and 85% at a within-cluster size of 3 but increased quickly to around 90% with an increasing within-cluster size of 6 and 12. Our method can be easily extended to more than three ordinal diagnostic groups though the diagnostic accuracy index will consist of many more components (e.g. in terms of four ordinal groups, consists of 11 components). Our simulations thus provided important information about the proposed estimator of diagnostic accuracy as a function of the size of the clusters and the within-cluster sample size. Finally, we successfully implemented our proposed methodology to estimate the power of several CSF and imaging biomarkers in discriminating cognitively normal non-mutation carriers, cognitively normal mutation carriers, and symptomatic mutation carriers from the DIAN, and confirmed the utility of CSF and imaging biomarkers in diagnosing early AD.
With a total of c clusters sampled from the entire population, 1 can be estimated bŷ
where the sum is over all clusters withP ðI ¼ J ¼ K ¼ sÞ ¼ n sþ n s0 n sÀ n þ n 0 n À and
whereF À is the estimated distribution function of U À ,Ĝ þ is the estimated complementary cumulative distribution function of W þ , andf 0 is the estimated density function of V 0 . With the three subjects all drawn from the same cluster, the second equality of equation (5) indicates that sss is equivalent to estimating VUS for independent subjects when restricted to the subjects in the same cluster only. The third equality of equation (5) is proved in Xiong et al. 4 In the general linear mixed effect model that assumes the normal random cluster effect and normal error distributions, let ' and È be the density and distribution function of the standard normal distribution, respectively. Then 
