We reconsider the problem of the critical behavior of a three-dimensional O(m) symmetric magnetic system in the presence of random anisotropy disorder with a generic trimodal random axis distribution. By introducing n replicas to average over disorder it can be coarse-grained to a φ 4theory with m × n component order parameter and five coupling constants taken in the limit of n → 0. Using a field theory approach we renormalize the model to two-loop order and calculate the β-functions within the ε expansion and directly in three dimensions. We analyze the corresponding renormalization group flows with the help of the Padé-Borel resummation technique. We show that there is no stable fixed point accessible from physical initial conditions whose existence was argued in the previous studies. This indicates an absence of a long-range ordered phase in the presence of random anisotropy disorder with a generic random axis distribution. arXiv:1910.14461v1 [cond-mat.dis-nn] 
I INTRODUCTION
The structural disorder is inevitably present in many magnetic systems which undergo a phase transition. Of particular interest is its impact near the critical points, where even weak disorder can drastically modify the scaling behavior. [1] [2] [3] One can classify different types of disorder according to the symmetry it breaks. The most common types of disorder include: (i) random bond/site disorder where randomness couples linearly to the local energy density, and thus, can be viewed as local critical temperature fluctuations; 4 (ii) random field disorder where the order parameter is linearly coupled to a random symmetry breaking field; 5 (iii) random anisotropy disorder in systems with continuous symmetry where the coupling of the order parameter to disorder is bilinear. 6 The effect of quenched random bond/site disorder on the critical behavior of magnetic systems has been studied for several decades and is now relatively well understood. In particular according to the Harris criterion 7 it modifies the critical behavior of a d-dimensional system if the correlation length exponent ν of the pure system satisfies the inequality ν < 2/d. The corresponding critical exponents have been computed by renormalization group (RG) methods using ε = 4 − d expansion up to 4-loop order 8 and directly in three dimensions up to 6-loop order. 9 The Harris criterion can be generalized to the random bond/site disorder correlated in space as a power law ∼ 1/r a which is proven to be relevant for ν < max(2/a, 2/d). 10 The corresponding critical exponents have been computed using double expansion in ε = 4 − d and δ = 4 − a, [10] [11] [12] [13] directly in three dimensions, 14, 15 in two dimensions using a mapping to Dirac fermions 16 and numerical simulations. 17, 18 Another model with anisotropic correlated disorder in which extended defects are strongly correlated in ε d dimensions and randomly distributed over the remaining d − ε d dimensions was proposed in Ref. 19 and studied in Refs. 20- 
29.
The impact of quenched random fields and random anisotropies is usually more profound and much less studied. For instance, a complete understanding of the simplest model, the random field Ising model (RFIM), is still lacking despite significant numerical and analytical efforts. 30 It has been shown that the standard perturbative RG calculations lead to incorrect results due to the so-called dimensional reduction. 31 The only known way to overcame this obstacle for the RFIM is the non-perturbative RG developed in Refs. 32 and 33, which however, is a sophisticated and hardly controllable method. For systems with continuous sym-metry the isotropically distributed random fields and random anisotropies drive the low critical dimension of O(m) symmetric systems from d l = 2 to d l = 4 with a new quasi-long-range order (QLRO) emerging below d l . 34 Both the QLRO below d l and the ferromagneticparamagnetic transition above d l have been studied analytically using functional RG and expansion in ε = d l − d to two-loop order. [35] [36] [37] The effects of extended defects, free surfaces and disorder correlation have been also investigated in Refs. 38-41. The situation is even less understood in the case of an anisotropic distribution. The critical behavior of magnets with random anisotropy is usually described by the random anisotropy model (RAM) which was first introduced to describe magnetic properties of amorphous alloys of rare-earth compounds with aspherical electron distributions and transition metals 6 (see also Refs. 42 and 43 for the experimental data). The Hamiltonian of RAM can be written as
where J > 0 is a short-range ferromagnetic interaction between m > 1-component spins S R ≡ (S 1 R , . . . , S m R ) located on sites of a d-dimensional hypercubic lattice,x R is a random unit vector indicating the direction of the local anisotropy axis on each site (see Fig. 1 ) and D is the anisotropy strength. Here we restrict ourselves to the case of uniaxial anisotropy corresponding to D > 0 and do not consider an easy-plane anisotropy emergent for D < 0.
Despite of extensive analytical and numerical studies even the nature of the low-temperature phase in threedimensional random anisotropy systems is a controversial issue. 44, 45 While for completely isotropic distribution of random local anisotropy axis the ferromagnetic ordering in the three-dimensional magnets is absent even in the limit of weak disorder controlled by the ratio D/J, it is not excluded for anisotropic distributions. 45 There is an agreement between different approaches in the case of infinitely strong disorder, where appearance of a spin-glass order was observed. The situation is less clear for moderate and weak disorder. The question if the magnetic system can be ordered ferromagnetically, either it will be in a QLRO or a spin-glass phase is still controversial. 45 The standard way to study the critical behavior of model (1) analytically is to coarse-grain it to a continuous effective models of φ 4 type which can be averaged over disorder using replicas and studied by field-theoretical RG methods. [46] [47] [48] In the case of the isotropic distribution of random anisotropy axis this leads to a model with three distinct φ 4 terms. As was shown in Refs. 49-51 this model has no stable physically accessible fixed point (FP) that is in agreement with the absence of the ferromagnetic state below d = 4 for isotropic distribution of anisotropies. In the case of random anisotropy with the cubic distribution, vectors x R are aligned along the edges of a m-dimensional hypercube and the effective Hamiltonian possesses four distinct φ 4 terms of different symmetries. In this case a continuous phase transition of random Ising universality class into a ferromagnetic state was predicted below d = 4. 51-53 A more general model includes five distinct φ 4 terms. 54 While this model was shown to have no stable FP to one-loop order it was recently argued that a stable FP appears at two-loop order in d = 3. 55 Here we reconsider this problem by studying the model with a generic random anisotropy disorder to two-loop order using two different RG methods: minimal subtraction (MS) scheme with the ε expansion and massive scheme directly in three dimension. We show that the both methods provide consistent pictures which exclude the possibility of a continuous phase transition in this model. This indicates the absence of a long-range order in the systems with a generic random anisotropy disorder.
The paper is organized as follows. Section II introduces the effective models for different distributions of random anisotropy axis. In Sec. III we renormalize the generic model with a trimodal distribution of anisotropies which includes five distinct φ 4 terms using the ε expansion and directly in three dimensions to two-loop order. In Sec. IV we analyze the corresponding RG flow using resummation techniques. We summarize our results in Sec. V.
II EFFECTIVE φ 4 HAMILTONIANS
We now map the spin lattice model (1) onto an effective φ 4 theory using the Hubbard-Stratonovich transformation and averaging over disorder encoded by the local random vectors {x R }. 45, 49 We use the replica trick 57 introducing n copies of the original model and taking the limit of n → 0 at the very end. One has to specify a particular distribution p(x R ) of the local random unit vectorsx R in the m-dimensional target space. Let us consider three different cases.
In the case of the isotropic distribution any direction of the random unit vectorx R is allowed with equal probability so that the probability distribution is given by
where Γ(x) is the Euler gamma-function. Averaging with this distribution leads to the effective Hamiltonian 49
where φ = { φ α ( r)} and φ α ( r) = {φ α 1 ( r), . . . φ α m ( r)} is the n times replicated m-component order parameter, such that |φ| 2 = m i n α |φ α i | 2 , and µ is the bare mass. The bare coupling constants u 0 > 0, v 0 > 0, z 0 < 0 satisfy z 0 /u 0 = −m (see also Table I ).
In the case of the cubic distribution of the local anisotropy axis the random vectorx R is allowed to point along one of the m axes of the hypercubic lattice with the probability distribution
wherek i , . . . ,k m are unit vectors along the axes and δ(y) is the Dirac delta-function. Averaging over the random variables {x R } for the cubic distribution one arrives at 49
Here the bare coupling constants u 0 , v 0 , w 0 satisfy the conditions u 0 > 0, v 0 > 0, w 0 < 0 and w 0 /u 0 = −m. Note that the term with coupling y 0 is not present in the bare microscopic model, but it is generated by the RG transformations so we have added it from the beginning. This, however, does not fix its sign. Both the isotropic distribution and the cubic distribution can be combined into the so-called trimodal distribution 58, 59 
where the direction ofx is chosen either from the isotropic distribution with probability q or from the cubic distribution with the probability (1 − q). This leads to the effective Hamiltonian that contains all terms of the effective Hamiltonians (3) and (5) 54,55
where the bare couplings satisfy u 0 > 0, v 0 > 0, w 0 < 0, z 0 < 0, while the sign of y 0 is arbitrary (see also Table  I ). However ratios z 0 /u 0 and w 0 /u 0 resulting form the trimodal distribution (6) are different from those for the distributions (2) and (5) ,
where for (8) with q = 1 we reproduce z 0 /u 0 = −m for the isotropic distribution, while for (9) with q = 0 we obtain w 0 /u 0 = −m for the cubic distribution. (5) , and (7) . The two last lines correspond to the effective Hamiltonian obtained from the model (1) with the distribution (6) and the model (14) with the distribution (2), respectively.
Eqs. u0 v0 w0 y0 z0
It can be also shown that the effective Hamiltonian (7) can describe a more general local anisotropy axis distribution. Indeed, it can be derived for any distribution p(x) provided that it has first two non-vanishing moments
which can be expressed as 53
Parameters A and B in (12) are determined by the precise form of the distribution p(x) and satisfy the Cauchy inequalities A(m + 2) + B ≥ 1/m and 3A + B ≥ 1/m 2 . Note that the effective Hamiltonian (7) reduces to model (5) for A = 0. The effective model (7) can be also derived by considering the system with the random single-ion cubic anisotropy given by
where V is the cubic anisotropy strength. It is straightforward to show that averaging (14) over the random variables {x R } with isotropic distribution leads to the effective Hamiltonian (7) with the bare couplings u 0 , v 0 > 0, z 0 < 0, while the sign of y 0 depends on the sign of V (see Table I ). Similar to the case of the cubic distribution the coupling w 0 is not present in the bare model but it should be added, since it is generated by the RG transformations and may be of any sign. 54 Let us now discuss the conditions ensuring the physical stability of models (3), (5) and (7) . The stability analysis can be carried out along the lines of Refs. 53 and 54. To that end we assume that the Hamiltonian has a stable minimum characterized by the homogeneous order parameter M . We first consider the case when the symmetry of the ordered phase is broken with respect to (i) φ α i = M . Expanding the effective Hamiltonian (3) around this minimum we find that the region of stability reads 54
In the case when symmetry is broken with respect to (ii)
If we consider that the symmetry is broken with respect to (iii) φ α i = M δ i1 and (iv) φ α i = M δ α1 , we obtain the same conditions (15) and (16) .
Repeating the same analysis for the effective Hamiltonian (5) we arrive at the following stability conditions 53
Finally, we obtain the regions of stability of the effective Hamiltonian (7),
As it was discussed in Ref. 54 in the replica limit n → 0 the only relevant stability conditions appear to be those of replica symmetric configurations. Therefore in our case only conditions (i) and (iii) should be considered giving for n = 0
Before concluding this section let us mention that the Hamiltonian (7) is identical to
to study the influence of low-symmetry defects on the continuous phase transition. Comparing this expression with (7) one can see that recombining components φ α i in the Hamiltonian (7) transforms it to the Hamiltonian (27) with the following relations between the coupling constants λ 0 = (v 0 +y 0 )/4!,
III FIELD-THEORY APPROACH
The field-theoretical RG approach completed by various techniques for resummation of asymptotic series [46] [47] [48] is generally recognized as a powerful tool to get accurate estimates of critical exponents for systems with random bond/site disorder. 1, 61 It can be even applied to frustrated systems. [62] [63] [64] [65] Here we apply it to study the critical properties of the RAM with a generic distribution of random anisotropy axes.
The large scale behavior of the RAM with the effective Hamiltonian (7) can be described by one-particle irreducible (1PI) vertex functions which are defined as
where {λ} = {u 0 , v 0 , w 0 , y 0 , z 0 } are bare coupling constants, {p}, {k} are external momenta, Λ 0 is a cut-off parameter, and µ 0 is a bare mass. In what follows we use the upper circle to denote the bare quantity.
In general the vertex functions (28) have a complicated tensor structure. As an example consider the vertex func-tionΓ (0,4) ijkl αβγτ which we will need to renormalize the theory. It is convenient to split it into the parts which possess the tensorial structure of the different terms in the bare model (7) . This leads to
where we have introduced the tensors
and δ ab is the Kronecker symbol.
A Renormalization
The functions (28) are divergent in the limit Λ 0 → ∞ and have to be renormalized after a proper regularization. We apply two different renormalization schemes, the massive scheme 67 and the MS scheme. 68 To render the vertex functions finite we introduce the renormalization factors Z φ for the field φ, Z φ 2 for the φ 2 -insertion, and Z λi for the coupling constants λ i = u, v, w, y, z. The bare and renormalized vertex functions are related by
The renormalization schemes differ by the normalization conditions. In the massive scheme these conditions are formulated at zero external momenta and non-zero mass, and have the following form
The renormalization factors Z λi relate the bare couplings λ i to the renormalized ones:
where we have included the one loop integral 2 in the redefinition of the coupling constants. The normalization conditions for the MS scheme are fixed at zero mass and given by
where the renormalized couplings λ i are
andμ is the external momentum scale parameter. We now introduce the RG functions 
The FP solution {λ * i } of Eqs. (35) describes the critical point of the system if it is stable and accessible from initial conditions. The FP is stable if all the eigenvalues {ω i } of the stability matrix
have positive real parts (Re ω i > 0).
B RG functions
Applying the renormalization schemes (31) - (32) , and (33) -(34) to the model (7) we obtain the RG functions to two-loop order. The resulting β-function calculated within the both schemes can be written in the same form:
where ε = 4 − d and the corresponding γ-functions are given by While our main goal is to analyze the above RG functions in the replica limit of n = 0, corresponding to a disordered system with a generic random anisotropy distribution, it is also instructive to consider the model for arbitrary values of m and n. Before do that, let us check that the RG functions (37)-(38) satisfy the properties that follow from the original model (7) and reproduce properly the results known for reduced models. 53 These functions are expected to
• remain invariant under the simultaneous exchange v ↔ w and m ↔ n;
• reproduce the RG functions of the mn model in the limit of w = y = z = 0 or v = y = z = 0 with n ↔ m (see Refs.71-73 and references therein);
• reproduce the RG functions of the (m × n)component cubic model in the limit of v = w = z = 0 ( see Refs. 1, 71, 74, and 75 and references therein);
• reproduce the RG functions of the randomly dilute cubic model for w = z = 0 and n = 0, 76 and of the tetragonal model for w = z = 0 with m = 2; 1,73
• satisfy for v = z = 0, and n = 0 the identities β u (u, 0, w, y, 0)+β w (u, 0, w, y, 0)=β RIM,u (u+w, y), β y (u, 0, w, y, 0)=β RIM,y (u+w, y), (39) where β RIM,u (u, y) and β RIM,y (u, y) are the RG functions of the random Ising model (RIM); 61
• reproduce for z = 0 and n = 0 the RG functions of the RAM with cubic distribution obtained in Refs. 45, 51, and 53;
• reproduce for w = y = 0 and n = 0 the RG functions of the RAM with isotropic distribution obtained in Ref. 45 and 50;
• reproduce for n = 0 (after applying the transformation described in Appendix A) the MS β-functions for the crystal with low-symmetry defects derived in Ref. 60 .
We have checked that our β-functions satisfy all these properties. Note, that the two-loop β-functions derived in Ref. 55 using a massive RG scheme do not satisfy all these conditions. For instance, the first property from the list above does not hold. As functions of Ref. 55 have been presented only for n = 0, to check this property we set m = 0 in β v of Ref. 55 
IV RG ANALYSIS
We can analyze the two-loop beta functions (37)-(38) either developing the ε-expansion, or directly in d = 3 by setting ε = 1 and considering the renormalized couplings as the expansion parameters. 80 Since in the last case the series in the coupling constants are asymptotic, in order to get reliable numerical data one has to apply appropriate resummation techniques. [46] [47] [48] In the next two subsections we will use both these approaches: we analyze our functions in the one-loop approximation using ε-expansion and than apply a resummation technique to the two-loop expressions in fixed space dimensions d = 3.
A One-loop approximation
Although our main interest is to analyze the RGfunctions (37)-(38) in the limit of n = 0, the model under consideration has some applications also for non-zero n. The simplest example is the mn-vector model. 71, 72 . At m = 1 and arbitrary n it reduces to the cubic model, 1, 71 while for m = 2, n = 2 and n = 3 it describes a class of special structural phase transitions. 77 Another example is provided by the systems described by the reduced effective Hamiltonian (7) with w = z = 0. At n = 0 it corresponds to the randomly dilute cubic model 76 
The system of equations (40) has 32 solutions, from which the first 16 FPs has z = 0, and thus, describe a system with the cubic anisotropy distribution (4) . They are shown in lines I -XIII of Table II where we group the FPs with the same vanishing coupling constant. The first 14 FPs being taken in the limit of n → 0 match those found in Ref. 49, 52, and 53 . Note that the coordinates of several FPs have a pole at n → 0 (e.g. FP XII and XIII in Table II) , and thus, do not exist in this limit. The corresponding FPs with (u * = 0, y * = 0, v * = w * = z * = 0 and w * = 0, y * = 0, u * = v * = z * = 0) can be obtained in the next order of approximation with the help of √ εexpansion. 61, 66 This also applies to the FP IX at n = 0 and m = 2. 52 The rest 16 FPs with z * = 0 can be found along the lines of Ref. 60 (see Appendix B). Out of them, only six can be expressed in the analytic form, the coordinates of the rest 10 FPs can be found only numerically. The FPs XIV -XVI with z * = 0 which can be computed analytically are shown in Table II . Stability analysis of FPs listed in the Table II and other 10 FPs found numerically at n = 0 does not indicate that there are other stable FPs except for the FP III (for details see Appendix B). However, this FP is unaccessible from the initial condition described in Sec. II.
We also computed the FPs for m = 2, m = 3 and n = 1, n = 2, n = 3 which are shown in Tables VII-XIV of Appendix B. We find that the FP III is also the only stable FP for n = 1, while for n > 1 there is no stable FP.
Therefore, the exhaustive analysis of the one-loop β functions indicates the absence of a continuous phase transition of the random anisotropy with a generic random axis distribution. In the next subsection we show that this conclusion holds also at the two-loop order contrary to the claim of Ref. 55 . 
B Two-loop approximation
As it was shown for the model with three coupling constants the straightforward calculation of the FP coordinates using the asymptotic series is not very accurate. 50 To extract the reliable information, we apply the Padé-Borel resummation method 83 which is described in the Appendix C.
In this subsection we analyze the β-functions (37)-(38) in the replica limit of n = 0 for m = 2, m = 3. To that end we resume them using the Padé-Borel method (C.3) and then solve the obtained system of five non-linear equations. The computed FPs are shown in Tables III, IV (for the massive RG scheme) and in Tables V, VI (for the MS scheme). There we list only the FPs with real coordinates. In the limiting cases, the obtained results reproduce the known ones. 45, [50] [51] [52] Unlike the one-loop approximation, where we know the number of solutions, here we solve the system of nonalgebraic equations and thus the number of FPs is un-known in advance. Nevertheless we keep the notation of FPs used in Table II . Note that in this approximation the FP coordinates are renormalization scheme dependent and differ for the massive and MS schemes. 47 We consider only the physical FPs with couplings u * > 0, v * > 0, z * < 0, and any w * and y * (see Table II ). Among all FPs there is only one stable physical FP. This is the "polymer" O(n = 0) FP, which is stable for any m (point III in Tables III -VI), but unfortunately this FP is unreachable from physical initial conditions. The FP with coordinates u * = v * = z * = 0, w * < 0, and y * > 0, which corresponds to the stable FP of the Hamiltonian (5), has one negative stability eigenvalue associated with coupling z. Thus the stable and physically accessible FP of the RAM with the cubic distribution of local anisotropy axis (4) (FP XIII of Tables III -VI) becomes unstable with respect to this perturbation. Let us compute the corresponding crossover exponent φ z which is related to the stability eigenvalue ω z = ∂β z ∂z 0,0,w * ,y * ,0 .
as φ z = −ω z ν, where ν is the correlation length critical exponent calculated in this fixed point (see e.g. 45 and 52) . In the massive scheme we find
while in the MS scheme we obtain
The difference between the results computed using different renormalization schemes provides an estimation of the error bars for the critical exponent values. It is instructive to compare our result with the sixloop estimate obtained within the massive RG scheme in Ref. 53 , where the RG dimension y z = −ω z calculated from a certain scaling operator of the cubic model is y z = 1.16(6), and the crossover exponent is φ z = 0.79 (4) . Surprisingly our two-loop estimates of these universal quantities are very close to those obtained within the six-loop approximation. Such high values of crossover exponents mean that the presence of even a very small z-contribution in (7) leads to high instability of the FP XIII.
The analysis of the two-loop β functions calculated using two different renormalization schemes gives a solid evidence of the fact that there are no FPs that are simultaneously stable and reachable from physical initial conditions for the Hamiltonian (7) .
V CONCLUSIONS
We have studied the effect of generic structural disorder on the critical properties of magnets. To that end we have applied a field-theoretical RG to the RAM with a trimodal distribution of random anisotropy axes which combines the isotropic and cubic distributions. We have derived the RG functions for the model (7) with arbitrary m and n to two-loop order for the first time. We have used two different regularization schemes, the MS scheme and the massive scheme, in order to check the validity of our results. We have verified that the RG functions reproduce the results known for the limiting cases of the isotropic and cubic distributions. Applying the Padé-Borel resummation technique we have identified all FPs of the RG flow and studied their stability. This reveals no stable FP in both schemes except for the FP III, which is unaccessible from physical initial conditions. This indicates the absence of a continuous phase transition at variance with the claim of Ref. 55 about the existence of a continuous phase transition of a new universality class. However, as we shown the conclusion of Ref. 55 was based on erroneous two-loop β -functions which neither possess the required symmetry properties nor match with the known results. Our results show that the magnetic materials with general distribution of random anisotropy axes do not undergo a continuous phase transition, that can be interpreted as the absence of a low-temperature long-range ordered state. 45 This is in contrast to the anisotropic distribution of random anisotropy axes where the ferromagnetic order persists in the presence of structural disorder. 78 This does not exclude existence of a QLRO phase similar to that in the case of isotropic distribution of random anisotropies, 34 which, however, is not accessible within our method.
Beside the RAM with a generic random anisotropy distribution, the RG functions (38) , which we have obtained for general m and n, can be also used to study the critical properties of other models such as the dilute cubic model 76 and the tetragonal model. Here we present the relations between our two-loop β-functions computed within MS scheme in the limit of n = 0 (β u , β v , β w , β y , β z ) and the β-functions computed in Ref. 60 for the phase transition in the crystals with low-symmetry point defects at replica limit (β λ , β g , βũ, βṽ, βw). They read Other parameters can be found using the procedure described above. The task is simplified in the case n = 0, since we can extract separate set of roots b = −2, c = −(m + 2)/4, d = (m + 2)/3 in addition to (B.3). Therefore we can find the rest 4 roots solving the fourth-order equation that can be done analytically. 79 The rest FPs which can be computed only numerically are shown in Tables VII -XIV for several values of m and n. Analysis of these FPs indicates the absence of stable FPs for m = 2, m = 3 in the cases n = 2 and n = 3 (Tables XI-XIV) . For other values of n (n = 0 and n = 1) for m = 2 and m = 3 only FP III is stable.
Appendix C
Here, we present the resummation procedure used in our study. The RG functions calculated within a field-theoretical approach are represented by asymptotic series. They are characterized by a factorial growth of the coefficients implying a zero radius of convergence. 46, 47 Extracting from them a physical information requires application of resummation methods, such as the Borel resummation accompanied by certain additional procedures. 81 We use Padé-Borel resummation technique 83 for "resolvent" series, where an auxiliary variable is introduced and Borel image of this series is extrapolated by a rational Padé approximant [K/L] 85 for this new variable. First, for a given initial polynomial β(u, v, w, y, z) = 1≤i+j+k+l+p≤5 a i,j,k,l,p u i v j w k y l z p , (C.1) we build "resolvent" polynomial introducing an auxiliary variable λ in the following way:
It satisfies the relation F (u, v, w, y, z; λ=1)=β(u, v, w, y). The Borel image for this series reads [0/2](λ). It is known that approximants from main diagonal of Padé-matrix 85 have best convergence properties, therefore in our calculations we use [1/1](λ) approximant. Finally, the resummed β-function is found via inverse Borel transform: Applying this procedure for the analysis of the RGfunctions (37)-(38e) (at the fixed dimension d = 3) and solving the corresponding system of non-linear FP equations, we obtain the sets of FPs for m = 2, m = 3 in the massive scheme as well as the MS scheme. Their coordinates are given in Tables III -VI. TABLE X. FPs to the first order in ε for m = 3 and n = 1. 
