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ABSTRACT  
   
Although the issue of factorial invariance has received increasing attention 
in the literature, the focus is typically on differences in factor structure across 
groups that are directly observed, such as those denoted by sex or ethnicity. While 
establishing factorial invariance across observed groups is a requisite step in 
making meaningful cross-group comparisons, failure to attend to possible sources 
of latent class heterogeneity in the form of class-based differences in factor 
structure has the potential to compromise conclusions with respect to observed 
groups and may result in misguided attempts at instrument development and 
theory refinement. The present studies examined the sensitivity of two widely 
used confirmatory factor analytic model fit indices, the chi-square test of model 
fit and RMSEA, to latent class differences in factor structure. Two primary 
questions were addressed. The first of these concerned the impact of latent class 
differences in factor loadings with respect to model fit in a single sample 
reflecting a mixture of classes. The second question concerned the impact of 
latent class differences in configural structure on tests of factorial invariance 
across observed groups. The results suggest that both indices are highly 
insensitive to class-based differences in factor loadings. Across sample size 
conditions, models with medium (0.2) sized loading differences were rejected by 
the chi-square test of model fit at rates just slightly higher than the nominal .05 
rate of rejection that would be expected under a true null hypothesis. While rates 
of rejection increased somewhat when the magnitude of loading difference 
increased, even the largest sample size with equal class representation and the 
ii 
most extreme violations of loading invariance only had rejection rates of 
approximately 60%. RMSEA was also insensitive to class-based differences in 
factor loadings, with mean values across conditions suggesting a degree of fit that 
would generally be regarded as exceptionally good in practice.   In contrast, both 
indices were sensitive to class-based differences in configural structure in the 
context of a multiple group analysis in which each observed group was a mixture 
of classes. However, preliminary evidence suggests that this sensitivity may 
contingent on the form of the cross-group model misspecification. 
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As noted by Muthén (1989a), population heterogeneity is an issue 
commonly encountered in substantive research. While populations of interest are 
often heterogeneous in nature, data are typically analyzed as though they have 
been sampled from a single population that can be characterized by a common set 
of parameter values. However, there are numerous examples in which the 
assumption of homogeneity is unrealistic. For example, responses to items 
assessing mathematics achievement may reflect groups of individuals who vary in 
terms of the nature of their curricula or the emphasis that has been placed on 
different topics such as geometry or algebra (Muthén, 1989b). In psychiatric 
epidemiology, responses to a measure may reflect a mixture of individuals who 
have or have not experienced an episode of major depression (Eaton & 
Bohrnstedt, 1989). Heterogeneity may also occur across groups that are more 
readily observable. For example, the relative salience of items comprising a given 
instrument may vary across groups defined by ethnicity or gender. Heterogeneity 
has the potential to have serious consequences for conclusions with respect to the 
psychometric properties of an instrument. 
The growing interest in the issue of measurement equivalence has brought 
researchers’ attention to potential grouping variables, such as ethnicity or gender, 
across which differences in factor structure may exist. Grouping variables such as 
these represent a potential source of heterogeneity, the impact of which may be 
manifested in group differences in the relationship between items and their 
underlying constructs. However, the ability to make meaningful cross-group 
comparisons on a given instrument relies on the assumption that group-based 
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differences in scores are due to true group differences, rather than group-based 
differences in how the instrument functions. Indeed, the American Psychological 
Association recommends that any instrument used to make large scale decisions 
about individuals, such as those used in educational and employment settings, 
should show evidence of validity across groups of individuals (American 
Educational Research Association, American Psychological Association, and 
National Council on Measurement in Education, 1999). One aspect of this 
concerns the potential differential treatment of individuals due to measurement 
bias in test items, which arises at the item response level when individuals from 
distinct groups show systematic differences in item response despite having equal 
ability levels. The presence of measurement bias compromises any interpretations 
regarding group differences, and calls into question the relationship of the 
instrument with external criteria (Reise, Widaman, & Pugh, 1993). 
Measurement Invariance 
Instruments that are free of such biases are said to exhibit measurement 
invariance. In terms of probabilities, a formal definition of measurement 
invariance can be given as 
 P(X|W,G) = P(X|W) (1) 
where X is a vector of scores on observed variables, W is a vector of underlying 
latent variable scores, and G is an indicator of group membership (Mellenbergh, 
1989; Meredith & Millsap, 1992). The conditional probability of X given W is 
independent of G, and thus the relationship of the observed variables to their 
underlying latent variables is independent of group membership. 
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Arguably the most popular approach for examining measurement 
invariance, studies of factorial invariance focus on differences in factor structure 
across observed groups, such as those defined by sex or ethnicity. Hypotheses of 
factorial invariance are tested via a series of nested confirmatory factor analytic 
models employing increasingly restrictive cross-group parameter constraints. The 
extent to which factorial invariance is satisfied has implications for the nature of 
inferences that can be made based on observed scores. Violations of factorial 
invariance suggest that scores from different groups are not comparable, and pose 
a challenge to the claim that the use of a given instrument will result in the fair 
and equitable treatment of individuals from these groups. 
Latent Class Heterogeneity 
Unfortunately, the emphasis on observed groups that characterizes studies 
of factorial invariance does little to address underlying causes of measurement 
bias. This approach also carries with it the assumption that all members of a given 
observed group are comparably impacted by item or test level bias, and are “more 
similar to one another than they are to members of the other manifest group” 
(DeAyala, Kim, Stapleton, & Dayton, 2002, pp. 247). Rather, it is likely the case 
in many instances that observed groups, while easy to identify, do not represent 
homogeneous populations (Samuelson, 2008). For example, individuals 
comprising the observed ethnic group Hispanic may exhibit considerable 
diversity in terms of place of origin and race, and this heterogeneity may give rise 
to differences in the extent to which subsets of individuals within this group are 
impacted by item-level bias (Samuelson).  
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There are other more subtle ways in which individuals within an observed 
group might differ in theoretically relevant ways that give rise to differences in 
factor structure. For example, scores on a cognitive test may reflect distinct 
groups of individuals that can be characterized by whether or not they have 
mastered the skills needed to solve the items, or by the type of solution strategy 
they employ (Lubke & Muthén, 2005; Rijkes & Kelderman, 2006). Such 
differences in mastery or solution strategy may provide a source of heterogeneity 
that is manifested in differences in factor structure on a measure of some 
theoretically related construct. As another example, responses to a set of items 
related to attitudes toward condom use may reflect two groups of people – those 
who evaluate partner-specific STD transmission risk in terms of perceived 
emotional safety, and those who evaluate this risk in terms of perceived physical 
safety (Blackwell, in preparation). The individuals who comprise these two 
classes may differ in key ways that give rise to conceptual differences in the 
constructs underlying these items, and these differences may be reflected in class-
based differences in the factor structure of the measure.  
In each of the instances described here, group membership is not directly 
observed. Rather, it is membership in latent classes that provides a potential 
source of differences in factor structure1. Latent classes might also reflect groups 
                         
1It should be noted that under the framework of latent class analysis, membership in latent classes 
is regarded as probabilistic. Thus, individuals are not assigned to classes with certainty, and in 
most models individuals will have a high probability associated with membership in a single class, 
but will also have some degree of probability associated with membership in the remaining classes 
in the model. In the current context, the use of the term latent class is not meant to imply that class 
membership is probabilistic. Rather, the term latent class is used to denote a grouping variable that 
is not directly observed.  
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of individuals who differ with respect to a set of characteristics. For example, 
Lanza and Collins (2008) provide evidence of qualitatively distinct latent classes 
of dating and sexual risk behavior and patterns of transition through these classes. 
These classes have the potential to differ in theoretically relevant ways that give 
rise to differences in how the individuals comprising the classes understand and 
use a given psychometric instrument. 
As noted previously, under the framework of factorial invariance, the 
factor structure of a given instrument is evaluated for equivalence across groups 
via a series of tests imposing increasingly restrictive cross-group parameter 
constraints. Hence, one assumption underlying this approach is that in each group, 
there is a covariance matrix that is common for all subjects. Situations such as 
those just described in which differences in factor structure may arise due to latent 
class differences may be problematic under an analytic approach that relies on 
tests across observed groups, as each group may in fact be a mixture of latent 
classes. Consider again the latent classes of dating and sexual risk behavior 
described by Lanza and Collins (2008). Each of the classes includes both males 
and females, and thus males and females each reflect a mixture of classes. Any 
class-based differences in factor structure will result in a mixture of factor 
structures in each of these groups (i.e., males and females), posing a potential 
challenge to the use of a model that assumes a common covariance matrix for all 
members of a given group. 
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Mixture Modeling Approaches 
Heterogeneous populations consisting of several latent classes such as 
those described here may not be optimally modeled using a covariance matrix that 
is assumed to be common for all subjects (Lubke, 2008). A preferable approach is 
to use a mixture distribution that allows for the estimation of class-specific 
parameters reflecting class-specific distributions. Under a mixture modeling 
framework, the joint distribution of the mixture is a weighted sum of k=1,…,K 
component distributions, 
 
∑
=
=
K
k
kk yfyf
1
)()( π
 
(2) 
Where f(y) is the probability density function of y, and π is the mixture proportion 
of class k. 
Work by Muthén and colleagues (e.g., Lubke & Muthén, 2005; Yung, 
1997) provides an analytic framework for investigating differences in factor 
structure across latent classes. Factor mixture models combine the latent class 
model (Lazarsfeld & Henry, 1968) with the common factor model (Thurstone, 
1947). Both models are latent variable models, and both share the common goal 
of explaining covariances between observed variables. However, while both of 
these models are latent variable models, there is a distinction in terms of the 
purpose of each type of latent variable (Lubke and Muthen, 2005). Under the 
common factor model, continuous latent variables serve as factors which are used 
to model the content that is common to a set of observed variables, as in the 
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confirmatory factor analytic model. On the other hand, the categorical variable in 
a latent class model is used to cluster participants, with the number of categories 
corresponding to the number of latent classes. Factor mixture models combine a 
single latent class variable intended to model population heterogeneity with one 
or more continuous latent variables as in the common factor model. The within-
class structure of the continuous latent variable can vary in complexity, and class-
based differences in this within-class structure can be evaluated. Thus, the goal in 
factor mixture modeling is to establish the correct number of latent classes while 
simultaneously evaluating the dimensionality and structure of the latent factors. 
Despite this methodological advancement, applications of factor mixture 
models are still seen relatively infrequently in practice, and most researchers 
remain focused on differences across observed grouping variables. Although 
establishing factorial invariance across observed groups is a requisite step in 
making meaningful comparisons across these groups, failure to attend to possible 
sources of latent class heterogeneity in the form of class-based differences in 
factor structure has the potential to compromise conclusions with respect to 
observed groups and may result in misguided attempts at instrument development 
and theory refinement. 
Consider again the example of a set of items measuring attitudes toward 
condom use, the responses to which reflect two latent classes of individuals who 
can be characterized by the basis on which they evaluate the risk of STD 
transmission from a given partner (Blackwell, in preparation). Those who employ 
a strategy focused on perceived emotional safety may differ in key theoretically 
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relevant ways from those who focus on perceived physical safety, and these 
differences may in turn give rise to differences in factor structure. For example, 
one class may be differentially impacted by a factor that is not explicitly included 
in the model, and this may result in class-based differences in factor loadings 
(Camilli, 1992). Clearly, understanding the extent to which class-based 
differences in factor structure have the potential to impact factor model fit in a 
mixture of classes is of critical importance to instrument development and theory 
refinement, as is understanding the extent to which latent class differences in 
factor structure have the potential to influence conclusions with respect to tests of 
factorial invariance across observed groups. Key to these issues is evaluating the 
extent to which confirmatory factor analytic model fit indices are sensitive to 
departures from invariance across latent classes. 
The current project examined the sensitivity of confirmatory factor 
analytic model fit indices to latent class differences in factor structure. To this 
end, two primary questions were addressed. The first of these concerned the 
impact of latent class differences in factor structure with respect to model fit in a 
single sample reflecting a mixture of classes. The primary focus here was on 
latent class differences in factor loadings and the relative proportions of 
respondents in each of two classes. The second question concerned the impact of 
latent class differences in factor structure on tests of factorial invariance across 
observed groups, each of which is a mixture of classes. 
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Multiple-Group Confirmatory Factor Analysis 
Under a confirmatory factor analytic framework, the relationship between 
a set of observed variables and the underlying constructs they are intended to 
measure can be expressed as 
 δξτ +Λ+=X
 
   (3) 
Where X is the vector of k item scores comprising a composite measure, Λ is the 
matrix of factor loadings that function as regression slopes relating the observed 
scores X to the latent factorsξ , τ is the vector of measurement intercepts, and δ
denotes the vector of unique factors (Bollen, 1989.) The multiple group extension 
of this is 
 
ggggg δξτ +Λ+=X  (4) 
 
where g denotes group membership. Assuming that the factor scores and unique 
factors are uncorrelated in each group (i.e., 0),( =Σ gg δξ ), the covariance structure 
of the k items in the gth group can be written as 
 
ggggg Θ+ΛΦΛ=Σ  (5) 
where gΣ is the covariance matrix of the k items, gΦ contains variances and 
covariances among the latent variables gξ , gΘ is the matrix of unique variances, 
and gΛ is defined as before. The expected value of X in each group g is 
10 
 
gggggXE κτµ Λ+==)(  (6) 
-where gκ is the factor mean in group g. 
 
Factorial Invariance 
Hypotheses of factorial invariance are tested via a sequential series of 
nested models employing increasingly restrictive cross-group parameter 
constraints on the factor loadings, intercepts, and unique variances. Note that 
under factorial invariance, nothing is assumed about cross-group equivalence of 
the common factor score distribution. Rather, tests of invariance concerning factor 
means, variances, and covariances fall under the rubric of structural invariance, 
and as such will not be addressed in the current project. 
Although some (e.g., Vandenberg & Lance, 2000) advocate testing the 
equivalence of covariance matrices across groups prior to examining the 
invariance of any specific set of parameters, this is not generally regarded as an 
essential step in the sequential series of tests. While rejecting the hypothesis of 
equivalent covariance matrices suggest there exists some form of non-invariance 
across groups, the test in and of itself is not informative with respect to the source 
of the violation, and consequently further tests are needed. Additionally, failure to 
reject the hypothesis of equivalent covariance matrices does not provide adequate 
evidence of equivalent factor structure (Lubke & Muthén, 1989). 
Tests of factorial invariance typically start with an evaluation of 
configural invariance. Here the focus is on whether items have the same pattern 
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of salient (i.e., non-zero) and non-salient (i.e., zero) loadings across groups, but 
no constraints are placed on the values of the loadings themselves (Steenkamp & 
Baumgartner, 1998). The test of configural invariance also addresses the question 
of whether the same number of factors underlies item response. If factor structure 
can be regarded as a “reasonable empirical map of the underlying conceptual or 
cognitive frame of reference” (Vandenberg & Lance, 2000, p. 36) upon which 
item response is based, then group-based differences in this structure provides 
evidence of group-based conceptual differences in the underlying constructs. 
Failure to reject the hypothesis of configural invariance suggests the groups 
employ a similar frame of reference when responding to items. Further, failure to 
reject the hypothesis of configural invariance means that subsequent tests of 
invariance may be conducted as a series of models nested within the configural 
model, and the tenability of the increasingly restrictive cross-group parameter 
constraints can be evaluated against the fit of this baseline model. 
At the next level, weak or metric invariance, cross-group constraints are 
placed on the values of the factor loadings themselves as a means of examining 
group-based differences in scaling units: 
 21 Λ=Λ  (7) 
Recall that factor loadings function as regression weights relating the observed 
scores to the latent factor, and represent the expected amount of change in the 
observed scores for a one unit change in the latent factor. A group-based 
difference in a factor loading can be thought of as an interaction between factor 
scores and group membership. An interaction implies that the regression lines 
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(i.e., relating the factor scores to the observed scores) for the two groups will 
cross at some point, possibly in the range of the factor score. It is only at this 
point that the two groups will have the same observed score given equal factor 
scores; across all other values of factor scores, observed scores will vary as a 
function of group membership (Lubke, Dolan, Kelderman, & Mellenbergh, 2003.) 
One potential explanation for this is the presence of factors not included in the 
model that differentially augment (or attenuate) observed scores across groups, 
and that this effect increases (or decreases) as factor scores increase (Lubke & 
Muthén, 2005.) This in turn suggests that the items measure different factors in 
each of the groups, and as such observed scores cannot be meaningfully compared 
across groups (Lubke & Muthén). 
It is widely recognized in the factorial invariance literature that full metric 
invariance (i.e., in which all factor loadings are invariant) is too stringent a 
requirement in practice and likely to be untenable in some cases (Yoon & Millsap, 
2007). Instead, it may be the case that only a subset of factor loadings exhibit 
invariance, a situation known as partial metric invariance (Byrne, Shavelson, and 
Muthén, 1989; see also Cheung & Rensvold, 1998; Reise, Widaman & Pugh, 
1993; Steenkamp & Baumgartner, 1998). Although Byrne et al. (1989) argue that 
full metric invariance is not required for testing subsequent increasingly 
restrictive invariance models or making cross-group latent mean comparisons, the 
impact of the proportion of noninvariant loadings across groups remains unclear. 
While Reise et al. (1993) suggest that the majority of items on a given factor must 
exhibit metric invariance, Steenkamp & Baumgartner (1998) maintain that only a 
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small number of items (i.e., a single item in addition to the item that is fixed to 
one in both groups for identification purposes) must exhibit metric invariance. 
While configural and metric invariance test hypotheses related to item 
covariance, strong or scalar invariance focuses on item means by adding cross-
group constraints to the intercepts: 
 
21 ττ =  (8) 
Given invariance in all other parameters, a group-based difference in intercept 
implies that one group scores consistently higher across the range of the factor 
score (Lubke, Dolan, Kelderman, & Mellenbergh, 2003). This can reflect additive 
bias, in which item scores reflect systematic upward or downward bias (Meredith, 
1995). Intercept differences can also be due to effects of factors which have not 
been explicitly included in the model (Lubke & Muthén, 2005.)  A violation of 
scalar invariance compromises the interpretation of differences in observed group 
means (Steenkamp & Baumgartner, 1998). 
The final level, strict factorial invariance, imposes cross-group constraints 
on the unique variances: 
 21 Θ=Θ  (9) 
Under the common factor model, the unique variance represents both specific 
factor variance and variance that is due to measurement error. Thus, group-based 
differences in an item’s unique variance can be attributed to group differences in 
specific variance, measurement error, or a combination of the two. Although the 
two sources of variance are not separable in practice, from a conceptual 
standpoint group differences in specific factor variance suggest individual 
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differences in observed scores are differentially augmented (or attenuated) by 
specific factors in each of the groups (Lubke & Muthén, 2005). Although some 
regard this as a test of invariant indicator reliabilities, this interpretation is only 
appropriate if factor variance invariance has been established (Vandenberg & 
Lance, 2000). 
If the invariance conditions described here hold, then Equations (5) and 
(6) simplify as follows: 
 Θ+ΛΦΛ=Σ 'gg  
(10) 
and 
 
gggXE κτµ Λ+==)(  (11) 
Thus, under strict factorial invariance, any group-based differences in the 
covariance structure among observed items is due to group-based differences in 
the covariance structure of the latent factors, and any group-based differences in 
observed means are due to group-based differences in factor means. 
 
Evaluating Model Fit 
There are a number of goodness-of-fit indices (GFIs) that are utilized in 
confirmatory factor analysis to evaluate how well a particular model fits the data, 
the most common of which is the chi-square (i.e., χ2) test of model fit. This 
provides a test of the null hypothesis that the covariance matrix hypothesized 
under the model is identical to the population observed covariance matrix; a 
significant chi-square test indicates that the null hypothesis should be rejected. 
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However, this index is well-known for being highly sensitive to small departures 
from fit in large sample sizes, and is therefore not generally regarded as a 
practical test of model goodness of fit (Cheung & Rensvold, 2002). As such, a 
number of other supplemental measures of model fit have been proposed, such as 
the root mean squared error of approximation (RMSEA; Steiger, 1989), the 
comparative fit index (CFI; Bentler, 1990), and the Tucker-Lewis Index (TLI; 
Tucker & Lewis, 1973). 
Factorial invariance is generally evaluated by examining changes in model 
fit that arise from the inclusion of cross-group parameter constraints. For 
example, the tenability of the hypothesis of full metric invariance would be 
evaluated by comparing a model in which factor loadings are constrained to be 
equal across groups with a less restrictive model in which factor loadings are not 
constrained across groups. If the inclusion of parameter constraints significantly 
worsens the fit of the model, then the additional parameter constraints are rejected 
and the model with fewer constraints is retained. The most common approach for 
evaluating changes in model fit is the chi-square difference test (∆χ2; Bollen, 
1989), calculated as 
 
222
ucc χχχ −=∆  (13) 
 
with 
 
ucc dfdfdf −=∆  (14) 
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where 2
cχ is the chi-square value for the constrained model, 2ucχ is the chi-square 
value for the unconstrained model with fewer cross-group parameter constraints, 
and cdf and ucdf  are the degrees of freedom for the constrained and unconstrained 
models, respectively. However, just as with the chi-square test of overall model 
fit, in large sample sizes the chi-square difference test is sensitive to small 
differences in the fit of the models being compared, leading to the rejection of the 
null hypothesis of no difference between models even when the differences are of 
little practical significance (Cheung & Rensvold, 2002). 
 
The General Covariance Mixture Theorem 
To understand the potential impact of latent class differences in factor 
structure on factor structure in a mixture, consider first the general covariance 
mixture theorem (Meehl, 1973; Waller, 2008). When observations have been 
sampled from two distinct populations A and B, the covariance of variables i and j 
can be expressed via the general covariance mixture theorem as: 
 ))((* jBjAiBiAijBijAij PQQP µµµµσσσ −−++=  (15) 
where *ijσ is the covariance of variables i and j in the mixture, ijAσ and ijBσ are the 
covariance of variables i and j in classes A and B, respectively, P is the proportion 
of individuals in class A, Q = 1-P, the proportion of individuals in class B, and 
)( iBiA µµ − and )( jBjA µµ − are the differences in means for variables i and j in 
classes A and B, respectively. The variance of item i in the mixture is 
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2* )( iBiAiiBiiAii PQQP µµσσσ −++=  (16) 
 
Consider now the multiple group covariance matrix extension of Equation (15): 
 
∑∑
==
−−+Σ=Σ
C
c
McMcc
C
c
ccM ww
11
)')(( µµµµ
 
(17) 
where the subscript M denotes parameters of the mixture distribution, the 
subscript c denotes class where c = 1,…,k,Σdenotes a covariance matrix,µ is a 
vector of means, w denotes the mixture proportions, and 
 
∑
=
=
C
c
ccM w
1
µµ
 
(18) 
As in Equation (17), the covariance structure in the mixture is a function of the 
covariance matrices in each of c classes, the means of the variables in the c 
classes, and the mixture proportions w. Thus, class-based differences in the 
covariance structure and means will impact the covariance structure in the 
mixture. 
Assume now that the same factor model holds in each of c classes, with 
equivalent factor covariance matrices across classes (i.e., Φg = Φ) In this case, 
Equation (17) simplifies to 
 
∑
=
−−+Σ=Σ
C
c
McMccM w
1
)')(( µµµµ
 
(19) 
where Σ is the covariance matrix that is common to the classes. Because mean 
differences across classes will impact the covariance structure in the mixture, the 
factor model that is common to the classes may not hold in a mixture of the 
18 
classes. Thus, even though the classes that comprise the mixture have the same 
factor structure, it is possible to fit a factor model to the mixture that does not 
adequately characterize either of the classes (Muthén, 1989). 
In Equation (19) in which the covariance structure is the same for each 
class, invariance of the factor loadings (i.e., Λ) and unique variances (i.e., Θ) is 
implied. If the measurement intercept parameters τ are also invariant across 
classes, then Equation (19) can be further simplified to 
 
Θ+Λ





+ΦΛ=Σ ∑
=
'
1
'
C
c
cccM w κκ
 
(20) 
with standardization such that ∑
=
=
C
c
ccw
1
0κ . As can be seen in Equation (20), the 
covariance structure in the mixture is a function of the expression in the 
parentheses, which contains a component that represents the factor covariance 
matrix, Φ, that is common to each class. However, this assumption of invariant 
factor covariance matrices is often unrealistic, even when measurement invariance 
holds. The other component in the parentheses represents variation in factor 
means across classes. Thus, even in instances in which full factorial invariance is 
satisfied, class-based differences in factor means can impact the covariance 
structure in the mixture. It should be noted that the potential difficulties that may 
arise when fitting a factor model in the presence of latent class differences in 
factor means pertain not only to the common factors, but to the unique factors as 
well. While it is traditionally assumed under the standard common factor model 
that the unique factors are uncorrelated and have zero-means, non-zero unique 
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factor means in either class can result in correlated unique factors in the mixture, 
thereby compromising the fit of the factor model (Meredith, 1993). 
 
The Current Study 
It is clear from Equations (17) through (20) that latent class differences in 
covariance structure will impact the covariance structure in a mixture. However, 
while  recent innovations in factor mixture models provide researchers with a tool 
by which to investigate latent class differences in factor structure, applications of 
this methodology are still seen relatively infrequently in practice, and the majority 
of researchers who evaluate factorial invariance remain focused on differences in 
factor structure across observed groups. Neglecting potential differences in factor 
structure stemming from theoretically meaningful latent class variables may result 
in an inaccurate appraisal of the factor structure of a psychometric instrument. 
This not only has the potential to result in misguided attempts at instrument 
refinement, but may ultimately have an unintended untoward influence on theory 
development if researchers rely on factor structure as a means by which to 
understand the relative salience of items and the underlying latent constructs they 
are intended to measure. The goal of the current study is to explore this issue by 
evaluating the sensitivity of confirmatory factor analytic model fit indices to 
latent class violations of factorial invariance. To this end, the current study 
addresses two primary questions: 
(1) What is the impact of latent class differences in factor loadings on the 
fit of a factor model in single sample reflecting a mixture of classes? 
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(2) What is the impact of latent class differences in configural structure on 
conclusions with respect to invariance across observed groups, given 
that each group is a mixture? 
The focus in the current study will be on model fit as assessed by the chi-square 
test of model fit and RMSEA.  
 
Method 
Two series of Monte Carlo simulations were conducted to evaluate the 
impact of a) latent class differences in factor loadings (Study 1), and b) latent 
class differences in configural structure (Study 2) on model fit. In Study 1, data 
were simulated for each of two classes to have varying degrees of loading non-
invariance across the classes; the classes were then combined to form a single 
group and analyzed under a single-factor model. In Study 2, data were simulated 
for each of two classes to have varying degrees of configural differences across 
the classes. In each class, a pre-determined number of observations were specified 
as belonging to each of two observed groups. The data for the two classes were 
then combined, yielding a data set reflecting two observed groups, each a mixture 
of the simulated latent classes. Data were then analyzed under a single-factor 
model which imposed configural invariance across the observed groups. 
 
Study 1 
Simulation Conditions 
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Five variables were manipulated in Study 1: (a) sample size, (b) the 
proportion of non-invariant factor loadings, (c) the magnitude of factor loading 
differences, (d) relative class size, and (e) method of estimation. All data were 
simulated in Mplus 4.1 (Muthén & Muthén, 2006) under a twelve item, single-
factor model with 1000 replications per condition. 
Sample size.  Simulation work evaluating the influence of sample size on 
confirmatory factor analytic results suggests that sample size requirements vary 
depending upon the size of the item communalities (MacCallum, Widaman, 
Zhung, & Hong, 1999.) Under conditions in which communalities are on average 
high (i.e., .5 or higher), recovery of model parameters is possible in samples sizes 
ranging from 100 to 200. The current project evaluated overall total sample sizes 
that reflect moderately powered (i.e., n = 200) as well as more highly powered 
(i.e., n = 500, n = 1000) situations typically encountered in social science 
research. 
Proportion of non-invariant loadings. As partial metric invariance is 
arguably more likely to be encountered in practice than full metric invariance, 
data were simulated so that either one-third (low proportion) or two-thirds (high 
proportion) of the loadings were noninvariant across classes. 
Magnitude of loading differences. Factor loading differences were 
generated by arbitrarily selecting a set of loadings in the first class, and non-
invariant loadings were calculated by subtracting a constant from the appropriate 
number of items in the second class. Loading differences were simulated to reflect 
two magnitudes of loading differences, .20 (medium) and .30 (large). 
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Relative Class Size.  The relative latent class sizes were manipulated so 
that the resulting mixture reflected an equal proportion of respondents from each 
latent class, as well as unequal (i.e., .75/.25 .90/.10) proportions. A fourth level of 
relative class size (.99/.01) was planned, but this resulted in class sizes in which 
there were more observations than items, and thus it was not possible to simulate 
data. As such, this level of relative class size is not considered in the current 
study. 
Method of Estimation. Maximum likelihood estimation (ML) is arguably 
the most widely used method of estimation in confirmatory factor analysis 
(Curran, West, and Finch, 1996). ML estimation provides parameter and standard 
error estimates that are unbiased, efficient and consistent under the assumptions of 
multivariate normality, sufficiently large sample size, and proper model 
specification (Bollen, 1989). However, under violations of multivariate normality, 
ML parameter estimates are not efficient and the associated chi-square test of 
model fit can lead to inflated Type I error rates. One means of addressing 
multivariate non-normality is through the use of maximum likelihood estimation 
that utilizes standard errors and test statistics that are robust to non-normality 
(Brown, 2006). The current project will examine both ML estimation and 
maximum likelihood estimation with robust standard errors (MLR; Yuan & 
Bentler, 2000). 
 
Additional Conditions 
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In addition to the conditions in which factor loading differences were 
manipulated, a set of conditions was included in which classes differed in terms of 
latent means and variances but not in terms of factor loadings. Sample size, 
relative class size, and the method of estimation were manipulated as described 
above. 
In sum, Study 1 considered 5 manipulated variables (sample size, 
proportion of noninvariant loadings, magnitude of loading differences, relative 
class size, and method of estimation) yielding 3*2*2*3*2 = 72 conditions with 
manipulated loading differences and 3*3*2 = 18control conditions with latent 
mean and variance differences only, for a total of 90 conditions. 
In all conditions, factor variances were set to 1.0 in the first class and 1.3 
in the second class. Factor means were set to 0 in the first class and 0.57 in the 
second class, reflecting a one-half standard deviation latent mean difference 
between the first and second class. Measurement intercepts were set to zero in 
each of the classes. Data were generated so that each item had a communality of 
.3 or higher in the first group. The communality of an item reflects the proportion 
of that item’s variance that is accounted for by the common factor, and is 
calculated as 
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(21) 
where 2ih is the communality of item i. Population parameter values for Study 1 
and communalities are given in Tables 1 and 2, respectively. 
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Study 2 
Simulation Conditions 
Four variables were manipulated in Study 2: (a) sample size, (b) the 
proportion of items exhibiting configural differences, (c) the correlation between 
latent class and observed group membership, and (d) method of estimation. All 
data were simulated in Mplus 4.0 (Muthén & Muthén, 2006) with 1000 
replications per condition. 
Sample size.  Consistent with Study 1, three overall total sample sizes 
were considered: 200, 500, and 1000. 
Proportion of items exhibiting configural differences. Data were simulated 
so that a single-factor model held in one class while a two-factor model held in 
the second class. Pattern differences were manipulated so that either one-third or 
one-half of the items loaded onto a second factor. The magnitude of correlation 
between the factors was fixed at 0.5 in all conditions. 
Correlation between latent class and observed group membership.  As the 
focus in Study 2 is the impact of latent class differences in factor structure on 
conclusions with respect to observed groups, differences in sample size across 
observed groups that could complicate the ability to evaluate this was not 
considered. Rather, in Study 2 the correlation between latent class and observed 
group membership was manipulated, reflecting the extent of the association 
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between latent class and observed group membership. As the magnitude of the 
proposed overall sample sizes limits the extent to which latent class proportions 
and correlation between latent class and observed group can be manipulated while 
maintaining equal sample sizes, in Study 2 the proportion of observations 
comprising each of the latent classes was not manipulated as in Study 1.  Rather, 
data were simulated so that latent class and observed group membership were 
correlated 0.2, 0.6, and 0.8, reflecting varying degrees of “overlap” between latent 
class and observed group membership. Data were also simulated so that latent 
class and observed group membership were uncorrelated, with each observed 
group reflecting an equal number of latent class members. Table 3 presents a 
summary of the proportion of classes comprising each observed group under the 
various correlation manipulations. 
Method of Estimation. As with Study 1, both ML and MLR estimation 
were considered. 
In sum, Study 2 considered 4 manipulated variables (sample size, 
proportion of items exhibiting configural differences, magnitude of correlation 
between latent class and observed group membership, and method of estimation 
for a total of 3*2*4*2 = 48 different planned conditions. However, the 
combination of a sample size of n = 200 and a 0.8 correlation between observed 
group and latent class membership resulted in a situation in which each class had 
fewer observations (i.e., 10) in one group than items (i..e, 12). Thus, it was not 
possible to simulate data for four conditions (i.e. both levels of proportions of 
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configural differences for a sample size of 200 with .08 correlation for both ML 
and MLR estimation), resulting in a total of 44 manipulated conditions. 
In Study 2 data were simulated for both classes using the same population 
factor loadings and unique variances that were used to simulate data in the first 
class in Study 1. In all conditions, factor variances were set to 1.0 in the first class 
and 1.3 in the second class. Factor means were set to 0 in the first class and 0.57 
in the second class, reflecting a one-half standard deviation latent mean difference 
between the first and second class. Measurement intercepts were set to zero in 
each of the classes. Table 4 presents a summary of the population parameter 
values used in Study 2.  
Observed groups were formed in Study 2 by simulating data for each of 
the classes to reflect the group sizes presented in Table 3. For example, in the 
condition in which the overall sample size was 200 and the correlation between 
observed group and latent class was 0.2, data for Class 1 were simulated so that 
40 of the total 100 observations had a grouping variable indicating Group 1 
membership, while the remaining 60 of the total 100 observations had a grouping 
variable indicating Group 2 membership. Data for Class 2 were simulated in the 
same manner, with 60 of the total 100 observations being assigned a grouping 
variable indicating Group 1 membership, while the remaining 40 of the total 100 
observations assigned a grouping variable indicating Group 2 membership. Data 
for the two classes were then combined into a single data set, with the resulting 
file containing data from two classes with a dichotomous grouping variable 
indicating group membership. Analyses were then carried out on the combined 
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file using the dichotomous grouping variable to indicate group membership in a 
multiple-group analysis.  
 
 
Analysis 
Simulated data were analyzed in Mplus 4.1. In Study 1, data for each of 
the two classes were combined and analyzed under a single-group single factor 
model. Although the population model used to generate data in each class was a 
single factor model, the omission of a categorical latent variable to model 
population heterogeneity yields an estimated model that is misspecified. 
Consequently, reported results correspond to the power of a given fit index to 
reject the null hypothesis. In Study 2, data for each of two classes were combined 
and analyzed under a two-group single factor model to evaluate the tenability of 
cross-group configural invariance. As with Study 1, the estimated model is 
misspecified and the reported results correspond to power. The dependent 
measures in each study were the rates of model rejection as indexed by the chi-
square test of model fit at p < .05 and degree of model fit as indexed by RMSEA. 
 
Results 
Study 1 
Chi-square test of model fit 
Table 5 presents the proportions of models rejected on the basis of the chi-
square test of model fit at p < .05 under conditions with manipulated loading 
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differences2. The chi-square test of model fit was consistently more sensitive to 
class-based loading differences under conditions in which the magnitude of the 
loading differences was large (0.3) and high frequency (two-thirds), most notably 
when the relative class sizes were equal. However, the test of model fit was far 
less sensitive to loading non-invariance when the magnitude of the loading 
difference was medium (0.2), even when the relative class sizes were equal. The 
proportions of models rejected under conditions with no manipulated loading 
differences are shown in Table 6. Although rates of rejection exhibited far less 
variability under conditions with no loading differences, the proportions of 
models rejected decreased with increasing sample size. 
The results of an ANOVA on the proportion of models rejected under 
conditions with manipulated loading differences are presented in Table 7 and 
Figure 1. Because the focus is on the proportion of models rejected in each 
condition, the analysis is based on a single observation per cell, and therefore it is 
not possible to test the highest order five-way interaction3. The proportion of 
variance explained by each factor was estimated with eta-squared, 
Total
Between
SS
SS
=2η . 
The results indicate that the magnitude of the loading differences (η2 = .1641) and 
the relative class size (η2 = .1375) accounted for the largest proportions of 
variance in rates of model rejection by the chi-square test of model fit in the 
                         
2
 No model convergence problems were encountered in Study 1. 
3
 An ANOVA treating rejection as a dichotomous rejection decision (i.e., reject/do not reject) in 
each replication (i.e., rather than a proportion across replications) yielded parallel results with the 
same relative ordering of effect sizes. 
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presence of class-based factor loading differences. Mean rejection rates for each 
of these factors are presented in Table 8. With respect to the magnitude of loading 
differences, the average rate of rejection (0.1524) for models with large loading 
differences was approximately twice that of models with medium loading 
differences (0.0741) Average rates of model rejection also increased as the 
relative class sizes became increasingly equal, with the average rate of model 
rejection for models in which the relative class proportions were .50/.50 (0.1591) 
approximately twice that of models in which the relative class proportions were 
.10/.90 . ANOVA results on the proportion of models rejected under conditions 
with no loading differences are presented in Table 9 and Figure 2. Sample size (η2 
= .8238) and method of estimation (η2 = .1021) accounted for the largest 
proportions of variance. Mean rejection rates for each of these factors are 
presented in Table 10. Average rejections rates were relatively comparable across 
sample sizes, decreasingly slightly with increasing sample size. The average 
rejection rate was somewhat higher for models estimated with MLR estimation 
(0.0689) relative to those estimated with ML estimation (0.0614). 
RMSEA  
The results of an ANOVA on RMSEA values under conditions with 
manipulated loadings differences are presented in Table 11 and Figure 3. In the 
presence of manipulated loading differences, sample size (η2 = .0634), magnitude 
of loading differences (η2 = .0144), and relative class size (η2 = .0114) accounted 
for the largest proportions of variance in RMSEA values. Mean RMSEA values 
for each of these factors are presented in Table 12. Average RMSEA values 
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increased as sample size got smaller, with the average RMSEA value (0.0163) for 
n = 200 approximately twice that of n = 1000 (0.0087). With respect to the 
magnitude of factor loading differences, the average RMSEA value was higher 
under large loading differences (0.0134) than under medium loading differences 
(0.0103). Finally, as with rates of rejection under the chi-square test of model fit, 
the average RMSEA values were increasingly larger as relative class size became 
increasingly equal. ANOVA results on RMSEA values under conditions with no 
loading differences are presented in Table 13 and Figure 4. In the absence of 
loading differences, sample size accounted for the largest proportion of variance, 
(η2 = .1001). Mean RMSEA values for each of the significant factors are 
presented in Table 14. As with the models including loading differences, average 
RMSEA values increased as sample size decreased. 
Study 2 
A small number of model convergence problems were encountered in 
Study 2, all of which occurred in conditions in which the sample size was 200. 
Table 15 presents the rates of non-convergence in the relevant conditions. The 
number of iterations was doubled in each condition in which models failed to 
converge, however, these rates of non-convergence persisted. 
Chi-square test of model fit 
 In the presence of class-based differences in configural structure, all 
models were rejected by the chi-square test of model fit, and therefore it was not 
possible to conduct further analyses on the proportion of models rejected. 
RMSEA 
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The results of an ANOVA on RMSEA values are presented in Table 16 
and Figure 5. Sample size (η2 = .3723) and proportion of loading differences (η2 = 
.2002) accounted for the largest proportions of variance. Mean RMSEA values for 
these factors are presented in Table 17. Under violations of configural invariance, 
average RMSEA values were largest under the smallest sample size (n = 200, 
0.1446) and in conditions in which one-half of the items loaded on a second factor 
(0.1295). 
 
Discussion 
The goal of the current set of studies was to provide an evaluation of the 
extent to which two commonly used CFA fit indices are sensitive to population 
heterogeneity arising from latent class differences in factor structure. Study 1 
examined the impact of latent class differences in factor loadings on fit assessed 
in a single group reflecting a mixture of classes, while Study 2 examined the 
impact of latent class differences in the number of factors underlying a set of 
items on the fit of a cross-group configural model. 
The results of Study 1 suggest that both the chi-square test of model fit 
and RMSEA are particularly insensitive to latent class differences in factor 
loadings. Across sample size conditions, models with medium (0.2) sized loading 
differences were rejected by the chi-square test of model fit at rates just slightly 
higher than the nominal .05 rate of rejection that would be expected under a true 
null hypothesis. These rates were relatively consistent regardless of whether one-
third or two-thirds of the factor loadings exhibited medium sized differences 
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across latent classes. Rates of rejection increased when loading differences were 
large (0.3), particularly when relative class proportions were 0.75/0.25 and .50/.50 
and two-thirds of the loadings differed across classes. While rates of rejection 
under these conditions increased as sample size increased, even the largest sample 
size with equal class representation and the most extreme violations of loading 
invariance only had rejection rates of approximately 60%. It should be noted that 
the effects of sample size, the magnitude of loading difference, and the proportion 
of loadings exhibiting noninvariance on rates of rejection were comparable when 
the relative class proportions were .90/.10. This suggests that loading differences 
of the magnitude considered in the current study are likely to go undetected when 
class representation is relatively disproportionate. In practice this might mean that 
the chi-square test of model fit would fail to detect heterogeneity in the form of 
class based differences in factor loadings when one of the classes is not well 
represented in the sample or reflects a typology that occurs with relative 
infrequence in the population .  
Model fit under RMSEA was also characterized by insensitivity to latent 
class violations of loading invariance, with mean values across conditions 
suggesting a degree of fit that would generally be regarded as exceptionally good 
in practice. While the results suggest that the magnitude of loading difference and 
the relative class proportions are important factors that significantly impact model 
fit under RMSEA, none of the levels of these factors considered in the current 
study yielded RMSEA fit estimates that would lead a researcher to suspect misfit 
in the estimated models. While fixed cutoff values (e.g., 0.05) have been 
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established as general rules of thumb for what is regarded as a well-fitting model, 
these criteria have received criticism for being inadequate under a number of 
types of model misspecification (e.g., Chen, Curran, Bollen, Kirby, and Paxton, 
2008).  Moreover, empirical research suggests that this problem is not resolved by 
using the RMSEA point estimate in conjunction with a confidence interval around 
the estimate (Chen et al.). 
One explanation for this apparent insensitivity of chi-square and RMSEA 
to class based heterogeneity in factor loadings is the extent to which the 
manipulated class based differences in factor structure ultimately impacted the 
within-class covariance matrices. Although the magnitude of factor loading 
differences are consistent with values used in prior simulation studies examining 
factorial invariance (e.g., Yoon and Millsap, 2007; Meade and Lautenschlager, 
2004) these manipulated differences may have resulted in within class covariance 
matrices that were similar to one another. In turn, these within-class covariance 
matrices, in conjunction with the class based differences in factor variance, may 
have yielded covariance matrices in the mixture which were characterized by 
relatively negligible degrees of discrepancy from each class’s respective within-
class matrix. Examination of the covariance matrices, presented in Appendix A, 
suggests they are fairly similar. Relatedly, the manipulated loading differences 
and consequent class based differences in covariance matrices may not have been 
large enough to give rise to violations of multivariate normality in the mixtures 
that were of any practical consequence. The usual assumptions underlying 
confirmatory factor analyses include multivariate normality of the underlying 
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common factors, normality of the unique factors, uncorrelated unique factors, no 
correlation between the common and unique factors, linear relationships between 
the factors and observed variables, and homogeneity of the sample (Lubke and 
Neale, 2006.) Under these assumptions, the observed variables are multivariate 
normally distributed with zero skew and kurtosis. In a heterogeneous sample 
consisting of latent classes, the distribution of observed variables is a mixture 
distribution, with increasing differences between classes in terms of means, 
variances, and covariances resulting in skew and kurtosis values that deviate from 
zero. It is plausible that the mixtures considered in the current study did not 
exhibit a degree of nonnormality that is in fact problematic in practice. Consistent 
with this, characteristics of the analyses suggest that nonnormailty may have been 
minimal. First, while analysis of mixtures comprised of class specific covariance 
matrices can result in estimation problems (McLachlan and Peel, 2000; Lubke and 
Neale, 2006), rates of nonconvergence in the present study were relatively low. 
Second, the method of estimation had a relatively small impact on the results, as 
the robust estimator typically regarded as appropriate under violations of 
normality yielded rejection rates comparable to the standard maximum likelihood 
method of estimation. While both of these analytic phenomena could have 
alternate explanations, each lends plausible support to the theory that the 
manipulated class based differences had a minimal degree of impact on the 
within-class covariance matrices and resultant matrices in the mixtures. 
The results of Study 2, in contrast, suggest that both chi-square and 
RMSEA are particularly sensitive to latent class differences in configural 
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structure in the context of a multiple group analysis in which each observed group 
is a mixture of classes. Chi-square model rejection rates were 100% across all 
conditions, and mean RMSEA values were well above what is typically regarded 
as indicative of a well-fitting model.  Thus, it would appear that heterogeneity in 
the form of latent class differences in configural structure is readily detectable 
under the conditions examined in the current study. However, it is important to 
frame these results in the context of the nature of the model misspecification in 
the current study. In each condition, each observed group was comprised of two 
classes, one of which was characterized by a single factor model, the other a two 
factor model. The tenability of configural invariance across the observed groups 
was evaluated under a single factor model. Thus, a single factor model was the 
proper model specification for a portion of each observed group, and was an 
improper model specification for the remaining portion of the group. The 
misspecification in this case was in the form of fitting a model with too few 
factors for a subset of each group, and therefore the results of the current study are 
likely limited to this particular form of misspecification. For example, evaluating 
cross group configural invariance under a two-factor model may have yielded 
different results, as the misspecification would have then been in the form of 
specifying too many factors for a subset of each group. In the context of a single 
group with homogeneous structure, specifying a model with too many factors may 
result in Heywood cases (i.e, negative unique factor variance estimates) or a non-
positive definite factor correlation matrix. Despite these clear indices of model 
inadequacy, the chi-square test of model fit may still indicate an adequately fitting 
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model. In the context of the conditions evaluated in the current study, the 
representation of the class characterized by a two factor model may very well 
have been sufficient to weight the covariance structure in the mixture so as to 
alleviate such estimation problems. Thus, the result of a cross group analysis of 
configural structure under a two factor model may have yielded superior fit to that 
of a single factor model. To explore this possibility, a two-factor model was fit to 
the data simulated under the condition of the largest sample size (i.e., 1000), 
largest violation of configural invariance (i.e., two-thirds of items loading on a 
second factor), and equal class representation (i.e,. relative class size of .50/.50). 
The resulting chi-square test statistic was approximately one-quarter of the size of 
the chi-square test statistic under a single factor model, and RMSEA was .042, 
versus .113 under a single factor model.  Based on these limited results, it appears 
that the sensitivity of chi-square and RMSEA to latent class differences in 
configural structure may be largely contingent on whether form of the model 
misspecification involves estimating too many as opposed to too few factors. 
 
Limitations and Future Directions 
 There are a number of limitations of the current study. As noted 
previously, the manipulated class based loading differences may not have been 
sufficiently large to impact the covariance matrices in each class to a degree that 
the mixture covariance matrix exhibited problematic characteristics.  Further, 
while the magnitude of the manipulated loading differences is consistent with 
those used in other simulation studies of factorial invariance, the selected levels 
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may not adequately reflect the degree of difference that might be observed in 
practice. If there are indeed differences in how constructs are defined and 
understood within theoretically meaningful subgroups of a population, to what 
extent would these differences be manifested in the loading differences of the 
magnitude used in the present study? In the context of factor loadings, observed 
or latent class based differences could arise for one of a number of reasons. For 
example, class based loading differences could reflect differences in the relative 
importance of the items for defining a construct or the extent to which an 
unmodeled factor impacts one of the classes. While the latter of these might be 
manifested in, for example, a relatively constant degree of attenuation of loadings 
that is consistent with those examined in the present study, the former could result 
in a mixed pattern of loading differences that are not all consistently lower in one 
class. Prior research (e.g. Meade and Lautenschleger, 2004) suggests that tests of 
factorial invariance have higher power when the pattern of loading differences is 
mixed, and therefore the uniform pattern of loading differences used in the 
present study may be particularly difficult to detect.  
 Despite the potential limitations of the current study, the results provide 
evidence that both chi-square and RMSEA have the potential to be insensitive to 
latent class differences in factor loadings under conditions that are arguably 
reasonable approximations of what would be encountered in practice. While it is 
possible that other fit indices (e.g., CFI, TLI) might yield values in these 
circumstances that would suggest a poorly fitting model, this seems unlikely 
given that the chi-square test of model fit is generally regarded as being the most 
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sensitive to small discrepancies in fit. However, even if it were the case that other 
supplemental fit indices had the power to detect violations of heterogeneity, 
yielding values that would be indicative of a poorly fitting model, this does not 
ameliorate the apparent insensitivity of two of the most widely used indices of 
model fit. The results of the current study are particularly troubling with respect to 
the findings associated with the chi-square test of model fit. The chi-square test of 
model fit is widely regarded as being overly sensitive to departures in fit that are 
regarded as inconsequential in practice, particularly when sample sizes are large, 
and thus in practice models that are deemed poorly fitting by this test are likely to 
be accepted as adequate if a supplemental index supports this claim. In the current 
study, both the chi-square test of model fit and RMSEA failed to indicate misfit 
on the basis of latent class differences in factor loadings when a mixture was 
analyzed as a single group. Moreover, preliminary follow-up analyses of the 
impact of latent class configural differences on a cross group analysis suggest that 
there are conditions under which such class based differences would go 
undetected by both chi-square and RMSEA. Thus, it appears that researchers have 
the potential to be misled as to the adequacy of a given model and, relatedly, the 
extent associated parameter estimates reflect those of the population. This has the 
potential to have serious consequences for theory development and instrument 
refinement if researchers regard estimated factor structure as an empirical map of 
a given construct and view estimated factor loadings as indicative of the relative 
salience of items for defining a construct in the population. 
39 
 What steps can be taken in practice if confirmatory factor analytic fit 
indices in fact have the potential to be relatively insensitive to latent class 
differences to factor structure? One approach is to evaluate the fit of a given 
factor analytic model at the level of the individual. The notion of the applicability 
of a model to a given individual has received a fair amount of attention in the 
literature, with views ranging from those who advocate treating the individual as 
the unit of analysis (Nesselroade, Gerstorf, Hardy, and Ram, 2007) to those who 
suggest evaluating the fit of a common model by employing individual-level fit 
indices (Reise and Widaman, 1999). While the notion of models featuring 
parameter estimates (e.g., loadings) that vary at the level of the individual has 
received criticism for being problematic conceptually as well as practically ( e.g., 
Borsboom and Dolan, 2007; Willoughby and Sideris, 2007), person fit indices are 
an analytic development that may be helpful for identifying instances of loading 
heterogeneity. Reise and Widaman (1999) propose that a log-likelihood value at 
the level of the individual can be used as a means of identifying response patterns 
that are unlikely under a given model. However, this approach of identifying 
individuals who are outliers under a given is model has the potential to be 
correlated with levels of the latent factor (Reise and Widaman). To address this, it 
is recommended that the differences between the log-likelihood of a given model 
and the log-likelihood of a saturated model be used as the basis for deriving 
individual level contributions to the overall model chi-square value. Further 
empirical investigation is needed to evaluate the utility of this approach for 
identifying instances of loading heterogeneity. 
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Table 1. 
Proportion of Loading Difference Magnitude of Loading Difference Parameter Values
Medium Λ2 = [.5, .7, .3, .4, .8, .55, .4, .65, .35, .7, .8, .5 ]
Θ1=2 [.47, 1.32, .46, .5, .96, .61, .23, .9, .21, .74, .43, .58]
Large Λ2 = [.4, .6, .2, .3, .8, .55, .4, .65, .35, .7, .8, .5]
Θ1=2 [.47, 1.32, .46, .5, .96, .61, .23, .9, .21, .74, .43, .58]
Medium Λ2 = [.5, .7, .3, .4, .6, .35, .2, .45, .35, .7, .8, .5]
Θ1=2 [.47, 1.32, .46, .5, .96, .61, .23, .9, .21, .74, .43, .58]
Large Λ2 = [.4, .6, .2, .3, .5, .25, .1, .35, .35, .7, .8, .5]
Θ1=2 [.47, 1.32, .46, .5, .96, .61, .23, .9, .21, .74, .43, .58]
 Study 1, Population Parameter Values
Note . Factor means are set to 0 and 0.57 in the first and second class, respectively, for all conditions. Factor variances are set to 1.0 and 1.3 
for the first and second class, respectively, for all conditions. Measurement intercepts were fixed to 0 in each class. Λ2 is the vector of 
population factor loadings in the second class and Θ1=2 is the vector of population unique variances for both classes. The population factor 
loadings for the first class are the same across all conditions, Λ1 = [.7, .9, .5, .6, .8, .55, .4, .65, .35, .7, .8, .5].
Low Frequency (1/3 noninvariant)
High Frequency (2/3 noninvariant)
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Table 2. 
Proportion of Loading Difference Magnitude of Loading Difference Communalities
Medium H1= [.51, .38, .35, .42, .4, .33, .41, .32, .37, .4, .6, .3]
H2= [.41, .33, .2, .29, .46, .39, .47, .38, .43, .46, .66, .36]
Large H1= [.51, .38, .35, .42, .4, .33, .41, .32, .37, .4, .6, .3]
H2 = [.31, .26, .1, .19, .46, .39, .48, .38, .43, .46, .66, .36]
Medium H1= [.51, .38, .35, .42, .4, .33, .41, .32, .37, .4, .6, .3]
H2 = [.41, .33, .2, .29, .33, .21, .18, .23, .43, .46, .66, .36]
Large H1= [.51, .38, .35, .42, .4, .33, .41, .32, .37, .4, .6, .3]
H2 = [.31, .26, .1, .19, .25, .12, .05, .15, .43, .46, .66, .36]
Item Communalities
High Frequency (2/3 Noninvariant)
Low Frequency (1/3 Noninvariant)
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Table 3. 
 
Class 1 Class 2 Class 1 Class 2 Class 1 Class 2
100 100 250 250 500 500
Group 1 50 50 125 125 250 250
Group 2 50 50 125 125 250 250
Group 1 40 60 100 150 200 300
Group 2 60 40 150 100 300 200
Group 1 20 80 50 200 100 400
Group 2 80 20 200 50 400 100
Group 1 10 90 25 225 50 450
Group 2 90 10 225 25 450 50
Summary of Latent Class Proportions
Total Sample Size
200 500 1000
Correlation Between Latent 
Class and Observed Group 
Membership
0
0.2
0.6
0.8
47 
Table 4 
Study 2, Population Parameter Values
Λ = [.7, .9, .5, .6, .8, .55, .4, .65, .35, .7, .8, .5].
Θ = [.47, 1.32, .46, .5, .96, .61, .23, .9, .21, .74, .43, .58]
Note. Factor means are set to 0 and 0.57 in the first and 
second class, respectively, for all conditions. Factor 
variances are set to 1.0 and 1.3 for the first and second 
class, respectively, for all conditions. Measurement 
intercepts were fixed to 0 in each class. Λ and Θ are the 
vectors of population factor loadings and unique variances, 
respectively, in both classes. 
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Table 5. 
 
.90/.10 .75/.25 .50/.50 .90/.10 .75/.25 .50/.50
Total Sample 
Size Estimator
Large (0.3) 200 ML 0.072 0.073 0.087 0.074 0.097 0.129
MLR 0.081 0.09 0.104 0.085 0.116 0.154
500 ML 0.07 0.09 0.115 0.078 0.159 0.273
MLR 0.071 0.098 0.121 0.084 0.174 0.282
1000 ML 0.066 0.123 0.189 0.09 0.296 0.582
MLR 0.065 0.125 0.193 0.09 0.298 0.592
Medium (0.2) 200 ML 0.068 0.065 0.069 0.065 0.067 0.081
MLR 0.087 0.081 0.085 0.084 0.09 0.1
500 ML 0.061 0.064 0.073 0.064 0.077 0.089
MLR 0.065 0.074 0.079 0.068 0.083 0.094
1000 ML 0.056 0.057 0.06 0.057 0.077 0.098
MLR 0.057 0.061 0.062 0.06 0.082 0.107
Note.  Chi-square tests of model fit evaluated against critical value for p = .05 with 54 degrees of freedom (72.1532).
Study 1, Proportion of Models Rejected by Chi-Square Test of Model Fit, Manipulated Loading Differences
One-third Two-thirds
Proportion of Noninvariant Items
Relative Class Proportions Relative Class Proportions
Magnitude of 
Loading 
Differences
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Table 6. 
 
Total Sample Size Estimator .90/.10 .75/.25 .50/.50
200 ML 0.071 0.072 0.07
MLR 0.086 0.088 0.087
500 ML 0.062 0.06 0.061
MLR 0.065 0.064 0.067
1000 ML 0.052 0.052 0.053
MLR 0.054 0.054 0.055
Relative Class Proportions
 Study 1, Proportion of Models Rejected by Chi-Square Test of Model Fit, No 
Manipulated Loading Differences
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Table 7. 
Factor df ANOVA SS
Mean 
Square F Value p-value Eta Squared
Sample Size 2 0.04594019 0.022970 11646.8 <.0001 0.068285
Proportion of Noninvariant Factor Loadings 1 0.05774335 0.057743 29278.3 <.0001 0.085829
Magnitude of Loading Differences 1 0.11037168 0.110372 55963.1 <.0001 0.164054
Relative Class Size 2 0.09250836 0.046254 23452.8 <.0001 0.137503
Estimator 1 0.00152168 0.001522 771.56 0.0013 0.002262
Sample Size x Proportion 2 0.02798836 0.013994 7095.64 0.0001 0.041601
Sample Size x Magnitude 2 0.05997003 0.029985 15203.7 <.0001 0.089138
Sample Size x Relative Class Size 4 0.04319581 0.010799 5475.52 0.0002 0.064205
Sample Size x Estimator 2 0.00065253 0.000326 165.43 0.006 0.000970
Proportion x Magnitude 1 0.03560001 0.035600 18050.7 <.0001 0.052915
Proportion x Relative Class Size 2 0.03354669 0.016773 8504.8 0.0001 0.049863
Proportion x Estimator 1 0.00003335 0.000033 16.91 0.0544 0.000050
Magnitude x Relative Class Size 2 0.05988886 0.029944 15183.1 <.0001 0.089018
Magnitude x Estimator 1 0.00000168 0.000002 0.85 0.4534 0.000002
Relative Class Size x Estimator 2 0.00007369 0.000037 18.68 0.0508 0.000110
Sample Size x Proportion x Magnitude 2 0.01925053 0.009625 4880.42 0.0002 0.028614
Sample Size x Proportion x Relative Class Size 4 0.01662197 0.004155 2107.01 0.0005 0.024707
Sample Size x Proportion x Estimator 2 0.00000303 0.000002 0.77 0.5657 0.000005
Sample Size x Magnitude x Relative Class Size 4 0.03484831 0.008712 4417.39 0.0002 0.051798
Sample Size x Magnitude x Estimator 2 0.00001269 0.000006 3.22 0.2371 0.000019
Sample Size x Relative Class Size x Estimator 4 0.00001997 0.000005 2.53 0.3026 0.000030
Proportion x Magnitude x Relative Class Size 2 0.02069653 0.010348 5247.01 0.0002 0.030763
Proportion x Magnitude x Estimator 1 0.00000501 0.000005 2.54 0.2519 0.000007
Magnitude x Relative Classs Size x Estimator 2 0.00003053 0.000015 7.74 0.1144 0.000045
Sample Size x Proportion x Magnitude x Relative Class Size 4 0.01219281 0.003048 1545.57 0.0006 0.018123
Sample Size x Proportion x Magnitude x Estimator 2 0.00001219 0.000006 3.09 0.2444 0.000018
Sample Size x Proportion x Relative Class Size x Estimator 6 0.0000165 0.000003 1.39 0.4743 0.000025
Sample Size x Magnitude x Relative Class Size x Estimator 4 0.00001847 0.000005 2.34 0.321 0.000027
Proportion x Magnitude x Relative Class Size x Estimator 4 0.00000622 0.000002 0.79 0.6254 0.000009
 Study 1, ANOVA, Proportion of Models Rejected by Chi-Square Test of Model Fit, Manipulated Loading Differences
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Table 8. 
Mean SD n
Medium 0.0741 0.2619 36000
Large 0.1524 0.3594 36000
90/10 0.0716 0.2578 24000
75/25 0.109 0.3117 24000
50/50 0.1591 0.3658 24000
Magnitude of Loading Differences
Relative Class Size
Study 1, Mean Rejection Rates by Chi-Square Test of Model Fit, Manipulated Loading Differences
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Table 9. 
df ANOVA SS Mean Square F Value p-value Eta Squared
Sample Size 2 0.00201233 0.00100617 3292.91 <.0001 0.823881269
Relative Class Size 2 0.000001 0.0000005 1.64 0.3025 0.000409417
Estimator 1 0.00024939 0.00024939 816.18 <.0001 0.102104401
Sample Size x Relative Class Size 4 0.00000767 0.00000192 6.27 0.0515 0.003140225
Sample Size x Estimator 2 0.00016878 0.00008439 276.18 <.0001 0.069101331
Relative Class Size x Estimator 2 0.00000211 0.00000106 3.45 0.1344 0.000863869
Study 1, ANOVA, Proportion of Models Rejected by Chi-Square Test of Model Fit, No Manipulated Loading Differences
 
 
  
53 
Table 10. 
Mean SD n
1000 0.0533 0.2247 6000
500 0.0632 0.2433 6000
200 0.079 0.2698 6000
ML 0.0614 0.2402 9000
MLR 0.0689 0.2533 9000
Sample size
Estimator
Study 1, Mean Rejection Rates by Chi-Square Test of 
Model Fit, No Manipulated Loading Differences
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Table 11. 
Factor df
ANOVA 
SS
Mean 
Square F Value p-value Eta Squared
Sample Size 2 0.760829 0.380415 2561.17 <.0001 0.063357
Proportion of Noninvariant Factor Loadings 1 0.059818 0.059818 402.73 <.0001 0.004981
Magnitude of Loading Differences 1 0.172311 0.172311 1160.1 <.0001 0.014349
Relative Class Size 2 0.137376 0.068688 462.45 <.0001 0.011440
Estimator 1 0.004120 0.004120 27.74 <.0001 0.000343
Sample Size x Proportion 2 0.008918 0.004459 30.02 <.0001 0.000743
Sample Size x Magnitude 2 0.016353 0.008177 55.05 <.0001 0.001362
Sample Size x Relative Class Size 4 0.011101 0.002775 18.69 <.0001 0.000924
Sample Size x Estimator 2 0.003054 0.001527 10.28 <.0001 0.000254
Proportion x Magnitude 1 0.029756 0.029756 200.33 <.0001 0.002478
Proportion x Relative Class Size 2 0.028001 0.014000 94.26 <.0001 0.002332
Proportion x Estimator 1 0.000007 0.000007 0.05 0.8267 0.000001
Magnitude x Relative Class Size 2 0.066333 0.033166 223.29 <.0001 0.005524
Magnitude x Estimator 1 0.000021 0.000021 0.14 0.7084 0.000002
Relative Class Size x Estimator 2 0.000028 0.000014 0.09 0.9115 0.000002
Sample Size x Proportion x Magnitude 2 0.002931 0.001465 9.87 <.0001 0.000244
Sample Size x Proportion x Relative Class Size 4 0.002866 0.000717 4.82 0.0007 0.000239
Sample Size x Proportion x Estimator 2 0.000004 0.000002 0.01 0.9851 0.000000
Sample Size x Magnitude x Relative Class Size 4 0.005559 0.001390 9.36 <.0001 0.000463
Sample Size x Magnitude x Estimator 2 0.000006 0.000003 0.02 0.9787 0.000001
Sample Size x Relative Class Size x Estimator 4 0.000014 0.000004 0.02 0.9989 0.000001
Proportion x Magnitude x Relative Class Size 2 0.014723 0.007361 49.56 <.0001 0.001226
Proportion x Magnitude x Estimator 1 0.000002 0.000002 0.02 0.8982 0.000000
Magnitude x Relative Classs Size x Estimator 2 0.000002 0.000001 0.01 0.994 0.000000
Sample Size x Proportion x Magnitude x Relative Class Size 4 0.000918 0.000229 1.54 0.1862 0.000076
Sample Size x Proportion x Magnitude x Estimator 2 0.000001 0.000001 0 0.9953 0.000000
Sample Size x Proportion x Relative Class Size x Estimator 4 0.000004 0.000001 0.01 0.9999 0.000000
Sample Size x Magnitude x Relative Class Size x Estimator 4 0.000000 0.000000 0 1.0000 0.000000
Proportion x Magnitude x Relative Class Size x Estimator 2 0.000001 0.000001 0 0.9957 0.000000
Sample Size x Proportion x Magnitude x Relative Class Size x Estimator 4 0.000001 0.000000 0 1.0000 0.000000
 Study 1, ANOVA, RMSEA, Manipulated Loading Differences
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Table 12. 
Mean SD n
1000 0.0087 0.0083 24000
500 0.0106 0.0108 24000
200 0.0163 0.0168 24000
Large 0.0134 0.0131 36000
Medium 0.0103 0.0125 36000
90/10 0.0102 0.0124 24000
75/25 0.0119 0.0128 24000
50/50 0.0136 0.0132 24000
Study 1, Mean RMSEA Values, Manipulated Loading Differences
Sample size
Magnitude of Loading 
Differences
Relative Class Size
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Table 13. 
Factor df
ANOVA 
SS
Mean 
Square F Value p-value Eta Squared
Sample Size 2 0.278383 0.139192 1000.300000 <.0001 0.100074
Relative Class Size 2 0.000000 0.000000 0.000000 0.9994 0.000000
Estimator 1 0.000636 0.000636 4.570000 0.0325 0.000229
Sample Size x Relative Class Size 4 0.000000 0.000000 0.000000 1.0000 0.000000
Sample Size x Estimator 2 0.000562 0.000281 2.020000 0.1326 0.000202
Relative Class Size x Estimator 2 0.000000 0.000000 0.000000 0.9996 0.000000
Sample Size x Relative Class Size x Estimator 4 0.000001 0.000000 0.000000 1.0000 0.000000
Study 1, ANOVA, RMSEA, No Manipulated Loading Differences
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Table 14. 
Mean SD n
1000 0.0056 0.007 6000
500 0.0084 0.0099 6000
200 0.015 0.0164 6000
Sample size
Study 1, Mean RMSEA Values, No Manipulated Loading Differences
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Table 15. 
 
One-third One-half
ML 3 1
MLR 4 1
ML 1 *
MLR 1 *
Magnitude of Correlation 
Between Observed Group 
and Latent Class 
Membership
* All models reached convergence.
Proportion of Items Exhibiting 
Configural Differences
Study 2, Number of Models Failing to Reach Convergence
0
0.6
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Table 16. 
Factor df ANOVA SS Mean Square F Value p-value Eta Squared
Sample Size 2 10.32709449 5.16354725 42502.4 <.0001 0.372303
Proportion 1 5.55249178 5.55249178 45703.9 <.0001 0.200174
Correlation 3 1.54879247 0.51626416 4249.49 <.0001 0.055836
Estimator 1 0.11797144 0.11797144 971.05 <.0001 0.004253
Sample Size x Proportion 2 0.43632259 0.2181613 1795.74 <.0001 0.015730
Sample Size x Correlation 5 2.13008591 0.42601718 3506.65 <.0001 0.076792
Sample Size x Estimator 2 0.04135472 0.02067736 170.2 <.0001 0.001491
Proportion x Correlation 3 0.60388133 0.20129378 1656.9 <.0001 0.021771
Proportion x Estimator 1 0.01208019 0.01208019 99.43 <.0001 0.000436
Correlation x Estimator 3 0.00136409 0.0004547 3.74 0.0106 0.000049
Sample Size x Proportion x Correlation 5 1.19442928 0.23888586 1966.33 <.0001 0.043061
Sample Size x Proportion x Estimator 2 0.00263378 0.00131689 10.84 <.0001 0.000095
Sample Size x Correlation x Estimator 5 0.00421431 0.00084286 6.94 <.0001 0.000152
Proportion x Correlation x Estimator 3 0.00312267 0.00104089 8.57 <.0001 0.000113
Sample Size x Proportion x Correlation x Estimator 5 0.00296745 0.00059349 4.89 0.0002 0.000107
Study 2, ANOVA, RMSEA
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Table 17. 
Mean SD n
1000 0.106 0.0119 16000
500 0.1119 0.0139 16000
200 0.1446 0.0306 16000
One-third 0.1078 0.0183 21989
One-half 0.1295 0.0263 21910
Study 2, Mean RMSEA Values
Sample size
Proportion
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Figure 1. Study 1, Proportion of Models Rejected by Chi-Square Test of Model Fit, Manipulated Loading Differences   
P
r
o
p
o
r
t
i
o
n
 
o
f
 
M
o
d
e
l
s
 
R
e
j
e
c
t
e
d
 
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
.
5
0
/
.
5
0
.
7
5
/
.
2
5
.
9
0
/
.
1
0
200 500 1000 200 500 1000
One-third Two-thirds
Large (0.3)
Medium (0.2)
Magnitude of Loading Difference
62 
Figure 2. Study 1, Proportion of Models Rejected by Chi-Square Test of Model Fit, No Manipulated Loading 
Differences 
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Figure 3. Study 1, RMSEA Values, Manipulated Loading Differences 
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Figure 4. Study 1, RMSEA Values, No Manipulated Loading Differences 
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Figure 5. Study 2, RMSEA Values 
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APPENDIX A  
POPULATION COVARIANCE MATRICES 
67 
Class 1 Population Covariance Matrix 
 
 
 X1             0.678 
 X2             0.312         1.788 
 X3             0.104         0.156         0.512 
 X4             0.156         0.234         0.078         0.617 
 X5             0.416         0.624         0.208         0.312         1.792 
 X6             0.286         0.429         0.143         0.215         0.572 1.003 
 X7             0.208         0.312         0.104         0.156         0.416 0.286         0.438 
 X8             0.338         0.507         0.169         0.253         0.676 0.465         0.338         1.449 
 X9             0.182         0.273         0.091         0.136         0.364 0.250         0.182         0.296         0.369 
 X10           0.364         0.546         0.182         0.273         0.728 0.500         0.364         0.591         0.318         1.377 
 X11           0.416         0.624         0.208         0.312         0.832 0.572         0.416         0.676         0.364         0.728 1.262 
 X12           0.260         0.390         0.130         0.195         0.520 0.357         0.260         0.422         0.227         0.455 0.520         0.905 
 
  
68 
Class 2 Population Covariance Matrix, One-third Noninvariant Loadings, Medium Loading Difference 
 
 
 X1             0.795 
 X2             0.455         1.957 
 X3             0.195         0.273         0.577 
 X4             0.260         0.364         0.156         0.708 
 X5             0.520         0.728         0.312         0.416         1.792 
 X6             0.357         0.500         0.215         0.286         0.572 1.003 
 X7             0.260         0.364         0.156         0.208         0.416 0.286         0.438 
 X8             0.422         0.591         0.253         0.338         0.676 0.465         0.338         1.449 
 X9             0.227         0.318         0.136         0.182         0.364 0.250         0.182         0.296         0.369 
 X10           0.455         0.637         0.273         0.364         0.728 0.500         0.364         0.591         0.318         1.377 
 X11           0.520         0.728         0.312         0.416         0.832 0.572         0.416         0.676         0.364         0.728 1.262 
 X12           0.325         0.455         0.195         0.260         0.520 0.357         0.260         0.422         0.227         0.455 0.520         0.905 
 
  
69 
Class 2 Population Covariance Matrix, One-third Noninvariant Loadings, Large Loading Difference 
 
 
 X1             0.678 
 X2             0.312         1.788 
 X3             0.104         0.156         0.512 
 X4             0.156         0.234         0.078         0.617 
 X5             0.416         0.624         0.208         0.312         1.792 
 X6             0.286         0.429         0.143         0.215         0.572 1.003 
 X7             0.208         0.312         0.104         0.156         0.416 0.286         0.438 
 X8             0.338         0.507         0.169         0.253         0.676 0.465         0.338         1.449 
 X9             0.182         0.273         0.091         0.136         0.364 0.250         0.182         0.296         0.369 
 X10           0.364         0.546         0.182         0.273         0.728 0.500         0.364         0.591         0.318         1.377 
 X11           0.416         0.624         0.208         0.312         0.832 0.572         0.416         0.676         0.364         0.728 1.262 
 X12           0.260         0.390         0.130         0.195         0.520 0.357         0.260         0.422         0.227         0.455 0.520         0.905 
 
 
  
70 
Class 2 Population Covariance Matrix, Two-thirds Noninvariant Loadings, Medium Loading Difference 
 
 
X1             0.795 
 X2             0.455         1.957 
 X3             0.195         0.273         0.577 
 X4             0.260         0.364         0.156         0.708 
 X5             0.390         0.546         0.234         0.312         1.428 
 X6             0.227         0.318         0.136         0.182         0.273 0.769 
 X7             0.130         0.182         0.078         0.104         0.156 0.091         0.282 
 X8             0.292         0.409         0.175         0.234         0.351 0.205         0.117         1.163 
 X9             0.227         0.318         0.136         0.182         0.273 0.159         0.091         0.205         0.369 
 X10           0.455         0.637         0.273         0.364         0.546 0.318         0.182         0.409         0.318         1.377 
 X11           0.520         0.728         0.312         0.416         0.624 0.364         0.208         0.468         0.364         0.728 1.262 
 X12           0.325         0.455         0.195         0.260         0.390 0.227         0.130         0.292         0.227         0.455 0.520         0.905 
