In groundwater contaminant remediation and risk assessment, it is important to identify parameters of the contaminant source and hydraulic conductivity field by solving an inverse problem. However, if the dimensionality of the inverse problem is high, it is usually computationally expensive to obtain accurate estimation and uncertainty assessment of these parameters. This is particularly the case when Markov Chain Monte Carlo (MCMC) sampling is used. In this paper, an efficient approach entitled inverse iterative simulation (iIS) is proposed to efficiently identify the contaminant source characteristics, together with the hydraulic conductivity field.
Introduction
For better prediction of the effect of human activities on subsurface environment, it is vital to develop accurate groundwater models. However, uncertainties derived from measurements and model structures are ubiquities. Moreover, limited data that rarely contains sufficient information to identify the subsurface characteristics further undermine accurate modeling [Tartakovsky, 2013] . Thus, uncertainty quantification is essential in groundwater modeling, where quantifying parametric uncertainty is the basis of quantifying model structure uncertainty [Zhang et al., 2013] .
In groundwater contaminant remediation and risk assessment, identifying parameters of contaminant source (e.g., source location and release history) and hydraulic conductivity field is essential. However, directly measuring these parameters is difficult or even impossible. Thus, we need to estimate the model parameters indirectly from concentration and hydraulic head measurements by solving an inverse problem. Many inverse methods have been used to identify containment source parameters, e.g., geostatistical approach [Snodgrass and Kitanidis, 1997; Sun, 2007] , minimum relative entropy method [Woodbury et al., 1998] , correlation coefficient optimization [Sidauruk et al., 1998] , least squares methods [Liu and Ball, 1999] , Genetic Algorithm [Mahinthakumar and Sayeed, 2005] , simulated annealing [Yeh et al., 2007] , and Markov Chain Monte Carlo (MCMC) sampling [Wang and Jin, 2013; Zeng et al., 2012; Zhang et al., 2015] . Nowadays, MCMC methods are becoming increasingly popular in hydrologic model uncertainty quantification for its general applicability in highly nonlinear and non-Gaussian problems involving complex processes. However, for high dimensional problems, even with some advanced MCMC algorithms (e.g., DRAM [Haario et al., 2006] and DREAM(ZS) [Vrugt et al., 2008; Vrugt et al., 2009] ), a very large number of model evaluations are usually needed to sufficiently explore the posterior parameter space. When the uncertainty of contaminant source (source location and release history) and hydraulic conductivity field are considered simultaneously, the number of unknown parameters would be rather large, which would require very huge computational cost if MCMC method is adopted. To efficiently infer these parameters, in this paper, a new approach is proposed as an alternative to MCMC method. This method utilizes a simple approach borrowed from Ensemble Smother (ES) [Evensen and Van Leeuwen, 2000 ] to update model parameters and an inverse Gaussian process (iGP) approach to improve the accuracy of parameter updating. We have called this algorithm inverse iterative simulation (iIS). As a benchmark, the algorithm will be compared with the widely used MCMC algorithm DREAM(ZS) [Vrugt et al., 2008; Vrugt et al., 2009] , which have shown great efficiency and accuracy in hydrologic model parameter inference. The paper continues with descriptions of contaminant transport model and the algorithm, followed by implementing the iIS algorithm on two synthetic examples, and ends with some conclusions.
Theory and Methods

Flow and Transport Model
In this study, the transport of nonreactive contaminant in a two-dimensional (2-D) heterogeneous flow field is considered. The steady state saturated groundwater flow satisfies the following governing equation [Harbaugh, 2005] : With appropriate initial and boundary conditions, the 2-D groundwater flow problem can be solved numerically. Then the transport of a nonreactive contaminant can be obtained by solving the following advection dispersion equation [Zheng and Wang, 1999] :
where  is the porosity of the subsurface medium; C is the dissolved concentration of contaminant [ 
Methods
In a hydrologic model, measurements d can be expressed as 
where M and F are matrixes with N columns , each column of the two matrixes are the mean of M and F , respectably; R is the covariance matrix of measurement error.
( (4) Repeat steps (2) and (3), until the stop criterion is satisfied. The stop criterion is defined according to the consistency between residuals (the difference between the latest F and d ) and measurement error statistics. This is realized as follows.
Given measurement d and measurement error distribution 
Numerical Experiments
Case Study 1: Contaminant Source Identification with
Zonated Conductivity Field
In this case study, we tested the iIS algorithm for a contaminant source identification problem in steady saturated flow.
As shown in Figure 1 , the flow domain is 20 [L] [Harbaugh, 2005] . In this steady saturated flow field, a contaminant source located within a potential area denoted by the red dashed rectangle in Figure 1 was released from 1[T] to 6[T] . Then the solute transport equations was solved numerically with MT3DMS [Zheng and Wang, 1999] .
[ Figure 1 ]
In this case, there were totally 11 unknown parameters, i.e., 3 conductivity . Their distributions were assumed to be uniform with given ranges, as listed in Table 1 . To solve this inverse problem, concentration and hydraulic head measurements at 5 locations (the blue dots in Figure 1 
, the concentration measurements were collected. Since the flow was steady, the hydraulic head measurements were sampled only once at the 5 locations. The errors for the concentration and head measurements were assumed to follow 2 (0, 0.05 ) N and 2 (0, 0.01 ) N , respectively. With these noisy measurements, the inverse problem was solved with the iIS and DREAM(ZS) algorithms, respectively.
For the iIS algorithm, in each iteration, the number of parameter samples for updating was 400, and the 50 parameter samples with the smallest likelihood values were replaced with the inverse Gaussian process method as described in step (5), 2.2., which means that the total number of model evaluations was 450 in each iteration. Y ) obtained by the iIS algorithm are with slightly higher peaks. This may be caused by the fact that, although we try to make sure that the residuals between F and measurements d are consistent with measurement error statistics, it is unavoidable to over update some parameters slightly.
[ Figure 4 ] The inverse Gaussian process described in step (5), 2.2. to refine parameter samples could guarantee the accuracy of the updating process described in step (2), if it is not applied, it may result in less accurate parameter estimation. To illustrate this, one another set of parameters randomly drawn from prior distributions were chosen as the true parameters, and the measurements were generated with additive measurement errors. Figure 5 shows the posterior distributions obtained by the DREAM(ZS) algorithm, the iIS algorithm adopting the inverse Gaussian process and the iIS algorithm without the inverse Gaussian process, respectively. It is clearly shown that, if the inverse Gaussian process is not used, the posterior distribution of parameters obtained by the iIS algorithm are more likely to deviate from those of MCMC.
[ Figure 5] 
Case Study 2: Contaminant Source Identification with
Continuous Random Conductivity Field
In Case 1, the conductivity field with only three hydraulic zones is considered, which is an over-simplification of real cases. To be more realistic, the conductivity can be modeled as a continuously varying random field. In this case study, the log conductivity field () Y x is assumed as a spatially correlated Gaussian random field with separable exponential correlation form shown in Eq. (8) ,,    ..., ).
To infer these parameters, there are 40 sampling locations to provide hydraulic head at one time and concentration measurements every  
. The sampling locations are represented with blue dots in Figure 6(a) . The concentration and hydraulic head measurements are generated with reference parameters with additive Gaussian errors 2 ε (0, 0.005 ) N and 2 ε (0, 0.001 ) N , respectively. The reference conductivity is also generated by the truncated KL expansion (100 terms).
[ Figure 6 ] For the iIS algorithm, in each iteration, the number of parameter samples for updating was 400, and the 50 parameter samples with the smallest likelihood values were replaced with the inverse Gaussian process method as described in step (5), 2.2., which means that the total number of model evaluations was 450 in each iteration. For the conductivity field represented with 100 KL terms, Figure 7 (b) shows the true log K field. Using parameter samples with the biggest likelihood values for the iIS and the DREAM(ZS) algorithms, respectively, the log K field estimations are shown in Figure 7(c-d) . It can be seen that, both algorithms can obtain log K fields close to the true reference log K field.
Conclusions
In this paper, an efficient approach entitled inverse iterative simulation is proposed to efficiently identify the contaminant source characteristics, together with the hydraulic conductivity field. The iIS algorithm utilizes a simple approach borrowed from Ensemble Smother (ES) to update model parameter and an inverse Gaussian process approach to improve the accuracy of parameter updating.
The efficiency and accuracy of the developed iIS algorithm in estimating contaminant source and conductivity field parameters were tested in two numerical case studies. In the first case study, with 8 contaminant source parameters and 3 hydraulic conductivity parameters, the iIS algorithm can obtain very close posterior parameter distributions compared with MCMC algorithm. In the second case study, with 8 contaminant source parameters and 100 KL expansion terms to represent the conductivity field, the iIS algorithm can obtain accurate estimation with very few model evaluations. Meanwhile, the time needed by the iIS algorithm could be further reduced through parallel computation. 
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