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DETAILED ANALYSIS OF A CONSERVATIVE DIFFERENCE
APPROXIMATION FOR THE TIME FRACTIONAL
DIFFUSION EQUATION
S. SHEN , F. LIU∗ , V. ANH , I. TURNER
Abstract. Diffusion equations that use time fractional derivatives are at-
tractive because they describe a wealth of problems involving non-Markovian
Random walks. The time fractional diffusion equation (TFDE) is obtained
from the standard diffusion equation by replacing the first-order time de-
rivative with a fractional derivative of order α ∈ (0, 1). Developing numer-
ical methods for solving fractional partial differential equations is a new
research field and the theoretical analysis of the numerical methods associ-
ated with them is not fully developed. In this paper an explicit conservative
difference approximation (ECDA) for TFDE is proposed. We give a de-
tailed analysis for this ECDA and generate discrete models of random walk
suitable for simulating random variables whose spatial probability density
evolves in time according to this fractional diffusion equation. The sta-
bility and convergence of the ECDA for TFDE in a bounded domain are
discussed. Finally, some numerical examples are presented to show the
application of the present technique.
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1. Introduction
At present, a growing number of works by many authors from various fields
of science and engineering deal with dynamical systems described by fractional-
order equations. These types of equations involve derivatives and integrals of
non-integer order. Fractional-order derivatives and integrals provide a powerful
instrument for the description of memory and hereditary properties of differ-
ent substances [2,6,20,21,22,23]. Fractional-order equations have recently been
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treated by a number of authors. Wyss [28] considered the time fractional diffu-
sion equation with the solution given in closed form in terms of Fox functions.
Schneider and Wyss [24] considered the time fractional diffusion and wave equa-
tions. The corresponding Green functions were obtained in closed form for arbi-
trary space dimensions in terms of Fox functions and their properties exhibited.
Gorenflo et al. [8] used the similarity method and the method of Laplace trans-
form to obtain the scale-invariant solution of the time-fractional diffusion-wave
equation in terms of the Wright function. However, an explicit representation of
the Green functions for the problem in half-space is difficult to determine, except
in the special cases α = 1 with arbitrary n, or n = 1 with arbitrary α. Huang and
Liu [10] considered the time-fractional diffusion equations in an n-dimensional
whole-space and half-space. They investigate the explicit relationships between
the problems in whole-space with the corresponding problems in half-space by
the Fourier-Laplace transform. Benson et al. (see [3],[4],[5]) considered the space
fractional advection-dispersion equation and gave an analytic solution in terms
of the α-stable error function. Liu et al. [12] considered the time fractional
advection-dispersion equation and derived the complete solution. Mainardi et
al. [17] considered the space-time fractional diffusion equation and provided a
general representation of the Green functions in terms of Mellin-Barnes integrals
in the complex plane.
Time fractional diffusion and wave equations are derived by considering con-
tinuous time random walk problems (CTRW), which are in general non-Markovian
processes. Space fractional diffusion equations with the fractional spatial deriv-
ative are used for studying Markovian processes. The physical interpretation of
the fractional derivative in both cases is that it represents a degree of memory
in the diffusing material [9].
The most significant advantage of the fractional order models in comparison
with integer-order models is based on important fundamental physical consider-
ations. However, because of the absence of appropriate mathematical methods,
fractional-order dynamical systems were studied only marginally in the theory
and practice of control systems. Numerical methods and theoretical analysis
of fractional differential equations are very difficult tasks [13,14], because the
fractional differential equations involves a fractional-order derivative. Diethelm
et al. [7] investigated a fractional Adams method for the numerical solution of
the nonlinear fractional ordinary differential equation. Shen and Liu [25] pro-
posed a computationally effective method for the fractional-order Bagley-Torvik
equation. Lin and Liu [11] derived a high order approximation for the nonlin-
ear fractional order ordinary differential equation. However, it should be noted
that the number of published works appearing in the literature on the numerical
solutions of fractional partial differential equations [18] is sparse.
In this paper, the time fractional diffusion equation (TFDE) is considered.
TFDE has been investigated by several authors for different purposes [9,28].
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Gorenflo et al. [9] adopted a suitable finite-difference solution scheme and gen-
erated a discrete random walk approach. From a physical view-point this gen-
eralized diffusion equation is obtained from a fractional Fick law that describes
transport processes with long memory. The fundamental solution of the TFDE
is interpreted as a probability density of a self-similar non-Markovian stochastic
process related to a phenomenon of slow anomalous diffusion. We use an effec-
tive explicit finite-difference scheme for TFDE, and generate discrete models of
random walk suitable for simulating random variables whose spatial probabil-
ity density evolves in time according to this fractional diffusion equation. The
analytical solution of the fractional diffusion equation is also presented. Subse-
quently, the conditions for the stability and convergence of the ECDA for TFDE
in a bounded domain are derived. Some numerical examples are proposed. Re-
sults show that for time fractional derivatives of order α ∈ (0, 1) , and the system
exhibits diffusion behaviours. The techniques described here can be applied to
fractional-order dynamical systems and controllers.
2. The explicit conservative difference approximation for TFDE
In this section the following time fractional diffusion equation is considered:
tD
α
∗ u(x, t) =
∂2
∂x2
u(x, t), 0 < α < 1, x ∈ R, t ∈ R+0 , (1)
where tDα∗ denotes the time fractional derivative intended in the Caputo sense:
tD
α
∗ u(x, t) =
1
Γ(1− α)
t∫
0
[
∂u(x, τ)
∂τ
]
dτ
(t− τ)α , 0 < α < 1.
When α = 1 we recover in the limit the well-known diffusion equation (Mar-
kovian process),
∂
∂t
u(x, t) =
∂2
∂x2
u(x, t), x ∈ R, t ∈ R+0 . (2)
In the case α < 1, we have to consider all previous time levels (non-Markovian
process).
We now discretize space and time by grid points and time instants as follows
xj = jh, h > 0, j = 0,±1,±2, . . . ; tn = nτ, τ > 0, n = 0, 1, 2, . . . , N
where h and τ are the space and time steps, respectively. The dependent variable
u is then discretized (after multiplication of (1) by the spatial mesh-width h )
by introducing yj(tn) as the intended approximation to
xj+
h
2∫
xj−h2
u(x, tn)dx ≈ hu(xj , tn).
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With the quantities yj(tn) so intended, we replace the time fractional diffusion
equation (1), by the finite-difference equation
tD
α
∗ yj(tn+1) =
yj+1(tn)−2yj(tn)+yj−1(tn)
h2 , 0 < α ≤ 1. (3)
As usual, we have adopted a symmetric second-order difference quotient in
space at level t = tn for approximating the second-order space derivative. The
time fractional derivative term can be approximated using the following scheme
[23]:
tD
α
∗ yj(tn+1)
= 1Γ(1−α)
n∑
i=0
yj(tn+1−iτ)−yj(tn+1−(i+1)τ)
τ
(i+1)τ∫
iτ
dr
rα
= τ
−α
(1−α)Γ(1−α)
n∑
i=0
[yj(tn+1−i)− yj(tn−i)][(i+ 1)(1−α) − i(1−α)]
= τ
−α
Γ(2−α)
n∑
i=0
[yj(tn+1−i)− yj(tn−i)][(i+ 1)(1−α) − i(1−α)]
= τ
−α
Γ(2−α){[yj(tn+1)− yj(tn)]
+
n∑
i=1
[yj(tn+1−i)− yj(tn−i)][(i+ 1)(1−α) − i(1−α)]}
(4)
Thus, the discrete form of the equation (1) can be written in the following
form:
[yj(tn+1)− yj(tn)] +
n∑
i=1
[yj(tn+1−i)− yj(tn−i)][(i+ 1)(1−α) − i(1−α)]
= µΓ(2− α)[yj+1(tn)− 2yj(tn) + yj−1(tn)] (5)
where µ := τ
α
h2 . Rearranging, we obtain
yj(tn+1)
= µΓ(2− α)yj+1(tn) + [2− 21−α − 2µΓ(2− α)]yj(tn)
+µΓ(2− α)yj−1(tn) + [2 · 21−α − 1− 31−α]yj(tn−1)
+[2 · 31−α − 21−α − 41−α]yj(tn−2)
+ · · ·+ [2 · n1−α − (n− 1)1−α − (n+ 1)1−α]yj(t1)
+[(n+ 1)1−α − n1−α]yj(t0).
(6)
Note: It is clear from equation (6) that all values in space must be stored
at all time levels. For a fine spatial and temporal resolution this process may
consume a large amount of memory.
Next, the coefficients ck, bn are introduced:{
ck = 2k1−α − (k − 1)1−α − (k + 1)1−α, k ≥ 1,
bn = (n+ 1)1−α − n1−α, n ≥ 0. (7)
which enables equation (6) to be written in the following noteworthy form
yj(tn+1) = bnyj(t0) +
n∑
k=1
ckyj(tn+1−k)
+µΓ(2− α)[yj+1(tn)− 2yj(tn) + yj−1(tn)].
(8)
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In particular,
for n = 0:
yj(t1) = yj(t0) + µΓ(2− α)[yj+1(t0)− 2yj(t0) + yj−1(t0)].
for n = 1:
yj(t2) = b1yj(t0) + [c1 − 2µΓ(2− α)]yj(t1) + µΓ(2− α)[yj+1(t1) + yj−1(t1)].
for n ≥ 2:
yj(tn+1) = bnyj(t0) +
n∑
k=2
ckyj(tn+1−k)
+[c1 − 2µΓ(2− α)]yj(tn) + µΓ(2− α)[yj+1(tn) + yj−1(tn)].
We observe that the bn and ck form sequences of positive numbers, not greater
than 1, decreasing strictly monotonically to zero.
In fact, let f(x) = x1−α, (1 ≤ x) 0 < α < 1, then
f ′(x) = (1− α)x(−α) , f ′′(x) = (1− α)(−α)x(−α−1) < 0.
Therefore f(x) is a convex function that satisfies:
f(x1)+f(x2)
2 ≤ f(x1+x22 ).
Let x1 = k − 1, x2 = k + 1, we have f(k − 1) + f(k + 1) ≤ 2f(k) i.e., (k −
1)(1−α) + (k + 1)(1−α) ≤ 2k(1−α).
Thus, For 0 < α < 1 the coefficients (7) possess the properties
1 = b0 > b1 > b2 > b2 > · · · → 0,
ck = bk−1 − bk,
n∑
k=1
ck = 1 + n1−α − (n+ 1)1−α,
∞∑
k=1
ck = 1, 1 > 2− 21−α = c1 > c2 > c3 > · · · → 0.
(9)
From equation (8), we have the following propositions.
Proposition 1: The solution yj(tn+1) preserves non-negativity, if all coefficients
are non-negative, hence if the coefficient of the term yj(tn) is non-negative, i.e.,
0 < µ =
τα
h2
≤ 1
Γ(2− α) (1−
1
2α
). (10)
The following result can be proved using mathematical induction.
Proposition 2: The solution yj(tn) is conservative, i.e.,
+∞∑
j=−∞
|yj(t0)| <∞⇒
+∞∑
j=−∞
yj(tn) =
+∞∑
j=−∞
yj(t0) , n ∈ N. (11)
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Proof: Let Sn =
+∞∑
j=−∞
yj(tn) for n ≥ 0, then from (8) we obtain
S1 =
+∞∑
j=−∞
yj(t1)
=
+∞∑
j=−∞
yj(t0) + µΓ(2− α)
+∞∑
j=−∞
yj+1(t0)
−2µΓ(2− α)
+∞∑
j=−∞
yj(t0) + µΓ(2− α)
+∞∑
j=−∞
yj−1(t0)
=
+∞∑
j=−∞
yj(t0)
= S0.
Now assume that when n ≤ k, the equation (11) is true, i.e., S0 = S1 = · · · =
Sk. When n = k + 1, we have
Sk+1 =
+∞∑
j=−∞
yj(tk+1)
= bkS0 +
k∑
i=2
ciSk+1−i + [2− 21−α − 2µΓ(2− α)]Sk
+µΓ(2− α)Sk + µΓ(2− α)Sk
= bkS0 +
k∑
i=2
ciS0 + [2− 21−α]S0
= [bk +
k∑
i=2
ci + (2− 21−α)]S0
= [(k + 1)1−α − k1−α + 21−α − 1 + k1−α
−(k + 1)1−α + 2− 21−α]S0
= S0,
i.e., we have proved that when n = k+1, the equation (11) is also true and the in-
duction step is completed. 2
Remark 1: Non-negativity preservation and conservativity implies that our
scheme can be interpreted as a redistribution scheme of clumps yj(tn).
Similarly to Gerenflo’s [9] discussion, the interpretation of our redistribution
scheme is as follows: the clump yj(tn+1) arises as a weighted-memory average
of the (previous) n+1 values yj(tm), with m = n, n − 1, . . . , 1, 0, and positive
weights
c1, c2, . . . , cn, bn, (where ck = bk−1 − bk) (12)
followed by subtraction of 2µΓ(2 − α)yj(tn), which is given in equal parts to
the neighboring points xj−1 and xj+1, but replaced by the contribution µΓ(2−
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α)[yj+1(tn)+ yj−1(tn)] from these neighboring points. For a random walk inter-
pretation we consider the yj(tn) as probabilities of sojourn at point xj in instant
tn requiring the normalization condition
∑+∞
j=−∞ yj(t0) = 1.
For n = 0 equation (8) gives that a particle sitting at xj in instant t0 jumps,
when t proceeds from t0 to t1, with probability µΓ(2 − α) to either of the
neighbouring points xj+1 or xj−1, and with probability 1−2µΓ(2−α) it remains
at xj .
For n ≥ 1 we write (8) as follows:
yj(tn+1) = bnyj(t0) +
n∑
k=2
ckyj(tn+1−k)
+[c1 − 2µΓ(2− α)]yj(tn) + µΓ(2− α)[yj+1(tn) + yj−1(tn)]
(13)
Obviously, all coefficients (probabilities) are non-negative, with unit sum. In
fact,
bn +
n∑
k=2
ck + c1 − 2µΓ(2− α) + µΓ(2− α) + µΓ(2− α)
= bn +
n∑
k=1
ck
= bn + 1 + n1−α − (n+ 1)1−α
= 1.
From (13) we conclude, by re-interpretation of the spatial index j, consider-
ing the whole history of the particle, i.e., the particle path {x(t0), x(t1), x(t2),
. . . , x(t2)}, that if at instant tn the particle is at point xj , there is the contri-
bution c1 − 2µΓ(2 − α) to be again at xj at instant tn+1, and the contribution
µΓ(2− α) to go to either xj−1 or xj+1; However the sum of these contributions
is c1 = 2− 21−α ≤ 1 and excluding the case α = 1 in which we recover standard
diffusion(Markovian process), for α < 1 we have to consider the previous time
levels(non-Markovian process). Then, from levels tn−1 we obtain the contribu-
tion c2 for the probability of staying at xj also at time tn+1, from level tn−2 we
obtain the contribution c3 for the probability of staying at xj at tn+1, . . . , from
level t1 we get the contribution cn for the probability of staying at xj at tn+1,
and finally, from level t0 = 0 we get the contribution bn for the probability of
staying at xj at tn+1. Thus, the whole history up to tn decides probabilistically
where the particle will be at instant tn+1.
Let us consider the problem of simulating the transition from time level tn to
tn+1: assume the particle is sitting at xj at time tn. Generate a random number
equidistributed in 0 ≤ ρ < 1, and subdivide the interval [0, 1) as follows: from left
to right beginning at zero, put adjacent intervals of length c1, c2, . . . , cn, bn, for
consistency left-closed, right-open. The sum of these is 1. We divide further the
first interval(of length c1)into sub-intervals of length µΓ(2−α), c1−2µΓ(2−α),
µΓ(2− α). Then we look into which of the above intervals the random number
falls. If it is in first interval with length c1 = µΓ(2 − α) + c1 − 2µΓ(2 − α) +
µΓ(2−α), then look in which subinterval, and correspondingly move the particle
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to xj−1, or leave it at xj or move to xj+1. If the random number falls into
one of the intervals with length c2, c3, . . . , cn, then move the particle back to its
previous position x(tn+1−k), which by chance could be identical with xj = x(tn).
If the random number falls into the rightmost interval with length bn then move
the particle back to its initial position x(t0), for which we recommend x(t0) = 0,
meaning yj(t0) = δj0, in accordance with the initial condition u(x, 0) = δ(x) for
(1). Besides the diffusive part (µΓ(2−α), c1− 2µΓ(2−α), µΓ(2−α)) which lets
the particle jump at most to neighbouring points, we have for 0 < α < 1 the
memory part which gives a tendency to return to former positions even if they
are far away. Due to equation (9), of course, the probability to return to a far
away point gets smaller and smaller the larger the time lapse is from the instant
when the particle was there.
3. The analytical solution of the fractional diffusion equation
in a bounded domain
Here we consider equation (1) in a bounded space domain [0,L] with the
following boundary-initial conditions
u(0, t) = u(L, t) = 0, t ≥ 0 (14)
u(x, 0) = f(x), 0 < x < L (15)
By taking the finite sine transform and Laplace transform, the analytical so-
lution for the equation (1) with the boundary conditions given above is obtained
[1] as:
u(x, t) =
2
L
∞∑
n=1
Eα(−a2n2tα) sin(anx)
L∫
0
f(r) sin(anr)dr, (16)
where a = pi/L, Eα(z) =
∞∑
k=0
zk
Γ(αk+1) is the Mittag-Leffler function.
Some special Mittag-Leffler type functions are listed as follow: E1(−z) = e−z,
E2(−z2) = cos(z), E 1
2
(z) =
∞∑
k=0
zk
Γ(k2 + 1)
= ez
2
erfc(−z),
where erfc(z) is the usual error function complement.
4. Analysis of the stability for ECDA in a bounded domain
Now we discuss the stability of our explicit conservative difference approxi-
mation for TFDE in a bounded domain. Let yj(tn) = yj,n, µΓ(2− α) = η.
For the given boundary-initial conditions (14) and (15), equation (8) can be
written in matrix form:
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For n = 0:

y1,1
y2,1
y3,1
...
ym−1,1
 =

1− 2η η
η 1− 2η η
η 1− 2η η
. . . . . . η
η 1− 2η


y1,0
y2,0
y3,0
...
ym−1,0
 (17)
where yj,0 = f(xj).
For n ≥ 1:
y1,n+1
y2,n+1
y3,n+1
...
ym−1,n+1
 =

c1 − 2η η
η c1 − 2η η
η c1 − 2η η
. . . . . . η
η c1 − 2η


y1,n
y2,n
y3,n
...
ym−1,n

+c2

y1,n−1
y2,n−1
y3,n−1
...
ym−1,n−1
+ · · ·+ cn

y1,1
y2,1
y3,1
...
ym−1,1
+ bn

y1,0
y2,0
y3,0
...
ym−1,0
 .
Let
Yn =

y1,n
y2,n
y3,n
...
ym−1,n
 , A =

c1 − 2η η
η c1 − 2η η
η c1 − 2η η
. . . . . . η
η c1 − 2η
 ,
B =

1− 2η η
η 1− 2η η
η 1− 2η η
. . . . . . η
η 1− 2η
 .
Thus, we can rewrite (17) and (18) as the following matrix form:{
Y1 = BY0, n = 0
Yn+1 = AYn + c2Yn−1 + c3Yn−2 + · · ·+ cnY1 + bnY0, n ≥ 1 (18)
where matrices A and B both are tridiagonal matrices of order (m-1).
10 S. Shen, F. Liu, V. Anh, I. Turnedr
Lemma 1.[24] The eigenvalue of the N ×N matrix

a b
c a b
c a b
· · · · · ·
c a b
c a

are
λs = a+ 2
√
bc cos
spi
N + 1
, s = 1, 2, . . . , N,
where a, b, and c may be real or complex.
Now we will use mathematical induction to analysis the stability:
At first, we assume that the matrix B satisfies ‖B‖2 ≤ 1.
Next, when n = 1, we have Y1 = BY0, thus
‖Y1‖2 ≤ ‖B‖2 · ‖Y0‖2 ≤ ‖Y0‖2
Now assume that when n ≤ k, we can obtain ‖Yk‖2 ≤ ‖Y0‖2
When n = k + 1, we have
‖Yk+1‖2 = ‖AYk + c2Yk−1 + c3Yk−2 + · · ·+ ckY1 + bkY0‖2
≤ [‖A‖2 + c2 + c3 + · · ·+ ck + bk] · ‖Y0‖2
Now, if we assume that µ ≤ 1−2−αΓ(2−α) , i.e., , c1 ≥ 2η, thus
λA = c1 − 2η + 2η cos spim < c1 − 2η + 2η = c1, s = 1, 2, . . . ,m− 1,
and
λA = c1 − 2η + 2η cos spim > c1 − 2η − 2η > −c1, s = 1, 2, . . . ,m− 1,
i.e., |λA| < c1.
Since matrix A is real and symmetric, we have ‖A‖2 = ρ(A) = max |λA| < c1.
Then,
‖A‖2 + c2 + c3 + · · ·+ ck + bk < c1 + c2 + c3 + · · ·+ ck + bk = 1.
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So, we can get ‖Yk+1‖2 ≤ ‖Y0‖2 .
We also can notice that when µ ≤ 1−2−αΓ(2−α) , i.e. c1 ≥ 2η, the matrix B satis-
fies ‖B‖2 ≤ 1.
In fact, if c1 ≥ 2η, then η ≤ c12 ≤ 12 , so
‖B‖2 = ρ(B) = max |λB | = |1− 2η + 2η cos spi
m
| < 1.
Now, we can come to the conclusion that if we assume that µ ≤ 1−2−αΓ(2−α) , for any
natural number n, we have ‖Yn‖2 ≤ ‖Y0‖2.
Theorem 1. When µ ≤ 1−2−αΓ(2−α) , the explicit conservative difference approxima-
tion (8) for the TFDE in a bounded domain is stable.
5. Analysis of the convergence for ECDA in a bounded domain
The convergence of the solution of an approximating set of difference equa-
tions to the solution of TFDE can be investigated directly by deriving ECDA
for the discretization error e. Denote the exact solution of the TFDE by U and
the exact solution of the ECDA by y, then define e = U − y. We have adopted
the ECDA (4) approximation to the equation (1) with the boundary-initial con-
ditions (14),(15).
At the mesh points,
yj,n = Uj,n − ej,n, yj,n+1 = Uj,n+1 − ej,n+1, etc.
Substitution into (8) leads to
Uj,n+1 − ej,n+1 = bn (Uj,0 − ej,0) +
n∑
k=1
ck [Uj,n+1−k − ej,n+1−k]
+µΓ(2− α) [(Uj+1,n − ej+1,n)− 2 (Uj,n − ej,n) + (Uj−1,n − ej−1,n)] ,
i.e.,
ej,n+1 = bnej,0 +
n∑
k=1
ckej,n+1−k
+ µΓ(2− α) [ej+1,n − 2ej,n + ej−1,n]
+ Uj,n+1 − bnUj,0 −
n∑
k=1
ckUj,n+1−k
− µΓ(2− α) [Uj+1,n − 2Uj,n + Uj−1,n] .
(19)
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The term Uj,n+1−bnUj,0−
n∑
k=1
ckUj,n+1−k−µΓ(2−α) [Uj+1,n − 2Uj,n + Uj−1,n]
on the right-side of equation (22) can be written as follows
Uj,n+1 − bnUj,0 −
n∑
k=1
ckUj,n+1−k − µΓ(2− α) [Uj+1,n − 2Uj,n + Uj−1,n]
= ταΓ(2− α)

Uj,n+1 − bnUj,0 −
n∑
k=1
ckUj,n+1−k
ταΓ(2− α) −
Uj+1,n − 2Uj,n + Uj−1,n
h2

The first term in the bracket can be rearranged as:
Uj,n+1−bnUj,0−
n∑
k=1
ckUj,n+1−k
ταΓ(2−α) =
n∑
i=0
(Uj,n+1−i−Uj,n−i)bi
ταΓ(2−α)
= 1Γ(1−α)
n∑
i=0
Uj,n+1−i−Uj,n−i
τ
(i+1)τ∫
iτ
1
rα dr
= 1Γ(1−α)
n∑
i=0
(i+1)τ∫
iτ
U
(1)
j
(tn+1−r)
rα dr
= 1Γ(1−α)
n∑
i=0
(i+1)τ∫
iτ
U
(1)
j
(r)
(tn+1−r)α dr
(20)
Using Taylor’s theorem, we have [26]
tD
α
∗Uj(tn+1) =
(
∂αU
∂tα
)
j,n+1
=
(
∂αU
∂tα
)
j,n
+O(τ)
and
Uj+1,n − 2Uj,n + Uj−1,n
h2
=
(
∂2U
∂x2
)
j,n
+O(h2).
Consequently, we obtain
Uj,n+1 − bnUj,0 −
n∑
k=1
ckUj,n+1−k − µΓ(2− α) [Uj+1,n − 2Uj,n + Uj−1,n]
= ταΓ(2− α){O(τ) +O(h2)} = ταΓ(2− α) ·O(τ + h2). (21)
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The term bnej,0 +
n∑
k=1
ckej,n+1−k + µΓ(2− α) [ej+1,n − 2ej,n + ej−1,n] on the
right-hand side of equation (22) can be written as follows
bnej,0 +
n∑
k=1
ckej,n+1−k + µΓ(2− α) [ej+1,n − 2ej,n + ej−1,n]
= bnej,0 +
n∑
k=2
ckej,n+1−k + η [ej+1,n − 2ej,n + ej−1,n] + c1ej,n
= bnej,0 +
n∑
k=2
ckej,n+1−k + ηej+1,n + (c1 − 2η) ej,n + ηej−1,n
(22)
Substitute (24) and (25) into (22) to obtain
ej,n+1 = bnej,0 +
n∑
k=2
ckej,n+1−k + ηej+1,n
+(c1 − 2η) ej,n + ηej−1,n + ταΓ(2− α) ·O(τ + h2)
(23)
Since the initial value Uj,0 = yj,0 = fj , thus ej,0 = 0 and the equivalent
representation of (26) is as follows :
ej,n+1 = ηej+1,n + (c1 − 2η)ej,n + ηej−1,n +
n∑
k=2
ckej,n+1−k
+ ταΓ(2− α) ·O(τ + h2),
(j = 1, 2, . . . ,m− 1, n = 0, 1, . . . )
ej,0 = 0,
e0,n+1 = em,n+1 = 0.
(24)
Equation (27) can be expressed in matrix form:{
En+1 = AEn + c2En−1 + c3En−2 + · · ·+ cnE1 +M , n = 0, 1, . . .
E0 = 0 (25)
where
En =

e1,n
e2,n
e3,n
...
em−1,n
 ,M =

ταΓ(2− α) ·O (τ + h2)
ταΓ(2− α) ·O (τ + h2)
ταΓ(2− α) ·O (τ + h2)
...
ταΓ(2− α) ·O (τ + h2)
 .
Now we will use mathematical induction to analysis the convergence:
We intend to come to the conclusion that
‖En‖∞ ≤ nταΓ(2− α) ·O
(
τ + h2
)
In fact, when n = 1, we have ‖E1‖∞ = ‖M‖∞ = ταΓ(2− α) ·O
(
τ + h2
)
;
14 S. Shen, F. Liu, V. Anh, I. Turnedr
Now assume that when n ≤ k, we can obtain the above conclusion;
Then, when n = k + 1, we have
‖Ek+1‖∞ = ‖AEk + c2Ek−1 + c3Ek−2 + · · ·+ ckE1 +M‖∞
≤ [‖A‖∞ · k + c2 · (k − 1) + · · ·+ ck−1 · 2 + ck + 1] · ‖M‖∞
Now, if we assume that µ ≤ 1−2−αΓ(2−α) , i.e., , c1 ≥ 2η, thus ‖A‖∞ = c1 .
So, we can get
‖Ek+1‖∞ ≤ [c1 · k + c2 · (k − 1) + · · ·+ ck−1 · 2 + ck + 1] · ‖M‖∞
≤ [k ·
k∑
i=1
ci + 1] · ‖M‖∞
≤ (k + 1) · ‖M‖∞
≤ (k + 1) · ταΓ(2− α) ·O (τ + h2)
Now, we can come to the conclusion that if we assume that µ ≤ 1−2−αΓ(2−α) , for
any natural number n, we have ‖En‖∞ ≤ nταΓ(2 − α) · O
(
τ + h2
)
. Note that
nτ ≤ T is finite, nταΓ(2 − α) is also finite. So when τ → 0,h → 0, we have
‖En‖∞ → 0, thus |ej,n| → 0.
Thus, we have the following result:
Theorem 2: Let U be the exact solution of the TFDE and y be the approx-
imate solution of the ECDA. Then y converges to U as h and τ tends to zero
when µ ≤ 1−2−αΓ(2−α) .
Remark 2: We note that the condition for the convergence conforms to
the condition for the stability, and it is also the scaling restriction (10) for the
random walk interpretation.
6. Numerical results
In this section we present an example in a bounded domain to demonstrate
that TFDE can been applied to simulate the behavior of the solution of a frac-
tional diffusion equation as the order of the fractional derivative is changed. Such
a numerical technique overcomes the problem of not being able to evaluate the
analytical solution 0 < α ≤ 1 due to the nature of the Mittag-Leffler-function
[22].
The evolution results are presented in Figure 1 for a domain of learth L = 2
after 1 sec. Initially, we take
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f(x) =
{
2x, 0 ≤ x ≤ 1/2
(4− 2x)/3, 1/2 ≤ x ≤ 2,
which represents, for the case of a diffusion problem [1], the temperature dis-
tribution in a bar generated by a point heat source maintained at the point
x = L/4. The initial conditions are not symmetric.
Figure 1 shows the results of ECDA with h = 0.25, τ = 0.0005 and the an-
alytical solution for TFDE at t = 0.4 and α = 0.5. It is apparent from the figure
that the numerical solution (ECDA) is in good agreement with the analytical
solution.
Figure 2 shows the evolution result computed using ECDA with h = 0.25,
τ = 0.0005 for α = 0.5. From Figure 2, it can be seen that the α = 0.5 order
derivative system exhibits fast diffusion in the beginning and slow diffusion later.
Figures 3 and 4 compare the response of the diffusion system for different real
numbers 0 < α ≤ 1 at t = 0.4 and different x, and at x = 0.5 and different t,
respectively. Here h and τ satisfy the restriction (10).
7. Conclusions
In this paper we have proposed an explicit conservative difference approxima-
tion for TFDE, and we generated discrete models, or a random walk approach, to
this phenomenon. The difference scheme so obtained, with the scaling restriction
(10), imitates on a discrete space-time grid the most essential properties of the
continuous process, namely conservativity and preservation of non-negativity.
We also have proved that the scaling restriction is the condition for the stability
and convergence of our scheme for TFDE in a bounded domain. The method
can be applied to solve fractional-order dynamical systems and controllers.
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LIST OF FIGURES Figure 1. Comparison of the analytical solution and
numerical solution (ECDA) at t = 0.4 and α = 0.5.
Figure 2. Evolution result computed using (ECDA) at α = 0.5, here h and τ
satisfy the restriction (10).
Figure 3. Displacement as a function of x at t = 0.4 for various α.
Figure 4. Displacement as a function of t at x = 0.5 for various α.
