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Abstract: Data compression is one of the most important aspects in our daily life. One of the most popular methods in data 
compression area is the Burrows-Wheeler Compression Algorithm (BWCA). This algorithm is introduced by Burrows and 
Wheeler, it consists of three transformations: Burrows-Wheeler transform (BWT), Move-to-Front transform (MTF), and 
Huffman Coding (HC). In this paper we analyze the combination of compression schemes from the composition of the 
Burrows-Wheeler transform, Move to Front transform, and Huffman Coding. We investigate three combination schemes, i.e., 
BWT+MTF+HC, MTF+HC and BWT+HC. Our result shows that the most efficient compression scheme is the BWT+HC since 
it produces the highest efficiency of 99.68% but it is not really effective. The most effective compression scheme is 
BWT+MTF+HC since it produces the smallest data and still have high efficiency of 99.55%. 
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1. Introductiona 
In this digital era, most people rely on the Internet utilization 
in everyday life. Entertainment using the Internet requires data 
compression such as enjoying the music, watching video, 
audio-video calls, video conferences, interaction in the social 
media, and so on. Therefore, data compression is the most 
important part of data communication such that the Internet 
services can be enjoyed without problems and thus it cannot be 
avoided in our daily life.  
Data compression is required when we want to transfer data 
through the Internet so that the data size that is transferred and 
save can be as small as possible [5]. One of the most popular 
method for data compression is the Burrows-Wheeler 
Compression Algorithm, this method consist of three major 
transformation; Burrows-Wheeler Transform, Move-To-Front 
Transform, and Huffman Coding [1,2]. This paper observes the 
efficiency of three combination schemes by comparing their 
entropy. The combination of the compression schemes that we 
investigate are BWT+MTF+HC, MTF+HC, and BWT+HC. 
 
2. Burrows Wheeler Compression Scheme 
2.1 Burrows Wheeler Transformation & Move to Front 
   The Burrows-Wheeler (called BWT) is a lossless data 
compression invented by Michael Burrows and D.J.Wheeler in 
1994, and it technically explained in [1]. BWT is one of the best 
compression methods for text data because it produced a very 
high compression with high speed [2]. BWT uses a block sorting 
method, which changes the text into a more uniform text form. 
Then, it would be easier to compress with other algorithm. 
Technically, this compression scheme begins with input a string 
S, for instance S = “mississippi#", into three major steps as 
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follows. 
Step 1: Find the output of string S with the Burrows-Wheeler 
Transform (BWT). We denote the output as S‟=BWT(S). 
1. Arrange a matrix n × n, where n is the number of 
character in strings S. 
2. Build cyclic permutation matrix with input string S. 
3. Sort the strings in the matrix lexicographically. 
4. Take the character in the last column of the matrix as 
the output of BWT and denote it as L (Figure 1). 
 
Figure 1. BWT of string „mississippi#‟ 
 
As shown from the transformation of Fig. 1, we have 
BWT(„mississippi#‟) = (ipssm#pissii,5) 
Number 5 shows the index of the original string. This index is 
very useful to find the original string after it is transformed. For 
the further explanation we refer the reader to read in [1] and 
[11].  
Step 2: Transforming the output S‟ in the previous step with 
MTF. Denote it with MTF(S‟) = S”, MTF transform will change 
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the alphabet string S into integers.   
1. Initialized a list of global character Y, which contains 
ASCII characters that sorted ascending. 
2. Give index on each character on Y (start from 0). 
3. Encode each character of S‟ one by one depend on the 
position on Y. 
4. Move all the encoded character into the front line of all 
the characters. 
5. Repeat step 3 and 4 until all the character encoded. 
For S’ we have an output: 
S’’ = MTF(S’) = (“1,3,4,0,4,4,3,4,4,0,1,0”) 
 
Input 0 1 2 3 4 Output 
i # i m p s 1 
       
p i # m p s 3 
s p i # m s 4 
s s p i # m 0 
m s p i # m 4 
# m s p i # 4 
p # m s p i 3 
i p # m s i 4 
s i p # m s 4 
s s i p # m 0 
i s i p # m 1 
i i s p # m 0 
Figure 2. MTF Transformation for string of “ipssm#pissii” 
Step 3: Encode output of MTF (S’’) with Huffman Coding (HC). 
Huffman Coding is formed depend on the frequency of 
occurrence of the character and the efficiency of the code can be 
computed by entropy formulas, this is the reason HC usually 
called Entropy Encoder [5]. Start from this step, we define 
alphabet S = (s1 , s2 ,…, sn) and probability P = (p1 , p2 , … , pn). 
1. Separate each character and sort it in descending order 
according to their probability P(x). Take two 
characters si and sj that has the lowest probability pi 
and pj. 
2. Change that characters with a new character (si sj) and 
sum the probability pi + pj. 
3. Input the new character into the highest position so 
that all the characters remain arrange in descending. 
4. Repeat step 2 and step 3 until all the character became 
one. 
5. Sort character into a binary tree, give bit-0 for the left 
branch and bit-1 for the right branch. 
 
 
Figure 3. Arrangements of the characters and the binary tree 
of “134044344010” 
From Figure 3 we get the binary strings of each character, 
further we denote each of the binary strings as a codeword of 
Huffman Coding (HC): 
“4” = 1, “0” = 01, “3” = 001, “1” = 000 
2.2 Entropy 
Entropy is used as the size of the information or value of a 
message. Entropy is the average of optimum bit from all 
symbols that has been encoded into binary digit. The formula of 
entropy is given in Eq. 1.  
𝐻 𝑃 =  − 𝑃𝑗  𝑙𝑜𝑔2 𝑃𝑗
𝑗
𝑖=1   ……………….(1) 
 
Where p(x) is the probability of event X, further it is denoted by 
P. 
2.3 Efficiency Code 
Entropy could be used to compute the efficiency of a code 
C. The formula of the efficiency of a code is given in Eq. 2 
𝐸 𝑃, 𝐿 =  
𝐻(𝑃)
𝑙  (𝑃,𝐿)
 × 100% .......................(2) 
where, 
 𝐻 𝑃   = Entropy of event P 
 𝑙   𝑃, 𝐿 = Average length of codeword with  
𝑙   𝑃,𝐿 =  𝑝𝑗 𝑙𝑗
𝑛
𝑗 =1
 
 
3. Composition of Data Compression Scheme 
In this section, the three transformations would be composed 
into three different schemes, i.e., BWT+MTF+HC, BWT+HC, 
and MTF+HC. For all of this three compositions will be given a 
short input string S = “bill_beats_ben#” with this simple 
example we want to compare the efficiency between the three 
different schemes by counting it with formula in the previous 
section (Eq.2). 
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3.1 BW+MTF+HC 
Input: S = “bill_beats_ben#” 
S’ = BWT(“bill_beats_ben#”) = “nlse__#bbblieta” 
 S’’= MTF(S‟) = MTF(“nlse__#bbblieta”) 
  = (7,7,8,7,5,0,5,7,0,0,5,8,5,9,9) 
We have HC code for S‟‟ that has been encoded in previous 
section. Hence, the HC output is 
 SHC = (7 7 8 7 5 0 5 7 0 0 5 8 5 9 9)  
  = (10 10 000 10 01 11 01 10 11 11 01 000 01 001 001) 
Entropy of HC code is 
𝐻 𝑃 =  − 𝑃𝑗  𝑙𝑜𝑔2 𝑃𝑗
𝑗
𝑖=1
 
𝐻 𝑃 =  −(2(
4
15
𝑙𝑜𝑔2
4
15
) +
3
15
𝑙𝑜𝑔2
3
15
+ 2  
2
15
𝑙𝑜𝑔2
2
15
 ) 
𝐻 𝑃 =  2.256564763 
 
The average length of HC codeword is 
𝑙   𝑃, 𝐿 =  𝑝𝑗 𝑙𝑗
𝑛
𝑗 =1
 
𝑙   𝑃, 𝐿 =  2(
4
15
 2 ) +
3
15
 2 +
2
15
 3 +
2
15
 3  
𝑙   𝑃, 𝐿 =
34
15
= 2.266666667 bits 
Efficiency of SHC code is 
𝐸 𝑃,𝐿 =  
𝐻(𝑃)
𝑙  (𝑃, 𝐿)
 × 100 % 
𝐸 𝑃,𝐿 =  
2.256564763
2.266666667
 × 100 % 
𝐸 𝑃, 𝐿 =  99.55432772 % ≈ 99.55 % 
 
3.2 MTF+HC 
Input: S = “bill_beats_ben#” 
Input 0 1 2 3 4 5 6 7 8 9 Output 
b # _ a b e i l n s t 3 
            
i b # _ a e i l n s t 5 
l i b # _ a e l n s t 6 
l l i b # _ a e n s t 0 
_ l i b # _ a e n s t 4 
b _ l i b # a e n s t 3 
e b _ l i # a e n s t 6 
a e b _ l i # a n s t 6 
t a e b _ l i # n s t 9 
s t a e b _ l i # n s 9 
_ s t a e b _ l i # n 5 
b _ s t a e b l i # n 5 
e b _ s t a e l i # n 5 
n e b _ s t a l i # n 9 
# n e b _ s t a l i # 9 
Figure 4. MTF Transform of string “bill_beats_ben#” 
 
S‟= MTF (“bill_beats_ben#”) = (3,5,6,0,4,3,6,6,9,9,5,5,5,9,9) 
Result of HC encode to S‟ is 
“0”= 0000, “4”= 0001, “3” = 001, “5”= 01, “9”=10, “6”=11 
Hence, we have an output: 
 SHC=HC (3 5 6 0 4 3 6 6 9 9 5 5 5 9 9)  
 = (001 01 11 0000 0001 001 11 11 10 10 01 01 01 10 10) 
Entropy of HC code is 
𝐻 𝑃 =  − 𝑃𝑗  𝑙𝑜𝑔2 𝑃𝑗
𝑗
𝑖=1
 
𝐻 𝑃 =  −(2(
4
15
𝑙𝑜𝑔2
4
15
) +
3
15
𝑙𝑜𝑔2
3
15
+
2
15
𝑙𝑜𝑔2
2
15
+ 2(
1
15
𝑙𝑜𝑔2
1
15
)) 
𝐻 𝑃 =  2.389898096 
 
The average length 
𝑙   𝑃, 𝐿 =  𝑝𝑗 𝑙𝑗
𝑛
𝑗 =1
 
𝑙   𝑃, 𝐿 =  
4
15
 2 (2) +
3
15
 2 (2) +
1
12
 2 (4) 
𝑙   𝑃, 𝐿 =
36
15
= 2.4 bits 
 
Efficiency SHC code is 
𝐸 𝑃, 𝐿 =  
𝐻(𝑃)
𝑙  (𝑃, 𝐿)
 × 100 % 
𝐸 𝑃,𝐿 =  
2.389898096
2.4
 × 100 % 
𝐸 𝑃, 𝐿 = 99.57908729 % ≈ 99.57 % 
3.3 BWT+HC 
Input: S = “bill_beats_ben#” 
S‟=BWT(““bill_beats_ben#””) = (“nlse__#bbblieta”) 
The encode result of HC to S‟: 
“n” = 0000, “s” = 0001, “#” = 0010, “i” = 0011, “t”= 0100, 
“a”=0101, “e”= 100, “l”= 011 “-“= 101, “b”= 11 
We have 
SHC=HC(S‟‟) = (0000 011 0001 100 101 101 0010 11 11 11 011 
0011 100 0100 0101) 
 
Entropy of HC code is 
𝐻 𝑃 =  − 𝑃𝑗  𝑙𝑜𝑔2 𝑃𝑗
𝑗
𝑖=1
 
𝐻 𝑃 =  −(
3
15
𝑙𝑜𝑔2
3
15
+ 3(
2
15
𝑙𝑜𝑔2
2
15
) + 6(
1
15
𝑙𝑜𝑔2
1
15
)) 
𝐻 𝑃 =  3.189898095 
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Average length of codeword 
𝑙   𝑃, 𝐿 =  𝑝𝑗 𝑙𝑗
𝑛
𝑗 =1
 
𝑙   𝑃, 𝐿 =  
3
15
 2 + 3 ∙
2
15
 3 + 6 ∙
1
15
 4  
𝑙   𝑃, 𝐿 =
48
15
= 3.2 bits 
 
Efficiency SHC code is: 
𝐸 𝑃,𝐿 =  
𝐻(𝑃)
𝑙  (𝑃, 𝐿)
 × 100 % 
𝐸 𝑃,𝐿 =  
3.189898095
3.2
 × 100 % 
𝐸 𝑃, 𝐿 = 99.68431547 ≈ 99.68 % 
 
4. Concluding Remarks 
We have presented three composition schemes of data 
compression based on Burrows-Wheeler Compression 
Algorithm (BWCA), i.e., BWT+MTF+HC, MTF+HC and 
BWT+HC. Our result shows that the most efficient compression 
scheme is BWT+HC amongst the three schemes since it 
produces the highest efficiency of 99.68% but the average 
length of BW+HC is higher than the other two compression 
schemes and it means this compression scheme is not effective. 
The most effective compression scheme is BWT+MTF+HC 
since it produces the smallest average length and still have the 
high efficiency of 99.55%. The comparison of efficiency of each 
scheme is showed in figure 5. 
   
 
 Figure 5. The Efficiency of the Compression Schemes. 
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