This paper considers the problem of recovery of a low-rank matrix in the situation when most of its entries are not observed and a fraction of observed entries are corrupted. The observations are noisy realizations of the sum of a low rank matrix, which we wish to recover, with a second matrix having a complementary sparse structure such as element-wise or column-wise sparsity. We analyze a class of estimators obtained by solving a constrained convex optimization problem that combines the nuclear norm and a convex relaxation for a sparse constraint. Our results are obtained for the simultaneous presence of random and deterministic patterns in the sampling scheme. We provide guarantees for recovery of low-rank and sparse components from partial and corrupted observations in the presence of noise and show that the obtained rates of convergence are minimax optimal.
Introduction
In recent years, there have been a considerable interest in statistical inference for high-dimensional matrices. One particular problem is matrix completion where one observes only a small number N ≪ m 1 m 2 of the entries of a highdimensional m 1 × m 2 matrix L 0 of rank r and aims at inferring the missing entries. In the noiseless setting, [6, 13, 22] established the following remarkable result: assuming that it satisfies some low coherence condition, L 0 can be recovered exactly by constrained nuclear norm minimization with high probability from only N r max{m 1 , m 2 } log 2 (m 1 + m 2 ) entries observed uniformly at random. A more common situation in applications corresponds to the noisy setting in which the few available entries are corrupted by noise. Noisy matrix completion has been extensively studied recently (see, e.g., [15, 23, 18, 21, 11, 16, 4] ).
The matrix completion problem is motivated by a variety of applications. An important question in applications is whether or not matrix completion procedures are robust to corruptions. Suppose that we observe noisy entries of A 0 = L 0 + S 0 where L 0 is an unknown low-rank matrix and S 0 corresponds to some gross/malicious corruptions. We wish to recover L 0 , but only observe a few entries of A 0 and, among those, a fraction happens to be corrupted by S 0 . Of course, we do not know which entries are corrupted. It has been shown empirically that uncontrolled and potentially adversarial gross errors that might affect only a few observations are particularly harmful. For example, Xu et al [26] showed that a very popular matrix completion procedure using nuclear norm minimization can fail dramatically even if S 0 contains only a single nonzero column. It is particularly relevant in applications to recommendation systems where malicious users try to manipulate the prediction of matrix completion algorithms by introducing spurious perturbations S 0 . Hence, the need for new techniques robust to the presence of corruptions S 0 .
With these motivations in mind, we consider robust matrix completion. Let A 0 ∈ R m1×m2 be an unknown matrix. We suppose that A 0 = L 0 + S 0 where L 0 is low rank and S 0 is assumed to have some low complexity structure such as entry-wise sparsity or column-wise sparsity. We consider the observations (X i , Y i ) satisfying the trace regression model 
where tr(A) denotes the trace of the matrix A; the noise variables ξ i are independent with zero mean; X i are m 1 × m 2 matrices with values in
where e l (m) are the canonical basis vectors in R m . Thus, we observe entries of matrix A 0 with random noise. Our goal is to obtain accurate estimates of the decomposition (L 0 , S 0 ) based on the observations (X i , Y i ) in the highdimensional setting N ≪ m 1 m 2 .
We assume that the set of observations indexed by i = 1, . . . , N is the union of two components Ω andΩ with Ω ∩Ω = ∅. One of them, Ω, corresponds to the "non-corrupted" observations of noisy entries of L 0 , i.e. observations for which the corresponding entry of S 0 is zero. The other component,Ω, corresponds to the observations for which the corresponding entry of S 0 is non vanishing. Given an observation, we do not know if it belongs to the corrupted or non-corrupted part of observations and we have that |Ω| + |Ω| = N . The sizes of the sets Ω andΩ are assumed non-random.
A particular case of this setting is the matrix decomposition problem when N = m 1 m 2 , i.e., we observe all the entries of A 0 . Several recent works consider the matrix decomposition problem, mostly in the noiseless setting, ξ i ≡ 0. Chandrasekaran et al [7] analyzed the case when the matrix S 0 is sparse, with small number of non-zero entries. They proved that it is possible to recover perfectly (L 0 , S 0 ) under additional sufficient identifiability conditions. This model was further studied by Hsu et al in [14] where they give milder conditions for the recovery of (L 0 , S 0 ). Also in the noiseless setting, Candés et al [5] studied the same model but with positions of corruptions chosen uniformly at random. Xu et al [26] studied a model, in which the matrix S 0 is column-wise sparse with relatively small number of non-zero columns. Their method guarantees approximate recovery for the uncorrupted columns of the low-rank component, L 0 . Agarwal et al [1] consider a general model in which the observations are noisy realizations of a linear transformation of A 0 . Their setup includes the matrix decomposition problem and some other statistical models of interest but does not cover the matrix completion problem. Agarwal et al provide a general result on approximate recovery of the pair (L 0 , S 0 ) imposing a "spikiness condition" on the low-rank component L 0 . Their analysis includes as particular cases both the entry-wise and column-wise corruptions.
The robust matrix completion setting, when N < m 1 m 2 , was first considered by Candés et al [5] in the noiseless case and for element-wise sparse S 0 . In this paper, they suppose that the support of S 0 is selected uniformly at random and assume that N = 0.1m 1 m 2 or some other fixed fraction. Chen et al [8] consider also the noiseless case but column-wise sparse S 0 . They proved that the same procedure as in [7] can recover the non-corrupted columns of L 0 and identify the set of indices of the corrupted columns. This was done under the following assumptions: the locations of the non-corrupted columns are chosen uniformly at random; L 0 satisfies some sparse/low-rank incoherence condition; the total number of corrupted columns is small and a sufficient number of non corrupted entries is observed. In further works, Chen et al [9] and Li [19] consider noiseless robust matrix completion in the case of element-wise sparse S 0 . They prove exact reconstruction of the low-rank component under an incoherence condition on L 0 and some additional assumptions on the number of corrupted observations.
To the best of our knowledge, the present paper is the first study of robust matrix completion with noise. Our method allows us to treat simultaneously the case of column-wise and element-wise corruptions. It is important to note that we do not require strong assumptions on the unknown matrices (such as incoherence condition) or additional conditions on the number of corrupted observations as in the noiseless case. We emphasize that we do not need to know the rank of L 0 nor the sparsity level of S 0 . We do not need to observe all entries of A 0 either. We only need to know an upper bound on the maximum of the absolute values of the entries of L 0 and S 0 . Such information is often available in applications; for example, in recommendation systems, this bound is just the maximum rating. Another important point is that our method allows us to consider quite general and unknown sampling distribution. All the previous works on noiseless robust matrix completion assume the uniform sampling distribution. However, in practice, the observed entries are not guaranteed to follow uniform scheme and its distribution is not known exactly.
We establish oracle inequalities for the cases of entry-wise and columns-wise sparse S 0 . For example, in the case of column-wise corruptions, we show the following bound on the normalized Frobenius error of the estimator (L,Ŝ) of (L 0 , S 0 ): with high probability
where the symbol means that the inequality holds up to a multiplicative absolute constant and a logarithmic factor. Here, r denotes the rank of L 0 , s is the number of corrupted columns, |Ω| and |Ω| are respectively the number of non-corrupted and corrupted observations. Note that, when the number of corrupted columns s and the proportion of corrupted observations |Ω|/|Ω| are small, this bound implies that O(r max(m 1 , m 2 )) observations are enough for successful and robust to corruptions matrix completion. We also show that, in both case of column-wise and element-wise corruptions, the obtained rates of convergence are minimax optimal (up to a log factor).
The rest of the paper is organized as follows. Section 2.1 contains the notation and definitions. We introduce our estimator in Section 2.2 and our assumptions on the sampling scheme in Section 2.3. In Section 3, we present a general result for the estimation error. In Sections 4 and 5, we specialize it to the cases of column-wise and entry-wise corruptions. In Section 6, we prove that our estimator is rate minimax optimal up to a logarithmic factor. The Appendix contains the proofs.
Preliminaries

Notation and definitions
We provide here a brief summary of the notation used in the paper. For any set I, |I| denotes its cardinal andĪ its complement. Let a ∨ b = max(a, b) and a ∧ b = min(a, b).
For a matrix A, A i is its ith column and A ij is its (i, j)−th entry. Let I ⊂ {1, . . . m 1 } × {1, . . . m 2 } be a subset of indices. Given a matrix A, we define its restriction on I, A I , in the following way: (A I ) ij = A ij if (ij) ∈ I and (A I ) ij = 0 if not. Let Id denote the matrix of ones, i.e. Id ij = 1 for any (i, j) and 0 the zero matrix, i.e. for any (i, j), 0 ij = 0.
For any p ≥ 1, we denote by · p the usual l p −norm. Additionally, we use the following matrix norms: A * is the nuclear norm (the sum of singular values), A is the operator norm (the largest singular value), A ∞ is the largest absolute value of the entries:
|A jk |, A 2,1 is the sum of l 2 norms of the columns of A and A 2,∞ is the largest l 2 norm of the columns of A:
The scalar product of two matrices A, B is defined by A, B = tr(AB ⊤ ).
Notation related to corruptions:
In the case of column-wise sparse matrix S 0 , letĨ ⊂ {1, . . . , m 1 }×{1, . . . , m 2 } be a subset of indices such that
where C ⊂ {1, . . . , m 2 } is the subset of indices of the non-zero columns of S 0 . For element-wise sparse matrix S 0 , we denote byĨ the set of indices of the non-zero elements of S 0 . Let I denote the complement ofĨ.
We use a norm-based regularizer R : R m1×m2 → R + to constrain the structure of S 0 . We define the associated dual norm
Let |A| denote the matrix with entries the absolute values of the entries of A.
A norm R(·) is called absolute if it depends only on the absolute values of the entries of A R(A) = R(|A|).
For instance, l p and · 2,1 norms are absolute. We call R(·) monotonic if |A| ≤ |B| implies R(A) ≤ R(B) (inequalities between matrices are understood to hold component-wise). An absolute norm is monotonic and vice versa (see, e.g. [2] ). For any index set I ⊂ {1, . . . , m 1 } × {1, . . . , m 2 } we define the subspace M I
A summary of the notation:
• Let {ǫ i } n i=1 be an i.i.d. Rademacher sequence and we define the following stochastic terms
• We denote by r the rank of the matrix L 0 .
• N is the number of observations, n = |Ω| is the number of non-corrupted observations, ae = N/n and |Ω| is the number of corrupted observations.
• In what follows, we use the symbol C for a generic positive constant, which is independent of n, m 1 , m 2 and r, s, and may take different values at different places.
Convex relaxation for robust matrix completion
In the case of usual matrix completion (S 0 = 0) one of the most popular method is based on constrained nuclear norm minimization. For example, in [16] Klopp introduces the following constrained matrix lasso estimator
where λ > 0 is a regularization parameter and a is an upper bound on L 0 ∞ . We introduce an additional norm-based penalty that accounts for corruptions induced by the matrix S 0 . This penalty depends on the structure of S 0 . Let (L,Ŝ) be the following estimator of (L 0 , S 0 ):
Here λ 1 > 0 and λ 2 > 0 are regularization parameters and a is an upper bound on L 0 ∞ and S 0 ∞ . Note that our method (and all the proofs) can be immediately adapted to the case of two different upper bounds for L 0 ∞ and S 0 ∞ , as it can be the case in some applications. Let us provide two examples for the possible sparsity structure of S 0 and associated regularizer R :
• Example 1. Suppose that S 0 is column-sparse, that is, it has a small number s < m 2 of non-zero columns. We use the (2, 1)−norm constraint for such column-wise sparsity structure: R(A) = A 2,1 . The associated dual norm is R * (A) = A 2,∞ .
• Example 2. Suppose now that S 0 is sparse, that is, it has s << m 1 m 2 non-zero entries. An usual choice of regularizer for such element-wise sparsity structure is the l 1 −norm: R(A) = A 1 . The associated dual norm is R * (A) = A ∞ .
In these two examples, the regularizer R is decomposable with respect to a properly chosen set of indices I. That is, for any matrix A ∈ R m1×m2 we have
For instance, the (2, 1)−norm is decomposable with respect to any set I such that
where C ⊂ {1, . . . , m 2 }. The element-wise l 1 −norm is decomposable with respect to any subspace of indices I.
Assumptions on the sampling scheme and the noise
Works on matrix completion (S 0 = 0) usually assume i.i.d. observations X i . For robust matrix completion it is more realistic to assume the existence of two components in the observed entries. The first component, {X i , i ∈ Ω} is a set of i.i.d. random matrices with some unknown distribution on
They are called non-corrupted observations (recall that the entries of S 0 corresponding to indices in I are zero). These observations are of the same type as in the usual matrix completion. On this non-corrupted part of observations we require some assumptions on sampling distribution (see Assumption 1, 2 and Assumptions 5 or 9 below). The second component {X i , i ∈Ω} is a set of matrices with values in
They are called corrupted observations. Importantly, we make no assumptions on how the entries corrupted by S 0 are sampled. Thus, for any i ∈Ω, we have that the index of the corresponding entry is inĨ and make no further assumption. If we take the example of recommendation systems, this partition into {X i , i ∈ Ω} and {X i , i ∈Ω} accounts for the difference in behavior of normal and malicious users. As there is no hope for recovering the unobserved entries of S 0 , one should consider only the estimation of restriction of S 0 toΩ. This is equivalent to assume that we estimate the whole S 0 when all unobserved entries of S 0 are zero (c.f. [8] ). This assumption will be done throughout the paper.
For i ∈ Ω, we suppose that X i are i.i.d copies of a random matrix X having distribution Π on the set X ′ . Let π jk = P X = e j (m 1 )e T k (m 2 ) be the probability to observe the (j, k)-th entry. One of the particular settings of this problem is the case of the uniform on X ′ distribution Π which was previously considered in works on noiseless robust matrix completion, see, e.g., [8] . Our main result, Theorem 1, which applies to a general convex program (6) , is obtained under a more general sampling model. In particular, we suppose that any non-corrupted element is sampled with positive probability:
In the case when Π is the of uniform distribution on
Let us denote by π ·k = m1 Σ j=1 π jk the probability to observe an element from the k-th column and by π j· = m2 Σ k=1 π jk the probability to observe an element from the j-th row. Additionally, we suppose that, no column or row is sampled with a very high probability:
In Sections 4 and 5 we apply Theorem 1 to particular cases of column-wise sparse and element-wise sparse corruptions. It is done under more restrictive assumptions on sampling distribution (see Assumptions 5 and 9) .
In what follows, we suppose that the noise variables ξ i are sub-gaussian:
Upper bounds for general regularizers
In this section we state our main result which applies to a general convex program (6) whenever R is based on an absolute norm and is a decomposable regularizer. In the next sections, we consider in details two particular choices R = · 1 and R = · 2,1 . Let
where
where C is a numerical constant. Moreover, with the same probability
The first term in (12), Ψ 1 , corresponds to the estimation error associated with matrix completion of a rank r matrix. The second and the third terms account for the error induced by corruptions. In the next two sections we apply Theorem 1 to the case of the element-wise and column-wise sparse structure of the matrix S 0 .
Column-wise sparsity
Suppose that S 0 has at most s non-zero columns. We will suppose that s ≤ m 2 /2. Then, we use · 2,1 regularization and the convex program (6) takes form
In the case of column-wise sparse S 0 we have |Ĩ| = m 1 s and, using the CauchySchwarz inequality, IdΩ 2,1 ≤ s|Ω|. Then, Ψ 2 , Ψ 3 and Ψ 4 take form
Specializing Theorem 1 to this case yields the following corollary:
Corollary 4. Let (L,Ŝ) be a solution of the convex program (13) with the regularization parameters (λ 1 , λ 2 ) such that
Assume that L 0 ∞ ≤ a and S 0 ∞ ≤ a. Then, with probability at least 1
In order to get a bound in a closed form we need to obtain suitable upper bounds on the stochastic terms Σ, Σ R and W . We obtain such bounds under an additional assumption on the column marginal sampling distribution. Set π 
This condition prevents columns to be sampled with high probability and guarantees that the non-corrupted observations are well spread out among the columns. In particular, it is satisfied when the distribution Π is uniform or approximately uniform, i.e. when π jk ≍ 1 m1(m2−s) . Note that Assumption 5 is less restrictive than assuming that Π is uniform as it was done in previous works on noiseless robust matrix completion. It implies the following milder condition on the marginal sampling distribution
Condition (14) is sufficient to control Σ 2,∞ and Σ R 2,∞ while the control on W 2,∞ requires a stronger Assumption 5. 
Recall that ae = N n ≥ 1. If n ≥ n * , using bounds given by Lemma 6, we can chose the regularization parameters λ 1 and λ 2 in the following way:
where C > 0 is a large enough numerical constant. With this choice of the regularization parameters Corollary 4 implies
be a solution of the convex program (13) with the regularization parameters (λ 1 , λ 2 ) given by (16) . Then, with probability at least
where C µ,γ,L > 0 can depend only on µ, γ, L. Moreover, with the same probability
Remarks. 1. In the upper bound (17) we have two terms. The first term proportional to rM is the same as in the case of the usual matrix completion (c.f. [18, 16] ). The second one is induced by corruptions and is proportional to the number of corrupted columns s and to the number of corrupted observations, |Ω|. This term is equal to zero if there is no corruptions.
2. When all entries of A 0 are observed (i.e. we are in the case of matrix decomposition problem) the bound (17) is analogous to the corresponding bound in [1] . Indeed, then |Ω| = sm 1 , N = m 1 m 2 , ae ≤ 2 and we get
The estimator studied in [1] for matrix decomposition problem is similar to our program (13) . The difference between these estimators is that in (13) the minimum is taken over a ball in · ∞ norm when the program of [1] uses the minimization over a ball in · 2,∞ norm and requires a bound on this norm of the unknown matrix L 0 .
3. Suppose that the number of corrupted columns is small (s ≪ m 2 ). Then, Corollary 7 guarantees, that the prediction error of our estimator is small whenever the number of non-corrupted observations n satisfies the following condition
where |Ω| is the number of corrupted observations. This quantifies the sample size sufficient for successful, robust to corruptions, matrix completion. When rank(L 0 ) is small and s ≪ m 2 , the right hand side of (18) is considerably smaller than the total number of entries m 1 m 2 .
Element-wise sparsity
We assume now that S 0 has s non-zero entries but they do not necessarily lay in a small subset of columns. We will assume that s ≤ m1m2 2 . In this case, we use · 1 regularization and the convex program (6) takes the form
Recall that, here,Ĩ = {(j, k) : (S 0 ) jk = 0} is the support of the non-zero entries of S 0 . Then, we have |Ĩ| = s, IdΩ 1 = |Ω| and Ψ 2 , Ψ 3 , Ψ 4 take form
Corollary 8. Let (L,Ŝ) be a solution of the convex program (19) with the regularization parameters (λ 1 , λ 2 ) such that
In order to get a bound in a closed form we need to obtain suitable upper bounds on the stochastic terms Σ, Σ R and W . We obtain such bounds under an additional assumption on the sampling distribution. This condition prevents any entry from being sampled too often and guarantees that the observations are well spread out over the non-corrupted entries. Then, there exists a numerical constant C > 0 such that with probability at least
Using Lemma 6, (i) and Lemma 10, under the conditions
we can choose the regularization parameters λ 1 and λ 2 in the following way:
With this choice of the regularization parameters Corollary 4 and Lemma 14 imply λ 2 ) given by (21) . Then, with probability at least
where C µ,µ1 > 0 can depend only on µ and µ 1 . Moreover, with the same probability
Remarks. 1. As in the column sparsity case, we observe two terms in the upper bound (22) . The first term, proportional to r M/n, is the same as in the case of the usual matrix completion (c.f. [18, 16] ). The second and the third ones are induced by corruptions and are proportional to the number of nonzero entries in S 0 , s, and to the number of corrupted observations, |Ω|. We will prove in Section 6 below that these error terms are of the correct order (up to a logarithmic factor). When s ≪ n < m 1 m 2 , this bound implies that, one can recover a low-rank matrix from a nearly minimal number of observations, even when a part of these samples has been corrupted.
2. When all entries of A 0 are observed (i.e. we are in the case of matrix decomposition problem) the bound (17) is analogous to the corresponding bound in [1] . Indeed, then |Ω| ≤ s, N = m 1 m 2 , ae ≤ 2 and we get
Minimax lower bounds
In this section, we prove the minimax lower bounds showing that the rates attained by our estimator are optimal up to a logarithmic factor. We will denote by inf (L,Ŝ) the infimum over all pairs of estimators (L,Ŝ) for the decomposition A 0 = L 0 +S 0 whereL,Ŝ both take values in R m1×m2 . For any A 0 ∈ R m1×m2 , let P A0 denote the probability distribution of the observations (X 1 , Y 1 , . . . , X n , Y n ) satisfying (1).
We begin with the case of column-wise sparsity. For any matrix S ∈ R m1×m2 , we denote by S 2,0 the number of nonzero columns of S
and define
The following theorem gives a lower bound on the estimation risk in the case of column-wise sparsity. 
We consider now the case of element-wise sparsity. For any matrix S ∈ R m1×m2 , we denote by S 0 the number of nonzero entries of S. For any integers 0 ≤ r ≤ min(m 1 , m 2 ), 0 ≤ s ≤ m 1 m 2 /2 and any a > 0, we consider the class of matrices
We have the following theorem for the lower bound in the case of standard sparsity. A Proof of Theorem 1
where Σ = 1 N i∈Ω ξ i X i and we use Σ, ∆S = Σ, ∆S I . We consider the following random event
A standard bound on the maximum of sub-gaussian variables and N ≤ m 1 m 2 imply that there exists a numerical constant C such that P(A) ≥ 1 − 1 2d . We start by estimating I. On the event A we have that
Now we estimate II. Let P S be the projector on the linear vector subspace S and let S ⊥ be the orthogonal complement of S. For any A ∈ R m1×m2 , let u j (A) and v j (A) denote respectively the left and right orthonormal singular vectors of A. S 1 (A) is the linear span of {u j (A)}, S 2 (A) is the linear span of {v j (A)}. We set 
Note that from (28) we get
Using (29), by the duality between the nuclear and the operator norms, we obtain
Using λ 1 ≥ 4 Σ and the triangle inequality we get
where r = rank(L 0 ) and we use rank(P L0 (∆L)) ≤ 2 rank(L 0 ). For the third term in (25) we use the duality between the R and R * and ∆S I =Ŝ I :
Putting (30), (31) and (27) into (25) we get that on the event A 1 n i∈Ω
where ae = N/n.
2) We will show now that, with hight probability,
with an appropriate choice of E. In order to prove it, we use Lemma 15 (ii) which guarantees that (33) holds if the pair of matrices (∆L, ∆S) belongs to a properly chosen constrain set.
We start by defining such constrain set. For some positive constants δ 1 and δ 2 we define the following set of matrices 
which together with Lemma 14 implies that with probability at least 1
Case 2:
We consider now the case ∆ L + ∆S 2
L2(Π)
≥ 16a 2 64 log(d) log (6/5) n .
Lemma 13 implies that on the event
On the other hand, (50) implies that on the event A
Using Lemma 14 and (37) we obtain that, with probability at least 1
This, together with (36), implies that, with probability at least 1 − 2.5 d −1 , we have that
Then, we can apply Lemma 15 (ii). From Lemma 15 (ii) and (32) we obtain that with probability at least 1 − 4.5 d −1 one has
where 
Using again (34), Lemma 14, (10) and |I| ≤ m 1 m 2 we obtain
Finally, using |I| ≤ m 1 m 2 and 2r|Ĩ|
Now, using
together with Lemma 14 and the inequalities (40), (35) we get the statement of Theorem 1.
Proof. Let ∂ · * , and ∂R denote the subdifferentials of · * and R respectively. By the standard condition for optimality over a convex set we are guaranteed that
for all feasible pairs (L, S). In particular, for (L, S 0 ) we obtain
Recall that ∆L ∞ ≤ 2a, then using
we get
By the definition of R * we have that
Using that R is an absolute norm, (43) and ∆L ∞ ≤ 2a imply
where W = 1 N i∈Ω X i . Now, by convexity of R(·) and definition of subdifferential, we have
Putting (44) and (45) into (42) we obtain
On the other hand, by decomposability of R(·), using (S 0 ) I = 0 and the triangle inequality we have
Using λ 2 ≥ 4 (2aR * (W ) + R * (Σ)) and (46) we get that
which implies
Assuming that all unobserved entries of S 0 are zero implies (S 0 )Ĩ = (S 0 )Ω. On the other hand, as R(·) is a monotonic norm, we get thatŜĨ =ŜΩ. Indeed, having a non-zero element on the non-observed part means larger R(Ŝ) but do not decrease
So we have that ∆SĨ = ∆SΩ, which together with (47) imply the statement of the Lemma 12.
Lemma 13. Suppose that λ 1 ≥ 4 Σ and λ 2 ≥ 4R * (Σ). Then,
By convexity of · * and R(·) and using the definition of the subdifferential, we have
which together with (48) yields
Using λ 1 ≥ 4 Σ , λ 2 ≥ 4R * (Σ), the triangle inequality and (29) we get
Assuming that all unobserved entries of S 0 are zero implies R(S 0 ) ≤ aR(IdΩ). This together with the last inequality get
as stated.
′ which satisfies Assumption 1 and 2. Assume that S 0 ∞ ≤ a for some constant a and Assumption 3 is satisfied. Then, with probability at least 1 − 2.5 d
Using (44) and the duality between R and R * , we obtain
Then, ∆S I =Ŝ I and λ 2 ≥ 4 (R * (Σ) + 2aR
Now, Lemma 12 and ∆S ∞ ≤ 2a imply that on the event A defined in (26)
For a δ > 0 we define the following constrain set
(51) By the definition ofŜ we have that ∆S ∞ ≤ 2a. We consider now two cases depending on whenever the matrix ∆S/2a belongs to the set
or not. 
and we can apply Lemma 15 (i). Le inequality (49), Lemma 15 (i), ∆L ∞ ≤ 2a and R (S 0 ) ≤ aR(IdĨ ) imply that with probability at least 1 − 2.5 d 
with probability at least 1
Proof. We prove (i) and (ii) together. Denote A = S for (i) and A = L + S for (ii). Put
and
We will show that the probability of the following "bad" event is small
Note that B contains the complement of the event that we are interested in. In order to estimate the probability of B we use a standard peeling argument.
Let ν = 64 log(d) log (6/5) n and α = 6 5 . For l ∈ N set
If the event B holds for some matrix A ∈ C(r), then A belongs to some S l and
For each T > ν consider the following set of matrices
and the following event
Note that A ∈ S l implies that A ∈ C(α l ν). Then (52) implies that B l holds and we get B ⊂ ∪ B l . Thus, it is enough to estimate the probability of the simpler event B l and then apply the union bound. Such an estimation is given by the Lemma 16 which implies that P (B l ) ≤ exp(−c 5 n α 2l ν 2 ). Using the union bound we obtain
where we used e x ≥ x. We finally obtain, for ν = 64 log(d) log (6/5) n ,
.
Lemma 16. Let X i be i.i.d. with distribution Π on X which satisfies Assumption 1 and 2. Then,
where c 5 = 1 128 .
Proof. Our approach is standard: first we show that Z T concentrates around its expectation and then we upper bound the expectation. Massart's concentration inequality (see e.g. [3, Theorem 14.2]) implies that
where c 5 = 1 128 . Next we bound the expectation E (Z T ). Using a standard symmetrization argument (see e.g. [17, Theorem 2.1]) we obtain
is an i.i.d. Rademacher sequence. The assumption A ∞ = 1 implies | X i , A | ≤ 1. Then, the contraction inequality (see e.g. [17] ) yields
In order to control E sup Then, by the duality between R and R * , we obtain
Finally, using the concentration bound (53) we obtain that
with c 5 = 1 128 and E = 8δ E (R * (Σ R )) as stated.
Now we consider the case of A = L + S where the couple (L, S) ∈ D(τ, κ), S ∈ B(δ 1 , δ 2 ) and L + S On the other hand, by the definition of D(τ, κ), we have
The last two inequalities imply
Then we have the following estimation on E sup
Finally, using 1 9
and the concentration bound (53) we obtain that
with c 5 = 1 128 and
With λ 1 and λ 2 given by (16) we obtain
and we get the statement of the Corollary 7.
B Proof of Theorems 2 and 3
Note that assumption ae ≤ 1 + s/m 2 implies that
and consider the associated set of block matrices
where O denotes the m 1 × (m 2 − r⌊m 2 /(2r)⌋) zero matrix, and ⌊x⌋ is the integer part of x.
We build similarly the set of matrices
whereÕ is the m 1 × (m 2 − s) zero matrix. We now set 
By construction, any element of A as well as the difference of any two elements of A can be decomposed into a low rank component L of rank at most r and a group sparse component S with at most s nonzero columns. In addition, the entries of any matrix in A take values in [0, a]. Thus, A ⊂ A GS (r, s, a).
Let us first establish the lower bound involving the matrix completion term, rM/n. LetÃ ⊂ A such that for any A = L + S ∈Ã, S = 0. Varshamov-Gilbert bound (cf. Lemma 2.9 in [25] ) guarantees the existence of a subset A 0 ⊂Ã with cardinality Card(A 0 ) ≥ 2 (rM)/8 + 1 containing the zero m 1 × m 2 matrix 0 and such that, for any two distinct elements A 1 and A 2 of A 0 ,
Using that, conditionally on X i , the distributions of ξ i are Gaussian, we get that, for any A ∈ A 0 , the Kullback-Leibler divergence K P 0 , P A between P 0 and P A satisfies
From (57) we deduce that the condition
is satisfied for any α > 0 if γ > 0 is chosen as a sufficiently small numerical constant depending on α. In view of (56) and (58) and using the application of Theorem 2.5 in [25] implies
(59) for some absolute constants β ∈ (0, 1).
We now describe the construction of a testing set for lower bounding the error induced by corruptions. LetĀ ⊂ A such that for any A = L + S ∈Ā, L = 0. Varshamov-Gilbert bound (cf. Lemma 2.9 in [25] ) guarantees the existence of a subset A 0 ⊂Ã with cardinality Card(A 0 ) ≥ 2 (sm1)/8 + 1 containing the zero m 1 × m 2 matrix 0 and such that, for any two distinct elements A 1 and A 2 of A 0 ,
and for any A ∈ A 0 , the Kullback-Leibler divergence K P 0 , P A between P 0 and P A satisfies
2 which implies that the condition (58) is satisfied for any α > 0 if γ > 0 is chosen as a sufficiently small numerical constant depending on α. Now, the application of Theorem 2.5 in [25] implies
for some absolute constants β ∈ (0, 1). Inequalities (55), (59) and (61) imply the statement of Theorem 2. The proof of Theorem 3 follows the same arguments as that of Theorem 2 and is therefore omitted here. The sparse component is chosen in the following set
C Control on the stochastic terms Part (i) is proven in Lemma 5 and Lemma 6 in [16] . We start by proving (ii). For the sake of brevity, we set
⊤ . By definition of Σ and · 2,∞ , we have
For any fixed k, we have
where Ξ = (ξ 1 , · · · , ξ n ) ⊤ and A k ∈ R |Ω|×|Ω| with entries
We freeze the X i 's and we apply the version of Hanson and Wright inequality in [24] to get that there exists a numerical constant C such that with probability at least 1 − e
Next, we note that
where we have used Cauchy -Schwarz in the first line and
Note that Z i (k) := m1 j=1 X i (j, k) follows a Bernoulli distribution with parameter π ·k and consequently Z(k) = |Ω| i=1 Z i (k) follows a Binomial distribution B(|Ω|, π ·k ). We apply Bernstein inequality (See for instance Proposition 2.9 in [20] ) to get for any t > 0 that
Consequently, we get with probability at least 1 − 2e
and, using
Note also that
Combining the last three displays with (63) we get, up to a rescaling of the constants, with probability at least 1 − e −t that
Replacing t by t + log m 2 in the above display and a union bound gives with probability at least 1 − e −t that
Assuming that log m 2 ≥ 1 we get with probability at least 1 − e −t that
Using (14), we get that there exist a numerical constant C > 0 such with probability at least 1 − e
We use Lemma 17 to obtain the bound on E Σ 2,∞ .
The proof of (iii) for Σ R is exactly the same as that for Σ. We just need to replace ξ i by ǫ i , σ by 1 and N by n.
We now turn to the proof of (iv) and establish the bound on W 2,∞ . We have
We study the first term in the right hand side of the above display. Note that 1
Using the concentration obtained above on Z(k), we get with probability at least 1 − e −t that
We study now the U-statistic of order 2
We will use a Bernstein-type concentration inequality for U-statistics. To this end, we set
We will need the following quantities to control the tail behavior of U 2
jk (which follows from a reasoning similar to that used to bound C).
Finally, we get a bound on B. Set π 0,k = 1 − π ·,k . Note first that By symmetry, we obtain the same bound on i2 Eh 2 (·, X i2 (·, k)) L ∞ . Thus we get that
·k + max
Set U 2 = i1 =i2 h(X i1 (·, k), X i2 (·, k)). We apply a decoupling argument (See for instance Theorem 3.4.1 page 125 in [10] ) to get that there exists a constant C > 0, such that for any u > 0 Recall that |Ω| = n and ae = N/n. Assumption 5 and n ≤ |I| imply that there exist a numerical constant C > 0 such with probability at least 1 − e 
D Proof of Lemma 10
Recall, we set X i (j, k) = X i , e j (m 1 )e k (m 2 ) ⊤ . We have
1 N i∈Ω ξ i X i (j, k) .
For any fixed (j, k), we have in view of Assumptions 3 and 9 that 
where we have used the fact that under Assumption 3, the ψ 2 Orlicz norm ξ ψ2 satisfies ξ ψ2 ≤ cσ and the well-known relation
We can apply Proposition 2.9 page 24 in [20] to get with probability at least 1 − e 
E Technical Lemma
We need the following technical Lemma. which is a one to one transformation of R + onto itself under our assumptions on a j , α j . Thus we get 
