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1. Resumen
Esta l´ınea de investigacio´n se enfoca en me-
jorar las capacidades de razonamiento de agen-
tes que participan en Sistemas Multi-Agente
(SMA). Su objetivo general es mejorar y desa-
rrollar nuevas te´cnicas para los servicios de ra-
zonamiento basados en Programacio´n Lo´gica
Rebatible (Defeasilble Logic Programming o
DeLP) combinando revisio´n de creencias, argu-
mentacio´n y mecanismos de confianza y repu-
tacio´n para su aplicacio´n en SMA. En particu-
lar, se espera avanzar en la implementacio´n de
nuevos servicios y facilidades de los Servicios
de Razonamiento basados en DeLP. Dicha inte-
gracio´n permitira´ realizar un avance en las tres
a´reas de investigacio´n, y adema´s, proveera´ de
te´cnicas avanzadas aplicables a los modelos de
razonamiento de agentes inteligentes y siste-
mas multi-agente para entornos dina´micos.
Palabras Clave: Razonamiento, Argumenta-
cio´n, Sistemas Multi-Agente.
2. Contexto
Esta l´ınea de investigacio´n se realizara´ den-
tro del a´mbito del Laboratorio de Investiga-
cio´n y Desarrollo en Inteligencia Artificial (LI-
DIA) del Departamento de Ciencias e Inge-
nier´ıa de la Computacio´n de la Universidad
Nacional del Sur (U.N.S.). Esta´ asociada con
los proyectos de investigacio´n: “Representacio´n
de conocimiento y Razonamiento Argumenta-
tivo: Herramientas Inteligentes para la Web y
las Bases de Datos Federadas” PGI 24/N030, y
“Formalismos Argumentativos aplicados a Sis-
temas Inteligentes para Toma de Decisiones”.
Co´digo: PGI 24/ZN18 financiado por la U.N.S.
3. Introduccio´n
Los sistemas de argumentacio´n resultan u´ti-
les para toma de decisiones, tales deliberacio-
nes pueden modelarse de una forma diale´cti-
ca usando argumentos a favor y en contra de
cada opcio´n [11, 13, 5, 4]. La implementacio´n
de este tipo de sistemas ha cobrado impulso
en los u´ltimos an˜os, en particular para brindar
soporte a las capacidades de razonamiento de
los agentes, por ejemplo para mejorar los me-
canismos de toma de decisio´n automa´tica. Una
aproximacio´n a la implementacio´n de este tipo
de sistemas esta´ dada por los servicios de ra-
zonamiento basados en Programacio´n Lo´gica
Rebatible o DeLP-servers.
Los DeLP-servers introducidos en [14] y
desarrollados luego [26] constan de tres com-
ponentes: conocimiento pu´blico, un mecanismo
de inferencia, y un conjunto de operadores que
definen co´mo integrar nuevo conocimiento en-
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viado por los clientes que consultan a un DeLP-
server. Para realizar dichas consultas se defi-
ne el concepto de Consulta Contextual, la cual
consta de dos elementos: la consulta particular
que el cliente pretende hacer, y un contexto
dentro del cual debe procesarse dicha consulta
particular. Este contexto podra´ contener cono-
cimiento privado incluido por el cliente para ser
utilizado en el ca´lculo de la respuesta, y opera-
dores (conocidos por el DeLP-server) a trave´s
de los cuales se especificara´ que´ tratamiento
darle a dicho conocimiento privado enviado en
la consulta. Por ejemplo, un DeLP-server pue-
de disponer de un operador para dar prioridad
al conocimiento privado sobre el pu´blico, otro
operador para excluir conocimiento pu´blico, o
un operador para dar prioridad al conocimien-
to pu´blico. De esta manera, utilizando los ope-
radores que son indicados en el contexto, se
puede integrar adecuadamente el conocimiento
privado enviado por el cliente al conocimiento
pu´blico; y calcular la respuesta, utilizando tan-
to el conocimiento pu´blico almacenado, como
el contexto en el cual el cliente quiere que se
trate su consulta. El co´mputo de una respuesta
para una consulta contextual no afecta a futu-
ras consultas del mismo agente, ni tampoco a
otras consultas simulta´neas de otros agentes.
Es importante destacar que la misma consulta
contextual realizada en varias oportunidades al
mismo servidor, siempre tendra´ la misma res-
puesta. Sin embargo, la misma consulta reali-
zada al mismo DeLP-server, pero con diferente
contexto, podra´ tener una respuesta diferente.
Por ejemplo, un DeLP-server podr´ıa imple-
mentar un Servicio de Recomendacio´n de No-
ticias, y este servicio podr´ıa ser consultado por
diferentes clientes para obtener sugerencias so-
bre que´ publicaciones leer en la Web. Esta´ claro
que una consulta como “¿Que´ noticia me re-
comienda?” puede ser demasiado general para
que el servicio genere una respuesta satisfacto-
ria para el cliente. En cambio, “Estoy intere-
sado en noticias sobre tenis, preferentemente
publicaciones deportivas ¿que´ noticia me reco-
mienda?” provee, adema´s de la consulta, un
contexto, el cua´l puede ser utilizado por el ser-
vicio para realizar una sugerencia que sea satis-
factoria. En otro dominio de aplicacio´n como
es el diagno´stico, un cliente podr´ıa enviar en el
contexto de la consulta los s´ıntomas a tener en
cuenta para procesar su consulta.
Los operadores para el procesamiento del co-
nocimiento privado permiten un manejo ade-
cuado de la informacio´n enviada por el cliente.
Por ejemplo: la consulta “¿noticias sobre te-
nis?” puede incluir un contexto en el cua´l se
indique un operador para excluir noticias so-
bre accidentes de tenistas, y dar prioridad a
noticias de tenistas argentinos.
En esta l´ınea de investigacio´n se pretende
mejorar las capacidades de los DeLP-server
combinando los resultados que se han obtenido
en el tratamiento de informacio´n proveniente
de diferentes informantes, formalizacio´n de los
operadores con resultados en revisio´n de creen-
cias y argumentacio´n, y el uso de te´cnicas de
optimizacio´n en el ca´lculo de garant´ıas para la
obtencio´n de respuestas.
4. L´ıneas de Investigacio´n
y Desarrollo
Esta l´ınea de investigacio´n toma como pun-
to de partida el desarrollo de los DeLP-servers
elaborado en [26] y resultados obtenidos por
los autores que han sido publicados reciente-
mente [23, 22, 15, 20, 17].
Su objetivo general es desarrollar te´cnicas
para mejorar las capacidades de razonamiento
de agentes que participan en Sistemas Multi-
Agente (SMA). Para esto se propone desarro-
llar nuevas te´cnicas para los servicios de razo-
namiento basados en DeLP combinando revi-
sio´n de creencias, argumentacio´n y mecanismos
de confianza y reputacio´n para su aplicacio´n en
SMA. En particular, se espera avanzar en la
implementacio´n de nuevos servicios y facilida-
des de los Servicios de Razonamiento basados
en DeLP. Dicha integracio´n permitira´ realizar
un avance en las tres a´reas de investigacio´n, y
adema´s, proveera´ de te´cnicas avanzadas aplica-
bles a los modelos de razonamiento de agentes
inteligentes y sistemas multi-agente para en-
tornos dina´micos.
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El uso de credibilidad de informantes en
dina´mica de creencias es algo novedoso [25].
Este formalismo puede ser usado como pun-
to de partida para combinar revisio´n de creen-
cias y mecanismos de confianza y reputacio´n en
SMA. En [21], Sabater y Sierra sostienen que la
importancia de la confianza y reputacio´n en so-
ciedades humanas esta´ fuera de discusio´n, por
lo cual no es sorprendente que varias discipli-
nas, cada una desde una perspectiva diferente,
haya estudiado y utilizado ambos conceptos.
La investigacio´n cient´ıfica en el a´rea de meca-
nismos computacionales de confianza y repu-
tacio´n en sociedades virtuales, es una disciplina
reciente orientada a incrementar la fiabilidad y
performance de comunidades electro´nicas. En
art´ıculos recientes como [10, 21, 9, 3] podemos
notar que en ciencias de la computacio´n hay
dos elementos que han contribuido sustancial-
mente a incrementar el intere´s en confianza y
reputacio´n: el paradigma de SMA y la evolu-
cio´n creciente del e-commerce.
El estudio de confianza y reputacio´n tiene
muchas aplicaciones en tecnolog´ıas de Comu-
nicacio´n e Informacio´n. Estos sistemas han si-
do reconocidos como factores claves para la
adopcio´n del comercio electro´nico. Los mismos
son usados por agentes de software inteligentes
como un mecanismo para buscar compan˜eros
confiables y como un incentivo en la toma de
decisiones acerca de si se tiene en cuenta un
contrato. La reputacio´n es usada en el merca-
do electro´nico como un mecanismo para evitar
fraudes y estafas [9]. Los e-markets no son el
u´nico campo de aplicacio´n; por ejemplo, en [3]
usan la confianza para mejorar la performance
de mecanismos de revisio´n de creencias.
En el contexto de SMA, un agente pue-
de a menudo recibir informacio´n a trave´s de
otro que, por lo general, llamamos informante.
Estos informantes son agentes independientes
quienes tiene sus propios intereses y, por lo tan-
to, no son completamente fiables. Es natural
para un agente creerle ma´s a un informante
sobre otro. Es por esto que en algunos tra-
bajos se ha propuesto la organizacio´n de los
informantes en un orden parcial que compara
la plausibilidad de los mismos. En esta inves-
tigacio´n se pretende combinar formalismos de
revisio´n de creencias, argumentacio´n y actuali-
zacio´n de conocimiento con te´cnicas de mante-
nimiento de confianza y reputacio´n de agentes
en un ambiente distribuido.
Desde el punto de vista teo´rico, elaborar ta-
les conexiones entre argumentacio´n, revisio´n de
creencias y mecanismos de confianza y repu-
tacio´n, y poder aplicarlas a los SMA, permi-
tira´ un progreso cient´ıfico substancial en el
campo de la representacio´n de conocimien-
to [19, 2, 16].
El estudio de los v´ınculos y relaciones entre
revisio´n de creencias y argumentacio´n ha co-
menzado hace muy poco. Aunque ya existen en
la literatura comentarios [7, 12] de que ambas
a´reas podr´ıan combinarse con buenos resulta-
dos, el tema carece de resultados importantes.
Por lo tanto, con la l´ınea de investigacio´n pro-
puesta se esperan obtener resultados relevantes
en el a´rea de razonamiento y representacio´n de
conocimiento. Por ejemplo, las te´cnicas de re-
visio´n de creencias proveen a los agentes la ca-
pacidad de corregir sus creencias cuando existe
una discrepancia con la informacio´n nueva que
pueden obtener de su entorno [1, 6, 8, 18]. Uno
de los resultados esperados es mejorar los sis-
temas de revisio´n de creencias utilizando argu-
mentacio´n y mecanismos de confianza y repu-
tacio´n para evaluar si es importante que la nue-
va informacio´n obtenida sea incorporada o no
a las creencias del agente.
5. Resultados Esperados
Los DeLP-servers fueron introducidos en [14]
y posteriormente formalizados en [26]. En esta
l´ınea de investigacio´n se espera poder mejorar
las capacidades de los DeLP-servers, utilizan-
do resultados obtenidos y publicados reciente-
mente. A continuacio´n se incluye un resumen
de estas publicaciones.
En el art´ıculo Deliberative DeLP agents with
multiple informants [23], se define un forma-
lismo de razonamiento argumentativo basado
en confianza (trust), donde la informacio´n que
posee una agente puede ser recibida de diferen-
tes informantes. En este formalismo se utiliza
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la confianza asignada a la fuente de la infor-
macio´n para decidir ante la presencia de in-
formacio´n contradictoria y poder obtener res-
puestas garantizadas por un proceso de argu-
mentacio´n rebatible. En este formalismo, las
conclusiones tentativas del agentes esta´n sus-
tentadas por argumentos, y esos argumentos
pueden ser atacados por otros argumentos. El
mecanismo de inferencia compara los argumen-
tos y contra-argumentos utilizando la informa-
cio´n de la confianza asignada a la fuente de in-
formacio´n. El formalismo permite adema´s que
la confianza asignada a las fuentes pueda ser
cambiada dina´micamente utilizando los resul-
tados reportados en [24].
En el art´ıculo On Influence and Contrac-
tions in Defeasible Logic Programming [15], se
desarrollan diferentes nociones de contraccio´n
basadas en la Programacio´n Lo´gica Rebatible.
En particular, estas nociones de contraccio´n se
basan tanto en las diferentes formas de infe-
rencia impl´ıcitamente existentes en un sistema
argumentativo, as´ı como tambie´n en la influen-
cia que exhiben los literales en el proceso de ra-
zonamiento dialectico en este tipo de sistemas.
Todos los operadores buscan lograr que un lite-
ral no sea garantizado a partir de un Programa
Lo´gico Rebatible. Sin embargo, cada operador
puede ser visto como un refinamiento del ante-
rior en te´rminos del cambio que producen res-
pecto a las inferencias del programa. Estos re-
sultados pueden utilizarse para definir nuevos
operadores para los servicios de razonamiento
que permitan la integracio´n de conocimiento
privado a trave´s de las consultas contextuales
de forma ma´s sofisticada.
En el art´ıculo Selective revision with multi-
ple informants and argumentative support [22],
consideramos el problema de revisio´n de creen-
cias en un SMA con informacio´n proveniente
de diferentes agentes con distintos grados de
credibilidad. En este contexto, un agente tie-
ne que elegir cuidadosamente que informacio´n
acepta en la revisio´n para evitar creer en infor-
macio´n poco confiable. En este art´ıculo hemos
propuesto un proceso de revisio´n en la cual
se combina revisio´n selectiva, argumentacio´n
deductiva, y la credibilidad de la informacio´n
para su manejo adecuado. La nueva informa-
cio´n es evaluada basada en la credibilidad de
la fuente y todos los argumentos a favor y en
contra de la misma. El proceso de evaluacio´n
determina que parte de la nueva informacio´n
va a ser aceptada para luego ser incorporada
en la base de creencias por medio de un opera-
dor de revisio´n apropiado.
En los art´ıculos A Heuristics-Based Pru-
ning Technique for Argumentation Trees [20]
y Using Argument Strength for Building Dia-
lectical Bonsai [17], se propone una te´cnica de
poda basada en heur´ıstica para los a´rboles de
diale´ctica de los sistemas argumentativos. En
los trabajos se muestra que el uso de la te´cnica
propuesta reduce considerablemente el taman˜o
de los a´rboles de diale´ctica, lo cual acelera sig-
nificativamente la velocidad de respuesta del
sistema. La heur´ıstica utilizada se basa en la
nocio´n de fuerza de un argumento, la cual in-
dica la probabilidad de que un argumento sea
derrotado y es calculada de manera oﬄine. La
heur´ıstica es utilizada para ordenar los argu-
mentos, de manera tal que al construir el a´rbol
de diale´ctica se exploran primero los argumen-
tos con menos chances a estar derrotados. Es-
tos resultados pueden utilizarse para acelerar
el computo de los servicios de razonamiento
estudiando como calcular la fuerza de los ar-
gumentos potenciales que utilizara´ el servidor.
Adema´s, la nocio´n de fuerza podr´ıa utilizarse
como una medida para determinar el grado de
garant´ıa de una respuesta dada por el servidor.
Referencias
[1] Carlos E. Alchourro´n, Peter Ga¨rdenfors, and Da-
vid Makinson. On the logic of theory change:
Partial meet contraction and revision functions.
Journal of Symbolic Logic, 50(2):510–530, 1985.
[2] L. Amgoud, C. Devred, and M. Lagasquie. A cons-
trained argumentation system for practical reaso-
ning. In Seventh International Conference on Au-
tonomous Agents and Multiagent Systems (AA-
MAS’08), pages 429–436, 2008.
[3] Kathleen Suzanne Barber and Joonoo Kim. Belief
revision process based on trust: Simulation expe-
riments. In In Proceedings of Autonomous Agents
’01 Workshop on Deception, Fraud, and Trust in
Agent Societies, pages 1–12, 2001.
____________________________________
                                        PAGINA - 873 -
[4] Christoph Beierle, Bernhard Freund, Gabriele
Kern-Isberner, and Matthias Thimm. Using de-
feasible logic programming for argumentation-
based decision support in private law. In Third
International Conference on Computational Mo-
dels of Argument (COMMA’10), Desenzano del
Garda, Italy, September 2010.
[5] Philippe Besnard and Anthony Hunter. A logic-
based theory of deductive arguments. Artificial
Intelligence, 128(1-2):203–235, 2001.
[6] R. Booth, T. Meyer, I. Varzinczak, and R. Wasser-
mann. A contraction core for horn belief change:
Preliminary report. In NMR, 2010.
[7] Claudette Cayrol, Florence Dupin de Saint Cyr-
Bannay, and Marie-Christine Lagasquie-Schiex.
Change in abstract argumentation frameworks:
Adding an argument. Journal of Artificial Intelli-
gence Research, 38:49–84, may 2010.
[8] J. Delgrande and R. Wassermann. Horn clause
contraction functions: Belief set and belief base
approaches. In KR, 2010.
[9] Chrysanthos Dellarocas. The digitalization of
word-of-mouth: Promise and challenges of online
reputation mechanisms. In Management Science,
2003.
[10] Changyu Dong and Naranker Dulay. Shinren:
Non-monotonic trust management for distributed
systems. In IFIPTM, pages 125–140, 2010.
[11] Phan Minh Dung. On the Acceptability of Argu-
ments and its Fundamental Role in Nonmonotonic
Reasoning, Logic Programming and n-Person Ga-
mes. Artificial Intelligence, 77(2):321–358, 1995.
[12] Marcelo Alejandro Falappa, Gabriele Kern-
Isberner, and Guillermo Ricardo Simari. Belief
revision and argumentation theory. In Argumen-
tation in Artificial Intelligence, pages 341–360.
Springer, 2009.
[13] A. Garcia and G. Simari. Defeasible logic pro-
gramming: An argumentative approach. Theory
and Practice of Logic Programming (TPLP),
4:95–138, 2004.
[14] Alejandro Javier Garc´ıa, Nicola´s D. Rotstein, Ma-
riano Tucat, and Guillermo Ricardo Simari. An
argumentative reasoning service for deliberative
agents. In KSEM, pages 128–139, 2007.
[15] Diego R. Garc´ıa, Sebastian Gottifredi, Patrick
Kru¨mpelmann, Matthias Thimm, Gabriele Kern-
Isberner, Marcelo A. Falappa, and Alejandro Ja-
vier Garc´ıa. On influence and contractions in de-
feasible logic programming. In LPNMR, pages
199–204, 2011.
[16] Sebastian Gottifredi, Alejandro Javier Garc´ıa,
and Guillermo Ricardo Simari. Query-based argu-
mentation in agent programming. In IBERAMIA,
pages 284–295, 2010.
[17] Sebastian Gottifredi, Nicola´s D. Rotstein, Alejan-
dro J. Garc´ıa, and Guillermo R. Simari. Using
argument strength for building dialectical bonsai.
To Appear in AMAI, 2013.
[18] Sven Ove Hansson. Kernel Contraction. The
Journal of Symbolic Logic, 59:845–859, 1994.
[19] N. D. Rotstein, A. J. Garcia, and G. R. Simari.
Reasoning from desires to intentions: A dialecti-
cal framework. In AAAI Conference on Artificial
Intelligence, pages 136–141, 2007.
[20] Nicola´s D. Rotstein, Sebastian Gottifredi, Ale-
jandro J. Garc´ıa, and Guillermo R. Simari. A
heuristics-based pruning technique for argumen-
tation trees. In SUM, pages 177–190, 2011.
[21] Jordi Sabater and Carles Sierra. Review on
computational trust and reputation models. Ar-
tificial Intelligence Review, 24(1):33–60, 2005.
[22] Luciano H. Tamargo, Alejandro J. Garc´ıa, Matt-
hias Thimm, and Patrick Kru¨mpelmann. Selective
revision with multiple informants and argumenta-
tive support. AEPIA vol. 15 nro. 50, pages 4–17,
2012.
[23] Luciano H. Tamargo, Sebastian Gottifredi, Ale-
jandro J. Garc´ıa, and Guillermo R. Simari. De-
liberative delp agents with multiple informants.
AEPIA vol. 15 nro. 13, pages 13–30, 2012.
[24] Luciano He´ctor Tamargo, Marcelo Alejandro Fa-
lappa, Alejandro Javier Garc´ıa, and Guillermo Ri-
cardo Simari. A change model for credibility par-
tial order. In Proceeding of the 5th International
Conference on Scalable Uncertainty Management
(SUM), pages 317–330, 2011.
[25] Luciano He´ctor Tamargo, Alejandro Javier
Garc´ıa, Marcelo Alejandro Falappa, and Gui-
llermo Ricardo Simari. Modeling knowledge
dynamics in multi-agent systems based on in-
formants. The Knowledge Engineering Review
(KER), 27(1):87–114, 2012.
[26] Mariano Tucat. Grupos de servicios de razona-
miento para el procesamiento de consultas contex-
tuales en paralelo. In Tesis de Doctor en Ciencias
de la Computacio´n, Universidad Nacional del Sur,
2012.
____________________________________
                                        PAGINA - 874 -
