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SUMMARY
The motion of a self-gravitating hyperelastic body is described through a time-dependent
mapping from a reference body into physical space, and its material properties are determined
by a referential density and strain-energy function defined relative to the reference body. Points
within the reference body do not have a direct physical meaning, but instead act as particle
labels that could be assigned in different ways. We use Hamilton’s principle to determine
how the referential density and strain-energy functions transform when the particle labels are
changed, and describe an associated ‘particle relabelling symmetry’. We apply these results
to linearized elastic wave propagation and discuss their implications for seismological inverse
problems. In particular, we show that the effects of boundary topography on elastic wave
propagation can be mapped exactly into volumetric heterogeneity while preserving the form
of the equations of motion. Several numerical calculations are presented to illustrate our
results.
Key words: Numerical Solutions; Seismic tomography; Theoretical seismology.
1 INTRODUCTION
In this paper, we consider the motion of a self-gravitating elastic
body and obtain particle relabelling transformations describing how
the elastodynamic equations transform when the reference config-
uration is changed. The term ‘particle relabelling transformation’
has been borrowed from a somewhat analogous property in Hamil-
tonian formulations of fluid mechanics (e.g. Salmon 1988; Bokhove
& Oliver 2006). This work has largely been motivated by a compu-
tational problem in normal-mode seismology, but it also has wider
applications in seismology and related fields. Our main result is that
the form of the elastodynamic equations is invariant under a change
of reference configuration, and we obtain formulae showing how
the material parameters and initial conditions transform.Within this
introduction, we outline our reasons for introducing such transfor-
mations and describe their relation to some existing results.
1.1 Incorporation of boundary topography into
normal-mode coupling calculations
Normal-mode coupling calculations are the standard method for
computing long-period seismograms and spectra in laterally het-
erogeneous earth models; see Dahlen & Tromp (1998) for a com-
prehensive discussion. In broad terms, these calculations proceed
by expanding the wavefield in a laterally heterogeneous earth model
in terms of the eigenfunctions of a suitable spherically symmetric
earth model, and so reduce the elastodynamic equations to a system
of coupled ordinary differential equations for the expansion coef-
ficients. We will say that a laterally heterogeneous earth model is
‘geometrically spherical’ if its internal and external boundaries are
concentric spheres, and when this condition does not hold we say
that the model is ‘geometrically aspherical’. Due to topography on
the Earth’s surface and on internal boundaries such as the Moho or
the core mantle boundary, it is geometrically aspherical models that
are of the greatest practical interest.
If amodel is geometrically spherical, then the completeness of the
eigenfunctions of spherically symmetric earth models implies that
mode coupling theory is exact, and numerical calculations can, in
principle, be made as accurate as desired. When, however, we con-
sider geometrically aspherical earth models, the wavefield we wish
to expand is not defined in the same domain as the spherical earth
eigenfunctions. To date, this difficulty has been overcome through
the use of first-order perturbation theory to account for aspheri-
cal topography on internal or external boundaries (e.g. Woodhouse
1976; Woodhouse & Dahlen 1978; Woodhouse 1980). It should be
noted that this perturbation theory is first-order accurate in the cal-
culation of the so-called ‘matrix elements’ for the problem, but the
wavefield depends nonlinearly on these matrix elements. It follows
that there is a nonlinear dependence of the calculated seismograms
on boundary topography, though the results are, nonetheless, only
guaranteed to be first-order accurate. It is quite possible that this
perturbation approach is sufficient for incorporating the effects of
boundary topography, but it would, of course, be preferable to have
a more accurate theory.
An approach for incorporating boundary topography exactly into
mode coupling calculations is suggested by Woodhouse (1976). In
this seminal paper, correct expressions for the first-order pertur-
bation to the eigenfrequencies of an earth model due to boundary
topography were obtained for the first time, though a later extension
C© The Authors 2016. Published by Oxford University Press on behalf of The Royal Astronomical Society. 575
 at U
niversity of Cam
bridge on M
ay 6, 2016
http://gji.oxfordjournals.org/
D
ow
nloaded from
 
576 D. Al-Attar and O. Crawford
was required to account for complications associated with fluid–
solid boundaries (Woodhouse&Dahlen 1978). It had been observed
through numerical calculations (Dziewonski & Sailor 1976) that
Rayleigh’s principle led to the incorrect expression when applied to
boundary perturbations (Backus & Gilbert 1967). To remedy this
problem, Woodhouse (1976) introduced a mapping which trans-
formed the boundaries of the perturbed earth model onto those of
the unperturbed model. The perturbed equations of motion were
then transformed into equivalent equations defined on the unper-
turbed earth model, with these new equations depending on the
mapping between the two earth models as a volumetric parame-
ter. Rayleigh’s principle could then be applied to the transformed
equations of motion to determine the first-order change in the eigen-
frequencies.
The key step in the method of Woodhouse (1976) is the mapping
which carries the boundaries of a perturbed earthmodel into those of
an unperturbed one. Though in its original application this approach
was only used to calculate first-order perturbations, this need not be
the case. Consider the elastodynamic equations in a geometrically
aspherical earth model. As we noted above, we cannot simply ex-
pand the wavefield in the eigenfunctions of a spherically symmetric
earth model. However, suppose that, following Woodhouse (1976),
we introduce amapping that carries the boundaries of our aspherical
model onto those of a spherical earth model. We could then use this
mapping to transform the elastodynamic equations into an equiva-
lent set on the spherically symmetricmodel, and the solution to these
new equations could be expanded in terms of the eigenfunctions of
the spherically symmetric model. A very similar approach to in-
corporate boundary topography has been implemented by Takeuchi
(2005) in the non-self-gravitating case and in a Cartesian geometry
based on the so-called direct solution method (Geller & Ohmi-
nato 1994). The main difficulty in applying the above method is
transforming the elastodynamic equations between a geometrically
aspherical earth model and a spherical one, and this is the problem
we wish to address.
1.2 Non-uniqueness results for a class of inverse problems
We are interested in transforming the elastodynamic equations de-
fined in a given earth model into an equivalent set of equations
defined in a different geometric domain. Similar problems are well
known in the applied mathematics literature, and can lead to some
surprising results (e.g. Stefanov & Uhlmann 1998a,b; Greenleaf
et al. 2003). For example, consider the scalar wave equation
ρ∂2t u − ∇ · (a · ∇u) = −∇ ·m, (1)
defined on a some smooth bounded domain M ⊆ Rn with n ≥ 2
and boundary ∂M, subject to initial conditions
u(x, 0) = u0(x), (∂t u)(x, 0) = v0(x), (2)
for x ∈ M , and boundary conditions
n(x) · (∇u)(x, t) = 0, (3)
for x ∈ ∂M and all times t ≥ 0 with n the outward unit normal
vector. Here ρ is a smooth non-negative function, a is a smooth
symmetric second-order tensor such that e · a(x) · e ≥ A‖e‖2 for all
vectors e ∈ Rn and x ∈ M with A some positive constant, and m is
a time-dependent vector field that vanishes on ∂M. These equations
are scalar analogues for the elastodynamic equations, but have no
physical meaning. We note, however, that the form of the force
term has been chosen to mimic the stress glut commonly used in
seismology (Backus & Mulcahy 1976a,b).
Let ξ : M˜ → M be a smooth mapping with a smooth inverse,
which we recall is known as a diffeomorphism (e.g. Abraham et al.
1988). If u is a solution to the above wave equation, then we can
define a new function on M˜ by setting
u˜(x, t) := u[ξ (x), t], (4)
for all x ∈ M˜ . It is natural to ask whether u˜ is also a solution of
some equation defined on M˜ . This is indeed the case, and we will
show that the equation for u˜ takes the form
ρ˜∂2t u˜ − ∇ · (a˜ · ∇u˜) = −∇ · m˜, (5)
subject to initial conditions
u˜(x, 0) = u˜0(x), (∂t u˜)(x, 0) = v˜0(x), (6)
for all x ∈ M˜ , and boundary conditions
n(x) · (∇u˜)(x, t) = 0, (7)
for all x ∈ ∂ M˜ and all times t ≥ 0, where n is now the outward
unit normal vector to ∂ M˜ . In this transformed wave equation, it is
immediately clear that the initial conditions are given by
u˜0(x) = u0[ξ (x)], v˜0(x) = v0[ξ (x)], (8)
for all x ∈ M˜ . Expressions for the parameters ρ˜, a˜ and m˜ are ob-
tained below, and will be seen to depend on the original param-
eters ρ, a and m along with the diffeomorphism ξ . It is notable
that the equation satisfied by u˜ is of exactly the same form as the
original wave equation. This ‘form invariance’ of a partial differ-
ential equation under such a transformation does not trivially hold.
For example, were we to consider instead the rather similar wave
equation
ρ∂2t u − a : ∇∇u = −∇ ·m, (9)
then we would find that its form is not retained under the transfor-
mation given in eq. (4).
The equation satisfied by u˜ can be obtained in several ways.
The most elementary is through a direct but lengthy calculation
in local coordinates. A quicker and more illuminating derivation
is possible using the calculus of differential forms, and depends
crucially on the commutativity of the exterior derivative with the
pull-back operation (e.g. Abraham et al. 1988), but such techniques
are not very familiar within geophysics. Here we shall obtain the
transformed wave equation in an elementary manner starting from a
variational formulation of thewave equation; an analogous approach
will be used later when transforming the elastodynamic equations.
It is readily verified that the wave equation for u can be obtained
from Hamilton’s principle for the action
S(u) :=
∫ T
0
∫
M
{
1
2
ρ(x)[(∂t u)(x, t)]
2 − 1
2
(∇u)(x, t) · a(x)
· (∇u)(x, t) + (∇u)(x, t) ·m(x, t)
}
dnx, (10)
where [0, T] is some time interval of interest, and the admissible
variations in u satisfy
δu(x, 0) = δu(x, T ) = 0. (11)
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The integration in eq. (10) can be transformed using ξ : M˜ → M ,
and we obtain
S(u) :=
∫ T
0
∫
M˜
{
1
2
ρ˜(x)[(∂t u˜)(x, t)]
2 − 1
2
(∇u˜)(x, t) · a˜(x)
· (∇u˜)(x, t) + (∇u˜)(x, t) · m˜(x, t)
}
dnx, (12)
where we have used the identity
(∇u˜)(x, t) = Fξ (x)T · (∇u)[ξ (x, t)], (13)
with Fξ = (∇ξ )T , and have defined the new parameters
ρ˜(x) = Jξ (x)ρ[ξ (x)], (14)
a˜(x) = Jξ (x)Fξ (x)−1a[ξ (x)]Fξ (x)−T , (15)
m˜(x, t) = Jξ (x)Fξ (x)−1m[ξ (x), t], (16)
where Jξ (x) = det[Fξ (x)]. Let us define a new action by
S˜(u˜) :=
∫ T
0
∫
M˜
{
1
2
ρ˜(x)[(∂t u˜)(x, t)]
2 − 1
2
(∇u˜)(x, t) · a˜(x)
· (∇u˜)(x, t) + (∇u˜)(x, t) · m˜(x, t)
}
dnx, (17)
It follows that we have S(u) = S˜(u˜) whenever u and u˜ are related
through eq. (4), and we can conclude that u will be a solution of the
original wave equation if and only if u˜ is a solution of eq. (5) with
the parameters given by eqs (14)–(16).
Invariance of the form of the scalar wave equation under such
transformations is an elegant and non-trivial result. But it is when
we consider inverse problems for this equation that things be-
come interesting. Suppose that we have error-free observations
of u everywhere on ∂M over some arbitrary time interval [0,
T]. We can then regard the wave equation as implicitly defining
a mapping
(ρ, a, u0, v0,m) 	→ u|∂M×[0,T ], (18)
and can formulate an inverse problem to recover the model pa-
rameters (ρ, a, u0, v0,m). We now ask whether or not this inverse
problem admits a unique solution. To proceed, we consider a dif-
feomorphism ξ from M onto itself, and such that ξ (x) = x at all
boundary points. Using a special case of the transformation defined
in eq. (4) we define a new wavefield u˜ and note that by construction
we have
u˜(x, t) = u(x, t), (19)
for all x ∈ ∂M and t ∈ [0, T]. However, we have seen that u˜ is a
solution of a wave equation of exactly the same form as that for
u, but with model parameters (ρ˜, a˜, u˜0, v˜0, m˜) that are related to
(ρ, a, u0, v0,m) through eqs (8) and (14)–(16). We have, therefore,
constructed two sets of model parameters that lead to exactly the
same surface observations, and can conclude that the given inverse
problem does not have a unique solution. In fact, it is easy to see
that there are infinitely many diffeomorphism from M onto itself
that leave the boundary points fixed, and so there is actually an
infinite-fold non-uniqueness for this inverse problem (cf. Stefanov
& Uhlmann 1998b).
An interesting feature of the above transformations is that an
initially isotropic model (i.e. a is proportional to the identity tensor)
will be transformed by a generic diffeomorphism into an anisotropic
one; were we to restrict attention to isotropic tensors, then this non-
uniqueness result would not hold. Furthermore, we note that it is not
only the ‘material parameters’ (ρ, a) of the equation that are being
transformed in the above method but also the initial conditions
(u0, v0) and the source term m. Suppose, for example, that we
know the source termm exactly (as is, essentially, the case in some
exploration seismic problems). The non-uniqueness result above
must then be modified by requiring that ξ equals the identity on
both the boundary ∂M and within the support of m in M (i.e. the
subset where the function is non-zero). So long as the support ofm
is not the whole of M there will exist non-trivial diffeomorphisms
satisfying these conditions, and it follows that we can again produce
infinitely many different sets of model parameters that are mapped
onto the given surface observations.
Similar methods have led to non-uniqueness results for other
partial differential equations, including some with a physical ba-
sis such as the heat diffusion equation (e.g. Greenleaf et al. 2003)
and Maxwell’s equations (e.g. Pendry et al. 2006; Rahm et al.
2008). Of particular relevance to geophysics is the work of Maz-
zucato & Rachele (2006), who establish non-uniqueness results for
both finite and linearized elasticity. Though the situation consid-
ered by these authors (the so-called Dirichlet-to-Neumann map)
is not directly relevant to surface observations in seismology, it is
clear that their methods could be extended in a suitable manner.
At face value, such results imply that there exists an infinite-fold
non-uniqueness for seismic inverse problems even with error-free
data everywhere on the Earth’s surface, and this clearly has signifi-
cant and worrying implications for seismic tomography. The work
of Mazzucato & Rachele (2006) is based on a covariant formula-
tion of elasticity due to Marsden & Hughes (1983), but involves
some lengthy calculations in local coordinates. In this paper we
re-derive and extend their results using elementary methods. In
particular, we incorporate seismic sources into the problem, and
account for the effects of self-gravitation. We also indicate how
these methods can be applied to viscoelastic materials. Importantly,
however, we provide a simple explanation for the non-uniqueness
in elastodynamic inverse problems, and show that while this repre-
sents a genuine mathematical result, it does not have direct physical
consequences.
2 HAMILTON ’S PR INCIPLE IN F IN ITE
ELAST IC ITY
In this section, we obtain the equations of motion for a self-
gravitating hyperelastic body from Hamilton’s principle of station-
ary action. In most seismological applications it is sufficient to
consider linearized motions of a body about an equilibrium state. It
will, however, be conceptually simpler first to discuss finite elastic-
ity, and then to reduce our results to the linearized case. Elasticity
is most precisely and elegantly described using the language of
modern differential geometry (e.g. Marsden & Hughes 1983). For
our purposes, however, elementarymethods will suffice, though this
means we do, regrettably, lose some geometric insight. Comprehen-
sive discussions of elasticity can be found in many places, but we
mention in particular Truesdell & Noll (2004) and Antman (2005).
Dahlen & Tromp (1998) and Woodhouse & Deuss (2007) also pro-
vide useful discussions from a geophysical perspective, including
topics such as self-gravitation, rotating reference frames and fluid–
solid interfaces. Though the material in this section is standard, we
provide a fairly self-contained overview to establish notations, and
recall necessary results.
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2.1 Kinematics
We consider the motion of an n-dimensional body, which for the
moment need not be elastic. All physical application will, of course,
be in 3-D space, but the dimension will play no essential role in the
theory, and we simply assume n ≥ 2. On the most basic level, the
body is represented by an abstract set that can be mapped continu-
ously and with continuous inverse onto open subsets of Euclidean
space Rn (e.g. Noll 1974; Antman 2005). Each such mapping de-
fines a configuration of the body, and a motion is a time-dependent
family of configurations. Elements of the body will be called parti-
cles, this terminology generalizing that used in classical mechanics,
and is not, of course, meant to convey any links to atomic physics.
To make the description of the body more concrete, it will be
necessary to select a reference configuration that maps the body
into a subset M ⊆ Rn called the reference body. The reference
configuration is often taken to be equal to the actual configuration of
the body at some initial time, but this choice is not necessary and can
sometimes be inconvenient. Having fixed a reference configuration,
we can label the particles of the body by their position vectors in
M, and describe their motion relative to the reference body. We
shall write x ∈ M for such particle labels, and assume they are
defined relative to a fixed Cartesian coordinate system on Rn . The
components of all vector and tensor fields introduced below will
also be defined relative to this coordinate system. For simplicity we
shall assume that M is a connected and bounded subset of Rn . The
boundary of M is denoted by ∂M, and n is the outward unit normal
vector. It would be trivial to allow for internal surfaces across which
material parameters are discontinuous so long as we assume that the
motion is itself continuous. The inclusion of fluid–solid interfaces
(e.g. Woodhouse & Dahlen 1978) into the model is more involved,
and will not be considered here .
Over a time interval I = [0, T ] ⊆ R, the motion of the body
relative to M is given by a mapping
ϕ : M × I → Rn, (20)
which, at time t ∈ I, takes the particle with label x ∈ M to the point
ϕ(x, t) ∈ Rn . Setting ϕt (x) := ϕ(x, t), we see that
Mt := ϕt (M) ⊆ Rn, (21)
is the subset of physical space instantaneously occupied by the body
at time t ∈ I. We say that ϕt : M → Rn is the configuration of the
body relative toM at this time, and assume that the mapping ϕt from
M ontoMt is a diffeomorphism, which is to say it is smooth and has
a smooth inverse. The initial configuration of the body relative to
M is the mapping x 	→ ϕ(x, 0), and we set ϕ0(x) = ϕ(x, 0).
The velocity of the motion is defined as
v(x, t) := (∂tϕ)(x, t), (22)
where ∂ t denotes partial differentiation with respect to time. We
write vt (x) := v(x, t), and can think of vt as a vector field on M.
More correctly, vt is a vector field defined along the mapping ϕt :
M → Rn (e.g. Marsden & Hughes 1983), but this distinction is
not important when using Cartesian coordinates. Consider a curve
s 	→ γ (s) ∈ M defined for s ∈ R in some neighbourhood of zero.
The tangent vector to this curve at the point x = γ (0) is simply γ ′(0),
where a prime denotes ordinary differentiation. We can also form
the image s 	→ (ϕt ◦ γ )(s) of this curve under the configuration ϕt ,
which is seen to pass through the point y = ϕt (x). Using the chain
rule, the tangent vector of this new curve at the point y is given by
(ϕt ◦ γ )′(0) = γ ′(0) · (∇ϕt )(x) := F(x, t) · γ ′(0), (23)
where we have introduced the deformation gradient F := (∇ϕ)T of
the motion. As we have assumed that each configuration ϕt is a
diffeomorphism, it follows from the inverse function theorem (e.g.
Abraham et al. 1988) that Ft (x) := F(x, t) is an invertible linear
mapping at each point x ∈ M , and so belongs to the general linear
group, GL(n). More formally, Ft is the differential of ϕt , and maps
tangent vectors in M with base-point x into tangent vectors in Rn
with base point ϕt (x) (e.g. Marsden & Hughes 1983), but due to
our use of global Cartesian coordinates, this ‘two-point’ nature of
the deformation gradient can be left implicit.
We now recall the polar decomposition of the deformation gra-
dient (e.g. Truesdell & Noll 2004). The right Cauchy–Green defor-
mation tensor is defined by
C := FTF, (24)
and is clearly symmetric and positive-definite. From the spectral
theorem (e.g. Lax 2002) we can define a positive square root U :=√
C which is again symmetric, and we claim that
F = RU, (25)
where R is an element of the orthogonal group, O(n). In fact, from
eq. (25) it is clear that R := FU−1 is well-defined, and we see
trivially that RT = R−1 as required. We can also introduce the left
Cauchy–Green deformation tensorB := FFT , and through a similar
argument obtain F = VR where we have defined V := √B.
2.2 Mass conservation and gravitational potential
At time t ∈ I, the particles within an n-dimensional subset U ⊆ M
occupy the region Ut := ϕt (U ) of physical space, and the mass of
this sub-body can be written
m(U, t) :=
∫
Ut
(y, t) dny, (26)
with ( ·, t) the instantaneous spatial density. Conservation of mass
requires that m(U, t) is independent of time, and by using ϕt to
transform the integration in eq. (26) onto U, we obtain
d
dt
∫
U
J (x, t) [ϕ(x, t), t] dnx = 0, (27)
where the Jacobian of the motion is defined by
J (x, t) := det[F(x, t)]. (28)
As the subset U is arbitrary, it follows that there exists a referential
density ρ such that for all times t ∈ I we have
ρ(x) = J (x, t) [ϕ(x, t), t]. (29)
Given the spatial density  at a given time t ∈ I, the gravitational
potential of the body can be written
φ(y, t) =
∫
Mt
(y′, t)n(y− y′) dny′, (30)
where n is the Newtonian potential in n-dimensional space
n(y) = 4πG ×
{ 1
2π ln ‖y‖ n = 2
1
n(2−n)ωn ‖y‖2−n n > 2
, (31)
with ωn the volume of the n-ball (e.g. Evans 1998), and the gravi-
tational acceleration of the body is defined as
g(y, t) := −(∇φ)(y, t) = −
∫
Mt
(y′, t)(∇n)(y− y′) dny′. (32)
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The gravitational potential can also be defined through the solution
of Poisson’s equation
∇2φ = 4πG, (33)
subject to appropriate boundary conditions (e.g. Dahlen & Tromp
1998), but for our purposes it is more convenient to regard φ as
a functional of the motion and not an independent field. We also
introduce the referential gravitational potential by
ζ (x, t) := φ[ϕ(x, t), t], (34)
and from eqs (29) and (30) obtain the explicit dependence of ζ on
the motion
ζ (x, t) =
∫
M
ρ(x′)n[ϕ(x, t) − ϕ(x′, t)] dnx′. (35)
Similarly, we define the referential gravitational acceleration to be
γ (x, t) := g[ϕ(x, t), t]
= −
∫
M
ρ(x′)(∇n)[ϕ(x, t) − ϕ(x′, t)] dnx′, (36)
where we have again used eq. (29) to transform the domain of in-
tegration. Note here that the expression (∇n)[ϕ(x, t) − ϕ(x′, t)]
denotes the gradient of the function n(y) with respect to its ar-
gument evaluated at the point ϕ(x, t) − ϕ(x′, t). Finally, the total
gravitational binding energy associated with the body at a given
time is equal to
1
2
∫
Mt
(y, t)φ(y, t) dny = 1
2
∫
M
ρ(x)ζ (x, t) dnx, (37)
where we have used eqs (29) and (34) in obtaining the second
expression (e.g. Landau&Lifshitz 1975, chap. 12; Dahlen&Tromp
1998, section 2.9).
2.3 Constitutive relations
For a simple elastic body the constitutive relation takes the form
T(x, t) = T[x,F(x, t)], (38)
where T is the first Piola–Kirchhoff stress tensor, and T is an
appropriate constitutive function (e.g. Truesdell & Noll 2004). We
recall that the first Piola–Kirchhoff stress tensor relates the normal
vector of a surface within the reference body to the traction on
the corresponding deformed surface in physical space. In the case
of a hyperelastic body, there is a strain-energy function (x,F) 	→
W (x,F) such that
T(x,F) = ∂W
∂F
(x,F). (39)
The constitutive functions in eqs (38) and (39) are already invariant
with respect to superimposed rigid translations, and to changes in
the origin time. The principle of material frame indifference further
requires that the stress transforms correctly under superimposed
rigid rotations. This means that for anyF ∈ GL(n) and allQ ∈ O(n)
we have
T(x,QF) = QT(x,F). (40)
From the polar decomposition theorem, it follows that the constitu-
tive function can be written
T(x,F) = RT(x,U) = FU−1T(x,U) := FS(x,C), (41)
where we recall thatC = FTF = U2, and (x,C) 	→S(x,C) returns
the value of the second Piola–Kirchhoff stress tensor. In the case of
hyperelasticity, eq. (40) is seen to be equivalent to the condition
W (x,QF) = W (x,F), (42)
for all F ∈ GL(n) and Q ∈ O(n). It follows that the strain energy
function can be written
W (x,F) = U (x,C), (43)
for some function (x,C) 	→ U (x,C), and we obtain
T(x,F) = 2F∂U
∂C
(x,C). (44)
From comparison of eqs (41) and (44), we see that for a hyperelastic
material
S(x,C) = 2∂U
∂C
(x,C). (45)
We note that the symmetry of the second Piola–Kirchhoff stress
tensor implied by eq. (45) actually holds in more general materials
due to conservation of angular momentum (e.g. Truesdell & Noll
2004).
At a fixed point x ∈ M , the symmetry group of a strain-energy
function comprises the subgroup of Q ∈ O(n) for which
W (x,FQ) = W (x,F), (46)
for all F ∈ GL(n). In particular, a strain-energy function is said to
be isotropic at a given point x ∈ M if the symmetry group is the
whole of the orthogonal group. From eq. (43), it follows that for an
isotropic material
W (x,F) = U (x,QTCQ), (47)
for all Q ∈ O(n) and F ∈ GL(n), and so the strain-energy function
can only depend on the eigenvalues (equivalently, the scalar invari-
ants) of the right Cauchy–Green deformation tensor (e.g. Truesdell
& Noll 2004).
2.4 Inclusion of internal body forces
The most general and elegant method for incorporating internal
body forces into elastodynamics is through the stress glut described
by Backus & Mulcahy (1976a,b), and here we describe an equiv-
alent approach applicable to hyperelastic materials. To do so, we
remove the constraint that the strain-energy function has no explicit
dependence on time, and introduce a time-dependent strain-energy
function
(x, t,F) 	→ W (x, t,F). (48)
This strain-energy function is invariant with respect to superim-
posed rigid translations, and we again require its invariance with
respect to superimposed rigid rotations, meaning that
W (x, t,QF) = W (x, t,F), (49)
for all Q ∈ O(n) and F ∈ GL(n). The time-dependence of W pro-
vides a simple phenomenological description for energy being
added or removed from the body due to unmodelled processes
such as rupture on a fault plane. As motivation, we consider the
strain-energy function
W (x, t,F) = U (x,C) − 1
2
Sg(x, t) : C, (50)
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with (x, t) 	→ Sg(x, t) a time-dependent symmetric second-order
tensor field. Using eq. (44), the constitutive function is given by
T(x, t,F) = F
[
2
∂U
∂C
(x,C) − Sg(x, t)
]
, (51)
where the first termon the right-hand side is the first Piola–Kirchhoff
stress tensor derived from the strain-energy functionU (x,C), while
the second term can be interpreted as a stress glut.
2.5 Equations of motion
For any motion ϕ : M × I → Rn , we define its action to be
S(ϕ) :=
∫
I
∫
M
{
1
2
ρ(x)‖v(x, t)‖2 − W [x, t,F(x, t)]
− 1
2
ρ(x)ζ (x, t)
}
dnx dt, (52)
where ρ is the referential density, v is the velocity, W is a time-
dependent strain energy function, F is the deformation gradient and
ζ the referential gravitational potential. The first term in the action
represents the kinetic energy of the body, while (minus) the second
and third are the potential energies associated with elastic and grav-
itational forces, respectively. Let ϕ0 be a given initial configuration,
v0 an initial velocity, and consider the set of motions satisfying these
initial conditions. Hamilton’s principle requires that the motion ϕ
of the body is a stationary point of the action with respect to all
admissible variations. To make this precise, we consider perturbed
motions ϕ + δϕ such that
δϕ(x, 0) = 0, δϕ(x, T ) = 0. (53)
The first condition in eq. (53) ensures that all the motions have the
same initial configuration, while the need for the latter condition
will be seen below. Expanding the action to first order such that
S(ϕ + δϕ) = S(ϕ) + 〈δS(ϕ), δϕ〉 + O(‖δϕ‖2), (54)
with 〈 · , · 〉 and ‖ · ‖ a suitable duality product and norm, respectively,
we see that its first variation can be written
〈δS(ϕ), δϕ〉 =
∫
I
∫
M
{
ρ(x) v(x, t) · δv(x, t)
− ∂W
∂F
[x, t,F(x, t)] : δF(x, t)
− 1
2
ρ(x)δζ (x, t)
}
dnx dt, (55)
where δv := ∂tδϕ and δF := (∇δϕ)T , while from eq. (35) we have
δζ (x, t) =
∫
M
ρ(x′)[δϕ(x, t) − δϕ(x′, t)]
· (∇n)[ϕ(x, t) − ϕ(x′, t)] dnx′. (56)
In the second term of the integrand of eq. (55), we identify
T(x, t) = ∂W
∂F
[x, t,F(x, t)], (57)
as the first Piola–Kirchhoff stress tensor for the motion. Integrating
by parts and using eq. (36), the first variation becomes
〈δS(ϕ), δϕ〉 = −
∫
I
∫
M
[ρ ∂tv− DivT− ργ ] · δϕ dnx dt
+
∫
M
ρ [v · δϕ]T0 dnx−
∫
I
∫
∂M
δϕ · T · n d dt,
(58)
where we recall that γ is the referential gravitational acceleration,
we have suppressed arguments of the various terms for clarity, d
denotes the (n− 1)-dimensional Euclidean surface element, and we
write
(DivT)i := ∂ j Ti j , (59)
for the divergence of the non-symmetric first Piola–Kirchhoff stress
tensor. Using the initial and terminal conditions on the perturbation
δϕ, the second integral on the right-hand side of eq. (58) is equal to
zero. It follows that δS(ϕ) vanishes for any admissible variation if
and only if the following Euler–Lagrange equation holds
ρ ∂tv− DivT− ργ = 0, (60)
which is subject to the boundary condition
T(x, t) · n(x) = 0, (61)
for all x ∈ ∂M and t ∈ I, and the initial conditions
ϕ(x, 0) = ϕ0(x), v(x, 0) = v0(x), (62)
for all x ∈ M . These are, of course, just the familiar equations of
motion for a hyperelastic material. Note in particular that these
equations can incorporate a stress glut through the time dependence
of the strain-energy function. The above variational principle could
be extended by allowing the motion to be specified on part or all of
the outer boundary, but such boundary conditions are not typically
required for seismological applications.
3 INVARIANCE OF THE EQUATIONS OF
MOTION UNDER PARTICLE
RELABELL ING
3.1 Particle relabelling transformations
We have obtained the equations of motion for a hyperelastic body
in a simple manner from Hamilton’s principle. In doing so, it was
necessary to label the particles of the body through their position
vectors in some reference configuration, and it is on the associ-
ated reference body M ⊆ Rn that the material parameters ρ andW,
the initial conditions, and the equations of motion are all defined.
Clearly there is no distinguished reference configuration, and so the
form of the equations of motion should not depend on the one se-
lected. Had we instead used a different reference configuration, the
equations of motion would be defined on some other reference body
M˜ ⊆ Rn , say, and on this reference body there would be associated
material parameters ρ˜ and W˜ , along with initial conditions ϕ˜0 and
v˜0. A given point x˜ ∈ M˜ labels a unique particle in the body, and
within the original reference body M this particle will have label
x = ξ (x˜), (63)
where ξ : M˜ → M is some diffeomorphism. We will say that each
such diffeomorphism, ξ : M˜ → M , is associated with a particle
relabelling for the body. If ϕ and ϕ˜ denote the motion of the body
relative to M and M˜ , respectively, then for x ∈ M˜ it is clear that
ϕ˜(x, t) := ϕ[ξ (x), t], (64)
which simply states that within the two descriptions of the motion a
given particle is always located at the same point of physical space.
Eq. (64) is analogous to eq. (4) for the scalar wave equation in the
introduction, though here there is a physical basis for the form of the
transformation. Our aim is to obtain corresponding particle rela-
belling transformations between (ρ,W,ϕ0, v0) and (ρ˜, W˜ , ϕ˜0, v˜0).
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From eq. (64) we readily obtain the kinematic relations
v˜(x, t) = v[ξ (x), t], F˜(x, t) = F[ξ (x), t]Fξ (x), (65)
where v˜ and F˜ are the velocity and deformation gradient relative to
M˜ , and we have introduced Fξ := (∇ξ )T . It then follows immedi-
ately that the initial conditions relative to M˜ are related to those in
M through
ϕ˜0(x) = ϕ0[ξ (x)], v˜0(x) = v0[ξ (x)]. (66)
To obtain relations between the material parameters we examine the
actions for the body relative to M and M˜ . We know that the action
of the motion ϕ : M × I → Rn is given by
S(ϕ) :=
∫
I
∫
M
{
1
2
ρ(x)‖v(x, t)‖2 − W [x, t,F(x, t)]
− 1
2
ρ(x)ζ (x, t)
}
dnx dt, (67)
and it follows that the action of the equivalent motion ϕ˜ : M˜ × I →
R
n takes the form
S˜(ϕ˜) :=
∫
I
∫
M˜
{
1
2
ρ˜(x)‖v˜(x, t)‖2 − W˜ [x, t, F˜(x, t)]
− 1
2
ρ˜(x)ζ˜ (x, t)
}
dnx dt, (68)
where the referential gravitational potential ζ˜ relative to M˜ is given
by
ζ˜ (x, t) =
∫
M˜
ρ˜(x′)n[ϕ˜(x, t) − ϕ˜(x′, t)] dnx′. (69)
These actions describe the same physical process, and so a motion
ϕ is a stationary point of S if and only if ϕ˜ in eq. (64) is a stationary
point of S˜. In order for this condition to hold, it is sufficient that
S(ϕ) = S˜(ϕ˜) for all such pairs of motions. Using the mapping ξ ,
we can transform the integration in eq. (67), and making use of the
kinematic relations in eq. (65) we obtain
S(ϕ) =
∫
I
∫
M˜
Jξ (x)
{
1
2
ρ[ξ (x)]‖v˜(x, t)‖2
−W [ξ (x), t, F˜(x, t)Fξ (x)−1]− 1
2
ρ[ξ (x)]ζ [ξ (x), t]
}
dnx dt,
(70)
where Jξ := det(Fξ ). From comparison of eqs (68) and (70), and
using eqs (35) and (69), it follows that equality of the actions holds
if the referential densities and strain-energy functions for the two
reference bodies are related by
ρ˜(x) = Jξ (x)ρ[ξ (x)], W˜ (x, t, F˜) = Jξ (x)W [ξ (x), t, F˜Fξ (x)−1].
(71)
While these are sufficient conditions, they are not necessary. For
example, we can always add to the strain-energy function a term
independent of the deformation gradient without altering the equa-
tions ofmotion. Such terms, of course, have no physical significance
and can be ignored. With the transformed referential density given
in eq. (71) we note from eqs (35) and (69) that
ζ˜ (x, t) = ζ [ξ (x), t], (72)
for all x ∈ M˜ , and so the gravitational potentials φ and φ˜ of the
two motions are, as is physically required, equal at every spatial
point. The above results generalize and extend those of Mazzucato
& Rachele (2006) for finite hyperelasticity. Our approach, however,
uses only elementary methods, and does not require lengthy cal-
culations in local coordinates. Moreover, we have seen that these
transformations are associated with particle relabelling, and this
will be key to understanding their implications for seismic inverse
problems.
In the definition of W˜ in eq. (71), we see that F−1ξ acts on the
right of F˜, and so the strain-energy function remains material frame
indifferent. However, the symmetry group of W˜ will, in general,
differ from that of W. To see this, suppose for simplicity that the
symmetry group ofW is the same at each x ∈ M , and thatQ ∈ O(n)
is an element of this group. From eq. (71), it follows that a sufficient
condition for Q to be in the symmetry group of W˜ at x ∈ M is that
the commutator
[Q,Fξ (x)
−1] := QFξ (x)−1 − Fξ (x)−1Q, (73)
is everywhere equal to zero, but for a general ξ there is no reason to
expect this to hold. For example, consider the isotropic strain-energy
function for a modified Saint-Vernant Kirchhoff material
W (x,F) = 1
2
λ(x) ln(J )2 + μ(x)tr(E2), (74)
where we have introduced a finite strain tensor E = 12 (C− 1), and
λ and μ are non-negative functions corresponding to the Lame´
parameters for sufficiently small motions (e.g. Holzapfel 2000).
Using eq. (71), we see that under the particle relabelling associated
with a diffeomorphism ξ , this strain-energy function transforms to
become
W˜ (x, F˜) = 1
2
Jξ (x)λ[ξ (x)] ln[Jξ (x)
−1 J˜ ]2
+ 1
4
Jξ (x)μ[ξ (x)] tr
{
[Fξ (x)
−T C˜Fξ (x)−1 − 1]2
}
, (75)
which, for general ξ , has a trivial symmetry group. If we set μ =
0 in eq. (74) then the strain-energy function does, however, remain
isotropic upon such a transformation. In fact, for any elastic fluid the
strain-energy function depends on F only through J = det(F), and
it is clear that this property is invariant under the transformation
in eq. (71). These examples show that the symmetry group of a
strain-energy function is dependent on the reference configuration,
and is not intrinsically defined.
We have already seen how the equations of motion on M can be
obtained from Hamilton’s principle. By an identical argument, the
equations of motion in the reference body M˜ are given by
ρ˜∂t v˜− DivT˜− ρ˜γ˜ = 0, (76)
where the new constitutive equation is
T˜(x, t) = ∂W˜
∂F˜
[x, t, F˜(x, t)], (77)
the transformed referential gravitational acceleration is given by
γ˜ (x, t) = −
∫
M
ρ˜(x)(∇n)[ϕ˜(x, t) − ϕ˜(x′, t)] dnx′, (78)
we have the boundary condition
T˜(x, t) · n(x) = 0, (79)
for all x ∈ ∂ M˜ and t ∈ I, and the initial conditions
ϕ˜(x, 0) = ϕ˜0(x), v˜(x, 0) = v˜0(x), (80)
for all x ∈ M˜ .
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582 D. Al-Attar and O. Crawford
It follows from the above argument that the elastodynamic equa-
tions do indeed have exactly the same form relative to any suitable
reference body, and in eqs (71) and (66) we have obtained simple
formulae for transforming the material parameters and initial con-
ditions. The derivation given in this section is based on Hamilton’s
principle for finite elasticity, and so our results are not immediately
applicable to viscoelasticmaterials forwhich there is no correspond-
ing variational principle. In Appendix A, we describe an alternative,
and more general, approach that is applicable to viscoelastic ma-
terials. Within the remainder of this paper, however, we will focus
only on the elastic case.
3.2 Particle relabelling symmetry, and non-uniqueness in
seismological inverse problems
The initial-boundary value problem for the motion of a hypere-
lastic body defined relative to a reference body M is given in eqs
(60), (57), (61) and (62) and depends on four parameters: the ref-
erential density, the strain-energy function, the initial configuration
and the initial velocity. We can think of this problem as defining a
mapping
(ϕ, ζ ) := M (ρ,W,ϕ0, v0), (81)
which returns themotion of the body and the referential gravitational
potential relative to M. Note that in eq. (81) the subscript on M
is used to denote the reference body relative to which the motion
is defined. Given a diffeomorphism ξ : M˜ → M , then following
Section 3.1 we can define a particle relabelling such that the motion
is described relative to a different reference body M˜ = ξ−1(M), and
so we can instead write
(ϕ˜, ζ˜ ) = M˜ (ρ˜, W˜ , ϕ˜0, v˜0), (82)
with the parameters on the right-hand side given through eqs (66)
and (71). In this section, we explore some consequences of such
transformations, though in doing so it will be helpful to introduce
first some further notations.
Associatedwith a diffeomorphism ξ : M˜ → M wedefine a linear
operator Tξ through
(Tξϕ)(x, t) = ϕ[ξ (x, t)], (83)
and similarly for any other (possibly time-dependent) scalar, vector,
or tensor field on M. This operator maps fields on M onto those on
M˜ , and is equal to the so-called pull-back under ξ in the case of
scalar fields (e.g. Abraham et al. 1988). Let us suppose that ξ 1 and
ξ 2 are diffeomorphisms such that the composition ξ 2 ◦ ξ 1 makes
sense. It is then clear that
Tξ2◦ξ1 = Tξ1 ◦ Tξ2 , (84)
wherewe note that the ordering of the composition is switched on the
right-hand side. In particular, if we restrict attention to the so-called
diffeomorphism group Diff(M) of M ⊆ Rn—which is an infinite-
dimensional Lie group comprising all diffeomorphisms from M
onto itself—then eq. (83) defines a right action of Diff(M) into the
space of linear operators acting on tensor fields on M (e.g. Ebin &
Marsden 1970; Omori 1974). The subgroup Diff∂M(M) ⊆ Diff(M)
comprises those ξ ∈ Diff(M) such that
ξ (x) = x, ∀x ∈ ∂M, (85)
and will be useful below.
We also define an operator Pξ associated with ξ : M˜ → M such
that
(ρ˜, W˜ , ϕ˜0, v˜0) = Pξ (ρ,W,ϕ0, v0), (86)
where the parameters on the left-hand side are related to those on
the right through eqs (66) and (71). The action of Pξ on the indi-
vidual parameters is readily determined; for example, we find from
eq. (71) that
(Pξρ)(x) = Jξ (x)ρ[ξ (x)],
(PξW )(x, t,F) = Jξ (x)W [ξ (x), t,FFξ (x)−1]. (87)
As above, if the composition ξ 2 ◦ ξ 1 of two suitable diffeomor-
phisms makes sense, then we have
Pξ2◦ξ1 = Pξ1 ◦ Pξ2 , (88)
and so, in particular, ξ 	→ Pξ defines a right action of Diff(M).
Making use of these notations we can concisely write the particle
relabelling transformation described in Section 3.1 as
Tξ ◦M = M˜ ◦ Pξ , (89)
for any diffeomorphism ξ : M˜ → M . In particular, for any element
ξ ∈ Diff(M) of the diffeomorphism group of M we have
Tξ ◦M = M ◦ Pξ , (90)
so that M intertwines with the operators Tξ and Pξ (e.g. Bump
2013). From eqs (84) and (89) we also obtain
M = Tξ−1 ◦M˜ ◦ Pξ , (91)
showing how solutions of the elastodynamic equations in a reference
body M can be obtained from those calculated in M˜ .
If we restrict the fields (ϕ, ζ ) obtained fromM to the boundary
∂M, we obtain an associated mapping
(ϕ, ζ )|∂M := ∂M (ρ,W,ϕ0, v0). (92)
By definition, elements ξ of the subgroup Diff∂M(M) of the diffeo-
morphism group leave boundary points fixed, and so we trivially
obtain
[Tξ (ϕ, ζ )
] |∂M = (ϕ, ζ )|∂M , ∀ξ ∈ Diff∂M(M). (93)
We then see immediately from eq. (90) that
∂M = ∂M ◦ Pξ , ∀ξ ∈ Diff∂M(M), (94)
which we call the particle relabelling symmetry for hyperelastic-
ity. It follows that if we solve the elastodynamic equations for the
parameters (ρ,W,ϕ0, v0), then the surface motion ϕ|∂M and refer-
ential gravitational potential ζ |∂M obtained are exactly the same as
would be produced from the parameters Pξ (ρ,W,ϕ0, v0) for any
ξ ∈ Diff∂M(M). There are infinitely many such diffeomorphisms,
and so an inverse problem to recover (ρ,W,ϕ0, v0) from even per-
fect knowledge of the surface motion and gravitational potential
has an infinite-fold non-uniqueness. Eq. (94) is closely related to
theorem 1 of Mazzucato & Rachele (2006) in the case of finite
hyperelasticity, and a slight modification of our arguments in the
non-gravitating case could be used to obtain an exactly equivalent
result.
Eq. (94) is, at first, a rather striking result, with seemingly pro-
found consequences for seismological inverse problems. It must,
however, be recalled that (ρ,W,ϕ0, v0) and Pξ (ρ,W,ϕ0, v0) are
simply equivalent descriptions of the same elastic body correspond-
ing to different reference configurations. It follows that the non-
uniqueness associated with eq. (94) is a purely mathematical result
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associated with an ambiguity in the formulation of elastodynamics,
and does not have direct physical significance. This property may,
nonetheless, be of some practical importance. For example, sup-
pose that a solution of an elastodynamic inverse problem is sought
using sampling methods (e.g. Sambridge 1999; de Wit et al. 2013).
Ostensibly, the model space to be explored comprises quadruples of
functions (ρ,W,ϕ0, v0) defined onM, but our results show that this
space is, in fact, decomposed into equivalence classes whose ele-
ments are related through the particle relabelling transformation Pξ
for some ξ ∈ Diff∂M(M). Clearly, much computational effort would
be wasted if equivalent models are repeatedly sampled, and so we
are led to consider the following question: given two sets of model
parameters (ρ,W,ϕ0, v0) and (ρ˜, W˜ , ϕ˜0, v˜0) with ϕ0|∂M = ϕ˜0|∂M ,
is there a ξ ∈ Diff∂M(M) such that
(ρ˜, W˜ , ϕ˜0, v˜0) = Pξ (ρ,W,ϕ0, v0). (95)
Using eq. (88) it is easy to see that a necessary and sufficient
condition for this equality to hold is
Pϕ−10
(ρ,W,ϕ0, v0) = Pϕ˜−10 (ρ˜, W˜ , ϕ˜0, v˜0), (96)
in which case the desired diffeomorphism is ξ = ϕ−10 ◦ ϕ˜0 ∈
Diff∂M(M).
4 APPL ICAT IONS TO LINEARIZED
ELAST IC ITY
4.1 Equations of motion for linearized elastodynamics
For most seismological applications, it is sufficient to consider lin-
earized motions about an equilibrium configuration, and we now
specialize our results to this case. For simplicity, however, we shall
neglect the effects of self-gravitation, leaving this for later work
where we intend to discuss the complete linearized equations of
motion suitable for studies of long-period seismology, solid-earth
tides, orbital nutations and other similar applications (e.g. Wood-
house & Dahlen 1978; Dahlen & Tromp 1998). To proceed, we
expand the motion as
ϕ(x, t) = ϕe(x) +  u(x, t), (97)
where ϕe is an equilibrium configuration defined relative to the
reference body M, and u is a time-dependent displacement vector
field that is small in an appropriate sense. Here  is a dimensionless
parameter used to indicate the order of terms in our expansion, and
whose value will eventually be set equal to one. From eq. (97) we
obtain the kinematic relations
v(x, t) =  ∂tu(x, t), F(x, t) = Fe(x) +  Fu(x, t), (98)
where we have defined Fe = (∇ϕe)T and Fu = (∇u)T , while the
initial conditions become
u(x, 0) = u0(x), ∂tu(x, 0) = v0(x), (99)
with u0 and v0 given functions. Motivated by eq. (50), we assume
that the strain-energy function can be written
W (x, t,F) = W0(x,F) +  W1(x, t,F), (100)
where we set
W0(x,F) = U (x,C), W1(x, t,F) = −1
2
Sg(x, t) : C, (101)
with Sg a time-dependent symmetric second-order tensor field rep-
resenting a stress glut. Using eq. (57), we find that to first order in
 the first Piola–Kirchhoff stress tensor for the motion is given by
T(x, t) = ∂W0
∂F
[x,Fe(x)] + 
{
∂2W0
∂F∂F
[x,Fe(x)] :
Fu(x, t) + ∂W1
∂F
[x, t,Fe(x)]
}
+ O(2). (102)
Based on this expansion, we define the equilibrium first Piola–
Kirchhoff stress tensor to be
Te(x) := ∂W0
∂F
(x,Fe), (103)
the first Piola–Kirchhoff elastic tensor
(x) := ∂
2W0
∂F∂F
(x), (104)
which possesses the important symmetry ijkl = klij, the incre-
mental first Piola–Kirchhoff stress tensor
Tu(x, t) := (x) : Fu(x, t), (105)
and the first Piola–Kirchhoff stress glut
Tg(x, t) := −∂W1
∂F
(x, t,Fe). (106)
Due to the form of the strain-energy function in eq. (101), we see
that
Te(x) = Fe(x)Se(x), (107)
where the equilibrium second Piola–Kirchhoff stress tensor is given
by
Se(x) = 2∂U
∂C
(x,Ce), (108)
with Ce := FTe Fe, and similarly, we can write the first Piola–
Kirchhoff stress glut as
Tg(x, t) = Fe(x)Sg(x, t). (109)
Neither the equilibrium stress tensor Te nor the stress glut Tg are,
in general, symmetric, though this is true when the equilibrium
configuration equals the identity mapping. Linearizing eq. (41), we
see that the incremental first Piola–Kirchhoff stress tensor can be
written
Tu(x, t) = Fu(x, t)Se(x) + Fe(x)Su(x, t), (110)
where Su is the incremental second Piola–Kirchhoff stress. From
eq. (45) we obtain
Su = 4 ∂
2U
∂C∂C
[x,Ce(x)] : Eu(x, t), (111)
where we have defined the incremental strain tensor through
Eu(x, t) := 1
2
[Fe(x)
TFu(x, t) + Fu(x, t)TFe(x)], (112)
and so write eq. (110) in the form
Tu(x, t) = Fu(x, t)Se(x) + Fe(x)[A(x) : Eu(x, t)], (113)
where A is the second Piola–Kirchhoff elastic tensor defined by
A(x) = 4 ∂
2U
∂C∂C
[x,Ce(x)], (114)
which possesses the symmetries
Ai jkl = A jikl = Ai jlk = Akli j . (115)
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584 D. Al-Attar and O. Crawford
From eq. (113), we see that Tu depends on the equilibrium state
of the body through both the equilibrium second Piola–Kirchhoff
stress and the deformation gradient of the equilibrium configuration.
Furthermore, eq. (113) implies that is not an arbitrary fourth-order
tensor possessing the symmetry ijkl = klij, but must instead be
expressible in terms of the tensor A introduced in eq. (114) along
with Se and Fe. This relationship is most clearly written using index
notation, and is given by
i jkl (x) = [Se(x)] jl δik + [Fe(x)]im[Fe(x)]kn Amjnl (x). (116)
Using the above expansions, and neglecting the gravitational terms,
we find that, to zeroth-order, the equations of motion given in Sec-
tion 2.5 reduce to the equilibrium equation
DivTe = 0, (117)
which is subject to the boundary condition
Te(x) · n(x) = 0, (118)
for all x ∈ ∂M . We observe that in this non-gravitating problem
Te = 0 is a permissible solution of the equilibrium equations. Sim-
ilarly, from the first-order terms in the expansion we obtain the
linearized elastodynamic equation
ρ∂2t u− DivTu = −DivTg, (119)
which is subject to the boundary condition
Tu(x, t) · n(x) = Tg(x, t) · n(x), (120)
for all x ∈ ∂M . It is notable that the dependence of eq. (119) on
the equilibrium state of the body is solely through the first Piola–
Kirchhoff elastic tensor  and the first Piola–Kirchhoff stress glut
Tg .
4.2 Particle relabelling symmetry in linearized elasticity
The particle relabelling transformations and symmetry described in
Sections 3.1 and 3.2 must, of course, carry over to the equations of
linearized elasticity. We have seen that the linearized elastodynamic
equations defined relative to a reference bodyM depend on seven pa-
rameters: the equilibrium configuration ϕe, the equilibrium second
Piola–Kirchhoff stress tensor Se, the referential density ρ, second
Piola–Kirchhoff elastic tensor A, the second Piola–Kirchhoff stress
glut Sg , the initial displacement vector u0, and the initial velocity
vector v0. Given these parameters we can, in principle, formulate
and solve the equation of motion given in eq. (119) to obtain the
displacement vector field over a given time interval I = [0, T]. The
mapping from these model parameters to the displacement vector
field can be written abstractly as
u := UM (ϕe, Se, ρ,A, Sg, u0, v0), (121)
and it will again be useful to consider the related mapping
u|∂M := U∂M (ϕe, Se, ρ,A, Sg, u0, v0), (122)
which returns the displacement vector restricted to the surface of
the reference body.
The linearized elastodynamic equations, in fact, depend on the
seven parameters (ϕe, Se, ρ,A, Sg,u0, v0) only through the reduced
set (ρ,,Tg, u0, v0), with the first Piola–Kirchhoff stress glut Tg
and the first Piola–Kirchhoff elastic tensor  defined in eqs (109)
and (116), respectively. The mapping to the displacement vector
field in eq. (121) can, therefore, be factored as
(ϕe, Se, ρ,A, Sg,u0, v0) 	→ (ρ,,Tg, u0, v0) 	→ u. (123)
Considering the first step of this mapping, the only non-trivial part
is
(Fe,Se,A, Sg) 	→ (,Tg), (124)
as given by eqs (109) and (116), and where we recall that Fe is
the deformation gradient associated with the equilibrium config-
uration. The dependence of  on Fe is nonlinear, and so it is not
possible to draw definite conclusions about the mapping in eq. (124)
from dimensional arguments alone. Nonetheless, a simple calcula-
tion shows that (for fixed x ∈ M) the domain of this mapping has
dimension 18n{n[n(n + 2) + 19] + 10}, while its image lies in a
1
2n
2(n2 + 3)-dimensional space. For all N  n ≥ 3 we have
1
8
n{n[n(n + 2) + 19] + 10} ≤ 1
2
n2(n2 + 3), (125)
and it follows that the mapping in eq. (124) cannot be surjective. For
n = 2 we find conversely that the domain of the mapping is larger
than that of its codomain, implying that it is not injective, and so
for any n we conclude that the mapping in eq. (124) is not bijective.
It follows that (ϕe,Se, ρ,A, Sg, u0, v0) are appropriate parameters
for describing linearized elastodynamics.
It is worth noting that in the above discussion we have treated
ϕe and Se as independent parameters, but they are, of course, cou-
pled through the equilibrium conditions in eqs (117) and (118).
If, without loss of generality, we regard ϕe as an independent pa-
rameter, then the equilibrium equations give n linearly independent
partial differential equations that must be satisfied by the equilib-
rium second Piola Kirchhoff stress Se, though these equations do
not, of course, determine Se uniquely (e.g. Backus 1967; Al-Attar &
Woodhouse 2010). However, these additional constraints act to re-
strict further the possible forms of and Tg , and so our discussion
above is qualitatively unchanged.
We now specialize the particle relabelling transformations dis-
cussed above to linearized elasticity. From eq. (64) we see that the
equilibrium configuration of the transformed body is given by
ϕ˜e(x) = ϕe[ξ (x)], (126)
and that the new initial conditions are
u˜0(x) = u0[ξ (x)], v˜0(x) = v0[ξ (x)]. (127)
Using eqs (71) and (103), a simple calculation shows that the new
equilibrium first Piola–Kirchhoff stress tensor is
T˜e(x) = Jξ (x)Te[ξ (x)]Fξ (x)−T . (128)
Similarly, from eq. (104) we find that the transformed first Piola–
Kirchhoff elastic tensor has components
˜i jkl (x) = Jξ (x)[Fξ (x)−1] jm[Fξ (x)−1]ln imkn[ξ (x)], (129)
while using eq. (106) we obtain
T˜g(x) = Jξ (x)Tg[ξ (x), t]Fξ (x)−T , (130)
for the new first Piola–Kirchhoff stress glut. From eqs (71) and
(101) it follows that the strain-energy function U transforms as
U˜ (x, C˜) = Jξ (x)U [ξ (x),Fξ (x)−T C˜Fξ (x)−1], (131)
which leads immediately to the expression
S˜e(x) = Jξ (x)Fξ (x)−1Se[ξ (x)]Fξ (x)−T , (132)
for the second Piola–Kirchhoff equilibrium stress, and by an iden-
tical calculation
S˜g(x) = Jξ (x)Fξ (x)−1Sg[ξ (x)]Fξ (x)−T . (133)
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Similarly, we find that the transformed second Piola–Kirchhoff elas-
tic tensor is given by
A˜i jkl (x) = Jξ (x)[Fξ (x)−1]im[Fξ (x)−1] jn
× [Fξ (x)−1]kp[Fξ (x)−1]lq Amnpq [ξ (x)], (134)
and can verify that the transformed elastic tensors ˜ and A˜ are re-
lated in the correct manner. These various formulae, along with the
transformation for the referential density given in eq. (71), provide
a complete recipe for transforming the linearized elastodynamic
equations under a particle relabelling. As with finite elasticity, the
form of the equations of motion is invariant under such a transfor-
mation, and it is only the material parameters and initial conditions
that are altered.
Following our approach in Section 3.2, we can formulate these
results concisely using the operator Tξ defined in eq. (83) for any
diffeomorphism ξ : M˜ → M , and by modifying the definition of
Pξ in eq. (86) such that
(ϕ˜e, S˜e, ρ˜, A˜, S˜g, u˜0, v˜0) := Pξ (ϕe, Se, ρ,A, Sg, u0, v0), (135)
where the parameters on the left-hand side are related to those on
the right through the various transformations given above. Having
done this, we can write the general particle labelling transformation
as
Tξ ◦ UM = UM˜ ◦ Pξ , (136)
for any diffeomorphism ξ : M˜ → M . Using eq. (88) we then im-
mediately obtain
UM = Tξ−1 ◦ UM˜ ◦ Pξ , (137)
which gives the theoretical basis for mapping topography into vol-
umetric heterogeneity within numerical simulations of linearized
elastic wave propagation. If we restrict attention to ξ ∈ Diff(M) or
ξ ∈ Diff∂M(M), then eq. (89) reduces to
Tξ ◦ UM = UM ◦ Pξ , (138)
showing that UM intertwines with Tξ and Pξ . Finally, for any ξ ∈
Diff∂M(M) we readily obtain the identity
U∂M = U∂M ◦ Pξ , (139)
which is the particle relabelling symmetry in the case of linearized
elasticity, and can be interpreted as a non-uniqueness result for
linearized elastodynamic inverse problems. As with eq. (94), the
non-uniqueness implied by this equation does not have direct phys-
ical consequences, but instead results from the arbitrariness in the
choice of reference configuration. Eq. (139) is closely related to
Theorem 1 of Mazzucato & Rachele (2006) for the case of lin-
earized elasticity.
4.3 Classical linear elasticity
The equations of motion for linearized elasticity obtained in Section
4.1 are more general than those usually considered in seismology
(e.g. Dahlen & Tromp 1998; Chapman 2004). To obtain the more
familiar form of the equations we simply assume that the equilib-
rium configuration defined in eq. (97) equals the identity mapping.
This amounts to choosing the reference configuration such that a
particle’s label x ∈ M equals its spatial location when the body is in
its equilibrium state. Such a reference configuration will be called
natural, and from eq. (29) it follows that the referential density ρ
equals the spatial density e of the body at equilibrium, while eq.
(116) reduces to
i jkl (x) = [Se(x)] jl δik + Ai jkl (x). (140)
If the linearized motion of an elastic body is described through the
parameters (ϕe, Se, ρ,A, Sg, u0, v0) relative to a reference bodyM,
then from eq. (126) it is clear that a natural reference configura-
tion for this body can be obtained through the particle relabelling
transformation associated with ϕ−1e : ϕe(M) → M . Furthermore,
when the equilibrium second Piola–Kirchhoff stress tensor van-
ishes, then, relative to a natural reference configuration, the first
Piola–Kirchhoff elastic tensor  possesses the symmetries
i jkl =  j ikl = i jlk = kli j , (141)
and the equations of motion reduce to those of classical linear
elasticity (e.g. Chapman 2004).
It is only relative to a natural reference configuration that the
material parameters of the elastic body have their familiar physical
interpretations. For example, it iswell known that an isotropic elastic
tensor takes the form(
κ − 2
3
μ
)
δi jδkl + μ
(
δilδ jk + δikδ jl
)
, (142)
where κ and μ are, respectively, the bulk and shear moduli (e.g.
Chapman 2004). However, this form of an isotropic elastic tensor
does not hold if an arbitrary reference configuration is used to de-
scribe the elastic body. Let  be the first Piola–Kirchhoff elastic
tensor relative to an arbitrary reference body M, and ϕe the cor-
responding equilibrium configuration. If we wish  to represent
an isotropic tensor with respect to its natural reference configura-
tion, then using eq. (129) and the particle relabelling transformation
associated withϕ−1e , we find that relative toM it must take the form
i jkl = Je
(
κ − 2
3
μ
)
[F−1e ] j i [F
−1
e ]lk
+ Jeμ
{
[C−1e ] jlδik + [F−1e ] jk[F−1e ]li
}
, (143)
where Je and Ce are, respectively the Jacobian and right Cauchy-
Green deformation tensor of the equilibrium configuration, and κ
and μ are two scalar-valued functions defined on M. If ϕe is the
identity mapping, then this expression reduces to the familiar form
given above, and κ and μ have their usual significance.
4.4 Asymptotic ray theory
To illustrate some consequences of using different reference bodies
in linearized elastodynamics, we now consider the propagation of
high-frequency body waves using asymptotic ray theory. Let M
denote some reference body, with material parameters ρ and .
The ray-theoretic ansatz for the displacement vector field u can be
written
u(x, t) = a(x)eiω[t−T (x)], (144)
for x ∈ M , where a(x) is vector field describing the amplitude and
polarization of the displacement, ω its frequency and T (x) is the
traveltime (e.g. Chapman 2004). Inserting this displacement into
eq. (119) in the absence of any stress glut and retaining only terms
to highest order in ω, we obtain the so-called Christoffel equation
[x, p(x)] · a(x) = a(x), (145)
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where we have defined the slowness vector p = ∇T , and the
Christoffel matrix  has components
ik(x, p) = 1
ρ(x)
i jkl (x)p j pl . (146)
The slowness vector p lies orthogonal to the wave front, and so we
can write
p(x) = 1
c(x)
pˆ(x), (147)
with pˆ(x) a unit vector giving the direction of propagation, and
c(x) the wave speed. From eq. (145), we then obtain the eigenvalue
problem
[x, pˆ(x)] · a(x) = c(x)2a(x), (148)
and as we are working in Rn with n ≥ 2, this problem will have
n eigenvalues (including degeneracies) that give the possible wave
speeds, while the corresponding eigenvectors a(x) give the polar-
ization directions of each such ray. In the case of an isotropic elastic
tensor as given in eq. (142), it is well known that the solutions of
this eigenvalue problem take the form of a single p-wave whose
polarization vector is parallel to the propagation direction, and n −
1 degenerate s-waves with polarization vectors lying in the plane
orthogonal to the propagation direction.
Suppose that we were to describe the same problem using a
different reference body M˜ , and hence consider the effects of parti-
cle relabelling associated with some diffeomorphism ξ : M˜ → M .
With respect to the new reference body, the material parameters
ρ˜ and ˜ are given by eqs (71) and (129), and we could form the
associated Christoffel equation. Without detailed calculations it is,
however, possible to determine the qualitative properties of the ray
theoretic solution relative to the new reference body. By definition,
the displacement vector u in M and u˜ in M˜ are related by
u˜(x, t) = u[ξ (x), t], (149)
and the ray theoretic ansatz in M˜ corresponding to eq. (144) is given
by
u˜(x, t) = a[ξ (x)]eiω{t−T [ξ (x)]} := a˜(x)eiω[t−T˜ (x)], (150)
where we have defined
a˜(x) = a[ξ (x)], T˜ (x) = T [ξ (x)]. (151)
It is clear that T˜ represents the traveltime relative to M˜ , and it
follows that if S ⊆ M is a wave front of the traveltime T then
the corresponding wave front of T˜ is given by the inverse image
ξ−1(S) ⊆ M˜ . Furthermore, we see that the polarization vectors of
the two solutions a˜ and a are equal when evaluated at x ∈ M˜ and
ξ (x) ∈ M , respectively, with these two labels being, of course, as-
sociated with the same particle. These properties of the wave fronts
and polarization vectors reflect the fact that in transforming the
reference body we are not altering the physics of the problem, but
merely changing the way it is described.
Within Hamiltonian ray theory, we recall that the particle label
x and the slowness vector p act as coordinates on a phase space
for the ray tracing equations (e.g. Chapman 2004). We have already
seen that the form of the elastodynamic equations is invariant under
a particle relabelling transformation, and it follows that the same
must be true of the associated ray tracing equations in Hamilto-
nian form. We can, therefore, conclude that a particle relabelling
transformation acts on the phase space of Hamiltonian ray the-
ory as a canonical transformation, and in particular as a so-called
point transformation, this being a type of canonical transformation
induced by a diffeomorphism on the configuration space of the sys-
tem (e.g. Abraham & Marsden 1978, section 3.2). This property
suggests a potentially interesting link with the work of Virieux &
Ekstro¨m (1991) who employ the method of Lie series to generate
canonical transformations which simplify the solution of the surface
wave ray tracing equations in laterally heterogeneous earth models.
Though we have not investigated the relation between these two
methods in any detail, it may prove fruitful to do so in later work.
Indeed, the form invariance of Hamilton’s equations under point
transformations provides a useful analogue for the properties of
the elastodynamic equations described in this work. This similarity
may, in fact, be more than a formal one, because it is known that the
elastodynamic equations can be expressed as Hamilton’s equations
on an infinite-dimensional phase space (e.g. Marsden & Hughes
1983).
A further interesting aspect of the particle relabelling transforma-
tions is brought to light if we consider a body that is isotropic when
described relative to a reference body M. As noted above, in such
a medium we know that, asymptotically, there exist p-waves whose
polarization vectors are orthogonal to their wave front, and degen-
erate s-waves with polarization vectors tangential to their common
wave front. If we perform a particle relabelling on such a body asso-
ciated with a diffeomorphism ξ : M˜ → M , thenwe have seen above
that the wave fronts in M are mapped onto their inverse images in
M˜ . Moreover, if we take two points x ∈ M˜ and ξ (x) ∈ M that lie on
corresponding wave fronts in the two reference bodies we know that
their polarization vectors are equal. It follows that under a generic
particle relabelling a p-wave wave front in M will be mapped into
a wave front in M˜ whose polarization vectors are no longer orthog-
onal to the wave front. Similarly, such a particle relabelling will
map an s-wave wave front into one in which the polarization vec-
tors are no longer tangential to the wave front. We can conclude
that a medium that is isotropic with respect to a reference body M
will not, in general, be isotropic when described relative to another
reference body. These results are consistent with the observation
in Section 3.1 that particle relabelling transformations do not, in
general, preserve the symmetry group of a strain-energy function.
Importantly, however, the anisotropy introduced by such transfor-
mations does not break the degeneracy of s-wave wave speeds, and
so does not produce shear wave splitting. In fact, it is easy to see
using the results of this section that shear wave splitting can only
arise if a material is anisotropic when described relative to a natural
reference configuration.
5 NUMERICAL EXAMPLES
5.1 Spectral element solution of the elastodynamic
equations
Following Komatitsch & Tromp (1999), we obtain numerical solu-
tions of the linearized elastodynamic equations using the spectral
element method, but for simplicity we work only in 2-D space.
This approach is based on the weak-form of the linearized elasto-
dynamic equations, which can be derived from eqs (119) and (120)
using standard methods, and requires that∫
M
ρ∂2t u · u′ dnx+
∫
M
Tu : Fu′ d
nx =
∫
M
Tg : Fu′ d
nx, (152)
for all time-independent test functions u′, and where Fu′ = (∇u′)T .
Spatial discretization is done using Lagrange polynomial interpola-
tion on a quadrilateral mesh, and the system is time-stepped using a
second-order Newmark scheme. Our approach differs very slightly
 at U
niversity of Cam
bridge on M
ay 6, 2016
http://gji.oxfordjournals.org/
D
ow
nloaded from
 
Particle relabelling transformations 587
from that of Komatitsch & Tromp (1999) due to the occurrence of
the non-symmetric first Piola–Kirchhoff stress tensor in the equa-
tions of motion above, but this extension is trivial.
5.2 Practical generation of diffeomorphisms
To perform particle relabelling transformations practically, we need
a numerical method for generating diffeomorphisms ξ : M˜ → M
between two reference bodies M˜ and M. It is only in simple cases
that such diffeomorphisms can be defined analytically. Here we
describe a more general method based on computing the flow of a
suitable vector field.
Consider a one-parameter family of diffeomorphisms s 	→ ξ s
defined for s in some neighbourhood of zero, such that each ξ s has
a fixed domain M˜ , image Ms := ξ s(M) ⊆ Rn , and is equal to the
identity mapping for s = 0. Associated with such a one-parameter
family, we can define a vector field on M˜ by
q := ∂sξ s |s=0, (153)
which we call its infinitesimal generator. Restricting attention to
elements of the diffeomorphism group Diff(M), it is clear that the
corresponding infinitesimal generator is tangential to the boundary
q · n = 0, (154)
for all x ∈ ∂M , while for ξ s in the sub-group Diff∂M(M) we have
q = 0, (155)
everywhere on the boundary.
Conversely, suppose we are given a smooth vector field q on
M˜ ⊆ Rn . We define the flow (x, s) 	→ Xq(x, s) of q through the
solution of the differential equation
d
ds
Xq(x, s) = q[Xq(x, s)], Xq(x, 0) = x, ∀x ∈ M˜, (156)
and it may be shown that the mapping x 	→ Xq(x, s) is a diffeomor-
phism from M˜ onto Ms := Xq(M˜, s) (e.g. Abraham et al. 1988). If
we choose a vector field q on M satisfying eq. (154) it is clear that
for sufficiently small s the flow is an element of Diff(M), while the
flow of q satisfying eq. (155) produces elements of Diff∂M(M).
It follows that diffeomorphisms required for particle relabelling
transformations can be generated from the flow of suitable vector
fields, and this can be done numerically by integrating the ordinary
differential equation given in eq. (156). To perform the particle rela-
belling transformations on the material parameters we also require
the deformation gradient Fξ of the diffeomorphism. This could be
done by first determining ξ at the nodes of a numerical mesh, and
then using Lagrange interpolation to obtain the necessary deriva-
tives. A nicer method comes from differentiating eq. (156) with
respect to x to obtain
d
ds
FXq (x, s) = Fq[Xq(x, t)]FXq (x, s),
FXq (x, 0) = 1, ∀x ∈ M˜, (157)
where Fq = [∇q]T and FXq = [∇Xq]T , and 1 is the identity matrix.
This equation can be numerically integrated simultaneously with
eq. (156), and is particularly useful when q is given analytically, as
differentiation of an interpolated function can be avoided.
5.3 Example 1: plane wave propagation
In our first example, we consider an elastic body whose equilib-
rium stress vanishes, and is homogeneous and isotropic relative
to its natural reference configuration. The reference body M is
taken as a rectangle {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 1} in
non-dimensional units, and we apply periodic boundary conditions
on the top and bottom of the domain. A solution of the elastody-
namic equations is given by a horizontally travelling plane p-wave
u(x, t) = f (t − x · xˆ1/cp)xˆ1, (158)
where f is an arbitrary smooth function, cp is the p-wave speed of
the body, and xˆ1 is a horizontal unit vector. To simulate such a
plane wave numerically, we use eq. (158) to obtain initial values
for the displacement and velocity vector fields, and then time step
the unforced system. In the upper panel of Fig. 1 we show the
propagation of such a plane wave at various times as it travels
across the domain.
Suppose we now define a diffeomorphism ξ ∈ Diff∂M(M) that
differs from the identity mapping only in the central region of the
reference body. We can then perform a particle relabelling trans-
formation that leaves the material parameters and initial conditions
unchanged at the edges of the body. Having done so, we can again
start with a horizontally travelling plane wave near to the left-hand
boundary, simulate its propagation through the central region where
it will be suitably modified, and watch it emerge as an undistorted
plane wave at the other side. Such a calculation is shown in the
lower panel of Fig. 1. In particular, we note that the transformed
body is strongly anisotropic, with the polarization vector of this
‘p-wave’ being sometimes almost parallel to the wave front. The
behaviour seen in this example is in accordance with the discussion
in Section 4.4. In particular, we note that the polarization vectors in
the transformed body are everywhere horizontal, and that the wave
fronts in the two simulations are related through the given particle
relabelling transformation.
The specific diffeomorphism used in this example was generated
by numerical integration of the flow of the vector field
q(x) = exp[−0.4(x1 − 2x2)2/k21] exp[−2(0.2x22 + 0.8x21
+ 0.8x1x2 + 1.25 − x2 − 2x1)/k22]
(
2
1
)
, (159)
where k1 = 0.05 and k2 = 0.6. This vector field was chosen arbi-
trarily, but subject to the constraint that it is (effectively) equal to
zero away from the centre of the reference body. The resulting in-
homogeneous elastic body, shown in Fig. 2, is strongly anisotropic
and so it is difficult to define a meaningful average velocity. We
have, therefore, simply plotted the arithmetic average of the fastest
and slowest p-wave velocities at each location. The orientation and
relative magnitudes of the fast and slow directions in the model are
also shown. Note that values are normalized such that the density
and p-wave velocity in the original model equal one. Importantly,
the elastic tensor ˜ for the transformed body does not possess the
symmetries of the elastic tensor in classical linear elasticity, but
instead takes the form given in eq. (143). Consequently, it can be
recognized that this body is not defined relative to a natural reference
configuration.
By construction, the two wave propagation simulations shown
in Fig. 1 represent the same physical process. This can be veri-
fied by using the appropriate diffeomorphism ξ to transform the
complicated wavefield into the original plane wavefield. From a
mathematical and numerical point of view, however, this is still a
rather interesting result as the two models are very different, and
the numerical wave propagation code does not ‘know’ that they are
related in any way. In Fig. 3, we repeat the calculations used to
generate the lower panel in Fig. 1, but now consider the effects of
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Figure 1. In the upper figure, we show a plane p-wave propagating horizontally through an isotropic and homogeneous elastic body. The computational domain
was the rectangle {(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 2, 0 ≤ x2 ≤ 1} in non-dimensional units, and we apply periodic boundary conditions on the top and bottom
boundaries. Images of the wavefield at five equally spaced times have been superimposed, with the earliest time being represented by the wave front on the far
left. The colour plotted denotes the magnitude of the displacement vector field, while arrows are used to show its relative size and orientation. In the lower
figure, we display in the same manner wave propagation through an equivalent body obtained through a particle relabelling transformation. Here we see that
the wavefield is strongly distorted and anisotropic where the material parameters have been changed, but outside these regions it returns to a simple plane wave.
Note that in accordance with eq. (64) the displacement vector in the lower simulation remains everywhere and always horizontal.
Figure 2. The inhomogeneous elastic body used in generating the lower plot in Fig. 1. In the upper panel, we show the average wave speed in the model (as
defined in the main text) along with crosses indicating the orientation and relative magnitude of anisotropy; for each cross the longer line gives the direction
with the fastest p-wave speed, while the shorter line gives the direction of the slowest, and the relative lengths of these lines indicate the magnitude of anisotropy.
In locations where the material is isotropic we have fixed the orientation of these directions to be aligned with the vertical and horizontal. In the lower figure,
we plot the spatial variations in the referential density.
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Particle relabelling transformations 589
Figure 3. Two wavefield simulations plotted in the same manner as Fig. 1. In the upper panel, we show the wavefield generated by considering just the elastic
tensor changes associated with the particle relabelling transformation, while in the lower figure we plot the corresponding results for the density changes alone.
In both cases, there is very strong scattering and distortion of the wavefield. Comparison of these simulations with the lower panel of Fig. 1 shows that the
magnitudes of these perturbations are well beyond the regime of linear scattering. It is, therefore, quite remarkable that their combined effects lead to the
relatively simple wavefield in Fig. 1 that emerges from the heterogeneous central region as an unperturbed plane wave.
the elastic tensor and density changes separately. In both cases the
wavefield is strongly scattered by the heterogeneity, and the final
time slice of the wavefield differs greatly from a simple plane wave.
5.4 Example 2: mapping topography into volumetric
heterogeneity
In our second example, we show how particle relabelling transfor-
mations can be used to map boundary topography into volumetric
heterogeneity. Such applications could be practically useful because
the inclusion of boundaries with complex geometry can be challeng-
ing when using numerical methods such as finite-differences (e.g.
Levander 1988). The basis for the method is eq. (137) which shows
how we can start with a model possessing complex topography,
use a particle relabelling transformation to flatten this topography,
solve the elastodynamic equations in the simplified model and then
obtain the original wavefield through an inverse particle relabelling
transformation. It is notable that this approach requires only modifi-
cation to the material parameters describing the model, but involves
no changes to the actual wave propagation code. This is in con-
trast to methods based on ‘tensorial formulations’ of the elastic
wave equation in general curvilinear coordinates that lead to the
introduction of additional terms into the equations of motion (e.g.
Hestholm & Ruud 1994; Komatitsch et al. 1996; Zhang & Chen
2006; Tarrass et al. 2011; Zhang et al. 2012).
To illustrate this method we show in Fig. 4 a time slice of
the elastic wavefield generated in a homogeneous and isotropic
model possessing pronounced sinusoidal boundary topography. To
construct the domain in this example we started with the square
{(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1} in dimensionless units
and deformed the upper boundary into the curve
x2 = 1 + 0.1 sin(4πx1). (160)
Figure 4. A time slice of a wavefield simulated in a homogeneous and
isotropic elastic body with significant surface topography as described in
Section 5.4. As with Fig. 1, the colour indicates the magnitude of the dis-
placement vector field, while arrows are used to denote its orientation and
relative magnitude.
The wavefield shown in Fig. 4 was then generated by specifying an
initial displacement and velocity within the model which roughly
mimics a point source and time-stepping the discretized equations
of motion.
The same wave propagation problem was also solved by first
using a particle relabelling transformation to ‘flatten’ the bound-
ary topography. Specifically we defined a diffeomorphism from
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Figure 5. Here we show the equivalent wavefield to that in Fig. 4 calculated
in an inhomogeneous and anisotropic body obtained using a particle rela-
belling transformation to ‘flatten’ the boundary topography of the original
model.
{(x1, x2) ∈ R2 : 0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1} into the domain shown
in Fig. 4 by setting
ξ1(x1, x2) = x1, ξ2(x1, x2) = x2[1 + 0.1 sin(4πx1)]. (161)
Using the associated particle relabelling transformations we could
then obtain analytically the density and elastic tensor for the prob-
lem with respect to the new reference body. The time slice of the
wavefield in the transformed model equivalent to that in Fig. 4 is
shown in Fig. 5, and the effects of heterogeneity and anisotropy can
be clearly seen. According to eq. (137) these two wavefields are re-
lated through the particle relabelling transformation used to obtain
the second model, and this has been directly verified. In particular,
we plot horizontal component seismograms recorded at equivalent
surface locations in the two models in Fig. 6, and they are seen to
agree to a high precision.
6 CONCLUS IONS
In this work, we have shown that the form of the elastodynamic
equations is invariant under particle relabelling transformations.
The introduction of such transformations was motivated by a com-
putational problem in normal-mode seismology, and the results of
this paper make a substantial contribution to its solution. In partic-
ular, we have obtained formulae that can be used to transform the
material parameters of a geometrically aspherical earth model into
a geometrically spherical one. We have not yet, however, incorpo-
rated fluid–solid boundaries into the theory (Woodhouse & Dahlen
1978), allowed for rotating reference frames, nor discussed in any
detail viscoelasticity. In a later paper we shall extend our present
results to include such features, and will provide a full discussion of
the exact incorporation of boundary topography into mode coupling
calculations.
The applications of this present work do, however, extend well
beyond normal-mode seismology. For example, we have general-
ized the non-uniqueness results of Mazzucato & Rachele (2006) in
Figure 6. Horizontal component seismograms recorded at the surface of the two models shown in Figs 4 and 5. The horizontal axis in the plot denotes the
distance of each recording point from the left most edge of the domain (of total length equal to one). Seismograms for the original model with boundary
topography are plotted in a solid red line, while those for the transformed model are shown in a dashed black line. The two sets of seismograms agree to a very
high precision, in accordance with eq. (137).
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a form directly relevant to seismology, and have provided a physical
interpretation in terms of particle relabelling. In particular, we have
shown that while there is an infinite-fold non-uniqueness in elas-
todynamic problems due to the arbitrariness in assigning particle
labels, this non-uniqueness does not have direct physical conse-
quences. Indeed, within linearized elasticity this non-uniqueness
can be completely removed by always describing the earth model
with respect to a natural reference configuration, and this is already
standard practice in seismology.
There may, however, be some advantages to employing non-
natural reference configurations. For example, consider a tomo-
graphic inversion in which we wish to estimate simultaneously vol-
umetric heterogeneity and topography on internal boundaries. For
definiteness suppose that this problem is to be solved in an itera-
tive manner using ‘adjoint tomography’ as pioneered by Tarantola
(1984), Tromp et al. (2005) and others. Within such a scheme it
is possible to include perturbations to both volumetric parameters
and boundary topography (e.g. Liu & Tromp 2008). If, however, the
effects of boundary topography are to be included, it is necessary to
modify the numerical mesh used in the wave propagation calcula-
tions at each iteration, and this could, potentially, cause difficulties
such as elements near the boundaries becoming overly deformed.
This issue could, however, be circumvented by using a fixed non-
natural reference configuration during the inversion. Variations to
the boundary topography would then be contained within the equi-
librium configuration ϕe which is a volumetric parameter. In later
work we will obtain sensitivity kernels for perturbations to ϕe along
with the other parameters defined on the fixed reference configu-
ration, and investigate whether this method offers any practical
advantages over those currently employed.
The above application also points to a possibly significant con-
sequence of the particle relabelling symmetry described in Section
4.2. Suppose again that we are performing a tomographic inversion,
but in this case we only invert for volumetric heterogeneity. To do
this we must fix the location of any internal discontinuities within
the earth model. Invariably the assumed locations of such discon-
tinuities will be incorrect, and so we would, in effect, be using a
non-natural reference configuration to describe the earth model.
With respect to such a reference configuration, we know that the
elastic tensor occurring in the linearized elastodynamic equations
does not have the usual symmetries. In particular, eq. (143) shows
that an isotropic elastic tensor relative to a non-natural reference
configuration takes a more complicated and ostensibly anisotropic
form. If, in such a situation, we performed a tomographic inver-
sion based on the equations of classical linear elasticity we would
actually be using the wrong physics to describe our observations,
and errors would necessarily be introduced into the solution. For
example, suppose that the real Earth is everywhere isotropic, but
has unknown topography on internal boundaries. It is then quite
conceivable that a tomographic inversion which fixed the boundary
topography could lead to artificial anisotropic in the earth model
obtained. Such effects may, in particular, be important for surface
wave tomography if variations in the depth of discontinuities in the
crust and upper mantle are neglected. The generation of such non-
physical anisotropy is somewhat similar to homogenization effects
(e.g. Backus 1962), but it is notable that the mechanism described
here does not depend on a long-wavelength approximation, and in-
stead follows from the exact particle relabelling symmetry in eq.
(139). Future work will investigate quantitatively whether such ef-
fects could be important.
Finally, the particle relabelling transformations have potential
applications to numerical simulation of elastic wave propagation,
with particular relevance to the incorporation of complex topog-
raphy on internal or external boundaries. While this approach is
broadly similar to existing methods based on curvilinear coordi-
nates (e.g. Hestholm & Ruud 1994; Komatitsch et al. 1996; Zhang
& Chen 2006; Tarrass et al. 2011; Zhang et al. 2012), it is distinct.
In these latter methods the various terms in the equations of motion
are regarded as tensor fields defined on the equilibrium body. The
behaviour of the equations of motion under a general curvilinear co-
ordinate transformation is given by the rules of tensor calculus, and
various terms involving the metric tensor and Christoffel symbols
must be introduced. In this paper we have, however, taken a more
general view of elastodynamics for which there are two geometric
domains of interest: (i) the reference body and (ii) physical space.
An object such as the displacement vector u(x, t) is regarded a func-
tion on the reference body whose values are vectors attached to the
point ϕe(x) of physical space (where we recall that ϕe denotes the
equilibrium configuration). A particle relabelling transformation is,
essentially, a change of coordinates within the reference body, but
such transformations do not affect the vector part of the displace-
ment vector which ‘lives’ in physical space. This property is seen
clearly in the transformation of the displacement vector under a
given diffeomorphism ξ : M˜ → M
u˜(x, t) = u[ξ (x), t], (162)
and speaking roughly we could say that under such a change of
reference configuration the displacement vector ‘transforms like a
scalar’. A full discussion of the geometric significance of particle
relabelling transformations is, however, beyond the scope of this
work, and would be most clearly expressed using the language of
vector-valued differential forms (e.g. Kanso et al. 2007). From a
practical perspective, however, the advantage of our method is that
the form of the elastodynamic equations is unchanged, and so any
necessary modifications to wave propagation codes are minimal.
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APPENDIX A : EXTENS ION TO
VISCOELAST IC MATERIALS
In this appendix, we show how the particle relabelling transforma-
tions described in Section 3.1 can be extended to include viscoelastic
materials. Starting from eqs (71) and (77) we can use the chain rule
to obtain the identity
T˜(x, t) = Jξ (x)T[ξ (x), t]Fξ (x)−T , (A1)
showing that the stresses T and T˜ are related through the ‘Piola-
transform’ associated with ξ (e.g. Marsden & Hughes 1983). This
suggests an alternative method for obtaining, and generalizing, the
preceding results. Consider an n-dimensional subsetU ⊆ M, and its
image Ut = ϕt (U ) in physical space at a given instant of time. We
recall that the first Piola–Kirchhoff stress tensor T is defined such
that the total surface force acting on this sub-body is given by
fs(t) =
∫
∂U
T(x, t) · n(x) d(x), (A2)
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where n is the outward normal vector to U. As we have seen, the
same motion can be described with respect to another reference
body M˜ , with these two descriptions related through the particle re-
labelling associated with some diffeomorphism ξ : M˜ → M . Rela-
tive to the new reference body M˜ , the particles inUt ⊆ Rn lie in the
subset U˜ := ϕ˜−1t (Ut ) = ξ−1(U ) ⊆ M˜ , and the total surface force
can be written
fs(t) =
∫
∂U˜
T˜(x, t) · n˜(x) d˜(x), (A3)
where T˜ is the first Piola–Kirchhoff stress tensor defined relative
to M˜ , we have written n˜ for the outward unit normal vector to
U˜ , and d˜ is the surface element on ∂U˜ . By a simple geometric
argument (e.g. Dahlen & Tromp 1998; Antman 2005) we can obtain
the identity
n[ξ (x)] d[ξ (x)] = Jξ (x)Fξ (x)−T · n˜(x) d˜(x), (A4)
and it follows that the stress tensorsT and T˜must be related through
eq. (A1) in order for the above two expressions for the total surface
force to be equal for an arbitrary subset.
Building on this idea, suppose that the first Piola–Kirchhoff stress
tensor is related to the motion through the constitutive relation
T(x, t) := T[x,Ft (x, ·)], (A5)
where we have defined the deformation gradient history up to the
time t ∈ R+ by
Ft (x, t ′) =
{
F(x, t − t ′) 0 ≤ t ′ ≤ t
F(x, 0) t ′ ≥ t , (A6)
andT is now a nonlinear operator relating the deformation gradient
history to the stress at a given time. Such a constitutive relation
is quite general, and can, for example, describe both elastic and
viscoelastic materials (e.g. Coleman & Noll 1961; Truesdell &
Noll 2004). There are, of course, constraints placed on the form
of the constitutive operator due to material frame indifference and
the principle of fading memory (e.g. Coleman 1964; Wang 1965;
Gurtin 1968), but these are not crucial to the present discussion.
Furthermore, a stress glut could be incorporated into the theory in
a simple manner. With the above notation, we can write the balance
of linear momentum within an n-dimensional subset U ⊆ M as
d
dt
∫
U
ρ(x)v(x, t) dnx =
∫
∂U
T[x,Ft (x, ·)] · n(x) d(x)
+
∫
U
ρ(x)γ (x, t) dnx, (A7)
where the integral on the left-hand side represents the total linear
momentum, the first term on the right-hand side is the total surface
force, and the final term gives the gravitational force acting on the
sub-body. Each of these terms can, of course, be written relative to
a different reference body M˜ , and we obtain
d
dt
∫
U˜
ρ˜(x)v˜(x, t) dnx =
∫
∂U˜
T˜[x, F˜t (x, ·)] · n˜(x) d˜(x)
+
∫
U˜
ρ˜(x)γ˜ (x, t) dnx, (A8)
where, as above U˜ = ξ−1(U ), and we have written T˜ for the con-
stitutive functional defined with respect to M˜ . Transforming the
integration in eq. (A7) using ξ , and using the kinematic relations in
eqs (65) and (A4), we find
d
dt
∫
U˜
Jξ (x)ρ[ξ (x)]v˜(x, t) d
nx
=
∫
∂U˜
Jξ (x)T[ξ (x), F˜
t (x, ·)Fξ (x)−1]Fξ (x)−T · n˜(x) d˜(x)
+
∫
U˜
Jξ (x)ρ[ξ (x)]γ [ξ (x), t] d
nx. (A9)
The three terms in this equation can be identified with the corre-
sponding parts of eq. (A8), and as these equalities must hold for
arbitrary subbodies, we obtain the relations
ρ˜(x) = Jξ (x)ρ[ξ (x)],
T˜[x, F˜t (x, ·)] = Jξ (x)T[ξ (x), F˜t (x, ·)Fξ (x)−1]Fξ (x)−T , (A10)
which generalize those in eq. (71). A more complete discussion of
the viscoelastic problem is intended for a later work.
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