We develop a variational integrator for the shallow-water equations on a rotating sphere. The variational integrator is built around a discretization of the continuous Euler-Poincaré reduction framework for Eulerian hydrodynamics. We describe the discretization of the continuous Euler-Poincaré equations on arbitrary simplicial meshes. Standard numerical tests are carried out to verify the accuracy and the excellent conservational properties of the discrete variational integrator.
Introduction
Geometric numerical integration is the branch of numerical analysis devoted to the development of discretization schemes that preserve important geometric properties of differential equations. Examples of geometric properties of practical interest include symplectic forms and Hamiltonian formulations, Lie group symmetries and conservation laws, volume forms, variational formulations, maximum principles and blow-up properties. Numerical integrators that discretely preserve one or more of the aforementioned geometric properties are presented e.g. in [3-5, 7, 8, 10, 17, 23-25, 27, 32] .
A main motivation behind the development of integrators capable of preserving geometric properties of differential equations is their, in general, superior long-term behaviour. Preserving geometric properties can guarantee arbitrarily long-term stability, consistency in statistical properties and the prevention of systematic drift in stationary or periodic solutions, see e.g. [17, 23, 33] for further details.
Recent years have seen an increased interest in geometric numerical integration for models of atmospheric dynamics. This is natural since long time integrations and the accurate representation of the statistical properties of these models lie at the heart of climate prediction and turbulence modeling. A particular model that has received considerable attention is the rotating shallow-water (RSW) equations, both in the plane and on the sphere.
Energy and enstrophy preserving integrators for the shallow-water equations were developed as early as in the seminal paper [1] . There it was recognized that preserving energy and enstrophy in a finite difference discretization of the shallow-water equations is crucial to guarantee the numerical stability of typical flow regimes. In recent years, considerable effort was devoted to the development of structure-preserving integrators on general structured and unstructured grids, see e.g. [3, 6, 12, 15, 26, 28, 29] .
In [3] , a variational integrator for the rotating shallow-water equations in the plane was proposed. Variational integrators rest on first discretizing the continuous variational principle underlying the governing equations of interest, and then deriving the numerical scheme as a discrete system of Euler-Lagrange equations [24] . Variational integrators possess a number of desirable properties, including compatibility with a discrete form of Noether's theorem that guarantees the exact numerical preservation of those conserved quantities related to the variational symmetries of the discretized governing equations, as well as stability for exponentially long time periods [17, 24] .
While most of the work on variational integration was devoted to ordinary differential equations, recent years have seen an increased interest in the partial differential equation case, see e.g. [25] and [3, 4, 11] for some applications of the variational methodology to important models of geophysical fluid dynamics. Variational integrators for the partial differential equations of fluid dynamics are designed by replacing the continuous configuration space of the model equation, represented as an appropriate infinite-dimensional Lie group, by a suitable finite dimensional matrix Lie group on which the variational principle can be applied in both its Lagrangian and Eulerian versions, thanks to an application of the Euler-Poincaré reduction theorem. The purpose of the present paper is to extend the variational integrator proposed in [3] for the shallow-water equations in the plane to the shallow-water equations on the rotating sphere.
The further organization of the paper is as follows. In Section 2, we give a brief summary of the variational description of the shallow-water equations using the Euler-Poincaré formulation. Section 3 is devoted to the description of the discretization of the continuous Euler-Poincaré formulation, originally presented in [3] , and the representation of the variational integrator on the icosahedral mesh geometry used to approximate the sphere. In Section 4, we verify the consistency of the corresponding approximations of the standard differential operators. Test cases and numerical benchmarks showcasing the behaviour of the variational integrator for the shallow-water equations are given in Sections 5 and 6. The conclusions and thoughts for future research within this field of geometric numerical integration are found in Section 7.
Variational principle for the rotating shallow-water equations
In absence of irreversible processes, the equations of motion of fluid dynamics can be derived via the Hamilton principle, δ T 0 L(ϕ,φ)dt = 0, applied to the Lagrangian L of the fluid, expressed in terms of the Lagrangian fluid trajectory ϕ and Lagrangian velocityφ. Following this point of view, the configuration space for fluid dynamics, away from shocks, is the group Diff(D) of diffeomorphisms ϕ of the fluid domain D. While in the Lagrangian (or material) description this principle is a straightforward extension of the Hamilton principle of classical mechanics, in the Eulerian (or spatial) description the variational principle is more involved, since it uses constrained variations. It can be rigorously justified by applying the process of Euler-Poincaré reduction [20] , which directly gives the general form of the Eulerian variational principle induced by the Hamilton principle of fluid mechanics. We refer to [21] for an application to the equations of geophysical fluid dynamics (GFD). Since this principle is central to the derivation of the numerical scheme, we shall review it below for the shallow-water case.
Let us consider the rotating shallow-water (RSW) dynamics on the sphere S of radius R. The sphere is naturally endowed with a Riemannian metric γ induced from the standard Euclidian metric on R 3 and with a volume dσ associated to γ. In terms of latitude (θ) and longitude (λ), we have γ = R 2 dθ 2 + R 2 cos θdλ 2 and dσ = R 2 cos θdθ ∧ dλ, but our approach is geometrically intrinsic, i.e., independent of any choice of coordinates on S. In the spatial description, the variables are the fluid velocity u and the fluid depth h, defined in terms of the Lagrangian variables ϕ andφ, with ϕ ∈ Diff(S), as
where h 0 is the initial fluid depth and Jϕ −1 is the Jacobian of the diffeomorphism ϕ −1 with respect to the metric. The second relation in (1) is the natural action of diffeomorphisms on densities, that we have denoted using •.
The spatial Lagrangian for rotating shallow-water fluids is given by
where B is the bottom topography, h + B describes the free surface elevation of the fluid, g is the gravitational acceleration and R is the vector potential of the angular velocity of the Earth. Given this Lagrangian, the equations of motion follow from the Euler-Poincaré variational principle, which reads as
for constrained variations of the form δu = ∂ t v + [u, v] and δh = − div(hv), where v is an arbitrary time dependent vector field on S, vanishing at the endpoints t = 0 and t = T , and where div denotes the divergence on the sphere, associated to the metric. The form of the constrained variations is obtained by using the relations (1) and computing the variations δu and δh induced by free variations δϕ vanishing at t = 0 and t = T . This principle yields the Euler-Poincaré equations in the general form
where the second term denotes the Lie derivative of the fluid momentum density (a one-form density) along the vector field u, explicitly given by £ u α = i u dα + di u α + α div u, with d being the exterior derivative. Recall that if ω is a k-form and u is a vector field, then i u ω is the
δ δh , is the one-form, resp., the function, defined by
for any vector field v or function v. Equation (4) is accompanied with the advection equation ∂ t h + div(hu) = 0 for the fluid depth which, in the Euler-Poincaré approach, follows from the second relation in (1). For the RSW Lagrangian (2), we have
where u denotes the one-form defined by u · v = γ(u, v), for all v, and similarly for R . Using these expressions, the Euler-Poincaré equations (4) lead to the momentum RSW equations, written in the space of one-forms as
see [3] for details. It is this expression of the RSW equations that appears in a discretized form in the variational discretization later in (20) .
Discrete variational principle for the RSW equations
The variational discretization of the rotating shallow-water equations mimics the continuous variational method; in particular, each step of the continuous theory is translated to the discrete level. We provide here a review of the discrete Euler-Poincaré theory for the RSW, and refer the reader to [3] for full details.
Definition of the appropriate discrete configuration space for RSW
The discretization procedure starts with finding an approximation of the configuration group Diff(S) of a shallow-water fluid. Given a mesh M of the sphere, a suitable choice is the matrix Lie group
of dimension N 2 − N , with N being the number of cells and with 1 = (1, ..., 1) T . This group acts by matrix multiplication on discrete functions F ∈ R N , given by piecewise constant functions on M. This action is denoted as F → F •q −1 := qF and is understood as a discrete version of the action of Diff(S) on functions by composition, namely f → f • ϕ −1 , see [25] , [3] for details. The condition q · 1 = 1 encodes, at the discrete level, the fact that constant functions are preserved under composition by a diffeomorphism. The Lie algebra of the Lie group D(M) is the space of row-null N × N matrices
endowed with the Lie bracket [A, B] = AB − BA. This Lie algebra is of particular interest for our derivations as it will allow us to formulate the discrete spatial Lagrangian required to derive the Euler-Poincaré equations from variational principles. The elements in (7) are identified with discrete velocities. More precisely, it can be shown that the matrix elements A ij of A satisfy
where N (i) denotes the set of all indices (including i) of cells sharing a face with cell C i , D ij denotes the face common to cells C i and C j with unit normal n ij pointing from C i to C j , and Ω ii is the volume of cell C i . We refer to [3] for the precise statement of these approximations. This identification imposes several constraints on the matrices in d(M) in order to represent a velocity vector field u. First it is required that fluxes are nonzero only between neighboring cells, hence we have the linear constraint
Second, we have the constraint Ω ii A ij = −Ω jj A ji , for all j = i, i.e., A T Ω + ΩA is a diagonal matrix, with Ω being the N × N diagonal matrix with elements Ω ii . This gives the additional linear constraint
Note that the approximations in (8) are consistent with the condition A · 1 = 0 in (7). We recall, see [25] , that in the context of the discrete diffeomorphism group, the space of discrete one-forms Ω 1 d (M) is identified with the space of skew-symmetric N × N matrices. The discrete version of the L 2 -pairing between discrete one-forms and discrete vector fields is given by
For the subsequent application of the variational principle, it is important to note that the constraints (9) and (10) are nonholonomic. Such constraints are taken into account by using the Euler-Poincaré-d'Alembert principle, which is the nonholonomic version of the Euler-Poincaré principle.
The application of this variational principle makes crucial use of Proposition 1 of [3] recalled below, which identifies a projector onto the dual space to the constraint R with respect to the pairing (11) . The role of this proposition will become clear below when stating the EulerPoincaré-d'Alembert principle.
Euler-Poincaré-d'Alembert variational principle
We shall now reproduce, at the discrete level, the variational formulation for the RSW recalled earlier in Section 2, with the goal of obtaining the semi-discrete RSW equations via the EulerPoincaré-d'Alembert principle.
As a first step, we need to identify the action of the group D(M) on the variables D ∈ R N representing the discrete fluid depth. As in the continuous case, see the second equation in (1), this action, also denoted by D → D • q, is dual to the action on discrete functions, namely
with respect to the discrete L 2 -pairing D, F 0 = D T ΩF . This action and the associated Lie algebra action are given by the formulas
for q ∈ D(M) and A ∈ d(M). Given a semi-discrete Lagrangian (A, D), the discrete version of the variational principle (3) reads as follows In the next theorem, this principle is applied to yield the general semi-discrete form of compressible fluid equations.
Theorem 2 (Discrete variational equations, [3]). For a semi-discrete Lagrangian
are critical for the variational principle (14) if and only if they satisfy the equations
where
is the projection obtained in Proposition 1. These equations are accompanied with the discrete continuity equation
This result follows from a direct application of (14) by using the expression for δA and δD and isolating B which is an arbitrary curve in S ∩R. The equations then follow by an application of Proposition 1.
For the RSW case, the discrete Lagrangian is
see (2), which requires the construction of a discrete "flat" operator A ∈ S ∩ R → A ∈ Ω 1 d (M) associated to a given mesh, see [25] .
The abstract developments made so far are valid for any kind of reasonable non-degenerate mesh. By choosing a fixed mesh, we will be able to express these abstract notions in concrete (implementable) equations.
Semi-discrete scheme on a 2D simplicial mesh
For our implementation, we use an icosahedral grid. The construction of the grid is described in [18] . The icosahedron's edges are recursively bisected, and the new vertices are projected onto the unit sphere. Then, the vertex positions are optimized. In our case, the triangles are used as the primal grid, and the hexagons as the dual grid. In [30] , the grid and its connectivity is described in more details. Fig. 2 shows a section of the simplicial mesh where we indicate our notation:
f ij := length of a primal edge, triangle edge located between triangle i and triangle j; h ij := length of a dual edge that connects the circumcenters of triangle i and triangle j;
Ω ii := area of a primal simplex (triangle) T i ; K ± i := proportional area of the intersection of (triangle) T i and (hexagon/pentagon) ζ ± , see Equation (19) .
Using the flat operator on a 2D simplicial mesh, see [25] , we are able to represent the discrete one-forms A ∈ Ω 1 d (M) in terms of the discrete vector fields A ∈ S ∩ R by
for the constant K e i and the vorticity ω(A ), defined as, respectively
Here, e denotes the node common to triangles T i , T j , T k and |ζ e ∩T k | is the area of the intersection of T k and ζ e , where the latter denotes the dual cell to e, see Fig. 2 . The discrete vorticity, see the second equation in (19) , is calculated by taking the sum over the dual edges in the boundary ∂ζ e counterclockwise around node e. The definition of A in (18) leads to a skew-symmetric matrix, hence A ∈ Ω 1 d (M). As shown in [3] , for the discrete Lagrangian (17) on a simplicial grid, the discrete variational equations (15) lead to the following semi-discrete equations
in which
denotes the average of the cell values and ω ± := hmn∈∂ζ ± (A mn + R mn ) is the discrete absolute vorticity at the nodes ± at endpoints of the edge between cells i and j, see Fig. 2 . This is the discrete version of the RSW equations (5).
Semi-discrete RSW scheme in terms of the discrete velocity field
With a suitable choice of structure preserving time discretization, Equations (20) provide a set of fully discrete equations which can be implemented as they stand. However, as it is more familiar in the GFD community to work with velocity quantities, we proceed in rewriting the equations correspondingly.
From the original definitions (8) and the flat operator (18), we find the following relation between one-forms A , Lie algebra elements A and the normal velocity degrees of freedom V ij on the triangle edges' midpoints:
while A ij = −h ij V ij for i ∈ N (j), see Fig. 2 for the index notations. Note that div(V ) coincides with the natural finite volume divergence operator on a triangular mesh (see e.g. [2] ).
Momentum equation. The semi-discrete momentum equation in matrix-vector notation reads
where we define
for valuesR mn related to R mn by R ij = − . We define as Coriolis parameter
Continuity equation. The semi-discrete continuity equations in matrix-vector form is given by
Hence, the spatial variational discretization process leads to a standard finite volume representation of the divergence operator and hence of the continuity equation.
Time discretizations. Since the spatial discretization has been realized by variational principles in a structure-preserving way, a temporal variational discretization can be implemented by following the discrete (in time) Euler-Poincaré-d'Alembert approach, analogously to what has been done in [16] and [11] , to which we refer for a detailed treatment. This variational approach is based on the introduction of a local approximant to the exponential map of the Lie group, see [9] , chosen here as the Cayley transform. As explained in [11, 16] , by dropping cubic terms, this results in a Crank-Nicolson-type time update for the momentum equation (15) and an update equation based on the Cayley transform for the advection equation (16) . Following [3] , we will use below the Crank-Nicolson-type time update directly on the momentum equation as reformulated in (22) . This considerably simplifies the solution procedure without altering the behavior of the scheme. Alternatively, we apply also a standard time integrator using a Crank-Nicolson-type time update for the continuity equations instead of the Cayley transform and compare both time stepping schemes with each other while keeping the spatial variational discretization unmodified.
1.) Fluid depth equation update by Cayley transform: This time integrator consists of two steps.
We first compute the update equation for the fluid depth D, which is based on the Cayley transform τ . This update equation is then given by D t+1 = τ (∆tA t )D t for the time t and a time step size ∆t. In particular, τ can be represented as
with I the identity matrix (cf. [11] for more details). Note that A can be expressed in terms of V using (21) . In a second step, we solve the momentum equation, given by an implicit nonlinear equation (step 2), according to the fixed-point iteration:
1. Start loop over k = 0 with initial guess at t: V * k=0 = V t ; 2. Calculate updated velocity V * k+1 from the explicit equation:
3. Stop loop over k if ||V * k+1 − V * k || < for a small positive , take V t+1 = V * k+1 . For more details, we refer the reader to [3] . Note that for this time integration scheme, we do not discretize the continuity equation (24) directly, but use the discretization of τ in (25).
2.) Fluid depth equation update by Crank-Nicolson:
Here, we use a two-step time integration scheme to solve the system of fully discretized nonlinear momentum and continuity equations:
We solve this system of nonlinear equations by fixed-point iteration for all edges ij and cells i.
To enhance readability, we skip the corresponding subindices in the following. The solution algorithm reads:
1. Start loop over k = 0 with initial guess at t: V * k=0 = V t and D * k=0 = D t ;
2. Calculate updated water depth (density) D * k+1 from the explicit equation:
3. Calculate updated velocity V * k+1 from the explicit equation:
Note that in case of convergence, i.e. V * k+1 → V t+1 and D * k+1 → D t+1 , this algorithm solves equations (26) and (27) .
Numerical analysis of the differential operators
We present a convergence study of the gradient, divergence and curl operators on the icosahedral meshes. These operators are used directly and indirectly in our scheme. The study will be done in x, y, z coordinates on R 3 , such that it is independent of local coordinates of the hypersurface on which we solve the equations. We consider the Euclidean metric , on R 3 and denote by ∇ the gradient relative to it.
Let N x be the outward unit normal vector on the sphere at x ∈ S and P x = I − N x N x be the orthogonal projection onto the tangent space of S at x, where I is the 3 × 3 identity matrix. In the following, we assume that g : S → R is a given real-valued function on S, withg : R 3 → R being an arbitrary extension of g to R 3 , and u is a given vector field on S, i.e. u : S → T S, withũ : R 3 → R 3 being an arbitrary extension of u to R 3 . From the general expression of the covariant derivative induced on hypersurfaces, see e.g., [22] , the gradient, divergence and curl operators on S relative to γ can be written as
see also [13, 14] .
Note that in contrast to the numerical schemes derived in [13, 14] we use the above analytical expressions only to initialize the initial conditions for the numerical test cases presented in Section 5, and for comparing against the numerically obtained expressions for grad, div and curl.
As explained further below, in our variational scheme (22)- (24), the discretization of these operators are given as follows
where, from (8) and (21), we have
(u · n i )dS and where
gdx. As before, n ij is the unit normal pointing from T i to T j , ζ e is the cell dual to a node e (a hexagon or pentagon), |ζ e | is its area. Note that in (29) the sum is over the cells adjacent to T i , and in (30) the sum is over the dual edges in the boundary ∂ζ e counterclockwise around node e.
The gradient (28) appears in (22) and is denoted as G(D). Therein, in the advection term, Adv(V, D), we find the curl operator (30) consisting of a counterclockwise sum over the edges of a dual cell. The divergence operator (29) with positive fluxes when pointing out of the triangles appears in the continuity equation (24) .
For our convergence study, we use g(x) = sin(x) + sin(2y) + sin(2z) for the gradient, u(x) = x − x 3 , −x 2 y, −x 2 z for the divergence and u(x) = (z, 0, −x) for the curl. In Fig. 3 , we see that the gradient and curl operator converge with first order. The divergence operator converges too, but does not achieve first order when evaluated on the triangles, because the grid is optimized for the hexagons [19] . In Fig. 4 , we clearly see the grid imprint of the original icosahedron in the pointwise errors for the divergence, showing that the error is highest along the edges of the icosahedron. 
Numerical simulations
We consider four test cases; (1) the lake-at-rest solution to demonstrate that the model is wellbalanced; (2) a global steady-state solution to study the convergence and energy and enstrophy loss of the model; (3) the flow over an isolated mountain; and (4) the Rossby-Haurwitz wave solution.
The following constants are kept fixed for all simulations:
The Coriolis parameter is f = 2Ω sin θ. Unless indicated otherwise, the simulations are carried out on a grid with N = 40962 Voronoi cells (corresponding to a resolution of about 120 km)
for which we chose a time step of ∆t = 100 s. To estimate the numerical errors, we use the following definitions for the relative L ∞ -error and L 2 -error,
where Ω ii is the area associated with cell i. Here, the function u(i) is the numerical solution defined at x i or the magnitude of the numerical solution at x i (when used for calculating the error for the velocity) and u 0 (i) is the initial function at x i .
Since our scheme preserves mass and potential circulation up to machine precision, those error norms are not presented. In this section, we only present results obtained by using the Cayley transform time discretization, which we compare in Section 6 with the standard time integrator.
Case 1: Lake at rest
This test case verifies that the model is well-balanced, that is, the exact solution u = 0, h + B = constant of the RSW equations is preserved up to machine precision. Here, we choose the test case of a resting fluid over a conical shaped mountain. The initial velocity is u ≡ 0 and the bottom topography is defined by
see also Fig. 5a . The total water depth is D = 5960 − B. In addition, we carry out a second simulation where we add some white noise to the bottom topography profile, see Fig. 6a , to verify that the model remains well-balanced also for a noisy bottom topography. The shallow-water equations are integrated over 15 days. In Fig. 5b and 6b , it can be seen that the initial conditions are preserved to the order of machine precision, which verifies that the model is indeed well-balanced. 
Case 2: Global steady-state nonlinear zonal geostrophic flow
This test case, originally proposed in [34] , is a geostrophically balanced flow over a flat bottom topography, i.e. B ≡ 0 [m]. This flow represents an exact solution to the rotating shallow-water equations. The initial conditions are:
Here n ij denotes the normal vector of a triangle edge, and V ij is the directional magnitude of the velocity normal to an edge f ij , see Equation (21) . Although the nonlinear zonal geostrophic flow is a steady state solution of the RSW (in which any quantity is conserved because of no time dependence), it is only a stationary solution of a numerical RSW scheme up to numerical errors. As such, it is also interesting to monitor the time series of the numerical values of the conserved quantities of the RSW, and to verify that the energy error converges at the expected first order. Fig. 7 shows the initial conditions. In Fig. 8 , we display the time evolution of the errors for energy, potential enstrophy, height and velocity. It can be seen that there is no trend in the evolution of the error. The energy is well-preserved at the order of 10 −8 and the potential enstrophy at order of 10 −7 . Fig. 9a contains the results of the spatial convergence study over 12 days with different resolutions. We integrate over 12 days, as one rotation of the fluid flow around the globe takes precisely 12 days. It can be seen that D and V do not achieve first order convergence, which is natural since the divergence operator likewise does not achieve first order convergence, see Fig. 4 . Fig. 9b shows the expected first order convergence of the energy error with respect to the time step. 
Case 3: Flow over an isolated mountain
Here, we consider the flow over a conically-shaped mountain which was also proposed in [34] . The initial conditions, see topography is imposed,
The mountain is centered at λ c = 3π/2 and θ c = π/6. Note that there is no analytical solution for this problem. Fig. 10 shows snapshots of the height field at times t = 0 (a), t = 5 days (b), t = 10 days (c) and t = 15 days (d), which are the times suggested in [34] to show the computed solutions. These results are visually similar to the results from different models, such as those given in [13, 31] . The time series for the errors in the energy and potential enstrophy are depicted in Figure 11 . 
Case 4: Rossby-Haurwitz waves
We consider a Rossby-Haurwitz wave with wavenumber κ = 4, which is proposed in [34] . Unlike the non-divergent barotropic vorticity equation, the shallow-water equations can only approximate this solution. For comparison, snapshots after 7 and 14 days are presented. For completeness we present the initial conditions here in latitude (θ) and longitude (λ),
The components of the velocity vector u = (u, v) are
and the water elevation is given by
For our method, we need the directional magnitude of the velocity which is V ij = u ij · n ij at edge ij.
In Fig. 12 , it can be seen that the main features of the evolution of the Rossby-Haurwitz wave solution are reproduced correctly. The time series of the errors in the energy and potential enstrophy are depicted in Fig. 13 . 
Long term simulation
In the previous section, we have reproduced some of the standard test cases proposed in [34] for testing novel numerical schemes for the shallow-water equations. Note that these test cases require the integration of the shallow-water equations for relatively short time intervals, with the longest test case being integrated for t = 15 days. A main motivation for developing a geometric numerical integrator is that they should be suitable for longer integrations.
To test the ability of the variational discretization of shallow-water equations to carry out longer integration experiments, we here revisit Case 2, the nonlinear geostrophic flow on a rotating sphere and Case 3, the flow over a mountain. We test the spatial variational integrator with two different time discretizations, the (variational) Cayley transform and the (non-variational) standard method that applies a Crank-Nicolson time discretization of the continuity equation. Both test cases are integrated for a 15-day and a 50-day period. The time series of the total energy and potential enstrophy errors are depicted in Fig. 14 and 15 . While both time integrators produce reasonable error time series for the short-term integration, only the fully variational scheme based on the Cayley transform shows hardly any error trends in the nonlinear geostrophic flow test case, and very little energy error trends in the flow over the mountain test case. Notably, while the standard time integrator performs well for Case 2, this non-variational method shows a clear trend to lose energy for Case 3.
Moreover, we note that for all test cases studied, the Cayley transform method shows first order convergence of the energy error with respect to the time step while for the standard method, though showing in general good energy conservation properties, such convergence behaviour cannot be guaranteed. For instance, while the energy error converges at first order for the Rossby-Haurwitz wave case, the standard time integrator yields only zero order convergence for the steady state case (not shown). 
Conclusions and outlook
In this paper, we have constructed a fully space-time variational discretization for the shallowwater equations on a rotating sphere. This discretization is an extension of the variational integrator proposed in [4] for the rotating shallow-water equations on the plane. We have carried out some of the standard benchmark tests proposed in [34] and verified that the discretization converges, as expected, at first order to reference solutions of the shallow-water equations on the rotating sphere. All numerical tests carried out demonstrate the excellent conservation properties of the variational integrator, in particular regarding the conservation of energy. We would like to stress that the variational integrator on the sphere proposed in this paper exactly conserves the lake-at-rest steady state solution over arbitrary bottom topography. In addition, mass is conserved up to machine precision. Both factors are of significant importance in tsunami propagation models, since they prevent the introduction of spurious waves by the discretization scheme. As such, the variational integrator can serve as dynamical core for a general purpose tsunami model. A tsunami model requires a suitable inundation model to handle the time-dependent wet-dry interface. The development of such an inundation model for the presented variational integrator is currently under way and will be presented elsewhere, as will be the addition of a framework for dynamic grid adaptation, which is another essential ingredient for a tsunami propagation and inundation model.
