Collaboratively constructed knowledge bases play an important role in information systems, but are essentially always incomplete. Thus, a large number of models has been developed for Knowledge Base Completion, the task of predicting new attributes of entities given partial descriptions of these entities. Virtually all of these models either concentrate on numeric attributes (<Italy,GDP,2T$>) or they concentrate on categorical attributes (<Tim Cook,chairman,Apple>).
Introduction
Collaboratively constructed knowledge bases (CCKBs) such as WikiData (Vrandečić and Krötzsch, 2014) , YAGO (Suchanek et al., 2008) , FreeBase (Bollacker et al., 2008) or DBPedia (Bizer et al., 2009) , capture world knowledge in the shape of a graph structure where nodes denote entities and edges denote attributes (Hitzler et al., 2009) . Their collaborative construction importantly enables them to avoid the scaling problems encountered by expert-constructed knowledge bases. Thus, CCKBs have come to play an important role in information systems, forming the basis for a wide range of natural language processing applications (Hovy et al., 2013) such as question answering (Berant et al., 2013; Krishnamurthy and Mitchell, 2015) or representation learning for entities (Toutanova et al., 2015; Yaghoobzadeh et al., 2018) .
The most crucial shortcoming of CCKBs is their incompleteness (Min et al., 2013; West et al., 2014) -not just with respect to the entities that they cover, but also with respect to the attributes present for entities that are nominally covered. This is not surprising: When a contributor to a knowledge base adds an entity, they will probably concentrate on the most salient attributes (e.g., for a scientist, field or affiliation), while other attributes (such as parents or place of birth) may be added later or never. This realization has led to a large boost to work in the area of knowledge base completion, that is, the prediction of attributes of entities that are currently missing from the CCKB (Bordes et al., 2013; Socher et al., 2013; Min et al., 2013; Guu et al., 2015; Gupta et al., 2017) .
These methods, however, overwhelmingly concentrate on categorical attributes, that is, attributes whose values are themselves entities in the knowledge graph. As an example, consider the attribute capital that maps a country onto a city which is itself an entity (Mexico -Mexico City, UK -London). A prominent approach to the prediction of categorical attributes is as an operation in embedding space, which explains the popularity of embedding-based approaches for this task.
Much fewer studies has considered the prediction of numerical attributes of entities in CCKBs (Davidov and Rappoport, 2010; Gupta et al., 2015) , such as the attribute GDP-1990 which maps a country onto a number denoting its gross domestic product in the year 1990. For many entities in CCKBs, numeric attributes actually form the majority of the attributes for entities. Still, these attributes are often seen as secondary because their values are not 'proper' entities but numeric constants that themselves do not possess interesting attributes.
In this paper, we investigate the hypothesis that joint prediction of numeric and categorical attributes can improve prediction quality for both attribute types. As a motivating example, consider the sample of both numeric and categorical attributes listed for the country Italy in the FreeBase CCKB (Bollacker et al., 2008) , shown in Table 1 . It is clear that, as assumed by most models concentrating on categorical attributes, these attributes correlate with one another, and therefore the presence of one attribute can serve as evidence for the presence of another attribute. For example, containment in Western Europe implies containment in Europe, and is correlated with membership in the European Union. However, similar correlations arguably hold between categorical and numeric attributes. For example, the high GDP per capita constitutes evidence for Italy's membership in the G8 political forum, or vice versa, membership in the European Union and the G8 points towards a high GDP per capita. Similarly, Italy's latitude and longitude (defined by FreeBase to be the capital's geolocation) determine Rome as the country's capital, and vice versa.
Concretely, in this paper we adopt two previous embedding-based models for the individual prediction of numeric and categorical attributes from textual data, respectively. We define a novel simple joint model that predicts both attribute types con-currently (Section 2) and evaluate these models on a sample of seven FreeBase domains (Section 3) and find that prediction improves substantially for numeric attributes, but remains constant for categorical attributes (Section 4). Our analysis indicates that this is the case because numeric attributes that are difficult to predict from text-based embeddings are still often correlated with categorical attributes, and that can thus profit from joint training, while this is not true for categorical attributes.
Predicting Numeric and Categorical
Attributes from Text
The majority of methods to predict attributes for entities in CCKBs are based on techniques from representation learning. Specifically, they us distributed representations (i.e., vectors, also called embeddings) to represent the entities, and sometimes also the attributes. Embeddings can be built from different sources, such as the knowledge bases themselves (Bordes et al., 2013; Guu et al., 2015; Lin et al., 2015) , from text corpora that mention these entities (Socher et al., 2013; Krishnamurthy and Mitchell, 2015) , or from both (Toutanova et al., 2015; Yaghoobzadeh et al., 2018) .
In this paper, we use two prediction models that build on embeddings that were built from text corpora, following the widely successful assumption that text corpora implicitly contain a large amount of world knowledge that can be extracted by observing the contexts in which words are used (the so-called distributional hypothesis) (Firth, 1957; Miller and Charles, 1991; Turney and Pantel, 2010; . The formulation of attribute prediction on top of precomputed embeddings enables us to use rather simple supervised neural model which are generally considered the state of the art for computational models in natural language processing.
Numeric Prediction
The first model is a feed-forward neural network, shown on the left-hand side of Figure 1 . It builds on a study that used a logistic regression model to predict the values of numeric values, scaled to the interval (0;1) (Gupta et al., 2015) to avoid the excessive influence of outliers that linear regression is sensitive to. The model uses an n-dimensional entity embedding as its input which is mapped through a tanh nonlinearity onto an h-dimensional hidden layer, which in turn maps onto an |N |-dimensional output layer (where |N | is the number of the numeric attributes) using a sigmoid nonlinearity. In other words, each unit in the output layer corresponds to one numeric attribute, and the model predicts all numeric attributes simultaneously.
We use a variant of the mean cross-entropy loss function commonly used for logistic regression. Let a ∈ A denote an attribute, E(a) = Tr(a) ∪ Val(a) ∪ Ts(a) the set of entities for this attribute, partitioned into training, validation, and test sets, and v a (e) andv a (e) the gold and predicted values for entity e, respectively. Then
Even though simple, this model shows good performance in predicting numeric attributes of entities in CCKBs, since distributed representations implicitly capture a large amount of world knowledge (Gupta et al., 2015) and the hidden layer enables the model to exploit correlations among numeric attributes.
Categorical Prediction
The second model (Gupta et al., 2017) is another feed-forward neural network, shown on the righthand side of Figure 1 . Again, it uses a precomputed n-dimensional entity embedding as its input. Since this model predicts only the value of one categorical attribute at one time, this embedding is complemented by a representation of the attribute, realized as a one-hot vector whose dimensionality is the number of categorical attributes |C|. 1 Again, the input is first mapped onto an h-dimensional hidden layer and then onto an output layer, passing through a tanh nonlinearity in both steps. In this model, the output layer is n-dimensional, like the input, and actually represents an embedding of the attribute value. For example, given the embedding for Italy and the attribute capital as input, the model should predict the embedding for Rome. To map the output of the model back onto an explicit entity, we perform a nearestneighbor retrieval in the space of precomputed em-beddings, which is feasible with specialized indexes (Babenko and Lempitsky, 2016) .
The loss function we use for this model is a contrastive variant of mean squared error (MSE) loss: we minimize the MSE between the prediction and the correct embedding while maximizing the MSE between the prediction and a sample of confounders. Since MSE can be understood as (squared) Euclidean distance, this loss function pushes the predicted embedding towards the correct embedding and away from confounders:
The notation is the same as in Equation (1). Additionally, NN(k, x, X) is a function that returns the k nearest neighbors of x in the set X, and µ a weight that trades off the positive and negative parts of the loss against each other. In this model, we do not need an indicator function as in the numeric attribute model, since the loss in this model is defined over seen attributes.
Joint Prediction
The similar structure of the two models described directly above makes it easy to define a joint model for the prediction of categorical and numeric attributes, shown in Figure 2 . The new architecture re-uses the input layer from the categorical model, which subsumes the simpler architecture of the numeric one. It uses the same type of hidden layer, to which both the numeric output layer and the categorical output layer are attached. The nonlinearities are the same as in the individual models. Since the input to the model is still an entity embedding plus a categorical attribute, as in the categorical model, the model essentially predicts the numeric attributes of the entity "on the side".
Correspondingly, the loss function of this model is a weighted average of the losses of its parts:
where α is the relative weight of the categorical loss. For the extreme values of α = 1 and α = 0, the joint model reverts to its component models. Our hypothesis is that intermediate values of α will improve prediction quality for the two types of attributes. We expect this to be the case since joint training can be seen as an instance of multitask learning, which is known to often positively impact the quality of the learned intermediate representations (Zhang and Yang, 2017) . Note that this effect is not guaranteed, since we introduce competition among the two output layers, which may deteriorate the output of the 'losing' layer.
Discussion
Note that all three model assume that all entities share a common set of attributes: in the numeric model, these determine the shape of the output layer, and in the categorical mode, they determine the shape of the attribute input layer. While it is still possible to train global models, CCKBs are typically organized into top-level domains that share little to no attributes. For example, people (which have, e.g., birth and death dates) or organizations (which have e.g., personnel, turnover, profit numbers) have no attributes in common. Consequently, in the remainder of the paper, we adopt a domainspecific approach, learning and evaluating separate models for each domain.
3 Experimental Setup
Dataset and Embeddings
To our knowledge, there are no existing datasets that include both numeric and categorical attributes. For example, the widely used FB15K and WN18 datasets (Bordes et al., 2013) focus exclusively on categorical attributes. For this reason, we construct our own dataset which we make freely available on DANS at URL https://doi.org/10. 17026/dans-zxp-t7tf.
We construct the dataset on the basis of the Free-Base CCKB (Bollacker et al., 2008) . As sketched above, we proceed by domains and extract entities and attributes for six of the most populous top-level FreeBase domains (animal, book, citytown, country, employer, organization, people).
Since we build on pretrained embeddings for the entities in question, we only include entities if they are covered by the largest existing pretrained embedding space for proper names. This is the "Google News" embedding space that used a 100G token news corpus to compute embeddings specifically for FreeBase entities . 2 The embeddings are computed with the Word2Vec skip-gram algorithm, 1000 dimensions. Similarity, categorical attributes are only included if we have embeddings for both the entity and the value.
Finally, we split all domains into training, validation, and test sets (60%-20%-20%). The split is applied to each attribute type: at validation and test time, our models face no unseen attribute types, but unseen instances for each attribute. In the numeric and joint models, this means that the model will encounter 'incomplete' numeric output layers since some attributes of a given entity may be reserved for testing (cf. the left-hand side of Figure 1 as well as Figure 2 ). This does not hurt the model, though: The objective function, Equation (1), only ranges over attributes present in the training data. Table 2 shows descriptive statistics for the resulting dataset. We consider just over 5000 entities for a total of 269 categorical attribute types and 1041 numeric attribute types. 3 Note that the domains differ considerably with regard to their numbers of entities, numbers of attributes, and relative prevalence of categorical and numeric attributes. For example, the country domain has the highest number of attributes, and about ten times as many numeric as categorical attributes. This reflects the large number of time series recorded for countries. In contrast, the organization domain has much fewer attributes overall, and more categorical than numeric attributes (e.g., location, founders, officers, business sector).
Evaluation
Categorical Attributes. As explained above in Section 2.2, we apply nearest neighbor mapping to the embedding output of the model to map its prediction back onto an entity symbol. Following earlier work (Gupta et al., 2017) , we perform Information Retrieval-style ranking evaluation, mean reciprocal rank (MRR) (Manning et al., 2008) . Reusing the notation from Sec. 2 and writing ra for rank, we define M RR as For each entity-attribute pair (e, a), MRR computes the (reciprocal) rank of the model's predictionv a (e) in the nearest neighbor list of the true value v a (e). These values are averaged over all datapoints in the test set T s.
Intuitively, MRR describes how close, on average, the predictions are to the correct one in terms of ranks: an MRR of 0.5 means that they are the second-nearest neighbors, an MRR of 0.3 means that they are the third-nearest neighbors, and so on. Thus, higher MRR values indicate better performance. We report results at the domain level as well as micro-averaged MRR for the complete dataset.
Numeric Attributes. For numeric attributes, we use the so-called normalized rank score (NRS). NRS is a variant of Spearman's correlation coefficient that takes into account both how correctly the entities in the test set are ranked with respect to each numeric attribute, and how consistent the predictions are with regard to the training set (Frome et al., 2013) . We choose this evaluation over a numeric error-based one because it is more robust to outliers and sets a more realistic target for the prediction of numeric attributes (Gupta et al., 2015) . NRS is defined as a∈A 1 |A||Ts(a)| med e∈Ts(a) {|ra(va(e), E(a)) − ra(va(e), E(a))|} NRS measures divergence from the gold standard ranking. It has range [0;1], with smaller numbers indicating better performance: 0.2, for example, means that the prediction is, on average, off by 20% of the ranks. As before, we report the statistic for each domain, plus a micro-averaged NRS for the complete dataset.
Hyperparameters
Individual Models. We trained the two individual models and the joint model using AdaDelta optimization method, using the best parameters according to the literature (Zeiler, 2012), namely ρ = 0.95 and = 10 −6 . We trained until convergence or for at most 300 iterations with early stopping. All hyperparameters were explored on the validation set. We explored h, the size of the hidden layer, by setting it to values between 200 and 3000 with a step size of 200. We found h=2000 to yield good results for both models and adopted this number. In the model for categorical attributes, we followed earlier work (Gupta et al., 2017) by using just a single nearest neighbor for the negative part of the loss (k=1) and setting µ to 0.6.
Joint Model.
To build the joint model, we retained the hyperparameter settings of the two individual models. We explored values of α between 0.1 and 0.99 on the validation set of the animal domain. The results for the joint model are shown in Figure 3 . As expected, there is a trade-off between the two objectives: Results for categorical prediction improve for high values of α, where the model focuses on these attributes. Conversely, results for numeric prediction improve when the model pays more attention to these attributes, for low values of α (recall that lower NRS values are better). We chose α = 0.6 as a value that gives both models a chance to profit from the joint setup.
Inference
Regarding inference in the models, the two individual prediction models are trivial, and so is the categorical part of the joint model:To predict the value of a categorical attribute for an entity, the numeric output can simply be ignored. To predict the value of a numeric attribute of entity, however, different inference procedures are possible. We used the simplest one, namely activating a random categorical attributes to query a numeric attribute (cf. Figure 2) . We did not observe meaningful variance across the choice of different categorical attributes.
Baselines
We use two baseline models from previous studies. For categorical attributes, our baseline model ignores the entity. For each attribute, it predicts the frequency-ordered list of all values seen in the training set (Frequency Baseline). We also report on a baseline that simply models each attribute as a linear operation in embedding space Bordes et al., 2013) defined as the centroid of all difference vectors for a given attribute between entities and their values for this attribute (Linear Baseline). For numeric attributes, our baseline model predicts the mean value of the attribute seen in the training set (Mean Baseline).
Results and Discussion
Numeric Attributes. Table 3 shows the results as averaged normalized rank scores (NRS) for each domain as well as macro-averaged (Avg) scores for the complete test set. Recall that for NRS lower values are better.
We find that that the joint model (which predicts numeric and categorical attributes at the same time) yields substantially better results than the individual model on all domains, ranging between 0.03 (for animal and people) and 0.1 (books). Average performance on all domains improves from 0.3 by 0.07 to 0.23. In turn, the individual model outperforms the baseline on all domains except people, corresponding to a similar improvement by 0.07. We see the best results of the joint model for citytown and the worst results for people. These numbers correlate with the numbers of entities present for these domains (Table 2) : citytown is the largest domain, with almost 1800 entities in the training set, while people is the smallest domain with 85 training entities. Thus, we surmise that the differences in performance are not due to inherent differences in the features to be predicted, but reflect the different amounts of training data available.
Categorical Attributes. Table 4 shows the results as mean reciprocal rank (MRR) scores for each domain as well as macro-averaged scores (Avg) for the complete test set. For MRR, higher values are better. The joint and the individual model outperform both baselines for all domains, and outdistance them substantially in average performance. However, the two informed models show almost identical performance overall, with average MRRs of 0.193 and 0.195, respectively. For three domains (country, organization, people), they perform equally well. For one domain (employer), the joint model performs better, and for three domains (animal, book, city), the individual model does better. The results of the two models are generally extremely close to one another, with the largest difference between the models (of 0.012) appearing for book, the smallest domain where we would expect the largest variance. Overall, we attribute these differences to random fluctuation.
The performance of all models is markedly different across domains, with low results close to 0.1 for organization and country and high results over 0.3 for animal and people. This is in line with earlier results for categorical attributes that identified the predominance of one-to-many relations across domains as important predictor of performance (Gupta et al., 2017) .
Discussion.
Probably the most surprising outcome of our experiment is the asymmetry that we observe: Joint modeling achieves respective improvements over individual modeling for numeric attributes, but not for categorical attributes. In other words, the prediction of numeric attributes profits from the availability of categorical attributes, but not vice versa.
One potential explanation is a suboptimal setting of the α parameter (Equation (3)) that would let the joint model pay too much attention to the numeric attributes. However, Figure 3 indicates that this not the case: the change in performance on categorical attributes is relatively minor across values of α, in particular compared to the chance in performance on numeric attributes.
To search for alternative explanations, we performed a qualitative analysis of the models' predictions. What we observe is that many numeric attributes of entities have a relatively low degree of contextual support (Gupta et al., 2015) , that is, the values of these attributes do not correlate well with salient textual characteristics of the occurrences of the entity name. For example, in the animal domain, attributes like 'life span' or 'litter size' describe relatively detailed properties of animal species. Such attributes are unlikely to be represented well in embeddings learned in an unsupervised manner from newspaper text. As another example, the country domain contains attributes like 'diesel price' or 'gender balance among members of parliament' that arguably suffer from the same problem.
We believe that the prediction of such attributes can profit from information added to the hidden layer by the categorical part of the objective (Fig. 2) , since specific values of categorical attributes provide informative priors. For animals, life span and litter size differ, for example, among different animal classes, orders, etc.; for countries, fuel prices or gender equality are correlated with categorical attributes such as membership in organisations (OPEC, Nordic Council).
For categorical attributes, an earlier study (Gupta et al., 2017) found that difficulty arose both from lack of contextual support and from list-valued attributes. In contrast to the numeric side, though, lack of support for categorical attributes can often not be compensated by access to numeric information. An examples, consider attributes such as 'disputed territories' from the country domain, or 'supplier' from the organization domain; arguably the values of these attributes is so specific that numeric information cannot help. Nor can the fundamental problem of list-valued attributes be alleviated by numeric information. Instead, this would require a fundamentally different prediction mechanism that supports list-valued attributes (Lin et al., 2015) .
Conclusion
This paper is located in the area of knowledge base completion, that is, the task of complementing knowledge bases with missing relations, which is particularly pressing for collaboratively constructed knowledge bases. We focus on an understudied subproblem of knowledge base completion, namely the prediction of numeric, as opposed to categorical, attributes.
We assume a text-based approach that uses corpus-derived entity embeddings as the basis for attribute prediction. Building on top of two existing models for categorical and numeric attributes, the first contribution of this paper is a joint model for the prediction of these two attribute types. The second contribution is an empirical evaluation of separate vs. joint modeling on a novel dataset, where we find that numeric attributes profit substantially from a joint model, while categorical attributes do not. A qualitative analysis of the predictions indicates that there is indeed an asymmetry: in cases where the values of numeric attributes are difficult to predict from text-based embeddings, categorical information about the entity can often serve as a prior, whereas difficult-to-predict categorical attributes are often so specific that numeric attributes do not help.
To the best of our knowledge, this paper presents the first joint model for the prediction of numeric and categorical attributes. The joint model that we present is a straightforward combination of individual models for the two attribute types, both of which are purely text-based. A first step to improve the models would be to learn, or at least fine-tune, text-based embeddings in a task-specific manner, in order to enable the embeddings to pay attention to infrequent context cues that are nevertheless highly informative for particular attributes. On a more fundamental level, embeddings can be made to take both textual evidence and the structure of the knowledge base into account, as has been demonstrated for categorical attributes (Toutanova et al., 2015; Yaghoobzadeh et al., 2018) . Finally, a direction for future research that would address in particular the difficulties in predicting categorical attribute could be the development of a neural architecture that explicitly accounts for list-valued attributes.
