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Povzetek
Tematika doktorskega dela obsega merjenje in neparametricˇno vrednotenje parame-
trov periodicˇnih signalov na nizkonapetostnih elektricˇnih inštalacijah. V prvem delu
je predstavljen pregled algoritmov za vrednotenje osnovnih parametrov harmonicˇnih
signalov - frekvence, amplitude in faznega zamika. Analiza signala temelji na obdelavi
v cˇasovnem ali frekvencˇnem prostoru. Vrednotenje parametrov v cˇasovnem prostoru
temelji na algoritmih vecˇ-parametricˇnega prileganja k sinusnemu signalu, parametri so
najvecˇkrat dolocˇeni po metodi najmanjše kvadraticˇne napake. Uporaba parametricˇne
analize je racˇunsko zahtevna, vendar je statisticˇno zelo ucˇinkovita. Frekvencˇna analiza
temelji na uporabi diskretne Fourierove transformacije. Njen racˇunsko ucˇinkovit algo-
ritem FFT - hitra Fourierova transformacija - je eden izmed najmocˇnejših in verjetno naj-
pogosteje uporabljenih orodij v digitalni obdelavi harmonicˇnih signalov. Predstavljeni
sta energijski metodi in interpolacija koeficientov diskretne Fourierove transformacije.
Energijska metoda vrednotenja parametrov temelji na dolocˇanju energije signala zno-
traj zanimivega frekvencˇnega obmocˇja, obicˇajno le na amplitudnih spektralnih cˇrtah
znotraj glavnega grebena uporabljene okenske funkcije. Obdelava je v primerjavi s
parametricˇno analizo manj zahtevna, saj signala ni potrebno predstaviti z ustreznim
matematicˇnim modelom, je pa nekoliko slabša njena statisticˇna ucˇinkovitost.
Vzorcˇenje signala je vedno koncˇen dogodek. V primeru nekoherentnega vzorcˇenja, ko
število vzorcˇnih tocˇk ne sovpada s celoštevilcˇnim mnogokratnikom period signala, se v
frekvencˇnem spektru vzdolž celotne frekvencˇne osi pojavi spektralno iztekanje. Spek-
tralna interferenca na opazovano frekvencˇno komponento signala je posledica prispev-
kov z negativnega dela frekvencˇne osi in preostalih harmonskih komponent v signalu.
V spektru signala je prisoten tudi šum signala, ki je porazdeljen po vsej frekvencˇni osi.
Popolne sinhronizacije vzorcˇnega sistema z opazovanim signalom ni mogocˇe vedno
dosecˇi, zato za zmanjšanje neželenih spektralnih prispevkov predstavljamo družino
kosinusnih okenskih funkcij, ki meji na razred oken z najvecˇjim upadanjem stranskih
grebenov in družino razreda oken z najmanjšimi stranskimi grebeni pri izbrani širini
glavnega grebena. Neparametricˇno vrednotenje parametrov je analiticˇno obvladljivo le
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pri družini oken z najvecˇjim upadanjem stranskih grebenov. Pri uporabi drugih oken-
skih funkcij so potrebni numericˇni postopki.
Z razširitvijo klasicˇnega dvo-tocˇkovnega interpolacijskega algoritma na vecˇ-
tocˇkovno interpolacijo DFT koeficientov se vpliv neželenih spektralnih prispevkov na
vrednotenje parametrov lahko še precej zmanjša. Vecˇ DFT interpolacijskih tocˇk vodi
do njihove utežene vsote, kar povzrocˇi dodatno zmanjšanje motilnih deležev v spektru
signala. Neparametricˇno vrednotenje parametrov z vecˇ-tocˇkovnimi algoritmi je tako
dolocˇeno z uteženo vsoto DFT koeficientov. Analizo signala smo izvedli pri enakem
številu sosednjih levih in desnih komponent v neposredni okolici najvišje amplitu-
dne spektralne cˇrte. V odvisnosti od reda izbranih kosinusnih okenskih funkcij in šte-
vila DFT koeficientov v vecˇ-tocˇkovnih interpolacijskih algoritmih smo opravili analizo
sistematskih pogreškov vrednotenja parametrov. Predstavljen je tudi vpliv šumnega
prispevka na negotovost vrednotenja izbranega parametra, podana je še kombinirana
standardna negotovost.
Pri preskušanju in merjenju se pogostokrat srecˇujemo z dolocˇanjem parametrov dveh
signalov enake frekvence. Pri njihovem opazovanju je potrebno zagotoviti socˇasno
vzorcˇenje. Zadostuje tudi vzorcˇenje, pri katerem je cˇasovni prehod za zajem vzorcˇne
tocˇke na drugem signalu dovolj majhen v primerjavi s periodo signala. Parametricˇna
analiza dveh signalov temelji na razširitvi vecˇ-parametricˇnega prileganja na dva sinu-
sna signala. Obdelava signalov v frekvencˇnem prostoru lahko temelji na vrednotenju
vseh parametrov signalov ali oceni tistih parametrov, ki so potrebni za dolocˇitev iz-
brane relacije med njima. Pri opazovanju dveh signalov predstavljamo hitro nepara-
metricˇno vrednotenje razmerja amplitud in fazne razlike med signaloma. Relacijo med
signaloma izvedemo in podamo pri izbrani testni frekvenci. Predstavljamo tudi analizo
sistematskih pogreškov vrednotenja amplitudnega razmerja in faznega zamika. Za obe
relaciji podajamo tudi šumno analizo.
Pri merjenju na elektricˇnih inštalacijah je zaradi vplivov motilnih komponent v signa-
lih zanimivo vrednotenje ozemljitvenih upornosti in impedanc oz. upornosti okvarnih
zank. Pri izbrani testni frekvenci z neparametricˇnim vrednotenjem amplitudnega raz-
merja in faznega zamika med opazovanima signaloma predstavljamo eksperimentalni
primer merjenja upornosti oz. impedance okvarne zanke. Vrednotenje amplitudnega
razmerja in fazne razlike med napetostjo in tokom je izvedeno pri zelo neugodnem
razmerju med koristnim in motilnim delom signala napetosti.
Kljucˇne besede: vrednotenje parametrov, interpolacija DFT koeficientov, amplitudno
razmerje, fazna razlika, najnižja dosegljiva Cramér-Rao meja
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Abstract
Measurement and non-parametric estimation of periodic signals
in low voltage distribution systems
This thesis focuses on measurement and non-parametric estimation of periodic signals
in low voltage distribution systems. In the introduction, detailed overview of estima-
tion methods for frequency, amplitude, and phase of periodic signal are presented.
Signal analysis can be performed either in time domain or in frequency domain. Pa-
rameters estimation in time domain is based on three- or four-parametric sine fitting
algorithm. Parametric approach is computational extensive, but it has a very good sta-
tistical efficiency. Non-parametric spectral analysis uses Fourier transform. Fast Fourier
transform is probably one of the most useful tool in the signal processing. In frequency
domain analysis there are two main methods: energy based and interpolated. Energy
based method computes energy within selected frequency band. Usually DFT coeffici-
ents from windows main lobe are taken under investigation. Non-parametric approach
requires less computational complexity than parametric estimation algorithms.
Sampling of signals in time domain is a finite process. When the signal is sampled in
the non-coherent condition, e.g. the sampling system is not fully synchronized with
the signal, spectral leakage occurs in the frequency domain. To reduce spectral lea-
kage along complete frequency axis, selection of the proper window function is nee-
ded. In this thesis, families of cosine sum windows are presented. Two main classes
are introduced: maximum side lobe decay windows (known also as Rife-Vincent class
1 windows) and minimum side lobe level windows (known also as Rife-Vincent class
2 windows). Non-parametric signal analysis can only be performed analytically when
dealing with maximum side lobe decay windows. In case of other windows, parameter
estimation can only be performed by means of numerical approach.
Classical interpolation algorithms uses only two the highest spectral lines from fre-
quency domain. Using more than two amplitude spectrum coefficients from DFT, spec-
tral leakage on parameter estimation can be additionally reduced. When working with
v
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multi-point interpolated DFT algorithms there is always present weighted summation
of DFT coefficients. Multi-point interpolation in this thesis uses odd numbers of lo-
cally highest spectral DFT coefficients. Systematic errors of algorithms are given for
different orders of cosine sum windows and different numbers of DFT coefficients in
interpolation algorithms. Complete noise analysis is also performed.
In many test and measurement applications processing of two signals with the same
frequency is required. In multi-signal analysis, simultaneously sampling is required.
Parameter estimation of parametric approach is based on extension of classical three-
or four-parametric sine-fitting algorithms to six- or seven-parameter matrix form. Non-
parametric estimation methods can estimate all parameter for both signals, but usu-
ally only a few parameters are needed to estimate desired electrical quantity. Non-
parametric estimation of amplitude quotient and phase difference of two signals is pre-
sented. Results are given for selected test frequency. Complete systematic errors and
noise analysis are performed using two main cosine sum windows and multi-point
DFT interpolated algorithms.
Measurements on low voltage electrical installations can be performed in conditions of
low signal-to-noise ratio or in presence of higher harmonic distortion. Measurements of
earthing resistances and earth fault loop impedances are usually performed in such no-
isy circumstances. Case study shows the measurement of earth fault loop impedance.
Amplitude ratio and phase difference is estimated at the very low signal-to-noise ratio
of the voltage signal. For selected test frequency amplitude quotient and phase diffe-
rence between voltage and current is calculated.
Keywords: signal parameter estimation, multi-point interpolation in frequency do-
main, amplitude ratio, phase difference, Cramér-Rao lower bound
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POGLAVJE 1
Motivacija in uvod v analizo signalov
1.1 Motivacija
Narava je kljub vsej svoji raznolikosti bogata s pojavi in procesi harmonicˇnega znacˇaja.
Harmonicˇni signali, ki so sestavljeni iz enega ali vecˇ sinusnih nihanj, so nepogrešljivi
tudi v elektrotehniki. Prikladnost sinusnega signala je v njegovi preprosti analizi v
cˇasovnem in frekvencˇnem prostoru, ne moremo pa zanemariti tudi njegove obicˇajno
nezahtevne realizacije z doseganjem visoke tocˇnosti.
V merilnih sistemih sta procesa zajemanja enega ali vecˇ signalov in nadaljnji postopek
vrednotenja elektricˇnih velicˇin dve kljucˇni opravili. Vcˇasih nimamo opravka zgolj z
enim signalom, temvecˇ vrednotenje izbrane elektricˇne velicˇine ali parametra zahteva
obdelavo vsaj še enega signala. Spomnimo naj na dolocˇanje prenosnih karakteristik
vezij in sistemov, merjenje impedance [36], mocˇi [16], [48] in drugih elektricˇnih veli-
cˇin. Pred procesom nadaljnje obdelave je zato potrebno zagotoviti socˇasno pretvorbo
analognih signalov v digitalno obliko. Razlicˇnih možnosti obdelave signalov do vre-
dnotenja izbrane velicˇine je lahko tudi vecˇ, zato ne ravno primerna izbira algoritma v
analizi signalov s svojim procesom obdelave vnese dodaten sistematicˇni pogrešek na
oceno obravnavane velicˇine.
S podrocˇja meritev in preskušanj na nizkonapetostnih elektricˇnih inštalacijah so z vi-
dika prisotnosti ter obvladovanja motilnih komponent in šumnih prispevkov zanimive
predvsem meritve v prisotnosti omrežne napetosti in tokov. Omrežna napetost s svo-
jim nenehnim spreminjanjem frekvence in amplitude oz. efektivne vrednosti ter skoraj
vedno prisotni odtekajocˇi tokovi nemalokrat nastopajo v vlogi bolj ali manj izrazitih
motilnih komponent opazovanih signalov. Z vidika obvladovanja neugodnih razmer
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predstavljata eno najzahtevnejših meritev vrednotenje okvarne in kratkosticˇne zanke
ter ozemljitvene upornosti.
Na izbranem merilnem podrocˇju analiza v frekvencˇnem prostoru ponuja priložnosti
ucˇinkovitega obvladovanja signalov, saj bi ob uporabi parametricˇnih postopkov vre-
dnotenja kompleksnost modelne funkcije k signalu kaj hitro terjala precej vecˇjo zah-
tevnost matematicˇne obdelave. V procesu neparametricˇne analize so vedno v uporabi
okenske funkcije, ki zmanjšujejo neželene spektralne prispevke frekvencˇnega spektra
na legi opazovane frekvence. V tematiki dela se bomo omejili na družino kosinusnih
okenskih funkcij. Preprosto analiticˇno obvladljiva je le uporaba kosinusnih okenskih
funkcij z najhitrejšim upadanjem stranskih grebenov. Pri uporabi preostalih oken v
analizi signalov je potrebno posecˇi po numericˇnih matematicˇnih postopkih, zato je vse-
kakor zanimiv tudi študij uporabe teh oken in zmožnosti najboljše izbire iz celotne
družine kosinusnih okenskih funkcij na podrocˇju obravnavane tematike dela.
1.2 Parametricˇna analiza
Osnovni parametri sinusnega signala so amplituda, frekvenca in fazni zamik. V digi-
talni obdelavi signalov je njihova vrednost ocenjena s postopki parametricˇne ali nepa-
rametricˇne analize [21].
Analogni harmonicˇni signal g(t) z M+ 1 frekvencˇnimi komponentami opazujmo v ena-
komernih cˇasovnih intervalih ∆t. Izpolnjen naj bo Nyquistov teorem, ki dolocˇa najvišjo
frekvenco vzorcˇenja pasovno omejenega analognega signala. V cˇasu opazovanja TM z
N vzorcˇnimi tocˇkami predstavimo cˇasovno diskretni signal z zapisom
g (n∆t) =
M
∑
m=0
Am sin (2pi fmn∆t + ϕm) n = 0, 1 . . . N − 1 , (1.1)
kjer je posamezna frekvencˇna komponenta signala dolocˇena z amplitudo Am, frekvenco
fm in faznim zamikom ϕm.
Parametricˇna analiza signalov temelji na Pronyjevi metodi [3], zapisu matematicˇnega
modela k opazovanemu signalu. Obdelava z ustreznim matematicˇnim modelom je
racˇunsko zahtevna, vendar nudi dobro selektivnost in statisticˇno ucˇinkovitost. Pa-
rametricˇno prileganje k periodicˇnemu signalu je zelo pogost algoritem pri dolocˇanju
parametrov analogno-digitalnih pretvornikov [43], široko uporaben je tudi v obdelavi
signalov v mnogih drugih merilnih aplikacijah.
Model periodicˇnega signala (1.1) z le eno frekvencˇno komponento M = 1 zapišimo v
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obliki
g(n∆t) = Am cos(2pi fmn∆t) + Bm sin(2pi fmn∆t) + C0 (1.2)
z amplitudama kosinusne oz. sinusne funkcije Am in Bm, enosmerno komponento am-
plitude C0 in frekvenco fm. Parametri modela signala so dolocˇeni z njegovim prilega-
njem k realnemu signalu y(n∆t) po metodi najmanjše kvadraticˇne napake med njima.
min
Am,Bm,Cm, fm
N−1
∑
n=0
[y(n)− g(n)]2 = min
Am,Bm,Cm, fm
N−1
∑
n=0
e(n)2 . (1.3)
Rešitev sistema nelinearnih enacˇb je v splošnem dolocˇena z iteracijskim postopkom. Pri
znani frekvenci fm preide sistem enacˇb v linearnega, tedaj govorimo o 3-parametricˇnem
prileganju. Ob upoštevanju tudi popolne koherence, ko je v cˇasu opazovanja število
nihajev celoštevilcˇni mnogokratnik frekvence signala, je rezultat analize enakovreden
uporabi diskretne Fourierove transformacije. Slednja je bistveno hitrejša od matricˇne
obdelave, ki jo zahteva algoritem prileganja.
Algoritem prileganja z najmanjšo kvadraticˇno napako ima zagotovljeno najvecˇjo ver-
jetnost le tedaj, ko je razliko med opazovanim signalom in primernim matematicˇnim
modelom mogocˇe predstaviti z belim šumom. V nasprotnem primeru obstajajo vre-
dnosti parametrov modela, ki se k opazovanemu signalu prilega še bolje. Najboljši
parametri prilegajocˇega signala so dolocˇeni z najvecˇjim verjetjem [44], torej
max
Am,Bm,Cm, fm
L(Am, Bm, Cm, fm) = max
Am,Bm,Cm, fm
N−1
∏
n=0
P(g(n)|Am, Bm, Cm, fm) . (1.4)
Funkcija verjetja L je dolocˇena s produktom verjetnosti P prileganja modela k realnemu
signalu v vseh cˇasovnih tocˇkah opazovanja. S spreminjanjem parametrov modela si-
gnala se spreminja tudi verjetnost prileganja v vsakem cˇasu opazovanja, zato obstajajo
vrednosti parametrov, pri katerih je skupna verjetnost najvecˇja. Parametricˇna analiza
signalov z metodo najvecˇjega verjetja velikokrat temelji na uporabi normalne porazde-
litvene funkcije verjetnosti.
1.3 Neparametricˇna analiza
Diskretna Fourierova transformacija [8] je ena izmed najmocˇnejših in verjetno najpo-
gosteje uporabljenih orodij v digitalni obdelavi periodicˇnih signalov. Kadar signal ni
sinhroniziran z vzorcˇevalnim sistemom in število vzorcˇnih tocˇk ne sovpada s celo-
številcˇnim mnogokratnikom period signala, se energija vsake frekvencˇne komponente
3
1. MOTIVACIJA IN UVOD V ANALIZO SIGNALOV
signala porazdeli vzdolž celotne frekvencˇne osi. Pojavi se spektralno iztekanje. Pri-
spevke spektralnega odtekanja z negativnega dela frekvencˇne osi, preostalih frekvencˇ-
nih komponent v signalu in šuma signala na opazovano frekvencˇno komponento si-
gnala je mogocˇe upoštevati in zmanjšati na vecˇ razlicˇnih nacˇinov. Upoštevanje spek-
tralnega odtekanja na vrednotenje parametrov signala temelji na analiticˇnih postopkih
[6], [23] in [35], metode za zmanjšanje prispevkov spektralnega odtekanja pa na uporabi
okenskih funkcij [1], [2], [4] in [9] , vrednotenju energije znotraj izbranega frekvencˇnega
pasu [10], [18] in [45] ter vecˇ-tocˇkovnih interpolacijskih algoritmih koeficientov DFT [5],
[11], [15], [17], [27] in [32]. Metode neparametricˇne analize signalov so v primerjavi s
parametricˇnimi racˇunsko manj zahtevne, njihova implementacija je precej preprostejša.
Frekvencˇni spekter cˇasovno diskretnega signala g(n∆t) je dolocˇen z
G(i) =
1
N
N−1
∑
n=0
g(n)w(n)e−j
2pi
N ni i = 0, 1 . . . N − 1 . (1.5)
Pri vzorcˇenju signala je že samo po sebi privzeto pravokotno okno, ki ne spremeni
nobenega izmed N zajetih vzorcev. Izbira okenske funkcije w(n) vpliva na rezultat
diskretne Fourierove transformacije, saj je frekvencˇni spekter signala pri i-ti spektralni
komponenti dolocˇen z zvezo
G(i) =
1
2j
M
∑
m=0
Am
[
W (i− θm) ejϕm −W (i + θm) e−jϕm
]
. (1.6)
W (i− θm) in W (i + θm) sta spektra okenske funkcije, relativna frekvenca θm je dolo-
cˇena z razmerjem frekvence m-te komponente signala fm s frekvencˇno locˇljivostjo ∆ f .
Slednja je dolocˇena s cˇasom merjenja ∆ f = (N∆t)−1. Relativno frekvenco predstavimo
z zapisom
θm =
fm
∆ f
= im + δm −0.5 < δm ≤ 0.5 , (1.7)
kjer je im naravno število , odmik δm pa se zgodi pri nekoherentnem vzorcˇenju.
Amplitudni del frekvencˇnega spektra se v neposredni okolici frekvence m-te kompo-
nente signala kaže z lokalno najvecˇjo vrednostjo |G(im)|. Ko v opazovanje vzamemo
signal z m-to frekvencˇno komponento, za amplitudni spekter pri im-ti spektralni cˇrti
velja
|G(im)| = Am2
∣∣∣W (δm) ejϕm −W (2im + δm) e−jϕm ∣∣∣+ M∑
k=0
k 6=m
|∆ (ik)| , (1.8)
ki ga enostavneje predstavimo z zapisom [17]
|G(im)| = Am2 |W (δm)| ± |∆ (im)| . (1.9)
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Amplitudni spekter na sosednjih dveh spektralnih cˇrtah je podan z
|G(im − 1)| = Am2 |W (1+ δm)| ∓ |∆ (im − 1)|
|G(im + 1)| = Am2 |W (1− δm)| ∓ |∆ (im + 1)| .
(1.10)
V prispevkih |∆ (im)| in |∆ (im ± 1)| so poleg oddaljenega spektralnega deleža z nega-
tivne frekvencˇne osi opazovane harmonicˇne komponente zajeti tudi vplivi spektral-
nega iztekanja preostalih harmonskih komponent v signalu.
1.3.1 Energijska metoda
Analiza signalov po energijski metodi temelji na energijskih prispevkih spektralnih
komponent amplitudnega dela frekvencˇnega spektra. Z uporabo Parsevalovega teo-
rema [8], energijo signala v frekvencˇnem prostoru zapišemo [13]
Eg =
N−1
∑
i=0
∆ f |G(i)|2 . (1.11)
V procesu obdelave signala je prisotna tudi izbrana okenska funkcija, ki zmanjšuje
vpliv spektralnega odtekanja. Najvecˇji delež energije okenske funkcije je zbran v glav-
nem grebenu, zato se pri vrednotenju signala poleg lokalno najvišje vrednosti ampli-
tudnega dela frekvencˇnega spektra omejimo tudi na preostale amplitudne cˇrte znotraj
glavnega grebena. Parametri sinusnega signala so dolocˇeni z energijo oknjenega si-
gnala, energijo prvega odvoda signala in energijo konjugiranega simetricˇnega oknje-
nega signala [10]. Amplituda sinusnega signala je neposredno dolocˇena z
Am = 2
√√√√ 1
NNPG
L+1
∑
k=−(L+1)
|G(im + k)|2 , (1.12)
kjer je N število vzorcˇnih tocˇk v cˇasu opazovanja, |G(im + k)| je amplitudni spekter
oknjenega signala, NNPG je normalizirana šumna mocˇ [2] in L + 1 število cˇlenov ko-
sinusne okenske funkcije. Amplituda signala je lahko dolocˇena tudi posredno preko
odmika od relativne frekvence signala z zvezo
Am = 2
|G(im)|
|W(−δm)| . (1.13)
Za odmik δm od relativne frekvence θm pa lahko zapišemo [10]
δm =
L+1
∑
k=−(L+1)
k |G(im + k)|2
L+1
∑
k=−(L+1)
|G(im + k)|2
. (1.14)
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Na vrednotenje parametrov vplivajo tudi spektralni vpliv z negativne frekvencˇne osi,
prisotnost preostalih harmonskih komponent in šuma v signalu. Vpliv spektralnega
iztekanja z negativne frekvencˇne osi upada z narašcˇanjem števila period signala v cˇasu
opazovanja, spektralno iztekanje se zmanjšuje z narašcˇanjem stopnje upadanja stran-
skih grebenov okenske funkcije. Z vecˇanjem stopnje okenske funkcije se povecˇuje tudi
negotovost pri vrednotenju odmika. Pri izbranem redu okenske funkcije predstavljajo
okna z najmanjšimi stranskimi grebeni najboljšo in okna z najvecˇjim upadanjem stran-
skih grebenov najslabšo statisticˇno ucˇinkovitost (negotovost).
1.3.2 Interpolacija koeficientov diskretne Fourierove transformacije
Interpolacijski algoritmi koeficientov diskretne Fourierove transformacije ob uporabi
razlicˇnih okenskih funkcij omogocˇajo precejšnje zmanjšanje vpliva spektralnega izte-
kanja na vrednotenje parametrov periodicˇnega signala. Uporaba družine kosinusnih
oken z najvecˇjim upadanjem stranskih grebenov je zelo prikladna, saj omogocˇa anali-
ticˇni pristop k problematiki.
Dvo-tocˇkovna interpolacijska metoda [11] za vrednotenje frekvence in amplitude teme-
lji na dveh lokalno najvecˇjih spektralnih cˇrtah amplitudnega spektra signala.
Amplitudni spekter signala je odvisen od odmika od relativne frekvence δm in ampli-
tude Am, ki jo iz nadaljnje obravnave izlocˇimo s kvocientom med najvecˇjima spektral-
nima cˇrtama. Z upoštevanjem zvez (1.9) in (1.10) smemo zapisati
2αm =
|G(im ± 1)|
|G(im)| ≈
|W(1∓ δm)|
|W(δm)| , (1.15)
kjer smo spektralne prispevke |∆ (im)| in |∆ (im ± 1)| iz nadaljne obravnave izlocˇili, saj
privzamemo, da je njihov vpliv na opazovano spektralno cˇrto dovolj majhen.
Z upoštevanjem spektra kosinusnih oken z L + 1 koeficienti pri najvecˇjem upadanju
stranskih grebenov za kvocient 2αm zapišemo
2αm =
L + sδm
L + 1− sδm , (1.16)
ki ga za oceno odmika δm od relativne frekvence preoblikujemo v zapis
δm = s
(L + 1)2αm − L
1+2 αm
, (1.17)
kjer je vrednost s = 1 pri |G(im − 1)| < |G(im + 1)| in s = −1 kadar je |G(im − 1)| >
|G(im + 1)|.
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Vrednost frekvence fm je tako poznana, zato nadalje ocenimo še amplitudo Am sinu-
snega signala s zapisom
Am = 2
|G(im)|
|W(δm)| . (1.18)
Pri predstavljeni interpolaciji DFT koeficientov smo privzeli, da so spektralni deleži
|∆(im)| in |∆(im ± 1)| dovolj majhni, da jih smemo pri obravnavi izlocˇiti. Vpliv spek-
tralnih prispevkov na opazovano amplitudno cˇrto spektra je mogocˇe zmanjšati z nji-
hovim uteženim prispevkom v seštevku z vecˇ sosednjimi deleži [17]. Interpolacija za
vrednotenje frekvence in amplitude tako v obravnavo vzame tri ali vecˇ spektralnih cˇrt
v okolici lokalno najvišjih vrednosti amplitudnega dela spektra. Vecˇ-tocˇkovno interpo-
lacijo DFT koeficientov bomo podrobneje predstavili v nadaljevanju dela.
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POGLAVJE 2
Kosinusne okenske funkcije
2.1 Uvod
Proces vzorcˇenja je koncˇen dogodek, zato pravimo, da je samo po sebi privzeto pra-
vokotno okno, ki tudi ne spremeni nobenega izmed zajetih vzorcev signala. Opa-
zovani signal je le redkokdaj popolnoma sinhroniziran z vzorcˇevalnim sistemom in
število vzorcˇnih tocˇk ne ustreza celoštevilcˇnemu mnogokratniku period signala. Ne-
koherentno vzorcˇenje z uporabo diskretne Fourierove transformacije v frekvencˇnem
prostoru povzrocˇi spektralno iztekanje, saj se energija posamezne komponente perio-
dicˇnega signala porazdeli vzdolž celotne frekvencˇne osi. V nekoherenci vzorcˇenemu
signalu lahko zmanjšamo ali odpravimo neželene spektralne komponente z algoritmi
ponovnega sinhronega vzorcˇenja [33], ki iz zajetih vzorcˇnih tocˇk ustvarijo nove v izbra-
nih cˇasovnih trenutkih. Spektralne prispevke na opazovano frekvencˇno komponento
je mogocˇe zmanjšati tudi z izbiro primernih okenskih funkcij, uporabljenih v procesu
transformacije cˇasovno diskretnega signala v frekvencˇni prostor. Množica okenskih
funkcij je zelo bogata, saj sta že v letu 1970 D. C. Rife in G. A. Vincent v znanstveni
reviji družbe Bell Labs objavila cˇlanek [1], v katerem sta predstavila družino kosinu-
snih okenskih funkcij in njihovo razvrstitev v tri razrede. Njuna razvrstitev je temeljila
na relaciji med glavnim in stranskimi grebeni v frekvencˇnem spektru okenskih funk-
cij. Zelo pomemben prispevek o tematiki okenskih funkcij je tudi cˇlanek [2] avtorja
F. J. Harrisa. V literaturi avtorji v svoja izvajanja najvecˇkrat vkljucˇujejo okna z najve-
cˇjim upadanjem stranskih grebenov, saj ta razred kosinusnih okenskih funkcij omogocˇa
preprosto analiticˇno obravnavo.
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2.2 Kosinusne okenske funkcije
Družina cosα(X) okenskih funkcij [2], kjer vrednost parametra α zavzema celoštevilcˇne
vrednosti, najvecˇkrat med 1 in 4, je v obdelavi signalov privlacˇna zaradi zmožnosti pre-
proste analiticˇne obravnave. Z vecˇanjem vrednosti α postaja okenska funkcija v okolici
stranskih robov položnejša, njen greben ožji, prehod v vrh grebena zato strmejši. V
amplitudnem delu frekvencˇnega prostora se okno izraža s širšim glavnim grebenom in
hitrejšim upadanjem stranskih vrhov. Hannovo okno, kjer je vrednost α = 2, je morda
najpogosteje uporabljena okenska funkcija iz te družine, saj poleg preproste analiticˇne
obravnave nudi tudi zelo dober kompromis pri obdelavi signalov v prisotnosti motil-
nih in šumnih prispevkov.
Družina kosinusnih okenskih funkcij reda L z L + 1 cˇleni je predstavljena z zapisom
[37]
w(n) =
L
∑
`=0
(−1)`D` cos
(
2pi
N
`n
)
0 ≤ n ≤ N − 1 , (2.1)
kjer za koeficiente D` v splošnem lahko zapišemo
L
∑
`=0
D` = 1 . (2.2)
Okenska funkcija pri vrednosti L = 0 predstavlja pravokotno okno. Njegov spekter je
vzdolž celotne frekvencˇne osi izražen z Dirichletovim jedrom [2]
WR(θ) =
1
N
sin(piθ)
sin
(
piθ
N
) e−j N−1N piθ , (2.3)
kjer pri izbrani frekvenci opazovanja θ velja zapis v relativni obliki (1.7).
Diskretna Fourierova transformacija kosinusne okenske funkcije je vzdolž frekvencˇne
osi θ dolocˇena z zvezo
W(θ) =
1
N
N−1
∑
n=0
[
L
∑
`=0
(−1)`D` cos
(
2pi`
n
N
)]
e−j2piθ
n
N θ ∈ [0, N) . (2.4)
Ko kosinusno funkcijo predstavimo z Eulerjevo zvezo cos x = e
jx+e−jx
2 , frekvencˇni spek-
ter kosinusne okenske funkcije zapišemo v obliki
W(θ) =
1
2
L
∑
`=0
(−1)`D` [WR (θ − `) +WR (θ + `)] , (2.5)
kjer je WR(∗) spekter pravokotnega okna. Frekvencˇni spekter kosinusnih okenskih
funkcij torej predstavimo kot vsoto frekvencˇno moduliranih pravokotnih oken.
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Nadaljujmo z zapisom spektra kosinusnega okna tako, da upoštevamo zapis pravoko-
tnega okna in dobimo
W(θ) =
1
2
L
∑
`=0
(−1)`D`
[
sin(pi(θ − `))
N sin( piN (θ − `))
e−jpi
N−1
N (θ−`)+
sin(pi(θ + `))
N sin( piN (θ + `))
e−jpi
N−1
N (θ+`)
]
.
(2.6)
Ob upoštevanju trigonometricˇne zveze sin(pi(θ± `)) = sin(piθ)(−1)` po nekaj prepro-
stih matematicˇnih korakih zvezo zapišemo
W(θ) =
1
2
sin(piθ)
L
∑
`=0
D`
[
ejpi
N−1
N `
N sin( piN (θ − `))
+
e−jpi N−1N `
N sin( piN (θ + `))
]
e−jpi
N−1
N θ . (2.7)
Pri dovolj velikem številu vzorcˇnih tocˇk N  1 velja e±jpi N−1N ` ≈ e±jpi` = (−1)`, zato
spekter okenske funkcije na legi θ frekvencˇne osi preoblikujemo v zapis
W(θ) ≈ 1
2
sin(piθ)
L
∑
`=0
(−1)`D`
[
1
pi(θ − `) +
1
pi(θ + `)
]
e−jpiθ
≈ sin(piθ)
pi
L
∑
`=0
(−1)`D`
[
θ
θ2 − `2
]
e−jpiθ .
(2.8)
Ko vsoto
L
∑
`=0
(−1)`D` θθ2 − `2 (2.9)
zapišemo kot kvocient dveh polinomov, spekter kosinusnega okna predstavimo v obliki
W(θ) =
 θ sin(piθ)
pi
L
∏
`=0
(θ2 − `2)

 L∑
`=0
(−1)`D`
L
∏
p=0
p 6=`
(
θ2 − p2)
 e−jpi N−1N θ . (2.10)
Amplitudni del frekvencˇnega spektra okenske funkcije je enak
|W(θ)| =
∣∣∣∣∣∣∣∣∣
 θ sin(piθ)
pi
L
∏
`=0
(θ2 − `2)

 L∑
`=0
(−1)`D`
L
∏
p=0
p 6=`
(
θ2 − p2)

∣∣∣∣∣∣∣∣∣ (2.11)
z mejnimi vrednostmi lim
θ→0
|W(θ)| = D0 in lim|θ|→p |W(θ)| =
1
2 |D`|, ` = 1, 2, . . . , L. Sesta-
vljen je iz spektra osnovnega okna, neodvisnega od koeficientov D` in dela spektra, ki
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ga dolocˇajo koeficienti izbranega okna. Spekter glavnega grebena osnovnega dela ko-
sinusne okenske funkcije z L+ 1 cˇleni se razteza do 2(L+ 1)-kratnika frekvencˇne locˇlji-
vosti ∆ f , pri vseh njenih naslednjih celoštevilcˇnih mnogokratnikih se pojavijo preostale
nicˇle. Drugi del v zapisu (2.11) omogocˇa s koeficienti D` postavitev dodatnih nicˇel, ki
ustrezno oblikujejo frekvencˇni spekter izven glavnega grebena. Dodatni nicˇelni pari so
dolocˇeni z rešitvijo enacˇbe
L
∑
`=0
(−1)`D`
L
∏
p=0
p 6=`
(
θ2 − p2) = 0 . (2.12)
Polinoma v števcu in imenovalcu kvocienta, s katerim predstavimo vsoto (2.9), v nada-
ljevanju zapišimo v razcepljeni (nicˇelni) obliki
L
∑
`=0
(−1)`D` θθ2 − `2 =
1
θ
L
∏
`=1
θ2 − z2`
θ2 − `2 . (2.13)
Amplitudni spekter okenske funkcije preoblikujemo v normirani zapis
W(θ) =
∣∣∣∣∣sin(piθ)pi 1θ L∏
`=1
θ2 − z2`
θ2 − `2
L
∏
`=1
`2
z2`
∣∣∣∣∣ . (2.14)
Z nicˇlami z` polinoma s koeficienti D` so dolocˇene lege vseh dodatnih nicˇel v spektru
okenske funkcije. Koeficienti D` dolocˇajo število dodatnih nicˇelnih parov v amplitu-
dnem spektru okna izven glavnega grebena. Teh je lahko kvecˇjemu enako redu L oken-
ske funkcije. Kadar s koeficienti okenske funkcije ni ustvarjen noben dodaten nicˇelni
par v amplitudnem delu spektra okenske funkcije, pravimo, da se vse dodatne nicˇle
nahajajo v neskoncˇnosti.
S postavitvijo J parov nicˇel v neskoncˇnost izmed vseh možnih L, spekter okenske funk-
cije nadalje preoblikujemo v zapis
|W(θ)| =
∣∣∣∣∣sin(piθ)pi 1θ L−J∏
`=1
(
θ2 − z2`
) L
∏
`=1
1
θ2 − `2 (L!)
2
L−J
∏
`=1
1
z2`
∣∣∣∣∣ , (2.15)
kjer je s koeficientom normiranja
∣∣∣∣(L!)2 L−J∏
`=1
1
z2`
∣∣∣∣ amplitudni del spektra |W(0)| = 1.
Zapis iz (2.12) zapišemo tudi v obliki
L
∑
`=0
(−1)`D`
L
∏
p=0
p 6=`
(
θ2 − p2) = L∑
`=0
a`θ2` , (2.16)
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kjer so koeficienti a` = f (D0, D1 . . . DL). Pri zapisu matricˇne oblike
A(1,1) · · · A(1,L+1)
...
. . .
...
A(L+1,1) · · · A(L+1,L+1)
×

D0
...
DL
 (2.17)
polinomski zapis
L
∑
`=0
a`θ2` predstavimo v obliki
L
∑
`=0
a`θ2` = [A× D]T ×

θ2L
...
1
 . (2.18)
Matrika A, ki povezuje nicˇle v spektru okenske funkcije s koeficienti D`, je pri okenski
funkciji z dvema (L = 1), s tremi (L = 2) in štirimi (L = 3) cˇleni enaka
A|L=1 =
[
1 −1
−1 0
]
A|L=2 =
 1 −1 1−5 4 −1
4 0 0

A|L=3 =

1 −1 1 −1
−14 13 −10 5
49 −36 9 −4
−36 0 0 0
 .
(2.19)
Koeficienti D` okenske funkcije lahko v amplitudni del frekvencˇnega spektra vnesejo
dodatne nicˇle in ga tako oblikujejo. Že manjša sprememba koeficientov D` lahko bi-
stveno vpliva na obliko amplitudnega spektra okenske funkcije. Dolocˇanje koeficientov
zato temelji na postopnem približevanju [40] k njihovi najboljši vrednosti, ki še dopušcˇa
dovoljeno odstopanje od izbranih leg dodatnih spektralnih nicˇel.
2.3 Okna z najvecˇjim upadanjem stranskih grebenov
Okna z najvecˇjim upadanjem stranskih grebenov sodijo v 1. razred Rife-Vincentovih
okenskih funkcij. V literaturi jih pogostokrat srecˇamo tudi pod oznako MSD (angl.
Maximum Sidelobe Decay windows). Lastnosti kosinusne okenske funkcije so dolo-
cˇene z njenimi koeficienti. Pri obravnavi v cˇasovnem prostoru, so ti dolocˇeni glede
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na (ne)zveznost funkcije in njenih višjih odvodov na njenih robnih tocˇkah. Upadanje
stranskih grebenov v amplitudnem delu frekvencˇnega spektra bo najhitrejše tedaj, ko
bo okenska funkcija in njeni višji odvodi na robnih tocˇkah zvezna [4], zato pišemo
w(0) = w(N) =
L
∑
`=0
(−1)`D` = 0 (2.20)
∂dw(n)
∂nd
= (−1)round( 12 d)
(
2pi
N
)d L
∑
`=0
`d(−1)dD` cos
(
2pi
N
`n
)
= 0 , (2.21)
kjer smo z d oznacˇili stopnjo odvoda okenske funkcije. Koeficienti vseh L + 1 cˇlenov
okenske funkcije w(n) z najhitrejšim upadanjem so dolocˇeni s sistemom linearnih enacˇb
(2.2) in (2.20) ter ustreznim številom višjih odvodov iz zveze (2.21). Kakor hitro dopu-
šcˇamo možnost proste izbire dolocˇenega števila koeficientov, okensko funkcijo z njimi
prilagodimo izbranim zahtevam, ki ni nujno najhitrejše upadanje stranskih grebenov.
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Slika 2.1: Družina okenskih funkcij z najvecˇjim upadanjem stranskih grebenov pri
N = 1024 vzorcˇnih tocˇkah
Ko okensko funkcijo obravnavamo v frekvencˇnem prostoru, bo najhitrejše upadanje
stranskih grebenov v amplitudnem delu spektra zagotovljeno tedaj, ko v spektru oken-
ske funkcije ne bo dodatnih nicˇel oz. se bodo vsi možni dodatni nicˇelni pari nahajali v
neskoncˇnosti. Normirani koeficienti te družine kosinusnih okenskih funkcij so podani
z [32]
D0 =
CL2L
22L
(2.22a)
14
2.4. Okna z najmanjšimi stranskimi grebeni
D` =
CL−`2L
22L−1
, (2.22b)
kjer je Cyx = x!(x−y)!y! .
Frekvencˇni spekter okenskih funkcij z najhitrejšim upadanjem stranskih vrhov zapi-
šemo
|W(θ)| =
∣∣∣∣∣∣∣∣∣
sin(piθ)(2L)!
22Lpiθ
L
∏
`=1
(`2 − θ2)
∣∣∣∣∣∣∣∣∣ (2.23)
in ga za razlicˇne vrednosti reda L prikazujemo na sliki 2.2.
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Slika 2.2: Amplitudni spekter družine okenskih funkcij z najvecˇjim upadanjem
stranskih grebenov
Upadanje stranskih vrhov v amplitudnem delu spektra sledi asimptotski vrednosti
20(2L + 1) dB/dekado.
2.4 Okna z najmanjšimi stranskimi grebeni
V drugi razred Rife-Vincentove razvrstitve okenskih funkcij sodijo okna, katerih am-
plitudni spekter stranskih vrhov je enak in dolocˇa najmanjšo širino glavnega grebena.
Izhodišcˇe temu predstavljajo zvezni Dolph-Chebychevi polinomi, vendar je okenska
funkcija pogosteje dolocˇena s Taylorjevo vrsto kot vsoto kosinusnih cˇlenov. V literaturi
15
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to družino okenskih funkcij srecˇamo tudi pod kratico MSL (angl. Minimum Sidelobe
Level windows).
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Slika 2.3: Družina okenskih funkcij z najmanjšimi stranskimi grebeni pri N = 1024
vzorcˇnih tocˇkah
Amplitudni del spektra okenske funkcije reda L je dolocˇen z
W(θ) =
∣∣∣∣∣sin(piθ)pi 1θ L∏
`=1
θ2 − z2`
θ2 − `2
L
∏
`=1
`2
z2`
∣∣∣∣∣ . (2.24)
Zadnji cˇlen
L
∏
`=1
`2
z2`
je koeficient normiranja, da velja |W(0)| = 1. Glavni greben spektra
kosinusnih okenskih funkcij z L + 1 cˇleni se razteza do 2(L + 1)-kratnika frekvencˇne
locˇljivosti ∆ f . Z najvecˇjo vrednostjo spektra W(θ) izven glavnega grebena je dolocˇeno
okno z najvišjim stranskim vrhom. Dodatne nicˇle v amplitudnem spektru okna dolocˇa
koeficient
1
θ
L
∏
`=1
θ2 − z2`
θ2 − `2 (2.25)
in omogocˇa minimizacijo stranskih grebenov okenske funkcije. Med sosednjimi nicˇlami
z` na intervalih [z1, z2], . . . ,[zL,∞ ) bo v izrazu (2.25) vedno obstajala absolutna lokalno
najvecˇja vrednost. Tudi v spektru okna W(θ) bodo na intervalih (L + 1, z1], [z1, z2],
. . . ,[zL,∞ ) vedno obstajale najvišje vrednosti.
Okna z najnižjimi stranskimi grebeni so dolocˇena z L dodatnimi nicˇlami v njegovem
amplitudnem spektru. Postopek dolocˇanja njihove lege je iteracijski. Zacˇetne vrednosti
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nicˇel so izbrane na prvih celoštevilcˇnih mnogokratnikih frekvencˇne locˇljivosti izven
glavnega grebena, torej
z` = L + 1+ ` ` = 1, 2, . . . , L . (2.26)
Za dolocˇitev spektralnih nicˇel pri okenski funkciji s tremi koeficienti sta njeni zacˇetni
vrednosti enaki z1 = 4 in z2 = 5.
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θ2
−z
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2
z1 = 4, z2 = 5
Blackman-Harris, L=2
Slika 2.4: Koeficient 1θ
L
∏
`=1
θ2−z2`
θ2−`2 okenske funkcije s tremi koeficienti pri zacˇetnih
vrednostih dodatnih nicˇel in Blackman-Harrisovi okenski funkciji s tremi koeficienti
S povecˇanjem izbrane nicˇle z` za majhno vrednost ∆z` bodo vse maksimalne vrednosti
spektra W(θ) na obmocˇju (L+ 1) < θ ≤ z` narašcˇale, na obmocˇju θ > z` pa se zmanjše-
vale. V vsakem iteracijskem koraku dolocˇimo med sosednjimi nicˇlami lokalno najvišje
vrednosti P` v spektru okna. S spremljanjem njihovih vrednosti (bodisi njihove srednje
vrednosti ali najvecˇjega razmerja med njimi) je odvisno spreminjanje ∆z` posamezne
lege nicˇel. Postopek zakljucˇimo, ko s spreminjanjem lege nicˇel ni mogocˇe vecˇ izboljšati
željenega spektralnega poteka okenske funkcije.
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Ko so znane vse nicˇle, ki dajejo lokalno najvišje vrhove v spektru okna, so koeficienti
okenske funkcije dolocˇeni z
D` = 2D0
`−1
∏
k=0
L− k
L + k + 1
L−J−1
∏
k=0
z2k − `2
z2k
` 6= 0
L
∑
`=0
D` = 1 .
(2.27)
Ponovno si oglejmo Blackman-Harrisovo okno s tremi koeficienti. Na sliki 2.5 je prika-
zan spekter okna, ki je sestavljen iz spektra osnovnega okna in dela spektra, ki vnese
dodatne nicˇle na ne-celoštevilcˇne mnogokratnike frekvencˇne locˇljivosti ∆ f .
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Slika 2.5: Amplitudni spekter Blackman-Harrisove okenske funkcije s tremi
koeficenti (z1 ≈ 3, 35 in z2 ≈ 5, 33)
Z enakim razmišljanjem dolocˇimo tudi koeficiente višjih redov kosinusnih okenskih
funkcij z najnižjimi stranskimi grebeni. Amplitudni spektri te družine so prikazani na
sliki 2.6.
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Slika 2.6: Amplitudni spekter družine okenskih funkcij z najmanjšimi stranskimi
grebeni
Izbira okenske funkcije igra zelo pomembno vlogo pri nadaljnji obdelavi vzorcˇenega
signala. Kljucˇne lastnosti okenskih funkcij so dolocˇene s parametri [2] normiranega oja-
cˇenja signala (angl. Normalized Peak Signal Gain), normiranega ojacˇenja šumne mocˇi
(angl. Normalized Noise Power Gain) in ekvivalentne šumne pasovne širine (angl.
Equivalent Noise BandWidth). Dolocˇeni so kot
NPSG =
1
N
N−1
∑
n=0
w(n) (2.28)
NNPG =
1
N
N−1
∑
n=0
w2(n) (2.29)
ENBW =
NNPG
(NPSG)2
. (2.30)
Cˇe se v bližini visoke spektralne komponente nahaja majhna spektralna cˇrta, je za njeno
detekcijo smiselno uporabiti okno z ozkim glavnim grebenom in nizkim stranskim sla-
bljenjem. V prisotnosti visokega nivoja šuma v širokem frekvencˇnem obmocˇju, je pri-
mernejša izbira okna z nizko vrednostjo ekvivalentne šumne pasove širine. Izbrano
okna je najvecˇkrat kompromis med vecˇ nasprotujocˇimi si zahtevami. V nadaljevanju
predstavimo spektra obeh družin kosinusnih okenskih funkcij pri izbranem redu L = 2.
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Slika 2.7: Amplitudni spekter izbranega reda iz družin okenskih funkcij z najvecˇjim
upadanjem in najnižjimi vrednostmi stranskih grebenov
Obe predstavljeni okenski funkciji sta enakega reda, zato je tudi širina njunih glavnih
grebenov enaka. Prvi stranski grebeni oken z najmanjšimi vrhovi so vedno nižji od
stranskih vrhov oken z njihovim najvecˇjim upadanjem, saj so v spektru prisotne doda-
tne nicˇelne tocˇke na legah izven celoštevilcˇnih mnogokratnikov frekvencˇne locˇljivosti.
Ekvivalentna šumna pasovna širina oken z najmanjšimi stranskimi grebeni je pri ena-
kem redu manjša v primerjavi z okni z najvecˇjim upadanjem stanskih vrhov. Okna
z najmanjšimi stranskimi grebeni so nacˇrtovana tako, da omogocˇajo pri izbranem sla-
bljenju stranskih vrhov najmanjšo širino glavnega grebena, zato ponujajo tudi najboljšo
frekvencˇno locˇljivost.
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POGLAVJE 3
Vecˇ-tocˇkovna interpolacija DFT
koeficientov
3.1 Uvod
Z diskretno Fourierovo transformacijo se v frekvencˇnem spektru signala pojavi spek-
tralno iztekanje, v kolikor cˇas vzorcˇenja ne sovpada vedno s periodo signala. Z upo-
rabo okenskih funkcij se zmanjša vpliv motilnih spektralnih prispevkov, še dodatno
zmanjšanje pa dosežemo z vecˇ-tocˇkovno interpolacijo koeficientov diskretne Fourie-
rove transformacije.
Opazujmo že znani cˇasovno diskretni signal (1.1). Izbira okenske funkcije bo vplivala
na rezultat diskretne Fourierove transformacije, saj je frekvencˇni spekter signala pri i-ti
spektralni komponenti dolocˇen z zvezo (1.6)
G(i) =
1
2j
M
∑
m=0
Am
[
W (i− θm) ejϕm −W (i + θm) e−jϕm
]
,
kjer sta W (i− θm) in W (i + θm) spektra okenske funkcije ter θm relativna frekvenca
(1.7).
Amplitudni spekter se v neposredni okolici frekvence m-te komponente signala (1.1)
kaže z lokalno najvecˇjo vrednostjo na legi im-te spektralne cˇrte, za katero velja (1.8)
|G(im)| = Am2
∣∣∣W (δm) ejϕm −W (2im + δm) e−jϕm ∣∣∣+ M∑
k=0
k 6=m
|∆ (ik)| .
21
3. VECˇ-TOCˇKOVNA INTERPOLACIJA DFT KOEFICIENTOV
0 1 2 3 4 5 6 7 8 9 10
−0,1
0
0,1
0,2
0,3
0,4
0,5
Δ(im)
Δ(im − 1)
Δ(im + 1)
|G(im − 1)|
|G(im)|
|G(im + 1)|
δm
Am
2 W(θ − θm)
Am
2 W(θ + θm)
θ
|G
(i
) |
Slika 3.1: Vecˇ-tocˇkovna interpolacija DFT koeﬁcientov (θm = 6, 2)
Amplitudni del spektra opazovanega signala opazovanega signala z eno harmonsko
komponento in uporabo pravokotnega okna je s posameznimi spektralnimi prispevki
prikazan na sliki 3.1.
Lokalno najvecˇjo amplitudno spektralno cˇrto v preprostejši obliki predstavimo kot
|G(im)| = Am2 |W (δm)| ± |Δ (im)| . (3.1)
V opazovanje vkljucˇimo še vsaj dve sosednji spektralni cˇrti - levo in desno sosedo lo-
kalno najvecˇje vrednosti. Amplitudni spekter za dve levi in desni sosedi zapišemo
|G(im − 2)| = Am2 |W (2+ δm)| ± |Δ (im − 2)|
|G(im − 1)| = Am2 |W (1+ δm)| ∓ |Δ (im − 1)|
|G(im + 1)| = Am2 |W (1− δm)| ∓ |Δ (im + 1)|
|G(im + 2)| = Am2 |W (2− δm)| ± |Δ (im + 2)| .
(3.2)
V prispevkih |Δ (im)|, |Δ (im ± 1)| in |Δ (im ± 2)| so poleg oddaljenega spektralnega de-
leža z negativne frekvencˇne osi opazovane harmonicˇne komponente zajeti tudi vplivi
spektralnega iztekanja preostalih harmonskih komponent v signalu.
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3.2 Frekvenca
V zapisu amplitudnega spektra signala na posamezni spektralni cˇrti je poleg odmika
frekvence δm prisotna tudi amplituda Am. S kvocientom med sosednjima spektralnima
cˇrtama amplitudnega dela spektra amplitudo Am izlocˇimo iz nadaljnih matematicˇnih
izvajanj. Zapišimo razmerje med tremi lokalno najvišjimi spektralnimi cˇrtami amplitu-
dnega dela spektra kot [17]
3αm =
|G(im)|+ |G(im − 1)|
|G(im)|+ |G(im + 1)| . (3.3)
Z upoštevanjem (1.9) in (3.2) ga predstavimo tudi v obliki
3αm =
|W(δm)|+ |∆(im)|+ |W(1+ δm)| − |∆(im − 1)|
|W(δm)|+ |∆(im)|+ |W(1− δm)| − |∆(im + 1)| . (3.4)
Z vecˇanjem relativne frekvence θm postaja delež prispevkov iztekajocˇih spektralnih re-
pov |∆ (im − 1)|, |∆ (im)| in |∆ (im + 1)| vedno bolj enakovreden, s seštevkom sosednjih
spektralnih cˇrt pa se njihov vpliv le še zmanjša. Zapisati smemo
3αm =
|G(im)|+ |G(im − 1)|
|G(im)|+ |G(im + 1)| ≈
|W(δm)|+ |W(1+ δm)|
|W(δm)|+ |W(1− δm)| , (3.5)
kjer je |W(∗)| amplitudni del spektra okenske funkcije. Prispevki oddaljenih iztekajocˇih
repov |∆ (∗)| z vecˇanjem frekvence upadajo, kadar pa v svojem jedru vsebujejo sinusno
funkcijo, zamenjajo predznak pri zaporednih koeficientih amplitudnega dela spektra,
saj velja sin [pi(i + δm)] = − sin [pi(i± 1+ δm)].
Zapis kvocienta 3αm je mogocˇe ustvariti tudi z obravnavo spektralnih prispevkov |W(∗)|
[17]. Pri obravnavi treh lokalno najvecˇjih amplitudnih cˇrt za iztekajocˇe spektralne pri-
spevke velja
|∆ (im − 1, im)| = |∆ (im − 1)| − |∆ (im)| (3.6a)
|∆ (im, im + 1)| = |∆ (im)| − |∆ (im + 1)| . (3.6b)
V naslednjem koraku zapišimo
|∆ (im − 1, im, im + 1)| = |∆ (im − 1, im)| − |∆ (im, im + 1)|
= |∆ (im − 1)| − 2 |∆ (im)|+ |∆ (im + 1)|
 |∆ (im)| .
(3.7)
Podoben razmislek smemo uporabiti pri obravnavi vecˇ-tocˇkovnih interpolacijah DFT
koeficientov. Najprej zapišemo razliko prispevkov sosednjih spektralnih repov, v na-
daljevanju pa razliko med spektralnimi repki razširimo tako, da v vsakem naslednjem
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koraku upoštevamo en sosednji prispevek vecˇ.
Za algoritem 5-tocˇkovne DFT interpolacije v prvem koraku za spektralne prispevke
zapišemo
|∆ (im − 2, im − 1)| = |∆ (im − 2)| − |∆ (im − 1)| (3.8a)
|∆ (im − 1, im)| = |∆ (im − 1)| − |∆ (im)| (3.8b)
|∆ (im, im + 1)| = |∆ (im)| − |∆ (im + 1)| (3.8c)
|∆ (im + 1, im + 2)| = |∆ (im + 1)| − |∆ (im + 2)| . (3.8d)
V naslednjem koraku tvorimo razliko treh sosednjih spektralnih prispevkov, velja
|∆ (im − 2, im − 1, im)| = |∆ (im − 2, im − 1)| − |∆ (im − 1, im)| =
|∆ (im − 2)| − 2 |∆ (im − 1)|+ |∆ (im)|
(3.9a)
|∆ (im − 1, im, im + 1)| = |∆ (im − 1, im)| − |∆ (im, im + 1)| =
|∆ (im − 1)| − 2 |∆ (im)|+ |∆ (im + 1)|
(3.9b)
|∆ (im, im + 1, im + 2)| = |∆ (im, im + 1)| − |∆ (im + 1, im + 2)| =
|∆ (im)| − 2 |∆ (im + 1)|+ |∆ (im + 2)| .
(3.9c)
Postopek nadaljujemo in v predzadnjem koraku dobimo zvezi
|∆ (im − 2, im − 1, im, im + 1)| =
|∆ (im − 2, im − 1, im)| − |∆ (im − 1, im, im + 1)| =
|∆ (im − 2)| − 3 |∆ (im − 1)|+ 3 |∆ (im)| − |∆ (im + 1)|  |∆ (im)|
(3.10a)
|∆ (im − 1, im, im + 1, im + 2)| =
|∆ (im − 1, im, im + 1)| − |∆ (im, im + 1, im + 2)| =
|∆ (im − 1)| − 3 |∆ (im)|+ 3 |∆ (im + 1)| − |∆ (im + 2)|  |∆ (im)| .
(3.10b)
Z upoštevanjem slednjih zvez zapišemo kvocient med spektralnimi cˇrtami amplitu-
dnega spektra kot
5αm =
|G (im − 2)|+ 3 |G (im − 1)|+ 3 |G (im)|+ |G (im + 1)|
|G (im − 1)|+ 3 |G (im)|+ 3 |G (im + 1)|+ |G (im + 2)| , (3.11)
ki ga ob upoštevanju (1.9) in (3.2) predstavimo tudi kot funkcijo izbranega okna, torej
5αm ≈ |W (2+ δm)|+ 3 |W (1+ δm)|+ 3 |W (δm)|+ |W (1− δm)||W (1+ δm)|+ 3 |W (δm)|+ 3 |W (1− δm)|+ |W (2− δm)| . (3.12)
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Spektralne prispevke |∆(im)|, |∆(im ± 1)| in |∆(im ± 2)| smo ob upoštevanju zmanjšanja
z njihovim uteženim seštevkom že izlocˇili in nadaljnega postopka analize.
Pri interpolacijskih algoritmih z lihim številom vseh DFT koeficientov, število cˇlenov v
števcu oz. imenovalcu kvocienta Rαm ustreza številu vseh stranskih DFT spektralnih
cˇrt. Velja namrecˇ R = 2r + 1, kjer R oznacˇuje število vseh interpolacijskih tocˇk, vre-
dnosti r pa ustreza število levih oz. desnih spektralnih komponent v interpolacijskem
algoritmu. Zapišemo
2r+1αm =
2r−1
∑
k=0
(2r−1k ) |G(im − r + k)|
2r−1
∑
k=0
(2r−1k ) |G(im − r + k + 1)|
, (3.13)
kjer velja (2r−1k ) =
(2r−1)!
k!(2r−1−k)! . Razmerje 2r+1αm zapišemo lahko v obliki
2r+1αm =
r
∑
k=1
Cr−k2r−1 |G(im − k)|+ Cr2r−1 |G(im)|+
r−1
∑
k=1
Cr−k−12r−1 |G(im + k)|
r−1
∑
k=1
Cr−k−12r−1 |G(im − k)|+ Cr2r−1 |G(im)|+
r
∑
k=1
Cr−k2r−1 |G(im + k)|
. (3.14)
Kadar se eden ali vecˇ stranskih koeficientov |G(im ± k)| , k = 1, . . . r nahaja izven glav-
nega grebena izbrane okenske funkcije, je potrebno v zapisu 2r+1αm na teh koeficientih
upoštevati še predznak s, ki je dolocˇen z velikostjo prvih stranskih amplitudnih spek-
tralnih cˇrt, torej |G(im − 1)| < |G(im + 1)| ⇒ s = 1 oz. |G(im − 1)| > |G(im + 1)| ⇒
s = −1.
Relativna frekvenca θm je dolocˇena z
θm = im + δm , (3.15)
kjer je njen odmik δm od celoštevilcˇne vrednosti im v splošnem
δm = f (αm) (3.16)
in je tudi funkcija izbranega okna. Preprost analiticˇni postopek je mogocˇe izvajati le ob
uporabi 1. razreda Rife-Vincentovih okenskih funkcij. Ko analiticˇna obravnava ni vecˇ
mogocˇa, se je potrebno analize lotiti s postopki numericˇne matematicˇne obdelave.
3.3 Amplituda
Spoznali smo, da se z uteženim seštevkom vecˇ sosednjih spektralnih deležev |∆(∗)|
njihov vpliv vedno bolj zmanjšuje. Pri 3-tocˇkovni interpolaciji koeficientov DFT smemo
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z upoštevanjem relacij (3.6) zapisati
|∆ (im − 1, im, im + 1)| =
|∆ (im − 1, im)| − |∆ (im, im + 1)| =
|∆ (im − 1)| − 2 |∆ (im)|+ |∆ (im + 1)|  |∆ (im)| .
(3.17)
Sedaj smemo ob upoštevanju zgornje relacije zapisati uteženi seštevek spektralnih cˇrt
lokalno najvišje vrednosti |G(im)| in njene leve in desne sosede |G(im ± 1)|, torej
|G (im − 1)|+ 2 |G (im)|+ |G (im + 1)| =
Am
2
[|W (1+ δm)| ± |∆ (im − 1)|+
2 |W (δm)| ∓ 2 |∆ (im)|+ |W (1− δm)| ± |∆ (im + 1)|] .
(3.18)
Vsoto uteženih spektralnih prispevkov smemo iz nadaljnje analize izlocˇiti, saj je njen
delež precej manjši od prispevka na legi im lokalno najvišje spektralne cˇrte amplitudega
dela spektra, pišimo torej
|G (im − 1)|+ 2 |G (im)|+ |G (im + 1)| ≈
Am
2
[|W (1+ δm)|+ 2 |W (δm)|+ |W (1− δm)|] .
(3.19)
Amplituda izbrane m-te frekvencˇne komponente signala (1.1) je pri uporabi 3-tocˇkovne
interpolacije koeficientov DFT dolocˇena z zvezo
3 Am = 2
|G (im − 1)|+ 2 |G (im)|+ |G (im + 1)|
|W (1+ δm)|+ 2 |W (δm)|+ |W (1− δm)| . (3.20)
Pri uporabi 5-tocˇkovne interpolacije DFT koeficientov z upoštevanjem zmanjšanja spek-
tralnega odtekanja iz zvez, lahko za prispevke spektralnih repov zapišemo
|∆ (im − 2, im − 1, im, im + 1, im + 2)| =
|∆ (im − 2, im − 1, im, im + 1)| − |∆ (im − 1, im, im + 1, im + 2)| =
|∆ (im − 2)| − 4 |∆ (im − 1)|+ 6 |∆ (im)| −
4 |∆ (im + 1)|+ |∆ (im + 2)|  |∆ (im)| .
(3.21)
Podobno kot pri 3-tocˇkovni interpolaciji smemo tudi sedaj zapisati vsoto uteženih spek-
tralnih cˇrt na legi m-te frekvencˇne komponente signala in njene okolice, torej
|G (im − 2)|+ |G (im + 2)|+ 4 [|G (im − 1)|+ |G (im + 1)|] + 6 |G (im)| =
Am
2
[|W (2+ δm)|+ |W (2− δm)|+ 4 [|W (1+ δm)|+ |W (1− δm)|] +
6 |W (δm)|] ,
(3.22)
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kjer smo prispevke spektralnega iztekanja že izlocˇili in nadaljnje obdelave. Amplituda
m-te frekvencˇne komponente v vecˇ-frekvencˇnem signalu (1.1) je potemtakem z algorit-
mom 5-tocˇkovne DFT interpolacije dolocˇena z relacijo
5 Am = 2
|G (im − 2)|+ 4 |G (im − 1)|+ 6 |G (im)|+
4 |G (im + 1)|+ |G (im + 2)|
|W (2+ δm)|+ 4 |W (1+ δm)|+ 6 |W (δm)|+
4 |W (1− δm)|+ |W (2− δm)|
. (3.23)
Za iztekajocˇe spektralne prispevke v splošnem zapišemo
2r
∑
k=0
(−1)kCk2r |∆(im − r + k)|  |∆(im)| . (3.24)
Za vrednotenje amplitude m-te frekvencˇne komponente v periodicˇnem signalu po al-
goritmu vecˇ-tocˇkovne interpolacije DFT koeficientov, ki v obravnavo vzame r levih in r
desnih sosednjih amplitudnih cˇrt v bližnji okolici lokalne najvišje vrednosti spektralne
cˇrte na legi im, njihovi uteženi koeficienti v števcu in uteženi koeficienti spektralnih cˇrt
okenske funkcije v imenovalcu ustrezajo elementom Pascalovega trikotnika. Uteženi
koeficienti so dolocˇeni z
Ck2r =
(2r)!
k!(2r− k)! k = 0, 1, . . . 2r . (3.25)
Amplituda m-te frekvencˇne komponente periodicˇnega signala (1.1) po algoritmu 2r +
1-tocˇkovne interpolacije koeficientov DFT je dolocˇena kot
2r+1 Am = 2
2r
∑
k=0
(2rk ) |G(im − r + k)|
r
∑
k=0
(2rk ) |W(r− k + δm)|+
2r
∑
k=r+1
(2rk ) |W(k− r− δm)|
, (3.26)
2r+1 Am = 2
r
∑
k=1
Cr−k2r [|G(im + k)|+ |G(im − k)|] + Cr2r |G(im)|
r
∑
k=1
Cr−k2r [|W(k− δm)|+ |W(k + δm)|] + Cr2r |W(δm)|
. (3.27)
3.4 Fazni zamik
Vrednotenje frekvence in amplitude harmonicˇnih signalov temelji na amplitudnem delu
frekvencˇnega spektra. Frekvencˇni spekter signala z le eno harmonsko komponento je
na legi najvecˇje amplitudne cˇrte enak
G (im) =
1
2j
Am
[
W (im − θm) ejϕm −W (im + θm) e−jϕm
]
. (3.28)
27
3. VECˇ-TOCˇKOVNA INTERPOLACIJA DFT KOEFICIENTOV
Pri uporabi kosinusnih okenskih funkcij spekter signala na legi z najvecˇjo amplitudno
cˇrto zapišemo
G (im) =
Am
2
sin (piδm)
pi
[
L
∑
`=0
(−1)`D` δmδ2m − `2
ej(pi
N−1
N δm+ϕm− pi2 ) −
L
∑
`=0
(−1)`D` 2im + δm
(2im + δm)
2 − `2 e
−j(pi N−1N (2im+δm)+ϕm+ pi2 )
]
.
(3.29)
V amplitudnem in faznem delu spektra so prisotni tudi iztekajocˇi prispevki, zato smemo
zanju zapisati
G (im) = |G (im)| ej( N−1N piδm+ϕm− pi2 ) ± ∆ (im) (3.30)
arg [G(im)] = ϕ(im) = ϕm +
N − 1
N
piδm − pi2 ± ∆ϕ (im) . (3.31)
Na sosednjih dveh stranskih spektralnih cˇrtah G (im − 1) in G (im + 1) je fazni del fre-
kvencˇnega spektra dolocˇen z
ϕ(im − 1) = ϕm + N − 1N pi (δm + 1)−
pi
2
∓ ∆ϕ (im − 1)
ϕ(im + 1) = ϕm +
N − 1
N
pi (δm − 1)− pi2 ∓ ∆ϕ (im + 1) .
(3.32)
Fazni zamik signala je iz koeficientov diskretne Fourierove transformacije na lokalno
treh najvišjih spektralnih cˇrtah amplitudnega spektra izražen z
ϕm = ϕ(im − 1)− N − 1N pi (δm + 1) +
pi
2
± ∆ϕ (im − 1)
ϕm = ϕ(im)− N − 1N piδm +
pi
2
∓ ∆ϕ (im)
ϕm = ϕ(im + 1)− N − 1N pi (δm − 1) +
pi
2
± ∆ϕ (im + 1) .
(3.33)
Prvi približek faznega zamika, ko za prispevke velja ∆ϕ (im − 1) ≈ ∆ϕ (im) ≈
∆ϕ (im + 1) ≈ 0, je sprejemljiv le za majhne vrednosti odmika δm pri dovolj veliki rela-
tivni frekvenci θm opazovanja.
Opazujmo fazni spekter ϕ(im) in ϕ(im + s) na legi dveh lokalno najvišjih vrednostih
amplitudnega dela spektra. Spektralni prispevki ∆ϕ(∗) zavzemajo majhne vrednosti,
zato smemo zanje pisati približek
∆ϕ (im)
∆ϕ (im + s)
≈ sin (∆ϕ (im))
sin (∆ϕ (im + s))
=
|∆ (im)|
|G (im)|
|G (im + s)|
|∆ (im + s)| , (3.34)
kjer s parametrom s oznacˇimo levo (s = −1) oz. desno (s = 1) spektralno cˇrto v nepo-
sredni okolici lokalno najvecˇje cˇrte amplitudnega dela spektra. Za spektralne prispevke
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|∆(im − 1)|, |∆(im)| in |∆(im + 1)| velja
|∆(im)|
|∆(im + s)| =
L
∑
`=0
(−1)`D` 2im+δm(2im+δm)2−`2
L
∑
`=0
(−1)`D` 2im+s+δm(2im+s+δm)2−`2
. (3.35)
Zanje smemo z vecˇanjem relativne frekvence θm zapisati že poznano relacijo
|∆(im − 1)| ≈ |∆(im)| ≈ |∆(im + 1)|, zato fazne prispevke ∆ϕ(∗) preprosteje dolocˇimo
z amplitudnim delom frekvencˇnega spektra signala oz. spektrom okenske funkcije
∆ϕ (im)
∆ϕ (im + s)
≈ |G (im + s)||G (im)| ≈
|W (1− δm)|
|W (δm)| . (3.36)
Slednja zveza je za družino kosinusnih okenskih funkcij enaka
∆ϕ (im)
∆ϕ (im + s)
≈
L
∑
`=0
(−1)`D` s−δm(s−δm)2−`2
L
∑
`=0
(−1)`D` δmδ2m−`2
(3.37)
Fazni zamik signala dolocˇimo z upoštevanjem zvez (3.33) in faznih prispevkov ∆ϕ(im)
in ∆ϕ(im + s).
Vrednotenje faznega zamika ϕm signala še izboljšamo s povprecˇjem obeh vrednosti,
zato za njegovo 3-tocˇkovno vrednotenje zapišemo
ϕm =
1
2
{ϕm [ϕ(im − 1), ϕ(im)] + ϕm [ϕ(im), ϕ(im + 1)]} . (3.38)
Fazni zamik je odvisen tudi od odmika δm relativne frekvence, zato obstaja vpliv po-
greška vrednotenja frekvence opazovanega signala.
3.5 Interpolacijski algoritmi pri uporabi oken z najvecˇjim
upadanjem stranskih vrhov
Okenske funkcije z najvecˇjim upadanjem stranskih grebenov omogocˇajo nezahtevno
analiticˇno obdelavo predstavljenih vecˇ-tocˇkovnih interpolacijskih algoritmov DFT ko-
eficientov. Za vrednotenje odmika δm od relativne frekvence θm smo ustvarili razmerje
med lokalno najvišjimi koeficienti amplitudnega dela spektra opazovanega signala.
Spoznali smo tudi, da je razmerje αm tudi funkcija izbranega okna v procesu obdelave,
zapišimo ponovno (3.5)
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3αm ≈ |W(δm)|+ |W(1+ δm)||W(δm)|+ |W(1− δm)| .
Z zapisom amplitudnega dela spektra okenske funkcije na legah |W(1+ δm)|, |W(δm)|
in |W(1− δm)|
|W(1+ δm)| = − sin(piδm)(2L)!
22Lpi(1+ δm)
L
∏
`=1
(`2 − (1+ δm)2)
(3.39a)
|W(δm)| = sin(piδm)(2L)!
22Lpiδm
L
∏
`=1
(`2 − δ2m)
(3.39b)
|W(1− δm)| = sin(piδm)(2L)!
22Lpi(1− δm)
L
∏
`=1
(`2 − (1− δm)2)
(3.39c)
z nekaj matematicˇnega izvajanja pridemo do zveze
3αm =
L + 1− δm
L + 1+ δm
. (3.40)
Po preureditvi zadnjo zvezo zapišemo v obliki
3δm = (L + 1)
1−3 αm
1+3 αm
= (L + 1)
|G(im + 1)| − |G(im − 1)|
|G(im − 1)|+ 2 |G(im)|+ |G(im + 1)| .
(3.41)
Pri 5-tocˇkovni interpolaciji je razmerje spektralnih cˇrt oknjenega signala oz. okenske
funkcije dolocˇeno z (3.12)
5αm ≈ |W (2+ δm)|+ 3 |W (1+ δm)|+ 3 |W (δm)|+ |W (1− δm)||W (1+ δm)|+ 3 |W (δm)|+ 3 |W (1− δm)|+ |W (2− δm)| .
K relacijam (3.39) je potrebno zapisati še amplitudne spektralne cˇrte okenske funkcije
na skrajnih legah |W(2± δm)|, velja
|W(2+ δm)| = sin(piδm)(2L)!
22Lpi(2+ δm)
L
∏
`=1
(`2 − (2+ δm)2)
(3.42a)
|W(2− δm)| = − sin(piδm)(2L)!
22Lpi(2− δm)
L
∏
`=1
(`2 − (2− δm)2)
. (3.42b)
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Po nekaj matematicˇnih korakih zvezo (3.12) zapišemo v obliki
5αm =
L + 2− δm
L + 2+ δm
, (3.43)
po preureditvi pa kot
5δm = (L + 2)
1−5 αm
1+5 αm
= (L + 2)
|G(im + 2)| − |G(im − 2)|+ 2 (|G(im + 1)| − |G(im − 1)|)
|G(im − 2)|+ |G(im + 2)|+ 6 |G(im)|+
4 (|G(im − 1)|+ |G(im + 1)|)
.
(3.44)
V splošni obliki za 2r + 1-tocˇkovno DFT interpolacijo zapišemo za odmik od frekvence
2r+1δm =(L + r)

r
∑
k=1
Cr−k2r−2 [|G(im + k)| − |G(im − k)|]
r
∑
k=1
Cr−k2r [|G(im − k)|+ |G(im + k)|] + Cr2r |G(im)|
−
r−2
∑
k=1
Cr−k−22r−2 [|G(im + k)| − |G(im − k)|]
r
∑
k=1
Cr−k2r [|G(im − k)|+ |G(im + k)|] + Cr2r |G(im)|
 .
(3.45)
V nadaljevanju sta na sliki 3.2 prikazani odvisnosti αm = f (δm) pri uporabi okenskih
funkcij z najhitreje upadajocˇimi stranskimi grebeni in vecˇ-tocˇkovnih algoritmov za vre-
dnotenje frekvence.
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Slika 3.2: Relacija αm = f (δm) okenskih funkcij z najvecˇjim upadanjem stranskih
grebenov pri (a) 3- in (b) 5-tocˇkovni interpolaciji DFT koeficientov
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Amplituda je dolocˇena z zvezo (3.20)
3 Am = 2
|G (im − 1)|+ 2 |G (im)|+ |G (im + 1)|
|W (1+ δm)|+ 2 |W (δm)|+ |W (1− δm)| .
Za seštevek okenskih prispevkov W(∗) zapišemo
|W (1+ δm)|+ 2 |W (δm)|+ |W (1− δm)| = (2L + 2)! sin(piδm)
22Lpiδm
L+1
∏
`=1
(δ2m − `2)
.
(3.46)
Amplituda pri 3-tocˇkovni interpolaciji DFT koeficientov je tako dolocˇena z
3 Am =
22L+1
(2L + 2)!
piδm
L+1
∏
`=1
(
δ2m − `2
)
sin(piδm)
· [|G(im − 1)|+ 2 |G(im)|+ |G(im + 1)|] . (3.47)
Seštevek okenskih prispevkov |W(∗)| pri 5-tocˇkovni interpolaciji DFT koeficientov pi-
šemo v obliki
|W (2+ δm)|+ 4 |W (1+ δm)|+ 6 |W (δm)|+
4 |W (1− δm)|+ |W (2− δm)| = (2L + 4)! sin(piδm)
22Lpiδm
L+2
∏
`=1
(δ2m − `2)
. (3.48)
Za amplitudo pri 5-tocˇkovni pišemo
5 Am =
22L+1
(2L + 4)!
piδm
L+2
∏
`=1
(
δ2m − `2
)
sin(piδm)
· [|G (im − 2)|+ 4 |G (im − 1)|+
6 |G (im)|+ 4 |G (im + 1)|+ |G (im + 2)|] .
(3.49)
Za amplitudo po algoritmu 2r + 1-tocˇkovne DFT interpolacije pri uporabi kosinusnih
oken iz družine z najhitreje upadajocˇimi stranskimi grebeni v splošnem zapišemo
2r+1 Am =
22L+1
(2L + 2r)!
piδm
L+r
∏
`=1
(
δ2m − `2
)
sin(piδm)
·[
r
∑
k=1
Cr−k2r (|G(im − k)|+ |G(im + k)|) + Cr2r |G(im)|
]
,
(3.50)
kjer so binomski koeficienti Cr−k2r , k = 0, 1, . . . r dolocˇeni z
Cr−k2r =
(2r)!
(r− k)!(2r− r + k)! . (3.51)
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Za prispevke (3.36) na faznem delu frekvencˇnega spektra za družino kosinusnih oken-
skih funkcij z najhitrejšim upadanjem stranskih grebenov zapišemo
∆ϕ (im)
∆ϕ (im + s)
≈ |G (im + s)||G (im)| ≈
δm
L
∏
`=1
(
`2 − δ2m
)
(s− δm)
L
∏
`=1
(
`2 − (s− δm)2
)
≈ L + sδm
L + 1− sδm .
(3.52)
Sedaj z upoštevanjem ∆ϕ (im) · (L+ 1− sδm) ≈ ∆ϕ (im + s) · (L+ sδm) in zvezami (3.33)
zapišemo
ϕm =
(L + 1− sδm) [ϕ(im)] + (L + sδm) [ϕ(im + s)]
2L + 1
+
pi
N − 1
N
L(s− 2δm)
2L + 1
+
pi
2
.
(3.53)
Ko je odmik δm ≥ 0, velja s = 1 in je vrednotenje ϕm dolocˇeno s koeficientoma ϕ(im) in
ϕ(im + 1), zapišemo
ϕm [ϕ(im), ϕ(im + 1)] =
(L + 1− δm)ϕ(im) + (L + δm)ϕ(im + 1)
2L + 1
+
pi
N − 1
N
L(1− 2δm)
2L + 1
+
pi
2
.
(3.54)
Kadar je odmik negativen (s = −1), za vrednotenje faznega zamika upoštevamo fazna
koeficienta na legah im in im + 1, pišemo
ϕm [ϕ(im), ϕ(im − 1)] = (L + 1+ δm)ϕ(im) + (L− δm)ϕ(im − 1)2L + 1 −
pi
N − 1
N
L(1+ 2δm)
2L + 1
+
pi
2
.
(3.55)
Vrednotenje faznega pogreška izboljšamo z upoštevanjem vseh treh faznih koeficientov
v neposredni okolici lokalno najvišje amplitudne spektralne cˇrte. Za povprecˇje zadnjih
dveh zvez zapišemo
ϕm [ϕ(im − 1), ϕ(im), ϕ(im + 1)] = 12(2L + 1) [(L− δm)ϕ(im − 1)+
2(L + 1)ϕ(im) + (L + δm)ϕ(im + 1)]− piN − 1N
(l + 1)δm
2L + 1
+
pi
2
.
(3.56)
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3.6 Interpolacijski algoritmi pri uporabi oken z najmanjšimi
stranskimi grebeni
Vecˇ-tocˇkovni interpolacijski algoritmi z uporabo okenskih funkcij brez upadanja stran-
skih grebenov ne omogocˇajo preproste analiticˇne obravnave, zato je potrebno posecˇi po
numericˇnih matematicˇnih postopkih.
Razmerje DFT koeficientov αm = f (δm) je po 3- in 5-tocˇkovni interpolaciji dolocˇeno z
3αm = f (|G(im)| , |G(im ± 1)|)
≈ f (|W(δm)| , |W(1± δm)|)
(3.57a)
5αm = f (|G(im)| , |G(im ± 1)| , |G(im ± 2)|)
≈ f (|W(δm)| , |W(1± δm)| , |W(2± δm)|) .
(3.57b)
Za vrednotenje odmika δm od relativne frekvence θm signala (1.1) po 3- in 5-tocˇkovni
interpolaciji DFT koeficientov zapišemo
3δm = f (|G(im)| , |G(im ± 1)|) = f (3αm) (3.58a)
5δm = f (|G(im)| , |G(im ± 1)| , |G(im ± 2)|) = f (5αm) . (3.58b)
Predstavitev odvisnosti αm = f (δm) je za okna z najmanjšimi stranskimi grebeni prika-
zana na spodnji sliki.
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Slika 3.3: Relacija αm = f (δm) okenskih funkcij z najvecˇjimi stranskimi grebeni pri (a)
3- in (b) 5-tocˇkovni interpolaciji DFT koeficientov
Postopek vrednotenja frekvence in amplitude predstavimo v nadaljevanju.
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1. Postopek vrednotenja frekvence se zacˇne s tabeliranjem funkcije
2r+1αm = f (|W(δ± k)|), kjer sta parametra δ = 0,∆δ, 2∆δ, . . . 0, 5 in k = 0, 1, . . . r
pri izbranem oknu.
2. 2r + 1 lokalno najvišjih amplitudnih spektralnih cˇrt v okolici m-te opazovane fre-
kvencˇne komponente oknjenega signala dolocˇa razmerje 2r+1αm.
3. Vrednost αm, dolocˇena s koeficienti DFT signala, v splošnem ne ustreza nobeni
izmed vnaprej tabeliranih vrednosti δm = f (αm), zato je potrebno uporabiti pri-
bližek oz. interpolacijo med dvema ali vecˇ znanimi tabeliranimi vrednostmi v
neposredni okolici iz predhodnega koraka dolocˇene vrednosti αm, ki nadalje do-
locˇa najboljši približek vrednosti δm.
Amplituda Am je pri algoritmu 3- in 5-tocˇkovne interpolacije dolocˇena z
3 Am = f (|G(im)| , |G(im ± 1)| , |W(δm)| , |W(1± δm)|) (3.59a)
5 Am = f (|G(im)| , |G(im ± 1)| , |G(im ± 2)|
|W(δm)| , |W(1± δm)| , |W(2± δm)|) .
(3.59b)
Postopek vrednotenja amplitude je podoben postopku vrednotenja frekvence.
1. V imenovalcu zapisa amplitude je prisotna utežena vsota spektralnih cˇrt izbra-
nega okna
r
∑
k=1
Cr−k2r [|W(k− δm)|+ |W(k + δm)|] + Cr2r |W(δm)|, zato jo je potrebno
najprej tabelirati kot funkcijo odmika δm.
2. Z že dolocˇenim odmikom δm iz postopka vrednotenja frekvence je v splošnem
potrebno interpolirati seštevek spektralnih cˇrt okenske funkcije. Z uteženim se-
števkom prispevkov izbranega okna in amplitudnimi koeficienti DFT oknjenega
signala je tako dolocˇena amplituda opazovane frekvencˇne komponente signala.
Za vrednotenje faznega zamika ϕm signala iz relacij (3.33) in upoštevanjem
∆ϕ(im)|G(im)| ≈ ∆ϕ(im ± 1)|G(im ± 1)| pišemo
ϕm =
[ϕ(im)] |G(im)|+ [ϕ(im + s)] |G(im + s)|
|G(im)|+ |G(im + s)| −
pi
N − 1
N
δm|G(im)|+ (δm − s)|G(im + s)|
|G(im)|+ |G(im + s)| +
pi
2
.
(3.60)
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Pri lokalno najvišjih amplitudnih spektralnih cˇrtah |G(im)| in |G(im + 1)| za fazni zamik
signala pišemo
ϕm (ϕ(im), ϕ(im + 1)) =
[ϕ(im)] |G(im)|+ [ϕ(im + 1)] |G(im + 1)|
|G(im)|+ |G(im + 1)| −
pi
N − 1
N
δm|G(im)|+ (δm − 1)|G(im + s)|
|G(im)|+ |G(im + 1)| +
pi
2
.
(3.61)
Ko pa je odmik δm < 0, pa za dolocˇitev faznega zamika upoštevajmo fazni spektralni
cˇrti ϕ(im) in ϕ(im − 1), torej
ϕm (ϕ(im), ϕ(im − 1)) = [ϕ(im)] |G(im)|+ [ϕ(im − 1)] |G(im − 1)||G(im)|+ |G(im − 1)| −
pi
N − 1
N
δm|G(im)|+ (δm + 1)|G(im − 1)|
|G(im)|+ |G(im − 1)| +
pi
2
.
(3.62)
Vrednotenje faznega zamika ϕm signala lahko še izboljšamo s povprecˇjem vrednosti
(3.61) in (3.62).
3.7 Vpliv iztekajocˇih spektralnih prispevkov
Frekvencˇni spekter periodicˇnega signala (1.1) je na i-ti spektralni cˇrti dolocˇen z (1.6)
G(i) =
1
2j
M
∑
m=0
Am
[
W (i− θm) ejϕm −W (i + θm) e−jϕm
]
.
Na legi lokalno najvišje cˇrte amplitudnega dela spektra im-ti cˇrti ga zapišemo kot (1.8)
|G(im)| = Am2
∣∣∣W (δm) ejϕm −W (2im + δm) e−jϕm ∣∣∣+ M∑
k=0
k 6=m
|∆ (ik)| ,
za preostale spektralne cˇrte na sosednjih legah lokalno najvišje amplitudne vrednosti
pa velja
|G(im + k)| = Am2
∣∣∣W (k− δm) ejϕm −W (2im + k + δm) e−jϕm ∣∣∣ , (3.63)
kjer se amplitudni spektralni koeficienti pri vrednostih k = ±1,±2, . . .± (L + 1) naha-
jajo znotraj glavnega grebena izbrane okenske funkcije. Za iztekajocˇe spektralne pri-
spevke |∆(im − 1)|, |∆(im)| in |∆(im + 1)| pišemo
|∆(im − 1)| = |G(im − 1)| − Am2 |W(1+ δm)|
|∆(im)| = |G(im)| − Am2 |W(δm)|
|∆(im + 1)| = |G(im + 1)| − Am2 |W(1− δm)| .
(3.64)
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Odvisni so od faznega zamika ϕm in odmika δm od relativne frekvence signala. Za izte-
kajocˇe spektralne prispevke z negativnega dela frekvencˇne osi |G(im + k)| −
Am
2 |W(|k| − sign(k)δm)| velja, da so pri nespremenjenih vrednostih odmika od rela-
tivne frekvence in enakem faznem zamiku signala ti prispevki linearno odvisni od
posameznih prispevkov Am2 |W(2im + k + δm)|. Na sliki 3.4 je prikazan vpliv izteka-
jocˇega spektralnega prispevka z negativnega dela frekvencˇne osi na vrednost |G(im)| −
|W(δm)| pri izbranem faznem zamiku ϕm = 30°, odmiku δm = 0, 2 in im = 3, 4, . . . 12.
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Slika 3.4: Zmanjšanje vpliva spektralnega prispevka z negativne
frekvencˇne osi pri uporabi Hannovega okna
Za DFT koeficiente amplitudnega dela spektra pri upoštevanju |x + y|2 = |x|2 + |y|2 +
2< {x · y∗} zapišemo
|G(im + k)|2 =A
2
m
4
[
|W(k− δm)|2 + |W(2im + k + δm)|2−
2<
{
W(k− δm) ·W∗(2im + k + δm)ej2ϕm
}]
.
(3.65)
Ker velja |W(k− δm)|2  |W(2im + k + δm)|2, smemo prispevek |W(2im + k + δm)|2 iz
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nadaljne analize izlocˇiti. Nadalje smemo pisati
<
{
W(k− δm) ·W∗(2im + k + δm)ej2ϕm
}
=
<
{
sign(δm, L, k) |W(k− δm)| |W(2im + k + δm)| ej(2piδm+2ϕm)
}
= ± |W(k− δm)| |W(2im + k + δm)| cos(2piδm + 2ϕm) .
(3.66)
Za amplitudne spektralne cˇrte na legah njihovih najvišjih vrednosti sedaj zapišemo
|G(im + k)| ≈ Am2 [|W(k− δm)| ± |W(2im + k + δm)| cos (2piδm + 2ϕm)] . (3.67)
Predznak iztekajocˇega prispevka z negativne frekvencˇne osi je odvisen od reda L iz-
brane okenske funkcije, odmika δm od relativne frekvence in faznega zamika ϕm si-
gnala. Slednjo zvezo zapišemo tudi v obliki
|G(im + k)| ≈ Am2 [|W(k− δm)|+ η |W(2im + k + δm)|] , (3.68)
kjer velja za koeficient η = (−1)L+1+ksign(δm) cos (2piδm + 2ϕm).
Sedaj ustvarimo dopolnjen kvocient αm klasicˇne 3-tocˇkovne interpolacije [50]
3αm =
|G(im)|+ ν |G(im − 1)|
|G(im)|+ ξ |G(im + 1)| . (3.69)
Za koeficienta ν in ξ zapišemo
ν =
|W(2im + δm)|
|W(2im − 1+ δm)| (3.70a)
ξ =
|W(2im + δm)|
|W(2im + 1+ δm)| . (3.70b)
Pri uporabi družine okenskih funkcij z najhitreje upadajocˇimi stranskimi grebeni ju
zapišemo kot
ν =
2im + L + 1+ δm
2im + L + δm
(3.71a)
ξ =
2im + L + 1+ δm
2im − L + δm . (3.71b)
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3.8 Sistematicˇni pogreški
Naj bo opazovani frekvencˇno omejen analogni signal
g(t) = A1 sin (2pi f1t + ϕ1) . (3.72)
Amplituda signala naj bo A1 = 1 V, njegova frekvenca f1 = 1 Hz, fazni premik pa naj
obsega vrednosti −90◦ ≤ ϕ1 ≤ +90◦ z intervalom ∆ϕ1 = 10◦. V cˇasovnem oknu opa-
zovanja TM, θ1 = f1TM naj bo N = 1024 vzorcˇnih tocˇk. Dolocˇitev najvecˇjih pogreškov
vrednotenja parametrov signala temelji pri izbrani vrednosti relativne frekvence θm na
spreminjanju faznega zamika signala.
Vrednotenje amplitude signala iz frekvencˇnega spektra je odvisno od izbrane okenske
funkcije in lege lokalno najvišjih spektralnih cˇrt amplitudnega dela spektra. Zato je
potrebno najprej dolocˇiti lego oz. odmik od relativne frekvence teh koeficientov. Za
kosinusna okna z najvecˇjim upadanjem stranskih grebenov je zveza αm = f (δm) pri
uporabi vecˇ-tocˇkovnih interpolacijskih algoritmov DFT koeficientov analiticˇno obvla-
dljiva. V nasprotnem primeru je potrebno zvezo med odmikom in spektrom okenske
funkcije dolocˇiti v izbranih tocˇkah odmika, v nadaljevanju pa uporabiti interpolacijska
matematicˇna orodja.
Pogrešek pri vrednotenju frekvence opazujemo v absolutni obliki |E (θm) | =
|θm − θ̂m| kot razliko ocenjene θm od prave vrednosti θ̂m.
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Slika 3.5: Najvecˇji pogreški pri vrednotenju frekvence pri uporabi oken z najvecˇjim
upadanjem stranskih vrhov pri (a) 3-tocˇkovni in (b) 5-tocˇkovni interpolaciji DFT
koeficientov
39
3. VECˇ-TOCˇKOVNA INTERPOLACIJA DFT KOEFICIENTOV
Dolocˇimo sedaj krivuljo najmanjšega pogreška in red okenske funkcije, pri katerim jo
dosežemo. Iz slike 3.6 ugotovimo, da je v okolici cˇasa opazovanja dveh period signala,
θm = 2, najmanjši sistematicˇni pogrešek dolocˇen s 3-tocˇkovno interpolacijo DFT koefi-
cientov pri uporabi Hannovega okna, L = 1. V neposredni okolici θm = 3 bo najmanjši
pogrešek dosežen z uporabo treh DFT koeficientov in oknom reda L = 3. V okolici
θm = 5 pa bo najmanjši pogrešek frekvence dolocˇen z oknom reda L = 5 in 5-tocˇkovno
interpolacijo DFT koeficientov.
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Slika 3.6: Doseganje najmanjšega frekvencˇnega pogreška pri oknih z najvecˇjim
upadanjem stranskih vrhov pri 3- in 5-tocˇkovni interpolaciji DFT koeficientov: (a)
krivulja najmanjšega pogreška in (b) red okna pri najmanjši krivulji pogreška
Pri vrednotenju amplitude naj bo njen pogrešek izražen v relativni obliki |e(Am)| =∣∣∣ Am−Âm
Âm
∣∣∣ z ocenjeno vrednostjo Am in pravo amplitudo Âm. Rezultati pogreškov pri vre-
dnotenju amplitude so dolocˇeni s predhodno ocenjeno vrednostjo frekvence θm. Cˇe je
frekvenca signala natancˇno znana, je pogrešek vrednotenja amplitude manjši od pred-
stavljenega, red okenske funkcije, pri kateri bi bila dosežena najmanjša krivulja pogre-
ška, pa bi sovpadal s tistim, ki dolocˇa tudi najmanjšo krivuljo frekvencˇnega pogreška.
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Slika 3.7: Najvecˇji pogreški pri vrednotenju amplitude pri uporabi oken z najvecˇjim
upadanjem stranskih vrhov pri (a) 3- in (b) 5-tocˇkovni interpolaciji DFT koeficientov
Predstavili smo pogreške vrednotenja frekvence in amplitude opazovanega signala
pri vecˇ-tocˇkovnih interpolacijskih algoritmih z uporabo oken z najhitreje upadajocˇimi
stranskimi grebeni. V nadaljevanju so na sliki 3.8 dolocˇeni pogreški pri vrednotenju
frekvence z uporabo oken z najmanjšimi stranskimi grebeni. Amplitudni pogrešek na
sliki 3.10 je bil dolocˇen po predhodni oceni frekvence z uporabo 3-tocˇkovnega interpo-
lacijskega algoritma.
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Slika 3.8: Najvecˇji pogreški pri vrednotenju frekvence pri uporabi oken z najnižjimi
stranskimi vrhovi pri (a) 3- in (b) 5-tocˇkovni interpolaciji DFT koeficientov
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Za vrednotenje frekvence predstavimo tudi krivuljo najmanjšega pogreška in red okna
z najnižjimi stranskimi grebeni, pri katerem ga dosežemo.
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Slika 3.9: Doseganje najmanjšega frekvencˇnega pogreška pri oknih z najnižjimi
stranskimi vrhovi pri 3- in 5-tocˇkovni interpolaciji DFT koeficientov: (a) krivulja
najmanjšega pogreška in (b) red okna pri najmanjši krivulji pogreška
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Slika 3.10: Najvecˇji pogreški pri vrednotenju amplitude pri uporabi oken z najnižjimi
stranskimi vrhovi pri (a) 3- in (b) 5-tocˇkovni interpolaciji DFT koeficientov
Fazni zamik pri obdelavi le enega signala pogostokrat ni zanimiv, vendar predstavimo
še njegov pogrešek. Zapišemo ga kot razliko med ocenjeno ϕm in pravo vrednostjo ϕ̂m v
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obliki |E (ϕm) | = |ϕm− ϕ̂m|. Tudi prikaz faznega pogreška temelji na najvecˇji absolutni
napaki |E (ϕm) |max, ki jo pri izbrani vrednosti θm dosežemo s spreminjanjem faznega
zamika v obmocˇju −90◦ ≤ ϕ1 ≤ +90◦. Na slikah 3.11 in 3.12 so predstavljeni najvecˇji
pogreški pri oceni faznega zamika z uporabo vecˇ-tocˇkovnih interpolacijskih algoritmov
DFT koeficientov in obeh predstavljenih družin okenskih funkcij.
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Slika 3.11: Najvecˇji pogreški pri vrednotenju faznega zamika pri uporabi oken z
najvecˇjim upadanjem stranskih vrhov pri (a) 1- in (b) 3-tocˇkovni interpolaciji DFT
koeficientov
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Slika 3.12: Najvecˇji pogreški pri vrednotenju faznega zamika pri uporabi oken z
najmanjšimi stranskimi vrhovi pri (a) 1- in (b) 3-tocˇkovni interpolaciji DFT
koeficientov
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3.9 Šumna analiza
V procesu vzorcˇenja je vedno prisoten najmanj kvantizacijski šum. Aproksimiramo ga
z enakomerno porazdelitvijo v cˇasovnem prostoru, srednje vrednosti 0 in standardnega
odklona σn. Pri študiju vpliva šuma na dolocˇanje parametrov signala privzemimo pri-
sotnost le kvantizacijskega šuma.
Vsaka komponenta diskretne Fourierove transformacije je sestavljena iz realnega in
imaginarnega dela, ki dolocˇata amplitudni |G(im)| in fazni del ϕ(i) frekvencˇnega spek-
tra, velja
|G(i)| =
√
<2(i) +=2(i) (3.73a)
ϕ(i) = arctan
=(i)
<(i) . (3.73b)
Realni in imaginarni del sta medsebojno neodvisna [26], zato njun vpliv na negotovost
amplitudnega dela spektra obravnavamo locˇeno, zato pišemo
σ2|G(i)| =
[
∂ |G(i)|
∂<(i)
]2
σ2<(i) +
[
∂ |G(i)|
∂=(i)
]2
σ2=(i) . (3.74)
Negotovost DFT koeficienta nadalje zapišemo kot
σ2|G(i)| =
1
|G(i)|2
[
<2(i)σ2<(i) +=2(i)σ2=(i)
]
, (3.75)
podobno smemo zapisati tudi za negotovost faznega dela spektra, torej
σ2ϕ(i) =
[
∂ϕ(i)
∂<(i)
]2
σ2<(i) +
[
∂ϕ(i)
∂=(i)
]2
σ2=(i) . (3.76)
Za negotovosti σ<(i) in σ=(i) velja σ<(i) = σ=(i), zato smemo za negotovosti frekvencˇnega
spektra zapisati
σ2|G(i)| = σ
2
<(i) = σ
2
=(i) (3.77a)
σ2ϕ(i) =
σ2|G(i)|
|G(i)|2 . (3.77b)
Negotovost faznega dela spektra na i-ti spektralni cˇrti je odvisna od soležne kompo-
nente amplitudnega dela spektra, pri nekoherentnem vzorcˇenju, ko velja δm 6= 0, se
negotovost spreminja tudi z odmikom δm.
Pri vrednotenju frekvence, amplitude in faznega zamika harmonicˇnega signala, so naj-
nižje dosegljive Cramér-Rao meje dolocˇene s številom vzorcˇnih tocˇk v cˇasu opazovanja
ter razmerjem med signalom in šumom [25], velja
σCRB, fm =
√
3
pi
1√
SNR
1√
N
(3.78a)
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σCRB,Am =
1√
SNR
1√
N
(3.78b)
σCRB,ϕm = 2
1√
SNR
1√
N
. (3.78c)
Razmerje med signalom in šumom SNR je dolocˇeno z amplitudo signala A in standar-
dnim odklonom σsum in zapišemo
SNR =
A2
2σ2sum
. (3.79)
Pri uporabi vecˇ-tocˇkovnih interpolacijskih algoritmov temelji vrednotenje parametrov
harmonicˇnih signalov na vecˇ koeficientih diskretne Fourierove transformacije. Nego-
tovost izbranega parametra je v splošnem potrebno zapisati kot [30]
σ2Xm =
im+r
∑
p=im−r
(
cX(p)σ|G(p)|
)2
+
2
im+r−1
∑
p=im−r
im+r
∑
ν=p+1
[
r(|G(p)| , |G(ν)| cX(p)cX(ν)σ|G(p)|σ|G(ν)|
]
,
(3.80)
kjer so cX(p) = ∂Xm∂|G(p)| , p ∈ [im − r, im + r] koeficienti obcˇutljivosti izbranega parame-
tra X, vrednosti r(|G(p)| , |G(ν)|), (p 6= ν) pa korelacijski koeficienti med spektralnimi
cˇrtami amplitudnega dela spektra. Korelacija med DFT koeficienti je odvisna tudi od
izbrane okenske funkcije, saj je frekvencˇni spekter oknjenega signala rezultat konvo-
lucije spektra signala in spektra izbrane okenske funkcije. Na negotovost nenazadnje
vplivajo tudi standardni odklon σ komponent spektra.
Pri uporabi okenskih funkcij z najhitrejšim upadanjem stranskih grebenov so korelacij-
ski koeficienti med spektralnimi cˇrtami odvisni od reda L izbranega okna, zanje zapi-
šemo
r (|G(im)| , |G(im + r)|) =
L−1
∏
r=1
2L− (r− 1)
2L + 1+ (r− 1) , (3.81)
kjer parameter r predstavlja mnogokratnik frekvencˇne locˇljivosti ∆ f med opazovanimi
koeficienti frekvencˇnega spektra.
Koeficienti obcˇutljivosti cX(p) so dolocˇeni z razmerjem uteženih vsot lokalno najvišjih
spektralnih cˇrt amplitudnega dela frekvencˇnega spektra. Zaradi spektralnega izteka-
nja se z odmikom δm spreminjajo DFT koeficienti, zato se tudi standardna negotovost
odmika σδm spreminja periodicˇno v obmocˇju −0, 5 < δm ≤ 0, 5.
Pri šumni analizi opazujmo že predstavljeni sinusni signal (3.72), ki mu dodajmo še
šumni amplitudni prispevek Asum = 1 mV, ki z amplitudo signala dolocˇa razmerje med
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signalom in šumom SNR = 1,5× 106. Na sliki 3.13 je najprej predstavljena standardna
negotovost vrednotenja frekvence v primerjavi z najnižjo dosegljivo Cramér-Rao mejo.
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Slika 3.13: Relativna standardna negotovost vrednotenja frekvence pri uporabi oken
z najvecˇjim upadanjem stranskih vrhov pri (a) 3-tocˇkovni in (b) 5-tocˇkovni
interpolaciji DFT koeficientov
Pogrešek pri dolocˇanju frekvence z razlicˇnim številom interpolacijskih tocˇk ima nor-
malno porazdelitev. Standardni odklon vrednotenja frekvence je najnižji v neposredni
okolici celoštevilcˇnih mnogokratnikov relativne frekvence, ko je δm = 0. Pri uporabi
okenske funkcije z najhitreje upadajocˇimi stranskimi grebeni in 3-tocˇkovne interpola-
cije DFT koeficientov je ta v primerjavi z najnižjo dosegljivo Cramér-Rao mejo (3.78a)
enaka
σδm
σCRB,δm
∣∣∣∣
δm=0
L=1
≈ 1, 9 .
V primeru nekoherence pri δm = 0, 5 pa je razmerje
σδm
σCRB,δm
∣∣∣∣
δm=0,5
L=1
≈ 2, 4 .
S povecˇanjem števila interpolacijskih tocˇk bo negotovost vrednotenja frekvence nara-
šcˇala. V nadaljevanju je na sliki 3.14 prikazan še rezultat šumne analize amplitude
opazovanega signala.
46
3.9. Šumna analiza
0 1 2 3 4 5 6 7 8
1,2
1,4
1,6
1,8
2
2,2
θm
σ
A
σ
C
R
B
,A
L=1
L=2
L=3
L=4
L=5
L=6
L=7
L=8
(a)
0 1 2 3 4 5 6 7 8
1,2
1,4
1,6
1,8
2
2,2
θm
σ
A
σ
C
R
B
,A
L=2
L=3
L=4
L=5
L=6
L=7
L=8
(b)
Slika 3.14: Relativna standardna negotovost vrednotenja amplitude pri uporabi oken
z najvecˇjim upadanjem stranskih grebenov pri (a) 3-tocˇkovni in (b) 5-tocˇkovni
interpolaciji DFT koeficientov
Šumno analizo smo opravili tudi pri oknih z najmanjšimi stranskimi grebeni in vecˇ-
tocˇkovnimi interpolacijskimi algoritmi DFT koeficientov. Negotovost vrednotenja fre-
kvence in amplitude v primerjavi z najnižjima dosegljivima Cramér-Rao mejama (3.78a)
in (3.78b) je prikazana na naslednjih slikah.
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Slika 3.15: Relativna standardna negotovost vrednotenja frekvence pri uporabi oken
z najvecˇjimi stranskimi vrhovi pri (a) 3-tocˇkovni in (b) 5-tocˇkovni interpolaciji DFT
koeficientov
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Slika 3.16: Relativna standardna negotovost vrednotenja amplitude pri uporabi oken
z z najnižjimi stranskimi vrhovi pri (a) 3-tocˇkovni in (b) 5-tocˇkovni interpolaciji DFT
koeficientov
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POGLAVJE 4
Neparametricˇna analiza dveh signalov
4.1 Amplitudni kvocient signalov
V frekvencˇnem spektru signala z vecˇ frekvencˇnimi komponentami so na legah lokalno
najvišjih vrednosti in njihovi okolici amplitudnega dela spektra prisotni tudi iztekajocˇi
spektralni prispevki vseh komponent, prisotnih v signalu. Lokalno najvišji koeficienti
amplitudnega dela spektra so dolocˇeni z zvezo (3.63) oz. (1.9), ki ju tu ponovno zapi-
šimo
|G(im)| = Am2 |W (δm)| ± |∆ (im)| .
Za amplitudo opazovane m-te komponente signala smemo zato pisati
Am = 2
|G(im)| ∓ |∆(im)|
|W(δm)| . (4.1)
Opazujmo sedaj dva signala g1(n∆t) in g2(n∆t) enake frekvence fm v zapisu (1.1). Pro-
ces vzorcˇenja obeh signalov naj poteka socˇasno. Amplituda posameznega signala je
dolocˇena z zvezo (4.1), za razmerje njunih amplitud smemo zapisati
Am,1
Am,2
=
|G1(im)| ∓ |∆1(im)|
|G2(im)| ∓ |∆2(im)| . (4.2)
Spektralna koeficienta okenske funkcije |W(δm)| sta že izlocˇena iz nadaljnje obdelave,
saj je njun delež za oba opazovana signala enak. Za spektralna prispevka
∣∣∆j(im)∣∣ velja∣∣∆j(im)∣∣ ∣∣Gj(im)∣∣ , j = 1, 2, zato zadnjo zvezo zapišemo v obliki
Am,1
Am,2
≈ |G1(im)||G2(im)| . (4.3)
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Vpliv spektralnih deležev
∣∣∆j(im)∣∣ , j = 1, 2 na vrednotenje amplitudnega razmerja Am,1Am,2
med dvema signaloma je mogocˇe zmanjšati z uporabo okenskih funkcij s hitrejšim upa-
danjem stranskih grebenov kot pri uporabi pravokotnega okna, s predstavljenimi vecˇ-
tocˇkovnimi interpolacijskimi algoritmi koeficientov diskretne Fourierove transforma-
cije, nenazadnje pa tudi z zmanjšanjem faznega zamika med opazovanima signaloma.
Vrednotenje amplitude sedaj razširimo na uporabo vecˇ tocˇk amplitudnega dela spek-
tra signala. Najprej v opazovanje vzemimo tri DFT koeficiente. Amplituda signala je
dolocˇena z relacijo (3.20), zapišimo jo ponovno
3 Am ≈ 2 |G (im − 1)|+ 2 |G (im)|+ |G (im + 1)||W (1+ δm)|+ 2 |W (δm)|+ |W (1− δm)| ,
kjer je z uteženimi deleži motilnih spektralnih prispevkov v seštevku njihov vpliv še
zmanjšan in zato izlocˇen iz nadaljnje obdelave. Pri vrednotenju amplitudnega razmerja
med dvema signaloma sedaj zapišemo
3 Am,1
3 Am,2
=
|G1 (im − 1)|+ 2 |G1 (im)|+ |G1 (im + 1)|
|G2 (im − 1)|+ 2 |G2 (im)|+ |G2 (im + 1)| . (4.4)
Pri 5-tocˇkovni interpolaciji DFT koeficientov kvocient amplitud za kosinusne okenske
funkcije reda L ≥ 2 zapišemo
5 Am,1
5 Am,2
=
6 |G1 (im)|+ 4 (|G1 (im + 1)|+ |G1 (im − 1)|) +
||G1 (im + 2)| − |G1 (im − 2)||
6 |G2 (im)|+ 4 (|G2 (im + 1)|+ |G2 (im − 1)|) +
||G2 (im + 2)| − |G2 (im − 2)||
. (4.5)
Pri oknu reda L = 2, katerega glavni greben se razteza do 4-kratnika frekvencˇne locˇlji-
vosti∆ f , se lahko zgodi, da eden izmed stranskih koeficientov |G(im − 2)| ali |G(im + 2)|
leži izven glavnega grebena. Zato je potrebno v zadnjem cˇlenu utežene vsote upošte-
vati absolutno vrednost njune razlike. Povsem enaka razmišljanja veljajo tudi za 7- in
vecˇ-tocˇkovno interpolacijo DFT koeficientov.
4.2 Fazni zamik med signaloma
Frekvencˇni spekter na legi im lokalno najvišje spektralne cˇrte amplitudnega dela spektra
je dolocˇen z zvezo
G(im) =
Am
2
|W(δm)| ej(ϕm+aδm− pi2 )−
− Am
2
|W(2im + δm)| e−j(ϕm+a(2im+δm)+ pi2 ) ± ∆(im) ,
(4.6)
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kjer je
ϕ(im) = ϕm + aδm − pi2 ± ∆ϕ(im) (4.7)
fazni del frekvencˇnega spektra opazovanega signala. Za fazni zamik signala zapišemo
ϕm = ϕ(im)− aδm + pi2 ∓ ∆ϕ(im) . (4.8)
Oddaljeni prispevki spektralnega iztekanja z negativnega dela frekvencˇne osi in preo-
stalih komponent v signalu zaporedoma izmenjujejo predznak na zaporednih DFT ko-
eficientih amplitudnega dela spektra opazovane komponente signala kadar je izbrana
okenska funkcija s sinusnim jedrom, saj velja sin [pi(im + δm)] = − sin [pi(im ± 1+ δm)].
Za signala enake frekvence velja δm,1 = δm,2 = δm, zato smemo za fazno razliko med
njima zapisati
∆ϕm = ϕm,1 − ϕm,2 = ϕ1(im)− ϕ2(im)∓ ∆ϕ1(im)± ∆ϕ2(im) . (4.9)
Prispevki ∆ϕ(∗) zavzemajo majhne vrednosti, zato jih v prvem približku faznega za-
mika med signaloma izlocˇimo in pišemo
∆ϕm = ϕm,1 − ϕm,2 = ϕ1(im)− ϕ2(im) . (4.10)
Vrednotenje fazne razlike med signaloma moremo s podobnim razmišljanjem kot pri
oceni faznega zamika le enega signala izboljšati z upoštevanjem sosednje cˇrte faznega
spektra na legi druge najvecˇje cˇrte amplitudnega dela frekvencˇnega spektra.
Najvecˇja stranska spektralna cˇrta v okolici lokalno najvišjega dela amplitudnega spek-
tra je dolocˇena z
G(im + s) =
Am
2
|W(s− δm)| ej(ϕm+a(δm−s)− pi2 ) ∓ ∆(im + s) . (4.11)
Fazni zamik na tej legi je dolocˇen z
ϕ(im + s) = ϕm + a(δm − s)− pi2 ∓ ∆ϕ(im + s) , (4.12)
sledi
ϕm = ϕ(im + s)− a(δm − s) + pi2 ± ∆ϕ(im + s) . (4.13)
Z upoštevanjem zvez (3.53) in (4.9), za fazni zamik med dvema signaloma za kosinusna
okna z najhitrejšim upadanjem stranskih grebenov zapišemo
∆ϕm =
(L + 1− sδm) [ϕ1 (im)− ϕ2 (im)]
2L + 1
+
(L + sδm) [ϕ1 (im + s)− ϕ2 (im + s)]
2L + 1
.
(4.14)
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4.3 Sistematicˇni pogreški
Opazujmo analogna, pasovno omejena signala g1(t) in g2(t) z enako frekvenco, katerih
proces vzorcˇenja poteka socˇasno. Zapišimo signala
g1(t) = A1 sin (2pi f1t + ϕ1) (4.15a)
g2(t) = A2 sin (2pi f2t + ϕ2) . (4.15b)
Naj bosta amplitudi in frekvenci obeh signalov enaki, torej A1 = A2 = 1 V in f1 = f2 =
1 Hz, fazni zamik prvega signala naj bo konstanten (ϕ1 = 0°), drugemu signalu naj se
fazni premik spreminja v obmocˇju−90° ≤ ϕ2 ≤ 90° s korakom ∆ϕ2 = 10°. V cˇasovnem
oknu opazovanja naj bo N = 1024 vzorcˇnih tocˇk.
Predstavimo najprej pogreške pri dolocˇanju amplitudnega kvocienta z vecˇ-
tocˇkovnimi interpolacijskimi algoritmi pri uporabi oken z najhitrejšim upadanjem stran-
skih vrhov in oken z najmanjšim slabljenjem stranskih vrhov. Amplitudne pogreške
predstavimo v relativni obliki kot
∣∣∣e ( A1A2)∣∣∣ =
∣∣∣∣ A1A2− Â1A2
∣∣∣∣
Â1
A2
, kjer je A1A2 ocenjena,
Â1
A2
pa prava
vrednost amplitudnega razmerja med signaloma. Pri izbrani vrednosti θm išcˇemo naj-
vecˇjo vrednost pogreška
∣∣∣e ( A1A2)∣∣∣max, ko se fazni zamik med signaloma ∆ϕ = ϕ1 − ϕ2
spreminja v obmocˇju −90° ≤ ∆ϕ ≤ 90°.
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Slika 4.1: Najvecˇji pogreški pri vrednotenju amplitudnega razmerja pri uporabi oken
z najhitreje upadajocˇimi stranskimi grebeni pri (a) 3- in (b) 5-tocˇkovni interpolaciji
DFT koeficientov
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Slika 4.2: Najvecˇji pogreški pri vrednotenju amplitudnega razmerja pri uporabi oken
z najnižjimi stranskimi grebeni pri (a) 3- in (b) 5-tocˇkovni interpolaciji DFT
koeficientov
Sistematicˇni pogrešek tudi amplitudnega kvocienta upada z vecˇanjem relativne fre-
kvence θm. Upadanje pogreška pri izbranem redu okna je hitrejše pri uporabi MSL
okenskih funkcij. Pri vrednosti relativne frekvence θm ≥ 3, v primeru vecˇfrekvencˇnega
signala, ko so njegove frekvencˇne komponente narazen ∆θm ≥ 6 pade pogrešek pod
nivo 10−7. Ker imajo okenske funkcije MSL najožji glavni greben pri izbrani potlacˇitvi
stranskih grebenov, je krivulja minimalnega pogreška pri 1-tocˇkovni interpolaciji zelo
blizu minimalnemu pogrešku neparametricˇnega vrednotenja amplitudnega razmerja.
V nadaljevanju predstavimo tudi pogreške vrednotenja faznega zamika med signaloma
g1(t) in g2(t) v zapisu (4.15). Fazni pogrešek temelji na zapisu |E(∆ϕ)| = |E (ϕ1 − ϕ2) | =
∆ϕ− ∆̂ϕ, kjer je ∆ϕ ocenjena vrednost, ∆̂ϕ pa prava vrednost faznega zamika med si-
gnaloma. Za prikaz vrednotenja faznega zamika uporabimo najvecˇjo absolutno napako
|E (ϕ1 − ϕ2) |max pri izbrani vrednosti θm in spreminjanju faznega zamika prvega oz.
drugega signala. V nadaljevanju so na slikah 4.3 in 4.4 zbrani najvecˇji pogreški ocene
faznega zamika med signaloma pri uporabi vecˇ-tocˇkovnih interpolacij DFT koeficien-
tov in razlicˇnih okenskih funkcij.
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Slika 4.3: Pogrešek pri vrednotenju faznega zamika pri (a) 1- in (b) 2-tocˇkovni
interpolaciji DFT koeficientov pri oknih z najvecˇjim upadanjem stranskih grebenov
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Slika 4.4: Pogrešek pri vrednotenju faznega zamika pri (a) 1- in (b) 2-tocˇkovni
interpolaciji DFT koeficientov pri oknih z najnižjimi stranskimi vrhovi
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Slika 4.5: Fazni pogrešek med signaloma pri 1- in in 2-tocˇkovni interpolaciji DFT
koeficientov z MSD in MSL okni
Pogrešek pri vrednotenju faznega razlike med signaloma se z narašcˇanjem relativne
frekvence θm in reda okna L zmanjšuje. Okna z najnižjimi stranskimi grebeni v primer-
javi z okni najhitreje upadajocˇih stranskih vrhov dosegajo pri višjih redih oken nižje
vrednosti pogreška. V bližnji okolici θm = 2 pri uporabi oken z najhitreje padajocˇimi
stranskimi grebeni pri redu L = 2 dosežemo pogrešek 10−2◦, pri oknu najmanjših stran-
skih grebenov reda L = 3 pa dosežemo pogrešek 10−3◦.
Za spektralne prispevke ∆ϕ(im + s) v zapisu kvocienta
∆ϕ(im)
∆ϕ(im+s)
≈ |W(1−δm)||W(δm)| pri 2-
tocˇkovni interpolaciji okenskih funkcij MSL smemo uporabiti rezultat iz analiticˇno ob-
vladljivih oken MSD. Pogrešek je z uporabo 2-tocˇkovne interpolacije v dolocˇenih ob-
mocˇjih le malo manjši od pogreška, doseženega z 1-tocˇkovno interpolacijo. Pa vendar
vrednotenje faznega zamika med signaloma z 2-tocˇkovno interpolacijo DFT koeficien-
tov v povprecˇju zmanjšuje vpliv odtekajocˇih spektralnih repov. To lastnost s pridom
uporabimo pri vecˇ-frekvencˇnem signalu, saj preostale frekvencˇne komponente vpli-
vajo na opazovano komponento z obeh delov frekvencˇne osi. 2-tocˇkovna interpolacija
zahteva najprej dolocˇitev frekvence. Z uporabo okenskih funkcij MSL dosežemo že
pri 1-tocˇkovnem vrednotenju nižje vrednosti pogreškov kot pri okenskih funkcijah z
najvecˇjim upadanjem stranskih vrhov.
Najvišja amplitudna spektralna cˇrta spremeni svojo lego im v neposredni okolici mejne
vrednosti odmika δm = 0, 5, zato se spremeni tudi vrednost faznega dela spektra
arg |G(im)| = ϕ(im). Red okna, pri katerem je dosežena krivulja najmanjšega pogre-
ška, je zato primerneje predstaviti na intervalih θm < 1, 5; 1, 5 ≤ θm < 2, 5; 2, 5 ≤ θm <
3, 5 . . . , kar je prikazano v tabeli 4.1.
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Tabela 4.1: Red L okna pri najmanjših pogreških fazne razlike za signal z eno in dvema
harmonskima komponentama
f1 f1 + 2 f1
MSD MSL MSD MSL
θm < 1.5 L=1 L=1 L=1 L=1
1.5 ≤ θm < 2.5 L=2 L=3 L=2 L=3
2.5 ≤ θm < 3.5 L=4 L=5 L=3 L=3
3.5 ≤ θm < 4.5 L=5 L=7 L=3 L=3
4.5 ≤ θm < 5.5 L=7 L=8 L=3 L=4
5.5 ≤ θm < 6.5 L=8 L=8 L=4 L=5
V tabeli so predstavljeni redi okenskih funkcij pri katerih so dosežene najmanjše krivu-
lje pogreškov fazne razlike za signala z eno in dvema frekvencˇnima komponentama.
Prisotnost druge harmonske komponente 2 f1 v signalu je najbolj nezaželena, saj je
najbližje opazovani frekvencˇni komponenti f1. Oddaljenost druge harmonske kom-
ponente do opazovane je na pozitivnem delu frekvencˇne osi θ2 − θ1, z negativnega
dela frekvencˇne osi pa je najbližja oddaljenost osnovne komponente, torej 2θ1. Pogre-
ški fazne razlike bodo v signalu z dvema komponentama najmanjši pri redih okenskih
funkcijah ravno pri polovicˇnih vrednostih θ.
4.4 Šumna analiza
Pri študiju šumne analize se omejimo na kvantizacijski šum, ki je v procesu vzorcˇenja
vedno prisoten. Predstavimo ga s pravokotno porazdelitvijo, srednje vrednosti 0 in
standardnega odklona σt = Asum√3 , ki ga dodamo signalu v cˇasovnem prostoru. Razmerje
med signalom in šumom je v cˇasovnem prostoru podano z
SNRk =
A2
2σ2k
. (4.16)
Najnižja dosegljiva meja pri vrednotenju faznega zamika med signaloma [25] [28]
σCRB,∆ϕ =
180◦
pi
√
SNR1 + SNR2
NSNR1SNR2
. (4.17)
Pri vrednotenju amplitudnega kvocienta dveh signalov je najnižja dosegljiva meja do-
locˇena z [25] [28]
σ
CRB, A1A2
=
A1
A2
√
SNR1 + SNR2
NSNR1SNR2
, (4.18)
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kjer sta A1 in A2 amplitudi signalov, razmerji SNR1 in SNR2 pa sta dolocˇeni s šumno
amplitudo in njeno negotovostjo.
Za vrednotenje standardne negotovosti opazujmo že znana dva signala iz (4.15). Do-
dajmo jima še enaki šumni amplitudi A1,sum = A2,sum = 1 mV. Razmerje med signalom
in šumom je torej SNR = 1,5× 106. Šumna analiza v izbranem oknu opazovanja je bila
opravljena s 100 ponovitvami.
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Slika 4.6: Relativna standardna negotovost vrednotenja amplitudnega razmerja pri
uporabi oken z najvecˇjim upadanjem stranskih vrhov pri (a) 3-tocˇkovni in (b)
5-tocˇkovni interpolaciji DFT koeficientov
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Slika 4.7: Relativna standardna negotovost vrednotenja amplitudnega razmerja pri
uporabi oken z najvecˇjimi stranskimi vrhovi pri (a) 3-tocˇkovni in (b) 5-tocˇkovni
interpolaciji DFT koeficientov
Šumna analiza amplitudnega razmerja pri uporabi oken z najhitreje upadajocˇimi stran-
skimi grebeni pokaže, da 3-tocˇkovna interpolacija za doseganje enake standardne ne-
gotovosti kot pri uporabi le enega koeficienta DFT potrebuje nižji red okna. Zapišemo
lahko
σ1DFT|L=4 = σ3DFT|L=3 = σ5DFT|L=2 (4.19a)
σ1DFT|L=5 = σ3DFT|L=4 = σ5DFT|L=3 . (4.19b)
Sistematicˇni pogrešek pri izbrani relativni frekvenci θm je z vecˇanjem reda okna manjši,
vendar je šumni nivo v obeh primerih enak. Za zgled vzemimo razmere v okolici θm =
2, kjer je pogrešek razmerja amplitud signalov |e
(
A1
A2
)
|max pri uporabi le najvecˇjega
DFT koeficienta z oknom reda L = 2 enak kot pri uporabi 3-tocˇkovne interpolacije DFT
koeficientov in okna z redom L = 1, a šumne razmere v obeh primerih ostanejo enake
σ(A1/A2)
σCRB(A1/A2)
≈ 1.4. Najugodnejše razmere šumne analize so dosežene pri pravokotnem
oknu z uporabo le lokalno najvišjega amplitudnega DFT koeficienta, kjer je v koherenci
δm = 0 dosežena najnižja dosegljiva Cramér-Rao meja.
Z uporabo okenskih funkcij minimalnih stranskih grebenov je dosežena zelo nizka vre-
dnost sistematicˇnega pogreška. Zaradi njihove relativno nizke vrednosti ekvivalentne
šumne pasovne širine (ENBW) je v primerjavi z okenskimi funkcijami najhitreje upada-
jocˇih stranskih grebenov ugodnejši tudi rezultat šumne analize. Obmocˇje negotovosti
amplitudnega kvocienta je pri uporabi prvih oken ožje. Še vecˇ, pri višjih redih oken se
razmerje proti najnižji dosegljivi meji standardne negotovosti izven koherence le malo
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razlikuje od razmerja pri popolni koherenci in je približno 1,8-krat nad najnižjo dose-
gljivo mejo.
Sistematicˇni pogrešek amplitudnega razmerja je odvisen od faznih razmer med signa-
loma, pri linearno spremenljivi fazi je sinusne oblike. Gostota porazdelitvene funkcije
ima U-porazdelitev. Za standardno negotovost tipa B zapišemo
uB
(
A1
A2
)
=
1√
(2)
Emax
(
A1
A2
)
, (4.20)
kjer je Emax
(
A1
A2
)
=
[
emax( A1A2 )
]
( A1A2 ).
Standardna negotovost tipa A je že poznana relacija
uA
(
A1
A2
)
= σ
(
A1
A2
)
. (4.21)
Kombinirano standardno negotovost amplitudnega razmerja in fazne razlike med si-
gnaloma zapišemo kot
uc
(
A1
A2
)
=
√
u2A + u
2
B =
√
1
2
E2max
(
A1
A2
)
+ σ2
(
A1
A2
)
(4.22a)
uc (ϕ1 − ϕ2) =
√
1
2
E2max (ϕ1 − ϕ2) + σ2 (ϕ1 − ϕ2) . (4.22b)
Kombinirana standardna negotovost amplitudnega razmerja pri uporabi MSL oken do-
seže obmocˇje najnižje dosegljive meje pri nižjih vrednostih relativne frekvence, kot je to
v primeru uporabe MSD oken.
V nadaljevanju predstavimo tudi šumno analizo faznega zamika med opazovanima
signaloma enake frekvence.
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Slika 4.8: Šumna analiza faznega zamika pri 1-tocˇkovni interpolaciji DFT koeficientov
pri (a) oknih z najvecˇjim upadanjem stranskih grebenov in (b) oknih z najnižjimi
stranskimi grebeni
Najnižja dosegljiva meja pri vrednotenju faznega pogreška je dosežena pri koheren-
tnem vzorcˇenju (δm = 0) in uporabi le enega DFT koeficienta na legi lokalno najvišje
spektralne cˇrte amplitudnega spektra s pravokotnim oknom (L = 0). Z vecˇanjem reda
L okenske funkcije narašcˇa tudi standardna negotovost. Nižja vrednost ekvivalentne
šumne pasovne širine okenskih funkcij z najnižjimi stranskimi grebeni se kaže poleg
nižjega pogreška tudi v nižji standardni negotovosti. Pri kosinusni okenski funkciji
izbranega reda L bo okno z najnižjimi stranskimi grebeni dosegalo nižjo vrednost stan-
dardne negotovosti v primerjavi z oknom najhitreje upadajocˇih stranskih grebenov. V
primerjavi z najnižjo dosegljivo mejo negotovosti je razviden tudi manjši razpon stan-
dardne negotovosti z vecˇanjem reda okna z najmanjšimi stranskimi grebeni, zapišemo
σMSD(L = 8)
σMSD(L = 1)
≈ 1, 9
1, 2
∣∣∣∣
δm≈0
≈ 1, 58
σMSL(L = 8)
σMSL(L = 1)
≈ 1, 7
1, 18
∣∣∣∣
δm≈0
≈ 1, 44 .
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4.5 Zahtevnost obdelave algoritmov
V enakih cˇasovnih vzorcˇnih trenutkih opazujmo analogna signala
g1(t) = A1 sin (2pi f1t + ϕ1) (4.23a)
g2(t) = A2 sin (2pi f2t + ϕ2) . (4.23b)
Amplituda in frekvenca obeh signalov naj bo enaka, f1 = f2 = 1 Hz in A1 = A2 = 1 V,
med njima naj ne bo faznega zamika, ∆ϕ = 0. V izbranem cˇasovnem oknu opazovanja
TM(θ = f1TM = 5) naj se spreminja število vzorcˇnih tocˇk N = 2n, n = 8, 9, . . . , 15, 16. V
nadaljevanju predstavljamo cˇasovno zahtevnost dolocˇanja amplitudnega razmerja med
signaloma
A =
A1
A2
, (4.24)
ki smo ga ovrednotili z algoritmi:
• diskretne Fourierove transformacije,
• 6-parametricˇnega prileganja k sinusnima signaloma in
• 7-parametricˇnega prileganja [31].
Pri vrednotenju amplitudnega razmerja iz koeficientov amplitudnega dela frekvencˇ-
nega spektra je najprej potrebno oba cˇasovno diskretna signala preko hitre Fourierove
transformacije predstaviti v frekvencˇnem prostoru. Izbrana je okenska funkcija z naj-
vecˇjim upadanjem stranskih grebenov 1. reda - Hannovo okno. Sledi preprost in hiter
algoritem iskanja lege lokalno najvišje amplitudne spektralne cˇrte prvega signala. Ta
ustreza tudi legi najvecˇje spektralne cˇrte drugega opazovanega signala. V nadaljevanju
za oba signala ustvarimo matriki s tremi lokalno najvišjimi amplitudnimi spektralnimi
cˇrtami. Sledi še izracˇun razmerja z uteženima vsotama koeficientov iz prej dobljenih
matrik.
Vrednotenje amplitudnega razmerja s 6-parametricˇnim algoritmom prileganja obeh si-
nusnih signalov temelji na socˇasni obdelavi vzorcˇnih tocˇk za vrednotenje njunih ampli-
tud. Najprej dolocˇimo spekter prvega signala pri uporabi Hannovega okna. V nasle-
dnjem koraku ocenimo frekvenco z uporabo 3-tocˇkovne interpolacije DFT koeficientov.
Sledi postopek reševanja linearnega sistema enacˇb, katerega rešitve so enosmerni ter
kosinusni in sinusni amplitudi obeh signalov. V zadnjem koraku sledi izracˇun razmerja
amplitud.
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Vrednotenje amplitudnega razmerja signalov pri uporabi 7-parametricˇnega prileganje
temelji na iteracijskem postopku ocene amplitud. Najprej znova dolocˇimo spekter pr-
vega signala pri uporabi Hannovega okna. Sledi ocena zacˇetne vrednosti frekvence s
3-tocˇkovnim interpolacijskim algoritmom DFT koeficientov. V nadaljevanju sledi itera-
cijski postopek reševanja nelinearnega sistema enacˇb s 4 ponovitvami za koncˇno oceno
frekvence ter (ko)sinusnih in enosmernih amplitud. V zadnjem koraku sledi izracˇun
razmerja amplitud.
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Slika 4.9: Cˇasovna zahtevnost vrednotenja amplitudnega razmerja, FFT:
neparametricˇno vrednotenje, 6LMS: parametricˇno vrednotenje in 7LMS: iteracijsko
parametricˇno vrednotenje
Cˇasovno zahtevnost obdelave smo izvedli na osebnem racˇunalniku Lenovo Ideapad
Y580 s procesorjem Intel Core i7-3630QM @ 2,40 GHz, pomnilnikom 8,00 GB in 64-
bitnim operacijskim sistemom Windows 8.1 v programskem paketu Mathworks MA-
TLAB, razlicˇice R2013a. Ocena cˇasovne zahtevnosti pri izbranem številu vzorcˇnih tocˇk
je temeljila na povprecˇju 1× 103 ponovitev.
Iz slike 4.9 je razvidno, da je cˇasovna zahtevnost neparametricˇnega vrednotenja am-
plitudnega razmerja najmanjša. Sledita ji metodi 6- in 7-parametricˇnega prileganja.
slednja je zaradi ponavljajocˇega izvajanja operacij nad matrikami cˇasovno najbolj zah-
tevna. Cˇeprav se oba parametricˇna algoritma izvajata v cˇasovnem prostoru, ki je racˇun-
sko zahtevno, je za oceno frekvence potrebno najprej preiti v frekvencˇni prostor.
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Eksperimentalni primer
Problematiko neparametricˇnega vrednotenja parametrov periodicˇnih signalov bomo
predstavili na merjenju parametrov nizkonapetostne elektricˇne inštalacije, ki jo je po-
trebno ustrezno nacˇrtovati, izvesti in vzdrževati. S preskusi in merjenji v dolocˇenih
cˇasovnih obdobjih se preverja njena skladnost z elektrotehniškimi varnostnimi zahte-
vami. Pri merjenju parametrov nizkonapetostne inštalacije se najpogosteje srecˇujemo
s signalom omrežne napetosti, prisotnost in obvladovanja motilnih signalov pa je naj-
bolj opazno pri merjenju ozemljitvenih upornosti [46] ter upornosti kratkosticˇnih in
okvarnih zank, ki dolocˇajo predvideni okvarni tok in upornost okvarne zanke pa tudi
vrednost napetosti dotika.
5.1 Pojem in pomen okvarne zanke
O okvarni zanki na nizkonapetostni elektricˇni inštalaciji govorimo ob okvari z majhno
oz. s kratkosticˇno impedanco med faznim in zašcˇitnim vodnikom. Impedanca okvarne
zanke je v TN1 ozemljitvenem sistemu dolocˇena z impedanco sekundarnega navitja
napajalnega transformatorja Ztr, upornostjo faznega vodnika RL do mesta okvare ter
upornostjo zašcˇitnega RPE in zašcˇitno - nevtralnega vodnika RPEN od mesta okvare do
izvora. V TT2 ozemljitvenem sistemu je potrebno upoštevati še ozemljitveno upornost
1 V ozemljitvenem sistemu TN je izvor neposredno povezan s potencialom zemlje. Porabnik ni lokalno
ozemljen, zato je zašcˇitni vodnik porabnika ali povezan z nevtralnim vodnikom na zacˇetku elektricˇne
inštalacije (TN-C-S) ali sta zašcˇitni in nevtralni vodnik združena v PEN vodnik (TN-C) ali pa sta nevtralni
in zašcˇitni vodnik, ki sta združena le pri izvoru, do porabnika izvedena locˇeno (TN-S).
2 V ozemljitvenem sistem TT je izvor neposredno povezan s potencialom zemlje, zašcˇitni vodnik po-
rabnika je neodvisno od ozemljitve izvora lokalno ozemljen.
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od mesta okvare do ozemljitvene tocˇke RA ter ozemljitveno upornost R0 na strani na-
pajalnega transformatorja in razdelilne tocˇke.
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Ztr RL
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RPE
PE
RN
N
R0
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Slika 5.1: Okvarna zanka v (a) TN in (b) TT ozemljitvenem sistemu
Impedanca okvarne zanke je dolocˇena z ohmskim in induktivnim delom. Glavni pri-
spevek reaktancˇne komponente predstavlja induktivnost sekundarnega navitja
transformatorja. Njen prispevek pri faznem zamiku impedance okvarne zanke pod
18° ni potrebno upoštevati [24]. Impedanco (upornost) okvarne zanke je mogocˇe izra-
cˇunati, vendar jo pri izvedeni elektricˇni inštalaciji vedno merimo. V TN ozemljitvenih
sistemih njena vrednost obicˇajno ne preseže nekaj Ω.
Impedanca okvarne zanke dolocˇa velikost najvecˇjega predvidenega kratkosticˇnega toka
in okvarne napetosti. Za zašcˇito ob okvari so v nizkonapetostni elektricˇni inštalaciji
vgrajeni nadtokovni elementi (taljive varovalke, avtomatski odklopniki) ali zašcˇitna
stikala na diferencˇni tok. Pri uporabi zašcˇitnih nadtokovnih elementov mora biti vre-
dnost impedance okvarne zanke dovolj nizka, saj mora biti okvarni tok vecˇji ali kve-
cˇjemu enak prožilnemu toku vgrajenega elementa. Njegova karakteristika mora biti
izbrana tako, da ob okvari samodejno prekine okvarjeni tokokrog v predpisanem cˇasu.
V TT ozemljitvenih sistemih so v normalnih razmerah le s težavo dosegljive zelo nizke
ozemljitvene upornosti, zato je pogostejša uporaba zašcˇitnih stikal na diferencˇni tok.
Odklopni pogoj - predvideni okvarni tok mora biti pri uporabi stikala na diferencˇni tok
najmanj enak vrednosti nazivnega diferencˇnega toka I∆n.
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5.2 Meritev impedance okvarne zanke
Klasicˇna meritev impedance okvarne zanke temelji na padcu napetosti, ki se ustvari pri
obremenitvi sistema z znano impedanco [12]. Ekvivalentno vezje opazovanega sistema
je sestavljeno iz nizkonapetostnega izvora napetosti U0, modela impedance okvarne
zanke Z = R+ jX in znane bremenske impedance ZB = RB + jXB.
U0
R
i0 X
L
RB
XB
PE
U
I0
U I0XB
I0RB
U0 − U
I0R
I0X
U0
ϕ0
ϕ
Slika 5.2: Klasicˇna meritev impedance okvarne zanke (nadomestno vezje
in kazalcˇni diagram)
Meritev poteka v dveh korakih. V prvem se izmeri odprto-zancˇno napetost sistema, ki
je enaka omrežni napetosti U0. V naslednjem koraku se v sistem vkljucˇi obremenitev z
znano impedanco. Padec napetosti na impedanci okvarne zanke je dolocˇen z vektorsko
razliko med napetostjo omrežnega vira in napetostnega padca na bremenski impedanci
Z = ZB
U0 −U
U
= ZB
(
U0
U
− 1
)
. (5.1)
Za vklop znane bremenske impedance v merjeni sistem se uporabljajo polprevodniška
stikala. Pogosto pa je za ustrezen tok v cˇasu merjenja obremenjenega sistema upora-
bljen tudi tokovni regulator v usmerniškem mosticˇku. Sinhronizacija z omrežno nape-
tostjo zagotavlja ustrezen vklop in izklop bremenske upornosti ter vzorcˇenje napetosti
in toka.
5.2.1 Pogreški pri merjenju impedance okvarne zanke
Merilni pogreški klasicˇne metode merjenja impedance okvarne zanke so posledica raz-
licˇnih dejavnikov. Na nekatere nimamo neposrednega vpliva (npr. spreminjanje oblike
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in vrednosti omrežne napetosti), prispevke drugih pa s primerno izvedbo merilnika
lahko ucˇinkovito zmanjšamo (npr. zmanjšanje vpliva faznih razmer) . Merilna nego-
tovost merjenja impedance zanke v delovnih pogojih ne sme presecˇi standardizirane
vrednosti 30% [24]. Tako blaga zahteva združuje prispevke pogreškov, ki so posledica:
• vpliva, ko v cˇasu meritve v sistemu ni prisotnih porabnikov,
• vpliva položaja merilnika,
• vpliva napajalne napetosti inštrumenta,
• vpliva temperature,
• spreminjanja nominalne napetosti v obmocˇju ±10%,
• spreminjanja nominalne frekvence sistema ±1%,
• prisotnost 3., 5. in 7. harmonske komponente,
• faznega zamika merjene in bremenske impedance in
• prisotnosti enosmernega padca napetosti zaradi enosmernih odtekajocˇih tokov.
Eden najbolj ocˇitnih prispevkov merilnega pogreška je spreminjanje oblike in vrednosti
signala omrežne napetosti. Njen vpliv poskušamo zmanjšati z zmanjšanjem cˇasa med
vrednotenjem obeh napetosti.
V nadaljevanju so predstavljeni pomembnejši dejavniki pogreškov pri vrednotenju im-
pedance okvarne zanke.
5.2.2 Omrežna napetost
Omrežna napetost je v normalnem obratovanju elektricˇne inštalacije vedno prisotna.
Njena prisotnost je nujno potrebna tudi za izvedbo dolocˇenih preizkusov in meritev,
pri ostalih pa lahko predstavlja ali povzrocˇa motilni signal. Zaradi cˇasovno spremenlji-
vih dogajanj na elektricˇnem sistemu, omrežna napetost ni nikoli povsem cˇiste sinusne
oblike. Poleg osnovne komponente je v signalu napetosti opaziti spreminjanje njene
amplitude, prisotnost harmonskih komponent in drugih pojavov, ki vplivajo na njeno
obliko. Signal omrežne napetosti predstavimo z zapisom
u(t) =U1 [1+ ν(t)] sin(2pi f1t + ϕ1)
+∑
h
Uh sin (2pih f1t + ϕh) +∑
s
(
Use−βst
)
sin(2pi fst + ϕs) ,
(5.2)
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kjer parametri U1, f1 in ϕ1 pripadajo osnovni komponenti, s prispevkom v(t) ozna-
cˇimo njeno amplitudno moduliranje, kjer pri sinusni amplitudni modulaciji velja ν(t) =
Uν sin(2pi fνt + ϕν) . Parametre višjih harmonskih komponent v signalu oznacˇimo z
indeksom h, medharmonske komponente in upadanje napetosti pa predstavlja zapis
parametrov z indeksom s.
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Slika 5.3: Normirani spekter omrežne napetosti ( fvz = 125 kS/s, TM = 1 s,
Hannovo okno)
Nihanja omrežne napetosti so posledica nesimetricˇnih bremenskih tokov oz. obstoja
nesimetricˇnosti v sistemu. Vecˇina nesimetricˇnih bremen je v sistem prikljucˇenih na
nizko napetostni strani elektro-distribucijskega omrežja. Spreminjanje omrežne nape-
tosti povzrocˇajo tudi spreminjajocˇi bremenski tokovi. Prisotnost (med)harmonicˇnih in
neperiodicˇnih komponent v signalu povzrocˇa popacˇenje njegove oblike.
Do nihanj frekvence omrežne napetosti prihaja zaradi nesimetricˇnosti med proizve-
deno in porabljeno mocˇjo. Argument sinusnega signala je dolocˇen z zvezo 2pi f t + ϕ. S
cˇasovnim spreminjanjem faznega zamika se spreminja tudi frekvenca, ki je v izbranem
trenutku dolocˇena s cˇasovnim gradientom faznega zamika signala, torej
d
dt
[2pi f t + ϕ(t)] = 2pi f +
d
dt
ϕ(t) . (5.3)
V opazovanem cˇasovnem oknu je nemalokrat zanimiva poleg osnovne harmonske kom-
ponente še prisotnost višjih harmonikov, medtem ko smemo preostale prispevke v mo-
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Slika 5.4: Normirani spekter napetosti referencˇnega vira pri nominalni in
sinhronizirani frekvenci z omrežjem ( fvz = 125 kS/s, TM = 1 s, Hannovo
okno)
delu napetosti zanemariti. Omrežno napetost tedaj zapišemo kot
u(t) = U1 sin (2pi f1t + ϕ1) + ∑
h≥2
Uh sin (2pi fht + ϕh) . (5.4)
Pri zajemu omrežne napetosti zaradi nihanja frekvence osnovne komponente ne mo-
remo zagotoviti popolne sinhronizacije vzorcˇnega sistema konstantne frekvence
vzorcˇenja z opazovano napetostjo. V frekvencˇnem spektru se zato pojavi spektralno
iztekanje, ki popacˇi dejansko frekvencˇno sliko opazovanega signala. Pred nadaljnjo
analizo signala zato vzorcˇne tocˇke ustrezno utežimo z izbrano okensko funkcijo, ki
ucˇinkovito zmanjša iztekanje vzdolž celotne frekvencˇne osi.
5.2.3 Spreminjanje omrežne napetosti
Na elektricˇno omrežje so prikljucˇeni razlicˇni porabniki, ki s svojim delovanjem vplivajo
na velikost in obliko omrežne napetosti. Spreminjanje napetosti je eden kljucˇnih vzro-
kov napake pri merjenju impedance okvarne zanke. Njen vpliv vsaj deloma zmanjšamo
s skrajšanjem cˇasa med merjenjem napetosti neobremenjenega sistema in napetostjo pri
obremenitvi z znano impedanco in s povecˇanjem merilnega toka, ko je v sistem vklju-
cˇena obremenitev znane impedance.
Spreminjanje amplitude napetosti si najprej poglejmo na referencˇnem viru, nato pa še
na merilnem mestu realne omrežne napetosti. Za referencˇni vir izmenicˇne napetosti
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smo uporabili vecˇ-funkcijski kompaktni napajalnik serije PCR proizvajalca KIKUSUI,
ki ima možnost uporabe sinhronizacije frekvence izhodne napetosti vira z omrežno
frekvenco. Nominalno izhodno vrednost napetosti smo nastavili na 230 V.
V celotnem cˇasovnem oknu opazovanja TM = 2 s je vecˇ period signala nominalne omre-
žne frekvence, vzorcˇenega z vzorcˇno frekvenco 125 kS/s. Vrednotenje spreminjanja am-
plitude v frekvencˇnem prostoru predstavimo z dvema primeroma. V prvem opazujmo
razmerje amplitud dveh zaporednih oken z Np vzorcˇnimi tocˇkami, torej
A(iNp+1):(i+1)Np
A((i−1)Np+1):(i)Np
,
v drugem pa razmere preostalih oken glede na prvo okno, za amplitudno razmerje
zapišemo torej
A(iNp+1):(i+1)Np
A(1:Np)
. Dolžina opazovanega okna z Np vzorcˇnimi tocˇkami je do-
locˇena z dvema nihajema osnovne komponente napetosti, za razmerje amplitud med
okni pa je uporabljeno Hannovo okno in vrednost amplitudnega dela spektra na legi
nominalne frekvence. Razmerje amplitud med dvema oknoma je predstavljeno v rela-
tivni obliki.
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Slika 5.5: Spreminjanje amplitude napetosti pri (a) dveh sosednjih oknih in
(b) oknih glede na prvo okno
Spreminjanje amplitude referencˇnega vira je v razredu 10−5, realne omrežne napetosti
pa razreda 10−3. Ko je frekvenca referencˇnega vira sinhronizirana z omrežno, je spre-
minjanje amplitude za faktor 10 vecˇje kot samega referencˇnega vira, 10−4.
Ponazorimo vpliv spreminjanja napetosti na dolocˇanje upornosti okvarne zanke. Naj
bo nominalna napetost 230 V, spreminjanje amplitude naj ne bo vecˇje od 10−3(0, 1%),
kar pomeni 230 mV. Pri upornosti zanke 1Ω bi testni tok vrednosti 230 mA ustvaril
enak padec napetosti, ki bi ga pri nominalni frekvenci lahko pripisali tudi zgolj sami
napetosti.
69
5. EKSPERIMENTALNI PRIMER
Vpliv spreminjanja amplitude omrežne napetosti torej nikakor ni zanemarljiv, zato ga
pri meritvi impedance okvarne zanke vsaj deloma zmanjšamo z uporabo dovolj veli-
kega merilnega toka. Ta bo na iskani impedanci povzrocˇil zadosten padec napetosti,
razlocˇljiv od spreminjanja same napetosti.
Harmonsko popacˇenje omrežne napetosti je manj izraženo v njeni efektivni kot pa v
njeni maksimalni vrednosti. Pogrešek pri merjenju impedance z efektivno vrednostjo
napetosti zapišemo v obliki
δZ =
ZM − Z
Z
=
ZB
Z
(
U0,RMS
URMS
− 1
)
− 1 . (5.5)
Poglejmo si vpliv spreminjanja napetosti pri merjenju upornosti okvarne zanke. Naj
bo vrednost okvarne zanke 0,5Ω, bremenska upornost pa 30Ω, ki v sistemu povzrocˇi
merilni tok približno 7 A pri napetosti 230 V. Vrednotenje upornosti okvarne zanke naj
temelji na opazovanju dveh zaporednih cˇasovnih oknih s po dvema nihajema osnovne
napetosti. Prvo okno predstavlja napetost odprtih sponk, drugo pa napetost v cˇasu
obremenitve z znano upornostjo. Pri že predstavljenem spreminjanju napetosti je dolo-
cˇena upornost okvarne zanke videti takole
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Slika 5.6: Pogrešek vrednotenja upornosti okvarne zanke pri uporabi
referencˇnega vira in realne napajalne napetosti
5.2.4 Fazni zamik bremenske impedance
Kadar je fazni zamik med fazama impedance okvarne zanke in bremenske impedance
dovolj majhen, ϕ− ϕ0 → 0, smemo zvezo (5.1) zapisati preprosteje v obliki
Z = ZB
(
U0
U
− 1
)
. (5.6)
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Vektorska razlika med napetostjo U0 in U je vedno vecˇja od njune aritmeticˇne razlike,
zato je pogrešek fazne razlike ϕ − ϕ0 med merjeno in znano bremensko impedanco
vedno negativen, dolocˇen je z zvezo [20]
δZϕ =
ZM − Z
Z
=
ZB
Z
√1+ ( Z
ZB
2
) + 2
Z
ZB
cos(ϕ− ϕ0)− 1
− 1 , (5.7)
kjer je ZM izmerjena in Z prava vrednost impedance. Vpliv faznega zamika med mer-
jeno in bremensko impedanco bo nicˇen, ko bosta njuna fazna zamika enaka, ϕ− ϕ0 = 0.
Pri vklopu bremenske impedance je potrebno upoštevati tudi prehodni pojav, do kate-
rega pride zaradi prisotne induktivnosti v sistemu.
5.3 Nadgrajene izpeljanke klasicˇne meritve okvarne zanke
Klasicˇna meritev upornosti okvarne zanke se izvaja z vstavitvijo znane bremenske
upornosti med fazni in zašcˇitni vodnik, govorimo o 2-žicˇni metodi merjenja. Ko so
v opazovanje vzete tudi razmere na nevtralnem vodniku proti ostalima dvema, preide
merilna metoda na 3-žicˇno. Pri tem ne gre zanemariti tudi dejstva, da je napetost med
faznim in zašcˇitnim vodnikom mnogo bolj obcˇutljiva na dogajanje v celotnem sistemu
kakor napetost med nevtralnim in zašcˇitnim vodnikom, na katero vplivajo le lokalne
razmere napajalnega sistema.
Osnovni princip klasicˇne meritve upornosti okvarne zanke je v sodobnih merilnikih še
vedno prisoten [38] in [42]. Zaradi uporabe zašcˇitnih stikal na diferencˇni tok, ki dovo-
ljujejo uporabo merilnega toka do vrednosti 15 mA, postane dejstvo, da velikost toka,
ki tecˇe po faznem vodniku in se vracˇa po nevtralnem vodniku, ne vpliva na delovanje
zašcˇitnega stikala, še prikladnejše. Pri 3-žicˇnem merilnem postopku je v podsistemu
faznega in nevtralnega vodnika smiselna uporaba merilnega toka, ki na upornostih
obeh vodnikov ustvari dovolj velik napetostni padec, ki je precej manj odvisen od ni-
hanja omrežne napetosti. Merilni tok je obicˇajno vrednosti nekaj A. Upornost nevtral-
nega vodnika v impedanci (upornosti) okvarne zanke ne nastopa, zato je potrebno njen
prispevek izlocˇiti, je pa v okvarni zanki prisotna še upornost zašcˇitnega vodnika. Do
njenega prispevka vodita opazovanje sistema med linijskim in zašcˇitnim vodnikom ali
sistem nevtralnega in zašcˇitnega vodnika.
Vecˇina zašcˇitnih stikal na diferencˇni tok je še vedno izvedena s toroidnim magnetnim
jedrom in ustreznim odklopnim mehanizmom. Delovno tocˇko je s pocˇasi narašcˇajocˇim
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tokom mogocˇe potisniti v podrocˇje nasicˇenja. Zašcˇitno stikalo tako postane neobcˇu-
tljivo na vrednosti diferencˇnih tokov, ki so do nekajkrat vecˇji od nazivne vrednosti.
Zašcˇitno stikalo na diferencˇni tok je lahko neobcˇutljivo tudi na kratke tokovne pulze do
nekaj 10-kratnika nazivne vrednosti diferencˇnega toka. Merilna metoda s kratkimi to-
kovnimi pulzi [52] je v osnovi enaka klasicˇni metodi. Tokovni pulzi so dolžine razreda
100 µs, obicˇajno pa se pred njimi izvede še vlak tokovnih pulzov z narašcˇajocˇim cˇasom
trajanja, ki delovno tocˇko magnetnega jedra potisnejo v podrocˇje nasicˇenja. S premi-
kom delovne tocˇke magnetnega jedra stikala na diferencˇni tok v podrocˇje nasicˇenje
vplivamo na pravilno delovanje stikala, zato je po izvedeni meritvi potrebno njegovo
delovno tocˇko pomakniti nazaj v normalno podrocˇje. Pri merjenju impedance okvarne
zanke je eden izmed glavnih prispevkov pogreška tudi fazna razlika med merjeno in
bremensko impedanco. S spreminjanjem faznega zamika bremenske impedance [49] je
vpliv tega pogreška mogocˇe povsem izlocˇiti.
5.4 Eksperimentalna meritev okvarne zanke
Spreminjanje efektivne vrednosti napetosti ima lahko precejšen vpliv na merilni rezul-
tat okvarne zanke. Z vecˇanjem merilnega toka se vpliv spreminjanja napetosti zmanj-
šuje, vendar meritev s testnim tokom nekaj amperov ni mogocˇe vedno uspešno izve-
sti. V ozemljitvenem sistemu, kjer je uporabljeno stikalo na diferencˇni tok, je potrebno
meritev okvarne zanke izvesti s tokom, najvecˇ polovicˇne vrednosti nominalnega toka
stikala. V praksi so v uporabi tudi zašcˇitna stikala z nominalno vrednostjo diferencˇ-
nega toka 30 mA, zato merilni tok ne sme presecˇi vrednosti 15 mA. Vrednosti upornosti
okvarne zanke so lahko v razredu 1Ω, zato je še toliko težje locˇiti napetostni padec
merilnega toka od spremembe napajalne omrežne napetosti.
V nadaljevanju predstavljamo možnost merjenja upornosti (impedance) okvarne zanke
z merilnim tokom do najvecˇ nekaj deset mA in njegove frekvence, ki ni nujno enaka
nominalni napajalni frekvenci.
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Slika 5.7: Eksperimentalna meritev impedance okvarne zanke
Z dodatnim signalnim izvorom Um v opazovanem sistemu sprožimo merilni tok iz-
brane amplitude in frekvence. Dodaten serijski upor Rd služi za omejitev toka pri no-
minalni frekvenci omrežja.
Merilni sistem je zasnovan na socˇasnem zajemanju napetosti in toka. Pred analogno-
digitalno pretvorbo je izvedeno še ustrezno prilagoditveno vezje. Sistem za vzorcˇenje
temelji na vecˇ-funkcijski kartici USB M-6215 družbe National Instruments. Locˇjivost
analogno-digitalnega pretvornika je 16-bitna, pri vzorcˇenju na dveh analognih vhodih
pa je najvišja vzorcˇna frekvenca 125 kS/s.
5.4.1 Padec napetosti na impedanci zanke
Preucˇimo meritev impedance (upornosti) okvarne zanke pri izbrani vrednosti meril-
nega toka pri razlicˇnih razmerah napetosti:
• referencˇnem viru cˇasovno nespremenljive nominalne amplitude in frekvence,
• referencˇnem viru cˇasovno nespremenljive nominalne amplitude in sinhronizaciji
njene napetosti s frekvenco omrežja,
• realni omrežni napetosti in frekvence.
Za referencˇni vir izmenicˇne napetosti smo uporabili vecˇ-funkcijski kompaktni napajal-
nik serije PCR proizvajalca KIKUSUI, ki ima možnost uporabe sinhronizacije frekvence
izhodne napetosti vira z omrežno frekvenco. Nominalno izhodno vrednost napetosti
smo nastavili na 230 V.
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Merilni tok izbrane vrednosti in frekvence ustvari v sistemu dolocˇen padec napetosti.
Celoten napetostni padec je vsota deležev toka omrežnega vira in merilnega toka. V
frekvencˇnem spektru omrežne napetosti je zaradi že omenjenih fenomenov opaziti višji
zacˇetni del amplitudnega spektra, ki lahko sega preko frekvencˇnega obmocˇja 1 kHz.
Zato smo uporabili razlicˇne frekvence merilnih tokov.
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Slika 5.8: Spekter napetosti pri testni frekvenci 125 Hz in uporabi
Hannovega okna, fvz = 125kHz, TM = 2s
Pri uporabi referencˇnega vira, kjer je spreminjanje amplitude in frekvence izhodnega
signala napetosti izredno nizko, nizek je tudi izhodni šum vira, po pricˇakovanjih opa-
zimo, da se pri izbranih frekvencah merilnega signala na iskani upornosti (impedanci)
pojavi padec napetosti, katerega vrednotenje ne predstavlja vecˇjih težav.
Pri izhodni napetosti referencˇnega vira, katerega frekvenca je sedaj sinhronizirana s fre-
kvenco omrežja, opazimo na spektru napetosti pojave, ki so povezani z rahlim spremi-
njanjem omrežne frekvence. Vrednotenje napetostnega padca pri izbranih frekvencah
je že postalo težje opravilo.
Opazovanje napetostnega padca zaradi merilnega signala je na realni napajalni nape-
tosti lahko neuspešno opravilo. S primerno frekvenco merilnega signala poskušamo
ustvariti napetostni padec v frekvencˇnem obmocˇju, kjer ga bo mogocˇe najlažje zaznati.
V nadaljevanju smo zbrali merilne rezultate, ki temeljijo na obdelavi 50 ponovitev.
Vhodno prilagoditveno vezje je preprost uporovni delilnik z razmerjem med izhodno
in vhodno napetostjo RbRa+Rb =
6,34 kΩ
511 kΩ+6,34 kΩ ≈ 181,60 . Za zajem toka smo uporabili Rc =
100Ω upor.
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5.4.2 Fazni zamik
Vloga faznega zamika med napetostjo in tokom postane opaznejša pri vrednotenju im-
pedance okvarne zanke v bližini transformatorskih postaj, kjer induktivnost sekundar-
nega navitja transformatorja predstavlja že primerljivo komponento ohmskemu delu
impedance.
Fazni zamik bo ob nespremenjenem uporovnem delu impedance in induktivnosti z ve-
cˇanjem frekvence narašcˇal. Impedanco okvarne zanke je potrebno podati pri nominalni
omrežni frekvenci 50 Hz, kjer pa induktivnost lahko še nima tako znatnega vpliva.
Meritve na referencˇnem viru pri zelo nizki vrednosti njegove izhodne upornosti (<
1Ω), z vecˇanjem frekvence testnega toka že izkazujejo prisotnost induktivne kompo-
nente, ki v impedanci postaja prevladujocˇa. Pri opazovanju merilnih rezultatov faznega
zamika na referencˇnem viru z dodano upornostjo 0,82Ω je bilo z vecˇanjem frekvence
testnega toka opazno narašcˇanje faznega zamika.
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Slika 5.9: Fazni zamik med signaloma pri uporabi referencˇnega vira pri
nominalni frekvenci omrežja in dodano serijsko upornostjo 0,82 Ω
5.4.3 Fazne razmere pri vzorcˇenju signalov
Sistem za zajem elektricˇnih signalov temelji na vecˇ-funkcijski kartici z multipleksira-
nimi vhodi analogno-digitalnega pretvornika. Pri vzorcˇni frekvenci fvz = 125 kS/s
znaša preklop med dvema analognima vhodoma 4 µs. Pri razlicˇnih frekvencah testnega
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signala je fazna razlika med signaloma pri vzorcˇenju dolocˇena z zvezo
∆ϕ = 4 µs · fsignal · 360° . (5.8)
Na 1. analognem vhodu merimo napetost, na 2. pa tok. Kadar je kot referencˇna tocˇka
izbran 1. kanal, je potrebno popraviti fazni del spektra drugega kanala na nacˇin
ϕi = ϕi,DFT + ∆ϕ . (5.9)
Skupne fazne razmere so dolocˇene
ϕu,DFT − ϕi,DFT = ϕu,DFT − ϕi,DFT − ∆ϕi . (5.10)
5.4.4 Merilni rezultati
V nadaljevanju so zbrani merilni rezultati eksperimentalnega merjenja upornosti oz.
impedance okvarne zanke. Meritve smo izvedli na:
• referencˇnem viru izhodne napetosti 230 V in frekvenci 50 Hz,
• referencˇnem viru napetosti 230 V in sinhronizirani frekvenci z omrežjem,
• na realnem omrežju nominalnih vrednosti napetosti 230 V in frekvence 50 Hz.
Cˇasovno okno opazovanja ene meritve je bilo 1 s pri vzorcˇni frekvenci signala napetosti
in toka f = 125 kS/s. Meritev smo izvedli s 50 ponovitvami.
Pogostokrat pri merjenju impedance okvarne zanke prevladuje njen ohmski del
Z =
U
I
= R + jωL ≈ R . (5.11)
V kolikor postane reaktancˇna komponenta primerljiva z realno, za impedanco (5.11) z
upoštevanjem relacije tan ϕ = XLR pišemo
R = |Z| cos(ϕ) . (5.12)
V nadaljevanju si najprej oglejmo merilne rezultate na referencˇnem viru pri nominalni
frekvenci omrežja in sinhronizaciji vira z omrežno frekvenco pri razlicˇnih testnih fre-
kvencah toka.
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Tabela 5.1: Vrednotenje razmerja in fazne razlike na referencˇnem viru pri R = 0,82Ω in
frekvenci f = 50 Hz
f=15 Hz f=125 Hz f=975 Hz f=1525 Hz
U
I σ
U
I σ
U
I σ
U
I σ
MSD
L=0 0,8868 0,2903 0,8490 0,1443 0,8273 0,0209 0,8080 0,0171
L=1 0,8374 0,0260 0,8367 0,0224 0,8343 0,0228 0,8112 0,0211
L=2 0,8353 0,0318 0,8367 0,0254 0,8351 0,0249 0,8108 0,0240
L=4 0,8317 0,0391 0,8367 0,0313 0,8354 0,0279 0,8099 0,0277
MSL
L=1 0,8370 0,0446 0,8371 0,0283 0,8333 0,0215 0,8107 0,0200
L=2 0,8361 0,0283 0,8367 0,0236 0,8346 0,0237 0,8109 0,0225
L=4 0,8338 0,0349 0,8366 0,0277 0,8352 0,0260 0,8104 0,0255
ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦)
MSD L=1 1,1657 2,0804 0,9789 1,4964 5,4228 1,4583 8,5560 1,6742
R[Ω] 0,8372 0,8366 0,8306 0,8022
Tabela 5.2: Vrednotenje razmerja in fazne razlike na referencˇnem viru pri R = 0,82Ω in
sinhronizaciji izhodne napetosti z omrežno frekvenco
f=15 Hz f=125 Hz f=975 Hz f=1525 Hz
U
I σ
U
I σ
U
I σ
U
I σ
MSD
L=0 10,6030 9,7724 25,2854 6,3551 0,8738 0,3574 0,9680 0,4319
L=1 2,2554 1,3705 1,0004 0,4944 0,8258 0,0303 0,8235 0,0277
L=2 2,4918 1,3691 1,0737 0,5751 0,8253 0,0337 0,8245 0,0334
L=4 2,9183 1,5637 1,1661 0,6594 0,8251 0,0394 0,8254 0,0427
MSL
L=1 2,8837 2,0342 3,4696 0,9561 0,8142 0,0683 0,8154 0,0896
L=2 2,3866 1,3815 0,9798 0,5298 0,8243 0,0332 0,8230 0,0330
L=4 2,6593 1,4337 1,1126 0,6115 0,8252 0,0360 0,8249 0,0374
ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦)
MSD L=1 61,9328 3,3782 49,5018 7,2135 1,7999 3,4047 8,1522 2,5252
R[Ω] 1,0612 0,6497 0,8339 0,8152
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Tabela 5.3: Vrednotenje razmerja in fazne razlike na realnem omrežju
f=15 Hz f=125 Hz f=975 Hz f=1525 Hz
U
I σ
U
I σ
U
I σ
U
I σ
MSD
L=0 14,7805 8,8303 7,4170 3,9014 2,1181 0,8782 1,4824 0,6320
L=1 2,1722 1,3892 6,8173 3,9975 2,0915 0,7720 1,2671 0,3537
L=2 2,3648 1,6345 7,7916 4,2815 2,1347 0,7979 1,2907 0,3958
L=4 2,6534 1,9345 9,0169 5,1877 2,1693 0,8975 1,3395 0,4673
MSL
L=0 14,7805 8,8303 7,4170 3,9014 2,1181 0,8782 1,4824 0,6320
L=1 3,1821 1,7161 6,2509 3,7912 2,0605 0,7643 1,2742 0,3439
L=2 2,2916 1,5214 7,2563 4,0875 2,1098 0,7773 1,2796 0,3720
L=4 2,4846 1,7602 8,2995 4,6177 2,1481 0,8355 1,3104 0,4244
ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦) ϕ(◦) σϕ(◦)
MSD L=1 31,8567 6,2497 13,7675 3,0212 42,8375 3,8931 7,0048 3,4472
R[Ω] 1,8450 6,6214 1,5337 1,2575
Rezultati vrednotenja razmerja amplitud signalov napetosti in toka temeljijo na uporabi
1-tocˇkovnega algoritma pri razlicˇnih redih predstavljenih kosinusnih oknih. Uporaba
treh spektralnih interpolacijskih tocˇk ni najbolj primerna, saj sta drugi najvišji spek-
tralni komponenti v neposredni okolici opazovane komponente že lahko skriti v šu-
mnem delu signala napetosti. Rezultati meritev na referencˇnem viru pri stabilni nape-
tosti in frekvenci ustrezajo dejanski vrednosti impedance oz. upornosti pri vseh me-
rilnih frekvencah. Pri sinhronizaciji frekvence izhodne napetosti referencˇnega vira z
omrežno frekvenco, se v cˇasovnem oknu opazovanja že pojavi vpliv spektralnega izte-
kanja, ki se kaže v precejšnjem odstopanju merilnih rezultatov do frekvencˇnega obmo-
cˇja nekaj 100 Hz. Pri višji merilni frekvenci se rezultati že ujemajo z dejansko vredno-
stjo. Razmere na realni omrežni napetosti so v danem cˇasovnem opazovanju dopušcˇale
rezultat v okolici dejanske vrednosti v frekvencˇnem pasu nad okoli 1 kHz.
5.4.5 Negotovost meritve
Negotovost pri merjenju impedance okvarne zanke je odvisna od izvedbe merilnika in
merilne metode. Predlagana meritev impedance je dolocˇena z razmerjem napetosti U1
in toka, ki ga posredno merimo preko napetostnega padca U2 na znani upornosti Rc.
Za impedanco lahko zapišemo
Z = f (U1, U2, Rc) . (5.13)
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Negotovost impedance dolocˇimo po zvezi [30]
σ2(Z) =
∣∣∣∣ ∂Z∂U1
∣∣∣∣2 σ2(U1) + ∣∣∣∣ ∂Z∂U2
∣∣∣∣2 σ2(U2) + ∣∣∣∣∂Z∂R
∣∣∣∣2 σ2(R) . (5.14)
Negotovost pri merjenju napetosti je odvisna od napake vezja za prilagoditev (upo-
rovni delilnik) in napake analogno-digitalne pretvorbe, torej
σ2U = σ2
(
∆Uprilagod.vezje
)
+ σ2 (∆UDAQ) . (5.15)
Pogrešek analogne-digitalne pretvorbe [34] je dolocˇen z relativno napako δU izmerjene
vrednosti Uvh, pogreškov šumne in offsetne napetosti ∆Usum in ∆Uo f f set ter tempera-
turnega vpliva ∆UT, zapišemo
∆UDAQ = ±
[
UvhδU + ∆Usum + ∆Uo f f set + ∆UT
]
. (5.16)
Negotovost napetosti pri analogno-digitalni pretvorbi je pri enakomerni porazdelitvi
enaka
σ2(∆UDAC) =
(
∆UDAC√
3
)2
. (5.17)
V splošnem je ocena negotovosti merilnega kanala odvisna od prispevkov:
• cˇasovnega in temperaturnega lezenja offsetne napetosti,
• ojacˇenja vhodnega prilagoditvenega vezja,
• nelinearnosti in
• kvantizacijskega šuma.
Pri vrednotenju amplitudnega razmerja ene frekvencˇne komponente k oceni negoto-
vosti pripomore le vpliv ojacˇanja vhodnega prilagoditvenega vezja, ki ga zmanjšamo s
postopkom umerjanja.
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POGLAVJE 6
Zakljucˇek in nadaljnje delo
V doktorskem delu smo predstavili metode hitrega neparametricˇnega ocenjevanja
osnovnih parametrov periodicˇnega signala - frekvence, amplitude in faznega zamika.
Pri obdelavi dveh signalov enake frekvence smo razvili interpolacijske vecˇ-tocˇkovne
algoritme za vrednotenje njunega amplitudnega razmerja in fazne razlike med njima.
Parametri neparametricˇne analize so dolocˇeni z najvecˇjimi amplitudnimi spektralnimi
cˇrtami in faznim spektrom v neposredni okolici frekvence signala.
Sistematicˇni pogreški interpolacijskih algoritmov se z vecˇanjem cˇasovnega okna opa-
zovanja in reda izbrane okenske funkcije zmanjšujejo. Pri analizi sistematicˇnih pogre-
škov z uporabo MSL oken dosegamo nižje vrednosti pogreškov v primerjavi z uporabo
MSD oken. Okna z najnižjimi stranskimi grebeni so namrecˇ nacˇrtovana tako, da imajo
v glavnem grebenu najmanjšo energijo. Zahvaljujocˇ nižji vrednosti ekvivalentne šumne
pasovne širine okna MSL pri enakem redu kot okna z najhitreje upadajocˇimi stranskimi
vrhovi bolje dušijo motilne spektralne prispevke v bližini obmocˇja glavnega grebena.
Pri vrednotenju amplitudnega razmerja smo pokazali, da ni potrebno poznati spektra
uporabljene okenske funkcije niti ni potrebno izvesti vrednotenja frekvence in preo-
stalih parametrov opazovanih signalov. Tako je zahtevnost obdelave za vrednotenje
razmerja amplitud pri uporabi MSL in MSD oken enaka, saj ni potrebna uporaba nu-
mericˇnih postopkov kot pri vrednotenju parametrov le enega signala. Podobno se iz-
kaže tudi za vrednotenje fazne razlike med signaloma, vendar le, kadar ta temelji na
le eni fazni spektralni cˇrti, sicer je potrebno izvesti vrednotenje odmika od relativne
frekvence signala.
Uporaba algoritmov 3- in 4-parametricˇnega prileganja bi bila racˇunsko zahtevnejša, saj
je model signala potrebno cˇimbolj približati realnemu. Z razširitvijo na
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7-parametricˇno analizo dveh signalov postane analiza pri frekvenci, kjer je amplituda
nekajkrat manjša od amplitude motilne komponente v signalih in ob prisotnosti šu-
mnega prispevka, v primerjavi s predstavljenimi algoritmi neparametricˇne analize, zelo
otežena.
V eksperimentalnem primeru smo predstavili možnost vrednotenja impedance
okvarne zanke s testnim tokom izbrane frekvence. Z vecˇanjem merilne frekvence si-
gnala je bilo vrednotenje upornosti oz. impedance boljše, saj je imel signal napetosti
v obmocˇju do približno 1 kHz zelo neugodno razmerje med koristnim prispevkom in
šumom. Vrednotenje impedance bi v nadaljevanju razvoja lahko še izboljšali z vsaj še
eno merilno frekvenco toka.
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Znanstveni prispevki
V disertaciji predstavljamo naslednje prispevke k znanosti:
• Izboljšani algoritmi vrednotenja parametrov periodicˇnih signalov z vecˇ-tocˇkovnimi inter-
polacijskimi algoritmi DFT s povecˇano robustnostjo na nihanja parametrov signala in
harmonska popacˇenja.
Predstavili smo dve robni družini kosinusnih okenskih funkcij in postopke vre-
dnotenja parametrov periodicˇnega signala z vecˇ-tocˇkovnimi interpolacijami DFT
koeficientov. Vplivi iztekajocˇih spektralnih prispevkov na vrednotenje parame-
trov se z uteženim seštevanjem DFT koeficientov v okolici analizirane frekvencˇne
komponente znatno zmanjšajo. Analiza signalov temelji na uporabi oken z naj-
hitreje upadajocˇimi stranskimi grebeni (okna Rife-Vincent 1. razreda) in oken
z najmanjšimi stranskimi vrhovi pri dani širini glavnega grebena ter 3- in vecˇ-
tocˇkovnimi algoritmi za vrednotenje frekvence in amplitude, ocena faznega za-
mika pa je dolocˇena z enim, dvema, ali tremi DFT koeficienti faznega dela fre-
kvencˇnega spektra.
• Dolocˇitev minimalnih sistematicˇnih pogreškov neparametricˇnega vrednotenja frekvence,
amplitude in faznega zamika pri uporabi kosinusnih okenskih funkcij.
Sistematicˇni pogreški so dolocˇeni v odvisnosti od števila nihajev signala v cˇasu
merjenja, izbrane okenske funkcije in interpolacijskega algoritma vrednotenja pa-
rametrov. Predstavljena je tudi šumna analiza pri vrednotenju parametrov perio-
dicˇnih signalov in primerjava z najnižjimi dosegljivimi Cramér-Rao mejami.
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• Razširitev vecˇ-tocˇkovnih interpolacijskih DFT algoritmov na vrednotenje razmerja dveh
periodicˇnih signalov.
Neparametricˇni interpolacijski DFT algoritmi so razširjeni na eno-koracˇno vre-
dnotenje amplitudnega razmerja dveh signalov pri izbrani frekvencˇni kompo-
nenti. Predstavljeni so sistematicˇni pogreški vrednotenja amplitudnega razmerja
in fazne razlike med dvema signaloma. Ovrednoten je tudi prispevek nakljucˇ-
nega dela na koncˇni rezultat in primerjava z najnižjimi dosegljivimi Cramér-Rao
mejami. Razviti algoritmi so eksperimentalno izvedeni na merilnem sistemu za
napetostno-tokovno (U-I) metodo merjenja upornosti oz. impedance.
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