Abstract-We present a new test-data compression method and decompression architecture based on variable-to-variable-length Golomb codes. The proposed method is especially suitable for encoding precomputed test sets for embedded cores in a system-on-a-chip (SoC). The major advantages of Golomb coding of test data include very high compression, analytically predictable compression results, and a low-cost and scalable on-chip decoder. In addition, the novel interleaving decompression architecture allows multiple cores in an SoC to be tested concurrently using a single automatic test equipment input-output channel. We demonstrate the effectiveness of the proposed approach by applying it to the Internaional Symposium on Circuits and Systems' benchmark circuits and to two industrial production circuits. We also use analytical and experimental means to highlight the superiority of Golomb codes over run-length codes.
I. INTRODUCTION
C ORE-BASED system-on-a-chip (SoC) designs present a number of test challenges [1] . These chips are composed of several reusable intellectual property (IP) cores that together integrate a wide range of functionality on a single die. The volume of test data for an SoC is growing rapidly as IP cores become more complex and an increasing number of these cores are being integrated in a chip. In order to effectively test these systems, each core must be adequately exercised with a set of precomputed test patterns provided by the core vendor (Fig. 1) . However, the input-output (I/O) channel capacity, speed and accuracy, and data memory of automatic test equipment (ATE) are limited. Thus, it is becoming increasingly difficult to apply the enormous volume of test data to the SoC, which can be as high as 2.5 Gb for an industrial application-specific integrated circuit [2] , without increasing testing time and test cost substantially.
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Publisher Item Identifier S 0278-0070(01)01508-1. time of an SoC depends on the test-data volume, the time required to transfer the data to the cores, the rate at which the test data is transferred (measured by the cores test-data bandwidth and ATE channel capacity), and the maximum scan chain length. The total test time can be reduced by either reducing the test-data volume or by shortening and reorganizing the scan chains. While test-data volume reduction techniques can be applied to both hard and soft cores, scan chains cannot be modified in hard cores. Lower testing time will increase production capacity as well as reduce test cost and time-to-market for SoCs. Therefore, new techniques are needed for decreasing test-data volume in order to overcome memory bottlenecks and to reduce testing time.
Built-in self test (BIST) has emerged as a useful approach for alleviating the above problems [3] . BIST reduces dependencies on expensive ATEs and it allows precomputed test sets to be embedded in test sequences generated by BIST hardware [4] - [6] . However, BIST can be applied directly to SoC designs only if the embedded cores are BIST-ready. Since most IP cores that are currently available from core vendors are not BIST ready, considerable redesign is necessary for incorporating BIST. This increases time-to-market and, therefore, defeats the very purpose of using IP cores.
Test-data compression offers a promising solution to the problem of reducing the test-data volume for SoCs, especially if the IP cores in the system are not BIST-ready [7] - [10] , [13] , [14] . In this approach, a precomputed test set for an IP core is compressed (encoded) to a much smaller test set , which is stored in ATE memory. An on-chip decoder is used for pattern decompression to obtain from during test application (Fig. 2) . Test-data compression using statistical coding of test sequences for synchronous sequential (nonscan) circuits was presented in [7] and [8] . Statistical coding was successfully applied to test sets for full-scan circuits in [9] . While the compression method in [7] and [8] is restricted to sequential circuits with a large number of flip flops and relatively few primary inputs, the work presented in [9] does not conclusively demonstrate that statistical coding provides greater compression than standard automatic test pattern generation (ATPG) compression methods for full-scan circuits [11] , [12] .
Test-data compression was also employed in [13] and [14] to reduce the time needed to download test patterns across a network to a user-interface workstation attached to an ATE. This method employs a combination of Burrows-Wheeler (BW) transformation and run-length coding. The encoding and decoding algorithm are implemented entirely in software. A hardware implementation of the BW decoder is prohibitively complex, thus other methods are required for efficient test-data compression and on-chip decompression.
An alternative approach to test-data compression is motivated by the fact that successive test patterns in a test sequence often differ in only a small number of bits. This was exploited in [10] , where instead of compressing the test sequence , a "difference vector" sequence determined from was compressed using run-length coding. Since contains few ones, it can be efficiently compressed using a run-length code. A test architecture employing difference vectors and based on cyclical scan registers (CSRs) is sketched in Fig. 3 . Note that existing registers on the SoC may be used as CSRs in order to reduce overhead [10] .
A drawback of the compression method described in [10] is that it relies on variable-to-fixed-length codes, which are less efficient than more general variable-to-variable-length codes [15] , [16] . Instead of using a run-length code with a fixed block size , we can achieve greater compression by using Golomb codes that map variable-length runs of zeros in a difference vector to variable-length codewords [15] . Golomb codes have been studied extensively for image processing and data compression [17] , [18] . These codes are provably optimal (satisfy the entropy bound) if the run lengths in the data stream are geometrically distributed [15] . Even if this assumption is not satisfied, Golomb codes provide a high degree of compression. In this paper, we present a new test-data compression and decompression method based on Golomb codes for testing SoCs using precomputed test sets. The proposed method is applicable to both full-scan and nonscan circuits. Since a number of legacy cores do not use full scan, a practical encoding method should be applicable to both classes of designs. For full-scan circuits, the test patterns in a precomputed test set can be reordered to obtain a difference vector with very few ones. For nonscan circuits, however, the order of pattern application must be preserved; therefore, no reordering of is possible. Nevertheless, we show that Golomb coding is effective for encoding for these circuits. An encoded test set derived using Golomb coding is considerably smaller than the original precomputed test set . Furthermore, we show that is also much smaller than the smallest test sets that have been derived for the Internaional Symposium on Circuits and Systems (ISCAS) benchmark circuits using ATPG compaction.
The main contributions of this paper are summarized as follows.
1) We apply variable-to-variable-length Golomb codes to the problem of compressing test data for SoCs. This saves ATE memory and significantly reduces the testing time. 2) We present a decompression architecture that allows multiple cores to be tested in parallel without requiring additional ATE I/O channels. This benefit is a direct consequence of the structure of the Golomb code. 3) We derive upper and lower bounds on the amount of compression that can be achieved for any given . We also derive similar bounds on run-length codes. These simple bounds provide useful guidelines to the designer on whether Golomb codes are suitable for a given problem instance. Moreover, these bounds also reveal the inherent superiority of Golomb codes over run-length codes. 4) We provide experimental results for the ISCAS benchmark circuits and two real industrial designs. For the full-scan ISCAS'89 benchmark circuits, we show that Golomb codes lead to compressed test sets that are significantly smaller than the smallest known test sets for the circuits derived using ATPG compaction. 5) We design a low-cost decoder for decompressing Golomb-encoded test patterns. We implement the decoder using Synopsys design compiler [20] and show that overhead due to the decoder is very small. In addition, the decoder is scalable and independent of the core under test and the precomputed test set . 6) We show that test-data compression not only reduces the volume of test data but it also allows a slower tester to be used without any penalty on testing time. The Semiconductor Industry Association National Technology Roadmap predicts that the cost of high-speed testers will exceed 20 million by 2010. While IC speeds have improved at the rate 30% per year, tester accuracy has improved at an annual rate of only 12%. Hence, test methods that can be used with slower low-cost testers are becoming especially important [24] . The organization of the paper is as follows. In Section II, we present the basic concept of Golomb coding. We derive bounds on the amount of compression that can be achieved using Golomb and run-length codes. Section III presents the encoding procedures for full-scan and nonscan circuits. It also describes the decoder that is necessary for on-chip decompression. Section IV presents the overall test architecture and a decompression method for an SoC with multiple cores. Experimental results are reported in Section V, and conclusions are described in Section VI.
II. GOLOMB CODING
In this section, we describe Golomb coding and analyze its effectiveness for test-data compression. For any give sequence of difference vectors, we derive tight upper and lower bounds on the amount of compression that can be obtained with Golomb codes. We also derive similar bounds for conventional run-length coding in order to highlight the inherent superiority of Golomb codes.
As discussed in Section I, the first step in encoding a test set is to generate its difference vector test set . Let the (ordered) precomputed test set be . Its difference vector is then given by . This assumes that the CSR starts in the all-zero state. Other starting states can be considered similarly.
The next step in the encoding procedure is to select the Golomb code parameter , referred to as the group size. The choice of has received a lot of attention in the information theory literature-for certain distributions of the input data stream ( in our case), the group size can be optimally determined. For example, if the input data stream is random with zero probability , then should be chosen such that [16] . However, since the difference vectors for precomputed test sets do not satisfy the randomness assumption, the best value of for test-data compression must be determined experimentally. Nevertheless, we show later that the best value of can be approximated analytically.
Once the group size is determined, the runs of zeros in are mapped to groups of size (each group corresponding to a run length). The number of such groups is determined by the length of the longest run of zeros in . The set of run lengths forms group ; the set , group ; etc. In general, the set of run lengths comprises group [16] . To each group , we assign a group prefix of ones followed by a zero. We denote this by . If is chosen to be a power of two, i.e.,
, each group contains members and a -bit sequence (tail) uniquely identifies each member within the group. Thus, the final code word for a run length that belongs to group is composed of two parts-a group prefix and a tail. The prefix is and the tail is a sequence of bits. It can be easily shown that for a run of length . The encoding process is illustrated in Fig. 4 for 4. We now analyze the effectiveness of Golomb coding for a given difference vector sequence . We derive upper and lower bounds on for any given . The patterns in can be considered as a single stream of data as shown in Fig. 5 . Let there be b and ones in . Also, without loss of generality, let the sequence always end with a one. Therefore, will contain runs of zeros. Let these runs be of length , respectively. Thus, can be represented by the sequence such that . This implies that (1) and the number of bits in the encoded sequence is given by (2) The following theorem provides upper and lower bounds on , the size of the encoded sequence .
Theorem 1: Let the total number of bits in the difference vector set be and the total number of ones be . Then, the size of the encoded test data is bounded as follows:
Proof: Let , where is the th run of zeros in and is the quotient (remainder) when is divided by . From (1), we get (3) Moreover, by substituting with in (2), we get (4) We first derive a lower bound on . It follows from (4) that in order to maximize compression, must be minimized. Within each group of size , maximum compression is obtained if
. Our objective here is to minimize the number of run lengths that are factors of . We note that (5) For any run length , the maximum value of remainder can be . Therefore (6) Substituting (6) in (5) and using (2), we get
We next prove the upper bound result. In order to derive an upper bound on , we need to maximize . For any run length , the minimum value of can be zero. Combining this with (5), we get (7) Substituting (7) in (5) and using (2), we get.
This completes the proof of the theorem. The following corollary shows that Theorem 1 provides tight bounds on , especially if the number of ones in is small. The proof of the corollary follows from Theorem 1. The above corollary illustrates an interesting property of Golomb codes, namely, if the number of ones in is small, Golomb coding provides almost the same amount of compression for different -bit sequences with ones. The value of lies between the values of and derived above and this variation can be at most .
As an illustration of these bounds, consider a hypothetical example, where 256 and 30. The upper and lower bounds for various values of are shown in Fig. 6 (a) and the corresponding graph is plotted in Fig. 6(b) . We note that the lower and upper bound on the compression follows a "bathtub curve" and the best value of depends on . Also, according to Corollary 1, the difference between and is smallest for 2 and increases as increases. These bounds are obtained from the parameters and and they do not depend on the distribution of ones in . They can therefore be used as predictors for the effectiveness of Golomb coding for a particular . We now show how the best code parameter can also be obtained analytically. This approach yields a value for that must be rounded off to the nearest power of two. From (2), we get (8) Differentiating (8) with respect to and equating to zero, we get which yields . It can be easily seen that as long as is sufficiently small compared to for ; hence, provides the best compression. We show in Section V that and the best value of determined experimentally are very close for all benchmark circuits.
We next derive upper and lower bounds on the compression achieved by run-length coding.
Theorem 2: Let the total number of bits in test set be and the total number of ones be . In addition, suppose block size is used for run-length coding. The size RL of the encoded test data is given by for sufficiently large
Proof: The total number of compressed bits in a run-length coded (block size ) sequence is given by where Since , we get Therefore, a lower bound RL is given by which occurs for for all
Similarly, an upper bound on RL is given by which occurs for for all
This completes the proof of the theorem. We can now compare the efficiency of Golomb coding ( 4) and run-length coding for block size 3. For run-length coding, a lower bound from Theorem 2 is given by Now, an upper bound for Golomb coding from Theorem 1 is given by
If we make the realistic assumption (based on experimental data) that , we get , which is smaller than . In fact, as becomes smaller relative to , . Therefore, we note that as long as is sufficiently small compared to , the compression that can be achieved with runlength coding is less than the worst compression with Golomb coding. This provides an analytical justification for the use of Golomb codes instead of run-length codes.
III. TEST-DATA COMPRESSION/DECOMPRESSION
In this section, we describe the test-data compression procedure, the decompression architecture, and the design of the on-chip decoder. Additional practical issues related to the decompression architecture are discussed in the following section. We show that the decoder is simple and scalable, and independent of both the core under test and the precomputed test set. Moreover, due to its small size, it does not introduce significant hardware overhead.
The encoding procedure for a block of data using Golomb codes was outlined in Section II. Let be the test set with patterns and primary inputs and be the corresponding difference vector test set. The procedure shown below is used to obtain and the encoded test set . 
Swap end
A straightforward algorithm is used for generating . For full-scan cores, reordering of the test patterns is allowed; therefore, the patterns can be arranged such that the runs of zeros are long in . The problem of determining the best ordering is equivalent to the NP-Complete Traveling Salesman problem. Therefore, a greedy algorithm is used to generate . Let every pattern in correspond to a node in a complete directed graph and let the number of zeros in the difference vector obtained from be defined as the weight of the edge from to . Starting from the first pattern , we choose the next pattern that is at the least distance from . (The distance between two nodes is given by .) We continue this process until all the patterns are covered, i.e., all nodes in are visited. . For test cubes, the don't-cares have to be mapped to zeros or ones before they can be compressed. The don't-cares are therefore assigned binary values such that is maximum for the edge between and .
A. Pattern Decompression
The decoder decompresses the encoded test set and outputs . The exclusive-or gate and the CSR are used to generate the test patterns from the difference vectors. Since the decoder for Golomb coding needs to communicate with the tester, proper synchronization must be ensured through careful design. Compared to run-length coding, the synchronization mechanism for Golomb coding is more involved since both the codewords and the decompressed data can be of variable length. For run-length coding, the codewords are of fixed length; nevertheless, a run-length decoder must also communicate with the tester to signal the end of a block of variable-length decompressed data.
The Golomb decoder can be efficiently implemented by a -bit counter and a finite-state machine (FSM). The block diagram of the decoder is shown in Fig. 7 . The bit in is the input to the FSM and an enable (en) signal is used to input the bit whenever the decoder is ready. The signal inc is used to increment the counter and rs indicates that the counter has finished counting. The signal out is the decode output and indicates when the output is valid. The operation of the decoder is as follows.
1) Whenever the input is one, the counter counts up to . The signal en is low while the counter is busy counting and enables the input at the end of cycles to accept another bit. The decoder outputs zeros during this operation and makes the valid signal high. 2) When the input is zero, the FSM starts decoding the tail of the input codeword. Depending on the tail bits, the number of zeros outputted is different. The en and signals are used to synchronize the input and output operation of the decoder.
The state diagram corresponding to the decoder for 4 is shown in Fig. 8 . The states -and -correspond to the prefix and tail decoding, respectively. We simulated the decoder using very high-speed integrated-circuit hardware description language (VHDL) and Synopsys tools to ensure its correct operation. We also synthesized the FSM using Synopsys design compiler to access the hardware overhead of the decoder. The synthesized circuit is shown in Fig. 9 . It contains only four flip flops and 34 combinational gates. For any circuit whose test set is compressed using 4, the logic shown in the gate level schematic is the only additional hardware required other than the -bit counter. Thus, the decoder is independent of not only the core under test, but also its precomputed test set. The extra logic required for decompression is very small and can be implemented very easily. This is in contrast to the run-length decoder, which is not scalable and becomes increasingly complex for higher values of the block length .
B. Analysis of Test Application Time and Test-Data Compression
We now analyze the testing time for a single scan chain when Golomb coding is employed with the test architecture shown in Fig. 3 . From the state diagram of the Golomb decoder, we note that: 1) each "1" in the prefix part takes cycles for decoding; 2) each separator "0" takes one cycle; 3) the tail part takes a maximum of cycles and a minimum of cycles. Let be the total number of bits in and be the number of ones in . contains tail parts, separator zeros, and the number of prefix ones in equals . Therefore, the maximum and minimum testing times ( and , respectively) measured by the number of cycles are given by Therefore, the difference between and is given by Fig. 9 . Gate-level schematic of the decode FSM generated using Synopsys design compiler.
A major advantage of Golomb coding is that on-chip decoding can be carried out at scan clock frequency while can be fed to the core under test with external clock frequency . This allows us to use slower testers without increasing the test application time. The external clock and scan clocks must be synchronized, e.g., using the scheme described in [24] , [25] , and , where the Golomb code parameter is usually a power of two. This allows the bits of to be generated by the decoder at the frequency of . We now present an analysis of testing time using and compare the testing time for our method with that of external testing in which ATPG-compacted patterns are applied using an external tester.
Let the ATPG-compacted test set contain patterns and let the length of the scan chain be bits. Therefore, the size of the ATPG-compacted test set is bits and the testing time equals external clock cycles. Next, suppose the difference vector obtained from the uncompacted test set contains ones and its Golomb-coded test set contains bits. Therefore, the maximum number of scan clock cycles required for applying the test patterns using the Golomb coding scheme is . Now, the maximum testing time (seconds) when Golomb coding is used is given by and the testing time (seconds) for external testing with ATPGcompacted patterns is given by If testing is to be accomplished in seconds using Golomb coding, the scan clock frequency must equal , i.e. This is achieved using a slow external tester operating at frequency . On the other hand, if only external test is used with the ATPG-compacted patterns, the required external tester clock frequency equals . Let us take the ratio between and
Experimental results presented in Section V show that in all cases, the ratio is greater than one, therefore demonstrating that the use of Golomb coding allows us to decrease the volume of test data and use a slower tester without increasing testing time.
IV. DECOMPRESSION ARCHITECTURE
In this section, we present a decompression architecture for testing SoC designs when Golomb coding is used for test-data compression. We describe the application of Golomb codes to nonscan and full-scan circuits and we present a new technique for testing several cores simultaneously using a single ATE I/O channel.
A. Application to Sequential (Nonscan) Cores
For sequential cores, a boundary scan register is required at the functional inputs for decompression. This register is usually available for cores that are wrapped. In addition, a two-input exclusive-or gate is required to translate the difference vectors to the patterns of . Fig. 10(a) shows the overall test architecture for the sequential core. The encoded data is fed bitwise to the decoder, which produces a sequence of difference vectors. The decompression hardware then translates the difference vectors into the test patterns, which are applied to the core. If an existing boundary-scan register or the P1500 test wrapper is used to decompress the test data, the decoder and a small amount of synchronizing logic are the only additional logic required.
B. Application to Full-Scan Cores
Most cores in use today contain one or more internal scan chains. However, since the scan chains are used for capturing test responses, they cannot be used for decompression. An additional CSR with length equal to the length of the internal scan chain is required to generate the test patterns. Fig. 10(b) shows the decompression architecture for full-scan cores.
As discussed in [10] , there are a number of ways in which the various scan chains in an SoC can be configured to test the cores in the system. If an SoC contains both nonscan and full-scan cores, the boundary-scan register associated with a nonscan core can be first used to decompress and apply test patterns to , and then used to decompress the test patterns and feed the internal scan chain of a full-scan core [see Fig. 11(a) ]. Similarly, as shown in Fig. 11(b) , the internal scan of a core can be used to decompress and feed the test patterns to the internal scan of the core under test if the length of the internal scan chain being used for decompression is smaller than or equal to the internal scan chain being fed. In case the chain length is smaller, extra scan elements can be added to make the lengths of the two scan chains equal. In this way, the proposed scheme provides the designer with flexibility in configuring the various scan chains to minimize hardware overhead. 
C. Application to Multiple Cores
We now highlight another important advantage of Golomb coding. In addition to reducing testing time and the size of the test data to be stored in the ATE memory, Golomb coding also allows multiple cores to be tested simultaneously using a single ATE I/O channel. In this way, the I/O channel capacity of the ATE can be increased. This is a direct consequence of the structure of the Golomb coding and such a design is not possible for variable-to-fixed-length (run-length) coding.
As discussed in Section II, when Golomb coding is applied to a block of data containing a run of zeros followed by a single one, the code word contains two parts-a prefix and tail. For a given code parameter (group size), the length of the tail is independent of the run length. Note further that every one in the prefix corresponds to zeros in the decoded difference vector. Thus, the prefix consists of a string of ones followed by a zero and the zero can be used to identify the beginning of the tail. For example, Fig. 12 shows a run of 14 zeros encoded by a 4-bit prefix and a 2-bit tail.
As shown in Section III, the FSM in the decoder runs the counter for decode cycles whenever a one is received and starts decoding the tail as soon as a zero is received. The tail decoding takes at most cycles. During prefix decoding, the FSM has to wait for cycles before the next bit of the prefix can be decoded. Therefore, we can use interleaving to test cores together such that the decoder corresponding to each core is fed with encoded prefix data after every cycles. This can also be used to feed multiple scan chains of a core in parallel as long as the capture cycles of the scan chains are synchronized, for example, by using the same functional clock. For the interleaving to be applicable, the scan chains must be of the same length and the same value of must be used for encoding each set of scan data. A separate decoder is necessary for each scan chain.
Whenever the tail is to be decoded (identified by a zero in the encoded bit stream), the respective decoder is fed with the entire tail of bits in a single burst of cycles. This interleaving scheme is based on the use of a demultiplexer as shown in Fig. 13 . The method works as follows. First, the encoded test data for cores is combined to generate a composite bit stream that is stored in the ATE. Next, is fed to the demultiplexer and a small FSM with only states is used to detect beginning of each tail. An -bit counter is used to select the outputs to the decoders of the various cores. The only restriction that we impose for now is that the compression of test data corresponding to each core has to be done using the same group size . This restriction will be removed in the following paragraphs. Fig. 13 . Test-set decompression and application to multiple cores. Now we outline how is generated from the different encoded test data.
is obtained by interleaving the prefix parts of the compressed test sets of each core, but the tails are included unchanged in . An example is shown in Fig. 14 where compressed data for two cores (generated using group size 2) have been interleaved to obtain the final encoded test set to be applied through the decompression scheme for multiple cores.
Every scan chain has its dedicated decoder. This decoder receives either a one or the tail of the compressed data corresponding to the various cores connected to the scan chain. The -bit counter connected to the select lines of the demultiplexer selects a decoder after every clock cycles. If the FSM detects that a portion of the tail has arrived, the zero that is used to identify the tail is passed to the decoder and then the counter is stopped for (tail length) cycles so that the test data is transferred continuously to the appropriate core.
The tail decoding takes at most cycles. This is because the number of states traversed by the decode FSM depends on the bits of that it receives; see Fig. 8 . This number can be at most . In order to make the prefix and tail decoding cycles equal, three additional states must be added to the FSM state diagram as shown in Fig. 15 . This ensures that the decoder works in synchronization with the demultiplexer. Moreover, now the tail bits may not be passed on to the decoder as a single block. Thus, the interleaving of test data to generate changes slightly. The additional states do not increase the number of flip flops in the decoder.
Consider a simple case where cores are tested simultaneously using the above decompression scheme. Let be the number of patterns and be the scan length for the th core. Also, without loss of generality, let and let . The total testing time for this system is given by An intuitive interpretation of this is that will equal the test time of the core with the largest amount of test data. Since all cores do not have the same test-data volume, the proposed decompression scheme can be more efficiently employed by assigning multiple cores to the same system scan chain such that the volume of test data to be fed to the different scan chains are nearly equal (Fig. 16) . Even though this increases the lengths of the scan chains in the SoC, it offers the advantage of reducing overhead due to the decoders without increasing system testing time. The encoding procedure now works as follows: the test set for the cores connected to the same scan chain are merged and then encoded. This encoded data is then used to obtain the composite test data as described above. The test sets for the cores on the different scan chains are compressed more efficiently if the group size is allowed to vary. Therefore, to derive the maximum benefit of Golomb codes for each core, multiple cores are grouped together if their test sets [11] are encoded using the same value of . Each group of cores is assigned a dedicated demultiplexer. For an SoC with a large number of cores, grouping the cores in this fashion gives the maximum benefit without increasing testing time or hardware overhead. The problem of optimally assigning cores to different scan chains however remains an open problem and needs further investigation.
V. EXPERIMENTAL RESULTS
In this section, we experimentally evaluate the proposed test-data compression/decompression method for the ISCAS benchmark circuits and for two industrial circuits. We considered both full-scan and nonscan sequential circuits. For each of the full-scan circuits, we assumed a single scan chain for our experiments. The test set for each full-scan circuit was reordered to increase compression; on the other hand, no reordering was done for the nonscan circuits. The amount of compression obtained was computed as follows:
Total no. bits in Total no. bits in Total no. bits in The first set of experimental data that we present is based on the use of partially specified test sets (test cubes). The system integrator can determine the best Golomb code parameter and encode test cubes if they are provided by the core vendor. Alternatively, the core vendor can encode the test set for the core and provide the encoded test set along with the value of to the core user, who can then use to design the decoder. In a third possible scenario, the core vendor can encode the test set and provide it to the core user without disclosing the value of used for encoding. Thus, now serves as an encryption of the test data for IP protection and serves as the "secret key." In this case, however, the core vendor must also design the decoder for the core and provide it to the core user. Table I presents the experimental results for the ISCAS benchmark circuits with sets of test cubes obtained from the Mintest ATPG program with dynamic compaction and compares the Golomb encoded test set with compacted test set obtained using Mintest [11] . We carried out our experiments using a Sun Ultra 10 workstation with a 333-MHz processor As is evident from Table I , the best value of depends on the test set. Not only do we achieve very high test-data compression with a suitable choice of , but we also observe that in a majority of cases (e.g., for all but one of the ISCAS'89 circuits), the size of is less than the smallest tests that have been derived for these circuits using ATPG compaction [11] . (These cases are shown shaded in Table I .) Hence, ATPG compaction may not always be necessary for saving memory and reducing testing time. This comparison is essential in order to show that storing in ATE memory is more efficient than simply applying ATPG compaction to test cubes and storing the resulting compact test sets. For example, the effectiveness of statistical coding for full-scan circuits was not completely established in [9] since no comparison was drawn with ATPG compaction in that work.
We next present results on Golomb coding for nonscan circuits. For this set of experiments, we used HITEC [21] to generate test sequences (cubes) for some of the ISCAS'89 benchmark circuits (including the three largest ones) and determined the size of in each case. Table II (a) illustrates the amount of compression achieved for these circuits. We also applied Golomb coding to two nonscan industrial circuits. These production circuits are microcontrollers, whose test data were provided to us by Delphi Delco Electronics Systems. The first circuit CKT1 contains 16.8-K gates, 145 flip flops, and 35 latches. The second (smaller) circuit contains 6.8-K gates, 88 flip flops, and 32 latches. The test sequences for these circuits were fully specified and they were derived using functional methods targeted at single stuck-at faults in their subcircuits. The results on Golomb coding for these circuits are presented in Table II (b) and (c). We achieved significant compression (over 80% on average) in all cases. Thus, the results show that the compression scheme is very effective for the nonscan circuits as well.
We next revisit the lower and upper bounds and the best value of derived in Section II for test-data compression using Golomb codes. In Table III , we list these bounds and the actual compression obtained for the ISCAS circuits. Table III shows the number of ones in , size of the encoded test set , and lower and upper bounds corresponding to each circuit. In Table IV , we list the best value of determined experimentally and analytically . These results show that the experimental results are consistent with the theoretically predicted bounds.
An analytical comparison between run-length coding and Golomb coding was presented in Section II. Here, we present experimental results to reinforce that comparison. Table V compares the amount of compression obtained with run-length coding for 3 with Golomb coding for the large ISCAS benchmark circuits. Golomb codes give better compression in all cases. For example, the compression is almost 20% better for s13207. While run-length coding may yield slightly better compression (for higher values of ), the complexity of the run-length decoder increases considerably with an increase in . If the precomputed test set is already compacted using ATPG methods, then the compression obtained using Golomb codes is considerably less. Nevertheless, we have seen that a significant amount of compression is often achieved if Golomb coding is applied to an ATPG-compacted . Table VI lists the compression achieved for some ISCAS benchmark circuits with test sets derived using SIS [22] . The corresponding compression results achieved with run-length coding (block size 3) are also shown and are significantly less. Unfortunately, we were unable to directly compare our results with [10] since the test sets used in [10] are no longer available. However, we note that Golomb coding indirectly outperforms [10] since is much smaller and compression is significantly higher for Golombcoded test sets in all cases. Table VII demonstrates that Golomb coding allows us to use a slower tester without incurring any testing time penalty. As discussed in Section III, Golomb coding provides three important benefits: 1) it significantly reduces the volume of test data; 2) the test patterns can be applied to the core under test at the scan clock frequency using an external tester that runs at frequency ; and 3) in comparison with external testing using ATPG-compacted patterns, the same testing time is achieved using a much slower tester. The third issue is highlighted in Table VII .
VI. CONCLUSION
We have presented a new test vector compression method and decompression architecture for testing embedded cores in an SoC. The proposed method is based on variable-to-variablelength Golomb codes. We have shown that Golomb codes can be used for efficient compression of test data for SoCs and to save ATE memory and testing time. Golomb coding is inherently superior then run-length coding; we have demonstrated this analytically and through experimental results.
The on-chip decoder is small and easy to implement. In addition, it is scalable and independent of the core under test and the precomputed test set. With careful design, it is possible to ensure proper synchronization between the decoder and the tester. We have also presented a novel decompression architecture for testing multiple cores simultaneously. This reduces the testing time of an SoC further and increases the ATE I/O channel capacity considerably. The novel decompression architecture is a direct consequence of the structure of the Golomb codes.
Experimental results for the ISCAS benchmark show that the compression technique is very efficient for combinational and full-scan circuits. Significant compression is achieved not only for test cubes, but also for compacted fully specified test sets. The results show that ATPG compaction may not be always necessary for saving ATE memory and reducing testing time. We also achieved substantial compression for two nonscan industrial circuits and for the nonscan ISCAS'89 circuits using HITEC test sets. These results show that Golomb coding is also attractive for compressing (ordered) test sequences of nonscan circuits. Finally, we have demonstrated that Golomb is superior to run-length coding for all benchmark circuits.
