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This paper concerns the ill-posedness issue for a system of 
quadratic nonlinear Schrödinger equations in two dimensions. 
From previous studies for the large time behavior of the so-
lution to the system, one may expect that the critical regu-
larity to show the well-posedness depends on the dispersion 
coeﬃcients. To prove the ill-posedness, we show the failure 
of the uniform continuity of the data-solution map for the 
mass resonance case and show the norm inﬂation for other 
cases.
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1. Introduction
We are concerned with the ill-posedness issue of the initial value problem for the 
system of quadratic nonlinear Schrödinger equations:
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i∂tu1 +
1
2m1
Δu1 = u1u2, t ∈ R, x ∈ R2,
i∂tu2 +
1
2m2
Δu2 = u21, t ∈ R, x ∈ R2,
u1(0, x) = ψ1(x), u2(0, x) = ψ2(x),x ∈ R2.
(1.1)
The system (1.1) arises in nonlinear optics describing the second harmonic generation and 
the Raman ampliﬁcation phenomenon as a simpliﬁed model (cf. Colin–Colin–Ohta [5]). 
If u(t, x) = (u1(t, x), u2(t, x)) is a solution, then uλ(t, x) = (λu1(λ2t, λx), λu2(λ2t, λx))
is also a solution of (1.1) with the initial data uλ(0, x) = (λψ1(λx), λψ2(λx)) and we see 
that the invariant space is H˙−1(R2) by this scaling, where H˙s(R2) := {f ∈ S ′ ; ‖f‖H˙s :=
‖|ξ|sf̂ ‖L2 < ∞} for s ∈ R and f̂ is the Fourier transform of f . Due to the result by 
Hayashi–Ozawa–Tanaka [9], the initial value problem (1.1) is locally well-posed in L2(R2)
(cf. [22]). On the other hand, the above scaling consideration suggests us the possibility 
that L2(R2) is not optimal to show the local well-posedness for (1.1). We review known 
results for the well-posedness of a single quadratic nonlinear Schrödinger equation:
{
i∂tu + Δu = f(u), t > 0, x ∈ R2,
u(0) = u0(x), x ∈ R2.
(1.2)
For the gauge invariant nonlinear Schrödinger equation f(u) = ±|u|u, Tsutsumi [22]
proved the local well-posedness in L2(R2). See [3] for a general result in Hs(Rn). On the 
other hand, Kenig–Ponce–Vega [15] showed that the uniform continuity of the map from 
data to the solution does not hold in Hs(R2) for s < 0 and λ < 0. In this sense, the 
initial value problem (1.2) is ill-posed (see also [4] for the defocusing cubic nonlinearity in 
one dimension). In [15], they use the Galilei invariance of the equation and the existence 
of the ground state solution. For a non-gauge invariant case f(u) = u2, Bejenaru–De 
Silva [1] proved the local well-posedness in Hs(R2) for s > −1 and Iwabuchi–Ogawa [12]
showed the ill-posedness for s ≤ −1 in the sense of the norm discontinuity at the origin. 
For another quadratic nonlinearity f(u) = |u|2, Colliander–Delort–Kenig–Staﬃlani [6]
proved the local well-posedness in Hs(R2) for s > −1/4 and Iwabuchi–Uriya [13] proved 
the ill-posedness for s < −1/4. See [14,16,17,20] for one and three dimensional cases.
Our purpose of the present paper is to specify the critical Sobolev regularity that 
classiﬁes the well-posedness and the ill-posedness for (1.1) in terms of the parameters m1
and m2. According to the recent study by Hayashi–Li–Naumkin [8], Ogawa–Uriya [18], 
the parameters m1 and m2 inﬂuence to the asymptotic behavior of a solution to the 
system (1.1). This is ﬁrstly observed in the study of the system of nonlinear Klein–Gordon 
equations by Sunagawa [19] and Tsutsumi [23]. More precisely, the situation is diﬀerent in 
the following three cases: (i) the case 2m1 = m2 and m1 = m2, (ii) the case m1 = m2, and 
(iii) the case 2m1 = m2. To consider the asymptotic behavior of the solution corresponds 
to solve the initial value problem at time inﬁnity. It is natural to expect that the threshold 
regularity is diﬀerent depending on the relation between m1 and m2. The parameters m1
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it
2mk
Δ changing the fundamental 
frequency of the free solution and also determine the oscillation of the nonlinear terms. 
Roughly speaking, those may cause a resonance or non-resonance phenomenon in the 
system (1.1). The ﬁrst case 2m1 = m2 and m1 = m2 is considered as the non-resonance 
case. The second case m1 = m2 is the zero-oscillation case as is observed in the case 
of |u|2. The third case 2m1 = m2 is the mass resonance case and it corresponds to the 
gauge invariant nonlinearity ±|u|u for the single nonlinear Schrödinger equation (1.2). 
We show this resonance phenomenon more precisely in the end of this section.
Before stating our main result, we recall the deﬁnition of the Besov spaces.
Deﬁnition. Let {φj}j∈Z be the Littlewood–Paley dyadic decomposition of the unity. 
Namely, let φ̂ ∈ S(Rn) be a radial non-negative function satisfying supp φ̂ ⊂ {ξ ∈
Rn ; 2−1 ≤ |ξ| ≤ 2} and ∑
j∈Z
φ̂j(ξ) ≡ 1
for all ξ = 0, where φ̂j(ξ) = φ̂(ξ/2j) for j ∈ Z. We set Φ̂(ξ) = 1 −
∑
j≥0 φ̂j(ξ). Then for 
any s ∈ R, 1 ≤ p, σ ≤ ∞, the inhomogeneous Besov space Bsp,σ is deﬁned by
Bsp,σ(Rn) =
{
f ∈ S ′; ‖f‖Bsp,σ ≡
(
‖Φ ∗ f‖σLp +
∑
j≥0
2jsσ‖φj ∗ f‖σLp
)1/σ
< ∞
}
.
We show the strong discontinuity and hence the ill-posedness result for a general case 
to the Cauchy problem (1.1) as the following:
Theorem 1.1. Let s ≤ −1. Then there exist a sequence of times {TN}N∈N with TN → 0
(N → ∞) and a sequence of the initial data {ψN}N∈N ⊂ L2(R2) with ‖ψN‖Hs → 0
(N → ∞) such that the corresponding sequence of the solutions {(u1,N , u2,N )}N∈N ⊂
(C([0, T ); L2(R2)))2 to (1.1) with u1,N (0, x) = ψN (x) and u2,N (0, x) = ψN (x) satisﬁes
lim
N→∞
‖u1,N (TN )‖Hs = ∞, lim
N→∞
‖u2,N (TN )‖Hs = ∞.
For the zero-oscillation case, namely for the case m1 = m2, the threshold for the 
well-posedness does not coincide the scaling invariant limit and we obtain the following:
Theorem 1.2. Let σ > 4 and suppose that m1 = m2. Then there exist a sequence of 
times {TN}N∈N with TN → 0 (N → ∞) and a sequence of the initial data {ψN}N∈N ⊂
L2(R2) with ‖ψN‖B−1/42,σ → 0 (N → ∞) such that the corresponding sequence of the 
solutions {(u1,N , u2,N )}N∈N ⊂ (C([0, T ); L2(R2)))2 to (1.1) with u1,N (0, x) = ψN (x)
and u2,N (0, x) = ψN (x) satisﬁes
lim
N→∞
‖u1,N (TN )‖B−1/42,σ = ∞.
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the regularity threshold for the second component u2N is expected as s = −1. Hence the 
strong discontinuous result with a diﬀerent regularity threshold such as s = −1/4 for 
the ﬁrst component and s = −1 for the second component may be expected.
Under the mass resonance condition 2m1 = m2, the system (1.1) has an extra invari-
ance than the other cases, namely the Galilei invariance: If (u1(t, x), u2(t, x)) solves (1.1), 
then so does ⎧⎨⎩u1g(t, x) = u1(t, x − tη1)e
i(x·η1−|η1|2 t2m1 ),
u2g(t, x) = u2(t, x − tη2)ei(x·η2−|η2|
2 t
2m2
),
where η1, η2 ∈ Rn denotes the moment parameter satisfying 2η1 = η2. Combining with 
the existence of the ground state solutions which is proved in [9], we show the following:
Theorem 1.3. Let 2m1 = m2. If s ∈ (−1/2, 0), then the data-solution map (ψ1, ψ2) →
(u1(t), u2(t)) is not uniformly continuous, where (u1(t), u2(t)) is the solution of (1.1)
with the initial data (ψ1, ψ2).
In view of the above results, the threshold regularity for the well-posedness of the 
Cauchy problem (1.1) is depending on the mass parameters m1 and m2. Three cases are 
corresponding to the Cauchy problem of the single nonlinear Schrödinger equation (1.2)
with the power type nonlinearities, f(u) = u2, |u|2, and |u|u, respectively. The main 
reason why such a diﬀerence of the threshold occurs is that the oscillation cancelation is 
determined by the mass coeﬃcients m1 and m2 and the local well-posedness for the solu-
tion is largely eﬀected by the oscillation property of the solution. For the zero-oscillation 
case m1 = m2 the fundamental oscillation is canceled and short time singularity hardly 
disappear. Hence the regularity threshold for the second case is larger (and narrower) 
than the non-resonance case Theorem 1.1. The mass resonant case 2m1 = m2 exhibits 
a singular behavior because of the oscillation cancellation is weaker. Besides, for the 
mass resonance case, an extra invariance (the Galilei Transform) appears by the reso-
nant condition and this fact gives the similar nature of the gauge invariant single power 
nonlinearity to the system.
We also remark that one can ﬁnd a correspondence between the above three results and 
the global behavior of solutions to (1.1) such as the asymptotic structure of the solution 
shown in [8,18]. Such kind of correspondence is directly observed by the pseudo-conformal 
transformation for the four dimensional case. For instance if (u1, u2) solves (1.1), then 
the pseudo-conformally transformed function (v1, v2) given by⎧⎪⎪⎪⎨⎪⎪⎪⎩
v1(t, x) = exp
(
im1|x|2
2t
)
t−
n
2 u1
(
1
t
,
x
t
)
,
v2(t, x) = exp
(
im2|x|2
)
t−
n
2 u2
(
1
,
x
)
,2t t t
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i∂tv1 +
1
2m1
Δv1 = tn/2−2 exp
(
i(2m1 − m2)|x|2
2t
)
v1v2,t ∈ R \ {0}, x ∈ Rn,
i∂tv2 +
1
2m2
Δv2 = tn/2−2 exp
(
i(−2m1 + m2)|x|2
2t
)
v21 , t ∈ R \ {0}, x ∈ Rn.
Under the mass resonance condition 2m1 = m2, the system (1.1) is invariant under n = 4. 
Hence the pseudo conformal transformation to (1.1) connects the behavior of solution at 
t → ∞ with the behavior of the solution and the well-posedness as t → 0. This nature 
still remains to even two dimensional case and the system has a strong connection with 
the short time singularity and the large time asymptotics by its nature, which is one of 
interesting points.
Adopting the argument in [12], we show a heuristic observation why each threshold 
of the regularity appears in the local well-posedness in Theorem 1.1 and Theorem 1.2. 
By the Duhamel formula of the solution to (1.1), we write
u1(t) = e
it
2m1
Δψ1 − i
t∫
0
e
i(t−τ)
2m1
Δu1u2dτ,
u2(t) = e
it
2m2
Δψ2 − i
t∫
0
e
i(t−τ)
2m2
Δu21dτ.
(1.3)
We are able to approximate the solution u1 and u2 as
u1  e
it
2m1
Δψ1, u2  e
it
2m2
Δψ2 (1.4)
in a short time interval [0, T ]. By taking initial data ψ1 = ψ2 = 2(−s−
n
2 )NφN so that 
‖ψ‖Hs is independent of N , where φN is the N -th component of the Littlewood–Paley de-
composition with supp φ̂N ⊂ {ξ ∈ R2 | 2N−1 ≤ |ξ| ≤ 2N+1}. If 2m1 = m2 and m1 = m2, 
then we have for n = 2 and s = −1∥∥∥∥∥∥
t∫
0
e
i(t−τ)
2m1
Δe
iτ
2m1
Δψ1e
iτ
2m2
Δψ2dτ
∥∥∥∥∥∥
Hs(Rn)
=
∥∥∥∥∥∥(1 + |ξ|)s
∫
Rn
ψ̂1(η − ξ)ψ̂2(η) e
it( 1m1 |ξ|
2+ m2−m12m1m2 |η|
2− 1m1 ξ·η) − 1
i( 1m1 |ξ|2 + m2−m12m1m2 |η|2 − 1m1 ξ · η)
dη
∥∥∥∥∥∥
L2
 ‖(1 + |ξ|)s‖L2(|ξ|≤2N )2(−s−
n
2 )2N2−2N2Nn
= ‖(1 + |ξ|)−1‖L2(|ξ|≤2N )2(1−
2
2 )2N2−2N22N
 (log 2N ) 12 = N 12
(1.5)
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∥∥∥∥∥∥
t∫
0
e
i(t−τ)
2m2
Δ
(
e
iτ
2m1
Δψ1
)2
dτ
∥∥∥∥∥∥
Hs(Rn)
=
∥∥∥∥∥∥(1 + |ξ|)s
∫
Rn
ψ̂1(ξ − η)ψ̂1(ξ)e
−it( m2−m12m1m2 |ξ|
2+ 1m1 |η|
2− 1m1 ξ·η) − 1
i(m2−m12m1m2 |ξ|2 + 1m1 |η|2 − 1m1 ξ · η)
dη
∥∥∥∥∥∥
L2
 ‖(1 + |ξ|)s‖L2(|ξ|≤2N )2(−s−
n
2 )2N2−2N2Nn
 (log 2N ) 12 = N 12 .
(1.6)
Therefore the case s = −1 can be optimal for the well-posedness and the ill-posedness, 
and one can expect the existence of the large nonlinear term in (1.1) for small initial 
data in H−1(R2).
However in the case m1 = m2, the nonlinear term u¯1u2 in the ﬁrst equation of (1.1)
has the similar structure to |u|2 for the single equation (1.2) with f(u) = |u|2 and the 
argument in [12] is insuﬃcient. With the aid of the argument developed in [13], where 
the ill-posedness for (1.2) with f(u) = |u|2 in Hs(Rn), s < −1/4 is considered, we can 
overcome the structure diﬃculty of |u|2 to prove the ill-posedness of the system (1.2). To 
see the key idea, we assume that n = 1 and consider the nonlinear term u¯1u2 in the ﬁrst 
integral equation of (1.3) with the approximation (1.4). Then for the case m1 = m2, it 
holds that
∥∥∥∥∥∥
t∫
0
e
i(t−τ)
2m1
Δe
iτ
2m1
Δψ1e
iτ
2m2
Δψ2dτ
∥∥∥∥∥∥
Hs(R)
≥
∥∥∥∥∥∥(1 + |ξ|)s
∫
Rn
ψ̂1(η − ξ)ψ̂2(η)e
it
m1
ξ(ξ−η) − 1
i
m1
ξ(ξ − η) dη
∥∥∥∥∥∥
L2(|ξ|≤2−N )
 22(−s− 12 )N2N2− N2
= 2(−2s− 12 )N .
(1.7)
The last term diverges as N → ∞ if s < −1/4. The above formal calculation in one 
dimension can be adapted for the equation (1.1) with m1 = m2 in two dimension.
In the following, we apply the asymptotic expansion of the solution in the modulation 
and rescaled modulation spaces and show the rigorous argument of the discontinuity of 
the solution in the ﬁrst approximation as is shown in the above.
Recently, Ikeda–Katayama–Sunagawa [10] studied a system of quadratic derivative 
nonlinear Schrödinger equations with the null structure. They showed small data global 
existence and scattering under the corresponding mass resonance condition. Ikeda–
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same system at the scaling critical regularity under the mass resonance condition. Both 
results are proved by using the null structure of the system, so their method is not 
applicable to the system (1.1).
2. Preliminaries
In this section, we introduce some function spaces and their elementary properties 
which are used in the proof. Let {φj}j∈Z be the Littlewood–Paley decomposition and 
s ∈ R, 1 ≤ p, σ ≤ ∞. We deﬁne the homogeneous Besov spaces B˙sp,σ(Rn) by
B˙sp,σ(Rn) :=
⎧⎪⎨⎪⎩f ∈ S ′/P ; ‖f‖B˙sp,σ :=
⎛⎝∑
j∈Z
2sjσ‖φj ∗ f‖σLp
⎞⎠1/σ < ∞
⎫⎪⎬⎪⎭ ,
where we denote by P the set of all polynomials. Let χk be the Fourier window function 
which satisﬁes
supp χ̂k ⊂ {ξ ∈ Rn ; kj − 1 ≤ ξj ≤ kj + 1 for j = 1, 2, · · · , n},
∑
k∈Zn
χ̂k(ξ) = 1.
Let us deﬁne the modulation spaces Msp,σ(Rn) by
Msp,σ(Rn) :=
⎧⎨⎩f ∈ S ′ ; ‖f‖Msp,σ :=
( ∑
k∈Zn
(1 + |k|)sσ‖χk ∗ f‖σLp
)1/σ
< ∞
⎫⎬⎭ .
The following basic properties of Msp,σ are well-known.
Proposition 2.1. (See [7,21].)
(1) For s ∈ R, Ms2,2 = Hs.
(2) M2,σ ⊂ M2,ρ if 1 ≤ σ ≤ ρ ≤ ∞.
(3) Mp,1 ⊂ Lq for all 1 ≤ p ≤ q ≤ ∞ (continuous embedding).
(4) For f, g ∈ M2,1, fg ∈ M2,1 and there exists a constant CM > 0 such that
‖fg‖M2,1 ≤ CM‖f‖M2,1‖g‖M2,1 . (2.1)
We also deﬁne a variant of the modulation space which is called the rescaling modu-
lation space (M2,1)N (Rn) by
(M2,1)N (Rn) :=
{
f ∈ S ′ ; ‖f‖(M2,1)N :=
∑
‖f̂‖L2(Q(k,2N )) < ∞
}
,k∈2NZn
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Q(k, 2N ) := {ξ ∈ Rn ; ξj ∈ [kj , kj + 2N ] for j = 1, 2, · · · , n}
for k = (k1, k2, · · · , kn) ∈ Zn.
Corollary 2.2. For any N > 0, let f, g ∈ (M2,1)N , then
‖fg‖(M2,1)N ≤ CM2
nN
2 ‖f‖(M2,1)N ‖g‖(M2,1)N ,
where CM is the constant in the estimate (4) in Proposition 2.1.
3. Asymptotic expansion
We introduce an asymptotic expansion of the solution of (1.1), and give the proposition 
on the justiﬁcation of the expansion as a solution of (1.1). We refer to the results by 
Bejenaru–Tao [2] and Iwabuchi–Ogawa [12]. Let the initial data u1(0), u2(0) and the 
solution u1 and u2 be expanded formally by
u1(0) = ψ1,0 + εψ1,1 + ε2ψ1,2 + · · · , u2(0) = ψ2,0 + εψ2,1 + ε2ψ2,2 + · · · ,
u1 = U0 + εU1 + ε2U2 + · · · , u2 = V0 + εV1 + ε2V3 · · ·
for the positive parameter ε > 0. Then it follows from the equation (1.1) and deriving 
the terms with εk (k = 0, 1, 2, · · · ) that
ε0 :
⎧⎪⎨⎪⎩
(
i∂t +
1
2m1
Δ
)
U0 = U0V0,
U0(0) = ψ1,0
⎧⎪⎨⎪⎩
(
i∂t +
1
2m2
Δ
)
V0 = U0U0,
V0(0) = ψ2,0
ε1 :
⎧⎪⎨⎪⎩
(
i∂t +
1
2m1
Δ
)
U1 = U1V0 + U0V1,
U1(0) = ψ1,1
⎧⎪⎨⎪⎩
(
i∂t +
1
2m2
Δ
)
V1 = U1U0 + U0U1,
V1(0) = ψ2,1
...
...
...
and
U [ψ1](t) :=
∞∑
k=0
εkUk[ψ1](t), V [ψ2](t) :=
∞∑
k=0
εkVk[ψ2](t)
formally gives us the solution for (1.1) with the initial data uj(0) = ψj,0 + εψj,1 +
ε2ψj,2 + · · · for j = 1, 2. For our purpose, we take ψj,k ≡ 0 for all k ≥ 0 except ψj,1
(j = 1, 2). Then the above formal expansion can be reduced to the following:
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⎧⎪⎨⎪⎩
(
i∂t +
1
2m1
Δ
)
U0 = U0V0 = 0,
U0(0) = 0
⎧⎪⎨⎪⎩
(
i∂t +
1
2m2
Δ
)
V0 = U0U0 = 0,
V0(0) = 0
ε1 :
⎧⎪⎨⎪⎩
(
i∂t +
1
2m1
Δ
)
U1 = U1V0 + U0V1 = 0,
U1(0) = ψ1,1
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
(
i∂t +
1
2m2
Δ
)
V1 = U1U0
+ U0U1 = 0,
V1(0) = ψ2,1
...
...
...
and therefore we obtain
U [ψ1](t) :=
∞∑
k=1
εkUk[ψ1](t), V [ψ2](t) :=
∞∑
k=1
εkVk[ψ2](t)
with U1[ψ1](t) = e
it
2m1
Δψ1,1 and V1[ψ2](t) = e
it
2m2
Δψ2,1.
Proposition 3.1. For ψ1, ψ2 ∈ M2,1, there exists a T > 0 and a unique local solution 
u(t, x) = (u1(t, x), u2(t, x)) in C([0, T ); M2,1)2 of the initial value problem (1.1). It sat-
isﬁes the following expansion in C((0, T ); M2,1): For any 0 < ε ≤ 1,
u1(t) =
∞∑
k=1
εkUk[ψ1](t), u2(t) =
∞∑
k=1
εkVk[ψ2](t), (3.1)
where ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
U1[ψ1](t) := e
it
2m1
Δψ1,1, V1[ψ2](t) := e
it
2m2
Δψ2,1,
Uk[ψ1](t) :=
∑
k1+k2=k, k1,k2≥1
−i
t∫
0
e
i(t−τ)
2m1
ΔUk1 [ψ1](τ)Vk2 [ψ2](τ)dτ,
Vk[ψ2](t) :=
∑
k1+k2=k, k1,k2≥1
−i
t∫
0
e
i(t−τ)
2m2
ΔUk1 [ψ1](τ)Uk2 [ψ1](τ)dτ.
(3.2)
For the proof of Proposition 3.1, see [12].
4. The proof of Theorem 1.1
We consider the solution of the equation (1.1) as the mild solution, that is, 
(u1(t), u2(t)) satisﬁes the following integral equation:
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it
2m1
Δψ1 − i
t∫
0
e
i(t−τ)
2m1
Δu1u2dτ
and
u2(t) = e
it
2m2
Δψ2 − i
t∫
0
e
i(t−τ)
2m2
Δu21dτ.
In this section, we suppose that m1 = m2 for simplicity and give a comment for the case 
m1 = m2 after the proof of Theorem 1.1.
Ill-posedness in Hs(R2) for s < −1. Let ϕ ∈ S be a given function which satisﬁes ϕ ≥ 0,
supp ϕ ⊂ {ξ ∈ R ; |ξ| ≤ 1}, ϕ(ξ) = 1 for |ξ| ≤ 12 .
Then we denote ϕ+j , ϕ−j by
ϕ±j (ξ) := ϕ(ξ ∓ 2je1),
where e1 = (1, 0) denotes the unit vector parallel to ξ1-axis. For 0 < δ < 1, n ∈ N, let 
ψN be deﬁned by
ψN :=
log(N + 1)
N1/2
∑
N≤j≤(1+δ)N
2jF−1[ϕ+j + ϕ−j ],
and let (u1,N , u2,N ) be a solution to (1.1) for the both initial data ψN . Then we see that 
there exists a C = C(δ) > 0 such that for any s < −1,
‖ψN‖H˙s ≤ ‖ψN‖B˙s2,∞ ≤ CN
− 12 log(1 + N) → 0 as N → ∞.
Lemma 4.1. Suppose m1 = m2.
(1) For |ξ| ≤ 1/2 and t ≥ 2−2N , it holds that
|Û2[ψN ](t, ξ)| ≥ c1 log2(1 + N), (4.1)
and
|V̂2[ψN ](t, ξ)| ≥ c2 log2(1 + N). (4.2)
(2) There exists C1, C2 > 0 and 0 < δ < 1 such that
sup ‖Uk[ψN ]‖M2,1 ≤ Ck1Ck−1M T k−12k(1+δ)N , (4.3)
t∈(0,T )
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sup
t∈(0,T )
‖Vk[ψN ]‖M2,1 ≤ Ck2Ck−1M T k−12k(1+δ)N (4.4)
for all k = 3, 4, · · · , where CM > 0 is the constant appeared in (2.1).
Proof of Lemma 4.1. We ﬁrst prove (4.1) and (4.2) follows in the same manner. We 
denote M and m′j for j = 1, 2 by
M := m2 − m12m1m2 and m
′
j =
1
mj
.
We then have
Û2[ψN ](t, ξ) = −i
t∫
0
e−
i(t−τ)
2m1
|ξ|2
∫
R2
e
iτ
2m1
|ξ−η|2 ψ̂N (η − ξ)e−
iτ
2m2
|η|2 ψ̂N (η)dηdτ
= −ie it2m1 |ξ|2
∫
R2
ψ̂N (η − ξ)ψ̂N (η) 1
i (m′1|ξ|2 + M |η|2 − m′1η · ξ)
dη
+ ie
it
2m1
|ξ|2
∫
R2
ψ̂N (η − ξ)ψ̂N (η) e
it
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
i (m′1|ξ|2 + M |η|2 − m′1η · ξ)
dη
=: I + II .
For the estimate of the term I in the case |ξ| ≤ 1/2,
|I| = log
2(1 + N)
N
×
∣∣∣∣∣ ∑
N≤j≤(1+δ)N
22j
∫
R2
(ϕ+j (η − ξ)ϕ+j (η) + ϕ−j (η − ξ)ϕ−j (η))
× dη
i (m′1|ξ|2 + M |η|2 − m′1η · ξ)
∣∣∣∣∣
≥ c log
2(1 + N)
N
∑
N≤j≤(1+δ)N
22j2−2j
≥ δc log2(1 + N).
For the estimate of the term II in the case |ξ| ≤ 1/2,
eit
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
= 1 ′ ∂η1e
it
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
it (Mη1 − m1ξ1)
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|II | =
∣∣∣∣∣∣
∫
R2
eit
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
it
∂η1
{
ψ̂N (η − ξ)ψ̂N (η)
(Mη1 − m′1ξ1) (m′1|ξ|2 + M |η|2 − m′1η · ξ)
}
dη
∣∣∣∣∣∣
≤
∫
R2
1
|t|
M
∣∣m′1|ξ|2 + M |η|2 − m′1η · ξ∣∣+ |Mη1 − m′1ξ1|2
|Mη1 − m′1ξ1|2 |m′1|ξ|2 + M |η|2 − m′1η · ξ|2
∣∣∣ψ̂N (η − ξ)ψ̂N (η)∣∣∣ dη
+
∣∣∣∣∣∣
∫
R2
e
it
2
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
it (Mη1 − m′1ξ1) (m′1|ξ|2 + M |η|2 − m′1η · ξ)
∂η1
{
ψ̂N (η − ξ)ψ̂N (η)
}
dη
∣∣∣∣∣∣
=: II 1 + II 2.
Since we restrict |ξ| ≤ 1/2 and t ≥ 2−2N , we have
II 1 ≤ C log
2(1 + N)
N
×
∑
N≤j≤(1+δ)N
∫
R2
1
2−2N
22j
26j 2
2j(ϕ+j (η − ξ) + ϕ−j (η − ξ))(ϕ+j (η) + ϕ−j (η))dη
≤ C log
2(1 + N)
N
→ 0
as N → ∞. On the estimate of II 2, by the symmetry of ϕ±j , we ﬁnd∫
R2
eit
(
m′1|ξ|2+M |η|2−m′1η·ξ
)
it (Mη1 − m′1ξ1) (m′1|ξ|2 + M |η|2 − m′1η · ξ)
∂η1
{
ψ̂N (η − ξ)ψ̂N (η)
}
dη = 0.
Thus we obtain (4.1). We next prove (4.3) by induction. On the estimate in the case 
k = 1, we obtain
sup
t∈(0,T )
‖U1[ψN ]‖M2,1 ≤ C
log(1 + N)
N1/2
∑
N≤j≤(1+δ)N
2j ≤ C2(1+δ)N . (4.5)
On the estimate in the case k = 2, using Proposition 2.1 (4) and (4.5), we see that
sup
t∈(0,T )
‖U2[ψN ]‖M2,1 ≤
T∫
0
‖(U1[ψN ])2‖M2,1dτ
≤ CMT sup
t∈(0,T )
‖U1[ψN ]‖2M2,1
≤ C2C T22(1+δ)N .M
148 T. Iwabuchi et al. / Journal of Functional Analysis 271 (2016) 136–163Similarly, we have for Vk[ψN ] that
sup
t∈(0,T )
‖V1[ψN ]‖M2,1 ≤ C2(1+δ)N ,
sup
t∈(0,T )
‖V2[ψN ]‖M2,1 ≤ C2CMT22(1+δ)N .
On the estimate for k ≥ 3, we assume that
sup
t∈(0,T )
‖Ul[ψN ]‖M2,1 ≤ ClCl−1M T l−12l(1+δ)N ,
sup
t∈(0,T )
‖Vl[ψN ]‖M2,1 ≤ ClCl−1M T l−12l(1+δ)N
for l = 1, 2, · · · , k − 1. Then we see that by using Proposition 2.1 and the assumption of 
the induction
sup
t∈(0,T )
‖Uk[ψN ]‖M2,1
≤
∑
k1+k2=k,k1,k2≥1
sup
t∈(0,T )
t∫
0
‖Uk1 [ψN ](τ)Vk2 [ψN ](τ)‖M2,1dτ
≤ CM
∑
k1+k2=k
sup
t∈(0,T )
T∫
t
Ck1Ck1−1M τ
k1−12k1(1+δ)NCk2Ck2−1M τk2−12k2(1+δ)Ndτ
≤ CkCk−1M T k−12k(1+δ)N .
Therefore we obtain (4.3). In the similar way, we are able to show (4.4). 
Proof of Theorem 1.1 for s < −1. By using the asymptotic expansion (3.1), we have 
for each N ∈ N that
u1,N (t) =
∞∑
k=1
Uk[ψN ](t).
It turns out that the solution u1N for the initial data ψN at time t ≤ 2−2N
‖u1,N (t)‖Hs =
⎛⎝‖û1,N (t)‖2L2(|ξ|≤2−1) +∑
j≥0
22js‖φj ∗u1,N (t)‖2L2
⎞⎠1/2
≥ ‖û1,N (t)‖L2(|ξ|≤2−1)
≥ ‖Û2[ψN ](t)‖L2(|ξ|≤2−1) −
∥∥∥∑ Ûk[ψN ](t)∥∥∥
L2(|ξ|≤2−1)k≥3
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inequality. On the estimate for U2[ψN ](t), we have by (4.1)
‖Û2[ψN ](t)‖L2(|ξ|≤2−1) ≥ c(log(1 + N))2 for t ≥ 2−2N .
On the estimate for 
∑
k≥3 Ûk[ψN ](t), it follows from the embedding M2,1 ↪→ L2 and 
(4.3) with TN = 2−2N that
sup
t≤TN
∥∥∥∑
k≥3
Ûk[ψN ](t)
∥∥∥
L2(|ξ|≤2−1)
≤ C0 sup
t≤TN
∑
k≥3
‖Ûk[ψN ](t)‖M2,1
≤ C0
∑
k≥3
CkCk−1M 2−2N(k−1)2k(1+δ)N
≤ C0C2(1+δ)N
∑
k≥3
(CCM2−(1−δ)N )k−1
where C0 denotes the constant appeared in the embedding M2,1 ↪→ L2. Since 0 < δ < 1, 
it holds that CCM2−(1−δ)N < 1 for large N , thus we have
sup
t≤TN
∥∥∥∑
k≥3
Ûk[ψN ](t)
∥∥∥
L2(|ξ|≤2−1)
≤ C0C3C2M2(−1+3δ)N .
Therefore by taking δ < 1/3 and t ≤ TN = 2−2N , we conclude that
lim
N→∞
‖u1,N (TN )‖Hs = ∞
for s < −1. Similarly, we have for s < −1,
lim
N→∞
‖u2,N (TN )‖Hs = ∞.
This completes the proof of Theorem 1.1 for s < −1. 
Ill-posedness in H−1(R2). Let {φj}j∈Z be the Littlewood–Paley decomposition and the 
initial data ψN,R be deﬁned by
ψN,R := RφN ,
where N ∈ Z and R > 0. Here R > 0 will be chosen by R → 0 as N → ∞.
Lemma 4.2. Suppose m1 = m2.
(1) It holds that
‖U2[ψN,R]‖H−1 ≥ ctR222NN
1
2 for all t ≤ 2−2N−10 (4.6)
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‖V2[ψN,R]‖H−1 ≥ ctR222NN
1
2 for all t ≤ 2−2N−10. (4.7)
(2) It holds that
‖Uk[ψN,R]‖(M2,1)N ≤ Ctk−1Rk2(2k−1)N for all t ≤ 2−2N−10, (4.8)
and
‖Vk[ψN,R]‖(M2,1)N ≤ Ctk−1Rk2(2k−1)N for all t ≤ 2−2N−10, (4.9)
where k = 3, 4, · · · .
Proof of Lemma 4.2. We ﬁrst show the estimate (4.6).
̂U2[ψN,R](ξ) = −i
∫
R2
ψ̂N,R(η − ξ)ψ̂N,R(η) e
it(m′1|ξ|2+M |η|2−m′1ξ·η) − 1
i(m′1|ξ|2 + M |η|2 − m′1ξ · η)
dη.
There exists a c > 0 such that for any t ≤ 2−2N−10, we have
Re
[
eit(m
′
1|ξ|2+M |η|2−m′1ξ·η) − 1
i(m′1|ξ|2 + M |η|2 − m′1ξ · η)
]
≥ ct
since
2N−1 ≤ |η| ≤ 2N+1 and ∣∣it (m′1|ξ|2 + M |η|2 − m′1ξ · η)∣∣ ≤ C2−7.
We see that
‖U2[ψN,R]‖H−1 ≥ ct
∥∥∥∥∥∥〈ξ〉−1
∫
R2
ψ̂N,R(η − ξ)ψ̂N,R(η)dη
∥∥∥∥∥∥
L2
.
Since the support of ψ̂N,R is included in {ξ ∈ R2 ; |ξ| ≤ 2N+1}, the support of 
ψ̂N,R ∗ ψ̂N,R is included in {ξ ∈ R2 ; |ξ| ≤ 2N+2}. We have
‖U2[ψN,R]‖H−1 ≥ ct
∥∥∥∥∥∥〈ξ〉−1
∫
R2
ψ̂N,R(η − ξ)ψ̂N,R(η)dη
∥∥∥∥∥∥
L2(|ξ|≤2N+2)
≥ ct‖〈ξ〉−1R222(−2+2)N22N ‖L2(|ξ|≤2N+2)
≥ ctR222N (log 2N ) 12
≥ ctR222NN 12 .
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̂V2[ψN,R](ξ) =
∫
R2
ψ̂N,R(ξ − η)ψ̂N,R(η) e
−it(M |ξ|2+m′1|η|2−m′1ξ·η) − 1
i(M |ξ|2 + m′1|η|2 − m′1ξ · η)
dη.
There exists a c > 0 such that for any t ≤ 2−2N−10, we have
Re
[
eit(M |ξ|
2+m′1|η|2−m′1ξ·η) − 1
i(M |ξ|2 + m′1|η|2 − m′1ξ · η)
]
≥ ct
since
2N−1 ≤ |η| ≤ 2N+1 and ∣∣it (M |ξ|2 + m′1|η|2 − m′1ξ · η)∣∣ ≤ C2−7.
We see that
‖V2[ψN,R]‖H−1 ≥ ct
∥∥∥∥∥∥〈ξ〉−1
∫
R2
ψ̂N,R(ξ − η)ψ̂N,R(η)dη
∥∥∥∥∥∥
L2
.
Since the support of ψ̂N,R is included in {ξ ∈ R2 ; |ξ| ≤ 2N+1}, the support of 
ψ̂N,R ∗ ψ̂N,R is included in {ξ ∈ R2 ; |ξ| ≤ 2N+2}. We have
‖V2[ψN,R]‖H−1 ≥ ct
∥∥∥∥∥∥〈ξ〉−1
∫
R2
ψ̂N,R(ξ − η)ψ̂N,R(η)dη
∥∥∥∥∥∥
L2(|ξ|≤2N+2)
≥ ct‖〈ξ〉−1R222(−2+2)N22N ‖L2(|ξ|≤2N+2)
≥ ctR222N (log 2N ) 12
≥ ctR222NN 12 .
Next, we show the estimates (4.8) and (4.9). It holds that
‖U1[ψN,R](t)‖(M2,1)N ≤ CR2N , ‖V1[ψN,R](t)‖(M2,1)N ≤ CR2N .
Using above estimates and Corollary 2.2, we have
‖U2[ψN,R](t)‖(M2,1)N ≤
t∫
0
‖U2[ψN,R](τ)V2[ψN,R](τ)‖(M2,1)N dτ
≤ CM2N
t∫
‖U1[ψN,R](τ)‖(M2,1)N ‖V1[ψN,R](τ)‖(M2,1)dτ0
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= CMC2tR223N
and
‖V2[ψN,R]‖(M2,1)N ≤ CMC2tR223N .
We then obtain the estimates for k ≥ 3
‖Uk[ψN,R](t)‖(M2,1)N ≤ CkCk−1M tk−1Rk2(2k−1)N
and
‖Vk[ψN,R](t)‖(M2,1)N ≤ CkCk−1M tk−1Rk2(2k−1)N
by the similar inductive argument as in the proof of Lemma 4.1. 
Proof of Theorem 1.1 for s = −1. For ψN,R = RφN , we consider the solution
u1,N (t) =
∞∑
k=1
Uk[ψN,R](t) and u2,N (t) =
∞∑
k=1
Vk[ψN,R](t)
with (u1,N (0), u2,N (0)) = (ψN,R, ψN,R). Then we have
‖u1,N‖H−1 ≥ ‖U2[ψN,R](t)‖H−1 − ‖U1[ψN,R](t)‖H−1 −
∑
k≥3
‖Uk[ψN,R](t)‖H−1 .
Since
supp ̂Uk[ψN,R](t) ⊂ {ξ ∈ R2 : |ξ| ≤ k2N+1}
and
̂Uk[ψN,R](t) =
∑
k1+k2=k
t∫
0
e−i(t−τ)|ξ|
2 ̂Uk1 [ψN,R](τ) ∗ ̂Vk2 [ψN,R](τ)dτ,
we have estimate of Uk[ψN,R](t) and Vk[ψN,R](t) for k ≥ 3 from Hölder’s inequality and 
Hausdorﬀ–Young’s inequality
‖Uk[ψN,R](t)‖H−1 ≤ ‖〈·〉−1‖L2(|ξ|≤k2N+1) sup
|ξ|≤k2N+1
| ̂Uk[ψN,R](t, ξ)|
≤ C(N + log k)1/2
∑
k +k =k
t∫
‖ ̂Uk[ψN,R](τ)‖L2‖ ̂Vk[ψN,R](τ)‖L2dτ.1 2 0
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‖Uk[ψN,R]‖H−1 ≤ C(N + log k)1/2
×
t∫
0
∑
k1+k2=k
‖Uk1 [ψN,R](τ)‖(M2,1)N ‖Vk2 [ψN,R](τ)‖(M2,1)N dτ
≤ C(N + log k)1/2
∑
k1+k2=k
t∫
0
Ck1Ck1−1M R
k1τk1−12(2k1−1)N
× Ck2Ck2−1M Rk2τk2−12(2k2−1)Ndτ
≤ CCk−1M (N + log k)1/2Rktk−122(k−1)N .
Thus it turns out that∑
k≥3
‖Uk[ψN,R](t)‖H−1 ≤ C3CM24NR3t2
∑
k≥3
(N + log k)1/2(CCM22NRt)k−3
≤ C3CMR3(22NRt)2
∑
k≥3
(N + log k)1/2(CCM22NRt)k−3.
We then take TN = (CCM22N )−1 and R = N−1/4 logN to obtain for t ∈ [0, TN ]
∑
k≥3
‖Uk[ψN,R](t)‖ ≤ C (logN)
3
N3/4
∑
k≥3
(N + log k)1/2
(
logN
N1/4
)k−3
→ 0 as N → ∞.
Consequently, we see that for R = N−1/4 logN and t = TN
‖u1,N (TN )‖H−1 ≥ cTN22NR2N1/2 − CR − C (logN)
3
N3/4
∑
k≥3
(N + log k)1/2
(
logN
N1/4
)k−3
≥ c(logN)2 − CN−1/4 logN
− C (logN)
3
N1/4
∑
k≥3
(1 + N−1 log k)1/2
(
logN
N1/4
)k−3
→ ∞ as N → ∞.
Then the proof Theorem 1.1 is completed. 
Remark 4.3. In the proof of Lemma 4.1 and Lemma 4.2, we suppose that m1 = m2. For 
the case m1 = m2, integration by parts does not work. However, we are able to modify 
the proof for the case of m1 = m2 by using
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t∫
0
e−
i(t−τ)
2m1
|ξ|2
∫
R2
e
iτ
2m1
|ξ−η|2 ψ̂N (η − ξ)e−
iτ
2m2
|η|2 ψ̂N (η)dηdτ
= −i
t∫
0
e−
it
2m1
|ξ|2
∫
R2
e
iτ
2m1
ξ·(ξ−η)ψ̂N (η − ξ)ψ̂N (η)dηdτ
= −i
t∫
0
e−
it
2m1
|ξ|2
∫
R2
ψ̂N (η − ξ)ψ̂N (η)dηdτ
− i
t∫
0
e−
it
2m1
|ξ|2
∫
R2
(
e
iτ
2m1
ξ·(ξ−η) − 1
)
ψ̂N (η − ξ)ψ̂N (η)dηdτ
= I + II ,
where the ﬁrst factor I diverges and the second factor II converges to zero by taking 
t  2−2N and the limit as N → ∞.
5. The proof of Theorem 1.2
In this section, we prove Theorem 1.2 by adapting the method in the single component 
cases [12,13]. We deﬁne a cut-oﬀ function ϕl(ξ) by using ϕ(ξ) = 1 if ξ ∈ {|ξ1| ≤ 1} ∩
{|ξ2| ≤ 1} and ϕ(ξ) = 0 if {|ξ1| > 1} ∪{|ξ2| > 1} and shift it in the ﬁrst variable such as
ϕ	(ξ) = ϕ(2	(ξ1 − 2	), ξ2)
for all N ≤ l ≤ (1 + δ)N . Let (ψ1,N (ξ), ψ2,N (ξ)) be the initial data given by
ψ̂1,N (ξ) = ψ̂2,N (ξ) ≡ log(1 + N)
N1/2
∑
N≤	≤(1+δ)N
2 34 	ϕ	(ξ)
for some 0 < δ < 1 and N ∈ N and let (u1,N , u2,N ) be the corresponding solution to (1.1). 
Then we see that there exists a constant C = C(δ) such that for any σ > 2,
‖ψ1,N‖B−1/42,σ ≡
⎛⎝∑
j≥0
2−
j
4 σ‖φj ∗ψ1,N‖σ2
⎞⎠1/σ
≤ C log(1 + N)
N1/2
⎛⎝∑
jN
2−
j
4 σ
∑
N≤	≤(1+δ)N
2σ( 34 	− 2 )
⎞⎠1/σ
≤ C log(1 + N)
N1/2
⎛⎝∑
jN
2−
j
4 σ
∑
N≤	≤(1+δ)N
2 14 	σ
⎞⎠1/σ
≤ C log(1 + N) (δN)1/σ → 0 as N → ∞.
N1/2
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rescaled modulation spaces:
(M˜2,1)N (R2) :=
⎧⎨⎩f ∈ S ′ ; ‖f‖(M˜2,1)N := ∑
k1∈2NZ,k2∈Z
‖f̂‖L2(Q(k,2N )) < ∞
⎫⎬⎭ ,
where
Q˜(k, 2N ) := {ξ ∈ Rn ; ξ1 ∈ [k1, k1 + 2N ], ξ2 ∈ [k2, k2 + 1]}
for k = (k1, k2) ∈ Z2. We notice that the scaling is considered in one direction only. The 
bilinear estimate is known in the unidirectional rescaled modulation spaces:
Corollary 5.1. For any N ∈ R, let f, g ∈ (M˜2,1)N (R2), then we have
‖fg‖(M˜2,1)N ≤ CM2
N
2 ‖f‖(M˜2,1)N ‖g‖(M˜2,1)N . (5.1)
For the proof of Corollary 5.1, we refer the reader to [13].
We then show the following estimates for Uk[ψN ] (k ≥ 2).
Lemma 5.2.
(1) For t ≤ 2−9(log(1 + N))−1, it holds that
‖Û2[ψN ](t)‖L2(|ξ|≤2−1) ≥ cδt(log(1 + N))2 (5.2)
and
‖V̂2[ψN ](t)‖L2(|ξ|≤2−1) ≥ cδt(log(1 + N))2. (5.3)
(2) There exists a constant C > 0 and 0 < δ < 1 such that
‖Uk[ψN ](t)‖(M˜2,1)−N ≤ C
kCk−1M t
k−1(2− N2 )k−1(2(1+δ) N4 )k (5.4)
and
‖Vk[ψN ](t)‖(M˜2,1)−N ≤ C
kCk−1M t
k−1(2− N2 )k−1(2(1+δ) N4 )k (5.5)
for all k = 3, 4, · · · , where CM is the constant appeared in (5.1)
Proof of Lemma 5.2. We show only the ﬁrst inequality (5.2) and the second inequal-
ity (5.3) follows in the similar way in the proof of Lemma 4.1. It holds that
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t∫
0
e−
i(t−τ)
2m1
|ξ|2
∫
R2
e
iτ
2m1
|ξ−η|2 ψ̂N (η − ξ)e−
iτ
2m2
|η|2 ψ̂N (η)dηdτ
= −im1e−
it
2m1
|ξ|2
∫
R2
e
it
m1
ξ·(ξ−η) − 1
iξ · (ξ − η) ψ̂N (η − ξ)ψ̂N (η)dη.
On the support of the functions ϕj(η − ξ)ϕj(η), we have 2j − 2−j ≤ |ξ1 − η1| ≤ 2j +2−j
and |ξ2 −η2| ≤ 1. Since | itm1 ξ · (ξ −η)| ≤ 2−7 for any t ≤ 2−9(log(1 +N))−1, |ξ1| ≤ 2−j+1
and |ξ2| ≤ 2−1, we see that
Im
[
e
it
m1
ξ·(ξ−η) − 1
ξ · (ξ − η)
]
≥ ct.
Thus we see that
‖Û2[ψN ](t)‖L2(|ξ|≤2−1) ≥ (logN)
2
N1/2
( ∫
|ξ|≤2−1
∣∣∣∣∣
∫
R2
∑
N≤j≤(1+δ)N
2 32 jϕj(η − ξ)ϕj(η)
× Im
[
e
it
m1
ξ·(ξ−η) − 1
1
m1
ξ · (ξ − η)
]
dη
∣∣∣∣∣
2
dξ
)1/2
= (logN)
2
N1/2
( ∫
|ξ|≤2−1
∑
N≤j≤(1+δ)N
∫
R2
2 32 jϕj(η − ξ)ϕj(η)
× Im
[
e
it
m1
ξ·(ξ−η) − 1
1
m1
ξ · (ξ − η)
] ∑
N≤k≤(1+δ)N
dη
×
∫
R2
2 32 kϕk(η′ − ξ)ϕk(η′)Im
[
e
it
m1
ξ·(ξ−η′) − 1
1
m1
ξ · (ξ − η′)
]
dη′dξ
)1/2
≥ (logN)
2
N1/2
( ∑
N≤j,k≤(1+δ)N
∫
|ξ|≤2− max{j,k}
∫
R2
2 32 jϕj(η − ξ)ϕj(η)
× Im
[
e
it
m1
ξ·(ξ−η) − 1
1
m1
ξ · (ξ − η)
]
dη
×
∫
R2
2 32 kϕk(η′ − ξ)ϕk(η′)Im
[
e
it
m1
ξ·(ξ−η′) − 1
1
m1
ξ · (ξ − η′)
]
dη′dξ
)1/2
≥ ct(log(1 + N))2
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k = 1, we see that
‖U1[ψN ](t)‖(M˜2,1)−N ≤ C
log(1 + N)
N
1
2
∑
N≤j≤(1+δ)N
2
j
4
≤ C2(1+δ) N4 .
Similarly, we have
‖V1[ψN ](t)‖(M˜2,1)−N ≤ C2
(1+δ) N4 .
For the case k = 2, we have by using the bilinear estimate in modulation spaces,
‖U2[ψN ](t)‖(M˜2,1)−N ≤
t∫
0
‖U1[ψN ](τ)V1[ψN ](τ)‖(M˜2,1)−N dτ
≤ CM
t∫
0
2− N2 ‖U1[ψN ](τ)‖(M˜2,1)−N ‖V1[ψN ](τ)‖(M˜2,1)−N dτ
≤ C2CM t2− N2 22(1+δ) N4 .
Let k ≥ 3 and we assume that
‖Uk[ψN ](t)‖(M˜2,1)−N ≤ C
lCl−1M t
l−1(2− N2 )l−1(2(1+δ) N4 )l
and
‖Vk[ψN ](t)‖(M˜2,1)−N ≤ C
lCl−1M t
l−1(2− N2 )l−1(2(1+δ) N4 )l
for l = 1, 2, 3, · · · , k − 1. Then it follows from the bilinear estimate in modulation spaces 
and the hypothesis of the induction,
‖Uk[ψN ](t)‖(M˜2,1)−N
≤
∑
k1+k2=k,k1,k2≤1
t∫
0
‖Uk1 [ψN ](τ)Vk2 [ψN ](τ)‖(M˜2,1)−N dτ
≤ CM
∑
k1+k2=k
2− N2
t∫
0
‖Uk1 [ψN ](τ)‖(M˜2,1)−N ‖Vk2 [ψN ](τ)‖(M˜2,1)−N dτ
≤ CM
∑
2− N2 tCk1Ck1−1M tk1−1(2−
N
2 )k1−1(2(1+δ) N4 )k1Ck2Ck2−1M tk2−1k1+k2=k
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= CkCk−1M tk−1(2−
N
2 )k−1(2((1+δ) N4 )k.
Thus we obtain (5.4). By the same way, we have
‖Vk[ψN ](t)‖(M˜2,1)−N ≤ C
kCk−1M t
k−1(2− N2 )k−1(2((1+δ) N4 )k.
Thus, we conclude the proof of Lemma 5.2. 
Proof of Theorem 1.2. By using the asymptotic expansion formula, we denote for each 
N ∈ N that
u1,N (t) =
∞∑
k=1
Uk[ψN ](t).
Then we have on the solution uN for the initial data ψN at time t ≥ 2−9(logN)−1
‖u1,N (t)‖B−1/42,σ =
⎛⎝‖û1,N (t)‖σL2(|ξ|≤2−1) +∑
j≥0
2−
jσ
4 ‖φj ∗ u1,N‖σL2
⎞⎠1/σ
≥ ‖û1,N (t)‖L2(|ξ|≤2−1)
≥ ‖Û2[ψN ](t)‖L2(|ξ|≤2−1) −
∑
k≥3
‖Ûk[ψN ](t)‖L2(|ξ|≤2−1).
Here we note that we use Û1[ψN ](t, ξ) = 0 for |ξ| ≤ 2−1 on the last inequality. Taking 
t = 2−9(log(1 + N))−1, we then have the following absolute convergence of the sum ∑
k≥3 Ûk[ψN ](t) in (M˜2,1)−N ⊂ L2 for suﬃciently large N .
∥∥∥∥∑
k≥3
Ûk[ψN ](t)
∥∥∥∥
L2(|ξ|≤2−1)
≤ C
∑
k≥3
‖Ûk[ψN ](t)‖(M˜2,1)−N
≤ C
∑
k≥3
CkCk−1M 2−
N
2 (k−1)tk−12(1+δ) Nk4
= C2(1+δ) N4
∑
k≥3
(
CCM2−
N
2 (log(1 + N))−12(1+δ) N4
)k−1
.
Since δ < 1, we see that CCM2−
N
2 (log(1 + N))−12(1+δ) N4 < 1 for large N , we obtain∥∥∥∥∑ Ûk[ψN ](t)∥∥∥∥
L2(|ξ|≤2−1)
≤ CCM (log(1 + N))−22(1−3δ) N4 .k≥3
T. Iwabuchi et al. / Journal of Functional Analysis 271 (2016) 136–163 159Therefore by taking δ ≤ 1/3, we conclude that
lim
N→∞
‖u1,N (TN )‖B−1/42,σ = ∞. (5.6)
This completes the proof of Theorem 1.2. 
6. The proof of Theorem 1.3
To consider the case of (1.1), for simplicity, we consider the following particular sys-
tem: ⎧⎨⎩
i∂tv1 + Δv1 = −2v1v2,t ∈ R, x ∈ R2,
i∂tv2 +
1
2Δv2 = −v
2
1 , t ∈ R, x ∈ R2.
This particular system is obtained from the system (1.1) by putting
v1(t, x) =
1√
2
u1
(
t,
1√
2m1
x
)
, v2(t, x) = −12u2
(
t,
1√
2m1
x
)
and 2m1 = m2. Under the condition 2m1 = m2, the system (1.1) has Galilei invariance.
Proof of Theorem 1.3. Let e1 be the unit vector (1, 0). Let f and g be a solution of⎧⎨⎩
−Δf + f = 2fg,
−12Δg + 2g = f
2,
and deﬁne fω and gω by scaling
fω(x) = ω2f(ωx), gω(x) = ω2g(ωx).
We notice that f1(x) = f(x) and g1(x) = g(x). We consider the following system:⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
i∂tv1 + Δv1 = −2v1v2, t ∈ R, x ∈ R2,
i∂tv2 +
1
2Δv2 = −v
2
1 , t ∈ R, x ∈ R2,
v1(0, x) = v1,N1(0, x) = eiN1e1·xfω,x ∈ R2
v2(0, x) = v2,N2(0, x) = eiN2e1·xgω,x ∈ R2.
(6.1)
It is known that f and g decay exponentially and by elliptic regularity f̂ and ĝ also 
decay exponentially. The existence of ground state solution is obtained by Hayashi–
Ozawa–Tanaka [9]. Therefore, (fω, gω) satisﬁes
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− Δfω + ω2fω = 2fωgω,
− 12Δgω + 2ω
2gω = f2ω.
Thus, (v1(t, x), v2(t, x)) which is deﬁned by
v1(t, x) = eiω
2tfω, v2(t, x) = e2iω
2tgω,
is a solution for the system (6.1). Using Galilei invariance of the system, it follows that
v1,N1(t, x) = e−iN
2
1 teiN1e1·xv1(t, x − 2tN1e1)
= e−iN
2
1 teiN1e1·xeiω
2tfω(x − 2tN1e1)
= e−it(N
2
1 −ω2)eiN1e1·xfω(x − 2tN1e1)
and
v2,N2(t, x) = e−it(N
2
2 −2ω2)teiN2e1·xgω(x − tN2e1)
solve the nonlinear Schrödinger system (6.1). We ﬁx s ∈ (−1/2, 0) and take
ω = N−2s, N1, N2  N,
where A  B means that cA ≤ B ≤ CA for some constants c, C > 0. We observe that
f̂ω(ξ) = f̂
(
ξ
ω
)
, ĝω(ξ) = ĝ
(
ξ
ω
)
,
so that f̂ω and ĝω concentrate in a ball Bω(0) = {ξ ∈ R : |ξ| < ω}. Because of our choice, 
for s > −1/2, if ξ ∈ Bω(±N), then N − ω ≤ |ξ| ≤ N + ω. Using these observations and 
Schwarz inequality, we see that
‖v1,N1(0) − v1,N ′1(0)‖2Hs = ‖(1 + |ξ|2)s/2(f̂ω(ξ − N1e1) − f̂ω(ξ − N ′1e1))‖2L2
≤ CN2s‖f̂ω(ξ − N1e1) − f̂ω(ξ − N ′1e1)‖2L2
≤ CN2s
∞∫
−∞
∣∣∣∣∣
1∫
0
(N ′1 − N1)e1 · (∇f̂ω)(ξ − θN1e1
− (1 − θ)N ′1e1)dθ
∣∣∣∣∣
2
dξ
≤ CN2s |N1 − N
′
1|
ω2
∞∫ 1∫
|∇f̂ω(ξ − θN1e1 − (1 − θ)N ′1e1)|2dθdξ−∞ 0
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′
1)2
ω2
∞∫
−∞
|∇f̂ω(ξ)|2dξ
≤ CN2s(N1 − N ′1)2
≤ C(N2s(N1 − N ′1))2
and that
‖v1,N1(0)‖2Hs , ‖v1,N ′1(0)‖2Hs  CN2sω = C.
Next, we consider the corresponding solution v1N1 and v1N ′1 at time t = T , and we 
compute the diﬀerence of two solutions in Hs, namely,
‖v1,N1(T ) − v1,N ′1(T )‖2Hs .
Note that
‖v1,N1(T )‖2Hs , ‖v1,N ′1(T )‖2Hs  C.
We see that the frequencies of both v1N1 and v1N ′1 are localized as N − ω ≤ |ξ| ≤ N +ω
and thus
‖v1,N1(T ) − v1,N ′1(T )‖2Hs  N2s‖v1,N1(T ) − v1,N ′1(T )‖2L2 . (6.2)
We observe that
v1,N1(T, x) = e−i(TN
2
1 −N1e1·x−Tω2)fω(x − 2TN1e1)
= e−i(TN
2
1 −N1e1·x−Tω2)ω2f(ω(x − 2TN1e1)).
Hence the support of v1N1(T ) is concentrated in Bω−1(2TN1) and so does v1N ′1(T ). 
Therefore if for ﬁxed T > 0, N1, N ′1 are chosen such that
T (N1 − N ′1)  ω−1 = N2s,
there is no interaction between v1,N1(T ) and v1,N ′1(T ). It holds that
‖v1,N1(T ) − v1,N ′1(T )‖2L2  ‖v1,N1(T )‖2L2 + ‖v1,N ′1(T )‖2L2
 ω.
(6.3)
Substituting (6.3) for (6.2), we have
‖v1,N1(T ) − v1,N ′1(T )‖2Hs ≥ CN2s‖v1,N1(T ) − v1,N ′1(T )‖2L2
≥ CN2sω = C.
(6.4)
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C(N2s(N1 − N ′1))2 = Cδ2,
that is
T (N1 − N ′1) = T
δ
N2s
 N2s, T  N
4s
δ
. (6.5)
Since s < 0, given δ > 0 and T > 0, we can choose N so large that (6.5) is valid, and from 
this we see that (6.4) shows the failure of the uniform continuity. A similar calculation 
is applicable to v2,N2 and thus we conclude the proof of Theorem 1.3. 
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