This paper is dedicated to constructing a theory to determine the nonlocal region of quantum fields by complex-geometry method. The field equations for fermions and bosons are associated with geodesic motion and equations for local curvature. According to the field equations and concerning QED and QCD, it is found that while the strengths of field, i.e. B and E, satisfy E 2 − B 2 = 0, the boson will own mass. The nonlocal region can be characterized by a determinant in boson field equation. The confinement property of QCD is closely investigated by analyzing its relation to the nonlocal region. And it turns out that under the customary approximation, only when the group SU (3) is extended to U (3) is it possible to understand the strong interaction between quarks. Additionally, the study suggests that the geometrical method may also be a candidate for constructing nonperturbative theory. As an ab initio theory, the paper can be considered as a self-contained one in the future study.
I. INTRODUCTION
Nonlocality is an important phenomenon in nature, particularly in quantum world. In a previous paper[1] the nonlocality has been expressed by the appearance of singularity with AB-effect as a starting point [2] . It has been proved that the degree of the nonlocality is closely connected with the dimension of the gauge transformation. This property directly gives rise to the conclusion that the nonlocality can't be detected locally. Of the most importance is that every two-particle scattering is accompanied by nonlocal effect, which results in an additional Lagrangian, or equivalently, a Hamiltonian. To apply this additional Lagrangian to renormalization, the knowledge of non-physical region, where nonlocality Lagrangian appears, is required. Only after understanding this region can we make the cutoff or other renormalization techniques work. As a matter of fact, having known the degree of the nonlocaltity, we are now encountered with the problem: where is the nonlocal region? Or to say the least, what's the property of edges for the region?
In this paper we are only concerned with the interaction involved in gauge fields, for instance, QED (Quantum Electrodynamics) and QCD (Quantum Chromodynamics), but the weak interaction will not be considered here. Although we have to mention the renormalization here and there, none of the relevant formulae will be listed in order to avoid confusion and the jump between different terminologies and expressions.
Appreciating to the renormalization group theory, we have formed in mind the pictures of the ultraviolet behavior for QED and QCD. QED, whose renormalization group was originally carried out by Gell-mann and Low [3] , proved not to be asymptotically free. The running coupling constant becomes larger while the momentum increases until the renormalization loses its validity. It is well known that the renormalization is valid only in perturbative region. In contrast, it was put forward by Gross and Wilczek [4] and was well confirmed by experiments that QCD is asymptotically free. While the momentum is very large, the coupling constant for color interaction tends to zero. Then in respect of renormalization, we may imagine that the physical region has two sides: one side is perturbative and the other side is non-perturbative. In the scattering case of QED, the perturbative side corresponds to low transferred momentum, and non-perturbative side to large transferred momentum. Whereas for QCD, the two sides are just reverse. In fact, we have known very well about the perturbative side, but very little about the other side up to date. In this paper, we circumambulate so long a way to reach the problem, but finally the definition of physical region is changed a little. According to our knowledge of quark confinement and the hydrogen atom, one side is the asymptotically free in scattering case, and the other side is of so strong interaction as to induce bound state. With this definition, what are the conditions for fermion states to appear at the two edges of the physical region, with the interaction of QED or QCD, is approximately obtained at the end of this paper.
The issue of vacuum has always been an important part in the quantum field theory. In contrast to our abundant knowledge about the accurate effects of vacuum in QED, we can't be sure to what extent we have understood the vacuum of strong interaction. Therefore, while we calculate the low energy scattering or the possibility that the particles could form bound states or resonant states, it is always difficult to determine to what extent the corrections can be adopted from higher order Feynman graphs since the coupling constant is larger than unit. To circumvent this problem, the effective interaction has always been the topic of many field theories. The central problem here is where and how we consider the vacuum. Along the context of this paper, it is natural to associate the problem of vacuum with the extent of the physical region and combine the two problems into one.
For QED, the nonlocal fact can be illustrated by considering the hydrogen atom formed by a proton and an electron around it. To the electron wave, the proton is its singularity and the nonlocal effect does exist. But the wave can't be detected locally, any detection will spoil the bound state. The same effect appears for tightly bounded quarks, but the singularity seems settled outside the region, just in contrast to QED. From the two cases we see the ultimate edge for the nonlocality, i.e. tightly bounded state.
So far, resolving the problem of nonlocal region seems equal to finding the ultimate state of motion around the singularity. This restatement of the problem naturally reminds us of the General Relativity, and thus of black holes. In General Relativity, the same kind of singularity is encountered, but it circumvents the confusion by carrying out a horizon, the outer of which is physical region, but the inner of which, now known as black hole region, is unable to be known. That is very heuristic. And more heuristically, the analog of the quantum topological effect to the gravity has been found by Reznik [5] , The only difference is that the medium process of motion is detectable in classical cases, but not in quantum case. To achieve our goal we need the similar method used in General Relativity, and proper definitions of the observer and the observed object are hence required.
The chance for us to know the concept of nonlocality mentioned here has come from the attempt to understand the quantum world by the instruments settled in the space-time, i.e. our living space. So far, we have recognized that we can't accurately describe the quantum world simultaneously by observables from both variables and their conjugate parts as we did in classical physics. The problem encountered in quantum measurement and in others suggest there must exist profound principles to describe the quantum motion better. The ansatz in this paper is that in all above mentioned measurements the quantities we inquire are not in the same spatial level as the quantum quantities settled in. That means, e.g., the momenta we inquire are in four-dimension space but electrons are in eight-dimension; or say, the observer is real but the object is complex in mathematical terminology. So if we use wave to describe wave, say, electron observes electron, quark observes quark, then any divergences and puzzles may disappear. According to the viewpoint, the scattering matrix can be alternatively expressed in a propagable manner.
Generally, we express the scattering matrix between initial state | i and final state | f as S f i = f | ∞ = f | S | i , where | i = | −∞ can be any state from a complete set for states. That is, we have known the form of operator S but not of initial or final states, then the matrix elements (i.e. possible transition between some possible initial and final states) can be calculated. However, from another level, say, the electron level, if all the states | i are known and a state | ∞ f is fixed, then the operator S can be carried out formally S f = i | ∞ f i |, and thus the interaction becomes known. It is obvious that the two methods of knowing the interaction to evaluate scattering amplitude or knowing initial & final states to evaluate interaction, are just the same road along opposite directions. And it is for this point of view that we construct the metric of quantum fields in this paper. Presently, one of the puzzles for us is how to determine the interacting kernel for the strong interaction or strong correlation. So under the circumstance the alternative choice to describe the scattering process may be better. That means to describe the quantum scattering one can use the wave function only and no prescribed interacting potential is necessarily presented, if all the initial and final waves are known. The problems are how to find the equations for wave functions and gauge fields. To find the equations, we may study intensively the properties of the state space, known as Hilbert space in quantum mechanics. While for QED, the space has been extended to complex four-dimension. The task of this paper is to study the four-dimension space in a thoroughly geometrical viewpoint, i.e., complex differential geometry.
If we admit that the observer and the observed object in the same level, i.e. in the same space such as the Hilbert space, then they can use the same rule to measure length, as well as the same tools for other observables. The most important is to define the metric of the quantum space, a complex space. This problem belongs to complex differential geometry. We will first introduce the real differential geometry, especially the Riemann Geometry which has been used in General Relativity; then in the following sections, the complex geometry for compact and non-compact group is introduced. We only list some main results and main features of the real and complex geometry, then immediately turn to their applications to the pertinent physics problems.
An overview of the paper: Introduction: to study nonlocal region→ equal to studying the property of singularity→similar to horizon of black hole→how to define physical region (out of horizon in gravity)→thus the similar method (geometry method) to quantum world to find physical region→the S-matrix and thus the interaction can be described by the curve of the wave functions.
Text: the elements of complex geometry: the complex structure J, the metric A αβ , and the transformation group→ the ordinary routine of geometrical method: metric, connection, and curvature→ curvature of quantum wave includes two aspects: spinor and tensor, spinor for fermion and tensor for boson→ QED as an example for spinor curve and QCD as an example for tensor curve→ the dynamical equations for fermions and bosons→ Bianchi identity→ reasonable approximation→ physical region for QED and QCD.
Conclusions: the mass originats from E 2 − B 2 = 0; the nonlocal aspects are also displayed by the self-energy of bosons; the confinement of QCD comes from large and imaginary vector potential A.
II. A USEFUL TOOL: EXTERIOR DIFFERENTIATION D
Exterior product is a useful tool in calculation of tensors. It obeys the rules of Grassman algebra. Here we use it to give rise to new tensor of a higher order. For example, let {x 1 , x 2 , · · · , x n } be of coordinates for a space, and an arbitrary function f (x 1 , x 2 , · · · , x n ) with respect to these coordinates, then the total differential of the function f is df = i ∂f ∂xi dx i , i = 1, 2, · · · , n. We call ( ∂f ∂x1 , ∂f ∂x2 , · · · , ∂f ∂xn ) p a one-order tensor, or vector, and (dx 1 , dx 2 , · · · , dx n ) p the basis in the neighborhood of point p. In terms of exterior product the df is also called 1-form differential. Now we can give rise to 2-form on the basis of the 1-form, ddf = ij ∂∂f ∂xi∂xj dx i ∧ dx j , i = 1, 2, · · · , n. The sign ∧ denotes the exterior product. It satisfies the antisymmetric rule: dx i ∧ dx j = −dx j ∧ dx i . According to the rule one easily concludes ddf = 0. Generally, one can write an n-form as
The repeated index henceforth means summation in this whole paper. Here the T ij···k is the component of k−order tensor, and the exterior product dx i ∧ dx j ∧ · · · ∧ dx k the basis. The exterior product has already been a common tool to express tensors in contemporary geometry theory [6] .
The above form can be reasonably extended to complex variables, e.g., the two variables {z,z}, and the only twoform of these complex variables is g(z ,z ) dz∧ dz, where g(z ,z ) is an arbitrary function of z andz. Here z andz are independent variables now.
III. ON SPACE AND COMPLEX MANIFOLD
It is suggestive from mathematical point of view that only by staying equal or above dimension level can one get complete information of the detected objects. For instance, it is incredible that a two dimension ant can directly recognize the curvature of a plane. As a tentative method, in this paper we propose an observer, e.g. an electron, which is settled also in the Hilbert space to help to observe electrons' or other fermions' motion. Obviously, they are on the same space level.
As we know, the most important property for any space is its continuum, and hence the existence of the derivatives [7] . As for Hilbert space, its continuum may be represented by the continuum of complex wave function ψ(x) in it. In general, the continuum of real function can easily be understood and operated: if its derivatives exist, the function itself is continuous. However, for a complex function, the same argument holds only if the Cauthy-Riemann condition is satisfied. We review it explicitly in order to achieve further conclusion.
A space is called n-dimension manifold if it can be formed as smoothly as possible by affixing many infinitesimal patches of R n (n-dimension real space) or C n (n-dimension complex space), or other types of n-dimension flat space. Ordinarily, we identify an n-dimension complex manifold with a 2n-dimension real manifold. The complex coordinates and real coordinates possess the relation:
then the following 1-form is straightforward,
and
The reverse of the above equations read
Now the exterior-product calculation can be performed on an arbitrary complex scalar function f (z α ,z α ), the 1-form is
Make f = u + iυ, it can be found that∂f = 0 is just the Cauthy-Riemann relation
Another important property of space is its transformation. How does it transform from one point to another infinitesimal neighboring point? Commonly, the vector fields spanned by basis (dx 1 , dx 2 , · · · , dx n ) or by basis {(dz α ,dz α ), α = 1, · · · , n} on a manifold are often the subjects to address the geometry of the manifold. Therefore the transformation ordinarily means how these fields transform between any two infinitesimal neighboring points of the manifold. The transformation may be constrained by some groups as done in the well-known classical mechanics or quantum fields. We will return to this topic in a later section. Now let's come back to the discussion of continuum, and turn to the affection of Cauthy-Riemann relation on a vector basis. Suppose the general transformation of the n-dimension complex manifold possesses the form
As an application of the Eq.(3.6), replace the function f with the f α , and further write out the f α as f α = u α + iυ α , the form of the Eq.(3.6) changes to
If make y α = x n+α , υ α = u n+α and introduce a 2n × 2n matrix J
which satisfies J 2 = −I 2n , I 2n denoting the identity matrix of rank 2n, then the Cauthy-Riemann relation (3.8) can be written out as (3.10) and correspondingly the transformation can adapt the matrix J as
Let the basis (dx 1 , dx 2 , · · · , dx n ; dy 1 , dy 2 , · · · , dy n ) be transformed by J, then we obtain
and further
From the form it can be seen that the dz α and dz α are eigen forms of the matrix J, and the relations are independent of the choice of the coordinates. In this sense J is called the complex structure on the complex manifold. As the counterpart of eq.(3.13), and due to the relation to be demonstrated in eq.(4.13), the following relations hold
A manifold with complex structure is called almost complex manifold. The above mathematical formulae will be more significant if we replace z α andz α with ψ α andψ α from the Hilbert space (Manifold) . In what follows, we will set ψ α in a more general space, with Hilbert space only as a special case.
IV. GENERAL ROUTINE TO DESCRIBE SPACE WITH GEOMETRICAL METHOD
Before forwarding the general definition of metric, it is deserved to recall its definition in three space. Following the Cartan Method of Moving Frames [6] , let every point x = (x 1 , x 2 , x 3 ) in space correspond to a frame spanned by { e 1 , e 2 , e 3 }in the following way. If the points x vary with respect to a curvilinear net defined by (u 1 , u 2 , u 3 ), i.e., x i = x i (u 1 , u 2 , u 3 ), the total differential of x takes the form
and set ∂ x ∂ui = P ij e j and ω j = du i P ji , then eq.(4.1) becomes
Now define
the parenthesis denotes the inner product as common sense. Combining these definitions, the metric of d x reads
Furthermore, if the differential of basis e i is written as
where ω j i is also a 1-form, then the differential for g ij can be calculated as
The above general forms in fact have not specified the frame { e 1 , e 2 , e 3 }. So let's turn to some special cases of defining the concrete frame. The well-known form of the frame is the orthogonal one, which corresponds to Euclidean space, i.e. g ij = ( e i , e j ) = δ ij . With this relation, eq.(4.4) becomes
and eq.(4.7) gives rise to
Another general/important frame is natural frame, in which e i is defined by
then (4.1) is directly written as
and (4.4) reads
It is this natural frame that can give us more elicitation on studying manifold. Now in fact we can extend the above space to n-dimension. The space generated by {u 1 , u 2 , · · · , u n } in fact is a manifold. Let's turn to the natural basis e i = ∂ x ∂u i . According to the terminology of quantum mechanics, e i is composed by two parts: a matrix (operator) ∂ ∂u i and a vector x. For different points x in space, the operator parts are the same, so conventionally we often write e i = ∂ ∂u i | x for a given point x and write e i = ∂ ∂u i for general cases without specifying a point. In this sense, the inner product g ij becomes 
The contravariant inner product g ij is thus defined by
satisfying g ij g jk = δ i k . The above arguments equally hold in complex space. For a given space, there may exist several or more ways to define its metric, i.e., the gauge to measure the space. Certainly the familiar form is based on the inner product like (4.11). And in the physical respect, we are only interested in these forms of metrics, even for complex manifold.
The construction of the metrics includes another important part, i.e. the constructed metric ds 2 should be geometrically invariant quantity with respect to the transformation between the different points of the manifold/space. So the metric is meaningful only after the Transformation Group has been defined. For the infinitesimal transformation under this group, ds 2 is invariant. For any given space, there may exist many ways to jump from one point to another point of infinitesimal neighborhood. To address the manner of the jump is to determine the transformation group, which also defines a manifold simultaneously. In a word, there exist many manifolds for a given space, a group defining a manifold.
Undertake the group transformation for the vector basis The connection Γ β α can be carried out by demanding that it should preserve the metric of two parallel displaced vector X and Y , i.e.
where ξ i and η j are 1-form and
with the parallel displacement results
i.e.
the parallel transport and the connection preserving the metric are equivalent, i.e., they can grow out of each other. In terms of matrices, (4.21) can be written as
Notice that all the components of Γ i j form a matrix Γ = (Γ i j ), and likewise components of g ij form matrix G. Γ t means the transpose of the matrix Γ. From this relation, in a way which we will see more clearly later, the connection Γ i jk can evidently be determined by the metric g ij . Then let's turn to the most important quantity of manifold, i.e., the curvature, which is an invariant 2-form under a certain transformation that defines the manifold. The curvature is defined based on the connection Γ i jk . In general, the 2-form of curvature matrix is defined by
To express it concisely, take Ω
the denotation , j in subscripts means the derivative with respect to the j-th variable. Then from TrΩ, i.e. make α = β from (4.24) one get the Ricci tensor
(4.25)
Above formulae are not constrained to some special space, but pertain generally to any manifold with the above form-like metric.
V. THREE USEFUL COMPLEX MANIFOLDS A. Connections for almost complex manifold
The complex structure directly determines the continuous property of manifold, so any connection possessed by manifold is demanded to preserve the complex structure. i.e. It seems that the expression in section IV is only for real geometry, but in fact, it also pertains to complex situation. We iterate the results in complex terms.
First of all, assume that we have chosen a metric for the complex space, A(ψ, ψ) = Aᾱ β dψ α dψ β . It is an additional requirement to real geometry that the indices α and β belong to different types, one for normal component, and the other for its complex conjugate, i.e. α →ᾱ. The reason why we choose this metric will be explained in the next section. Following the process of the last section, let's make the connection preserve the metric A(ψ, ψ). Having chosen the ∂ ∂ψ α , ∂ ∂ψ β as basis {eᾱ, e β }, the result is easily obtained from eq.(4.19) that
The equation of the following parallel displacement has been used in obtaining the above equation
where ξᾱ and η β are components for the vector X and Y, X = ξᾱeᾱ, Y = η β e β . In analogy with the form (4.22), expressing eq.(5.5) in matrix form
Γ refers to the matrix with components Γγᾱ. A further calculation of exterior product to the above equation turns the left hand trivial, and the right hand
The inverse of matrix A is so defined that
with component form
the curvature form (4.23) and (4.24) certainly hold with the variables being complex,
and taking into account the definition of the components form of curvature, Ω
(4.24)
From the form it is obvious that the curvature is antisymmetric with respect to the last two indices j, k. Here the meaning of dz j is the same as that of dψ j , and dz k means the similar. This kind of manifold undertakes no constraint to the connection except the requirement by complex continuum, so there is no special requirement for transformation either, and the group GL(n, C) is able to satisfy the minimal requirement.
C. The complex manifold under the unitary group U (n, C)
On the basis of the above general complex manifold, if we demand that the metric matrix A to satisfy
with components form as Aᾱ β =Ā αβ i.e. A matrix is Hermitian conjugate to itself, then the metric is called the Hermitian metric. This kind of operator is well known in quantum mechanics and possesses many good properties. So now the metric decided by the (5.13) can be written formally as dψ α Aᾱ β dψ β , as is known directly from quantum mechanics. To keep this kind of metric and relevant properties invariant, the transformation group must be some Unitary group U (n, C).
D. The Kähler manifold
Additionally, as to the above Hermitian manifold, if letting the torsion trivial, i.e. the change of two indices α and γ in connection Γ β αγ is symmetric, the manifold then is called Kähler manifold. The group for Kähler manifold is SU (n, C).
E. Independent components of curvature and Ricci tensor
The curvature subjects to the constraints in the following three aspects: (I) As shown in eq. 
The above four equations will hold independent of the torsion since the process of evaluation has nothing to do with it. If the torsion is absent, the first two will show more symmetric properties R
It is notable that the components of curvature here don't include any highly nonlinear terms such as Γ
jα , which do contribute to real Riemann geometry. This makes real geometry more complex but complex geometry really simplified to some extent.
The constraints can naturally be extended to Ricci tensor. From eq.(5.14), the corresponding Ricci tensor can be obtained by tracing Ω, and then the nontrivial components of TrΩ are
Effectively, only two independent forms of Ricci components Rj k and R jk exist. Furthermore, because the curvature component R α βjk
is antisymmetric with respect to the indicesj and k, only one form of Ricci component occurs, i.e. Rj k = −R kj . We will come back to this antisymmetry in section IX to get some useful expressions.
The Ricci tensor defined by (5.15) now can be written concisely as
here notation A stands for determinant det(Aᾱ β ), and the last step is obtained by using the general relation for the differential to a matrix determinant
and applying A A βᾱ , the algebraic congruence to Aᾱ β , to the derivatives of Γ γ βγ
The above discussion sets no limit to the group transformation, hence pertains to general situation, say, GL(n, C). Considering the Hermitian or Kähler manifold, the independent components of curvature and Ricci tensor will decrease. If Aᾱ β is Hermitian, then A * αβ = A βᾱ and det(Aᾱ β ) = det(A † αβ ), applying (5.14a), (5.14d) or (5.14b), (5.14c) to (5.18), the following expression can be achieved
The choice of Kähler manifold adds no more constraint to the form of Ricci tensor except the symmetric indices of connection in equation (5.14a), (5.14b). Now let's count the number of the independent components of the Ricci tensor. For the group GL(4, C), there are no additional constraints except that the two indices are antisymmetric. So for the set {ᾱ, β}, α, β are all over 1, 2, 3, 4, totally 16 components, and {α,β} need not be counted again for antisymmetry. And the freedom of Aᾱ β , however, is 32, so it actually need many gauge conditions to solve the field equation (9.8). Furthermore, if the manifold is Hermitian, i.e. the eq.(5.19) holds, R * αβ = −Rβ α , then the elements of set {ᾱ, β} decrease to 6, and the freedom of Aᾱ β also shrinks to 20, hence almost the same number of additional equations are needed to resolve the Aᾱ β .
VI. THE METRIC FOR QUANTUM FERMION FIELD
A quantum fermion field is customarily expressed with Dirac spinor ψ(x ), and the inner product of ψ(x ), or say the charge density in four dimension space, is prescribed as
Here, to be consistent with quantum fields, theψ(x) is defined as ψ † (x)γ 0 which is different from previous denotation ψ α (x) = ψ * α (x), hereafter we distinguish the difference only by the subscripts or superscripts: if having subscripts or superscripts then the latter definition holds, otherwise the former holds. The definition is meaningful in conserving the current j µ =ψ(x)γ µ ψ(x) by satisfying ∂ µ j µ = 0 and also, let the inner productψ(x)ψ(x) invariant under the transformation of group SL(2, C), which is the complex representation of Lorentz group. The invariance is a direct result of Lorentz invariance of Dirac equation [8] .
To generalize the inner product, we consider the wave function as a plane wave only within a very small region of the whole complex space, i.e. the inner productψ(x)ψ(x) is generalized to dψ(x)dψ(x), and only in this sense does the inner product remain unchanged under the transformation of group SL(2, C). Any infinitesimal transformation is performed to dψ(x) but not to ψ(x) now. dψ(x) is plane wave and ψ(x) has its meaning on a larger scale.
The above inner product holds when there is no interaction, but if any interaction appears, the product has to be interpreted by general form A αβ dψ α dψ * β . The above form without interaction is only a special case while A αβ = η δ αβ , η = 1 for α = 1, 2 and η = −1 for α = 3, 4. (be sure not to confuse with the previous meaning,ψ = ψ * γ 0 ). At last, the metric of the quantum field is demanded to be
which does not violate any experience from QED.
VII. TWO TYPES OF CURVES IN QUANTUM FIELD
In the common two-dimension space, the curves of hyperbolic or ellipse type can be interpreted with the general equations like a
And the linear transformation in two dimension can't change the types of curves, i.e., the ellipse type is still ellipse type after being transformed. Since the transformation has two equivalent manners: one is to change the objective curves; the other is to change the coordinate axes. From the viewpoint of the latter, the types of the curves can actually be reserved. In another word, if it is ever a type, it will forever be the type under a proper group transformation.
The argument also holds for four dimension situation. And the meaning of hyperbolic or ellipse can also be extended
The above definition of hyperbolic or ellipse is for the whole space. In a local region of the whole space, the same meaning may be interpreted by a
In the neighborhood of local region, the Lorentz transformation of course doesn't change the types of the curves. Therefore, even after a Lorentz transformation that changes (7.1) to a general form g αβ dx α dx β from which we can't distinguish its type directly, the type of the metric, i.e. the property of being open or not, is not influenced.
The discussion can naturally be extended to complex space. For example, the metric in the last section, ψ † (x)γ 0 ψ(x), remains unchanged under the transformation of group SL(2, C), which is a noncompact group the same as the Lorentz group. In fact, the form
being just versus (7.1) as group SL(2, C) vs Lorentz group [8] , is a hyperbolic metric expressed by complex spinor
. The generalized local form of Eq.(6.3) of course holds the curve type under the infinitesimal transformation on manifold. The metric (6.3) is for fermion, and thus is hyperbolic.
Considering the fact that photon, as a pure energy form, can decay into lepton-antilepton pair or proton-antiproton pair or quark-antiquark pair, the processes successively happen with the increase of the photon energy. Another remarkable feature of the successive process is that the lepton-antilepton in the U (1, C) region of the gauge field theory, and proton antiproton is in U (2, C) hadron region [forms the couplet together with neutron], and quark antiquark in U (3, C) color region. This feature leads to the ansatz that the photon may be curved in the U (n, C)-space with its energy increasing. So as an effective description, we may add another curve to the fermion curve of GL(n, C)-space to express the unified aspect as shown in the following eq. (7.3) .
If the fermion's field is not one dimension, like that in QED, but a three-dimension, like that in QCD, then the metric of wave function will be expanded to include more changes due to the extension of boson field. i.e. In the subspace denoted by indices a and c, the metric is demanded to be ellipse because the Unitary group is compact, and can preserve ellipse type metric. As a tentative assumption here, we choose the GL(n, C) group for fermion to preserve metric as hyperbolic type, and U (n, C) for boson to preserve its ellipse. The GL(n, C) group is so large for fermion wave function that it may be shrunk by gauge condition/or other conditions in the future.
VIII. MOTION EQUATION FOR FERMION
A. Motion equation and the rule of calculating the differential After sketching the geometrical method, let's turn to its application to physical problems. As an equal level observer, an electron is to test the other particle that also has electronic charge and magnetic moment. Then, what is its motion
region, i.e. while the wave length is not so small (QED) [or not so large (QCD)] that the coupling constant becomes too large, according to the renormalization results. Let's now assume that there always exists a complex frame in local space region for the electron to move like a free wave. In another word, in a local region that is sufficiently small, the electron is a plane wave. In terms of geometrical method, this suggests that the motion of electron is just a geodetic line, i.e., the parallel transport. We have become used to expressing the rest electron by plane wave function e ip·x , which is a complex function anyway. Consequently, its parallel displacement should be interpreted by complex manifold. Here, it is proposed that the free solution to Dirac equation should be the above mentioned plane wave. The resultant plane wave possesses four components, which is known as the Dirac spinor. So, the complex space of course should be of four dimension, and furthermore, it should be hyperbolic as argued in the last section. In this respect the space (transformation group) should be GL(4, C). Let's choose the natural frame in wave function of complex manifold, i.e. X = ξᾱeᾱ = dψ α ∂ ∂ψ α , then the (5.6a) (dξᾱ + Γᾱγξγ) = 0 turns out to be
Here, the form dψ α has already been the basis of the natural frame, so that the above equation is in fact a kind of differential to basis, i.e. the operator d is also a contracovariant differential D, the same as in eq.(4.16). Similarly, another equation for ψ α holds too,
In these two equations the components dψ β and dψ α from mathematical viewpoint are actually considered as plane wave within an infinitesimal local region, and thus coincide with its meaning of being basis of manifold.
From a geometrical view, the variation of ψ β , i.e. dψ β , is an infinitesimal change of ψ β to its neighboring points, and the changes are determined by ψ β and its accompanied transformation. So the ψ β is of the function of the group transformation. Suppose that space after a transformation is ψ ′β , then in analogy to the form of eq.(3.7), the wave function ψ ′β can be assumed to employ ψ β s as its variables
therefore the differential form dψ β may be written as
and making a further exterior product to the equation yields
which makes eq.(8.2) meaningless. Now, to overcome the difficulty, we will not consider eq.(8.2) as an equation to generate tensors, instead let's choose a flat-footed way of viewing differential operator d just as normal total differential calculus without involving the exterior product anymore. However the differential ∂ψ ′β ∂ψ γ is not yet operable in practical calculation. From an alternative viewpoint, the wave function in physics can be formally described as the function of space-time
In this way, certainly some information has to be lost. Now we may write eq.(8.2) with explicit form (ddψ β + Γ β αγ dψ α dψ γ ) = 0 and then construct the analogous form as in general relativity
But that makes wrong sense in quantum mechanics, for while the interaction is absent, i.e. Γ β αγ = 0, the above equation 
B. Expansion to plane waves in quantum mechanics
It has been assumed that the differential form dψ β is equal to a plane wave, and so is dψ α . However, since it is impossible to define the directions of the plane waves, all the possibilities should be included. Therefore, as recognized in quantum mechanics, the explicit form of the metric Aᾱ β dψ α dψ β should be
The integral may also appear in other situations when the summation of indices appears. So as a calculation experience, we prescribe it as a rule that once the summation appears, the integral is implied. And thus we could be free from changing the conventional forms but only bear in mind the integral. As a near application, the repeated indices in eq. (8.9) also mean the integrals for k and k ′ , for instance
The whole paper respects this rule while the metric and wave functions appear simultaneously.
C. Reduction to Schrödinger equation
While there exists a potential in Dirac equation, (i ∂− A − m)ψ = 0, the equation for the components of spinor then is analogous to (8.8)
While only scalar potential exists, the square of the time component is
the last line holds for bound states, and the second order term A 
Considering there are still two repeated indices,ρ and γ, and the number of integrals for momentum space [refer to Eq. (8.10)] does not change. Let's adopt the following approximation for Aρ γ which will be explained in the next section,
Substitute the form into (8.13), and consider the first two components of spinor as large components as indicated in QED, the differential form for time component of eq.(8.9) is
We only take (8.15a) as an example of integral. The form is like
leaves the remainder variables as in the first term dψ 0 ( k). We do not emphasize the integral here, but write the form as usual,
Before any further discussion, let us first analyze the dimension of the equation. In the natural units, the right hand of the above equation is energy square, and for the left hand, supposing ψ is dimensionless, the integral with respect to k ′ and k ′′ is accompanied with V (2π) 3 and thus is dimensionless. Thus for the second term of the left hand, A 0 is energy dimension, but two derivatives also contribute to energy dimensions, so an extra energy dimension exists. No such problem exists in the first term where the dimension of 2 is just the energy square. The same problem exists in the motion equation of General Relativity,
, where the dimension of Γ µ ρσ is force, thus the second term doesn't look equivalent in dimension to the first term which seems dimensionless. But in that case the problem is circumvented by supposing that the first term is multiplied by a unit mass. To remedy this inequality in dimension, we alternatively add another intergral with respect to time t to the second term. The integral is accompanied by a factor (−i) according to our experience in expressing S-matrices and the transition amplitude induced by time-dependent perturbation. Now the last form of equation (8.9) is
Now let us turn again to equation (8.16) 
, and consider the differential with respect to time
The last two steps hold since ∂ ln(1+A0) ∂t = ∂ t A 0 , and ∂ 2 t A 0 turns out to be trivial for the Poisson equation ∇ 2 A 0 = 0 which will be derived in the next section, and A 0 (−∞) = 0 is also understood. The similar process can be applied to the second component ψ 1 , get (8.19) and the derivatives with respect to space components give
the equation ∇ 2 A 0 = 0 directly induces the second term to vanish, and thus combining (8.19 ) and (8.20) leads to (8.12) and (8.11), and there is no problem from (8.11) to Schrödinger equation [9] .
In common quantum fields, we only consider the effective force part F µν being responsible for the contribution to the physical process; but with the nonlocal effects, it has been stated in Ref. [10] that the F µν is not complete in describing all physics. In the rough approximation, it can be seen from Γ α βγ that more things are presented than required. It includes not only the normal terms F µν but also any components like ∂ ν A µ , µ, ν arbitrary (We henceforth continue to use A µ to express the gauge field potential. Don't confuse it with the metric tensor A αβ ). It is just this property of the force that makes the present motion equation difficult to be completely reduced back to the very Dirac equation.
Moreover, the definition of the connection and thus the physical meaning of A µ now are not the same as those in quantum fields, since in quantum field theory, A µ (potential) is assumed as connection and F µν as the curvature tensor. Here the A µ is viewed only as component of metric and F µν (force) as connection as in general relativity. And the dimension of motion equation is also different from Schrödinger equation correspondingly, a force, a potential.
IX. FIELD EQUATION
A. The rule of calculating the derivative
The differential problem in fact has arisen in calculating the derivative This equation should be thoroughly respected by the electron as an equal level observer to another electron. However, it is impossible for the electron to transport all information it carries by projecting ψ α → x µ , i.e., projecting its complex space to our space-time without losing some information. To let the final equation able to be reduced to that for free particle, while turning the potential off, is one of the projecting methods, which is reasonable. In general relativity, the same kind of choice in fact has also been made. Its motion equation is 
B. The antisymmetry of Ricci tensor and the demonstration of 2 being hermite
This subsection is devoted to explaining a subtle but important aspect in calculating the curvature tensor. It can be seen from the definition of eq.(4.24) that the curvature tensor is explicitly antisymmetric with respect to the indices j and k. However, the antisymmetry seems lost from the concise expression (5.14). Now let us impose that antisymmetry on the interpretation of eq.(5.14) and see what the result will be. Substituting the explicit form of connection Γ α β into the equation, the components of curvature are of functions of metric tensor:
We will only calculate the first one as an example, the other three can be obtained by only properly changing the indices. Impose the antisymmetric property on the above first tensor
then the right hand and the left hand can be transformed respectively to
the equality of the two sides directly induces the following relation
The relation seems trivial in this form, but following the replacement of (9.2) results in
which is a reasonable result telling that the operator 2 is Hermitian. So now we can insist the antisymmetry in Ricci tensor without worrying about any unexpected contradiction. As a byproduct of applying the above result to Ricci tensor, a rule to be noticed is that for any product of two differentials like ∂ ∂z j ∂ ∂z k A, A arbitrary, the result should be antisymmetric if permuting
C. Field Equation
Now let's turn to the equation for a boson, e.g. a photon of QED. As a starting point, we still consider the free motion of a fermion. In this case, the fermion's wave function is plane wave, and the interaction (force) is of course absent. Therefore, the connection of complex space is trivial, and thus all the curvature tensor R α βjk vanishes. So for a boson field without any source, the field satisfies R α βjk = 0 for all the components, which will not change under the permitted transformation, for R α βjk is a tensor. Loose this strict constraint, and make Ricci tensor
That certainly holds for free fields, and is also expected to hold for the case that a source appears at an infinite point.
The right hand of equation may be added with a source term, whose physical meaning will be clarified later,
The coefficient κ will be determined later by comparing with the Clein-Gordon equation. Next let's see what can be derived from this field equation, as well as some differences with Clein-Gordon equation.
D. The Approximation of Metrical Matrix to the Form
We had better resolve the field equation (9.8) precisely first and then discuss the field property. But that may involve many elaberate techniques and will be a tedious process. Here we expect to understand the field property by substituting some better approximations into the field equation.
In the absence of the interaction, the metrical matrix is of the form
and after a period of interaction, according to the perturbative case (in this whole paper we respect the perturbative results of field theory), the matrix evolves into
and when only the electronic part is presented, eq.(9.10) gives
Moreover, if we choose the large components approximation from QED, i.e., there is no need to concisely consider the latter two of the four components, then the form of A αβ can be further approximated to
The large component and the small component appear in solution of Dirac equation while both the electric part (scalar potential) and magnetic part (vector part) of the boson field are small and the kinetic energy of fermion is very low: In general, the Dirac equation can be written out as [9] ,
where W is kinetic energy, φ the scalar potential and A the vector potential. Dividing four components ψ into two parts composed by the first two components and the last two components respectively,
with this denotation the Dirac equation is formally reduced into two equations,
Carry it out with ψ b = (2m + W − eφ) −1 σ · ( P − e A)ψ a , it can be seen that in the case while W , φ and A are all small, the two components ψ a and ψ b obey the relation
And in another way, we can also recognize the two components from the ordinarily accurate solution for the plane wave of fermion (not anti-fermion)
where χ i represents two eigen states of σ · P . From the above solution it is obvious that the last two components are smaller than υ c order. So in the small components, the last two diagonal elements of the matrix in (9.11), −1 + A 0 , the term A 0 may contribute a two order infinitesimal value, it can be ignored here. (9.12) does hold.
Under the approximation of (9.12), the Ricci tensor can be explicitly written out as
Replace the differential ∂ 2 ∂ψ α ∂ψ β as shown in eq. (9.2), assume that the scalar field does not vary with time, then the field equation R αβ = 0 turns out to be
which is just the Poisson equation obeyed by the electric field in vacuum. It will be proved in the next subsection that considering the approximation with the electric field being absent is also meaningful. Now let's turn to the approximation without electric field, i.e., the case that only radiation field exists. Compute the similar form of Ricci tensor in (9.17) using the metrical form (9.10) and make A 0 = 0, the direct result is
We will treat the equation explicitly to construct its relation with the electric and magnetic energy E 2 and B 2 where
∂t and B = ∇ × A. The calculation includes two parts,
where the underlines for vectors denote the inner products between them, and the sign : is the tensor product for dyad, for example, p · σ 1 k · σ 2 = p k : σ 1 σ 2 , if their inner products are not emphasized by underlines then the regular order is followed, otherwise obey the underlines, e.g. p k :
Ordinarily we only use the underlines while the gradient operator ∇ appears. Now let's deliberately calculate the magnetic energy B 2 by expressing it with vector potential
and employing the following relations
Applying relation in (9.23) to (9.22), then one obtains
The last step holds for the choice the Columb gauge condition for transverse fields, ∇ · A = A · ∇ A = 0. Now the eq. (9.20) and eq. (9.21) can be summarized as the form with E 2 and B 2 as
Combine them into (9.19),
As a direct result, the following heuristic equation holds,
The equation implies if the inequality
holds, then the field A can automatically gains a mass term. Whereas for QED, since E 2 − B 2 accurately vanishes, the photon net mass is zero. The eq.(9.28) means that some symmetric properties between electric and magnetic fields are missing. This asymmetry has also been mentioned in the part of remarks of Ref. [10] . On the other hand, since E 2 and B 2 should be classical observables and thus covariant under some group transformations, e.g. Lorentz transformation and gauge transformation. At least from the viewpoint of QED, the eq. (9.27) implies that the mass term seems sensible to the state of vector A, which is not invariant under the mentioned gauge transformation. Applying this equation to gauge theory of quantum fields, it really reveals that the mass is by no means a gauge invariant quantity. Now we can add a source term to field equation according to the form of eq.(9.27) and the well-known form 2 A = j in quantum field,
(9.29) the right hand of the equation being just the interacting Hamiltonian density. Remembering that we have replaced the differential with respect to ψ with the space-time variables as shown in (9.2), the above equation suggests the source term should be A under the approximation and thus in proportion to A αβ in field equation,
here theÃ αβ refers to the interaction that has been assumed as a source. But the term E 2 − B 2 is derived from the field equation itself and may not be closely related withÃ αβ .
X. REMARKS ON BIANCHI IDENTITY AND CONSERVATION LAW
Make exterior differential to both sides of eq.(4.23), one can get one of the Bianchi identities
in matrix form as
Written out with components form, one gets
On the other hand, the covariant differential of R Combining the above two, one gets
For the case that torsion is absent, the right side is equal to zero, and therefore As mentioned above, we consider the approximation (9.10) as a good choice, and make
where there are few constraints on h αβ such as requiring it very small everywhere, and η αβ with only diagonal element nonvanishing as 1, 1, −1, −1. Here the linear metric η αβ is used to raise or lower the metric or curvature indices of linear part, e.g. ηᾱ β h βγ = hᾱγ. Only in this sense, the following defined R L αβ is different from the normal definition of the Ricci tensor Rᾱ β ; after all, they have almost the same form. The linear part with respect to h αβ of the Ricci tensor is
14)
The rest part in fact is
As the treatment in General Relativity [11] , we separate the left hand of the field equation (10.12) into two parts
then the equation can be formally written out as
It is easy to prove that the differential for linear part is zero,
The first term is trivial for the antisymmetric tensor ∂ ∂z m R µν (m,ν antisymmetric) is multiplied by symmetric tensor η mν , i.e., R L ρm = ηρ µ η mν R µν ; and the second term is trivial for the symmetry of η mν ,ηρ µ and ηρ m is accompanied with antisymmetry with the superscripts µ,ν in R µν , so ηρ µ η mν R µν is directly zero before differential. It can be seen from (10. From now on we always assume that the approximation γ 0 → γ 0 + γ 0 γ µ A µ is accurate at least for perturbative part after a little while of the interaction, both from geometrical and physical angle. Thus the last matrix for metric is as shown in (9.10):
correspondingly the Ricci curvature for it is
The task now is to decide the physical region from all these known formulae. Substituting (9.10) to the equation (11.2) , one finds the main quantity that is needed to be evaluated is the determinant of matrix (A αβ ) 4×4 . The result is
Suggested by the horizon of black hole in general relativity, for quantum fields with the same form as the gravity, the similar singularity for the metric and thus the similar horizon-like edges of the physical region may also exist.
Furthermore, the singularities (poles) of S−matrix has been well known for their relation with the bound states. We may unify these two kinds of singularities in general relativity and quantum fields into a whole frame by giving their similar significance. And as a try, let us examine the situation of the singularity for QED first to get some rules and then apply them to QCD.
From the result of eq.(11.2), one can notice that the singularity of the determinant of matrix (A αβ ) 4×4 is the very singularity of logarithm function, hence the singularity of Ricci tensor. Let's examine these singularities and see how they correspond to the known physics. Suppose that | Aᾱ β |= 1 − A 2 0 + A 2 = 0, it makes the logarithm divergent. In the large component approximation, i.e. A ∼ 0, with only electronic part left, it is obvious that A 0 ∼ 1 (11.4) and if A 0 is the general Coulumb form 1 r , one gets r ∼ 1. In the atomic (natural) unit, it means the length of r is just the average radius value of the ground state of the hydrogen. This is a significant result, which may suggest the zero singularity for logarithm function is just the stable edge of the physical region. For the hydrogen, and under the same approximation, when r → ∞, then 1 − 1 r 2 → 1, the electron tends to be free (asymptotic). So now we approach the definite conclusion at least held for QED, 1 − A 2 0 + A 2 = { 0 stable state (ground state) 1 asympotic freedom will be achieved (11.5) From now on we extend this simple situation to general case, i.e., propose that even in other situations, | Aᾱ β |= 0 and 1 represent the two sides (edges) of the physical region, beyond which there may not exist any physical meaning.
Even in QED, we may encounter other alternative situations where a particular approximation of A = 0 is not held. Then, it follows 1 − A 2 0 + A 2 = 0, which suggests that A 2 0 = 1 + A 2 is also a stable solution. However, on the other hand, in perturbative theory, there is no chance for a potential to have a value larger than 1. So this solution is forbidden in QED, a perturbative theory. But this solution will shed some light on our understanding of QCD later, a unperturbative theory.
The only possible way to realize 1 − A 
B. Curvature in color space
Generally, we adopt the color-spin-independent form to express the QCD interaction as
where λ a s are Gellmann matrices. If the interaction is between identical quarks, then A µ a is just the same form vertex from another quark,
, and then (11.7) becomes the known current-current interaction. And correspondingly, the wave function for quark is also written out with separate form
where ψ(x) is the common spinor part [GL(4, C)] and
And thus the density of
, is always separated with computable form (11.9) where the C, C ′ represent color wave functions,
. In this respect, our metric form may be written out as (11.10) where the metric tensor A ab αβ may be further decomposed into
We have argued how A αβ forms the connection, curvature and at last the Ricci tensor. Additionally by multiplying the factor A ab , aforementioned results will still hold since we can first make the indices a, b fixed temporarily and thus all the formulae are just multiplied by a constant. Then the same discussion can be performed on the matrix (A ab ) 3×3 , finally we can get the Ricci tensor for total metric
R S for spinor and R C for color. In the discussion, it should be emphasized that Aᾱ β is for the mentioned hyperbolic space and the metric A ab ellipse color space, and they obey different differential geometries though they may entangle together. If so, the above forms will not be valid any longer, which will be considered in the next subsection. Now let's turn to the field equation Rᾱ β = 0, which now becomes R S + R C = 0. i.e.
It has been concluded that A · 2 A = B 2 − E 2 , and in the case of QED, E 2 = B 2 , so 2 A = 0 does hold and the photon net mass is zero. But from eq.(11.13) one may get the term A · 2 A from the left side and the E 2 − B 2 = −R C from the right side. So from this viewpoint, even the curvature of boson field itself can generate its mass if the dimension of boson field is larger than 1[U (1)]. This somewhat can also be seen as a mechanism of producing boson mass. However, if accepting this viewpoint, the three problems of generating mass, boson self-energy and boson curvature are entangled together, which makes the problems more complicated and unreachable.
Let's come back to the problem of the physical region. It is known that QCD is asymptotically free, i.e. while the transferred momenta of the quarks are very large, or equivalently the interaction scale is very small, the interaction tends to zero, reducing to perturbative case. Or in the above terms of asymptotic freedom, there should exist 1 − A 2 0 + A 2 → 1 in this case. In the perturbative situation, as stated in eq.(11.6), the conclusions A 0 → 0, A → 0 or A 0 ∼ A still hold. From this conclusion one is impressed by the fact that the asymptotic free of QCD is just contra-orientation with QED. QCD is in the large momentum short distance and QED just the reverse according to the renormalization result. The other side (edge) of QCD, the side that confine the quarks tightly, may correspond to the hydrogen case in QED. Now we begin to discuss the other side, the confining side of QCD, in contrast to the asymptotic side.
C. Color Confinement and Confining Potential
Color Condensing While the two quarks are in their ground state, i.e. in the low momentum state, the condition of this side should be determined by | A ab αβ |= 0. In respect of the eq.(11.12), it means the determinant | Aᾱ β |= 0 and | A ab |= 0 are satisfied at the same time. And | A ab |= 0 obviously makes the rank of the color matrix decrease by one, which suggests the quarks condensing to hadron level, and thus no free quark appears. This conclusion seems able to account for the confinement of quarks, at least as a mechanism. This exciting result realizes the expectation of establishing a theory of quarks but forbidding the free quarks [4] . However, from an alternative viewpoint, the conclusion is not so exciting because the binding of particles always means the decrease of their freedom. For instance, if the electron is bound by a proton, then we can't see the free electron but can only see the hydrogen atom as a whole. So the equation | A ab |= 0 only provides a way to understand the confinement but not an exact explanation for it, because the same equation form is held by QED. Nevertheless, since QED has already been the lowest U (1) gauge group, it can't possess the property like quarks that could condense from SU (3) to SU (2). In conclusion, the confinement mechanism has equal foot for both QED and QCD, and the peculiar feature of QCD is not the confinement of quarks, but why is it so tightly confined? Now let's make an attempt to understand this particular feature.
Spin-dependence of confinement As stressed in the previous section, for a perturbative interaction, it is impossible for scalar potential and vector potential to satisfy the relation A 2 0 = 1 + A 2 ( A 2 = 0) under the approximation (9.10). To satisfy this bound condition 1 − A 2 0 + A 2 = 0 in QED, another way of A ∼ 0 and A 0 ∼ 1 can be chosen. Whether this way can also be chosen as QCD bound condition is not known. In view of the particular properties of QCD, we would rather not choose this condition A ∼ 0, A 0 ∼ 1 which well coincides with perturbative QED. Here we concentrate our attention on how QCD satisfies the relation A From eq.(11.16a) it is obvious that the color interaction is spin-dependent, suggesting that the confined potential A 0 ( x) should be spin-dependent. Imaginary confining potential Now let's consider eq.(11.16b), where A = A a (I 3×3 + λ a ). It may provide us with a way to understand why the value of vector potential is imaginary. Since any component of A is a matrix, the value of the component should be the eigen value of the corresponding matrix. Now let's consider any one of the components, for instance, A 3 = A 3 a (I 3×3 + λ a ). First of all, we know that all the generators of group SU (3) are Hermite (see Gellmann matrices for example), so they and their combination with real coefficients have real eigenvalue. Thus the hope to get imaginary value relies on the first part I 3×3 , which we have assummed to be unit matrix. If extending the components of A is imaginary, but we don't know what an imaginary vector potential means, so we prefer to make I 3×3 → iI 3×3 = λ 0 and A 3 0 is still real. Now the new generator λ 0 is still Unitary for satisfying λ 0 (λ 0 ) † = 1 but not a Hermite matrix, so its eigen value will not be real. To summarize the method: we draw a conclusion that if we extend the group from SU (3) to U (3), then the problem is resolved. The matrix iI 3×3 is another generator for U (3), and it may be just responsible for the color-anticolor interaction besides the eight gluons. (The peculiar characteristic of the new generator is that the choice of it is not unique.) This extension is reasonable because if a space is curved in some way, its dimension must be larger than the original one. For instance, after a plane is curved, to describe it, the transformation group for basis manifold must be chosen as that in three dimensions. We choose U (3) space as the curved quark space in order to satisfy its strong confinement condition.
It should be asserted that while A acts as an imaginary vector, the value and signs of the B 2 − E 2 and thus the field equation (9.27) will not be affected according to their definitions.
here we keep metric but not Lagrangian. Other selection rules are not directly included. In these respects, the frame of this paper is a little rough. And we have do our best to circumvent the relative topics. So it is not perfect to discuss the conservation law in this theoretical frame. In a nonlocal theory, any conservation holds only after some integrals are carried over all the considered space, and thus the root of Jaccobian should appear in any resultant conservation law.
Additionally, the above results can only be obtained under the complex manifold, the transportion from complex space to real space is only by the transformation of Eq.(9.2). If the space-time is initially chosed as the base manifold, it is difficult to clarify the physical meaning or get the results of this paper.
The correctness of the results in this paper are all dependent on the approximation of Eq.(9.2) and Eq.(9.10). Obvious the correct motion equation and field equation should be derived directly from Eq.(9.1) and Eq.(9.8) without any substitution of the complex space to real space. But it is assumed that the approximation can actually hold in very weak and perturbative situation. However, if we want to derive the relatively strict interaction such as involving the QED renormalization, the substitution should be delayed to the last step, all the intermedial process of calculation should honestly obey the rule of complex wave functions.
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