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MINIMUM REPRESENTING MEASURES IN IDEMPOTENT
ANALYSIS
Abstrat. We show that the set of max-plus measures representing a given
max-plus harmoni vetor has a least element. This may be viewed as an
analogue of the uniqueness of the integral representation of harmoni funtions
in Potential Theory. As an appliation, we show how the distane-like funtions
of a metri spae an be expressed in terms of the Busemann points of the
metri boundary.
1. Introdution
In Idempotent analysis, one replaes the usual number elds with an idempotent
semield or semiring. This subjet was initiated by Maslov and his ollaborators
and developed by many others. An aount is given in [13℄. Continuing in this
tradition, a reent paper [2℄ develops an idempotent version of potential theory. The
motivation was to nd the set of solutions to the dynami programming equation of
an arbitrary deterministi Markov deision proess with innite time horizon and
innite state spae. This equation takes the form
ui = sup
j∈S
(Aij + uj) for all i ∈ S, (1)
where S is the set of states and the map A : S×S → R∪{−∞}, (i, j) 7→ Aij gives
the reward obtained on passing from state i to state j. One searhes for solutions
u : S → R ∪ {−∞}, i 7→ ui.
A fruitful approah to solving (1) is to regard it as a linear equation in the
max-plus algebra. This is the set Rmax := R ∪ {−∞} equipped with the addition
operation max(x, y) and multipliation operation x + y. Equation (1) is the max-
plus analogue of the equation dening harmoni vetors in Potential Theory, and
for this reason we all its solutions max-plus harmoni vetors. The analogy is
powerful; many results in Potential Theory have analogues. In partiular, one has
the following desription, whih appeared in [2℄, of the set of max-plus harmoni
vetors.
One rst denes the max-plus analogue of the Green kernel:
A∗ij := sup{Aii1 + · · ·+Ain−1j | n ∈ N, i1, . . . , in−1 ∈ S}.
This gives the maximal weight of a path from i to j. One assumes that there is
some basepoint b ∈ S from whih every state is aessible, that is, A∗bj > −∞ for
all j in S. The max-plus Martin spae M is dened to be the losure of the set of
maps K := {A∗·j − A
∗
bj | j ∈ S} in the produt topology. The max-plus Martin
boundary is then dened to be M \K .
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Just as in potential theory, the desription of the set of harmoni vetors is in
terms of a partiular subset Mm of the max-plus Martin spae, alled the max-
plus minimal Martin spae. (The denition is realled in the next setion.) It was
proved in [2℄ that a vetor u is max-plus harmoni if and only if it is of the form
u = sup
w∈Mm
µ(w) + w, (2)
where µ is an upper semiontinuous map from the minimal max-plus Martin spae
Mm to Rmax, bounded above. One may view µ as the max-plus analogue of the
density of the spetral measure appearing in Potential Theory. The reader may on-
sult [1℄ for bakground on max-plus measures. Unlike their lassial ounterparts,
max-plus measures always have a density, whih an be any upper semiontinuous
funtion. In this paper, therefore, we will not distinguish between max-plus mea-
sures and their densities. We introdue a piee of terminology: we say that a max-
plus measure ν on some subset D of M represents a vetor u if u = supξ∈D ξ+ν(ξ).
A major dierene between the above result and its probabilisti version is that
the representing max-plus measure might not be unique. A similar degeneray
auses problems when one tries to nd representations for (max-plus) superhar-
moni vetors. Reall that a vetor u : S → Rmax, i 7→ ui is superharmoni if
ui ≥ sup
j∈S
(Aij + uj) for all i ∈ S. (3)
If one was looking for a subset D of M with the property that every superharmoni
vetor has a representing measure dened on D, then a natural hoie would be
D := K ∪Mm, for two reasons. Firstly, this is an exat analogue of what one does
in (probabilisti) Potential Theory [6℄. Seondly, as was shown in [2℄, the elements
of K ∪Mm are the normalised extremal vetors, in the max-plus sense, of the set
of superharmoni vetors, just as in the probabilisti ase. The problem is that it is
trivial to nd a representing measure on K ∪Mm for every superharmoni vetor u:
one an take the upper semiontinuous hull of the map K → Rmax, i 7→ ui.
This problem stems from the fat that there are too many max-plus measures
representing u. The solution is to be more demanding. We prove the following
theorem.
Theorem 1.1. Assume that S is ountable and ontains a basepoint from whih
every state is aessible. Let u ∈ RSmax be max-plus superharmoni. Then, there
exists a max-plus measure µminu on K ∪M
m
representing u that is less than any
other representing measure on this set. If u is max-plus harmoni, then the restri-
tion of µminu to M
m
represents u and is less than any other max-plus measure on
Mm to do so.
We all µminu the minimum representing measure of u. One an view the above
result as an analogue of the uniqueness of the spetral measure in Potential Theory.
Note that even if u is max-plus harmoni, µminu might not take the value −∞
everywhere on K \Mm. We give an example of this in Setion 4.
The ountability assumption is perhaps not neessary. However, a proof of the
result in the general ase would require dierent tehniques.
To illustrate our ideas, we will show how they apply in an important speial ase,
that when the kernel A is determined by a metri. In this setting, the max-plus
Martin boundary is just the boundary onstruted by Gromov in [10℄, to whih
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Rieel has given the name metri boundary [15℄. This boundary is disussed in [4℄,
[3℄, and [5℄. Reent papers onerning it inlude [7℄, [8℄, [12℄, [14℄, [16℄, and [17℄.
Let (X, d) be a metri spae with basepoint. A distane-like funtion is, aord-
ing to Gromov [11℄, a funtion f from X to R satisfying
inf
y∈Lt
d(x, y) = f(x)− t for all x ∈ X and t ≤ f(x), (4)
where Lt := {x ∈ X | f(x) ≤ t}. In [15℄, Rieel denes an almost-geodesi to be a
funtion γ from some unbounded subset T of R+ ontaining 0 to X suh that, for
all ǫ > 0,
|d(γ(t), γ(s)) + d(γ(s), γ(0))− t| < ǫ (5)
for all t and s large enough with t ≥ s. He uses the term Busemann point to
desribe (essentially) the pointwise limit of d(·, γ(t)) − d(b, γ(t)) as t tends to ∞,
where γ(t) is an almost-geodesi.
We use Theorem 1.1 to prove the following. Reall that a proper metri spae
is one in whih the losed balls are ompat.
Theorem 1.2. Let (X, d) be a proper geodesi metri spae and let B be its set of
Busemann points. Then, a funtion f : X → R is distane-like if and only if it an
be written as
f = inf
h∈B
h+ ν(h), (6)
where ν : B → R ∪ {∞} is lower semiontinuous and bounded below. The set of
all suh maps ν satisfying this equation for a xed distane-like funtion f has a
greatest element.
Setion 2 realls some denitions and Setion 3 ontains the proofs of the theo-
rems. We nish with some examples in Setion 4.
The author would like to thank Stéphane Gaubert and Marianne Akian for many
stimulating disussions.
2. Preliminaries
We arry over from the Introdution the denitions of the Green kernel A∗, the
Martin spae M , and the set K . We will also need the following denitions and
notation from [2℄.
The kernel
A+ij := sup{Aii1 + · · ·+Ain−1j | n ≥ 1, i1, . . . , in−1 ∈ S},
gives the maximal weight of a path from i to j of length at least one. So A∗ij = A
+
ij
for all i, j ∈ S, i 6= j, and A∗ii = 0 for all i ∈ S. We ontinue to assume that there
exists some basepoint b ∈ S from whih every state is aessible. The max-plus
Martin kernel is
Kij := A
∗
ij −A
∗
bj .
For any vetor u, we use the notation
lim sup
K·j→w
uj := inf
W∋w
sup
K·j∈W
uj ,
where the inmum is taken over all open neighborhoods W of w in M . Likewise,
lim inf
K·j→w
uj := sup
W∋w
inf
K·j∈W
uj .
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We say that a sequene (in)n∈N in S onverges to w ∈ M if K·in onverges
pointwise to w.
The max-plus minimal Martin spae referred to in the Introdution is dened to
be
M
m := {w ∈ M | H♭(w,w) = 0},
where
H♭(z, w) := lim sup
K·i→z
lim inf
K·j→w
A∗bi +A
+
ij −A
∗
bj for all z, w ∈ M .
This notion is losely related to another ontained in [2℄, the notion of almost-
geodesi. This is a path (il)l≥0 suh that, for some β ∈ R,
A∗bil ≤ β +A
∗
bi0
+Ai0i1 + · · ·+Ail−1il for all l ≥ 0. (7)
Note that this is dierent from Rieel's denition of the term, given earlier. The
two notions are ompared in [2, Setion 7℄. We refer to β as the parameter of
the almost-geodesi. It was shown in [2℄ that every almost-geodesi onverges to
a point in Mm, and, onversely, if M is rst ountable, then, for any w ∈ Mm,
there exists an almost-geodesi onverging to w.
A denition was also given of an almost-geodesi with respet to a superharmoni
right-vetor u. This is a path (il)l≥0 suh that, for some β ∈ R,
u0 ≤ β +Ai0i1 + · · ·+Ail−1il + uil for all l ≥ 0. (8)
Let u ∈ RSmax be a vetor. The following max-plus measure µ
max
u : M → Rmax
played an important role in [2℄:
µmaxu (w) := lim sup
K·j→w
A∗bj + uj for w ∈ M .
The map µmaxu is automatially upper semiontinuous and bounded above by the
onstant ub. In [2℄, it was shown that µ
max
u |Mm , its restrition to M
m
, represents
u and moreover that it is greater than any other representing measure on this set.
We now give a formula for µminu . First, dene a partial order 4u on M by
z 4u w if zj + µ
max
u (z) ≤ wj + µ
max
u (w) for all j ∈ S.
Next, dene mu : K ∪M
m → Rmax,
mu(η) :=
{
−∞, if there exists ν ∈ M \ {η} suh that η 4u ν,
µmaxu (η), otherwise.
Finally, take the upper semiontinuous hull:
µminu (ξ) := lim sup
η→ξ, η∈K ∪Mm
mu(η) for all ξ ∈ K ∪M
m.
The proof of Theorem 1.1 will onsist of showing that µminu dened in this way has
the advertised properties.
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3. Proofs
We begin with some lemmas onerning almost-geodesis.
Lemma 3.1. Let (in)n∈N be an almost-geodesi with parameter ǫ onverging to
ξ ∈ K ∪Mm. Then
ξ(ib) ≤
n−1∑
l=0
Ailil+1 + ξ(in) + ǫ for all n ∈ N.
Proof. That (in)n∈N is an almost-geodesi means that
A∗bin ≤ A
∗
bi0
+
n−1∑
l=0
Ailil+1 + ǫ for all n ∈ N.
We ombine this with the triangle inequality A∗bi0 +A
∗
i0in
≤ A∗bin and the fat that
A∗imin majorises the sum of the weights along any path from im to in. We get that
A∗i0in −A
∗
bin ≤
m−1∑
l=0
Ailil+1 +A
∗
imin −A
∗
bin + ǫ for all n,m ∈ N, m ≤ n.
The result follows on taking the limit as n→∞. 
Lemma 3.2 (hange of basepoint). Let (in)n∈N be an almost-geodesi with param-
eter ǫ taking b as basepoint. Let j ∈ S be suh that A∗ji0 > −∞. Then (in)n∈N
is also an almost-geodesi when j is taken to be the basepoint, and has parameter
ǫ+A∗bi0 −A
∗
bj −A
∗
ji0
.
Proof. Take Inequality (7) and use the fat that A∗jin ≤ A
∗
bin
−A∗bj for all n ∈ N to
get that
A∗jin ≤ A
∗
ji0
+
n−1∑
l=0
Ailil+1 + (ǫ +A
∗
bi0
− A∗bj −A
∗
ji0
) for all n ∈ N.
Note that the braketed parameter annot be +∞ sine both A∗bj and A
∗
ji0
are
assumed to be nite. 
Lemma 3.3. Let (in)n∈N be an almost-geodesi onverging to ξ ∈ K ∪M
m
. Let
j ∈ S be suh that A∗jiN > −∞ for some N ∈ N. Then
lim
n→∞
A∗jin + ξ(in) = ξ(j).
Furthermore, if u is a superharmoni vetor, then
lim
n→∞
A∗jin + uin = ξ(j) + µ
max
u (ξ).
Proof. By Lemma 7.2 of [2℄, the trunated path (in)n≥N is an almost-geodesi, and
so by Lemma 3.2, it is also an almost-geodesi when the basepoint is hanged to j.
Let ǫ > 0. We use Lemma 7.2 of [2℄ again to dedue that, for n large enough, (il)l≥n
is an almost-geodesi with parameter ǫ, with respet to basepoint j. Therefore
A∗jim ≤ A
∗
jin +A
∗
inim + ǫ for n large enough. (9)
Having established this inequality, we restore the status of basepoint to b. Sub-
trating A∗bim from both sides of (9) and taking the limit as m → ∞, we nd
that
ξ(j) ≤ A∗jin + ξ(in) + ǫ for n large enough.
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Sine ǫ is arbitrary, it follows that
lim inf
n→∞
A∗jin + ξ(in) ≥ ξ(j).
That the quantity ξ(j) is also an upper bound on the lim sup may be obtained
rather easily from the triangle inequality. This onludes the proof of the rst
statement.
We know that uin ≥ ξ(in) + µ
max
u (ξ) from Lemma 3.6 of [2℄. But for any δ > 0,
ξ(in) ≥ A
∗
inim −A
∗
bim − δ for m large enough.
We use these two inequalities and (9) again to dedue that
A∗jin + uin ≥ A
∗
jim
−A∗bim + µ
max
u (ξ)− ǫ− δ.
Letting n go to innity and using the fat that ǫ and δ are arbitrary gives us the
required lower bound on the lim inf.
The upper bound on the lim sup is easy:
ξ(j) + µmaxu (ξ) = lim sup
K·p→ξ
A∗jp + up ≥ lim sup
n→∞
A∗jin + uin .
Thus, the seond statement is proved. 
Lemma 3.4. Assume that M is rst ountable. Let ξ ∈ Mm and j ∈ S. Let u be
a superharmoni right vetor. Let ∆ ≥ 0. Then
∆ ≥ uj − ξ(j)− µ
max
u (ξ) (10)
if and only if, for all ǫ > 0, there exists an almost-geodesi with respet to u, starting
at j, onverging to ξ, and having parameter ∆+ ǫ.
Proof. ( =⇒ ) Suppose the inequality above holds. By Proposition 7.6 of [2℄, one
an nd an almost-geodesi (in)n∈N onverging to ξ. We see from Lemma 3.2 that
this is also an almost-geodesi when the basepoint is taken to j and from Lemma 7.2
of [2℄ that we may take its parameter ǫ to be as small as we wish. So
A∗jin ≤ A
∗
ji0 +
n−1∑
l=0
Ailil+1 + ǫ for all n ∈ N. (11)
Now take b to be the basepoint again. By Lemma 3.3,
A∗jin + uin ≥ ξ(j) + µ
max
u (ξ)− ǫ for n large enough. (12)
Let (il)−N≤l≤0 be some nite path starting at i−N = j and ending at i0, suh that
−1∑
l=−N
Ailil+1 ≥ A
∗
ji0
− ǫ. (13)
Combining Inequalities (10), (11), (12), and (13), we get that
uj ≤ ∆+ 3ǫ+
n−1∑
l=−N
Ailil+1 + uin for n large enough. (14)
But
n−1∑
l=m
Ailil+1 + uin ≤ uim for all n and m suh that −N ≤ m ≤ n.
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So,
uj ≤ ∆+ 3ǫ+
m−1∑
l=−N
Ailil+1 + uim for all m ≥ −N ,
in other words (im)m≥−N is an almost-geodesi with parameter ∆+3ǫ with respet
to u. This proves the rst part of the lemma sine ǫ an be hosen arbitrarily.
(⇐=) Suppose now that, for any ǫ > 0, an almost-geodesi (in)n∈N exists with
the properties speied in the statement of the lemma. Then we have
uj ≤ A
∗
jin + uin +∆+ ǫ for all n ∈ N.
To get the desired inequality, take the limit as n → ∞ using Lemma 3.3, and use
the fat that ǫ is arbitrary. 
Observe that if S is ountable, then M is metrisable and hene rst ountable.
In the proofs of the next two lemmas, we will use the following notation:
κmax(i, ξ) := ξ(i) + µmaxu (ξ),
κν(i, ξ) := ξ(i) + ν(ξ) and
k(i, j) := A∗ij + u(j)
for all i, j ∈ S and ξ ∈ K ∪Mm.
Lemma 3.5. Assume that M is rst ountable. Then, mu is less than or equal to
any max-plus measure on K ∪Mm representing u.
Proof. We know from Theorem 6.1 of [2℄ that µmaxu restrited to K ∪M
m
is greater
than any other max-plus measure on K ∪Mm representing u. Therefore the lemma
will be proved when we show that no max-plus measure ν on K ∪Mm satisfying
ν 6≥ mu and ν ≤ µ
max
u an represent u.
For suh a ν, there exists some ξ ∈ K ∪ Mm suh that ν(ξ) < mu(ξ). So
mu(ξ) > −∞. One onsequene of this is that there does not exist w
′ ∈ M \ {ξ}
suh that w′  ξ. Another is that mu(ξ) = µ
max
u (ξ).
To avoid having to deal separately with the ase where ξ is in K and the ase
where it is in Mm, we use the following trik: we assume that Aii = 0 for all i ∈ S.
We an do this without losing generality beause the Martin kernel Kij does not
depend on the diagonal entries of A, and so neither does K , nor M , nor whether
or not a given measure represents a given vetor. The only eets of setting the
diagonal entries of A to zero are to make all superharmoni vetors harmoni and
to expand Mm to inlude K . In partiular, K ∪Mm remains the same.
So now ξ ∈ Mm. By Proposition 7.6 of [2℄, there exists an almost-geodesi
onverging to ξ with parameter ǫ > 0 as small as we wish. Lemma 3.1 implies that
κν(i0, ξ) ≤ ǫ+
n−1∑
m=0
Aimim+1 + κ
ν(in, ξ) for all n ∈ N.
Sine ν is upper semiontinuous, and ξ(i0) is ontinuous in ξ, we see that κ
ν(i0, ·)
is upper semiontinuous. Therefore, for any δ > 0, there exists a set G ⊂ Mm
ontaining ξ that is open in Mm and suh that
κν(i0, η) < κ
ν(i0, ξ) + δ for all η ∈ G.
Sine η is superharmoni,
κν(i0, η) ≥ A
∗
i0in + κ
ν(in, η) for all η ∈ M and n ∈ N.
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We dedue from the previous three inequalities that
κν(in, η) < κ
ν(in, ξ) + δ + ǫ for all η ∈ G and n ∈ N.
By hoosing δ + ǫ < mu(ξ)− ν(ξ), we dedue that
sup
η∈G
κν(in, η) < ξ(in) +mu(ξ) = κ
max(in, ξ) for all n ∈ N. (15)
Let
Ln := sup
w∈Mm\G
κmax(in, w) for all n ∈ N.
For any δ > 0, there exists a sequene (ηn)n∈N in M
m \G suh that κmax(in, ηn) >
Ln − δ for all n ∈ N. Let j ∈ S. By the superharmoniity of ηn,
κmax(j, ηn) ≥ A
∗
jin
+ κmax(in, ηn) for all n ∈ N.
Also, Lemma 3.3 tells us that, for any ǫ > 0,
κmax(j, ξ) ≤ A∗jin + κ
max(in, ξ) + ǫ for n large enough.
Putting these inequalities together, we get that
κmax(j, ηn) ≥ Ln − δ + κ
max(j, ξ)− ǫ− κmax(in, ξ) for n large enough. (16)
The sequene (ηn)n∈N must have at least one limit point η, whih will neessarily
lie in M \G and will therefore dier from ξ. Let (ηnl)l∈N be a subsequene of (ηn)n∈N
onverging to η. Taking the limit inmum of (16) along (ηnl)l∈N and using the fat
that κmax(j, ·) is upper semiontinuous, and δ and ǫ are arbitrary, we onlude that
κmax(j, η) − κmax(j, ξ) > lim inf
l→∞
(Lnl − κ
max(inl , ξ)) for all j ∈ S.
Sine η u ξ, the left-hand side is stritly negative for some j ∈ S, and hene
lim inf
l→∞
(Lnl − κ
max(inl , ξ)) < 0.
So by hoosing l large enough we an nd n ∈ N suh that Ln < κmax(in, ξ).
Reall that ν ≤ µmaxu , whih implies that κ
ν ≤ κmax. Applying this and us-
ing (15), we see that
sup
w∈Mm
κν(in, w) < κ
max(in, ξ).
By Lemma 3.6 of [2℄, κmax(in, ξ) ≤ u(in), and so we have shown that ν does not
represent u. 
Lemma 3.6. Assume that S is ountable. Let u ∈ RSmax be a harmoni vetor.
Then the restrition mu|Mm of mu to M
m
represents u.
Proof. Let (in)n∈N be a sequene in S that returns to eah element of S innitely
often. Let In := ∪
n−1
m=0{im} be the set of states visited up to time n. We use the
following indutive proedure to dene a sequene (jn)n∈N in S and two sequenes
(ǫn)n∈N and (δn)n∈N of positive reals.
To initialise, we hoose arbitrarily j0 in S, and ǫ0 and δ0 greater than zero.
The indution step onsists of the following four sub-steps:
Step 1. Dene the set of states
Zn+1 :=
{
s ∈ S |k(i, s) > k(i, jn)− ǫn for all i ∈ In, and
A+jns + us > ujn − δn
}
,
(17)
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Step 2. Choose jn+1 ∈ Zn+1 suh that
k(in, jn+1) > sup
s∈Zn+1
k(in, s)−
1
n
.
Step 3. Choose a nite path p(n+1) := p
(n+1)
0 , . . . , p
(n+1)
Nn+1
of some length Nn+1 ≥ 1
that starts at jn = p
(n+1)
0 and ends at jn+1 = p
(n+1)
Nn+1
suh that
Nn+1−1∑
m=0
A
p
(n+1)
m p
(n+1)
m+1
> ujn − ujn+1 − δn. (18)
Step 4. Choose ǫn+1 suh that
0 < ǫn+1 < ǫn + k(i, jn+1)− k(i, jn) for all i ∈ In. (19)
Choose δn+1 suh that
0 < δn+1 < δn + ujn+1 − ujn +
Nn+1−1∑
m=0
A
p
(n+1)
m p
(n+1)
m+1
. (20)
A few remarks neessary to demonstrate that this onstrution is possible. Step 2
requires Zn+1 to be non-empty. To see that it is, we use the fat that, sine u is
harmoni, there exists rn+1 ∈ S suh that
A+jnrn+1 + urn+1 > ujn −min(δn, ǫn). (21)
That rn+1 satises the seond inequality in the denition of Zn+1 follows imme-
diately. That it satises the rst follows from ombining (21) with the inequality
A∗irn+1 ≥ A
∗
ijn
+A+jnrn+1. So rn+1 is in Zn+1.
To see that Step 3 is possible, we need only observe that, sine jn+1 was hosen
to be in Zn+1, it must satisfy
A+jnjn+1 + ujn+1 > ujn − δn.
In Step 4, the hoie of ǫn+1 is possible again beause jn+1 ∈ Zn+1, and so
the right-hand-side of (19) is positive. The hoie of δn+1 is possible beause (18)
implies that the right-hand-side of (20) is positive.
Denote by p the path obtained by onatenating the paths p(n+1);n ∈ N. For
all n ∈ N, let tn :=
∑n−1
m=0Nm+1 be the plae at whih the nite sequene p
(n+1)
starts within p. Adding together the inequalities obtained from (20) by varying n
from 0 to m, we get that
0 < δm+1 < δ0 + ujm+1 − uj0 +
tm+1−1∑
l=0
Aplpl+1 for all m ∈ N.
In other words, p is an almost-geodesi with respet to the right vetor u, with
parameter δ0. Therefore, by Corollary 7.5 of [2℄ it onverges to some ξ ∈ M
m
. By
Lemma 3.4,
δ0 ≥ uj0 − κ
max(j0, ξ). (22)
We must show that there is no η ∈ M dierent from ξ suh that η u ξ. So,
let η ∈ M be suh that η u ξ. Let s ∈ S. Choose a stritly inreasing sequene
(nq)q∈N in N suh that inq = s for all q ∈ N.
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Now we add together the inequalities obtained from (19) by varying n from nq
to m, where m ≥ nq. We obtain that
0 < ǫnq + k(i, jm+1) + k(i, jnq )− ǫm+1 for all q ∈ N, i ∈ Inq , and m ≥ nq,
and that the right-hand-side is inreasing in m. So, taking the limit inmum as
m→∞ using Lemma 3.3 yields
0 < ǫnq + κ
max(i, ξ)− k(i, jnq )− lim sup
m→∞
ǫm+1 for all q ∈ N and i ∈ Inq .
Sine η u ξ and the last term is non-positive,
κmax(i, η) > k(i, jnq )− ǫnq for all q ∈ N and i ∈ Inq . (23)
We apply the same proedure to Inequality (20). Adding the inequalities from
n = nq to n = m yields that
0 < δnq + ujm+1 − ujnq +A
∗
jnq jm+1
− δm+1 for all q ∈ N and m ≥ nq
and again that the right-hand-side is inreasing in m. Taking the same limit as
before gives
0 < δnq + κ
max(jnq , ξ)− ujnq − lim sup
m→∞
δm+1 for all q ∈ N,
and using η u ξ again gives
κmax(jnq , η) > ujnq − δnq for all q ∈ N. (24)
It follows from Equations (23) and (24) that, for any q ∈ N, any element φ of
S suh that K·φ is lose enough to η will be in Znq+1. So there exists a sequene
(φq)q∈N in S onverging to η suh that φq ∈ Znq+1 for all q ∈ N. Sine κ
max(s, ·)
is the upper-semiontinuous hull of k(s, ·), we may insist that this sequene satisfy
additionally limq→∞ k(s, φq) = κ
max(s, η). For this sequene,
k(s, jnq+1) > k(s, φq)−
1
nq
for all q ∈ N.
Taking the limit as q →∞, we see that κmax(s, ξ) ≥ κmax(s, η).
Sine this holds for all s ∈ S, we onlude that η and ξ are idential. So we have
proved that no element of M distint from ξ is greater than ξ in the ordering u.
It follows that mu(ξ) = µ
max
u (ξ). Combining this with (22), we get that
uj0 ≤ ξ(j0) +mu(ξ) + δ0
≤ sup
w∈Mm
w(j0) +mu(w) + δ0.
Sine δ0 and j0 may be hosen arbitrarily, this establishes that
u· ≤ sup
w∈Mm
K·w +mu(w).
The opposite inequality follows from the fat that µmaxu represents u and that
mu ≤ µ
max
u . 
Proof of Theorem 1.1. Suppose u ∈ RSmax is (max-plus) harmoni. Lemma 3.6
shows thatmu|Mm represents u. Sine µ
min
u |Mm lies betweenmu|Mm and µ
max
u |Mm ,
and both these measures represent u, it must do so also. If ν is a measure on Mm
that represents u, then its upper semiontinuous hull ν¯ is a measure on K ∪Mm
that represents u. So then mu ≤ ν¯ by Lemma 3.5, and so µ
min
u ≤ ν¯. Taking the
restrition to Mm yields that µminu |Mm ≤ ν¯|Mm = ν.
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In order to make Lemma 3.6 appliable in the ase where u is a superharmoni
vetor, we will employ a trik used in the proof of Lemma 3.5. Reall that setting
the diagonal entries Aii; i ∈ S to zero does not hange the Martin kernel Kij ,
nor M , nor whether a given measure represents a given vetor, but that the new
minimal Martin spae Mm
′
is equal to K ∪Mm and now all superharmoni vetors
are harmoni. So we may apply Lemma 3.6 to onlude that
u = sup
w∈Mm′
mu(w) + w = sup
w∈K ∪Mm
mu(w) + w,
in other words, mu represents u. So µ
min
u also represents u. It was proved in
Lemma 3.5 that mu is less than or equal to any measure on K ∪M
m
representing
u. It follows that the same is true of µminu . 
Lemma 3.7. Let (X, d) be a separable metri spae with a basepoint and let u
be a max-plus harmoni funtion with respet to the kernel A dened by Axy :=
−d(x, y) for all x and y in X. Then, there exists a max-plus measure µminu on M
m
A
representing u that is less than any other suh measure.
Proof. Unfortunately, we annot apply Theorem 1.1 diretly sine X is not a ount-
able set. To get around this problem, we take a ountable dense subset S of X , the
existene of whih is guaranteed by the assumption that X is separable. We may
assume that the basepoint is in S.
Sine u is max-plus harmoni, it is 1-Lipshitz. So, for all x ∈ S,
u(x) = sup
y∈X
Axy + u(y) = sup
y∈S
Axy + u(y).
Thus u|S is max-plus harmoni with respet to the kernel C := A|S×S .
We now need to investigate the relationship between MmA and M
m
C , the max-
plus minimal Martin spaes assoiated to, respetively, A and C. Clearly, any
almost-geodesi of the kernel C is also an almost-geodesi of A, and its limit in
MmC is just the restrition to S of its limit in M
m
A . On the other hand, let (xn)n∈N
be an almost-geodesi of A onverging to ξ ∈ MmA and let (ǫn)n∈N be a sequene
of positive real numbers satisfying
∑∞
n=0 ǫn <∞. One an nd a sequene (yn)n∈N
in S satisfying d(xn, yn) < ǫn for all n ∈ N. It follows that (yn)n∈N is an almost-
geodesi of C and onverges to ξ|S .
So we see that the elements of MmC are exatly the restritions to S of the
elements of MmA . Taking this restrition is a bijetion sine all the elements of M
m
A
are Lipshitz and S is dense. Therefore, for any max-plus measure µ on MmC , the
map µ : MmA → Rmax, ξ 7→ µ(ξ|S) is a max-plus measure on M
m
A .
If µ represents u|S , then we dedue from all of the above that, for x ∈ S,
u(x) = sup
ξ∈Mm
A
µ(ξ) + ξ(x).
But both sides are Lipshitz in x, and so the same equation holds for all x in the
losure of S, that is X . Therefore, µ represents u.
The onverse is lear: if µ is a max-plus measure on MmA representing u, then µ
represents u|S.
The result now follows immediately from the existene, given by Theorem 1.1,
of a minimum representing measure on MmB for u|S . 
Proof of Theorem 1.2. Sine X is proper, it is also separable, and so its set of ho-
rofuntions is metrisable. Therefore, for any horofuntion f , there is an unbounded
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sequene (zn)n∈N in X suh that fn(·) := d(·, zn) − d(b, zn) onverges to f . Let
x ∈ X and t ∈ R be suh that t ≤ f(x).
Sine fn(x) ≤ d(x, y) + fn(y) for n ∈ N and y ∈ X , we have that
f(x) ≤ d(x, y) + f(y) ≤ d(x, y) + t for all y ∈ Lt.
Sine X is a geodesi spae, we an nd, for eah n ∈ N, a geodesi line segment
γn : [0, d(x, zn)] → X from x to zn. So, when d(x, zn) ≥ f(x) − t, we an take a
point yn in X suh that
d(x, zn)− d(yn, zn) = d(x, yn) = f(x)− t. (25)
All these points lie inside the losed ball of radius f(x)− t entered at x, whih is
ompat by assumption. So, by taking a subsequene if neessary, we may assume
that (yn)n∈N onverges to some point y ∈ X . The ontinuity of the distane funtion
gives that d(x, y) = f(x)− t. It remains to prove that y ∈ Lt. We have that
d(x, zn)− d(b, zn)→ f(x) and d(y, zn)− d(b, zn)→ f(y)
as n tends to ∞. Combining these with (25) gives that f(y) = t.
So, we have proved that every horofuntion is distane-like. In partiular, this
is true for Busemann funtions.
Now suppose that f is of the form
f(x) = inf
α∈I
fα(x) for all x ∈ X,
where fα; α ∈ I is some family of distane-like funtions on X . Then,
f(x) = inf
α∈I
inf
y∈Lαt
d(x, y) + t = inf
y∈
⋃
α∈I L
α
t
d(x, y) + t for all x ∈ X,
where Lαt := {y ∈ X : fα(y) ≤ t} are the orresponding level sets. For all t ∈ R
and ǫ > 0 suh that t+ ǫ < f(x), we have that⋃
α∈I
Lαt ⊂ Lt ⊂
⋃
α∈I
Lαt+ǫ,
and so
f(x) ≥ inf
y∈Lt
d(x, y) + t ≥ inf
y∈
⋃
α∈I L
α
t+ǫ
d(x, y) + t = f(x)− ǫ.
Sine ǫ an be hosen as small as we like, we see that f is distane-like.
So we have proved that the set of distane-like funtions is losed under arbitrary
inma. It is also losed under addition of a onstant. It follows that every funtion
of the form given in (6) is distane-like.
Now assume that a distane-like funtion f : X → R is given. We will show that
−f is max-plus harmoni with respet to the kernel A dened by Axy := −d(x, y)
for all x and y in X . Let x and y be in X . If f(x) < f(y), then
−f(x) ≥ Axy − f(y) (26)
sine A is non-positive. On the other hand, if f(x) ≥ f(y), then (4) holds with
t = f(y). It follows that f(x) ≤ d(x, y) + f(y), and so (26) holds in this ase also.
So −f is max-plus superharmoni.
That −f is max-plus subharmoni follows immediately from the fat that Axx =
0 for all x ∈ X .
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Let ǫ > 0 and let (ǫn)n∈N be a sequene of positive reals suh that
∑∞
i=0 ǫn < ǫ.
Starting at any x0 ∈ X , hoose a sequene (xn)n∈N in X suh that
f(xn+1) ≤ f(xn)− 1 and 1 ≤ d(xn, xn+1) < 1 + ǫ (27)
for all n ∈ N. One an see that this is possible by taking, for suessive n ∈ N,
t = f(xn) − 1 in (4) and hoosing xn+1 in Lt at a distane from xn lose to the
inmum.
For all n ∈ N,
n−1∑
i=0
d(xn, xn+1) ≤ n+
n−1∑
i=0
ǫn ≤ n+ ǫ ≤ f(x0)− f(xn) + ǫ.
It follows that (xn)n∈N is an almost-geodesi in the sense of (8) of the kernel A with
respet to the funtion −f , having parameter ǫ.
So, by Corollary 7.5 of [2℄, (xn)n∈N onverges to some point ξ in M
m
. From (26)
and (27), d(x0, xn) ≥ f(x0) − f(xn) ≥ n, and so (xn)n∈N is unbounded. It then
follows from Proposition 7.10 of [2℄ that −ξ is a Busemann point. (Beware of the
dierent sign onvention used there.)
Returning to the fat that (xn)n∈N is an almost-geodesi with respet to −f , we
use Lemma 3.4 to dedue that
−f(x0) ≤ ξ(x) + µ
max
−f (ξ) + ǫ.
But ǫ is arbitrary, and so
−f(x0) ≤ sup
η∈B
(−η(x) + µmax−f (η)).
Sine the opposite inequality holds by Lemma 3.6 of [2℄ and sine x0 is arbitrary,
f = inf
η∈B
η − µmax−f (η).
Reall that the map µmax−f |B is upper semiontinuous by onstrution. We dedue
from the fat that f(b) = infη∈B −µ
max
−f (η) that −µ
max
−f is bounded below. We have
thus proved the rst statement of the theorem.
Let −B := {−h : h ∈ B}. Sine S is proper, we may apply Corollary 7.11 of [2℄
to get that −B = Mm\K . We may also dedue from the same fat that K is open
in M , see [15℄. It follows that −B is losed in Mm. So the map µ : Mm → Rmax
dened by
µ(ξ) :=
{
µmax−f (ξ), if ξ ∈ −B,
−∞, if ξ ∈ K
is upper semiontinuous and hene a max-plus measure on Mm. It represents −f
sine µmax−f |−B does. The fat that S is proper implies that S is also separable, so
we may apply Lemma 3.7 to onlude that there exists a max-plus measure µmin−f on
Mm representing −f that is smaller than any other suh measure. In partiular,
µmin−f must take the value −∞ outside −B. So µ
min
−f |−B is a max-plus measure
on −B representing −f and it is learly less than any other suh measure on −B
representing −f . The greatest lower-semiontinuous map ν satisfying (6) is given
by µ := −µmin−f |−B . 
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4. Examples
If S is nite, then it is known [9℄ that µminu (ξ) is equal to either µ
max
u (ξ) or
−∞ for any superharmoni vetor u and any ξ ∈ M . This is not neessarily true
however when S is innite, as the following example shows.
Example 4.1. We take S := N2 and
A(x,y)(w,z) :=


−1 if x = w and z = y ± 1,
−1 if (y = 0 or y = 1) and x = w ± 1,
−∞ otherwise.
We hoose the basepoint to be (0, 0). A simple alulation shows that the max-plus
Martin boundary B onsists of the innite set of vetors an; n ∈ N
an : S → Rmax, (x, y) 7→ −|x− n|+ (2δxn − 1)|y − 1| − 2δxnδy0 + n+ 1
together with the vetors
b0 : S → Rmax, (x, y) 7→ x− y and b
1 : S → Rmax, (x, y) 7→ x− |y − 1|+ 1.
Here δxn is the Kroneker delta, whih takes the value 1 when x = n and zero
otherwise. All these points are in Mm.
Dene the vetor
u : S → Rmax, (x, y) 7→
{
x− y if y = 0 or y = 1,
x+ y − 4 if y ≥ 2.
It is easy to see that u is max-plus superharmoni. One alulates that
µmaxu (a
n) = −4 for all n ∈ N,
µmaxu (b
0) = 0,
µmaxu (b
1) = −2.
The vetors an; n ∈ N are all maximal with respet to the partial ordering u, and
so mu agrees with µ
max
u on these vetors. The same is true for b
0
. On the other
hand, b1 u b
0
and so mu(b
1) = −∞. However µminu (b
1) is not −∞ beause b1 is
the limit of the sequene (an)n∈N. In fat, µ
min
u (b
1) = −4. The vetors an; n ∈ N
and b0 are isolated, whih implies that
µminu (a
n) = −4 for all n ∈ N, and µminu (b
0) = 0.

Our seond example shows that, unlike the situation in probabilisti potential
theory, the minimum representing measure of a max-plus harmoni funtion may
have weight outside Mm.
Example 4.2. We take S := {1, 2, . . .} ∪ {∞} and
Aij :=


1/i− 1/j if j ≤ i and j <∞,
−1 if i = 1 and j =∞,
−∞ otherwise.
Our basepoint is ∞. A simple alulation reveals that
Kij =
{
1/i if j ≤ i,
1/i− 2 otherwise
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and also that
M = {K·j | j ∈ S} and
M
m = {K·j | 1 ≤ j <∞}.
Although K·∞ is not in M
m
, it is the limit of the sequene (K·j)j∈N, whih is
ontained within Mm.
Consider the vetor u dened by ui := 0 for all i ∈ S. It is easily veried that u
is max-plus harmoni. One alulates that µmaxu (K·j) = −1/j for all j ∈ S. So,
κmax(i,K·j) =
{
1/i− 1/j if j ≤ i,
1/i− 1/j − 2 otherwise.
It follows that u is the identity relation, in other words, no two distint elements
w and z of M satisfy w u z. So, µ
min
u = mu = µ
max
u . 
Referenes
[1℄ Marianne Akian, Densities of idempotent measures and large deviations, Trans. Amer. Math.
So. 351 (1999), no. 11, 45154543.
[2℄ Marianne Akian, Stéphane Gaubert, and Corma Walsh, The max-plus Martin boundary,
2004, arXiv:math.MG/0412408, Preprint.
[3℄ Werner Ballmann, Letures on spaes of nonpositive urvature, DMV Seminar, vol. 25,
Birkhäuser Verlag, Basel, 1995, With an appendix by Misha Brin.
[4℄ Werner Ballmann, Mikhael Gromov, and Viktor Shroeder, Manifolds of nonpositive urva-
ture, Progress in Mathematis, vol. 61, Birkhäuser Boston In., Boston, MA, 1985.
[5℄ Martin R. Bridson and André Haeiger, Metri spaes of non-positive urvature, Grundlehren
der Mathematishen Wissenshaften [Fundamental Priniples of Mathematial Sienes℄, vol.
319, Springer-Verlag, Berlin, 1999.
[6℄ E.B. Dynkin, Boundary theory of Markov proesses (the disrete ase), Russian Math. Sur-
veys 24 (1969), no. 7, 142.
[7℄ Shmuel Friedland and Pedro J. Freitas, p-metris on GL(n,C)/Un and their Busemann om-
patiations, Linear Algebra Appl. 376 (2004), 118.
[8℄ , Revisiting the Siegel upper half plane. I, Linear Algebra Appl. 376 (2004), 1944.
[9℄ Stéphane Gaubert, Personal ommuniation.
[10℄ M. Gromov, Hyperboli manifolds, groups and ations, Riemann surfaes and related topis:
Proeedings of the 1978 Stony Brook Conferene (State Univ. New York, Stony Brook, N.Y.,
1978) (Prineton, N.J.), Ann. of Math. Stud., vol. 97, Prineton Univ. Press, 1981, pp. 183
213.
[11℄ , Hyperboli groups, Essays in group theory, Math. Si. Res. Inst. Publ., vol. 8,
Springer, New York, 1987, pp. 75263.
[12℄ A. Karlsson, V. Metz, and G. Noskov, Horoballs in simplies and Minkowski spaes, 2004,
Preprint.
[13℄ Vassili N. Kolokoltsov and Vitor P. Maslov, Idempotent analysis and its appliations, Math-
ematis and its Appliations, vol. 401, Kluwer Aademi Publishers Group, Dordreht, 1997,
Translation of Idempotent analysis and its appliation in optimal ontrol (Russian), Nauka
Mosow, 1994 Translated by V. E. Nazaikinskii, With an appendix by Pierre Del Moral.
[14℄ P.D.Andreev, Ideal losures of Busemann spae and singular Minkowski spae, 2004,
arXiv:math.GT/0405121, Preprint.
[15℄ Mar A. Rieel, Group C∗-algebras as ompat quantum metri spaes, Do. Math. 7 (2002),
605651 (eletroni).
[16℄ Corran Webster and Adam Winhester, Boundaries of Hyperboli Metri Spaes, 2003,
arXiv:math.MG/0310101, To appear Pai J. Math.
[17℄ , Busemann Points of Innite Graphs, 2003, arXiv:math.MG/0309291, To appear
Trans. Amer. Math. So.
