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We consider the collective, long-wavelength charge excitations in correlated media in presence of
short- and long-range forces. As an example for the case of a short-range interaction, we examine the
two-dimensional Hubbard model within dynamical mean-field theory (DMFT). It is shown explicitly
that the DMFT susceptibility including vertex corrections respects the Ward identity and yields a
manifestly gauge-invariant response in finite dimensions. For computing the susceptibility, we use a
different expression and establish its formal equivalence to the standard DMFT formula. It allows for
a more stable analytical continuation. We find a zero-sound mode expected for short-range forces.
The relation between the vertex corrections, gauge invariance, and the appearance of the collective
modes is discussed. Long-range forces are treated within extended dynamical mean-field theory. In
order to obtain a gauge-invariant response, it is necessary to additionally incorporate some non local
vertex corrections into the polarization. In doing so, we obtain plasmons in the three-dimensional
Hubbard model. The plasma frequency is determined by the (single-particle) density distribution
as a consequence of gauge invariance. We compare this result with the plasma frequency extracted
from the analytical continuation of the susceptibility. It is in good agreement with the prediction
from the gauge-invariance condition.
PACS numbers: 71.45.Gm,71.27.+a,71.10.-w,71.10.Fd
I. INTRODUCTION
In the last two decades, dynamical mean-field the-
ory (DMFT) [1] and its various cluster [2] and diagram-
matic [3–7] extensions have emerged as promising and
useful tools to solve several aspects of strongly corre-
lated fermion problems. For example, DMFT has shed
new light on the Mott transition problem [1] and clus-
ter extensions of DMFT have successfully described some
aspects of high-temperature superconductors (see Ref. 8
for a recent example). Furthermore, DMFT is now rou-
tinely used in combination with density functional theory
to provide an ab initio electronic-structure method for
strongly correlated systems [9]. For long-range interac-
tions, the extended DMFT (EDMFT) [10–13] as well as
more refined GW+DMFT approaches [14–17] have been
developed.
Two-particle quantities and response functions can
also be computed within the DMFT theoretical frame-
work [1]. For example, systematic computations of an-
tiferromagnetic or superconducting susceptibilities from
high to low temperatures have been used to locate con-
tinuous phase transitions in cluster extensions of DMFT
(see, e.g., Refs. 18–20). More recently, interest in two-
particle vertex functions is increasing [21–23]. A new
generation of approaches [3, 4, 6, 7] has emerged which
uses certain two-particle functions in the self-consistency
condition itself. From a technical point of view, the task
of computing these two-particle quantities is significantly
more challenging than the computation of the single-
particle quantities used in the DMFT self-consistency
loop, because of the need to include vertex corrections.
However, due to the advent of continuous-time quantum
Monte Carlo solvers [24–26], they can now be computed
reliably and up to high precision [27].
In this paper, we study in particular the long-
wavelength collective charge excitations in the Hubbard
and the extended Hubbard models in presence of short-
range and long-range interactions, respectively. For
short-range interactions, we use a regular DMFT scheme
and obtain a zero sound mode in the metallic regime
which persists up to the Mott transition. For long-range
interactions, we use a simplified version of the dual boson
method and obtain a plasmon mode. In the latter case,
we discuss the failure of EDMFT to properly describe
the low-energy excitations, even at a qualitative level. In
both the short- and the long-range cases, we obtain a low
energy analysis similar to the standard textbook weak-
coupling random phase approximation (RPA) analysis.
From a technical point of view, in order to compute the
two-particle response, we employ a formula inspired from
recent work on the dual boson approach [6]. While we
prove it to be mathematically equivalent to the standard
computation procedure of computing the DMFT suscep-
tibility [1], it turns out to yield a much better numerical
accuracy in practice.
Moreover, we show that a proper and complete treat-
ment of the (non local) vertex corrections in the DMFT
framework is essential for the correctness of the result
at low energy. Simplified approximations (like a simple
bubble approximation) lead to qualitatively wrong re-
sults. We trace the origin of this difficulty in construct-
ing simple approximations to the role of gauge invariance
and the associated Ward identities. It has been known
ar
X
iv
:1
40
6.
65
15
v2
  [
co
nd
-m
at.
str
-el
]  
7 D
ec
 20
14
2since the 1960’s that gauge invariance is closely related
to the collective modes [28] and the criteria for obtaining
conserving approximations that respect gauge invariance
have been formulated at the time [29, 30]. For weak cou-
pling, these requirements are fulfilled within the RPA.
However, the description of correlated systems requires a
frequency-dependent self-energy. Designing gauge invari-
ant approximations is much less straightforward in this
case, because dynamical vertex corrections are required.
We check explicitly that the DMFT susceptibility, which
includes these corrections, fulfills the Ward identity in fi-
nite dimensions. While our methodology can straightfor-
wardly be generalized to treat the magnetic (spin) exci-
tations and we expect vertex corrections to be important
in general, we focus here on the charge excitations.
The paper is organized as follows: We first introduce
the model in Sec. II. In Sec. III, we consider the case
of short-range forces on the level of DMFT. We first re-
call DMFT and the standard calculation of susceptibili-
ties and then introduce the new formula for the response
function that follows from the dual boson approach. Re-
sults for the charge response are discussed in detail in
Sec. III D and are compared to the RPA. We then discuss
gauge invariance and show explicitly that it is fulfilled
within DMFT. In Sec. IV, we address the case of a long-
range interaction. We show that EDMFT does not pro-
vide a valid description of plasmons. By including non-
local vertex corrections into the polarization within the
dual boson approximation, we demonstrate that the po-
larization obtains the proper momentum dependence re-
quired by gauge invariance. The energy of the appearing
collective mode is compared with the plasma frequency
and thereby identified as a plasmon mode. A detailed
derivation of the employed relations and a proof of the
equivalence of the dual boson formula and the DMFT
susceptibility are provided in the Appendix.
II. MODEL
In the following, we consider the extended Hubbard
model in finite dimensions. In particular, we focus on
the two-dimensional square and three-dimensional cubic
lattices. The model is described by the Hamiltonian
H =− t˜
∑
rδσ
(
c†rσcr−δσ + c
†
r−δσcrσ
)
+ U
∑
r
nr↑nr↓ +
1
2
∑
rr′
V (r− r′)nrnr′ . (1)
Here, r denote the discrete positions of the lattice sites
and the sum over δ implies a sum over the displacement
vectors δ = a(1, 0, 0), a(0, 1, 0) in two dimensions and ad-
ditionally a(0, 0, 1) in the three-dimensional case, respec-
tively. For simplicity, we restrict ourselves to nearest-
neighbor hopping t˜ only. The tilde is used to distinguish
from the symbol t which is used for time. The lattice
spacing a is set to unity in the following. We further de-
note spin by σ =↑, ↓ and n = n↑ + n↓. In the above, we
have written the local Hubbard interaction with Coulomb
repulsion U explicitly. The last term contains the non lo-
cal part of the interaction, which may be long-ranged. Its
Fourier transform will be denoted V (q). For the Hubbard
model, V (q) = 0. The energy unit is chosen such that
4t˜ = 1 in both two and three dimensions and all results
are obtained at temperature T = 0.02.
III. SHORT-RANGE FORCES
In order to address the collective excitations in pres-
ence of short-range forces and strong correlations, we con-
sider the two-dimensional Hubbard model, which can be
treated within dynamical mean-field theory (DMFT).
First, we briefly recall the DMFT procedure and the
calculation of the susceptibilities in DMFT, as they can
be found in the review of Ref. 1.
A. Recollection of DMFT
In DMFT, the lattice problem (1) with V ≡ 0 is
mapped onto a local quantum impurity problem subject
to a self-consistency condition. The lattice Green’s func-
tion has the form
Gν(k) =
1
iν + µ− εk − Σν , (2)
where εk is the Fourier transform of the hopping, Σν is
the local but frequency dependent electronic self-energy
and ν stands for the discrete Matsubara frequencies
νn = (2n+1)piT with T denoting temperature. Here and
in the following it is convenient to write frequency labels
as subscripts to obtain a more condensed notation. We
further consider the paramagnetic case and spin labels
are omitted. In DMFT, the self-energy is a functional of
the local Green’s function only and has to be determined
self-consistently. In practice, it is obtained from the solu-
tion of an Anderson impurity model, which, starting from
an initial guess, is solved repeatedly until the following
self-consistency condition is fulfilled:
gν =
1
N
∑
k
Gν(k). (3)
It relates the local part of the lattice Green’s function to
the impurity Green’s function denoted gν and implicitly
determines the self-energy.
B. DMFT susceptibility
Response functions may be computed once a self-
consistent solution to the DMFT equations has been
found. Here and in the remainder of the paper, we will
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Figure 1. Diagrammatic representation of (a) the Bethe-
Salpeter equation for the generalized susceptibility χ and (b)
the relation of the generalized susceptibility and the reducible
vertex function Γ. Lines are fully dressed propagators.
focus on the charge response. The charge susceptibil-
ity is given by the connected part of the density-density
correlation function1
χω(q) := −〈nω(q)nω(q)〉con. , (4)
where n =
∑
σ nσ is the operator of the total density.
The charge susceptibility is expressed in terms of the gen-
eralized susceptibility χνν′ω(q) as
χω(q) = 2T
2
∑
νν′
χνν′ω(q), (5)
where the factor of 2 stems from the spin degeneracy.
The generalized susceptibility in turn is the solution to
an integral equation which involves an irreducible vertex.
Defining
χ0νω(q) =
1
N
∑
k
Gν+ω(k+ q)Gν(k), (6)
this equation reads as
χνν′ω(q) =
1
T
χ0νω(q)δνν′ − χ0νω(q)T
∑
ν′′
Γirrνν′′ωχν′′ν′ω(q).
(7)
It is depicted in graphically Fig. 1 (a). In DMFT, the
irreducible vertex Γirr is given by the irreducible vertex
of the impurity γirr, i.e. Γirr ≡ γirr, and hence local.
In practice it is extracted from the impurity model on
the final DMFT iteration by inverting the local Bethe-
Salpeter equation
[γ−1ω ]νν′ = [γ
irr−1
ω ]
−1
νν′ + Tχ
0
νωδνν′ . (8)
Here χ0νω = gν+ωgν and the reducible impurity vertex γ
is defined through
γσσ
′
νν′ω :=
〈
cνσc
∗
ν+ω,σcν′+ω,σ′c
∗
ν′σ′
〉− χ0σσ′νν′ω
gνσgν+ω,σgν′+ωσ′gν′σ′
(9)
1 We define the susceptibility with a minus sign relative to the
convention used in Ref. 1.
and
χ0σσ
′
νν′ω := (gνσgν′σ′δω − gν+ω,σgνσδνν′δσσ′)/T (10)
(see also Appendix H).
In an equivalent formulation, the susceptibility is ex-
pressed in terms of the (reducible) vertex function of the
lattice as follows:
χω(q) = 2T
∑
ν
χ0νω(q)− 2T 2
∑
νν′
χ0νω(q)Γνν′ω(q)χ
0
ν′ω(q).
(11)
This relation is graphically depicted in Fig. 2 (a). The
vertex function is obtained as the solution to the integral
equation
Γνν′ω(q) = Γ
irr
νν′ω − T
∑
ν′′
Γirrνν′′ω χ
0
ν′′ω(q)Γν′′ν′ω(q),
(12)
which is called the Bethe-Salpeter equation [BSE, see
Fig. 2 (b)]. Diagrammatically, the BSE corresponds to
the infinite sum of ladder-like diagrams to the vertex
function with DMFT Green’s functions as rails and the
irreducible vertex appearing as rungs of the ladders. This
can be seen by iterating it. Its physical content are the
repeated particle-hole scattering processes which give rise
to the collective excitations of the system. The BSE has
the formal solution
[Γ−1ω (q)]νν′ = [Γ
irr−1
ω ]νν′ + Tχ
0
νω(q)δνν′ . (13)
The lattice vertex depends on the transferred momentum
q only due to the locality of the irreducible vertex.
The equivalence between the two approaches is readily
established using the representation of the generalized
susceptibility in terms of the vertex function,
χνν′ω(q) =
1
T
χ0νω(q)δνν′ − χ0νω(q)Γνν′ω(q)χ0ν′ω(q) (14)
as shown in Fig. 1 (b). Inserting (14) into the right-hand
side of Eq. (7) and using the Bethe-Salpeter equation for
the vertex function (12) again recovers (14).
C. Alternative expression for the susceptibility
In the following, we are primarily interested in the
susceptibility on the real frequency axis. This requires
ΓirrΓirrΓ Γ
Γχ
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Figure 2. Diagrammatical representation of (a) the suscep-
tibility and (b) the Bethe-Salpeter equation for the vertex
function. Lines are fully dressed propagators.
4an analytical continuation from Matsubara frequencies.
The details of the analytical continuation are summa-
rized in Appendix A. Here, we discuss the calculation of
the susceptibility on Matsubara frequencies. Instead of
a straightforward implementation of the equations dis-
cussed in the previous section, we employ the following
approach, which leads to better results and less artifacts.
It is a reformulation of the above equations and was first
derived in the context of the dual boson approach [6].
In Appendix H, we show that this formulation is exactly
equivalent to the DMFT susceptibility [Eqs. (11)-(12)].
In the alternative formulation, the susceptibility is sep-
arated into a local impurity and a lattice contribution:
χω(q) = χω + 2T
2
∑
νν′
χωλνωχ˜νν′ω(q)λν′+ω,−ωχω. (15)
Here, χω := −〈nωnω〉con. denotes the impurity suscepti-
bility which includes local vertex corrections. The lattice
vertex Γ includes non-local vertex corrections. The ex-
pression further involves the three-leg vertex of the im-
purity model λ (see Appendix H)
λσνω :=
− 〈cνσc∗ν+ω,σnω〉− gνσ 〈n〉 δω/T
gνσgν+ω,σχω
(16)
and we have defined
χ˜νν′ω(q) =
1
T
χ˜0νω(q)δνν′ − χ˜0νω(q)Γνν′ω(q)χ˜0ν′ω(q).
(17)
In the above, χ˜νω(q) denotes the non-local part of the
bubble:
χ˜0νω(q) = χ
0
νω(q)− χ0νω, (18)
where in turn the impurity bubble is defined as χ0νω :=
gνgν+ω. We note that the lattice contribution in Eq. (15)
contains a local part, which includes contributions from
long-range collective excitations. When summed over q,
the first term in Eq. (17) vanishes,2 while the second in
general does not. In DMFT, the local part of the lattice
susceptibility and the impurity susceptibility differ.
The lattice vertex Γ is the same as in the DMFT sus-
ceptibility [Eq. (11)] and can be obtained from the irre-
ducible vertex through the Bethe-Salpeter equation (12).
It is convenient to combine the latter with the impurity
BSE for the irreducible vertex. Using the the non-local
part of the bubble, the resulting BSE reads as
[Γ−1ω (q)]νν′ = [γ
−1
ω ]νν′ + T χ˜
0
νω(q)δνν′ , (19)
where γ is the reducible impurity vertex. There is hence
no need to explicitly compute the irreducible impurity
2 The local part of the dual bubble [Eq. 18] vanishes, which can
be seen by summing 6 over q and replacing (1/N)
∑
kGν(k) by
gν according to 3.
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Figure 3. (Color online) Top panel : Lattice suscep-
tibility − 1
pi
Imχω(q) for the half-filled noninteracting two-
dimensional model (i.e. U = 0) with full bandwidth W = 2
and at finite temperature T = 0.02, along a high-symmetry
path in momentum space. Γ, X and M denote the wave
vectors (0, 0), (0, pi), and (pi, pi), respectively. Lower panel :
Noninteracting dispersion.
vertex γirr. This is similar to the dual fermion ap-
proach [31]. Such a reformulation is important to avoid
unphysical singularities in the low-frequency behavior of
the irreducible two-particle vertex [32], which occur in
the proximity of the metal insulator transition [33].
D. Results
Let us now turn to the results for the charge suscepti-
bility in the two-dimensional Hubbard model. To set the
stage for the discussion, we examine the noninteracting
case first. In the upper panel of Fig. 3 we plot the (nega-
tive) imaginary part of the noninteracting susceptibility
χ0ω(q) =
T
N
∑
kν
G0ν+ω(k+ q)G
0
ν(k) (20)
on real frequencies. Its features are best understood in
terms of the noninteracting dispersion k, which we plot
in the panel below. The maximum energy up to which
one can see significant spectral weight is found at the M-
point [q = (pi, pi)]. This wave vector connects maximum
and minimum in the dispersion and its energy is corre-
spondingly given by the bandwidth W = 2. One can also
see a structure of high intensity at very low energy and in
the vicinity of the M-point, which is due to the nesting of
the Fermi surface. The maximal intensity at the M-point
is found here. The strongest overall response occurs at
the X-point. Its dominant contribution in the convolu-
tion stems from those k-points for which the wave vector
X connects two extremal points (Γ-X and X-M, respec-
tively) and therefore corresponds to the energy ω = 1,
which is equal to the half bandwidth. One can further
see that the energy of the particle-hole excitations ap-
proaches zero in the long-wavelength limit.
5Figure 4. (Color online) RPA results for the imaginary part of the charge susceptibility − 1
pi
Imχω(q) of the half-filled Hubbard
model for various values of U and T = 0.02.
In Figure 4 we show results for the interacting case
obtained from a standard random phase approximation
(RPA) calculation. In RPA, the charge correlation func-
tion reads
χRPAω (q) =
χ0ω(q)
1− Uχ0ω(q)
, (21)
with χ0 defined in (20) [the minus sign in the denomina-
tor comes from the minus sign in the definition of χω(q),
Eq. 4.] By construction, the RPA is of course only reli-
able for small values of U . Here we plot RPA results for
larger values of the interaction for a comparison with the
correlated case. For U = 0.5, we observe a picture that is
similar to the noninteracting case. The same structures
0.0
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Figure 5. (Color online) Quasi-particle weight Z and
limq→0 limω→0 χω(q) = −dn/dµ as a function of U . Both
vanish in the insulating phase. Close to the transition Z is
proportional to dn/dµ.
are present also for larger values of U , albeit some of
them, e.g. the structure which has an energy minimum
at the M-point, become less visible. As U increases, the
largest overall response shifts from X- to the to M-point
above U = 1. The collective excitation becomes better
defined. Because the interaction is short-ranged, this col-
lective mode –the zero-sound mode– goes to zero energy
in the long-wavelength limit for all values of U . For values
of U larger than the bandwidth, the maximum energy at
the M-point is determined by the energy scale U instead
of W .
Using DMFT, we can now investigate whether and how
this physical picture is modified in a strongly correlated
metal, close to a Mott transition. For completeness, let
0.0
0.2
0.4
0.6
0.8
1.0
1.2
1.4
-3 -2 -1  0  1  2  3
ω
A
(ω
)
U = 0.50
U = 1.00
U = 1.50
U = 2.20
U = 2.35
U = 2.45
Figure 6. (Color online). The finite temperature maximum
entropy density of states for various values of U at T = 0.02,
showing the evolution from a weakly to a moderately and
strongly correlated system. The Mott transition occurs at
U ∼ 2.36.
6Figure 7. (Color online) Imaginary part − 1
pi
Imχω(q) of the DMFT charge susceptibility including vertex corrections obtained
via analytical continuation using Pade´ approximants. The low energy dispersion obtained from a fit of the Matsubara data is
indicated by a white line (cf. text).
us start by briefly showing some well-known aspects of
the Mott transition in DMFT, as illustrated in Figs. 5
and 6. Figure 5 shows the corresponding quasiparticle
weight Z = (1− dRe Σω/dω)−1 as a function of U com-
puted using a polynomial extrapolation of the self-energy
on Matsubara frequencies3. On this lattice, the transi-
tion occurs at Uc = 2.36± 0.01. Z vanishes at the Mott
transition, corresponding to a divergent effective mass [1]
m∗/m ∼ 1/Z. The static homogeneous charge suscepti-
bility limq→0 limω→0 χ(ω,q) = −dn/dµ is shown in the
same figure. It is proportional to the compressibility and
therefore vanishes in the insulator. In Fig. 6, we plot the
local density of states for different values of U . One can
see a well-defined quasi-particle peak and the Hubbard
bands at ω ∼ U . For values above the transition, the
density of states exhibits a gap.
The DMFT susceptibility including vertex corrections
is shown in Fig. 7 for the same parameters as the RPA
results in Fig. 4. We obtain it by analytical continuation
from Matsubara frequencies. In the weakly correlated
regime, for U up to about 1, the results are similar to
the RPA, albeit we observe a somewhat broader spec-
trum. In particular, one can see the minimum at the
M-point, which is present up to at least U ∼ 1. In the
moderately correlated regime, U ∼ 1.5, this feature is no
3 We have used polynomials up to degree six. The results are
converged for all values of U for polynomials of degree five.
longer resolved in our data, but the spectra retain a sim-
ilar shape as in RPA, showing a well defined mode for all
wave vectors. Its maximum at M is still approximately
equal to the bandwidth. As the transition is approached,
however, the spectrum changes substantially. It is con-
siderably broadened and damped at the X-point, while
at the M-point it gains relative intensity. For large inter-
action, the maximum at the M-point occurs at the scale
0.0
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Γ
Figure 8. (Color online) Maxima of the charge susceptibility
of Fig. 7 (lines with symbols) and dispersion obtained from a
fit of the Matsubara data (lines, cf. text) for small q-vectors
up to about one third the way to the X-point indicating the
slope of the zero-sound mode. Inset: cut at small fixed mo-
mentum q = 0.03125 (2pi/a) through the charge susceptibility
for U = 2.2. The arrow indicates the maximum which corre-
sponds to the point marked by an arrow in the main panel.
70
1
2
3
4
 0
 0.02
 0.04
 0.06
 0.08
 0.1
 0.12
ω
U = 2.20
ΓΓ X M
Figure 9. (Color online) − 1
pi
Imχ0ω(q) in the bubble approx-
imation, i.e. without vertex corrections for local interaction
U = 2.2 and otherwise the same parameters as in Fig. 7. In
the bubble approximation, the zero-sound mode disappears.
of U .
The collective mode is visible all the way to the transi-
tion. Its frequency vanishes in the long-wavelength limit.
This is expected for reasons we shall explain below. We
cannot strictly exclude even qualitative changes in partic-
ular of the high energy features in the spectra because of
the ill-conditioned nature of the analytical continuation
problem (see Appendix A for a discussion of the ana-
lytical continuation procedure). We can, however, fur-
ther substantiate the results for the low energy collective
mode directly from the Matsubara data: The polariza-
tion Πω(q) defined by
χω(q) =
−Πω(q)
1 + UΠω(q)
(22)
is a function of q/ω for small q, as explained in Sec. III E.
We fit the Matsubara data with an expression of the form
Πω(q) = −b(q/iωm)2/[1 + c2(q/iωm)2], for a small Mat-
subara frequency m = 3, where b and c are the free pa-
rameters. We can readily analytically continue this func-
tion by letting iω → ω+i0+. The dispersion is defined by
the zeros of the denominator in (22) and can be expressed
in terms of the fit parameters as ω(q) = q
√
c2 + bU . The
thus obtained dispersion is indicated by a white line in
Fig. 7. In Fig. 8, we plot the maximum of the charge
susceptibility for small wave vectors together with the
linear dispersion obtained from the fits. The data are in
good agreement showing that the Pade´ approximation is
reliable within this energy range. There is no appreciable
change in slope of the mode with increasing interaction.
Although it is less visible in Fig. 7 due to decreasing con-
trast close to the transition, it remains well defined as
can be seen from a fixed momentum cut of the suscepti-
bility shown in the inset of Fig. 8. In the insulator, this
mode disappears as expected. All excitations acquire a
minimum energy ∼ U .
We are now going to show that the non-local (re-
ducible) vertex corrections play an essential role to ob-
tain a correct description of the low energy physics,
even at a very qualitative level. Because incorporat-
ing the full vertex corrections is technically demand-
ing, they are often neglected and the susceptibility is
often approximated by a simple bubble approximation,
i.e. by a product of interacting DMFT Green’s functions
χ0ω(q) = (T/N)
∑
kν Gν+ω(k + q)Gν(k). In Fig. 9, we
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Figure 10. (Color online) Lattice susceptibility − 1
pi
Imχω(q)
obtained by neglecting non-local, long-range vertex cor-
rections, more precisely by neglecting the second term in
Eq. (17). Parameters are the same as in Fig. 9. The plasmon-
like mode at finite energy and long wavelengths is an artifact
of the approximation. Local vertex corrections are not suffi-
cient to restore the zero-sound mode.
plot the susceptibility for U = 2.2, obtained within this
bubble approximation. It is essentially featureless for all
wave vectors. In the long-wavelength limit, it exhibits
spectral weight at finite energy in contradiction to the
foregoing and the standard textbook RPA approxima-
tion. For small but finite U , the bubble approximation
still exhibits a mode which goes, at least approximately,
to zero in the long-wavelength limit. In the correlated
regime (larger U), however, the vertex corrections are
essential for a qualitatively correct description of the col-
lective excitations. In the next section, we will relate the
existence of the zero-sound to the gauge invariance and
the associated Ward identities. The failure of the bubble
approximation can be traced back to a violation of gauge
invariance.
We note that in contrast to the susceptibility, the op-
tical conductivity in DMFT is unaffected by the vertex
corrections in the long-wavelength limit. Vertex correc-
tions drop out of the conductivity as a consequence of
the locality of the irreducible vertex and the inversion
symmetry of the lattice (see Refs. 1 and 34).
A natural question to ask at this stage is whether an
approximation with only local vertex corrections could be
sufficient to capture the zero-sound mode. To gain more
insight into this question, we consider a more advanced
approximation than the bubble. Namely, we compute
the susceptibility within an approximation that includes
short-range vertex corrections, but neglects correlations
from the reducible vertex of the lattice Γ. To be precise,
we compute it using Eqs. (15)–(18), however, neglect-
ing the second term containing the lattice vertex Γ in
Eq. (17). We note that this approximation is not ex-
actly the same as a bubble approximation with local ver-
tex corrections added. The important point here is that
such an approximation neglects ladder diagrams contain-
ing many repeated particle-hole scattering processes on
different lattice sites contained in Γ. The result is shown
in Fig. 10. As expected, the long-wavelength properties
are clearly not reproduced correctly in this approxima-
tion. It wrongly predicts a finite energy collective mode.
We note that in the long-wavelength limit, the ladder di-
agrams contribute at all orders. Low-order diagrams that
describe charge correlation contain independent particle-
8hole propagation (described by the bubble) over large
distances, which is unlikely. Therefore, it is physically
clear that higher-order diagrams are important. Features
at finite wave vectors sufficiently far from the Γ-point
are, however, remarkably well captured. Here, the short-
range vertex corrections are necessary, but also appear
to be sufficient to reproduce qualitative features.
E. Gauge invariance
In this section, we discuss the consequences of gauge
invariance. The failure of the bubble approximation to
describe the low-energy collective modes can explicitly
be traced back to its violation. We will first check that
the standard DMFT susceptibility [1] as described in
Sec. III B [Eqs. (11) and (12)] and in the review Ref. [1]
yields a response that obeys local charge conservation
and leads to gauge-invariant results. We recall that for
the response to be conserving, two conditions have to
be fulfilled [29, 30]: (i) The self-energy and the irre-
ducible vertex function have to be given by functional
derivatives of the Luttinger-Ward functional Φ[Gij ], i.e.,
Σij = δΦ/δGji and Γ
irr
ijkl = δ
2Φ/δGjiδGlk. (ii) The gen-
eralized susceptibility L has to be constructed such that
it gives the change in G through a perturbation A to
linear order: L := −δG/δA = G(δG−1/δA)G. With
G−1 = G−10 −A−Σ[G] and for approximations for which
Σ depends on the perturbation through G only, this leads
to the integral equation
L = −GG−GGδΣ
δA
= −GG−GGδΣ
δG
δG
δA
= −GG+GGδΣ
δG
L. (23)
Combined with condition (i), one identifies Γirr :=
δΣ/δG = δ2Φ/δG2. Condition (ii) is evidently fulfilled
in DMFT, since the above equation is equivalent to the
integral equation (7) (written in terms of χ := −L in-
stead of L). To address the first condition, we recall
that in DMFT, the Luttinger-Ward functional depends
on the site-diagonal Green’s functions only [1], allow-
ing for a decomposition in terms of local functionals,
Φ[Gi′j′ ] =
∑
i′ φ[Gi′i′ ]. This implies that the self-energy
is local:
Σij =
δΦ[Gi′j′ ]
δGji
=
δφ[Gi′i′ ]
δGii
δji. (24)
The same holds for the irreducible vertex function,
Γirrijkl =
δ2Φ[Gi′j′ ]
δGjiδGlk
=
δ2φ[Gl′l′ ]
δG2ll
δliδljδlk. (25)
The functional φ[Gi′i′ ] as well as Σ and Γ
irr are generated
from the impurity model subject to the self-consistency
condition (3). If the self-energy and vertex function are
obtained numerically exactly from the solution of the im-
purity model, condition (i) is hence fulfilled. Note that
the dimensionality of the lattice does not enter this ar-
gument. It therefore holds on finite-dimensional lattices,
where DMFT is an approximation. It also holds for clus-
ter extensions of dynamical mean-field theory.
We can make the argument more explicit by recalling
that charge conservation is commonly expressed in terms
of a Ward identity. It can be viewed as the Green’s func-
tion analog of the continuity equation and relates the
single-particle Green’s function to a vertex function. The
above two conditions are sufficient for the Ward identity
to be fulfilled, as can be shown by considering a pertur-
bation which corresponds to a gauge transformation [30].
On a discrete lattice, gauge invariance and charge con-
servation can be preserved exactly, even for finite lattice
spacing [35]. Projecting the continuum system onto a dis-
crete Wannier basis under the assumption of weak and
slowly varying fields leads to the gauge theory described
here (see Appendix B and, e.g., Refs. 36 and 37). In
Appendix D, we show that with the proper definition of
the current and a suitable generalization of the notion
of the derivative to the lattice, the Ward identity can be
written
qFµ Γµ(k, q) = G
−1(k)−G−1(k + q), (26)
where we have introduced four-vector notation for clarity
(only in this section). Summation over the time (µ = 0)
and spatial components µ = 1, 2, 3 is implied using the
metric (−1, 1, 1, 1). The corresponding continuity equa-
tion is ∂n/∂t +∇F · j = 0, where ∇F denotes a forward
derivative. It corresponds to a finite difference expres-
sion owing to the discrete structure of the lattice. In
the above, the main difference to the continuum case is
the appearance of the momentum qFµ ≡ (iω,qF ) associ-
ated with a forward derivative. On a finite lattice of N
sites with periodic boundary conditions it has the spa-
tial components qFα = −(i/a)[exp(iqαa) − 1], where the
index qα takes on the discrete values q
(n)
α = 2pin/N , with
n integer. In the above equation, Γµ is the renormal-
ized current vertex, which describes the interaction of
the interacting electrons with the electromagnetic field.
The Ward identity hence relates a vertex function to the
single-particle properties described by the Green’s func-
tion G.
Let us now explicitly check the Ward identity in
DMFT. The current vertex obeys a ladder equation,
which follows from the Bethe-Salpeter equation for the
susceptibility [Eq. (7)]. In DMFT, the ladder equation
for the current vertex reads as (see Fig. 11 and Appendix
E):
Γµ;ν(k,q) =γµ(k,q)− T
N
∑
ν′k′
Γirrνν′ω
×Gν′σ′(k′)Gν′+ω(k′ + q)Γµ;ν′(k′,q). (27)
Here, the bare current vertex is given by
γµ =
{
it˜a
(
e−i(kα+qα) − e−ikα) , µ = α = x, y, z
1, µ = 0
,
(28)
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Figure 11. Diagrammatic representation of the Bethe-
Salpeter equation for the renormalized current vertex Γµ.
Lines are fully dressed propagators.
which itself obeys the Ward identity qFµ γµ(k, q) =
G−10 (k) − G−10 (k + q) with the noninteracting Green’s
function G−10 (k) = iν + µ− εk. In order to demonstrate
that the DMFT susceptibility is conserving, we have to
show that the current vertex obeys the Ward identity
(26). To this end, we form the quantity qFµ Γµ(k, q) using
(27):
qFµ Γµ;ν(k,q) =q
F
µ γµ(k,q)−
T
N
∑
ν′k′
Γirrνν′ω
×Gν′(k′)Gν′+ω(k′ + q)[qFµ Γµ;ν′(k′,q)].
(29)
Inserting the Ward identity (26) for the interacting and
noninteracting current vertices on both sides and using
the definition of the Green’s function (2), all momentum
dependence cancels exactly. Since the irreducible vertex
is local, the DMFT self-consistency condition (3) further
allows us to express the local part of the lattice Green’s
function in terms of the impurity Green’s function. We
thus obtain the purely local equation
Σν+ω − Σν = −T
∑
ν′
Γirrνν′ω [gν′+ω − gν′ ] , (30)
which involves impurity quantities only.4 We therefore
conclude that the Ward identity is fulfilled if this equa-
tion is satisfied. It can be viewed as a local version of the
Ward identity,5 which is fulfilled for the impurity model.
Gauge invariance and local charge conservation are hence
guaranteed for the susceptibilities. This is completely in
line with the previous argument: Charge conservation of
the DMFT susceptibility follows if the self-energy and ir-
reducible vertex function are determined from the exactly
solvable impurity model.6 While being an approximation
in finite dimensions, the DMFT susceptibility preserves
local charge conservation exactly, even on a finite dimen-
sional lattice.
In our calculations we obtain the vertex, self-energy,
and Green’s function by solving the impurity model nu-
4 The minus sign on the right-hand side of Eq. (30) stems from the
fact that our convention for the irreducible vertex is such that
Γirr = −U to lowest order in U .
5 By writing Eq. (30) in differential form, Γirr is identified as the
functional derivative δΣ/δg: The variation of a self-energy dia-
gram is given by the functional derivative of Σ with respect to g
times the variation in g.
6 For an approximate impurity solver, the susceptibility is conserv-
ing as long as Eq. (30) is fulfilled.
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Figure 12. (Color online) Numerical illustration of the ful-
fillment of the local Ward identity. Both sides of the equation
(30) are plotted for different bosonic frequencies ωm = 2mpi/β
for the two-dimensional Hubbard model in DMFT for two dif-
ferent values of U somewhat below (left) and above (right) the
Mott transition. Results for the left-hand side of the equa-
tion, Σν+ω−Σν , are marked by lines with triangles and for the
right-hand side −T∑ν′ Γirrνν′ω[gν′+ω−gν′ ] by circles, showing
good agreement. Note that for ωm = 0, the equation is iden-
tically fulfilled as both sides vanish.
merically exactly. That the Ward identity is indeed ful-
filled numerically is illustrated in Fig. 12, where we plot
both sides of Eq. (30) for different bosonic frequencies.
In order to evaluate the frequency sum on the right-hand
side, we have replaced the irreducible vertex by−U above
the frequency cutoff up to which it is calculated explic-
itly. The identity is evidently well fulfilled. For high
frequencies, deviations occur which partly originate from
the numerical noise which increases with frequency, as
well as from the finite frequency cutoff of the vertex func-
tion. The latter is computed by inverting a local BSE,
which is affected by the finite frequency cutoff. In gen-
eral, for a correct description of the collective excitations,
the low-energy behavior of the vertex function is decisive,
which is well captured in our calculations. Note that the
numerical error seen in this figure does not propagate
into the calculation of the lattice susceptibility, because
the irreducible vertex does not have to be computed (see
Sec. III C).
We would like to point out the relation of the above
to the self-consistent Hartree-Fock approximation and
RPA [38]. In static mean-field theory, the above equa-
tions still hold with Σ = U 〈n〉 and Γirr = −U . As
a consequence, Eq. (30) is identically fulfilled, showing
that the Hartree-Fock approximation is conserving. The
Bethe-Salpeter equation for the response function is then
equivalent to the random phase approximation (RPA) for
the susceptibility [Eq. (21)].
As mentioned previously, it is known that the zero-
sound mode is a consequence of gauge invariance. To see
this, consider the electromagnetic response kernel Kµν
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defined through
Jµ(q) = Kµν(q)Aν(q), (31)
where Jµ is the expectation value of the current. Gauge
invariance and local charge conservation imply the two
conditions (see Appendix F):
Kµν(q)q
F
ν = 0, (32)
qFµKµν(q) = 0. (33)
For the longitudinal response (q pointing along direction
3), one obtains K03q − iωK00 = 0 and K33q − iωK03 =
0. (In the following, we are interested in the long-
wavelength behavior for which we may replace qF by
q.) The other components do not contribute by symme-
try. Combining these two equations yields the continuity
equation
K00(q) =
q2
(iω)2
K33(q). (34)
In the long-wavelength limit, only the diamagnetic con-
tribution to the response kernel contributes toK33, which
is independent of q and ω (see Appendix F and Ref. 39).
Hence, the susceptibility χω(q) = −K00(q)/e2 is a func-
tion of the ratio q/ω. The same holds for the polarization
since it is related to χ through a simple geometric series:
χω(q) =
−Πω(q)
1 + UΠω(q)
. (35)
The dispersion of the collective mode is determined by
the poles of χ, or as the solution to the equation 1 +
UΠω(q) = 0. Since the interaction U is constant (in
general, a short-range interaction remains finite in the
limit q → 0), the solution to the above equation must
be a kind of sound, i.e., q/ω = const. The analysis is
the same as in the textbook RPA case, except that the
polarization Πω(q) is a function produced by the DMFT
calculation instead of the Lindhardt function in the RPA
case. The key fact is that for small momentum, Πω(q)
is a function of q/ω and hence not a continuous function
of (ω, q) at (0, 0). As shown above, this is a consequence
of gauge invariance. Moreover, every approximation that
violates the Ward identity is likely to miss this singularity
of the function, and will not be able to reproduce the
correct low-energy behavior.
Since we use a quantum Monte Carlo impurity solver,
it is useful being able to observe the restriction imposed
by gauge invariance also on the level of the imaginary-
time data. To this end, we rewrite (34) as
(iω)2K00(q) = (q)
2K33(q). (36)
Using again that in the limit q → 0 K33 remains finite,
we find the following condition imposed on the suscepti-
bility:
(iω)2χω(q) =
q→0
0. (37)
The charge susceptibility has to vanish for any finite
frequency in this limit and hence also for subsequently
taking the limit ω → 0. On the other hand, taking
the limit ω → 0 first leads to the the static response
limq→0 limω→0 χω(q) = −dn/dµ which is finite in the
metallic phase. Hence, the limits limω→0 and limq→0
do not commute, which implies a discontinuous jump in
the susceptibility. The Lindhardt bubble, correspond-
ing to the noninteracting result, has the required prop-
erty [40, 41]. The non-commutativity of the susceptibil-
ity comes from the product of Green’s functions χ0kq =
GkGk+q, which enters the vertex through the Bethe-
Salpeter equation for the vertex function [Eq. (12)]. It
is singular in this limit, because the poles of the Green’s
functions merge when q → 0 (see, e.g., Ref. 39, Chap. 6,
Sec. 4).
Figure 13 shows that the susceptibility including vertex
corrections indeed vanishes for finite frequencies and dis-
plays a discontinuity.7 The bubble approximation com-
puted from interacting Green’s functions, on the other
hand, clearly violates gauge invariance. The result is
continuous, which explains the failure of the bubble ap-
proximation observed previously.
One can expect that the discontinuity (which can be
used as a rigorous test for the implementation) will only
be restored by summing an infinite number of diagrams
beyond the bubble. Physically, it is clear that in or-
der to describe the long-wavelength behavior of the two-
particle excitations and the response functions, repeated
particle-hole scattering generated through the Bethe-
Salpeter equation is essential. At the same time, the
Bethe-Salpeter equation accounts for the collective mode
and ensures gauge invariance. In this sense, the collec-
tive excitations are key to the gauge-invariant character
of the theory. A different way of seeing this is the fact
that the effective quasiparticle interaction determined by
the vertex function generates the back flow of electrons
around a quasiparticle moving through the medium [39].
This back flow is necessary to fulfill the continuity equa-
tion and hence to assure local charge conservation. In the
insulator, dn/dµ = 0 because of the gap so that the dis-
continuity disappears and with it the zero-sound mode.
IV. LONG-RANGE INTERACTION: THE DUAL
BOSON APPROACH
Plasmons are long-wavelength excitations of the elec-
tron gas with a finite energy, which appear in presence of
a Coulomb potential. Here, we use the following expres-
7 The condition (37) can be used to benchmark the accuracy of
the simulation. Deviations from zero occur due to Monte Carlo
noise in the vertex function and an insufficient frequency cutoff.
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Figure 13. (Color online). The DMFT susceptibility χω(q)
for q = 0 (red curve) and ω = 0 (blue curve), for U = 1,
T = 0.02. As a consequence of gauge invariance, the limits
ω → 0 and q→ 0 of χω(q) do not commute. For a frequency-
dependent self-energy, this condition is respected by including
vertex corrections. It is violated for the bubble approximation
for which the limits commute.
sion for a Coulomb-type potential in three dimensions,
V (q) =
{
e2 Vq2 q 6= 0,
0 q = 0,
(38)
where e is the electron charge. Setting the interaction to
zero for q = 0 corresponds to adding a homogeneous pos-
itively charged background which compensates the neg-
ative charge of the electron gas.
Non-local interactions can be treated on the basis of
extended dynamical mean-field theory [11, 12, 42]. In
EDMFT, the lattice model is mapped to a local impurity
problem which contains a local, but retarded interaction
Wω. The self-energy in EDMFT is determined through
the self-consistency condition (3) as in DMFT. The dy-
namical interaction accounts for the dynamical screening
of the local charge due to the non-local interaction V (q).
It is determined through an additional self-consistency
condition
χω =
∑
k
Xω(k), (39)
which is written in terms of the two-particle propagator
(the lattice susceptibility)
Xω(q) =
1
χ−1ω +Wω − V (q)
. (40)
We denote it by Xω(q) in order to distinguish it from
the DMFT susceptibility χω(q). In the above, χω is the
impurity charge susceptibility. This equation can be un-
derstood as follows. Consider the representation of the
susceptibility in terms of the polarization Π:
Xω(q) = −Πω(q) + Πω(q)V (q)Πω(q)∓ . . .
=
−Πω(q)
1 + V (q)Πω(q)
=
1
−Πω(q)−1 − V (q) , (41)
which is a simple geometric series. Π contains all di-
agrams irreducible with respect to the interaction Vq.
In EDMFT, the polarization is obtained from the im-
purity model, which yields a non-perturbative, albeit
local result. The impurity susceptibility χω contains
polarization diagrams. However, it cannot directly be
used as the polarization because it contains diagrams
reducible in W . Let us denote ΠWω = −χω. We can
easily take out these reducible contributions by writing
ΠWω as a geometric series: Π
W
ω = Π/(1 + WωΠω) or
Π−1ω = (Π
W
ω )
−1 − Wω = −χ−1ω − Wω. Inserting this
into (41) recovers (40).
In case of a Coulomb potential, the collective charge
excitations are plasmons, whose dispersion relation ω(q)
is solution of
1 + V (q)Πω(q) = 0. (42)
In the standard RPA analysis (where Π is just the Lind-
hardt function), for q → 0, ω finite, one has (with f some
function, and g the coupling constant)
Πω(q) ∼ gq2f(ω) +O(q4), (43)
which yields the plasmon dispersion relation ω(q) = ωp+
aq2 at small q, where a is a constant and ωp the plasma
frequency. ωp is the solution of
1 + ge2V f(ωp) = 0. (44)
From the previous discussion of gauge invariance, we
know that the susceptibility vanishes in the long-
wavelength limit for finite frequencies, Xω(q → 0) = 0.
By virtue of (41), we expect the same behavior for the
polarization, i.e., Π(q → 0, ω) = 0. This behavior can
be observed directly on the Matsubara data, as shown
in Fig. 14: for finite Matsubara frequencies, the polar-
ization vanishes in the long-wavelength limit. At small
momenta, the data are well described by a function of
the form −b(q/iωm)2/[1 + c2(q/iωm)2]. For q small com-
pared to iωm, the polarization is clearly proportional to
q2. One therefore expects that the standard RPA analy-
sis still holds in the correlated regime.
In the EDMFT approximation, however, the polariza-
tion is computed from the local susceptibility and hence
momentum independent. Therefore, the equation for the
dispersion relation is
1 +
e2VΠω
q2
= 0. (45)
The polarization has to decrease as a function of large
frequencies and to leading order we expect it to behave
as Π(ω) ∼ 1/ωα, with some α > 0. As a consequence,
the frequency of the excitation will diverge in the long-
wavelength limit: ω ∼ 1/q2/α. This behavior is shown
in the left panel of Fig. 15. We note that a priori a
solution with a finite plasma frequency could exist if the
polarization were to vanish for a finite ω. We do not
observe this in our calculations, however. We therefore
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find that EDMFT does not provide a valid description of
plasmons.
Let us now consider the dual boson approach [6], which
can be viewed as a diagrammatic expansion around ex-
tended dynamical mean-field theory. Additional details
on the approach and its convergence properties can be
found in Refs. 6 and 43. In this approach, the descrip-
tion of the collective modes amounts to replacing (40)
by
Xω(q) =
1
χ−1ω (q) +Wω − V (q)
, (46)
where χω(q) is given by Eqs. (15)–(18), which includes
non-local vertex corrections into the EDMFT suscepti-
bility. In EDMFT, there is an ambiguity of calculating
the susceptibility. It is either given by the bosonic prop-
agator (40), or can be obtained similarly as in DMFT. In
the latter case, one computes the susceptibility from (46)
with χω(q) computed from the DMFT expressions of
Sec. III B. In dual boson, the bosonic propagator is also
given by (46), however with χω(q) given by the alter-
native expressions described in Sec. III C. As we have
shown (see Appendix H), the two expressions for χω(q)
are equivalent, so that the dual boson approach resolves
this ambiguity.
The resulting polarization Πω(q) = [−χ−1ω (q)−Wω]−1
depends on momentum, in contrast to EDMFT. It can
be proven that this approach yields a gauge-invariant re-
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Figure 14. (Color online) Polarization Πωm(q) as a function
of momentum qx for qy = 0 and different Matsubara frequen-
cies ωm. For ωm > 0 and small q, we clearly observe the ∼ q2
behavior of the polarization as required by gauge invariance.
Dashed lines show fits to a −b(q/iωm)2/[1 + c2(q/iωm)2] be-
havior for ωm > 0 (b and c are fit parameters). When q is
small compared to the frequency, the q2 behavior is clearly
visible. For small ωm, it is less visible due to the finite mo-
mentum resolution.
0.0
0.5
1.0
1.5
2.0
0.00
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
ω
EDMFT
dual boson
ΓΓ
Figure 15. (Color online). − Im −1(E,q) for small values
wave vectors (up to |q| ∼ 2pi · 0.34) for U = V = 1 and
T = 0.02. The energy of the collective mode diverges in
EDMFT for |q| → 0 due to violation of gauge invariance.
This unphysical behavior is corrected by including non-local
vertex corrections, yielding a finite energy plasmon mode.
sponse in the long-wavelength limit [6]. Let us now show
that this approach indeed describes plasmons.
A. Results
In this section, we present results for the three-
dimensional extended Hubbard model with the infinite-
range potential (38) of strength V . We use a momentum-
space discretization of 32× 32× 32 k-points.8 All results
are for temperature T = 0.02.
To begin with, we compare the physical content of the
two approximations for the polarization operator which
enter Eqs. (40) and (46), respectively. To this end, we
examine the inverse dielectric function
−1ω (q) = 1 + V (q)Xω(q). (47)
Here, Xω(q) is analytically continued to the real axis us-
ing Pade´ approximants. The dielectric function is exper-
imentally accessible through electron energy-loss spec-
troscopy (EELS). In Fig. 15, we plot the inverse dielectric
function for small momenta and on real frequencies. As
mentioned before, the energy of the collective mode di-
verges in the long-wavelength limit in EDMFT (left part
of the figure). Including vertex corrections into the po-
larization, corrects this unphysical result and we observe
a plasmon mode at finite energy in the long-wavelength
limit (right panel). The dispersion of this mode is roughly
consistent with a q2 behavior.
We can study the dependence of this mode on the in-
teraction strength. In Fig. 16, we plot the inverse dielec-
tric function for different values of the local interaction
U but fixed strength of the long-range potential set to
8 Momentum-dependent quantities including the vertex function
are calculated on the irreducible part of the Brillouin zone only
and the vertex function is stored for a single momentum at a
time.
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V = 0.5. We see that with increasing on-site interac-
tion, the mode shifts to lower energies, as indicated by
the horizontal bars which mark the center of the peak at
low q. The spectral weight also decreases with increasing
interaction.
B. Plasma frequency
In order to show that the observed mode is indeed the
collective plasmon excitation, we can compare the max-
imum of the spectral intensity to the plasma frequency
for this model. The derivation of the plasma frequency
is essentially based on gauge invariance. One can obtain
the expression either starting from the continuity equa-
tion (34) for the response kernel, or alternatively from
the electrical conductivity and using the f -sum rule [44].
Details of the derivation are given in Appendix G. The
result is
ω2p = e
2a2t˜VN , (48)
where we have defined
N := 2
N
∑
kσ
cos(kza) 〈nkσ〉 . (49)
Here we have assumed the field to be oriented along the
z-axis. In order to rationalize this expression, we note
that by linearizing the dispersion in the vicinity of the
Fermi level and identifying the coefficient (the velocity)
with k/m, we see that t˜ ∼ 1/m, where m is the bare
band mass. Further letting a = 1, V = 4pi and replacing
N with n, it formally takes the same form as the plasma
frequency in the continuum, ω2p = 4pine
2/m. The ap-
pearance of N instead of the local density is a peculiarity
of the lattice model and a consequence of the fact that
the electromagnetic potential couples to the bonds rather
than to the local charge density (see Appendix B).
In Fig. 17, we show low momentum cuts of the inverse
dielectric function (the data for V = 0.5 are the same as
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Figure 16. (Color online) − Im −1(E,q) for small values wave
vectors up to |q| ∼ 2pi ·0.34 showing the plasmon mode in the
three-dimensional Hubbard model with Coulomb interaction
V (q) ∝ 1
q2
. Data is shown for V = 0.5 and different values of
U at T = 0.02. The plasma frequency corresponding to the
maximum intensity of the peak for q → 0 (indicated by the
horizontal line) decreases with increasing U .
in the first panel of Fig. 16). They exhibit a well-defined
peak, the position of which is well captured by the ex-
pression for the plasma frequency [Eq. (48)]. The agree-
ment is remarkable given that the dielectric function has
been obtained by analytical continuation. We emphasize
that this coincidence is non trivial: the position of the
peak (the energy of the collective mode) is determined
by the two-particle properties of the system, while the
plasma frequency is computed from single-particle prop-
erties (i.e., the density distribution) only. This relation
is a consequence of gauge invariance, which is seen to be
fulfilled in our calculation. The connection of single- and
two-particle properties is reminiscent of the Ward iden-
tity. We further note that the result for the plasma fre-
quency is not restricted to our particular approximation,
but applies to any approximation on a discrete lattice
which respects gauge invariance (including RPA).
The plasma frequency depends on the local interac-
tion through N . In Fig. 18, we plot the dependence of
ωp on U . The plasma frequency decreases with increas-
ing interaction as observed in Fig. 17. In a simplified
picture, the plasma frequency decreases because it is in-
versely proportional to the square root of the effective
mass and the effective mass increases with interaction.
According to (49), the frequency decreases because the
density distribution becomes less momentum dependent
as the interaction increases. In the insulator 〈nkσ〉 re-
mains momentum dependent and hence the frequency
remains finite, but the spectral weight drops to zero.
Clearly, the plasma frequency does not scale with the
quasiparticle Z (which also holds for a short-range inter-
action). This has the important implication that plas-
mons in strongly correlated systems are beyond Fermi-
liquid theory where the quasiparticle contributions are
considered dominant [39, 40, 45]. From the general the-
ory of interacting Fermi systems [39, 45] it is known that
there are two contributions to the occupation number
〈nkσ〉: the quasiparticle contribution, which originates
from the pole of the electron Green’s function and is pro-
portional to Z, and a non-quasiparticle one, which stems
from the branch cut of the Green’s function and relates
to its “incoherent” part. One can clearly see from Fig. 18
that in the vicinity of the metal-insulator transition, the
plasma frequency is mostly associated with the incoher-
ent (non-quasiparticle) properties.9 The plasmons, how-
ever, remain well defined as one can see from Figs. 16
and 17.
In Fig. 19, we finally plot the doping dependence of
the plasma frequency. ωp is seen to decrease with dop-
ing but only appreciably so for an almost empty (filled)
band. For sufficiently large U there appears to be a shal-
low maximum in the doping dependence of the plasma
frequency.
9 Within DMFT, the MIT is first-order [1] so that strictly speaking
the point Z = 0 cannot be reached, but Z near the transition is
small so our conclusion remains valid.
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Figure 17. (Color online) Fixed momentum cuts of the imag-
inary part of the inverse dielectric function for the smallest
momentum q > 0 and for U = 1, T = 0.02 and different val-
ues of V . The arrows indicate the plasma frequency computed
from Eq. (48).
V. CONCLUSIONS
In this paper, we have addressed the collective charge
excitations of strongly correlated electrons in presence
of short- and long- range interactions and discussed the
relation between gauge invariance and vertex correc-
tions. Non-local vertex has been shown to be essen-
tial for a qualitatively correct description of the collec-
tive modes in both cases. Both the zero-sound mode in
the case of a short-range interaction and the plasmon
mode emerge through an RPA-like mechanism and are
present up to the Mott transition. Our results empha-
size the importance of including vertex corrections from a
fully frequency-dependent irreducible vertex when work-
ing with a frequency-dependent self-energy. Respecting
gauge invariance is necessary in order to obtain a proper
description of the collective modes in correlated media.
On the technical side, we have proven that the DMFT
susceptibility including vertex corrections yields a gauge-
invariant charge response in finite dimensions. We have
further shown that an alternative expression for the sus-
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Figure 18. (Color online) Dependence of the plasma fre-
quency on the local interaction U for fixed V = 0.5 and
T = 0.02. The quasiparticle weight Z is shown for com-
parison. The plasma frequency remains finite at the Mott
transition.
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Figure 19. (Color online) Doping (δ-)dependence of the
plasma frequency fixed interaction V = 0.5, T = 0.02, and
two values of U .
ceptibility that emerges in the dual boson approach is
equivalent to the DMFT susceptibility. Such a formu-
lation has the advantage that it circumvents numerical
problems due to a divergence of the irreducible vertex
close to a metal-insulator transition. It also resolves the
ambiguity of calculating the susceptibility in EDMFT.
The approach is straightforwardly generalized to treat
spin excitations.
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Appendix A: Analytical continuation
The analytical continuation requires accurate input
data. For solving the quantum impurity model, we
utilize the numerically exact hybridization-expansion
continuous-time quantum Monte Carlo method [25],
which can treat a local retarded interaction without ap-
proximation [48, 49]. To maximize accuracy, we employ
improved measurements for the local susceptibility χ,
self-energy, three-leg vertex λ, and four-leg vertex func-
tion γ in the simulation [50].
For the analytical continuation of the imaginary time
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data itself, we use a straightforward implementation of
the Pade´ algorithm as presented in Ref. 51. Because
the analytical continuation is an ill-posed mathematical
problem, we performed consistency checks. We compared
the analytical continuation of the local part of the sus-
ceptibility to the local part of the analytically contin-
ued result with good agreement for all values of U (the
momentum sum and analytical continuation should com-
mute if the latter was exact). As an additional check for
the Pade´ algorithm, we numerically integrated the imag-
inary part of the analytically continued susceptibility to
verify that the Kramers-Kronig relation
χ′(ω) = −P
∫ ∞
−∞
dω′
pi
χ′′(ω′)
ω − ω′ (A1)
is well fulfilled for ω = 0. In the calculations, the vertex
function was determined for up to 128 fermionic Matsub-
ara frequencies (including positive and negative), which
corresponds to a cutoff of four times the bandwidth. We
took the same number of positive bosonic frequencies and
checked that the results do not change appreciably for a
smaller number of frequencies. For the single-particle
Green’s function and self-energy, we took a larger cutoff
of 192 frequencies, which is sufficient at this tempera-
ture. The analytical continuation of the Matsubara data
turns out to be robust when varying the number of in-
put frequencies. Despite these checks, we cannot exclude
a qualitative deviation from the real spectra, such as a
splitting into multiple peaks. The analytical continua-
tion by Pade´ approximants tends to give a single-peak
spectrum when used in conjunction with data afflicted
with statistical errors [52]. For the long-wavelength ex-
citations we are mainly interested in, the Pade´ results
are verified independently: by computing the dispersion
from a fit of the Matsubara data in the case of short-
range forces (Sec. III D) and by evaluating the plasma
frequency from the density in the case of long-range in-
teraction (Sec. IV A).
Appendix B: Current operator
In order to discuss local charge conservation, we re-
quire a gauge theory on the lattice. While it can be for-
mulated more generally, it is sufficient for our purposes
to consider the case of weak and slowly varying fields.10
We introduce the coupling of the Hamiltonian (1) to a
vector potential via the Peierls substitution [53]:
Tˆ = −t˜
∑
rδσ
c†rσe
ieArδcr−δσ + c
†
r−δσe
−ieArδcrσ. (B1)
10 By slowly varying we mean that the vector potential does not
change appreciably over an interatomic distance, so that we can
write
∫ r+δ
r Adr ≈ Arδ We only discuss quantities in absence of
external fields, i.e. in the limit A→ 0.
For a discussion on the validity of the Peierls substi-
tution and the consequences of the above assumptions,
see Refs. [36, 54]. The coupling only affects the ki-
netic energy Tˆ . Under a gauge transformation, Arδ →
Arδ+Λr−δ−Λr, c†r → c†reiΛr , cr → cre−iΛr , the Hamilto-
nian remains invariant. The current is determined in the
usual way as the functional derivative jr = −δH/δAr.
Within linear response, the exponential is expanded up
to second order in the vector potential. For the current,
we obtain
jr =iet˜
∑
δσ
(
c†rσcr−δσ − c†r−δσcrσ
)
δ
− e2t˜
∑
δσ
(
c†rσ(Arδ)cr−δσ + c
†
r−δσ(Arδ)crσ
)
δ.
(B2)
The first term is the paramagnetic current jpr and the sec-
ond is the diamagnetic contribution jdr . The momentum
representation of the paramagnetic current is
jpq =
∑
r
jpre
−iqr
=
iet˜
N
∑
kδσ
c†kσ
(
e−i(k+q)δ − eikδ
)
δ ck+qσ. (B3)
The individual spatial components can be written
[jpq]α =
iet˜a
N
∑
kσ
c†kσ(e
−i(kα+qα)a − eikαa)ck+qσ. (B4)
This expression can be cast into in the symmetrical form
[jpq]α =
iet˜a
N
∑
kσ
c†k−q/2σ(e
−ikαa − eikαa)e−iqα/2ck+q/2σ.
(B5)
Symbolically, this can be expressed in terms of a deriva-
tive of the dispersion
k = −t˜
∑
α
(
e−ikαa + eikαa
)
(B6)
in the form
[jpq]α =
e
N
∑
kσ
c†k−q/2σ
∂εk
∂kα
e−iqαa/2ck+q/2σ. (B7)
In the long-wavelength (q → 0) limit, this reduces to
jp =
e
N
∑
kσ
c†kσ(∇εk)ckσ. (B8)
For completeness, we provide the result for the diamag-
netic contribution to the current. In momentum space,
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we obtain
[jdq]α = −
e2a2t˜
N2
∑
kk′σ
c†kσA
α(k− k′)[e−i(k′α+qα)a
+ eikαa
]
ck′+qσ
= −e
2a2t˜
N2
∑
kq′σ
c†kσA
α(q′)
[
e−i(kα+qα−q
′
α)a
+ eikαa
]
ck′+q−q′ σ
= −e
2a2t˜
N2
∑
kq′σ
c†k−q/2+q′/2σA
α(q′)
[
e−ikαa + eikαa
]
× e−i(qα/2−q′α/2)ack+q/2−q′/2σ.
(B9)
Similarly as for the paramagnetic current, we can rewrite
this as
[jdq]α = −
e2
N2
∑
kq′σ
c†k−q/2+q′/2σA
α(q′)
[∑
β
∂2εk
∂kα∂kβ
]
× e−i(qα/2−q′α/2)ack+q/2−q′/2σ.
(B10)
In the following, we are interested in the continu-
ity equation in absence of an electromagnetic field and
will henceforth focus on the paramagnetic contribution
to the current. We introduce the four-vector notation
jµq = (j
0
q, j
α
q), with j
0
q = enq and define the bare current
vertex through
jµq =
e
N
∑
kσ
c†kσγ
µ(k,q)ck+qσ. (B11)
Using (B4), we obtain
γµ =
{
it˜a
(
e−i(kα+qα)a − eikαa) , µ = α = x, y, z
1, µ = 0
.
(B12)
Appendix C: Continuity equation
The Hamiltonian including the coupling to the electro-
magnetic field fulfills the continuity equation
e
∂nr
∂t
=− ie[nr, H]
=iet˜
∑
δσ
(
c†rσcr+δσ+c
†
rσcr−δσ−c†r+δσcrσ−c†r−δσcrσ
)
− e2t˜
∑
δσ
(
c†rσ(Arδ)cr+δσ+c
†
rσ(Arδ)cr−δσ
− c†r+δσ(Arδ)crσ−c†r−δσ(Arδ)crσ
)
.
(C1)
We can write the right hand side as a divergence of the
current operator (B2). To this end, we define the forward
derivative of the current
∇F · jr := jr+δ − jr
a
, (C2)
which should be understood such that the finite differ-
ence of the x-direction of the current is formed by dis-
placement δ in the x-direction, etc. Using Eqs. (C1) and
(B2), it is easy to see that the continuity equation can
then be written in the form
e
∂nr
∂t
+∇F · jr = 0. (C3)
In order to recast this equation into momentum space,
one defines qF as the eigenvalue of the operator ∇F =∑
α ∂
F
α eα acting on a plane wave φq(r) ∼ eiqr. Denoting
qα = qαeα as the α-component of q, which takes the
discrete values q
(n)
α = 2piin/(Na) and correspondingly
rα = reα, rlα = alα, we have
∇F eiqr = 1
a
∑
α
(
eiqα(lα+1)a− eiqαlαa
)
eα
=
1
a
∑
α
(
eiqαa − 1) eiqαlαa ≡ iqF eiqr (C4)
so that
qF =
∑
α
qFkαeα = −
i
a
∑
α
(
eiqαa − 1) eα. (C5)
In the long-wavelength limit, this simplifies to
qF ≈ − i
a
∑
α
(iqαa) eα ≡ q. (C6)
We note that by defining the backward derivative as ∇B ·
jr := (jr−δ−jr)/a, we obtain qB = (qF )∗. The dispersion
can be expressed in terms of the product qF · qB .
Appendix D: Ward identity
The derivation of the Ward identity can be found in
textbooks. See, e.g., Ref. 55. Here, we sketch the deriva-
tion as required for the subsequent discussion. It is con-
venient to use four-vector notation throughout.
With k = (iω,k), z = (τ, r), ∂Fµ = (∂τ ,∇F ), qFµ =
(iω,qF ), and the metric (−1, 1, 1, 1), we have kµzµ =
kr− iωτ and the continuity equation becomes ∂Fµ jµ(z) =
0. The Ward identity is obtained by applying the four-
divergence to the three-leg correlation function
Λµ(x, y, z) =
〈
Tτ c(x)c
†(y)jµ(z)
〉
. (D1)
We have
∂Fµ Λµ =
〈
Tτ c(x)c
†(y)
[
∂Fzαjα + ∂z0j0
]〉
+
〈
Tτ c(x)[j0(z), c
†(y)]δ(y0 − z0)
〉
+
〈
Tτ c
†(y)[c(x), j0(z)]δ(x0 − z0)
〉
, (D2)
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where the term in angular brackets in the first line van-
ishes by virtue of the continuity equation and the two
other lines emerge due to time differentiation while ac-
counting for time-ordering. With j0 ≡ en the commuta-
tors are
[j0(z), c
†(y)]δ(y0 − z0) = ec†(y)δ(y − z),
[c(x), j0(z)]δ(x0 − z0) = ec(x)δ(x− z). (D3)
Inserting this back into (D2) and using the definition of
Green’s function, G(x− y) := − 〈Tτ c(x)c†(y)〉, yields
∂Fµ Λµ = e[δ(x− z)− δ(y − z)]G(x− y). (D4)
Noting that Λµ can be expressed in terms of the gener-
alized susceptibility (see following), this equation is rec-
ognized as the lattice formulation of Eq. (13) in Ref. 30.
Defining the current vertex Γµ through
Λµ(x, y, z) = e
∫
dx′
∫
dy′G(x− x′)Γµ(x′, y′, z)G(y′ − y)
(D5)
and introducing the lattice Fourier transform G(k) =∫
dxe−ikxG(x), where
∫
dx :=
∑
x
∫ β
0
dτ , one straight-
forwardly obtains the momentum space representation
of (D4),
G(k)qFµ Γµ(k, q)G(k + q) = G(k + q)−G(k). (D6)
It is commonly written in the form
qFµ Γµ(k, q) = G
−1(k)−G−1(k + q), (D7)
which is the Ward identity.
Appendix E: Current vertex
1. Noninteracting case
In the noninteracting case, the bare current vertex
(B12) has to fulfill the Ward identity
qFµ γµ(k, q) = G
−1
0 (k)−G−10 (k + q). (E1)
In this case, we have G−10 (k) = k0− εk so the right hand
side of (26) becomes εk+q − εk − q0, while the left-hand
side reads qFα γα − q0. Using the (B6) and (C5), we see
that indeed
qFα γα = t˜
∑
α
(
eiqαa − 1) (e−i(kα+qα)a − eikαa)
= t˜
∑
α
(
e−ikαa − ei(kα+qα)a − e−i(kα+qα)a + e−ikαa
)
= εk+q − εk. (E2)
χ
γµ
Λµ =
Figure 20. Diagrammatic representation of the three-leg cor-
relation function Λµ in terms of the generalized susceptibility.
2. Interacting case
In the interacting case, we have
Λσµ(k, q) =
〈
ckσc
†
k+q,σj
µ
q
〉
= − e
N
∑
k′σ′
〈
ckσc
†
k+q,σck′σ′c
†
k′+q,σ′
〉
γµ(k′, q),
(E3)
where the correlation function in the second line is the
generalized susceptibility (see Fig. 20):
Λσµ(k, q) = −
e
N
∑
k′σ′
χσσ
′
kk′qγ
µ(k′, q). (E4)
The latter can be expressed in terms of the vertex func-
tion as follows:
χσσ
′
kk′q = −
1
T
GkσGk+qσδkk′δσσ′
+GkσGk+qσΓ
σσ′
kk′qGk′σ′Gk′+qσ′ . (E5)
Inserting (E5) into (E4) and using the definition of the
current vertex, Λµ(k, q) = eGkΓµ(k, q)Gk+q, one obtains
Γσµ(k, q) = γµ(k, q)−
T
N
∑
k′σ′
Γσσ
′
kk′qGk′σ′Gk′+q,σ′γµ(k
′, q).
(E6)
Inserting the Bethe-Salpeter equation for the vertex
Γσσ
′
kk′q = Γ
irrσσ′
kk′q −
T
N
∑
k′′σ′′
Γirrσσ
′′
kk′′q Gk′′σ′′Gk′′+q,σ′′Γ
σ′′σ′
k′′k′q
(E7)
into (E6), we obtain the ladder equation for the current
vertex,
Γσµ(k, q) = γµ(k, q)−
T
N
∑
k′σ′
Γirrσσ
′
kk′q Gk′σ′Gk′+q,σ′Γ
σ′
µ (k
′, q).
(E8)
Appendix F: Electromagnetic response kernel
Within linear response, the electromagnetic response
kernel is defined by
Jµ(q) = Kµν(q)Aν(q), (F1)
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where Jµ(q) is the expectation value of the current. De-
manding the invariance of the kernel under a gauge trans-
formation Aν(q)→ Aν(q) + iqFν Λ(q) implies KµνqFν = 0.
On the other hand, the fact that the expectation value Jµ
fulfills the continuity equation qFµ Jµ(q) = 0 implies the
condition qFµKµν(q) = 0 imposed by charge conservation.
Following the standard derivation, i.e., by expressing
the kernel as a functional derivative of the current with
respect to the vector potential, we obtain the following
result for the kernel on the discrete lattice:
Kµν(r, τ ; r
′, τ ′) = 〈Tτ jµ(r, τ)jν(r′, τ ′)〉
− e2a2t˜δµν(1− δ0µ)δ(τ − τ ′)δr′,r−δ
×
∑
δσ
〈
c†rστ cr−δστ ′ + c
†
r−δστ crστ ′
〉
,
(F2)
where the second term originates from the derivative of
the diamagnetic current [see Eq. (B2)] with respect to the
vector potential and expectation values are taken in the
absence of an external field. Note that the field does not
couple directly to the local density nr ≡
∑
σ
〈
c†rστ crστ
〉
,
because the electromagnetic potential is a link variable.
In momentum space, the kernel becomes
Kµν(q, iω) = 〈Tτ jµ(q, iω)jν(−q,−iω)〉
− e2a2t˜δµν(1− δ0ν)N , (F3)
where for simplicity we have defined
N := 1
N
∑
kσ
(
e−ikνa + eikνa
) 〈nkσ〉 . (F4)
In order to show that the exact kernel obeys the con-
straint imposed by charge conservation, we form the ex-
pression
qFµKµν(q, iω) =
〈
Tτ [q
F
µ jµ(q, iω)]jν(−q,−iω)
〉
+ 〈[j0(q), jν(−q)]〉
− e2a2t˜(1− δ0ν)qFν
1
N
∑
kσ
(
e−ikνa + eikνa
) 〈nkσ〉
= 〈[j0(q), jν(−q)]〉+ ie2at˜(1− δ0ν) 1
N
∑
kσ
(
e−i(kν−qν)a − e−ikνa + ei(kν+qν)a − eikνa
)
〈nkσ〉 , (F5)
where 〈nkσ〉 = 〈c†kσckσ〉. The first term on the right-hand side vanishes for the exact kernel because of the continuity
equation, qFµ jµ = 0. To obtain the last line, the explicit expression (C5) was substituted for q
F . The commutator
arises because the time derivative does not commute with the time-ordering symbol. It evaluates to
〈[j0(q), jν(−q)]〉 = e2(1− δ0ν) 1
N
∑
kσ
[γν(k+ q,−q)− γν(k,−q)] 〈nkσ〉
= ie2at˜(1− δ0ν) 1
N
∑
kσ
(
e−ikνa − ei(kν+qν)a − e−i(kν−qν)a + eikν
)
〈nkσ〉 , (F6)
so that the terms on the right-hand side of (F5) cancel,
leading to the required result qFµKµν(q) = 0. In the same
way, one shows that the kernel is gauge invariant, i.e.
Kµν(q)q
F
ν = 0.
Appendix G: Plasma frequency
The plasma frequency is determined by the uniform
response, i.e., in the limit qα → 0. For small momenta,
we replace qFα → qα. From the gauge invariance con-
dition Kµνq
F
ν = 0 we have Kµ0 = Kµαqα/q0. We can
take the direction of the field parallel to the z axis. The
transverse response vanishes by symmetry. Hence, we
have K00 = K0zq/q0, where q ≡ qz. Similarly, we obtain
K0z = Kzzq/q0, which yields the continuity equation
K00 =
q2
q20
Kzz. (G1)
Now, we use that the same relation holds when the
density-density and current-current correlation functions
in the kernel, which are reducible in the interaction, are
replaced by the corresponding quantities irreducible in
the interaction V (q) (see, e.g., Ref. 39). This is possible
because the former are related to the latter through sim-
ple geometric series. We denote the resulting quantities
K˜00 and K˜zz. Hence, we can identify K˜00 with e
2Π where
Π contains all polarization diagrams irreducible with re-
spect to V (q). In the long-wavelength limit, only the
diamagnetic term in K˜zz contributes. With the Coulomb
interaction V (q) = e2V/q2 for q 6= 0, we have in the limit
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qα → 0 and for q0 → ω + i0+,
ω = lim
q→0
1 + V (q)Πω(q) = 1− ω2p/ω2 (G2)
with the plasma frequency
ωp = ea
√
t˜VN . (G3)
Alternatively, the same result may be obtained by relat-
ing the response kernel to the conductivity and using the
f -sum rule.
Appendix H: Equivalence of Eqs. (11) and (15)
χ˜+
Figure 21. Diagrammatic representation of Eq. (H2).
We would like to establish the equivalence between the
usual expression for the susceptibility
χω(q) = 2T
∑
ν
χ0νω(q)− 2T 2
∑
νν′
χ0νω(q)Γνν′ω(q)χ
0
νω(q)
(H1)
and the alternative form given by the equations (see
Fig. 21)
χω(q) = χω + χ−ω2T 2
∑
νν′
λν+ω,−ωχ˜νν′ω(q)λν′ωχω,
(H2)
χ˜νν′ω(q) =
1
T
χ˜0νω(q)δνν′ − χ˜0νω(q)Γνν′ω(q)χ˜0ν′ω(q).
(H3)
For simplicity, we consider the paramagnetic case and the
charge susceptibility only. Correspondingly, spin labels
are omitted and the vertex functions are taken in the
charge channel (e.g., Γch = Γ↑↑ + Γ↑↓). The label “ch”
is also suppressed in the following. We further use the
following definitions:
χ0νω(q) =
1
N
∑
k
Gν(k)Gν+ω(k+ q), (H4)
χ˜0νω(q) =
1
N
∑
k
G˜ν(k)G˜ν+ω(k+ q), (H5)
χ0νω = gνgν+ω, (H6)
G˜ν(k) = Gν(k)− gν , (H7)
where G is the lattice Green’s function and g is the im-
purity Green’s function. The impurity Green’s function,
charge susceptibility, as well as of the three-leg charge
γ λ
(a) (b) νν
ν + ων + ω ν′ + ω
ν′
ω
Figure 22. Definition of the impurity vertex functions.
vertex and the four-leg vertex of the impurity are defined
in terms of impurity correlation functions as follows:
gνσ := −〈cνσc∗νσ〉 , (H8)
χω := −
(
〈nωn−ω〉 − 〈n〉 〈n〉 δω
)
, (H9)
λσνω :=
g
σ(3)
νω − gνσ 〈n〉 δω/T
gνσgν+ω,σχω
, (H10)
γσσ
′
νν′ω :=
g
(4)σσ′
νν′ω − (gνσgν′σ′δω − gν+ω,σgνσδνν′δσσ′)/T
gνσgν+ω,σgν′+ωσ′gν′σ′
.
(H11)
The three- and four-point functions g(3) and g(4) in turn
are given by the averages
g(3)σνω := −
〈
cνσc
∗
ν+ω,σnω
〉
, (H12)
g
(4)σσ′
νν′ω := +
〈
cνσc
∗
ν+ω,σcν′+ω,σ′c
∗
ν′σ′
〉
. (H13)
In the paramagnetic state, g, g(3) and λ are independent
of spin. Here, γ is the reducible impurity charge vertex.
The vertices λ and γ (see Fig. 22) are closely re-
lated [6]. Using nω = T
∑
ν′σ′ c
∗
ν′σ′cν′+ω,σ′ , the fact that
the Grassmann numbers anticommute, together with the
above definitions of the correlation functions, one finds
that
gνσgν+ω,σλ
σ
νωχω =g
(3)σ
νω −
1
T
gνσ 〈n〉 δω
=T
∑
ν′σ′
〈
cνσc
∗
ν+ω,σcν′+ω,σ′c
∗
ν′σ′
〉
+ gνσ
∑
ν′σ′
〈
cν′σ′c
∗
ν′+ω,σ′
〉
δω
=T
∑
ν′σ′
g
(4)σσ′
νν′ω − gνσ
∑
ν′σ′
gν′σ′δω.
(H14)
Similarly, one obtains
gνσgν+ω,σT
∑
ν′σ′
γσσ
′
νν′ωgν′+ωσ′gν′σ′
=T
∑
ν′σ′
g
(4)σσ′
νν′ω − gνσ
∑
ν′σ′
gν′σ′ + gνσgν+ωσ. (H15)
Taken together, one finds the relation
gνσgν+ω,σ
(
T
∑
ν′σ′
γσσ
′
νν′ωgν′+ωσ′gν′σ′ − 1
)
=gνσgν+ω,σλ
σ
νωχω. (H16)
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Further using that
n−ω = T
∑
ν′σ′
c∗ν′σ′cν′−ω,σ′ = T
∑
ν′σ′
c∗ν′+ω,σ′cν′,σ′ (H17)
and
〈cν+ω,σc∗νσn−ω〉 = 〈n−ωcν+ω,σc∗νσ〉 , (H18)
we have
χ−ωλσν+ω,−ωgν+ω,σgνσ =g
(3)σ
ν+ω,−ω −
1
T
gν+ωσ 〈n〉 δω
=T
∑
ν′σ′
〈
cν′+ω,σ′c
∗
ν′σ′cνσc
∗
ν+ω,σ
〉
+ gν+ω,σ
∑
ν′σ′
〈
cν′σ′c
∗
ν′+ω,σ′
〉
δω
=T
∑
ν′σ′
g
(4)σ′σ
ν′νω − gν+ωσ
∑
ν′σ′
gν′σ′δω.
(H19)
This result can be expressed in terms of the four-leg ver-
tex similarly to the above. We therefore find the following
relations between the three-leg and four-leg vertices:
λσνωχω = T
∑
ν′σ′
γσσ
′
νν′ωχ
0
ν′ω − 1, (H20)
χ−ωλσν+ω,−ω = T
∑
ν′σ′
χ0ν′ωγ
σ′σ
ν′νω − 1. (H21)
From Eqs. (H4)-(H7) it is further easy to see that
χ˜0νω(q) = χ
0
νω(q)− χ0νω. (H22)
Now recall that the lattice vertex Γ is calculated from
the Bethe-Salpeter equation (BSE)
[Γ−1ω (q)]νν′ = [γ
irr−1
ω ]νν′ + Tχ
0
νω(q)δνν′ , (H23)
where in turn the local irreducible vertex is calculated
from the BSE of the impurity,
[γ−1ω ]νν′ = [γ
irr−1
ω ]νν′ + Tχ
0
νωδνν′ . (H24)
Combining the BSEs using (H22), one can write
[Γω(q)
−1]νν′ = [γ−1ω ]νν′ + T χ˜
0
νω(q)δνν′ , (H25)
from which it follows that
γνν′ω − Γνν′ω(q) = T
∑
ν′′
γνν′′ωχ˜
0
ν′′ω(q)Γν′′ν′ω(q)
= T
∑
ν′′
Γν′′ν′ω(q)χ˜
0
ν′′ω(q)γνν′′ω.
(H26)
The charge susceptibility can be expressed in terms of
the local vertex and Green’s functions as
χω = 2T
∑
ν
χ0νω − 2T 2
∑
νν′
χ0νωγνν′ωχ
0
ν′ω. (H27)
Using these relations and inserting (H3) into (H2), one
obtains
χω(q) =2T
∑
ν
(χ˜0νω(q) + χ
0
νω)− 2T 2
∑
νν′
χ0νωγνν′ωχ
0
ν′ω + 2T
3
∑
νν′ν′′
χ0νωγνν′ χ˜
0
ν′ω(q)γν′ν′′χ
0
ν′′ω
− 2T 2
∑
νν′
χ0νωγνν′ χ˜
0
ν′ω(q)− 2T 2
∑
νν′
χ˜0νω(q)γνν′χ
0
ν′ω + 2T
3
∑
νν′ν′′
χ0νωγνν′ χ˜
0
ν′ω(q)Γν′ν′′ω(q)χ˜
0
ν′′ω(q)
+ 2T 3
∑
νν′ν′′
χ˜0νω(q)Γνν′ω(q)χ˜
0
ν′ω(q)γν′ν′′χ
0
ν′′ω − 2T 4
∑
νν′ν′′ν′′′
χ0νωγνν′ χ˜
0
ν′ω(q)Γν′ν′′ω(q)χ˜
0
ν′′ω(q)γν′′ν′′′χ
0
ν′′′ω
− 2T 2
∑
νν′
χ˜0νω(q)Γνν′ω(q)χ˜
0
ν′ω(q). (H28)
Substituting (H26), all terms involving the impurity vertex cancel and one is left with
χω(q) =2T
∑
ν
(χ˜0νω(q) + χ
0
νω)− 2T 2
∑
νν′
χ0νωΓνν′ω(q)χ˜
0
ν′ω(q)− 2T 2
∑
νν′
χ˜0νω(q)Γνν′ω(q)χ
0
ν′ω
− 2T 2
∑
νν′
χ0νωΓνν′ω(q)χ
0
ν′ω − 2T 2
∑
νν′
χ˜0νω(q)Γνν′ω(q)χ˜
0
ν′ω(q) (H29)
=2T
∑
ν
(χ˜0νω(q) + χ
0
νω)− 2T 2
∑
νν′
(χ˜0νω(q) + χ
0
νω)Γνν′ω(q)(χ˜
0
νω(q) + χ
0
ν′ω). (H30)
Using (H22) this is seen to be equal to (H1).
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