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Abstract
We study some algebraic and topological objects that appear naturally in the study of the center problem
for the ordinary differential equation v′ =∑∞i=1 ai(x)vi+1. In particular, we give a topological character-
ization of Lipschitz curves defined by the first integrals of the coefficients of this equation such that all
moments of order n, n ∈ N, vanish on them.
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1. Introduction
In this paper we study some algebraic and topological objects that appear naturally in the
study of the center problem for the ordinary differential equation
dv
dx
=
∞∑
i=1
ai(x)v
i+1, x ∈ IT := [0, T ], (1.1)
with coefficients ai from the Banach space L∞(IT ) of bounded measurable complex-valued
functions on IT equipped with the supremum norm. To guarantee that (1.1) has Lipschitz solu-
tions on IT for all sufficiently small initial values we assume that
sup
x∈IT , i∈N
i
√∣∣ai(x)∣∣< ∞. (1.2)
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166 A. Brudnyi / Bull. Sci. math. 132 (2008) 165–181By X we denote the complex Fréchet space of sequences a = (a1, a2, . . .) satisfying (1.2). We
say that Eq. (1.1) determines a center if every solution v of (1.1) with a sufficiently small initial
value satisfies v(T ) = v(0). By C ⊂ X we denote the set of centers of (1.1). The center problem
is: given a ∈X to determine whether a ∈ C. It arises naturally in the framework of the geometric
theory of ordinary differential equations created by Poincaré. In particular, there is a relation
between the center problem for (1.1) and the classical Poincaré Center-Focus problem for planar
polynomial vector fields
dx
dt
= −y + F(x, y), dy
dt
= x +G(x,y), (1.3)
where F and G are polynomials of a given degree without constant and linear terms. This prob-
lem asks about conditions on F and G under which all trajectories of (1.3) situated in a small
neighbourhood of 0 ∈ R2 are closed. Passing to polar coordinates (x, y) = (r cosφ, r sinφ) in
(1.3) and expanding the right-hand side of the resulting equation as a series in r (for F , G with
sufficiently small coefficients) we obtain an equation of the form (1.1) whose coefficients are
trigonometric polynomials depending polynomially on the coefficients of (1.3). This reduces
the Center-Focus Problem for (1.3) to the center problem for (1.1) with coefficients depending
polynomially on a parameter.
In [6–9] we constructed an algebraic model for the center problem. One of the basic objects of
this model is a topological group defined by the coefficients of Eq. (1.1). In the present paper we
will prove some results on the structure of this group. In particular, we will obtain a topological
characterization of a Lipschitz curve defined by the first integrals of the coefficients of (1.1)
with the property that all moments of order  n, n ∈ N, vanish on it. Some of our results were
previously announced in [7] and [9].
The paper is organized as follows. The next section is devoted to a description of the algebraic
model for the center problem for (1.1). In Section 3 we formulate the main results of the paper.
Sections 4 and 5 contain proofs of these results.
2. Algebraic model for the center problem
In this section we describe some results from [6–9] on the structure of the set of centers C ⊂ X.
2.1. Let A(F1,F2) be the associative algebra with unit I of complex noncommutative poly-
nomials in I and free noncommutative variables F1 and F2 (i.e., there are no nontrivial relations
between F1 and F2). By A(F1,F2)[[t]] we denote the associative algebra of formal power series
in t with coefficients fromA(F1,F2). Also, by G0(F1,F2)[[t]] we denote the group of invertible
elements of A(F1,F2)[[t]] consisting of elements whose expansions in t begin with I . For an
element a = (a1, a2, . . .) ∈X let us consider the equation
dF
dx
=
( ∞∑
i=1
ai(x)t
iF1F
i−1
2
)
F, x ∈ IT . (2.1)
This can be solved by Picard iteration to obtain a solution Fa : IT → G0(F1,F2)[[t]], Fa(0) = I ,
whose coefficients in expansion in F1, F2 and t are Lipschitz functions on IT . We set
I(a) := Fa(T ), a ∈ X. (2.2)
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Ii1,...,ik (a) :=
∫
· · ·
∫
0s1···skT
aik (sk) · · ·ai1(s1) dsk · · ·ds1 (2.3)
(for k = 0 we assume that this equals 1). By the Ree formula [21] the linear space generated by
all such functions is an algebra. The number k in (2.3) is called the order of the iterated integral.
Now we have
I(a) = I +
∞∑
i=1
( ∑
i1+···+ik=i
Ii1,...,ik (a)
(
F1F
ik−1
2
) · · · (F1F i1−12 ))t i . (2.4)
Further, we consider X as a semigroup with the operations given for a = (a1, a2, . . .) and
b = (b1, b2, . . .) by
a ∗ b = (a1 ∗ b1, a2 ∗ b2, . . .) ∈X and a−1 =
(
a−11 , a
−1
2 , . . .
) ∈ X,
where for i ∈ N
(ai ∗ bi)(x) =
{
2bi(2x) if 0 x  T/2,
2ai(2x − T ) if T/2 < x  T
and
a−1i (x) = −ai(T − x), 0 x  T .
Using the formula for the value of an iterated integral over the product of paths, see, e.g., [10],
one obtains that
I(a ∗ b) = I(a) · I(b) and I(a−1)= I(a)−1. (2.5)
Let U := {a ∈ X: I(a) = I }. It was shown in [7] that U ⊂ C. Also, a topological characterization
of elements of U was obtained. U is called the set of universal centers of (1.1). Now, Lemma 3.1
of [7] implies that a ∈ U if and only if all basic iterated integrals of order  1 vanish at a. For
a, b ∈ X we write a ∼ b if a ∗ b−1 ∈ U . It follows from (2.5) that ∼ is an equivalence relation,
that is, X partitions into mutually disjoint equivalence classes. Let G(X) be the set of these
classes. Then ∗ induces a multiplication · :G(X)×G(X)→ G(X) converting G(X) to a group.
Further, consider the quotient map π :X → G(X) defined by the equivalence relation. Then for
each iterated integral Ii1,...,ik there is a function I˜i1,...,ik on G(X) such that Ii1,...,ik = I˜i1,...,ik ◦ π .
In particular, the map I˜ :G(X)→ G0(F1,F2)[[t]],
I˜(g) := I +
∞∑
i=1
( ∑
i1+···+ik=i
I˜i1,...,ik (g)
(
F1F
ik−1
2
) · · · (F1F i1−12 ))t i , (2.6)
is an injective homomorphism and I = I˜ ◦ π . The functions from the linear space generated by
all I˜i1,...ik are referred to as iterated integrals on G(X). Clearly they separate points on G(X).
We equip G(X) with the weakest topology in which all iterated integrals are continuous. It was
proved in [8] that G(X) is a separable topological group. Moreover, it is contractible and resid-
ually torsion free nilpotent (i.e., finite-dimensional unipotent representations separate elements
of G(X)). Let us equip the algebra A(F1,F2)[[t]] with the weakest topology in which all co-
efficients in series expansions in F1, F2 and t are continuous functions on A(F1,F2)[[t]] and
equip the group G0(F1,F2)[[t]] with the induced topology. Then I˜ is a continuous embedding
of topological groups.
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we denote the differentiation and the left translation operators defined on f (z) =∑∞k=0 ckzk by
(Df )(z) :=
∞∑
k=0
(k + 1)ck+1zk, (Lf )(z) :=
∞∑
k=0
ck+1zk. (2.7)
Let A(D,L) be the associative algebra with unit I of complex polynomials in I , D and L.
By A(D,L)[[t]] we denote the associative algebra of formal power series in t with coeffi-
cients from A(D,L). Also, by G0(D,L)[[t]] we denote the group of invertible elements of
A(D,L)[[t]] consisting of elements whose expansions in t begin with I . Consider a surjec-
tive algebra homomorphism φ :A(F1,F2)[[t]] → A(D,L)[[t]] uniquely defined by conditions
φ(F1) = D and φ(F2) = L. According to [7, Proposition 2.2] the kernel of φ is a two-sided
ideal J generated by the element [F1,F2] + F 22 where [F1,F2] := F1F2 − F2F1. Clearly, φ
maps G0(F1,F2)[[t]] onto G0(D,L)[[t]]. Moreover, φ˜ := φ|G0(F1,F2)[[t]] is a surjective homo-
morphism of groups whose kernel is I + J · t := {I + ht ∈ G0(F1,F2)[[t]]: h ∈ J }. Now, the
map Φ := φ˜ ◦ I :X →G0(D,L)[[t]] is defined by the formula
Φ(a)= I +
∞∑
i=1
( ∑
i1+···+ik=i
Ii1,...,ik (a)
(
DLik−1
) · · · (DLi1−1))t i , a ∈ X, (2.8)
and is such that Φ(a ∗ b) = Φ(a) ∗Φ(b) and Φ(a−1) = Φ(a)−1. Theorem 1.1 of [7] states that
a ∈ C if and only if Φ(a) = I (equivalently, C = I−1(I +J · t)). Thus from (2.8) we obtain that
a ∈ C⇐⇒
∑
i1+···+ik=i
Ii1,...,ik (a)
(
DLik−1
) · · · (DLi1−1)= 0 for all i ∈ N. (2.9)
This implies the following corollary:
Proposition 2.1.
a ∈ C⇐⇒
∑
i1+···+ik=i
pi1,...,ik Ii1,...,ik (a) ≡ 0 for all i ∈ N (2.10)
where pi1,...,ik is a polynomial of degree k defined by
pi1,...,ik (t) = (t − i1 + 1)(t − i1 − i2 + 1)(t − i1 − i2 − i3 + 1) · · · (t − i + 1),
t ∈ C. (2.11)
Proof. According to (2.9) a ∈ C if and only if∑
i1+···+ik=i
Ii1,...,ik (a)
[(
DLik−1
) · · · (DLi1−1)](zn)= 0 for all n = 0,1, . . . .
This is equivalent to
pi(t) :=
∑
i1+···+ik=i
pi1,...,ik (t)Ii1,...,ik (a) = 0 for all i ∈ N, t ∈ Z+.
The last inequality means that each polynomial pi has infinitely many zeros. Thus pi ≡ 0 for all
i ∈ N. 
One can show that the group Φ(X) consists of elements of the form es(t,D,L) where
s(t,D,L) =∑∞ ci t iDLi−1, ci ∈ C, i ∈ N.i=1
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di :G[[r]] → C be such that di(f ) is the (i + 1)st coefficient in the series expansion of f . We
equip G[[r]] with the weakest topology in which all di are continuous functions and consider
the multiplication ◦ on G[[r]] defined by the composition of series. Then G[[r]] is a separable
topological group. Moreover, it is contractible and residually torsion free nilpotent. By Gc[[r]] ⊂
G[[r]] we denote the subgroup of power series locally convergent near 0 equipped with the
induced topology. Next, we define the map R :Φ(X)→ G[[r]] by the formula
R
(
Φ(a)
) := r + ∞∑
i=1
( ∑
i1+···+ik=i
ci1,...,ik Ii1,...,ik (a)
)
ri+1 (2.12)
where ci1,...,ik := pi1,...,ik (i) for i = i1 +· · ·+ ik , see (2.11). It follows from [6] that R is an injec-
tive homomorphism of groups whose image is Gc[[r]], that is, Φ(X) is isomorphic to Gc[[r]].
In particular, we have
a ∈ C⇐⇒
∑
i1+···+ik=i
ci1,...,ik Ii1,...,ik (a) ≡ 0 for all i ∈ N. (2.13)
Set P := R ◦ Φ . For each a ∈ X let v(x; r;a), x ∈ IT , be the Lipschitz solution of equation
(1.1) corresponding to a with initial value v(0; r;a) = r . Clearly for every x ∈ IT we have
v(x; r;a) ∈ Gc[[r]]. It was proved in [6] that P(a) = v(T ; ·;a) (i.e., P(a) is the first return map
of (1.1) corresponding to a). Moreover, there is a surjective homomorphism P̂ :G(X)→ Gc[[r]]
of topological groups such that P = P̂ ◦ π . The kernel of P̂ is a contractible topological group
Ĉ := π(C). In addition, it was shown that there is a continuous map T :Gc[[r]] →G(X) such that
P̂ ◦ T = id. Then the map T˜ :Gc[[r]] × Ĉ→G(X), T˜ (f, g) := T (f ) · g, is a homeomorphism.
Finally, note that in [7, Theorem 1.4] an explicit parametrization of the set C was obtained.
3. Formulation of main results
3.1. By X∗ ⊂ X we denote the set of elements a ∈X such that Ik(a) = 0 for all k ∈ N. Then
G(X∗) := π(X∗) is a normal subgroup of G(X). One can show that G(X∗) is the closure in
G(X) of the commutator subgroup [G(X),G(X)].
Let (G(X∗))n := [G(X∗), (G(X∗))n−1] and (G(X∗))1 = [G(X∗),G(X∗)]. By (G(X∗))n we
denote the closure of (G(X∗))n in the topology of G(X). The sequence of groups
G(X∗)⊃
(
G(X∗)
)
1 ⊃ · · · ⊃
(
G(X∗)
)
n ⊃ · · ·
is called the topological lower central series of G(X∗). Each (G(X∗))n is a normal topologi-
cal subgroup of G(X) such that all iterated integrals of order  n vanish on it. In particular,⋂
n1 (G(X∗))n = {1}. We set (X∗)n := π−1((G(X∗))n) and (X∗)n := π−1((G(X∗))n). These
are sub-semigroups of X∗. The purpose of the present paper is to describe (G(X∗))n in terms
of the algebra of iterated integrals on G(X). Also, we will give a topological characteriza-
tion of elements from (X∗)n similar to that for elements of the set of universal centers U , see
[7, Theorem 1.10].
3.2. To formulate our results we introduce the following basic definitions.
Given a = (a1, a2, . . .) ∈X we define
a˜i (x) :=
x∫
ai(s) ds, x ∈ IT . (3.1)0
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a˜i1(x)
)n1 · · · (a˜ik (x))nk · aik+1(x), i1, . . . , ik+1 ∈ N, n1, . . . , nk ∈ Z+. (3.2)
Definition 3.1. A moment of order k on X is an iterated integral of the form
m(a) :=
∫
· · ·
∫
0s1···skT
pk(a; sk) · · ·p1(a; s1) dsk · · ·ds1 (3.3)
where each pj ∈P(X), 1 j  k.
Moments of the first order play an important role in the study of the center problem for Abel
differential equations (see, e.g., [2,4,5,23]). Also, it was proved in [9, Theorem 2.1] that such
moments determine centers of Eqs. (1.1) whose coefficients are either polynomials in e±2πix/T
or in x, a result on complexity of the set of centers for these equations. (E.g., this class contains
equations obtained from the Poincaré Center-Focus problem, see Section 1.)
By Mk(X) we denote the set of moments of order  k on X. Note that for each m ∈Mk(X)
there is an iterated integral m˜ on G(X) such that m = m˜ ◦ π . The functions m˜ are referred to as
moments of order  k on G(X). The set of these functions is denoted by Mk(G(X)).
Theorem 3.2. An element g belongs to (G(X∗))n if and only if m˜(g) = 0 for all m˜ ∈Mn(G(X)).
The difference between (G(X∗))n and (G(X∗))n is not yet well understood. We will just
address the following important problem of independent interest: to describe points g ∈ G(X)
such that if m˜(g) = 0 for all m˜ ∈Mn(G(X)) then g ∈ (G(X∗))n. Some results in this direction
can be obtained from the description of polynomially convex hulls of smooth curves in Cn, see
[1,17,22].
Remark 3.3. Let Qn(X∗) := G(X∗)/(G(X∗))n and let qn :G(X∗) → Qn(X∗) be the quotient
homomorphism. From the formula for the value of an iterated integral over the product of paths
it follows that each m˜ ∈Mn(G(X)) is constant on every fibre of qn. In particular, it determines a
function m˜n on Qn(X∗) such that m˜ = m˜n ◦qn. We equip Qn(X∗) with the weakest topology τ in
which all such functions m˜n are continuous. Then similarly to [8] one can show that (Qn(X∗), τ )
is a topological group. Moreover, it is contractible and residually torsion free nilpotent (observe
that this does not follow directly from the nilpotency of Qn(X∗)). Also, qn :G(X∗) → Qn(X∗)
is a continuous homomorphism of topological groups.
3.3. In this part we give a topological characterization of elements from (X∗)n.
By C∞ we denote the vector space of sequences of complex numbers (c1, c2, . . .) equipped
with the product topology. There are continuous projection pk :C∞ → Ck defined by
pk
(
(c1, c2, . . .)
) := (c1, . . . , ck).
For a = (a1, a2, . . .) ∈ X consider the map A : IT → C∞ defined by the formula
A(x) := (a˜1(x), a˜2(x), . . .). (3.4)
We set Γ := A(IT ), Ak := pk ◦ A and Γk := Ak(Γ ) ⊂ Ck , 1  k < ∞. Each Ak determines a
Lipschitz curve in Ck . We also require
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z ∈ Ck such that if p is any holomorphic polynomial in k variables∣∣p(z)∣∣max
x∈K
∣∣p(x)∣∣.
It is well known (see, e.g., [3]) that K̂ is compact, and if K is connected then K̂ is connected.
In particular, Γ̂k is connected.
Let G be a group. By (G)n we denote the nth element of the lower central series of G. Let
qn :G→G/(G)n be the quotient homomorphism and Tor(G/(G)n) be the minimal normal sub-
group of G/(G)n containing all torsion elements of G/(G)n. We set (G)′n := q−1n (Tor(G/(G)n)).
(In other words, (G)′n is the minimal normal subgroup of G containing (G)n such that G/(G)′n
is torsion free.)
Theorem 3.5. Suppose that a ∈ (X∗)n. Then for any domain U ⊂ Ck containing Γ̂k the path
Ak : IT → U is closed and represents an element of (π1(U))′n.
Here π1(U) stands for the fundamental group of U .
Remark 3.6. (1) A similar result for a ∈ U was obtained in [7]. In that case each path Ak : IT →
U is closed and contractible.
(2) Since Ak is Lipschitz, Γk is of a finite linear measure. Then according to the result of
Alexander [1], Γ̂k \ Γk is a (possibly empty) pure one-dimensional complex analytic subset of
C
k \ Γk . In particular, since the covering dimension of Γk is 1, the covering dimension of Γ̂k
is 2. Therefore according to the Freudenthal expansion theorem [12], Γ̂k can be presented as an
inverse limit of a sequence of compact polyhedra {Qkj }j∈N with dimQkj  2. Let πkj : Γ̂k →
Qkj be the continuous projections generated by the inverse limit construction. It is easy to check
that Theorem 3.5 is equivalent to the following statement: if a ∈ (X∗)n, then for all j and k the
continuous paths πkj ◦Ak : IT →Qkj are closed and represent elements of (π1(Qkj ))′n.
We don’t know whether the converse to Theorem 3.5 is true. Below we establish such
a statement in several special cases. Clearly, a = (a1, a2, . . .) ∈ (X∗)n if and only if each
(a1, . . . , ak,0,0, . . .) ∈ (X∗)n, k ∈ N. Thus it suffices to consider the case of Lipschitz curves
Ak : IT → Ck only. In the next result we use the notion of a bordered Riemann surface. This is a
compact connected set which consists of a (possibly singular) one-dimensional complex analytic
space with a C2-boundary.
Corollary 3.7. Suppose that a := (a1, . . . , ak,0,0, . . .) ∈ X is such that the corresponding set
Γ̂k belongs to a bordered Riemann surface S ⊂ Ck . Then a ∈ (X∗)n if and only if the path
Ak : IT → S is closed and represents an element of (π1(S))n.
Remark 3.8. It is well known, see, e.g., [14], that the fundamental group of a bordered Riemann
surface S is free. Since every free group is residually torsion free nilpotent, (π1(S))n = (π1(S))′n.
Example 3.9. (1) Suppose that Γk ⊂ Ck is the image of the unit circle under a holomorphic
embedding of its neighbourhood. Then by the result of Wermer [22], Γ̂k is a bordered Riemann
surface.
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complex analytic subset of a domain U ⊂ Ck such that U = ⋃j Kj with Kj ⊂⊂ Kj+1 and
K̂j = Kj for all j ∈ N, cf. [7, Corollary 1.17]. In particular, this is valid for a convex U .
To formulate another corollary we recall the definition of a Lipschitz triangulable curve, see,
e.g., [7].
Definition 3.10. A compact curve C ⊂ RN is called Lipschitz triangulable if
1. C =⋃sj=1 Cj and for i = j the intersection Ci ∩Cj consists of at most one point;
2. There are Lipschitz embeddings fj : [0,1] → RN such that fj ([0,1]) = Cj ;
3. The inverse maps f−1j :Cj → R are locally Lipschitz on Cj \ {fj (0)∪ fj (1)}.
Corollary 3.11. Suppose that a := (a1, . . . , ak,0,0, . . .) ∈ X is such that Γ̂k = Γk . If a ∈ (X∗)n,
then for any domain U ⊂ Ck containing Γk the path Ak : IT → U is closed and represents an
element of (π1(U))n.
If, in addition, Γk is Lipschitz triangulable, then a ∈ (X∗)n if and only if the path Ak : IT → Γk
is closed and represents an element of (π1(Γk))n.
Example 3.12. (1) The condition Γ̂k = Γk is fulfilled if, e.g., Γk belongs to a compact set K in
a C1-manifold M with no complex tangents such that K̂ = K . For instance, one can take as K
any compact subset in M = Rk (for the proof see, e.g., [3, Theorem 17.1]).
(2) Γk is Lipschitz triangulable if, e.g., Ak : IT → Ck is nonconstant analytic.
The above corollaries lead to the following important question: Is it possible to replace
(π1(U))′n by (π1(U))n in the formulation of Theorem 3.5? This is a part of the more general
problem about the topological characterization of the polynomially convex hull of a Lipschitz
curve in Ck .
4. Proofs of Theorem 3.5 and Corollaries 3.7, 3.11
First we prove the results of Section 3.3. Then we use similar arguments to prove Theorem 3.2.
4.1. Proof of Theorem 3.5
The proof goes along the lines of the proof of Theorem 1.10 of [7]. Therefore we skip some
details referring to similar arguments in [7]. We also refer to the book of Hirzebruch [15] for an
exposition on fibre bundles.
Let U ⊂ Ck be a domain containing Γ̂k . Since Γ̂k is polynomially convex, there is a Weil poly-
nomial polyhedron W ⊂ U containing Γ̂k . It is well known that such W is Stein (see, e.g., [16])
and the fundamental group of each connected component of W is finitely generated (see,
e.g., [19]). Since the embedding W ↪→ U induces a homomorphism (π1(W))′n → (π1(U))′n,
without loss of generality we may assume that U is Stein, and π1(U) is finitely generated.
We set G := π1(U)/(π1(U))′n. Then G is a finitely generated torsion free nilpotent group. Let
GC be the group algebra of G over C. Recall that the augmentation ideal J of GC is the kernel
of the algebra homomorphism GC → C that sends each element of G to 1. The kth power of the
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space V := GC/J n+1 is finite-dimensional (in fact, its dimension is equal to the rank of G). Let
us define a representation ρ :G→ GL(V ) by
ρ(g)(v) := g · v, g ∈ G, v ∈ V. (4.1)
(Here the action of G on V is induced by the multiplication on GC.) By the Chen theorem, see,
e.g., [10,11], ρ is faithful. Let
V := V0 ⊃ V1 ⊃ · · · ⊃ Vn ⊃ 0 =: Vn+1, Vk := J k/J n+1, 1 k  n, (4.2)
be the flag of complex subspaces of V . Then G acts trivially on the graded quotients V k/V k+1 of
V : If u ∈ J t and g ∈ G, then (g−1)u ∈ J t+1 so that gu≡ u mod J t+1. The latter implies easily
that (ρ(g) − I )n+1 = 0 for all g ∈ G. (Here I ∈ GL(V ) is the identity map.) By ξ :π1(U) →
GL(V ) we denote the composite of ρ and of the quotient homomorphism determining G. Then
Ker ξ = (π1(U))′n.
Let J (V ) be the complex Lie subgroup of GL(V ) consisting of linear transformations preserv-
ing the flag (4.2) and such that they act trivially on each quotient V k/V k+1. Thus ξ(g) ∈ J (V )
for all g. By Eξ we denote the flat principal bundle on U associated with the representation ξ .
Since J (V ) is contractible, Eξ is a topologically trivial bundle. Now, by the Grauert theorem
[13] (the, so-called, Oka principle for holomorphic principal bundles on Stein manifolds) the
bundle Eξ is holomorphically trivial, as well. In particular, it is determined by a holomorphic flat
connection on the trivial vector bundle U × V on U , i.e., by the equation on U :
dF = ωF, (4.3)
where ω is a holomorphic 1-form on U with values in the Lie algebra EndJ (V ) of J (V ) satisfy-
ing dω −ω ∧ω = 0 (see [7] for similar arguments).
Let p : U˜ → U be the universal covering of U . Fix a point z0 ∈ U˜ . The representation ξ can
be obtained by Picard iteration:
ξ(g) = I +
n∑
k=1
∫
· · ·
∫
γg
p∗ω · · ·p∗ω, g ∈ π1(U). (4.4)
Here the kth term in the sum is the iterated integral of order k of the pullback of ω to U˜ over
a (piecewise smooth) path γg joining z0 with g−1z0 (cf. (2.3) for a similar definition). Since by
the definition an+1 = 0 for every a ∈ EndJ (V ), we don’t write in (4.4) iterated integrals of order
higher than n.
Now, let us consider the path Ak : IT → U corresponding to an element a = (a1, . . . , ak,0,
0, . . .) ∈ (X∗)n. Since the moments of the first order vanish at a, formulas (3.1) and (3.4) imply
that Ak(0) = Ak(T ). Thus the path Ak : IT → U is closed, and so represents an element h ∈
π1(U). We must show that h ∈ (π1(U))′n.
Let A˜k : IT → U˜ be the lifting of Ak to U˜ such that A˜k(0) = z0 (and so A˜k(T ) = hz0). Then∫
· · ·
∫
A˜k
p∗ω · · ·p∗ω =
∫
· · ·
∫
IT
A∗kω · · ·A∗kω. (4.5)
Since every holomorphic function defined in a neighbourhood of Γ̂k is uniformly approximated
on Γ̂k by holomorphic polynomials (the, so-called, Oka–Weil approximation theorem for poly-
nomially convex sets, see, e.g., [16]), the iterated integrals ∫ · · · ∫
IT
A∗kω · · ·A∗kω can be approx-
imated by linear combinations of moments of order  n. Hence, the hypotheses of the theorem
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required implication h ∈ (π1(U))′n.
The proof of Theorem 3.5 is complete. 
4.2. Proof of Corollary 3.7
According to the definition of a bordered Riemann surface, S ⊂ Ck is triangulable, see,
e.g., [19]. Then by the Borsuk theorem, see, e.g., [18], there is a connected neighbourhood
U ⊂ Ck of S and a retraction r :U → S. Let i :S ↪→ U be the embedding and i∗ :π1(S) →
π1(U), r∗ :π1(U) → π1(S) be the induced homomorphisms of fundamental groups. Then
r∗ ◦ i∗ :π1(S) → π1(S) is the identity homomorphism. Now, from the condition of the corol-
lary by Theorem 3.5 we obtain that Ak : IT → U is a closed path representing an element from
(π1(U))′n. Thus from the above argument we obtain that Ak = r ◦ i ◦Ak : IT → S represents an
element from (π1(S))′n = (π1(S))n.
Let us prove now the converse statement. So, assume that Ak : IT → S is a closed path
representing an element of (π1(S))n. We will show that all moments of order  n vanish at
a = (a1, . . . , ak,0, . . .) (Here Ak corresponds to the a.) Then Theorem 3.2 will imply the re-
quired statement: a ∈ (X∗)n.
Let ω1, . . . ,ωl , 1 l  n, be holomorphic 1-forms on Ck with polynomial coefficients. Then
by the definition the iterated integral of order l, cf. (2.3),∫
· · ·
∫
IT
A∗kω1 · · ·A∗kωl
is the linear combination of moments of order l. In this way one obtains all elements of the vector
space generated by such moments. Next, let us consider an equation on S
dF = ωF, (4.6)
where ω is the restriction to S of the (l + 1)× (l + 1) matrix holomorphic 1-form⎛⎜⎜⎜⎜⎜⎜⎝
0 ω1 0 0 . . . 0
0 0 ω2 0 . . . 0
0 0 0 ω3 . . . 0
...
...
...
...
...
...
0 0 0 0 . . . ωl
0 0 0 0 . . . 0
⎞⎟⎟⎟⎟⎟⎟⎠ . (4.7)
Since the interior of S is a one-dimensional complex space and since S has a C2-boundary,
dω = 0 and ω ∧ ω = 0 on S \ Sing(S), where Sing(S) is the set of singularities of S. Since S
is smooth near the boundary, this set consists of a finite number of points. From the condition
dω − ω ∧ ω = 0 on S \ Sing(S) using the normalization of S one easily shows that Eq. (4.6)
is locally solvable on S in the following sense: there is a finite open cover (Ui)1im of S by
connected contractible open (in the induced topology) sets and for each i there is a continuous
matrix function Fi on Ui with values in the group Nl+1 of upper-triangular unipotent matrices of
GLl+1(C) such that Fi is smooth on Ui \ Sing(S), holomorphic in interior points of Ui \ Sing(S)
and satisfies Eq. (4.6) there. Then the cocycle
cij (z) := Fi(z)−1Fj (z), z ∈ Ui ∩Uj , 1 i, j m,
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a bundle determines a representation of π1(S). Denote our representation by ξ . By the definition,
the image of ξ belongs to Nl+1. Thus Ker ξ contains the group (π1(S))n (recall that l  n).
We set H := π1(S)/(π1(S))n and by π we denote the corresponding quotient homomorphism.
Then there is a representation ξ˜ :H → Nl+1 such that ξ = ξ˜ ◦ π . It can be also obtained in the
following way.
Let p :S1 → S be the regular covering of S corresponding to the quotient group H . By the
definition the pullback p∗E is the trivial flat vector bundle on S1. This means that the equation
dF = (p∗ω)F (4.8)
has a global solution on S1. Such a solution can be obtained by Picard iteration. Using this
method, in particular, we obtain, cf. (4.4),
ξ˜ (h) = I +
l∑
k=1
∫
· · ·
∫
γh
p∗ω · · ·p∗ω, h ∈H. (4.9)
Here the kth term in the sum is the iterated integral of order k of p∗ω over a Lipschitz path γh
joining a fixed point z0 ∈ S1 with h−1z0. (In fact, ξ˜ (h) coincides with F(h−1z0) where F is the
global solution of (4.8) such that F(z0) = I .)
Now, let γ ⊂ S1 be the lifting of the path Ak : IT → S with the origin at z0. Since Ak represents
an element of (π1(S))n, the path γ is closed and the expression on the right-hand side of (4.9)
with γ substituted for γh equals I . An explicit computation shows that this expression has the
form ⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
∫
γ
p∗ω1
∫∫
γ
p∗ω1p∗ω2
∫∫∫
γ
p∗ω1p∗ω2p∗ω3 . . .
∫ · · · ∫
γ
p∗ω1 · · ·p∗ωl
0 1
∫
γ
p∗ω2
∫∫
γ
p∗ω2p∗ω3 . . .
∫ · · · ∫
γ
p∗ω2 · · ·p∗ωl
0 0 1
∫
γ
p∗ω3 . . .
∫ · · · ∫
γ
p∗ω3 · · ·p∗ωl
...
...
...
...
...
...
0 0 0 0 . . .
∫
γ
p∗ωl
0 0 0 0 . . . 1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Thus ∫
· · ·
∫
γ
p∗ω1 · · ·p∗ωl = 0.
It remains to note that∫
· · ·
∫
γ
p∗ω1 · · ·p∗ωl =
∫
· · ·
∫
IT
A∗kω1 · · ·A∗kωl.
This and Theorem 3.2 complete the proof of the corollary. 
Remark 4.1. Using Theorem 3.5, some results of [7] and the above arguments one can prove a
stronger result: Under the hypothesis of Corollary 3.7, a ∈ (X∗)n if and only if the path Ak : IT →
S is closed and represents an element of (π1(S))n.
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Suppose that a := (a1, . . . , ak,0,0, . . .) ∈ X is such that Γ̂k = Γk . We must prove first that
if a ∈ (X∗)n then for any domain U ⊂ Ck containing Γk the path Ak : IT → U is closed and
represents an element of (π1(U))n.
Since Ak is a Lipschitz curve, the set Γk has the covering dimension 1. Then by the Freuden-
thal expansion theorem, Γk can be presented as an inverse limit of a sequence of one-dimensional
compact polyhedra {Qj }j∈N. By πj :Γk → Qj we denote the continuous surjective maps gen-
erated by the inverse limit construction. Also, without loss of generality we may assume that
Qj ⊂ Rnj for some nj , j ∈ N. In particular, there are a neighbourhood Oj ⊂ Rnj of Qj and a
continuous retraction rj :Oj → Qj .
Suppose that a ∈ (X∗)n. Then according to Theorem 3.5 for any domain U containing Γk
(= Γ̂k) the path Ak : IT → U is closed and represents an element gU ∈ (π1(U))′n. Assume, on
the contrary, that there is U such that gU /∈ (π1(U))n. We set G := π1(U)/(π1(U))n and by gˆU
denote the image of gU in G. Then gˆU = 1. Next, the regular covering of U corresponding to G
can be viewed as a principal bundle EG on U with fibre G. Since Γk = inv limj Qj , for every
finite open cover U of Γk there are a number j ∈ N and a finite open cover V of Qj such that
π−1j (V) is a refinement of U . In particular, since the bundle EG|Γk is determined by a locally
constant cocycle, there are j ∈ N and a principal fibre bundle Ej on Qj with fibre G such that
π∗j Ej = EG|Γk . The latter implies easily that there is a connected neighbourhood Nj ⊂ U of Γk
such that πj (Nj ) ⊂ Oj and
EG|Nj = π∗j (r∗j Ej )|Nj . (4.10)
Note that EG|Nj is defined by the homomorphism ρ := π ◦ i∗ :π1(Nj ) → G where i∗ is the
induced homomorphism of the fundamental groups determined by the embedding i :Nj ↪→ U ,
and π :π1(U) →G is the quotient homomorphism. Now, (4.10) implies that there is a homomor-
phism ρj :π1(Qj ) → G such that ρ = ρj ◦ (πj )∗. Also, Kerρj ⊃ (π1(Qj ))n by the definition
of G. Observe that (π1(Qj ))n = (π1(Qj ))′n because π1(Qj ) is a finitely generated free group
(Qj is a one-dimensional simplicial complex). Therefore (πj )∗ maps (π1(Nj ))′n into (π1(Qj ))n.
Finally, let gNj ∈ (π1(Nj ))′n be such that i∗(gNj ) = gU . Then we have
gˆU := π
(
i∗(gNj )
)= ρj ((πj )∗(gNj ))= 1.
This contradiction shows that gU ∈ (π1(U))n for any domain U containing Γk .
Let us prove now the second statement of the corollary.
Suppose that Γ̂k = Γk is Lipschitz triangulable. Then there is a continuous retraction onto Γk
of a connected neighbourhood of Γk . This an the first part of the corollary imply that if a ∈ (X∗)n,
then Ak : IT → Γk is a closed path representing an element of (π1(Γk))n (for similar arguments
see the proof of Corollary 3.7).
Conversely, suppose that Ak : IT → Γk is a closed path representing an element of (π1(Γk))n.
Let us consider an equation on S
dF = ωF (4.11)
where ω is the restriction to Γk of the (l+1)×(l+1) matrix holomorphic 1-form defined by (4.7)
and ω1, . . . ,ωl , 1 l  n, are holomorphic 1-forms on Ck with polynomial coefficients. Using
the definition of Lipschitz triangulability, one can solve this equation locally in the following
sense: there is a finite open cover (Ui)1im of Γk by connected arcs and for each i there
is a continuous matrix function Fi on Ui with the values in the group Nl+1 such that Fi is a
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triangulation of Γk , see Definition 3.10. Then the cocycle
cij (z) := F−1i (z)Fj (z), z ∈ Ui ∩Uj , 1 i, j m,
is locally constant, and therefore it determines a flat vector bundle E on Γk etc. Proceeding
further as in the proof of Corollary 3.7 we obtain that∫
· · ·
∫
IT
A∗kω1 · · ·A∗kωl = 0
for any such ω1, . . . ,ωl . This and Theorem 3.2 imply that a ∈ (X∗)n. 
Remark 4.2. Under the hypothesis of the corollary one can prove a stronger result: a ∈ (X∗)n if
and only if the path Ak : IT → Γk is closed and represents an element of (π1(Γk))n.
5. Proof of Theorem 3.2
5.1. First we establish some preliminary results on the structure of the group G(X).
Let Xk∗ := {a ∈ X∗: a = (a1, . . . , ak,0,0, . . .)}. By G(Xk∗) we denote the image of Xk∗ in
G(X). Then G(Xk∗) is a subgroup of G(X∗) and G(Xk∗) ⊂ G(Xk+1∗ ) for every k ∈ N. By
Pk :G(X∗) → G(Xk∗) we denote the surjective homomorphism of groups generated by the pro-
jection (a1, a2, . . .) → (a1, . . . , ak,0,0, . . .). By the definition, for each g ∈G(X∗) the sequence
{Pk(g)}k∈N converges to g in the topology of G(X). Thus ⋃∞k=1 G(Xk∗) is a dense subgroup of
G(X∗).
Let G0(F1,F2)[[t]] be the group of formal power series in t with coefficients fromA(F1,F2)
and with the first coefficient I . Recall that there is an injective homomorphism of topological
groups I :G(X) → G0(F1,F2)[[t]], see Section 2.1. Let Gl ⊂ G0(F1,F2)[[t]] be the subgroup
of elements of the form
I +
∞∑
i=l+1
( ∑
i1+···+ik=i
ci1,...,ik
(
F1F
ik−1
2
) · · · (F1F i1−12 ))t i ,
where all ci1,...,ik ∈ C. By the definition of I , see (2.4), I(G(X)) ⊂ G0. By Ik :G(Xk∗) → G0
we denote the restriction of I to G(Xk∗).
Note that each Gl is a closed normal subgroup of G0, the quotients Ql := G0/Gl are complex
nilpotent Lie groups and Gl/Gl+1 are complex abelian Lie groups. By ql :G0 → Ql we de-
note the quotient homomorphism. One extends naturally ql to a quotient algebra homomorphism
ql :A(F1,F2)[[t]] →A(F1,F2)[[t]]/Jl where Jl is the ideal generated by elements f − I with
f ∈ Gl . Then elements of Ql have the form
I +
l∑
i=1
( ∑
i1+···+ik=i
ci1,...,ik
(
F 1F
ik−1
2
) · · · (F 1F i1−12 ))t i ,
where F 1 := ql(F1) and F 2 := ql(F2).
Denote G˜kl := (Ik)−1(Gl). Then G˜k0 := G(Xk∗) and all G˜kl are closed normal subgroups of
G˜k0 (because Ik is continuous). By the definition of Ik , G˜kl is the set of zeros of all basic iterated
integrals of order l on G(Xk∗) (see (2.3)). We set Q˜kl := G(Xk∗)/G˜kl and by πkl :G(Xk∗) → Q˜kl
denote the quotient homomorphism.
178 A. Brudnyi / Bull. Sci. math. 132 (2008) 165–181Consider an injective homomorphism Ikl : Q˜kl → Ql determined from the commutative dia-
gram
G(Xk∗)
Ik
πkl
G0
ql
Q˜kl
Ikl
Ql
If we equip Q˜kl with the quotient topology, then Ikl is a continuous embedding. Recall also that
Ql is a complex nilpotent Lie group.
Proposition 5.1. Ikl (Q˜kl ) is a complex Lie subgroup of Ql .
Proof. Observe that all basic iterated integrals of order  l on G(Xk∗) are constant on the fibres
of the map πkl . Therefore they can be thought of as continuous functions on Q˜
k
l . In what follows
such functions will be denoted by I˜·.
Now, by the definition the map Ikl is given by the formula
Ikl (g) := I +
l∑
i=1
( ∑
i1+···+ik=i
I˜i1,...,ik (g)
(
F 1F
ik−1
2
) · · · (F 1F i1−12 ))t i . (5.1)
Let g ∈ Q˜kl be the image of an element a = (a1, . . . , ak,0, . . .) ∈ Xk∗ . For any c ∈ C by cg ∈
Q˜kl we denote the image of (ca1, . . . , cak,0, . . .) ∈ Xk∗ . Clearly we have
Ikl (cg) := I +
l∑
i=1
( ∑
i1+···+ik=i
I˜i1,...,ik (g)
(
F 1F
ik−1
2
) · · · (F 1F i1−12 ))ci t i .
Thus, since Ikl is injective, the above definition does not depend on the choice of a.
We will naturally identify Ql with CN where N := dimC Ql .
Let S = {g1, . . . , gs} ⊂ Q˜kl be a finite set. We define a holomorphic polynomial map FS :Cs →
C
N by the formula
FS(z1, . . . , zs) := Ikl
(
(z1g1) · · · (zsgs)
)
. (5.2)
Let ZS be the Zariski closure of FS(Cs) in CN . Then ZS is an irreducible complex algebraic sub-
variety of CN and FS(Cs) contains an open dense subset of ZS (see, e.g., the book of Mumford
[20] for the basic facts of Algebraic Geometry). By the definition we have
FS1
(
C
#S1
)⊂ FS2(C#S2) and ZS1 ⊂ ZS2 for S1 ⊂ S2. (5.3)
Let Z := ⋃S ZS where S runs over all finite subsets of Q˜kl . Since dimC ZS  N and all ZS
are irreducible, (5.3) implies that there is a finite set S ⊂ Q˜kl such that ZS = Z. Observe that
by the definition Ikl (Q˜kl ) is dense in Z = ZS . Hence Z is the Zariski closure of Ikl (Q˜kl ). In
particular, Z is a complex Lie subgroup of Ql . Also, from the identity Z = ZS it follows that
Ikl (Q˜kl ) contains an open dense subset of Z. Since the topologies on the groups Ikl (Q˜kl ) and Z
are induced from that of on Ql , the latter implies that Ikl (Q˜kl ) = Z completing the proof of the
proposition. 
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0, . . .) ∈Xk∗ with all pi being complex polynomials in x ∈ R. Let a = (a1, . . . , ak,0,0, . . .) ∈ Xk∗ .
Since each ai ∈ L∞(IT ), the classical approximation theorems imply that there is a sequence
{pj }j∈N ⊂ Xk∗ , pj = (p1j , . . . , pkj ,0,0, . . .) with all pij being complex polynomials in x,
such that {pij }j∈N converges in the weak* topology on L∞(IT ) to ai , 1  i  k. Now, from
[8, Lemma 3.2] we obtain that
I (a) = lim
j→∞ I (pj ) (5.4)
for any iterated integral I on Xk∗ . By the definition of the topology on G(Xk∗), see Section 2.1,
the latter implies that Gp(Xk∗) is a dense subgroup of G(Xk∗). We set (Q˜kl )p := πkl (Gp(Xk∗)).
Proposition 5.2.
Ikl
((
Q˜kl
)
p
)= Ikl (Qkl ).
Proof. Observe that by the definition for any c ∈ C and g ∈ (Q˜kl )p we have cg ∈ (Q˜kl )p .
Then repeating word-for-word the proof of Proposition 5.1 with FS defined now by finite
subsets S ⊂ (Q˜kl )p we obtain that Ikl ((Q˜kl )p) is a complex Lie subgroup of Ql (in partic-
ular, it is closed). Since Ikl ((Q˜kl )p) is dense in Ikl (Q˜kl ) (the map Ikl is continuous), we get
Ikl ((Q˜kl )p) = Ikl (Qkl ). 
Propositions 5.1 and 5.2 imply that (Q˜kl )p = Q˜kl has the natural structure of a complex nilpo-
tent Lie group.
5.2. Proof of Theorem 3.2
Clearly if g ∈ (G(X∗))n, then all moments of order  n vanish at g. Thus the main point of
the theorem is to prove the converse statement.
So suppose that g ∈ G(X) is such that all moments of order  n vanish at g. We must prove
that g ∈ (G(X∗))n. Consider elements Pk(g) ∈ G(Xk∗). By the definition all moments of order
 n on G(Xk∗) vanish at Pk(g). Also, limk→∞ Pk(g) = g. Thus the required statement follows
from
Theorem 5.3. Suppose that g ∈ G(Xk∗) is such that all moments of order n vanish at g. Then
g ∈ (G(Xk∗))n.
Proof. Assume that g ∈ G(Xk∗) is such that all moments of order  n vanish at g. We set gl :=
πkl (g) ∈ Q˜kl and prove that gl ∈ (Q˜kl )n. Then the required result follows from
Lemma 5.4. If gl ∈ (Q˜kl )n for all l  l0, then g ∈ (G(Xk∗))n.
Proof. By the definition there are sequences {hl}ll0 ⊂ G(Xk∗) with hl ∈ G˜kl and {g˜l}ll0 ⊂
(Xk∗)n with πkl (g˜l) = gl , l  l0, such that g = g˜lhl . Recall that G˜kl is a subgroup of G(Xk∗) such
that all iterated integrals of order  l vanish on it. In particular, for every iterated integral I˜ on
G(Xk) we have∗
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l→∞ I˜ (gg˜
−1
l ) = lim
l→∞ I˜ (hl) = 0.
This implies that liml→∞ g˜l = g in the topology on G(Xk∗). In particular, g ∈ (G(Xk∗))n. 
So, to prove the theorem it suffices to check only that every gl ∈ (Q˜kl )n.
According to Proposition 5.2 there is an element hl ∈ (G(Xk∗))p such that πkl (hl) = gl . Let
al = (a1l , . . . , akl,0,0, . . .) ∈Xk∗ be an element representing hl . Consider the map Akl : IT → Ck
where Akl = (a˜1l , . . . , a˜kl) and ail(x) :=
∫ x
o
ail(s) ds, 1  i  k. Since each ail is piecewise
polynomial, there is a complex algebraic variety S ⊂ Ck such that Γ := Akl (IT ) ⊂ S, cf. [9] for
similar arguments. Also, Γ is Lipschitz triangulable. It is known that the fundamental group
π1(S) of a complex algebraic subvariety S is a finitely generated free group. Consider a closed
Lipschitz path γ with the origin at 0 ∈ Ck representing 1 ∈ π1(S). Suppose that γ is determined
by the first integrals of an element (γ ′1, . . . , γ ′k,0,0, . . .) ∈ Xk∗ . Since S is complex algebraic, by
[7, Corollary 1.17] (γ ′1, . . . , γ ′k,0,0, . . .) ∈ U , the set of universal centers. This implies that there
is a natural injective homomorphism of π1(S) into G(Xk∗). In what follows we identify π1(S)
with its image in G(Xk∗). Then Akl : IT → S corresponds to hl .
By rn : Q˜kl → Q˜kl /(Q˜kl )n =: H we denote the quotient homomorphism. Since by the defini-
tion Q˜kl is a simply connected complex nilpotent Lie group, H is a simply connected complex
nilpotent Lie group, as well. In particular, Tor(H) = {1}.
Next, consider the homomorphism φ = rn ◦ πkl |π1(S) :π1(S) → H . Clearly we have
(π1(S))n ⊂ Kerφ. Set R := φ(π1(S)) ⊂ H . Since H is torsion free, R is a finitely generated
torsion free nilpotent group such that (R)n = {1}.
Now we repeat the arguments from the proof of Theorem 3.5. Let RC be the group algebra of
R over C. By J k , k ∈ N, we denote the kth power of the augmentation ideal J of RC. Consider
the finite-dimensional complex vector space V := RC/J n+1 and define a representation ρ :R →
GL(V ) by
ρ(g)(v) := g · v, g ∈R, v ∈ V.
Since R is torsion free nilpotent, by the Chen theorem ρ is faithful. Also we have (ρ(g) −
I )n+1 = 0 for all g ∈ R, cf. a similar argument in Section 4.1. (Here I ∈ GL(V ) is the identity
map.) By ξ :π1(S) → GL(V ) we denote the composite homomorphism ρ ◦ φ. Arguing as in the
proof of Theorem 3.5 we obtain that there is a holomorphic 1-form ω on S such that
ξ(g) = I +
n∑
k=1
∫
· · ·
∫
γg
p∗ω · · ·p∗ω, g ∈ π1(S).
Here p : S˜ → S is the universal covering of S and γg is a Lipschitz path on S˜ joining a fixed point
z0 with g−1z0. In fact, ω is the restriction to S of a holomorphic 1-form defined on a Stein neigh-
bourhood of S (since S is a complex algebraic subvariety of Ck , such a neighbourhood exists).
From the above formula we get ξ(h−1l ) = I because by the hypothesis of the theorem all mo-
ments of order  n vanish at hl , and each iterated integral in the above formula can be uniformly
approximated on IT by such moments, cf. the proof of Theorem 3.5 for similar arguments (here
we use that Γ̂ ⊂ S because S is a complex subvariety of Ck). Then, since Kerρ = {1}, hl ∈ Kerφ.
By the definition of φ this implies that gl = πkl (hl) ∈ (Q˜kl )n as it is required.
This completes the proof of the theorem. 
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