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Abstract: We use effective field theory to compute the influence of nuclear structure
on precision calculations of atomic energy levels. As usual, the EFT’s effective cou-
plings correspond to the various nuclear properties (such as the charge radius, nuclear
polarizabilities, Friar and Zemach moments etc.) that dominate its low-energy electro-
magnetic influence on its surroundings. By extending to spinning nuclei the arguments
developed for spinless ones in arXiv:1708.09768, we use the EFT to show – to any fixed
order in Zα (where Z is the atomic number and α the fine-structure constant) and the
ratio of nuclear to atomic size – that nuclear properties actually contribute to electronic
energies through fewer parameters than the number of these effective nuclear couplings
naively suggests. Our result is derived using a position-space method for matching
effective parameters to nuclear properties in the EFT, that more efficiently exploits the
simplicity of the small-nucleus limit in atomic systems. By showing that precision calcu-
lations of atomic spectra depend on fewer nuclear uncertainties than naively expected,
this observation allows the construction of many nucleus-independent combinations of
atomic energy differences whose measurement can be used to test fundamental physics
(such as the predictions of QED) because their theoretical uncertainties are not limited
by the accuracy of nuclear calculations. We provide several simple examples of such
nucleus-free predictions for Hydrogen-like atoms.
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1 Introduction
Modern experimental techniques allow exquisitely accurate measurements of atomic
transition frequencies. For simple atoms it is hoped that these measurements can be
turned into a test of fundamental theory by comparing with equally precise predictions;
modern alternatives to the classic comparisons between theory and experiment for the
Lamb shift in Hydrogen [1] – [26].
The sad fact that atomic nuclei are not point charges is a major obstruction to this
program, because atomic energy shifts due to nuclear structure can be larger than the
fundamental corrections to be measured. Furthermore, the intricacies of the strong in-
teractions make ab initio predictions of nuclear properties necessarily inaccurate, often
making nuclear uncertainties the dominant theoretical error when predicting atomic
energy levels [27] – [62].
In this paper we provide the details for (and provide broader applications of the
results of) [63], which aims to push past this floor in theoretical error by systematically
identifying combinations of energy differences from which all of the effects of nuclear
physics cancel. Because the accuracy with which such observables can be predicted is
not limited by nuclear uncertainties (by construction), their measurement can provide
a potentially telling test of fundamental theory. Given Nexp well-measured transitions
involving a specific type of atom and Nnuc parameters governing nuclear contributions
to atomic energies, there are Nexp−Nnuc independent observables for which a nucleus-
free prediction can be made.
While this counting is not so remarkable an observation in itself, what is perhaps
more surprising is how small Nnuc turns out to be. In the applications made here,
for instance, precisely two nuclear parameters suffice even though our predictions are
accurate enough to include the effects of the nuclear charge radius, nuclear Friar and
Zemach moments, nuclear polarizabilities, effects of multiple photon exchange, and so
on. Only two parameters turn out to capture all of these different nuclear effects in our
examples because atomic energy shifts only sample nuclear physics at extremely low
energies relative to typical nuclear scales.
The precise value for Nnuc depends on the accuracy that is required. This accuracy
is most precisely specified when atomic energy levels are expressed as a perturbative
expansion about the leading Bohr formula (for the binding energy of a nonrelativistic
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point-like lepton1 to a static, charge Ze point nucleus),
εn = −(Zα)
2mr
2n2
, (1.1)
where mr = mM/(m+M) = m+O(m2/M) is the reduced mass, with M the nuclear
mass and m the relevant lepton mass, while n = 1, 2, · · · is the usual principal quantum
number. This expansion comes in powers of four small quantities: the lepton speed
ve ∼ Zα; the fine-structure constant2 α = e2/4pi (which enters without Z in QED
radiative corrections, for instance); the ratio of lepton to nuclear mass, m/M ; and the
ratio R/aB ∼ mRZα of nuclear and atomic length scales, where R ∼ 1 fm is a measure
of nuclear radius (more about which below) and aB ∼ (Zαm)−1 is the Bohr radius.
In terms of this expansion Ref. [64] found when working out to order m3R2(Zα)6
and m4R3(Zα)5 that only Nnuc = 1 parameter was required (for each type of nucleus)
to capture all dependence of leptonic energy levels on nuclear substructure, at least for
spinless nuclei.3 In this paper we extend this analysis to include nuclear-spin effects
to the same order, and find all effects of nuclear substructure require only a single
new parameter (so Nnuc = 2). Furthermore, since this accuracy provides a precision of
about 0.01 kHz it is sufficient (with two exceptions) for current measurement precision
with elemental Hydrogen. The corresponding precision for muonic Hydrogen is about
10−3 meV, and so is close to (but, as discussed at length in §4.3, not quite) accurate
enough for these measurements as well. A summary of this parameter counting as a
function of expansion order can be found in Table 1.
Our construction of nucleus-free combinations relies on identifying combinations of
observables for which the R/aB corrections cancel order-by-order in α and Zα, and our
tool for finding these exploits the fact that the expansion in R/aB is most efficiently
captured using an appropriate effective field theory (EFT), described in detail below.
1.1 The EFT framework
It has long been known that these expansions are efficiently organized using EFT meth-
ods, since both the expansion in powers of ve and R/aB arise as low-energy approxima-
tions. In quantum field theory the expansion in powers of ve ∼ Zα can be systematized
1For simplicity of language we speak in the main text about ordinary atoms – i.e. electrons orbiting
nuclei – but our analysis applies equally well to muonic atoms. At various points in the text we point
out how the larger muon mass changes the relative size of different contributions.
2Unless otherwise stated we use fundamental units, for which ~ = c = kB = 1.
3More precisely, although one parameter captures all nuclear effects for either an electron or a
muon orbiting a spinless nucleus, the parameter differs for the two so measurements of electrons
cannot be used to infer nuclear contributions to muonic atoms without additional information from
nuclear models.
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Abs. order Rel. order j = 1/2 j = 3/2 H (kHz) muonic H (meV)
m3R2(Zα)4 chg. rad. 3 5 1.7× 103 6.1× 101
m4R3(Zα)5 (mRZα) 3 5 2.6× 10−2 2.0× 10−1
m5R4(Zα)6 (mRZα)2 3 3 4.2× 10−7 6.6× 10−4
m3R2(Zα)6 (Zα)2 3 5 8.9× 10−2 3.2× 10−3
m4R3(Zα)7 (mRZα)(Zα)2 3 5 1.4× 10−6 1.1× 10−5
m3R2(Zα)8 (Zα)4 3 5 4.7× 10−6 1.7× 10−7
ms(Zα)3 hfs 3 3 5.3× 105 9.4× 101
m2Rs(Zα)4 LO 3 5 1.1× 101 4.0× 10−1
m3R2s(Zα)5 (mRZα) 3 5 2.2× 10−4 1.7× 10−3
m4R3s(Zα)6 (mRZα)2 3 3 4.6× 10−9 7.1× 10−6
m2Rs(Zα)6 (Zα)2 3 5 5.8× 10−4 2.1× 10−5
m3R2s(Zα)7 (mRZα)(Zα)2 3 5 1.2× 10−8 9.0× 10−8
m2Rs(Zα)8 (Zα)4 3 5 3.1× 10−8 1.1× 10−9
ms2(Zα)4 hfs2 3 3 4.3× 10−2 1.6× 10−3
m2Rs2(Zα)5 LO 3 5 8.8× 10−7 6.7× 10−6
m3R2s2(Zα)6 (mRZα) 3 5 1.8× 10−11 2.8× 10−8
m4R3s2(Zα)7 (mRZα)2 3 3 3.7× 10−16 1.2× 10−10
m2Rs2(Zα)7 (Zα)2 3 5 4.7× 10−11 3.6× 10−10
m3R2s2(Zα)8 (mRZα)(Zα)2 3 5 9.6× 10−16 1.5× 10−12
m2Rs2(Zα)9 (Zα)4 3 5 2.5× 10−15 1.9× 10−14
Table 1: The order of magnitude of various nuclear contributions to atomic energy
shifts. Double lines separate blocks involving different powers of nuclear moments, µN ,
where s ∼ O(meµN/4pi) ∼ O(mRZα) – with m the lepton mass, R a measure of
nuclear size and α the fine-structure constant – is more precisely defined in eq. (2.35).
The checks and crosses indicate if a term of the given order actually arises (excluding
recoil effects and QED radiative corrections, which do not introduce new parameters)
for lepton states with j = 1
2
and j = 3
2
. New parameters enter when integration
constants for new modes are required, and cyan shading indicates the order where this
first arises, for different choices for j and powers of s. The final two columns evaluate
the numerical size implied by the powers of s, Zα and mRZα, for ordinary Hydrogen
(electrons) and for muonic Hydrogen, using assumptions spelled out in the text below.
Green boxes flag terms required to achieve an accuracy of order 0.001 kHz for Hydrogen
(or 10−3 meV for muonic Hydrogen). The yellow square flags a term not computed
here, which is likely to be relevant to muonic Hydrogen experiments.
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using non-relativistic quantum electrodynamics (NRQED) [65], and efficiently allows
the inclusion of second-quantized radiative corrections with the standard Schro¨dinger
treatment of Coulomb bound states. One way to think about our formalism is as
a version of NRQED where the projection onto the single-nucleus sector is achieved
using first-quantized methods. This allows the matching of the nuclear-size effective
couplings to be performed very efficiently, using a near-nucleus boundary condition.
We do not explicitly start from NRQED here (though our formalism is also easily
adapted to the non-relativistic fields of NRQED), since it is equally easy to treat the
light lepton relativistically. So we instead choose to perturb around the relativistic
Dirac-Coulomb system, rather than the nonrelativistic Schro¨dinger-Coulomb system.
We do so because our main EFT focus is on those interactions that capture the R/aB
expansion.
If the nucleus4 were a point particle its leading relativistic electromagnetic in-
teractions with leptons and photons would be described by the renormalizable QED
lagrangian
SΦQED = −
∫
d4x
{
1
4
FµνF
µν + Ψ
[
/D +m
]
Ψ + Φ
[
/D +M
]
Φ
}
, (1.2)
for electromagnetic field strength Fµν = ∂µAν − ∂νAµ, Dirac lepton field Ψ and spin-
half nucleus field Φ (with DµΨ = ∂µΨ + ieAµΨ and DµΦ = ∂µΦ − iZeAµΦ). Here
M  m is the mass of the nucleus where (as above) m is the lepton mass. In reality
(1.2) gets supplemented by additional renormalizable terms involving other light fields
(such as any other light leptons), as well as by nonrenormalizable terms describing
shorter-wavelength physics that is already integrated out (such as those describing the
weak interactions and so on).
From an EFT perspective the R/aB expansion is captured by a subset of the higher-
dimensional terms not listed explicitly in (1.2). The ones that are relevant are those
— see e.g. [66–69] — consistent with the symmetries of the strong interactions (like
electromagnetic gauge invariance, parity, and so on), that couple Φ to Ψ and Aµ non-
minimally, such as
Snuc = −
∫
d4x
{
c˜d
2
(ΦγµνΦ)Fµν + c˜s(ΨΨ) (ΦΦ) + c˜v(Ψγ
µΨ) (ΦγµΦ) + · · ·
}
. (1.3)
Here γµν := − i
4
[γµ, γν ] and effective couplings like c˜d and c˜v have dimensions (length)
p
for positive p. EFT methods exploit the fact that such interactions capture the low-
energy effects obtained by integrating out any kinds of nuclear degrees of freedom
besides the nucleus’ overall spin and position.
4For concreteness this discussion proceeds assuming a spin-half nucleus but our effective theory
works for arbitrary nuclear spin.
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The effective couplings obtained in this way dominate the low-energy interactions
of finite-sized nuclei at wavelengths much longer than nuclear size. Of the couplings
given above c˜d ∝ R captures the anomalous nuclear magnetic moment, c˜v ∝ R2 is
related to its electromagnetic charge radius and so on. The precise interpretation of
parameters like c˜d, c˜s and c˜v is found using matching calculations that compare the
predictions of SΦQED + Snuc for lepton-nucleus and photon-nucleus scattering, either
with measurements or (in principle) with ab initio predictions of the Standard Model
(in practice this is where calculations using nuclear models come in).
The arguments of this paper are easiest to make using a variant of the above EFT
that is better adapted to atomic calculations. Rather than treating the nucleus using
the second-quantized field Φ the variant we prefer instead uses a first-quantized de-
scription (described in more detail in refs. [70–72]). A first-quantized EFT description
of the nucleus is more efficient because an atom includes only a single nucleus, making
the rest of the multi-particle Fock space accessed by Φ unnecessary. In principle one in-
tegrates out all multi-particle degrees of freedom to arrive at an EFT that contains only
nuclear collective coordinates: its centre-of-mass position and nuclear spin, interacting
with the second-quantized fields Ψ and Aµ.
The resulting EFT is worked out for spinless nuclei in refs. [64, 72], where the only
relevant nuclear degree of freedom is the position operator that describes the nucleus’
world-line, P: xµ = yµ(s). In this effective theory the remaining second-quantized
degrees of freedom are described by
SQED = −
∫
d4x
{
1
4
FµνF
µν + Ψ
[
/D +m
]
Ψ
}
, (1.4)
to which one adds the action describing couplings to the nuclear degrees of freedom:
Sp = −
∫
P
ds
{√
−y˙2 M − Ze y˙µAµ + cs
√
−y˙2 (ΨΨ) + icv y˙µ (ΨγµΨ) + · · ·
}
= −
∫
d4x
∫
P
ds
{√
−y˙2 M − Ze y˙µAµ + cs
√
−y˙2 (ΨΨ) (1.5)
+ icv y˙
µ (ΨγµΨ) + · · ·
}
δ4[x− y(s)], ,
where the second line emphasizes that in the first line the ‘bulk’ fields Ψ(x) and Aµ(x)
are evaluated along the nuclear world-line xµ = yµ(s). y˙µ here represents dyµ/ds where
s is an arbitrary parameter along the world-line. Quantization proceeds by evaluating
the functional integral of exp[i(SQED + Sp)] with respect to y
µ(s) (which in particular
captures the response of nuclear recoil – more about which below) as well as Ψ(x) and
Aµ(x).
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In this language the Φ-dependent part of eqs. (1.2) and (1.3) are replaced by Sp, and
the spin-independent part of effective couplings — e.g. c˜s, c˜v of (1.3) — are captured
by the effective couplings — e.g. cs, cv of (1.5) — within Sp. For this to be possible Sp
is again required to be the most general local action consistent with the field content
and symmetries, which in this case now also include arbitrary reparametrizations of the
world-line parameter s. On dimensional grounds the effective couplings cs and cv are of
order R2, and the ellipses in (1.5) contain interactions with couplings having dimension
(length)p for p > 2, with those – like the ones describing nuclear polarizability – arising
at order R3 (but not involving nuclear spin) considered in detail in [64].
Physical interpretation is simpler if the world-line parameter s is chosen to be
proper time, τ (in which case y˙2 = ηµν y˙
µy˙ν = −1). With this choice then y˙µ = γ(1,v)
with γ := dt/dτ = (1 − v2)−1/2 and v := dy/dt, so once evaluated in the atomic
center-of-mass frame (1.5) becomes
Sp = −
∫
P
dτ
{
M − Ze γ(A0 + v ·A) + cs (ΨΨ)
+ icv γ
[
(Ψγ0Ψ) + v · (ΨγΨ)
]
+ · · ·
}
= −
∫
d4x
{√
1− v2
[
M + cs (ΨΨ)
]
− Ze (A0 + v ·A) (1.6)
+ icv
[
(Ψγ0Ψ) + v · (ΨγΨ)
]
+ · · ·
}
δ3[x− y(τ)] .
The terms of (1.5) and (1.6) involving M and Ze are recognizable as describing the
rest mass and Coulomb coupling of a point nucleus, while the subsequent terms carry
the leading information about nuclear substructure.
The v-dependent terms of (1.6) contain the nuclear recoil effects, with M
√
1− v2
capturing the usual relativistic kinematics E =
√
p2 +M2. v-dependent terms that
also involve cs or cv contain mixed nuclear-size/recoil contributions. Their size can be
estimated given that, in atoms, the nuclear momenta are of order |p| ∼ Zαm, and so
|v| ∼ Zαm/M . Similarly the leptonic matrix element 〈ΨγΨ〉 ∼ |ψ(0)|2ve is of order
(Zαm)3(Zα) and so cvv · ΨγΨ contributes to energies a shift of order cv(Zα)5m4/M .
Given that the non-recoil term implies cv ∼ ZαR2 is a measure of the nuclear charge
radius, the energy shift is m4R2(Zα)6/M . Since we work here to an accuracy of order
m4R3(Zα)5 and m3R2(Zα)6, we must keep the leading mixed recoil/nuclear-size effects
in what follows.5 Because recoil effects do not change the parameter counting given
below, we put them aside temporarily and return to them in §4.
5Recoil effects for point nuclei must of course also be included, as we do in what follows.
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Dropping recoil effects, in the nuclear rest frame (with the nucleus situated at the
origin) one finds
Sp = −
∫
d4x
{
M − ZeA0 + cs (ΨΨ) + icv (Ψγ0Ψ) + · · ·
}
δ3(x) . (1.7)
This first-quantized, point-particle EFT (or PPEFT) treatment of the central object
has been tested in a variety of other systems with compact central sources [64, 73–75],
and found to reproduce in a simpler way many standard results. In particular, ref. [64]
shows that its application to spinless nuclei – including some of the order-R3 terms
shown as ellipses in (1.5) and (1.7) – correctly captures the nuclear charge radius, Friar
moment, polarizability etc. that provide the leading contributions to shifts in atomic
energy levels.
A major purpose of the present paper is to extend the action (1.6) to include nuclear
spin — leading e.g. to eq. (2.5) — and to explore the consequences of new terms for
atomic energies.
1.2 Parameter counting for atomic energy shifts
In principle, the above discussion allows existing calculations of atomic energy shifts
due to nuclear size to be described in two steps. First use an explicit nuclear model to
compute effective couplings like cs or cv (which can be mapped to the various nuclear
moments encountered in the literature). Second, compute the dependence of atomic
energies on these effective couplings. Ref. [64] elaborates on this process in the special
case of spinless nuclei.
A virtue of proceeding in this way is its economy of effort: for a specific nuclear
model the first step need be taken only once, with the results usable in the second
step for any number of different type of observables (provided these are at low enough
energies to allow the assumed expansion in powers of R). Alternatively the second
step can be done once to obtain how a specific observable depends on the effective
couplings, with only the first step needing to be repeated to calculate these couplings
using a variety of different nuclear models.
For the present purposes, however, we focus specifically on step two (which we
generalize to include nuclei with spin). We do so because the PPEFT formulation of the
nucleus provides insight into the number of independent ways that nuclear structure
(or, equivalently, the effective couplings, cs, cv and so on) can contribute to atomic
energy shifts. In particular it provides a systematic way to identify observables that
do not depend at all on the nuclear effective couplings.
Tracing how effective couplings appear in low-energy atomic observables is partic-
ularly transparent in the first-quantized language. This is because in this formalism
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observables like energy shifts turn out to acquire their dependence on nuclear properties
purely through the near-nucleus boundary conditions satisfied by the external fields Ψ
and Aµ, which in turn depends on the effective couplings like cs, cv. This boundary con-
dition is found by integrating the equations of motion for these fields over a small ball
centred at the nuclear position (possibly weighted by spherical harmonics). It is only
because these boundary conditions depend on couplings like cs and cv that observables
like atomic energy levels are sensitive to nuclear structure.
For a familar example of this general argument, consider the field equations for A0
obtained from the action SQED + Sp as given in (1.4) and (1.7). The field A0 satisfies
(in Coulomb gauge: ∇ ·A = 0)
∇2A0 − ieΨγ0Ψ = Ze δ3(x) . (1.8)
Treating the AµΨγ
µΨ term of SQED — as well as all but the first two terms on the
right-hand side of (1.7) — as perturbations then allows (to leading order) the dropping
of the Ψγ0Ψ term in (1.8). Integrating what’s left over a small Gaussian pillbox centred
at the origin gives the standard Gaussian boundary condition6∫
d2Ω
(
er · ∇A0
)∣∣∣
r=0+
= 4pi lim
r→0+
r2∂rA0 = Ze , (1.9)
where er denotes the outward-pointing radial unit normal. This boundary condition
fixes an integration constant of the Coulomb solution in the usual way to ensure A0 =
Ze/(4pir). (Higher electromagnetic multipole moments are similarly found from higher-
derivative terms in Sp that are linear in Aµ [76].)
Now comes the main point. The argument just given applies equally well for the
field Ψ, and also once interactions are included in the equations of motion.7 By changing
the boundary conditions at the origin the presence of the interactions in Sp necessarily
alters the mode functions and energy eigenvalues of the fields Ψ and Aµ, and this is how
effective couplings like cs or cv end up affecting electronic properties. This observation
is useful because it means that many effective couplings can only appear in observables
in a limited way, as is now argued.
To see why parameters like cs or cv (and by extension the various nuclear moments)
only appear in specific combinations in observables, imagine finding the mode functions
for Ψ by separating variables in its field equation in spherical coordinates. One then
seeks a basis of solutions of the form uL(t, r, θ, ϕ) = RL(κr)YL(θ, ϕ) e−iωt, where κ is
6In our metric conventions the usual electrostatic potential is A0 = −A0.
7As explored in more detail in [70–72, 76], once Sp is not linear in the bulk fields this procedure nec-
essarily involves regularizing coincident divergences at the source position, and renormalizing effective
couplings in Sp. (See also [77–82] for similar discussions in another context.)
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a function of the mode’s energy, ω, while YL(θ, ϕ) represent appropriate spherical har-
monics for which L denotes the collection of angular-momentum labels relevant to the
problem (e.g. for spinless fields L = {l, lz} is a pair of integers in three spatial dimen-
sions). The radial mode then satisfies an ordinary second-order differential equation,
whose general solution has the form
RL(κr) = CLRCL (κr) +DLRDL (κr) , (1.10)
with two integration constants, CL and DL, corresponding to the two basis solutions,
RCL (κr) andRDL (κr), for each value of κ and each choice of angular-momentum quantum
numbers L. The boundary condition at the origin fixes the value of DL/CL and once
the interactions in (1.7) are included in the action this value also depends on effective
couplings like cs and cv. This is in practice how effective interactions localized at the
nucleus ultimately modify physics far from the nucleus, and in particular influence
the shapes and energies of the electronic energy eigenmodes. Furthermore, it is only
through such boundary conditions that these eigenmodes ‘learn’ about non-pointlike
nuclear-physics effects.
The above discussion is important because it shows that effective couplings typically
only enter into electronic energy shifts through the values they imply for the ratio
DL/CL for each choice for L. Furthermore, at low orders in the R/aB expansion only a
few angular momenta contribute at all, because of the suppression near the nucleus of
higher-L wave-functions. This leads to one of our main points:
If there are more effective couplings in Sp than there are relevant integra-
tion constants CL,DL, then the effective couplings cannot all appear inde-
pendently in observables: all that matters for experiments are the values of
DL/CL.
For spinless nuclei ref. [64] shows that out to orders m4R3(Zα)5 and m3R2(Zα)6
(but not including order m5R4(Zα)6) all nuclear-size contributions — i.e. the charge
radius, the Friar moment [29], the electromagnetic nuclear polarizabilities, leading recoil
corrections and a few others — contribute to atomic energy shifts only through their
contributions to one parameter: the value of DL/CL for S-wave modes. This is only
one parameter because this ratio has a predictable dependence on κ (and so also on the
principal quantum number n = 1, 2, · · · ). Because the couplings ci capture all possible
nuclear-size effects, it follows that (to this order in Zα and R/aB = mRZα) all nuclear
finite-size effects can enter into atomic energy levels only through a single independent
parameter: the S-wave value of DL/CL (for details see [64]).
A similar statement applies at higher orders. Starting at order m5R4(Zα)6 the ratio
DL/CL for the P -wave modes is also required when computing atomic energies, so to
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this order (for spinless nuclei) all nuclear effects only enter atomic energies through two
independent parameters. One can continue on in this way to any order and identify the
number of independent nuclear contributions that can robustly arise. In all cases there
are fewer contributions than would be naively expected by counting nuclear effective
couplings (like cs, cv, etc) allowed at this order in R (or by counting nuclear ‘moments’
within specific nuclear models, as is the usual calculational practice).
This paper
With the above logic in mind, we now can state what the present paper achieves.
We first extend the analysis of [64] to include nonzero nuclear spin. This allows us
to broaden the applicability of these conclusions to general single-lepton atoms and
ions, and in particular to those of most practical interest: Hydrogen (and muonic
Hydrogen). We find that the inclusion of spin introduces additional constants, but
to any fixed order it remains true that nuclear-size effects enter into atomic energies
through fewer parameters than might be expected based on nuclear modelling. Our
more detailed conclusions regarding the number of relevant parameters at any given
order are summarized in Table 1, which contains a list of contributions to atomic
energy shifts due to nuclear finite-size effects. The Table is organized into three blocks,
each containing terms that involve specific powers of the nuclear magnetic moment,
µN (which enters through the small dimensionless parameter s ∝ meµN). Successive
rows in each block list higher-order terms additionally suppressed by powers of Zα or
R/aB = mRZα. (The first block – independent of magnetic moments – reproduces in
particular the results of [64] for spinless nuclei.)
The Table’s 2nd column gives the suppression of each term relative to the leading-
order contribution that shares the same power fo s. The leading contribution indepen-
dent of s is the usual charge-radius term. For terms involving at least one power of s
the entry marked ‘LO’ contains the leading dependence on finite nuclear size R at this
order in s. (The term before this one depends on nuclear size only through µN , which
need not vanish even for a point nucleon).
The third and fourth columns of Table 1 indicate with a check or a cross whether or
not this size a contribution actually arises when computed using Dirac-Coulomb wave-
functions (and neglecting QED radiative corrections8 that are suppressed by additional
powers of α). These two columns differ in the value they assume for the lepton’s total
angular momentum quantum number, j, with column 3 giving the dominant result for
8These radiative corrections are included within our formalism, as are recoil corrections, because
all of Ψ, Aµ and y
µ are fully dynamic quantum operators. We discuss radiative and recoil corrections
in more detail in §4, but what is important is this: they do not introduce any new parameters (though
they do of course depend on the bulk-field mode functions, and so on the existing parameters, DL/CL).
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j = 1
2
and column 4 giving the same for j = 3
2
. Comparing these columns shows the
angular-momentum suppression expected for nuclear effects due to the suppression of
the wave-function outside the nucleus near the origin. For instance j = 3
2
states are
irrelevant for contributions lower-order than m5R4(Zα)6, but once this order is reached
a new constant enters because the value of DL/CL for j =
3
2
contributes observably.
The final two columns give an indication of the numerical size of each term, with
column 5 providing the numbers for ordinary (electronic) Hydrogen while column 6
does so for muonic Hydrogen. Electronic and muonic Hydrogen differ only in the value
of the lepton mass that is used in the corresponding estimate, which implies that the
combination mR is not particularly small for muonic Hydrogen (and so R/aB ∼ Zα,
rather than being much smaller). For illustration purposes squares are shaded green if
the resulting estimate is of order 0.01 kHz or larger (for Hydrogen) or of order 10−3 meV
or more for muonic Hydrogen. The given numerical values evaluate R using the charge
radius, R = rp = 0.84087 fm, for s-independent contributions, but use the Zemach
radius, R = rz = 1.082 fm for s-dependent contributions [13]. The yellow square flags
a term not computed here that might also contribute observably for muonic Hydrogen.
Only terms on rows shaded green are required if one works only to this accuracy,
and Table 1 shows that in this case nuclear finite-size effects enter through just two in-
dependent constants. One controls the contributions independent of nuclear spin (and
contains in particular the contributions of the charge radius, Friar moment, nuclear po-
larizabilities, leading recoil corrections and more [64]) and the second, spin-dependent,
parameter captures the nuclear Zemach moment. The nuclear magnetic moment also
enters into atomic energies at this order, though we do not count this as an unknown
nuclear parameter because its value is accurately determined by other means.
We see from the Table that the conclusions of [64] also apply for spinning nuclei,
though with one additional constant required at the accuracy discussed above. This is
so despite there being many more parameters apparently relevant in the first-quantized
action, Sp, and in explicit calculations using nuclear models [29]. Of course, this does
not mean that the parameters of nuclear models are not intrinsically independent; what
it says is that only a small number of combinations of them ever appear in observables
at the extremely low energies relevant to atomic energy levels. As discussed below,
the two constants through which they appear to this order for spin-half nuclei can
be captured by DL/CL for S-wave modes for the two different values of total atomic
angular momentum quantum number: F (where F = I + J as usual combines nuclear
spin and electronic total angular momentum).
Why care that the many moments of nuclear models (or parameters in the action
Sp) can only enter atomic energies through their contributions to the (comparatively
fewer) mode constants DL/CL? This observation is useful because theoretical calcu-
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lations of nuclear moments are notoriously difficult and in some cases introduce the
dominant theoretical uncertainties in calculations of atomic energy levels. These un-
certainties can be larger than the size of other small effects whose measurement might
ultimately provide new tests of fundamental physics. Robustly knowing that these un-
certainties only enter atomic levels in a small number of independent ways opens up
ways to remove nuclear uncertainties from some precision atomic measurements. This
can be done in several ways: simply use experiments to determine the relevant nuclear
parameters (which, as argued above, are fewer than the naive number of nuclear mo-
ments); or combine observables in such a way that nuclear contributions completely
cancel, whose results are not subject at all to uncertainties associated with nuclear (or
other short-distance) physics.
We illustrate how this can be done in practice by identifying the values of the two
independent nuclear parameters using two particularly well-measured atomic energy-
level differences, with results for these parameters summarized in Table 2 for atomic
Hydrogen and Table 4 for muonic Hydrogen. These values are then used to predict
the nuclear component of other transition frequencies working at the order indicated
by green entries in Table 1. These predictions are presented for the best-measured
transitions of atomic Hydrogen in Table 3, while results for the much broader list of
transitions compiled in [6] are given in Tables 5 through 7. Each of these tables gives
the finite-nuclear-size contribution as computed for these transitions, together with an
estimate of the errors involved, at the orders listed in green in Table 1, as summarized
in §4.
As these tables show, at present the largest uncertainty comes from the error in
the theoretical prediction for the two reference transitions as computed using a point-
like nucleus (or the ‘point-like’ theory, for short). What is important is that the size
of all of these errors can improve in a way that does not depend on nuclear physics.
Although the required calculations are challenging in practice, improved computations
for a point-like nucleus are in principle straightforward to perform. The same is true
for the ‘truncation’ error given in Column 5 of the Tables, and of course experimental
errors do not require improvements in nuclear-physics calculations. As these errors
improve, so do the overall theoretical errors in the predictions like those in Column 2
of the Tables. Errors in nuclear calculations play no role in our predictions because all
relevant nuclear parameters are taken directly from atomic observations.
We find in this way a broad and robust class of predictions whose intrinsic error is
not set by our ability to compute with nuclear models. In the language of earlier para-
graphs, given precise measurements for Nexp leptonic energy differences (for a specific
nucleus), we make Nexp − 2 model-independent predictions for how nuclei shift atomic
energies, essentially by eliminating the two independent nuclear parameters. What is
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important is that the error in these predictions is controlled only by the accuracy of the
experiments used to determine the two parameters, plus the error implied by working
only to a fixed order in the small quantities Zα and s ∼ R/aB = mRZα in both the
‘point-like’ theory contributions and the effective couplings.
The rest of this paper is organized as follows. §2 derives the point-particle effective
action for central sources with spin, keeping effective interactions with couplings out
to dimension (length)2. To the order we work the main difference relative to [64] is the
presence of the dipole nuclear magnetic field, and we use standard perturbation theory
to establish its consequences for atomic energy levels.
In particular, §2.4 then explores the near-nucleus boundary conditions implied
for the electron field by the relevant contact interactions at the nucleus, §3 gives a
discussion of the associated divergences in these calculations in the near-nucleus limit,
and derives the renormalization-group (RG) evolution of the new effective couplings.
These contact interactions also shift electronic energy levels in a way that competes
with the effects of the nuclear magnetic dipole field. These sections show in detail why
(for each nuclear isotope) only two parameters (plus the nuclear magnetic moment) are
required to describe all nucleus-dependent shifts to the order we work.
Next, §4 collects expressions for nucleus-dependent atomic energy shifts. §4.2 uses
the existing experimental data for Hydrogen to fit the two relevant nuclear parame-
ters, and applies these to make predictions for nuclear-size effects for other transitions,
with prediction errors that are independent of the limitations of nuclear models. §4.3
briefly discusses the same steps for muonic Hydrogen. Finally, §5 summarizes our con-
clusions and comments on possible future directions. Several appendices outline useful
calculational details, and in particular Appendix G provides a list of notation used.
2 PPEFT for sources with spin
To set up the position-space point-particle effective theory (PPEFT) for spinning nuclei
we couple second-quantized electron and photon fields to the first-quantized nuclear
centre-of-mass and spin degrees of freedom. The resulting action is the sum of a ‘bulk’
part and a ‘point-particle’ part, S = SB + Sp, where the bulk part consists of standard
quantum electrodynamics (QED), as in (1.4) (repeated here, for convenience),
SB = −
∫
d4x
{
1
4
FµνF
µν + Ψ
(
/D +m
)
Ψ
}
. (2.1)
As before, Fµν is the field strength for the electromagnetic gauge potential Aµ(x), and
Ψ(x) is the spin-half Dirac field of the orbiting lepton with mass m and charge q = −e
(with covariant derivative Dµ = ∂µ + ieAµ).
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Our main focus here is in the formulation of Sp for the first-quantized nucleus,
with the new feature relative to refs. [64, 70–72] being the inclusion of the nuclear spin
degrees of freedom in the first-quantized nuclear action, Sp.
2.1 Spin on a world-line
The classical and quantum dynamics of first-quantized spinless relativistic particles
propagating in spacetime is discussed in many textbooks [83–85]. The extension to first-
quantized spinning particles started in the early days of supersymmetry where it was
found that first-quantized supersymmetric systems built using Grassmann (classically
anti-commuting) fields described spinning particles [86–91].
Classical Grassman variables naturally arise when describing spin because on quan-
tization they furnish finite-dimensional representations of rotations in the quantum
Hilbert space (as is seen explicitly below). The particle’s total spin quantum number,
s, is then fixed in terms of the dimension, 2s+ 1, of this representation. We here follow
this lead and use such a Grassmann field to describe nuclear spin, introducing a 4-vector
of new Grassmann fields, ξµ(s), on the nuclear world-line, which at the classical level
satisfies {ξµ, ξν} = 0.
Kinematics
Supplementing the unperturbed action for the centre-of-mass motion of the nucleus
with the free action for ξµ gives
Sp0 = −
∫
ds
{√
−y˙2 M + iξµξ˙µ − (Ze)y˙µAµ
}
, (2.2)
where s is an arbitrary world-line parameter.
Once quantized, the classical anticommutation relation becomes modified9 to be-
come [89]: {
ξˆµ, ξˆν
}
= −1
2
ηµν . (2.3)
A technical complication arises when quantizing because this is a constrained classical
system, whose canonical positions and momenta are not all independent of one another.
Quantization requires the toolkit put together by Dirac in [92] and others [84, 93–95] for
constrained systems, combined with standard techniques for anti-commuting objects
summarised (for instance) in [96, 97].
The system’s Hilbert space (as usual) furnishes a representation of this algebra, and
we choose the spin of the nucleus when we choose the dimension of the representation
9See Appendix A for more details and for our Dirac matrix conventions.
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that is of interest. For spin-1
2
fermions, we use a 4-dimensional10 representation in
terms of Dirac matrices,
ξˆµ =
i
2
Γµ, (2.4)
since the Clifford algebra identity {Γµ,Γν} = 2ηµν then ensures (2.3) is satisfied. We
use the notation Γµ (rather than γµ) here to emphasize that these matrices act in the
spin-space of the nucleus and reserve γµ for the matrices that act on the bulk electron
field Ψ.
Interactions
The EFT program for a first-quantized and spinning nucleus then asks for all possible
local interactions on the world-line that can be written using the fields yµ(s), ξµ(s)
as well as the ‘bulk’ fields Aµ(x = y(s)) and Ψ(x = y(s)). One must write down all
allowed operators to a given order to capture all spin-dependent effects consistent with
the assumed symmetries (which for the applications below we take, as before, to be the
symmetries of the strong and electromagnetic interactions).
We require the point-particle localized interactions to be hermitian (this is not
always required for localized sources, see e.g. [73], but is appropriate for the present
application); to be Grassmann-even; to be invariant under Poincare transformations; to
be electromagnetic gauge-invariant; to preserve separately C, P and T transformations;
and arbitrary reparameterizations of the nuclear world-line: s → s′ = f(s). Then,
keeping only interactions out to order (length)2, the most general interactions work out
to be
Sp = Sp0 +
∫
ds
{
iµN
√
−y˙2 ξµξνFµν + icemy˙µξρξσ∂µFρσ
−Ψ
[√
−y˙2 (cs + ic2αβγδξαξβξγξδγ5 + icFξµξνγµν) (2.5)
+iy˙µ
(
cvγµ + c3αβγδξ
αξβξγξδγ5γµ
) ]
Ψ + · · ·
}
,
where Sp0 is as given in (2.2) and (as above) y
µ(s) is the bosonic centre-of-mass posi-
tion of the source, ξµ(s) is the Grassmann coordinate representing nuclear spin, while
overdots denote derivatives with respect to the world-line parameter. The quantities
µN , cem, cs, c2, cv, cF , c3 and so on are the effective couplings that arise to this order,
where µN has dimension (length) and the rest have dimension (length)
2.
We next turn to the boundary conditions for Aµ and Ψ that are implied by this
action, starting first with the electromagnetic field. We specialize when doing so to spin-
half nuclei (both for concreteness’s sake and with a view to applications to Hydrogen).
10This becomes two-dimensional once antiparticle states are projected out.
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2.2 Implications for the electromagnetic field
Varying Aµ in the action SB + Sp yields the field equation
∂νF
µν = −ieΨγµΨ + Ze
∫
ds y˙µδ4[x− y(s)] + iµN ∂ν
∫
ds
√
−y˙2
[
ξˆµ, ξˆν
]
δ4[x− y(s)]
−icem∂σ∂ν
∫
ds
[
ξˆµ, ξˆν
]
y˙σδ4[x− y(s)] (2.6)
= −ieΨγµΨ + Ze δµ0 δ3(x) + µN Γµν ∂νδ3(x)− cemΓµν∂0∂νδ3(x) ,
where the second line uses the spin-half version of (2.4) as well as the definition Γµν :=
− i
4
[Γµ,Γν ]; we specialize to the nuclear rest-frame with nucleus situated at the origin –
i.e. y˙(s) = y(s) = 0 – and we parameterize the world-line using proper time (i.e. s = τ ,
with −y˙2 = 1 and y˙µ = δµ0 ). Specialization to the rest frame simplifies the discussion
by excluding nuclear recoil effects that are suppressed by inverse powers of the nuclear
mass, since these are not required for the applications we have in mind. But there is no
reason why such effects cannot also be included as corrections to the second equality of
(2.6), which would instead be obtained by evaluating the first equation in the atomic
centre-of-mass frame.
Neglect of inverse powers of nuclear mass also simplifies the above by allowing the
removal of its antiparticle states, leaving the two spin states of the non-relativisitic
nucleus at the origin, familiar from atomic physics. This is achieved by projecting
out the anti-particle solutions from the nuclear states (as described in Appendix A).
Together with dropping nuclear recoil this also means the only matrices to survive
unsuppressed by nuclear velocity are
Γ0 → −i1 and Γ5Γk → −iτk and Γij → 1
2
ijkτk , (2.7)
which are 2 × 2 matrices acting in nuclear spin-space, for which our conventions use
τk to denote the Pauli matrices (with the same matrices acting in electron-spin space
being denoted σk).
With these choices the electromagnetic field equations (2.6) become
∇ · E = ∂νF 0ν = −ieΨγ0Ψ + Ze δ3(x) ,
(−∂tE +∇×B)i = ∂νF iν = −ieΨγiΨ + µN ilkIk∂lδ3(x) , (2.8)
where I := 1
2
τ denotes the nuclear spin vector, which is an operator in the space of
nuclear spins. These show that the nuclear part of the electromagnetic current 4-vector
is:
j0 = Ze δ3(x) , ji = µN 
ilkIk ∂lδ
3(x) . (2.9)
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Following standard practice, we work perturbatively in quantum-field interactions
like eAµΨγ
µΨ, whose contributions can be tracked by evaluating the appropriate Feyn-
man graphs for QED. In principle we would like also not to perturb in the nucleus-
generated electromagnetic fields, and so include these in the evolution of interaction-
picture fields. The boundary conditions for the interaction-picture fields therefore are
derived by following the arguments leading to (1.9), but using the contributions of both
the currents j0 and ji of (2.9) on the right-hand side of eqs. (2.8).
In interaction picture (and in Coulomb gauge) the solution to the Maxwell equa-
tions that satisfy the nucleus-dependent boundary conditions generated by the right-
hand side of (2.8) gives (1.9) as before (for the electrostatic potential), while use of the
ji boundary condition11 generates the standard magnetic dipole field [98, 99],
A0 = A0nuc =
Ze
4pir
, A = Anuc + Arad =
µ× r
4pir3
+ Arad , (2.10)
where12 µ := µNI is the nuclear magnetic moment
13 and Arad(r, t) denotes the operator-
valued radiation component of the interaction-picture electromagnetic field (whose
boundary conditions are the standard, nucleus-independent, ones).
2.3 Lepton mode functions
The previous sections show that the Aµ-dependent terms in the action (2.5) alter the
interaction-picture electromagnetic field only by capturing the nuclear magnetic mo-
ment (and by doing so give a physical interpretation for the effective coupling µN).
Repeating the above exercise for the electron field reveals more information, however,
leading to the field equation:
0 =
(
/D +m
)
Ψ +
∫
ds δ4[x− y(s)]
{√
−y˙2
(
cs + ic2µνρσ ξˆ
µξˆν ξˆρξˆσγ5 + icF ξˆ
µξˆνγµν
)
+iy˙µ
(
cvγµ + c3µνρσ ξˆ
µξˆν ξˆρξˆσγ5γµ
)}
Ψ, (2.11)
where, as before, the lepton covariant derivative is DµΨ = (∂µ + ieAµ)Ψ. Using again
the representation (2.4) and specializing to the nuclear rest frame (and parameterizing
11In detail, the A0 boundary condition is obtained as before by straight-up integration of the field
equation over a small spherical Gaussian pillbox of radius , while the boundary condition for A comes
from a similar integration, but weighted by an l = 1 spherical harmonic [76].
12Notice µN here denotes the nuclear magnetic moment (not the nuclear magneton) including the
nuclear g-factor.
13That is, (2.10) is the classical solution obtained using the boundary condition that formally follows
from (2.8) with I regarded as a specified function. For first-quantized nuclei we may treat I as an
operator in the knowledge that Anuc ultimately appears within an expectation value between two
nuclear spins (as we see explicitly below).
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using proper time) then gives
0 =
[
γ0 (∂0 + ieA0) + γ
i (∂i + ieAi) +m
]
Ψ + δ3(x)
[
cs − icvγ0 + cF
2
ijkIkγij
]
Ψ ,
(2.12)
where the terms involving c2 and c3 are proportional to Γ5 := −iΓ0Γ1Γ2Γ3 and so vanish
in the nuclear rest frame – c.f. eqs. (2.7) – and (as above) I := 1
2
τ is the nuclear spin
(acting in nuclear-spin space).
As above, our perturbative treatment of quantum-field interactions allows the term
Arad ·ΨγΨ to be dropped in the interaction-picture evolution of the fields, though the
nucleus-generated Coulomb and magnetic-dipole fields do appear in the interaction-
picture evolution of the field operator Ψ. Away from the nuclear position eq. (2.12)
then boils down to the Dirac equation in the presence of a Coulomb potential and a
dipole magnetic field:
0 =
[−iγ0 (ω − eAnuc0 ) + γ · ∇+m]ψ + ieγ ·Anucψ , (2.13)
whereAnuc0 and Anuc are the Coulomb and magnetic-dipole contributions given in (2.10).
The delta-function terms in (2.12) contribute once the equation is integrated over
a small sphere of radius  that includes the nucleus (possibly weighted by spherical
harmonics14). For example (as described in more detail in Appendix B), for S-wave
modes integrating over a small sphere (of radius ) about the position of the delta
function implies a boundary condition
0 =
∫
d2Ω2 
2
[
γr + cˆs − iγ0cˆv + cˆF I ·Σ
]
ψ() , (2.14)
for fields at r = , where the couplings cˆi are related to the couplings appearing in Sp
by cˆi = ci/(4pi
2) and Σk is defined by γ
ij = ijkΣk, where γ
µν := − i
4
[γµ, γν ]. This
near-nucleus boundary condition fixes some of the integration constants that arise when
integrating (2.13), and thereby allows them to depend on cs, cv and cF . It is through
this dependence that nuclear properties alter atomic energy levels.
Two new steps are required in order to compute the effects of the nucleus on elec-
tronic levels. First the Dirac equation (2.13) must be solved away from the nucleus in
the presence of the dipole magnetic field, which is done in this section by perturbing
in the magnetic moment µN . The second step (performed in §2.4 below) takes these
solutions and imposes the near-nucleus boundary conditions implied by (2.14) to deter-
mine some of the integration constants found when solving (2.13). In particular these
14For the S-wave modes of later interest no weighting by spherical harmonics is necessary.
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solutions are not assumed to be bounded at the origin, and indeed the boundary con-
ditions following from (2.14) are only consistent with boundedness when the effective
couplings cs, cv, etc. all vanish. The full effect of spin-dependent finite-size nuclei on
atomic energy levels receives contributions from both of these two steps, as we now see.
2.3.1 Dirac-Coulomb modes
We start by reviewing the properties of modes, u(x, t), of the Dirac equation in the
presence of a Coulomb potential but without a dipole magnetic field. Denoting mode
energy by ω one seeks solutions of the form u(x, t) = e−iωtψ(x). Away from the origin
the function ψ satisfies:
0 =
[
−iγ0 (ω − eAnuc0 ) + γ · ∇+m
]
ψ . (2.15)
where (as above) Anuc0 is the Coulomb potential of eq. (2.10).
The standard Dirac-Coulomb Hamiltonian mode functions separate in polar coor-
dinates, and are labelled by the quantum numbers |njjz$〉 where n is the principal
quantum number, j = 1
2
, 3
2
, · · · and jz = −j,−j + 1, · · · , j − 1, j, stand for total elec-
tronic angular momentum, and $ = ± is the parity quantum number.15 Working in
a basis for which γ0 is diagonal, the corresponding mode functions are Dirac spinors
[72, 100]:
ψ =
(
Ωjljz$(θ, φ) fnj(r)
iΩjl′jz$(θ, φ) gnj(r)
)
, (2.16)
where Ωjljz$ denotes a 2-component spinor spherical harmonic,
Ωjljz$ :=
$
√
l+$ jz+
1
2
2l+1
Yl,jz− 12 (θ, φ)√
l−$ jz+ 12
2l+1
Yl,jz+ 12
(θ, φ)
 , (2.17)
with total, orbital and projected total angular momentum quantum numbers (j, l, jz).
Here the orbital quantum numbers l and l′ are related to j and parity by l = j − 1
2
$
and l′ = j + 1
2
$. Yllz(θ, φ) are the usual scalar spherical harmonics.
The functions fnj(r) and gnj(r) are the solutions to the radial part of the Dirac
equation (more about which below). Skipping details – see [64] for an enumeration of
more steps using much the same formalism, but for spinless nuclei – the radial functions
15Strictly speaking the parity of a state is (−)l where l := j − 12 $, so $ determines the parity, but
need not be equal to it for all j. This distinction does not matter in practice for the states of most
interest, for which j = 12 .
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are given by
fnj(r) =
√
m+ ω e−ρ/2
{
C ρζ−1
[
M1 −
(a
c
)
M2
]
+Dρ−ζ−1
[
M3 −
(
a′
c
)
M4
]}
,
gnj(r) = −
√
m− ω e−ρ/2
{
C ρζ−1
[
M1 +
(a
c
)
M2
]
+Dρ−ζ−1
[
M3 +
(
a′
c
)
M4
]}
,
(2.18)
where C and D are integration constants and the functions Mi are given in terms of
confluent hypergeometric functions – defined in (E.16) –M(β, γ; z) := 1F1[β; γ; z] with
different arguments:
M1 :=M (a, b; ρ) , M2 :=M (a+ 1, b; ρ) ,
M3 :=M (a′, b′; ρ) , M4 :=M (a′ + 1, b′; ρ) . (2.19)
The various parameters appearing in (2.18) and (2.19) are defined by
a := ζ − Zαω
κ
, a′ := −
(
ζ +
Zαω
κ
)
, b := 1 + 2ζ, b′ := 1− 2ζ,
c := K− Zαm
κ
, ρ := 2κr, κ :=
√
m2 − ω2, ζ :=
√
K2 − (Zα)2 , (2.20)
where K is the Dirac quantum number, defined by
K := −$
(
j +
1
2
)
= ∓
(
j +
1
2
)
for parity ± states . (2.21)
For later purposes we note that onlyM1 andM2 are bounded at the origin, and so the
the radial functions are bounded at the origin only when D = 0, as is usually chosen
when working with a point-like spinless nucleus.
Bound states have ω < m and for these normalizability at large r requires the
integration constants to be related by
−
(
D
C
)
=
Γ[1 + 2ζ] Γ [−ζ − (Zαω/κ)]
Γ[1− 2ζ] Γ [ζ − (Zαω/κ)] . (2.22)
The Dirac-Coulomb bound-state energies are then determined by choosing ω to ensure
that (2.22) is consistent with the condition on D/C that comes from the near-nucleus
boundary condition (described in more detail in §2.4).
As mentioned earlier, for a point-like spinless nucleus – i.e. in the absence of the
nucleus-dependent δ3(x) terms in (2.12) – these boundary conditions simply state that
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the solution is bounded at the origin, which implies D = 0. Using D = 0 in (2.22) then
implies the standard point-nucleus Dirac-Coulomb energy spectrum ω = ωDnj, where
ωDnj = m
√
1−
(
κDnj
m
)2
(2.23)
with
κDnj =
mZα
N and N = n
√
1− 2(n− |K|)(Zα)
2
n2(ζ + |K|) . (2.24)
Here n = 1, 2, · · · is the usual principal quantum number.
More generally, when D/C is nonzero but small the solution obtained by solving
(2.22) for ω becomes16 ωnFj$ = ω
D
nj + δωnFj$ with δωnFj$ given [64] by eq. (C.10) of
Appendix C.
In what follows it is important to keep in mind that the mode energy, ω, is not
the same as the physical single-particle energy measured in atomic systems. The entire
energy relevant to experiments includes many corrections, and (to the order required
here) takes the form
ωnFj$ = ω
D
nj + δωnFj$ + ε
mag
nFj$ + ε
QED
nFj$ + ε
rec
nFj$ . (2.25)
The first of these is the single-particle Dirac-Coulomb spectrum of (2.23), while δωnFj$
denotes the shift in the mode spectrum coming from having D/C 6= 0 when solving
eq. (2.22). As we see explicitly below, nonzero values for D/C arise when nuclei are not
point-like, and so provide part of the influence of nuclear structure on atomic spectra.
The contribution εmagnFj$ = ε
(1)
nFj$ + ε
(ho)
nFj$ contains the influence of the nuclear mag-
netic field, Anuc, which to the accuracy desired here can be computed perturbatively.
The first-order effects we denote by ε
(1)
nFj$, whose calculation is described at length be-
low. This term contains both spin-dependent point-nucleus contributions (such as the
hyperfine splitting) and spin-dependent finite-size nuclear effects. Higher-order contri-
butions, denoted ε
(ho)
nFj$, are also relevant [116], though for current precision their form
for point nuclei is sufficient.
The next contribution arises when perturbing in the radiation component of the
electromagnetic field, εQED = εpt−QEDnFj$ +ε
N−QED
nFj$ , with ε
pt−QED
nFj$ describing standard QED
corrections (such as the Lamb shift) as computed for point nuclei, and εN−QED describing
nuclear-size effects in these QED corrections.
16The subscript F anticipates that δω depends on the total atomic angular momentum quantum
number, F , through its dependence on the quantity D/C .
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The final contribution in (2.25) contains recoil corrections (those terms suppressed
by powers of m/M that are not simply the result of using the reduced mass in the non-
relativistic problem). As described above – c.f. the discussion surrounding eq. (1.6)
– this also divides into point-nucleus and a nuclear-structure piece, εrecnFj$ = ε
pt−rec
nFj$ +
εN−recnFj$ , both of which contribute at the order we work.
The next two sections compute the energy shifts δω and ε(1) in some detail, with a
view to counting systematically the number of relevant nuclear parameters. While both
types of QED corrections are relevant to modern experiments, as are recoil corrections,
we argue in §4 why these contribute only to predictions for the value of the two nuclear
parameters, rather than introducing new independent parameters themselves. As such
they are not conceptual obstacles to identifying nucleus-free observables.
2.3.2 Effects of the nuclear magnetic dipole
This section reviews the form of Dirac mode functions in the presence of the nuclear
dipole magnetic field, with the magnetic field treated perturbatively. Discussions of
this perturbation expansion are given in the literature [101–103], though for point-like
nuclei (i.e. where the unperturbed radial-mode integration constants satisfy D/C = 0).
We redo these calculations here explicitly however because nonzero D/C is required by
finite-size nuclear effects. Because this is conceptually straightforward (though tedious)
only the main features of the calculations are described here, with more details given
in Appendix D.
As described below, for the present purposes we need work only to linear order
in the nuclear spin-dependent effects. For the point nucleus it would therefore suffice
to compute the linear-order energy shift without also needing the first-order change to
the Dirac mode functions. An important change relative to the point-nucleus prob-
lem is that the determination of D/C to first-order also requires knowing the leading
perturbative corrections to the mode functions as well.
We choose a basis of zeroth-order energy eigenstates, |nFFzj$〉, that also diago-
nalize total atomic angular momentum, F = J + I, that sums nuclear spin I with the
total leptonic angular momentum J. We do so by combining the Dirac-Coulomb states
described above with nuclear spin states to make states that take definite values for F2
and Fz,
ψnFj$(r, θ, φ) := 〈r, θ, φ|nF fz; I, j;$〉0 =
(
Yj,$Ffz fnj$(r)
iYj,−$Ffz gnj$(r)
)
, (2.26)
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where the functions Yj,±$Ffz are defined in eq.(D.20) to be
Yj,$F=j+α
2
,fz
=
α√ j+ 12+αfz2j+1 Ωj,l,fz− 12 ,$√
j+ 1
2
−αfz
2j+1
Ωj,l,fz+ 12 ,$
 . (2.27)
with Ωjljz$ defined in (2.17) and the nuclear 2-component spinors defined by
η 1
2
,+ 1
2
=
[
1
0
]
and η 1
2
,− 1
2
=
[
0
1
]
. (2.28)
To avoid confusion we use square brackets to denote spinors in nuclear-spin space and
round brackets to denote the same in electron-spin space.
First-order energy shift
States with different Fz are degenerate at zeroth-order in the magnetic-moment field,
necessitating the use of degenerate perturbation theory. Consequently one seeks a basis
that diagonalizes the perturbing interaction Lint = −eγ0γ ·Anuc within the degenerate
subspace of interest. For a degenerate eigenspace with fixed j the states with definite
values of F and Fz provide precisely the required basis.
17
The first-order energy shift for these states becomes
ε
(1)
nFj$ = −
( e
4pi
) ∫ d3x r−2 ψ†γ0γ · (µ× rˆ)ψ∫
d3xψ†ψ
, (2.29)
=
(eµN
4pi
) 1
D
∫
d2Ω2
[(Yj,$
F ,fz
)†
ΣYj,−$
F ,fz
− (Yj,−$
F ,fz
)†
ΣYj,$
F ,fz
] ∫
dr f · g ,
where
Σ := i (I× rˆ) · σ and D :=
∫
dr r2
(
f2 + g2
)
, (2.30)
and we suppress the quantum numbers {n, F, j,$} on ψ and the radial functions to
avoid notational clutter.
This can be further simplified using the property Yj,−$
F ,fz
= −σrYj,$
F ,fz
, where σr :=
rˆ · σ is the radially-pointing Pauli matrix acting on the leptonic spin space, and a
17This is not to say that eigenstates with fixed F, Fz, j, jz diagonalize the entire perturbing Hamilto-
nian, since mixing between opposite parity states that share the same values of F, Fz but with different
j quantum numbers, can still occur, as has been known for some time [104, 105]. This mixing first
appears in the energy at second order in the magnetic moment, and at first-order in the corrections to
the wave-functions (as we describe in more detail later). Because its contributions to nuclear finite-size
energy shifts are smaller than the precision to which we work in this paper, we do not calculate them
in detail.
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(2I + 1) × (2I + 1) = 2 × 2 unit matrix acting in nuclear-spin space is not written
explicitly. Additionally, using
σσr =
{
1 ,−iσφ , iσθ} , σrσ = {1 , iσφ ,−iσθ} ,
(I× rˆ) · (σσr − σrσ) = −2i (Iθσθ + Iφσφ) , (2.31)
the first-order mode-energy shift simplifies to
ε
(1)
nFj$ =
(eµN
4pi
)
KXF
{ ∫
dr f · g∫
dr r2 (f2 + g2)
}
. (2.32)
This expression evaluates the angular integration as in the literature [102]
2
∫
d2Ω2
(Yj,$
F ,fz
)† (
Iθσθ + Iφσφ
)Yj,$
F ,fz
= −KXF , (2.33)
where the variable XF is defined by
XF :=
F (F + 1)− j(j + 1)− I(I + 1)
j(j + 1)
=
{
(j + 1)−1 if F = j + 1
2
−j−1 if F = j − 1
2
, (2.34)
and the final equality specializes to I = 1
2
.
The numerator of (2.34) arises ubiquitously in what follows because it is the eigen-
value of 2 I · J = (I + J)2− J2− I2 evaluated in a state with definite nuclear, electronic
and total atomic angular momentum quantum numbers I, j and F . In all of the energy
shifts discussed below the dependence on F appears through this combination, as is
ultimately required by rotational invariance.
It is convenient to extract the dimensionless combination
s :=
meµN
4pi
 1 , (2.35)
where m is (as usual) the lepton mass, because this is the small quantity that controls
the size of nuclear-spin effects. Because our focus is on nuclear finite-size effects, and
because current experimental precision for both atomic and muonic Hydrogen is insen-
sitive to finite-size effects at order s2, for our purposes it suffices in what follows to
work to linear order in s. At this order (2.32) implies the energy shift is
ε
(1)
nFj$ =
sKXF
m
{ ∫
dr f · g∫
dr r2 (f2 + g2)
}
=: −4sKXF
(
κ3
m2
)(
N
D
)
. (2.36)
The last equality of (2.36) evaluates the radial matrix elements inside the braces,
for which both numerator and denominator naturally divide up into three parts. That
is, defining ∫ ∞
0
dr f · g =: −C
2
2
N (2.37)
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one finds
N = Npt +
(
D
C
)
N1 +
(
D
C
)2
N2 , (2.38)
and defining D as in (2.30),
D :=
∫
dr r2
(
f2 + g2
)
=
C 2m
(2κ)3
D , (2.39)
implies it can be written
D = Dpt +
(
D
C
)
D1 +
(
D
C
)2
D2 . (2.40)
In these expressions the subscript ‘pt’ labels the contribution of a point-like nucleus
(i.e. one for which the radial mode functions have D = 0) and the remaining D-
dependent terms represent the nuclear-size dependent contributions (described in more
detail below). An explicit factor of the integration constant C 2 is factorized out of
these definitions to emphasize how the energy shift depends only on the ratio D/C ,
and not on each of these constants separately.
The contributions to (2.38) and (2.40) are given in terms of a basic class of integrals
of the form,
I(p)ij :=
∫ ∞
0
dρ e−ρρpMiMj, (2.41)
where i, j = 1, 2, 3, 4, corresponding to the functions Mi defined in (2.19), and p is a
real number that depends on which of the Mi appearing in (2.18) are relevant. For
some of the choices of p encountered below the integrals I(p)ij diverges at the ρ → 0
limit, a divergence that below gets renormalized into the effective coupling cF .
Explicit formulae for N and D obtained by performing these integrals are given in
eqs. (E.14) and (E.15) of Appendix §E, which state
Npt =
[
I(2ζ−2)11 −
(a
c
)2
I(2ζ−2)22
]
, (2.42)
and
N1 = 2
[
I(−2)13 −
(
aa′
c2
)
I(−2)24
]
N2 = I(−2ζ−2)33 −
(
a′
c
)2
I(−2ζ−2)44 , (2.43)
while
Dpt =
[
2I(2ζ)11 −
4ω
m
(a
c
)
I(2ζ)12 + 2
(a
c
)2
I(2ζ)22
]
, (2.44)
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and
D1 = 2
[
2I(0)13 −
2ω
m
(
a′
c
)
I(0)14 −
2ω
m
(a
c
)
I(0)23 + 2
(
aa′
c2
)
I(0)24
]
(2.45)
D2 = 2
[
I(−2ζ)33 −
2ω
m
(
a′
c
)
I(−2ζ)34 +
(
a′
c
)2
I(−2ζ)44
]
.
The integrals appearing in N1, N2, D1 and D2 are the ones that can diverge as ρ→ 0,
and when present this divergence is regularized by restricting the integration to ρ > η
(or, more simply, using dimensional regularization) as described in Appendix E.
As a check, consider first the point-nucleus contributions, Npt and Dpt. These
involve only the confluent hypergeometric profiles, M1 and M2 and converge in the
limit ρ→ 0, making them easy to evaluate (for details see Appendix E), leading to
Npt =
(−2) [Γ[1 + 2ζ]]2 Γ [1− ζ + Zαω
κ
] (
Zαm
κ
)
(4ζ2 − 1)(2ζ)Γ [1 + ζ + Zαω
κ
] (
K− Zαm
κ
) (1− 2Kω
m
)
,
Dpt = −
4 [Γ(1 + 2ζ)]2 Γ
(
1− ζ + Zαω
κ
) (
Zαm
κ
)
Γ
(
1 + ζ + Zαω
κ
) (
K− Zαm
κ
) . (2.46)
Using these, the energy shift for a point-like spin-half nucleus obtained from (2.36) by
using (2.46) and D = 0 in (2.38) and (2.40) is
εhfsnFj$ = −sKXF
(
κ3
m2
)
(1− 2Kω/m)
ζ (4ζ2 − 1) (2.47)
= −KXF gpm
2(Zα)4
2M
(mr
m
)3 [1− 2K√1− (Zα)2/N 2
N 3ζ (4ζ2 − 1)
]
(Hydrogen),
where the second line specializes to Hydrogen and evaluates κ using κ = mrZα/N
with reduced mass mr = mM/(m + M) (where M is the nuclear mass) and N as
defined in (2.24) with K given in (2.21). Also used are the definition (2.35) of s and
µp = gp(Ze/2M) with gp the proton’s g-factor. When evaluated to compute the energy
difference between the nSF=1j=1/2 and nS
F=0
j=1/2 states in Hydrogen, this expression agrees
with standard results for relativistic hyperfine splitting [102, 103, 106].
So far so good, but what about non-point-like nuclei? To capture the finite-size
effects we must use the modified near-nucleus boundary condition for Ψ implied by
the nuclear effective interactions in Sp (which imply D/C 6= 0). This also requires
dealing with the divergent integrals that appear in expressions (2.43) and (2.45) for the
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magnetic-moment dependent energy shift, whose explicit form becomes
ε
(1)
nFj$ = ε
hfs
nFj$
[
1 + (D/C )(N1/Npt) + (D/C )2(N2/Npt)
1 + (D/C )(D1/Dpt) + (D/C )2(D2/Dpt)
]
(2.48)
' −sKXF
(
κ3
m2
)
(1− 2Kω/m)
ζ (4ζ2 − 1)
[
1 + Cη − c
n
+ · · ·
]
,
and in the second line c and Cη are n-independent constants. Of these c is defined
below in (3.9) and so contains the various nuclear effective couplings. Unlike c, the
constant Cη depends on the regularization parameter, η, associated with the near-
nucleus divergences described above. In practice the detailed form of Cη does not
matter in what follows because it gets absorbed into the nuclear effective coupling cF .
What makes possible the absorption of Cη into a counterterm is the fact that
neither c nor Cη depend on the principal quantum number and so the n-dependence in
(2.48) is either explicit or contained within the standard expressions (2.23) and (2.24)
for κ and ω. As shown in detail in §3, it is only because Cη does not come together
with additional n dependence that its contribution to the energy is proportional to
1/n3 and so can be absorbed into a counterterm like cF for an interaction localized at
the nucleus’ position (whose contribution to the energy is proportional to |ψ(0)|2 and
so is also ∝ 1/n3).
The same is not true of the term c/n in (2.48), whose n-dependence is a genuine
prediction. As argued below (see also Appendix E) matching to nuclear properties
implies c ∼ O[(mRZα)2] and so given that εhfs ∼ O[(Zα)4(m2/M) ∼ O[(Zα)4m2R –
with M ∼ 1/R being the nuclear mass, see e.g. (E.40) – the constant c turns out to
contribute to the energy at order m(Zα)3(mRZα)3. For electrons this is smaller than
the O[m(Zα)4(mRZα)2] and O[m(Zα)2(mRZα)3] contributions computed here.18
First-order mode-function correction
As described above, eq. (2.48) is not the whole story. Previously we have mentioned
– c.f. (2.25) – that at the accuracy of interest here finite nuclear size contributes to
electron energies in two different ways: through the contributions of D/C to19 δωnFj$
and to ε
(1)
nFj$.
In both of these contributions nuclear properties enter through the values implied
for D/C by the near-nucleus boundary conditions – such as (2.14). Since it turns
18This also makes this contribution competitive with the O[m(Zα)2(mRZα)4] contributions that
are also not computed here, but which can be important for muonic Hydrogen.
19Because we compute by perturbing using zeroth-order Coulomb bound-state wave-functions, each
of which satisfies (2.22), the new eigenstates found by perturbing with Anuc are automatically nor-
malizable assuming only that (2.22) is satisfied.
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out that calculating the implications of (2.14) for D/C requires knowing the first-
order correction to the radial wave-functions, f and g, due to the magnetic moment
interaction, we now pause to compute this.
Using standard first-order Rayleigh-Schro¨dinger perturbation theory, we find the
following leading correction to the relativistic Dirac state due to the nuclear magnetic
field:
|nFFzj$〉1 =
∑
n˜6=n
Cn˜nFFzj$
E
(0)
nFj$ − E(0)n˜F j˜$˜
|n˜FFzj$〉0 + (j˜ terms) , (2.49)
where ‘(j˜ terms)’ denote contributions coming from summing states with j˜ 6= j; terms
that can be neglected in what follows as explained in Appendix E. The displayed sum is
only over principal quantum numbers that differ from that of the state being perturbed,
and the coefficients are
Cn˜nFFzj$ = −
(
e
4piD˜
)∫
d3x r−2 ψ˜†
n˜F j˜$˜
γ0γ · (µ× rˆ)ψnFj$, (2.50)
= −
(
s
mD˜
)∫
dΩ2
(
Y j˜$˜
F ,fz
)† (
Iθσθ + Iφσφ
)Yj$
F ,fz
∫
dr
(˜
f g + g˜ f
)
,
with
D˜ :=
∫
dr r2
(˜
f2 + g˜2
)
=
C˜ 2m
(2κ˜)3
D˜ . (2.51)
defined in the same way as is D – in eq. (2.30) – but evaluated for the state ψ˜ (for more
detail see Appendix D).
Notice that the integrals D˜pt, D˜1 and D˜2 appearing in D˜, are defined in terms of
D˜ using (2.39) and (2.40) – i.e. with C → C˜ , κ→ κ˜, n→ n˜ and so on – the only new
quantity here is the radial integral in the numerator. Defining
Ns := − 1
C C˜
∫ ∞
0
dr
(˜
f g + g˜ f
)
= m(2κ˜)ζ˜−1(2κ)ζ−1 (κ˜+ κ)1−ζ˜−ζ (2.52)
×
{
Nspt +
(
D
C
)
Ns1 +
(
D˜
C˜
)
N˜s1 +
(
D˜D
C˜ C
)
Ns2
}
,
and evaluating the angular integral for (j˜, $˜) = (j,$) the first-order state correction
given in (2.49) becomes
|nFFzj$〉1 = −
∑
n˜6=n
s(2κ˜)3KXF
2m2
(
E
(0)
nFj$ − E(0)n˜Fj$
) (CNs
C˜ D˜
)
|n˜FFzj$〉0 + (j˜ terms)
=: sXF
∑̂
n˜
|n˜FFzj$〉0 + (j˜ terms) , (2.53)
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where the last equality defines the
∑̂
operator, which is therefore given by∑̂
n˜
|n˜FFzj$〉0 := −
∑
n˜6=n
4κ˜3K(4κ˜κ)ζ−1 (κ˜+ κ)1−2ζ
m
(
E
(0)
nFj$ − E(0)n˜Fj$
) (CNspt
C˜ D˜pt
)
(2.54)
×

1 +
(
D
C
)
Ns1/N
s
pt +
(
D˜
C˜
)
N˜s1/N
s
pt +
(
D˜D
C˜ C
)
Ns2/N
s
pt
1 +
(
D˜
C˜
)
D˜1/D˜pt +
(
D˜
C˜
)2
D˜2/D˜pt
 |n˜FFzj$〉0 .
The integrals Nspt,N
s
1, N˜
s
1 and N
s
2 appearing here are given explicitly in terms of in-
tegrals similar to I(p)ij in Appendix E, in eqs. (E.87) and (E.89) and subsequent para-
graphs.
The solution to the leptonic equations of motion correct to first order in s then is,
ψnFj$ =
 Yj,$F ,fz (f(0)nj$(r) + sXF f(1)nj$(r) + · · ·)
iYj,−$
F ,fz
(
g
(0)
nj$(r) + sXF g
(1)
nj$(r) + · · ·
) (2.55)
with the ellipses representing terms of order O(s2) or higher and the first-order function
corrections are given by
f
(1)
nj$(r) :=
∑̂
n˜
f
(0)
n˜j$(r) and g
(1)
nj$(r) :=
∑̂
n˜
g
(0)
n˜j$(r) . (2.56)
This concludes our perturbative calculations of the lepton modes to linear order in s.
2.4 Near-nucleus fermion boundary conditions
We next determine the values of D/C required by the fermionic boundary conditions,
obtained by a more careful treatment of the delta-function terms in the fermionic
field equation (2.12). This section quotes the main results, with more details given
in Appendix B. Because it happens that the dominant effects arise from boundary
conditions for j = 1
2
modes, we focus here on these. The relevant near-nucleus boundary
condition – applied at distance r =  from the nucleus – is given in (2.14), repeated
here for convenience
0 =
∫
d2Ω2 
2
[
γr + cˆs − iγ0cˆv + cˆF I ·Σ
]
ψnFj$() , (2.57)
where (as before) cˆi = ci/(4pi
2).
As applied to the positive parity j = 1
2
state, performing the angular integration
implies the boundary condition for the radial function becomes
cˆs − cˆv + ZF cˆF =
gn 1
2
+()
fn 1
2
+()
, (2.58)
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where ZF := 12
[
F (F + 1)− 3
2
]
= ZF+ where ZF$ is defined for j = 12 states as (see
Appendix B)
ZF$ := 2$ + 1
6
[
F (F + 1)− I(I + 1)− 3
4
]
=
2$ + 1
8
XF , (2.59)
where the last equality uses the definition (2.34) of XF . Repeating the same exercise
for the negative parity, j = 1
2
state similarly gives (see Appendix B)
cˆs + cˆv + ZF cˆF =
fn 1
2
−()
gn 1
2
−()
. (2.60)
As elaborated in Appendix B, both eqs. (2.58) and (2.60) use a compact notation that
suppresses an implicit dependence of the couplings on both F and$ (see e.g. eq. (2.61)).
As usual, there are two equivalent ways to read these last two equations. The
simplest way is to evaluate the right-hand side of these equations using the solutions
(2.18) to the radial equation, and regard them as being solved for D/C as a function
of the cˆi. This shows explicitly how the integration constants are determined by the
effective nuclear couplings. Because physical quantities (like leptonic energy levels) can
be expressed as functions of D/C they also acquire a dependence on the cˆi.
The other way to interpret these equations is as renormalization-group equations
that define the running of the renormalized couplings, cˆi. That is, if the value of  is to
be changed without modifying physical quantities (like electron energy levels), then the
explicit -dependence visible in (2.58) and (2.60) must cancel against an -dependence
that is implicit in the couplings cˆi [64, 70–72].
The remainder of this section focuses on the first of these two points of view, and
we return to the second approach in §3 below.
2.4.1 Solution for D/C
The goal is to solve eqs. (2.58) and (2.60) for the integration constant D/C , to linear
order in s. Because the explicitly calculable terms of eqs. (2.58) and (2.60) depend
on nuclear spin only through the spin-dependance of XF this suggests that the same
should also be true for the couplings cˆs,v and integration constants D/C at O(s). This
leads to the ansatz
cˆs,v = cˆ
(0)
s,v + sXF cˆ
(1)
s,v +O(s2) , (2.61)
where the first terms are the couplings found in [64] for spinless nuclei that are indepen-
dent of the total atomic angular momentum, F . The second terms are the first-order
corrections whose F -dependence is guaranteed by rotation invariance to be propor-
tional to [F (F + 1)− j(j + 1)− I(I + 1)]. The integration constants are then solved
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perturbatively in s, using(
D
C
)
=
(
D
C
)(0)
+ sXF
(
D
C
)(1)
+ · · · , (2.62)
where the F -independent part of eqs. (2.58) and (2.60) determine (D/C )(0) and (D/C )(1)
is fixed by their XF -dependent terms.
With this in mind we also expand the right-hand side of these boundary conditions
to linear order in s, using the state-correction result from first-order perturbation theory
in (2.55), to write it as,
g$
f$
=
g
(0)
$ + sXF g
(1)
$ + · · ·
f
(0)
$ + sXF f
(1)
$ + · · ·
' g
(0)
$
f
(0)
$
[
1 + sXF
(
g
(1)
$
g
(0)
$
− f
(1)
$
f
(0)
$
)
+O (s2)] , (2.63)
where $ = ± is the electron state’s parity, g(0)$ , f(0)$ are given by (2.18) and g(1)$ , f(1)$ are
given by (2.56). Because the functions g
(0)
$ , f
(0)
$ and g
(1)
$ , f
(1)
$ are themselves functions
of the ratio D$/C$, which itself can depend on nuclear spin – c.f. (2.62) – to find all
terms that appear at O(s) requires using (2.62) in (2.63), expanding in powers of s and
grouping terms.
What is important when doing so is this: because all of the O(s) terms in (2.63)
are proportional to XF both sides of eqs. (2.58) and (2.60) share the same dependence
on nuclear spin out to linear order in s. This is no accident because, to linear order,
rotation invariance implies the nuclear spin appears only through the combination I ·J,
whose matrix elements give the spin-dependence in both XF and ZF$ ∝ XF . This
shows how (D/C )(0) is determined in terms of the coefficients cˆ(0)s and cˆ
(0)
v and by
f
(0)
$ /g
(0)
$ – as in [64]. Similarly (D/C )(1) is given in terms of the O(s) parts of cˆF , cˆ(1)s
and cˆ
(1)
v together with (f
(1)
$ /f
(0)
$ )− (g(1)$ /g(0)$ ) and f(0)$ /g(0)$ .
The details of this calculation can be found at the end of Appendix F and here we
only quote the results, separately for each parity choice $ = ±.
Positive parity states
Using the small-r asymptotic form for the radial solutions of eqs. (2.18) in the parity-
even boundary condition (2.58) then gives, at zeroth order in s,
cˆ(0)s − cˆ(0)v = −χ
[
(c+ a) + (c+ a′) (D+/C+)
(0) (2κ)−2ζ
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ
]
, (2.64)
where the parameters on the right-hand side are given in eqs. (2.20) and
χ :=
√
m− ω
m+ ω
. (2.65)
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Inverting (2.64) then gives the integration constants in terms of cˆ
(0)
s − cˆ(0)v :
(
D+
C+
)(0)
= −

(
cˆ
(0)
s − cˆ(0)v
)
(c− a) + χ(c+ a)(
cˆ
(0)
s − cˆ(0)v
)
(c− a′) + χ(c+ a′)
 (2κ)2ζ , (2.66)
as is also found in [64] for spinless nuclei.
Next, consider the O(s) terms on both sides of the boundary condition (2.58) which
reads – using ZF = ZF+ = 38 XF ,
s
(
cˆ(1)s − cˆ(1)v
)
+
3
8
cˆF (2.67)
= s
 (−2)χc (a
′ − a) (2κ)−2ζ[
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ
]2 (D+C+
)(1)
+ Λ+
 ,
where Λ+ is given by
Λ+ = −
√
m+ ω˜
m+ ω
∑̂
n˜
[
C˜+(2κ˜)
ζ−1c
C+(2κ)ζ−1c˜
](c˜− a˜) + (c˜− a˜′)
(
D˜+/C˜+
)(0)
(2κ˜)−2ζ
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ

×
χ˜
 (c˜+ a˜) + (c˜+ a˜′)
(
D˜+/C˜+
)(0)
(2κ˜)−2ζ
(c˜− a˜) + (c˜− a˜′)
(
D˜+/C˜+
)(0)
(2κ˜)−2ζ
 (2.68)
− χ
[
(c+ a) + (c+ a′) (D+/C+)
(0) (2κ)−2ζ
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ
]}
,
and comes from evaluating the terms involving g
(1)
+ and f
(1)
+ in the square bracket of
(2.63). In particular, Λ+ does not depend on (D+/C+)(1).
As shown in detail in the paragraph surrounding (3.9) below, the two quantities in
the final braces in (2.68) cancel one another – at least to leading order in (Zα)2 – which
in turn ensures that Λ+ vanishes to the order we require. This simplifies enormously
the above boundary condition, whose solution for D+/C+ becomes
s
(
D+
C+
)(1)
= −
[
s
(
cˆ
(1)
s − cˆ(1)v
)
+ 3
8
cˆF
]
4χc (a′ − a) (2.69)
×
[
(c− a) + (c− a′)
(
D+
C+
)(0)
(2κ)−2ζ
]2
(2κ)2ζ .
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Eqs. (2.66) and (2.69) solve the problem of obtaining the integration constant ratio
D/C as functions of the effective couplings, cs, cv and cF , for positive-parity j =
1
2
states. The next step, in prinicple, is to use these expression in formulae like (2.36)
and (C.10) for atomic energy shifts to predict how these are influenced by finite nuclear
size. Before taking this step we first repeat the above exercise for parity-odd j = 1
2
states.
Negative parity states
Returning now to the boundary condition (2.60), repeating the same steps as before
(i.e. expanding the radial functions and integration constants to linear order in s) leads
to two separate relations that determine (D−/C−)(0) and (D−/C−)(1) in terms of cˆs, cˆv
and cˆF . The parity-odd counterpart to (2.64) is given by
cˆ(0)s + cˆ
(0)
v = −
1
χ
[
(c− a) + (c− a′) (D−/C−)(0) (2κ)−2ζ
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ
]
, (2.70)
which, when solved for the integration constants, gives(
D−
C−
)(0)
= −
 χ
(
cˆ
(0)
s + cˆ
(0)
v
)
(c+ a) + (c− a)
χ
(
cˆ
(0)
s + cˆ
(0)
v
)
(c+ a′) + (c− a′)
 (2κ)2ζ . (2.71)
as the counterpart to eq. (2.66).
Similarly, the O(s) terms of the parity-odd boundary condition (2.60) are, again
using ZF = 38 XF ,
s
(
cˆ(1)s + cˆ
(1)
v
)
+
3cˆF
8
= s
 2χ
−1c (a′ − a) (2κ)−2ζ[
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ
]2 (D−C−
)(1)
+ Λ−
 ,
(2.72)
with Λ− given by
Λ− = −
√
m− ω˜
m− ω
∑̂
n˜
[
C˜−e−κ˜(2κ˜)
ζ−1c
C−e−κ(2κ)ζ−1c˜
](c˜+ a˜) + (c˜+ a˜′)
(
D˜−/C˜−
)(0)
(2κ˜)−2ζ
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ

×
 1χ˜
(c˜− a˜) + (c˜− a˜′)
(
D˜−/C˜−
)(0)
(2κ˜)−2ζ
(c˜+ a˜) + (c˜+ a˜′)
(
D˜−/C˜−
)(0)
(2κ˜)−2ζ
 (2.73)
− 1
χ
[
(c− a) + (c− a′) (D−/C−)(0) (2κ)−2ζ
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ
]}
,
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coming from evaluating the terms involving g
(1)
− and f
(1)
− in the square bracket of (2.63).
As before, Λ− does not depend on (D−/C−)(1) and, as argued in the discussion sur-
rounding (3.13), the two terms in the final braces of (2.73) cancel to leading order,
ensuring that Λ− vanishes to the order we require. This allows the solution
s
(
D−
C−
)(1)
=
χ
[
s
(
cˆ
(1)
s + cˆ
(1)
v
)
+ 3
8
cˆF
]
2c (a′ − a) (2.74)
×
[
(c+ a) + (c+ a′)
(
D−
C−
)(0)
(2κ)−2ζ
]2
(2κ)2ζ .
3 Renormalization
So far so good. But as things stand it looks like all predictions of nucleus-induced shifts
on atomic energy levels depend explicitly on the arbitrary parameters  (the position
where the boundary conditions (2.58) and (2.60) are imposed) and η (the regularization
scale associated with the divergent integrals N1, N2, D1 and D2 – introduced e.g. below
eq. (E.42)). We now address how sensible predictions are possible despite the presence
of these arbitrary scales.
Physical predictions are possible because all of the dependence on these arbitrary
scales can be renormalized into the definitions of effective couplings like cs, cv and cF .
That is to say: what counts are physical predictions that relate observables to other
observables, and effective couplings just play a role in intermediate steps when making
these relations. For instance, in practice measurements of some observables are usually
used to determine the values of the effective couplings, and any real physical content
only emerges once these values are used to infer the numerical size of other observables
(that can themselves be measured). What is important is that all of the arbitrary
dependence on  and η cancels out once observables are related to observables. In
detail, this cancellation happens because any explicit dependence on  and η cancels
with an implicit dependence that is hidden in the values that are used for cˆs(, η),
cˆv(, η) and cˆF (, η). If  and η were varied then the inferred values these couplings
acquire on comparison to measurements also change, and they do so (by construction)
in precisely the way that is required to keep physical observables fixed.
3.1 Cancellation of -dependence
To see how this works, start first with the cancellation of -dependence. We do so first
for those nuclear finite-size contributions that do not depend on nuclear spin and then
repeat the exercise at linear order in nuclear spin.
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3.1.1 Contributions independent of nuclear spin
At one level the dependence on  that is required of the couplings cˆ
(0)
s and cˆ
(0)
v is simply
given by the boundary condition itself: eq. (2.58), provided this is interpreted as giving
the left-hand side as a function of , with the parameter (D+/C+)(0) held fixed. In
this point of view most of the information contained in (2.58) specifies the class of
trajectories along which any couplings like cˆ
(0)
s and cˆ
(0)
v must evolve in order to keep
observables independent of . The constant (D+/C+)(0) is then regarded as specifying
precisely which trajectory within this class the couplings of a particular nucleus lie.
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Figure 1: Illustration of the two categories of RG flow described by the solutions
(F.13) to the evolution equation (F.11). This figure plots the universal variable v()
against the logarithmic variable ln(/?). An example of each of the two categories of
flow is shown.
This picture is laid out in more detail in [64, 70–73] and briefly summarized for
convenience in Appendix F. The upshot is that relations like (2.64) and (2.70) can all
be regarded as special cases of equations of the form:
g() =
A(2κ)2ζ +B
C(2κ)2ζ +D
, (3.1)
where A,B,C and D are known parameters and g is a representative coupling (i.e. a
specific combination of the couplings cs, cv and cF ). For any such evolution it is possible
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to define a universal coupling v(), such that
g() =
1
2
(
A
C
− B
D
)
v() +
1
2
(
A
C
+
B
D
)
. (3.2)
and for which the evolution of v with  is simple. As is easily shown (e.g. in Appendix
F), eqs. (3.1) and (3.2) ensure that v satisfies

dv
d
= ζ(1− v2) . (3.3)
whose general solution is
v() =
(v0 + 1)(/0)
2ζ + (v0 − 1)
(v0 + 1)(/0)2ζ − (v0 − 1) =
(/?)
2ζ + y?
(/?)2ζ − y? . (3.4)
Here the first equality chooses the integration constant to ensure v(0) = v0, and the
second equality instead chooses v(?) = 0 (if y? = −1) or v(?) =∞ (if y? = +1), where
y? = sign(|v| − 1) = ±1 is a universal constant along the trajectory (in the sense that
it does not depend on ).
For ζ > 0 eq. (3.4) describes a universal flow that runs from v0 = −1 to v∞ = +1
as  flows from 0 to ∞, corresponding to the initial variable flowing from g0 = B/D
when  = 0 to g∞ = A/C as  → ∞. Plots of these flows for each choice of y? = ±1
are given explicitly in Fig. 1. Physically, this flow describes the crossover between
the two independent solutions to the radial mode equation with increasing distance
from the source at the origin [73] (i.e. in the present case, from the nucleus). This
crossover happens because the two radial solutions have different small-r asymptotic
forms (typically power laws, with powers related to the two fixed points of the above
flow equation), with one solution or the other dominating at large or small radius.
To keep things concrete we next show how things work for positive-parity j = 1
2
states, and then return to describe the extension to negative-parity states.
Positive parity
For the specific case of j = 1
2
parity-even states the evolution equation predicted by
(2.58) has the form of (3.1) if we identify g = −
(
cˆ
(0)
s − cˆ(0)v
)
/χ and use ζ =
√
1− (Zα)2
and
A
C
=
c+ a
c− a =
−1 + ζ − (m+ ω)Zα/κ
−1− ζ − (m− ω)Zα/κ ' n+ · · ·
B
D
=
c+ a′
c− a′ =
−1− ζ − (m+ ω)Zα/κ
−1 + ζ − (m− ω)Zα/κ '
4n
(Zα)2
+ · · · . (3.5)
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The approximate equalities here specialize to the leading Coulomb expression m−ω '
(Zα)2m/(2n2) + · · · and so κ ' Zαm/n + · · · as well as ζ ' 1 − 1
2
(Zα)2 + · · · , with
ellipses describing contributions suppressed by additional powers of (Zα)2.
Applying these expression – as well as χ =
√
(m− ω)/(m+ ω) ' Zα/(2n) + · · ·
– to (3.2) then shows that the evolution of the quantity
λ¯
(0)
+ := cˆ
(0)
s − cˆ(0)v = −χ
[
(c+ a) + (c+ a′) (D+/C+)
(0) (2κ)−2ζ
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ
]
, (3.6)
has the equivalent form
λ¯
(0)
+ = −
χ
2
(
c+ a
c− a −
c+ a′
c− a′
)
v
(0)
+ ()−
χ
2
(
c+ a
c− a +
c+ a′
c− a′
)
= −χ
2
(
c+ a
c− a −
c+ a′
c− a′
)[
(/?+)
2ζ + y?+
(/?+)
2ζ − y?+
]
− χ
2
(
c+ a
c− a +
c+ a′
c− a′
)
. (3.7)
Using the values given in (2.20) for the parameters a, a′ and c then gives
λ¯
(0)
+ '
1
Zα
(
v
(0)
+ − 1
)
=
1
Zα
{[
(/?+)
2ζ + y?+
(/?+)
2ζ − y?+
]
− 1
}
, (3.8)
which drops terms suppressed by (Zα)2 relative to those shown.
Comparing eqs. (3.6) and (3.7) reveals something interesting. Although the inte-
gration constant (D+/C+)(0) appears in both B and D, it completely cancels out of
the differential evolution equations, which depend only on the ratios A/C and B/D.
This shows that (D+/C+)(0) can also be regarded as the integration constant obtained
when integrating (3.3), and so carries the same information as do the parameters ?+
and y?+. Rewriting (3.7) to have the form eq. (3.6) makes this explicit:(
D+
C+
)(0)
= −y?+
(
c− a
c− a′
)
(2κ?+)
2ζ ' −16y?+(m?+)
2
n(n+ 1)
(
2Zαm?+
n
)2ζ−2
+ · · ·
=: − c
n(n+ 1)
+O[(Zα)2] , (3.9)
where the last equality defines the n-independent constant c = 16y?+(m?+)
2. Since
observable quantities (like electron energy shifts) depend on the boundary conditions
only through the value D/C , eq. (3.9) shows that observables also only depend on the
renormalization-group invariant parameters, like (?, y?), that characterize the effective
couplings.
Another important property of (3.8) is its n-independence, at least at leading order
in (Zα)2. This considerably simplifies the O(s) renormalization story, starting with
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being responsible for the vanishing of Λ+ as defined in (2.68). In particular, notice that
the contents of the final braces in (2.68) have the form λ¯
(0)
+ − ˜¯λ(0)+ where ˜¯λ(0)+ and λ¯(0)+
differ only by being evaluated using different quantum numbers – such as n˜ and j˜ as
opposed to n and j and so on. But because (3.8) is independent of these state quantum
numbers it follows that ˜¯λ(0)+ = λ¯(0)+ to the accuracy to which we work. Furthermore, as
mentioned above (and is seen explicitly below), the n-dependence appearing in (3.9) is
precisely what is required to reproduce the proper energy shifts found in the literature
for non-Coulomb nuclear structure related energy shifts [29, 106].
Negative parity
We next repeat the above story for nuclear-spin independent interactions, but for j = 1
2
negative-parity states. At zeroth order in s the relevant boundary condition [64, 72] is
as given in (2.70)
λ¯
(0)
− := cˆ
(0)
s + cˆ
(0)
v = −
1
χ
[
(c− a) + (c− a′) (D−/C−)(0) (2κ)−2ζ
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ
]
, (3.10)
which defines the variable λ¯
(0)
− . This again shows how cˆ
(0)
s + cˆ
(0)
v must depend on 
to ensure that physical quantities do not. It also falls into the category of evolution
considered in (3.1), with g = −λ¯(0)− χ = −
(
cˆ
(0)
s + cˆ
(0)
v
)
χ and
A
C
=
c− a
c+ a
=
1− ζ − (m− ω)Zα/κ
1 + ζ − (m+ ω)Zα/κ ' −
1
4n
(Zα)2 + · · ·
B
D
=
c− a′
c+ a′
=
1 + ζ − (m− ω)Zα/κ
1− ζ − (m+ ω)Zα/κ ' −
1
n
+ · · · . (3.11)
The universal evolution equivalent to (3.10) then is
λ¯
(0)
− = −
1
2χ
(
c− a
c+ a
− c− a
′
c+ a′
)
v
(0)
− ()−
1
2χ
(
c− a
c+ a
+
c− a′
c+ a′
)
(3.12)
= − 1
2χ
(
c− a
c+ a
− c− a
′
c+ a′
)[
(/?−)
2ζ + y?−
(/?−)
2ζ − y?−
]
− 1
2χ
(
c− a
c+ a
+
c− a′
c+ a′
)
,
whose leading form for small Zα is
λ¯
(0)
− ' −
1
Zα
(
v
(0)
− − 1
)
= − 1
Zα
{[
(/?−)
2ζ + y?−
(/?−)
2ζ − y?−
]
− 1
}
, (3.13)
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which again drops terms suppressed by (Zα)2 relative to those shown. Rewriting (3.12)
to have the form eq. (3.10) allows (D−/C−)(0) to be expressed in terms of ?− and y?−,
giving (
D−
C−
)(0)
= −y?−
(
c+ a
c+ a′
)
(2κ?−)2ζ (3.14)
' −4y?−
(
n− 1
n3
)
(Zαm?−)2
(
2Zαm?−
n
)2ζ−2
+ · · · .
Note the O[(Zα)2] suppression of this relative to the corresponding result (3.9) in the
parity-even case, as expected due to the near-nucleus suppression of l = 1 electronic
states relative to l = 0 wave functions.
3.1.2 Nuclear-spin dependent contributions
The arguments made to this point are special cases of those used for spinless nuclei in
[64]. This section now extends these considerations to include terms at linear order in
s, focussing in turn on j = 1
2
states with even and odd parity.
Positive parity
Consider first the apparent -dependence coming from the O(s) part of the boundary
condition (2.58), as given explicitly in (2.67). As in previous sections the -dependence
of the couplings can be read off directly from the boundary condition, which in this
case states that
λ¯
(1)
+ := cˆ
(1)
s − cˆ(1)v +
3
8
(
cˆF
s
)
(3.15)
= −χ
(
D+
C+
)(1)
2c (a′ − a) (2κ)−2ζ[
(c− a) + (c− a′) (D+/C+)(0) (2κ)−2ζ
]2 .
This expression uses the positive-parity results $ = +1 and 2$+ 1 = 3. It is useful to
trade the dependence on (D+/C+)(0) in this expression for ?+ using (3.9), leading to
λ¯
(1)
+ = −
[
2χc(a′ − a)
(c− a)2
]
(/?+)
2ζ
[(/?+)2ζ − y?+]2
(
D+
C+
)(1)
(2κ?+)
−2ζ . (3.16)
Just like in previous sections, the requirement that observables remain -independent
requires λ¯
(1)
+ (and so also its particular combination of cˆ
(1)
s , cˆ
(1)
v and cˆF ) must vary with
 as indicated in this expression, with (D+/C+)(1) held fixed. Notice, in particular, that
this coupling evolution does not require any new invariant parameters beyond ?+ and
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Figure 2: A plot of how λ¯
(1)
+ (, η) runs as a function of  (with η fixed), based on (3.16).
The RG-invariant scale ?+ appearing here is the same one that also labels the running
of the spin-independent interactions in λ¯
(0)
+ . The vertical scale is arbitrary because this
depends on choices made for the value of η, as described in the main text.
y?+ already encountered in the running of λ¯
(0)
+ . With these definitions the expression
(2.69) for (D+/C+)(1) becomes
s
(
D+
C+
)(1)
= −(c− a)
2(2κ?+)
2ζ
2χc (a′ − a)
[(

?+
)2ζ
− y?+
]2 (?+

)2ζ [
s
(
cˆ(1)s − cˆ(1)v
)
+
3cˆF
8
]
,
' −8Zα(m?+)
2
n(n+ 1)
(
2Zαm?+
n
)2ζ−2 [(

?+
)2ζ
− y?+
]2 (?+

)2ζ
(3.17)
×
[
s
(
cˆ(1)s − cˆ(1)v
)
+
3cˆF
8
]
.
There is an important difference between this expression and previous discussions.
The difference is that s
(
cˆ
(1)
s − cˆ(1)v
)
+ 3
8
cˆF = λ¯
(1)
+ = λ¯
(1)
+ (, η) must also depend on
the other regularization parameter, η, in order to cancel the explicit η-dependence
hidden in Cη in expressions like (2.48). This η-dependence is hidden in the couplings
cˆ
(1)
s , cˆ
(1)
v and cˆF since these are the parameters whose renormalization absorbs this
particular dependence. So although the -dependence of s
(
cˆ
(1)
s − cˆ(1)v
)
+ 3
8
cˆF cancels
the explicit -dependence in (3.17), the same cannot be true for the η dependence,
implying (D+/C+)(1) is implicitly a function of η. The ultimate cancellation of this
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η-dependence is described below after first summarizing how the -dependence cancels
for parity-odd states at O(s).
Negative parity
Consider first the apparent -dependence coming from the O(s) part of the boundary
condition (2.60), as given explicitly in (2.72). For negative parity this states that
λ¯
(1)
− := cˆ
(1)
s + cˆ
(1)
v +
3
8
(
cˆF
s
)
(3.18)
=
1
χ
(
D−
C−
)(1)
2c (a′ − a) (2κ)−2ζ[
(c+ a) + (c+ a′) (D−/C−)
(0) (2κ)−2ζ
]2 .
Trading the dependence on (D−/C−)(0) in this expression for ?− using (3.14) then gives
λ¯
(1)
− =
[
2c(a′ − a)
χ(c+ a)2
]
(/?−)2ζ
[(/?−)2ζ − y?−]2
(
D−
C−
)(1)
(2κ?−)−2ζ . (3.19)
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Figure 3: The running of λ¯
(1)
− as a function of , based on (3.19). The RG-invariant
scale ?− is the same as the scale controlling the running of λ¯
(0)
− . For plotting purposes
we hold η fixed and so the vertical axis has an arbitrary scale that depends on the
precise values chosen for η.
As before, this shows how λ¯
(1)
− (and so also the particular combination of cˆ
(1)
s , cˆ
(1)
v
and cˆF characteristic of negative parity states) must vary with , with (D−/C−)(1) held
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fixed, in order to keep observables -independent. The solution, (2.74), for (D−/C−)(1)
then becomes
s
(
D−
C−
)(1)
=
χ(c+ a)2(2κ?−)2ζ
2c (a′ − a)
[(

?−
)2ζ
− y?−
]2 (?−

)2ζ {
s
[
cˆ(1)s + cˆ
(1)
v
]
+
3cˆF
8
}
,
' 2(n− 1)(Zα)
3(m?−)2
n3
(
2Zαm?−
n
)2ζ−2
(3.20)
×
[(

?−
)2ζ
− y?−
]2 (?−

)2ζ {
s
[
cˆ(1)s + cˆ
(1)
v
]
+
3cˆF
8
}
,
again exhibiting a P -wave (Zα)2 suppression relative to the parity-even case. This
evolution is shown in Figure 3.
3.2 Cancellation of η-dependence
We now return to describing how divergent η-dependence found in earlier sections gets
renormalized.
To this end recall that to linear order in s the nuclear-structure contribution to
electronic energy levels has the form given in (2.25), of which the main focus in this
section is on the first two terms on the right-hand side:
δωnFj$ + ε
(1)
nFj$ =
(
δω
(0)
nFj$ + δω
(1)
nFj$
)
+
(
εhfsnFj$ + δε
(1)
nFj$
)
. (3.21)
Here δω
(0)
nFj$ and δω
(1)
nFj$ are the spin-independent and O(s) contributions to δωnFj$,
given by using D/C = (D/C )(0) + s(D/C )(1) in the energy expression (C.10), while
εhfsnFj$ is the hyperfine (point-nucleus but nuclear-spin dependent) energy shift of eq. (2.47)
and
δε
(1)
nFj$ = ε
hfs
nFj$
[
1 + (D/C )(N1/Npt) + (D/C )2(N2/Npt)
1 + (D/C )(D1/Dpt) + (D/C )2(D2/Dpt)
− 1
]
= εhfsnFj$
[(
D
C
)(0)(
N1
Npt
− D1
Dpt
)
+ · · ·
]
(3.22)
' εhfsnFj$
[
Cη − c
n
+ · · ·
]
,
is the nuclear-structure part of the contribution to ε
(1)
nFj$ of eq. (2.48) once ε
hfs
nFj$ has
been subtracted out.
The issue to be addressed arises because the integrations appearing in δε
(1)
nFj$ di-
verge in the near-nucleus (r → 0) limit; a divergence that is dealt with using a regulation
– 43 –
parameter η. This section traces how this unphysical η-dependence is renormalized by
the effective couplings cˆ
(1)
s , cˆ
(1)
v and cˆF that appear in δω
(1)
nFj$ through its dependence
on (D/C )(1) (such as, e.g., eq. (3.17)).
To display this cancellation explicitly we require the dependence of δω
(1)
nFj$ on
(D+/C+)
(1). This is found by expanding the general result (C.10) of Appendix C –
found by solving (2.22) for nonzero D/C . Specializing (C.10) to positive-parity, j = 1
2
states one finds
δω
(0)
n 1
2
+
' −
κ3Dn(n+ 1) (D+/C+)
(0)
[
1− (2− 2ζ) (Hn+1 + γ)
]
2m2ZαH
' 8y?+(Zα)
2m(m?+)
2
n3H
(
2Zαm?+
n
)2ζ−2
+ · · · , (3.23)
and
δω
(1)
nF 1
2
+
' −sXF
[
κ3Dn(n+ 1)
2m2Zα
(
D+
C+
)(1)
+ · · ·
]
' 4(Zα)
3m(m?+)
2
n3
(
2Zαm?+
n
)2ζ−2
(3.24)
×
[(

?+
)ζ
− y?+
(?+

)ζ]2 [
s
(
cˆ(1)s − cˆ(1)v
)
+
3cˆF
8
]
XF + · · · ,
where the second lines of (3.23) and (3.24) respectively use (3.9) and (3.17), as well as
H := 1− n(n+ 1) (D+/C+)
(0) [1− 4(1− ζ) (Hn+1 + γ)]
4(1− ζ) − 5(1− ζ) + · · ·
' 1 + 4y?+(m?+)
2
(Zα)2
+ · · · , (3.25)
with Hn =
∑n
k=1 1/k being the harmonic numbers and γ being Euler’s constant. As we
shall see, matching implies m?+ ∝ mRZα and so the ratio m?+/(Zα) proves to be
small for electrons (though only order 1
2
for muons). The ellipses in these expressions
represent terms that involve additional powers of one or both of the small quantities
(D+/C+)(0) or (Zα)2.
The η-independence of the couplings is now determined by requiring physical quan-
tities not depend on η. This implies
d
dη
[
−sXF (Zα)
2m(n+ 1)
2n2
(
D+
C+
)(1)
+ δε
(1)
nF 1
2
+
+ · · ·
]
= 0 , (3.26)
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and so, using (3.22)
d
dη
(
D+
C+
)(1)
XF ' 2n
2
(Zα)2(n+ 1)
(
εhfs
nF 1
2
+
sm
)
dCη
dη
' 2XFZα
n(n+ 1)
dCη
dη
. (3.27)
Since Cη is n-independent (at leading order in Zα) and since eq. (3.17) implies
the same is also true of n(n + 1)(D+/C+)(1), it follows that the η-dependence can be
cancelled by performing an η-dependent but n-independent shift of the combination
s
(
cˆ
(1)
s − cˆ(1)v
)
+ 3
8
cˆF . The integral of (3.27) then is(
D+
C+
)(1)
=
(
D+
C+
)(1)
phys
+
2n2
(Zα)2(n+ 1)
(
εhfs
nF 1
2
+
sXFm
)
Cη
'
(
D+
C+
)(1)
phys
+
2Zα
n(n+ 1)
Cη , (3.28)
where the first term is both - and η-independent and inversely proportional to n(n+1).
Although the above discussion cancels the η-dependent part of δε
(1)
nF 1
2
+
, there is (as
always) clearly considerable freedom in choosing the finite parts of the counterterms.
We here use this freedom to define the new n-independent RG-invariant parameter F+,
through the definition (notice the resemblance to (3.9), apart from overall sign)(
D+
C+
)(1)
phys
:=
(
c− a
c− a′
)(
2ZαmF+
n
)2ζ
' 16(mF+)
2
n(n+ 1)
(
2ZαmF+
n
)2ζ−2
. (3.29)
With this definition the net spin-dependent energy shift at this order simply becomes,
δω
(1)
nF 1
2
+
+ δε
(1)
nF 1
2
+
' −sXF κ
3
Dn(n+ 1)
2m2Zα
(
D+
C+
)(1)
+ εhfs
nF 1
2
+
(
Cη − c
n
)
= −sXF
(
κ3D
m2
)[
n(n+ 1)
2Zα
(
D+
C+
)(1)
phys
+
c
n
]
(3.30)
' −sXF
[
(Zα)2m
n3
]
8(mF+)
2
(
2ZαmF+
n
)2ζ−2
+ · · · ,
where the last line drops the c/n term, as appropriate at the order we work. This is to
be compared, say, with (3.23) for δω
(0)
nF 1
2
+
.
A similar story goes through as well for j = 1
2
negative parity states, in principle
involving the definition of a new parameter F−, however we do not pursue this further
because the additional (Zα)2 suppression of P -wave states makes the contribution of
this new parameter to atomic energy shifts too small to be relevant to the order we
work. We therefore drop the parity label and in what follows simply use F := F+ to
denote the parameter relevant to nuclear spin-dependence.
– 45 –
3.3 Matching to nuclear moments
The previous sections show that without loss of generality all nuclear finite-size effects
can be described – at least out to contributions with dimension (length)3 – in terms of
the three RG-invariant parameters ?+, ?− and F .
In this section our goal is to illustrate how the values of these parameters can in
principle be calculable in terms of known nuclear moments from an underlying nuclear
model. Later sections describe how our parameters can also be obtained from precision
measurements of atomic energy levels. Besides providing some intuition for how big our
parameters should be, relating them to nuclear moments allows a check on our energy-
level calculations, which must reproduce those of specific models once specialized to
the model’s assumptions.
3.3.1 Nuclear moments
Perhaps the simplest nuclear models replace the nucleus with specified charge and
magnetization distributions, ρc and ρm, and although these are over-simplifications of
the real quantum systems, they do allow explicit calculation of finite-size effects in the
nucleus’ electromagnetic response. These distributions are normalized such that
Ze =
∫
d3x′ ρc(x′), µN =
∫
d3x′ ρm(x′), (3.31)
where (as in earlier sections) Ze is the total nuclear charge and µN is the nuclear mag-
netic moment (including the g-factor). Because atoms are so much larger than nuclei,
atomic observables tend to sample only the first few moments of these distributions,
defined by
〈rk〉c = 1
Ze
∫
d3x′ rkρc(x′) , 〈rk〉m = 1
µN
∫
d3x′ rkρm(x′) . (3.32)
For instance, the first model-independent parameterization of a nuclear-size atomic
energy shift was written down by Karplus, Klein and Schwinger for Hydrogen in [27]
for the nS1/2
20 state, giving
δω
(0)
n 1
2
+
' 2
3
(Zα)4m3r〈r2〉c , (3.33)
where mr is the reduced mass.
20Here, and in the rest of the paper we use the spectroscopic notation, nLFj , where n is the principal
quantum number, L is the orbital angular momentum quantum number, j is the total angular momen-
tum quantum number of the orbiting lepton and F is the total atomic angular momentum quantum
number (if appropriate and necessary).
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A further step was taken by Zemach in [28], who computed the influence of the
magnetization distribution to find (for total atomic spin F = 0, 1)
δω
(1)
1F 1
2
+
' −2 sXF
(mr
m
)3
(Zα)4m2〈r〉cm + · · · , (3.34)
with s as defined in (2.35) and the first Zemach moment, 〈r〉cm, being one of many such
moments defined by
〈rk〉cm = 1
ZeµN
∫
d3x′
∫
d3y′ rkρc(x′)ρm(y′) . (3.35)
Friar categorized finite-size effects [29] out to third-order perturbation theory in Zα
as a function of nuclear moments and showed (among other things) that for positive-
parity j = 1
2
(i.e. nS1/2) states they can be written as,
δω
(0)
n 1
2
+
=
2
3
(Zα)4
m3r
n3
{
〈r2〉c − 1
2
mr(Zα)〈r3〉cc − (Zα)2
[〈r3〉c〈r−1〉c
3
− IREL2 − IREL3
+〈r2〉c
(
Hn−1 + γ − 13n
2 + 4n− 9
4n2
+
〈
ln
[
2mr(Zα)r
n
]〉
c
)]
+m2r(Zα)
2
[
INR2 + I
NR
3 +
2
3
〈r2〉c
(〈
r2 ln
[
2mr(Zα)r
n
]〉
c
(3.36)
+〈r2〉c
(
Hn−1 + γ − 4n+ 3
3n
))
+ 〈r3〉c〈r〉c + 〈r
4〉c
10n2
+ 〈r5〉c〈r−1〉c
]}
+ . . . ,
where Hn are again the harmonic numbers – defined below (3.25) – while γ is Euler’s
constant, the ellipses represent terms of order (Zα)7 or higher, and INR2 , I
NR
3 , I
REL
2 , I
REL
3
are parametric integrals whose detailed form plays no role in what follows (but, for those
interested, can be found in [29]).
Calculations like these based on fixed distributions of charge and magnetization
miss dynamical effects, such as those due to nucleon motion and polarizability (that
are not included in [29]). These effects are included in the modern approaches to pre-
cision atomic calculations that dominate the more recent literature [50, 52, 55, 57],
which involve more detailed modelling of nucleon substructure, nucleon motion and
inter-nucleon interactions. Some of the results of these more sophisticated calcula-
tions nonetheless overlap with eqs. (3.36) and (3.38), typically when describing ‘elastic’
contributions (for which the nucleus is assumed to remain unexcited within internal
lines when evaluating the relevant Feynman graphs – such as those describing virtual
photon exchange with the orbiting lepton). Other contributions fall outside the above
expression, such as those inelastic contributions that sum over excited nuclear states
and are related to the electric and magnetic polarizabilities of the nucleus. As can be
– 47 –
seen in calculations for deuterium in [45, 57], the split between elastic and inelastic
contributions can be artificial, and they are better considered together.
Combining these dynamical effects [57] with the results given above then gives (for
the nuclear-spin independent shift of nS1/2 states),
δω
(0)
n 1
2
+
=
2
3
(Zα)4
m3r
n3
{
〈r2〉c − 1
2
mr(Zα)〈r3〉effcc − (Zα)2〈r2〉c
(
Hn−1 + γ +
9
4n2
− 1
n
−3 + ln
[
2mr(Zα)
n
]
+ ln[〈rC2〉]
)
+m2r(Zα)
2
[〈r4〉c
15n5
(3.37)
+
2
3
〈r2〉c〈r2〉c
(
Hn−1 + γ − 1
n
+ 2 + ln
(
2Zαmr〈rC1〉
n
))]}
+ . . . ,
where the ellipses now only denote terms of order O ((Zα)7) or higher, 〈r3〉effcc is an
effective radius that takes into account the inelastic contributions of the two-photon
Coulomb exchange21, and 〈rC2〉, 〈rC1〉 are again other nuclear moments, whose defini-
tions from [57] we do not repeat here as they do not qualitatively contribute to our
discussion.
For some purposes it is also necessary to know similar results for the nucleus-
induced energy shift for parity-negative j = 1
2
states (nP1/2). These are suppressed by
the small size of the wave-function at the nucleus, which introduces two more powers
of Zα, with the result coming from a static nuclear charge distribution [29] to order
O [(Zα)6] given by
δω
(0)
n 1
2
− =
n2 − 1
3n5
(Zα)4m3r
{
1
2
(Zα)2〈r2〉c + 1
15
(Zα)2m2r〈r4〉c
}
+ . . . , (3.38)
where the ellipses again denote terms higher order in (Zα). Nuclear finite-size related
polarizability contributions for Hydrogen do not yet contribute at order (Zα)6 for P -
states and so can be ignored. (Even if present, such terms would not change the
arguments made below.)
Energy shifts sensitive to nuclear spin – such as (3.34) – are also relevant at order
(Zα)6, since – c.f. eq. (2.35) – for Hydrogen s ∼ (m/M)(Zα). Since m/M ∼ Zα
for electrons the result (3.34) suffices to present experimental accuracy for ordinary
Hydrogen, but the larger muon mass (and high experimental precision) implies that
corrections involving both nuclear structure and spin can also be important for muonic
Hydrogen. These are written in terms of momentum-space integrals over the proton
21There is a cancellation between the original 〈r3〉cc term in (3.36) (known as the Friar moment)
and a certain part of the polarizability [45] but since the inelastic contributions at this order depend
on the lepton quantum numbers the same way as the elastic contributions they can be combined to
define the effective nuclear moment, 〈r3〉effcc .
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form-factors in [107], and a position-space equivalent is calculated in [56] as a part
of elastic nuclear-structure corrections, leading (in our notation – see eq. (2.25) and
(3.21)) to the total spin-dependent result
δω
(1)
nF 1
2
+
+ δε
(1)
nF 1
2
+
' −sXF
n3
{
2
(mr
m
)2
(Zα)4m2r〈r〉cm −
4
3
(Zα)5m3r〈r2〉c
[
− 1
n
+ γ +Hn−1
+ ln
(
2Zαm〈rpp〉
n
)
+
〈r2〉m
4n2〈r2〉c
]}
+ · · · (3.39)
with atomic spin F = 0, 1 and with ellipses representing terms of (Zα)7 or higher. Here
〈rpp〉 is yet another nuclear parameter (whose detailed form is found in [56], but whose
precise definition is not needed in what follows).
3.3.2 Matching to RG-invariants
Eqs. (3.37), (3.38) and (3.39) seem to involve a lot of nuclear parameters. But while it is
true that these parameters all capture something different (and in principle measurable)
about the electromagnetic properties of nuclei, a major point in this paper (and of [64])
is that these nuclear parameter do not all appear independently if one’s interest is only
the very low energies accessed by atomic energy shifts.
The formalism used in this paper captures nuclear effects using dramatically fewer
parameters, and can do so because it expands from the get-go in powers of the small
ratio of nuclear to atomic size. It is the timely use of this low-energy approximation that
underlies its simplicity. Furthermore, it does not make assumptions about the validity
of any particular nuclear models (including dynamical effects, such as polarizabilities).
It is therefore guaranteed to capture all possible nuclear effects for atomic levels, and
must in particular include the predictions of any specific model. In particular, this
means that the energy-shift formulae (3.37), (3.38) and (3.39) must agree with those
computed in earlier sections, for some choice of the parameters ?+, ?− and F .
In this section we compare our predictions for the nucleus-generated nS1/2 and
nP1/2 energy shifts to the above results and by doing so identify (or ‘match’) how the
parameters ?+, ?− and F are related to the various moments appearing in (3.37),
(3.38) and (3.39). Doing so also shows that the traditional moments always appear
together in these three combinations, so for the purposes of calculating atomic energy
shifts there are fewer independent ‘effective’ nuclear moments than one might naively
think.
To this end, the energy shift computed for nS1/2 and nP1/2 states using the steps
above starting from (C.10), for the spin-independent nuclear-size contribution – accu-
rate to order (Zα)4m32? and (Zα)
6m32? – written using the RG-invariant ?± is given
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by [64]
δω
(0)
n 1
2
+
=
8(Zα)2
n3
(mr
m
)2
m3r y?+
2
?+
{
1 + (Zα)2
[
12n2 − n− 9
4n2(n+ 1)
(3.40)
− ln
(
2Zαmr?+
n
)
+ 2− γ −Hn+1
]}
+ · · ·
δω
(0)
n 1
2
− = +2
(
n2 − 1
n5
)
(Zα)4
(mr
m
)2
m3r
2
?− + . . . , (3.41)
where the ellipses represent terms of higher order in (Zα)2 and (m?) than those written.
In this expression we evaluate κDnj = Zαmr/N ' Zαmr/n+ · · · , with mr = mM/(m+
M) being the system’s reduced mass.
Earlier sections in this paper also compute the nuclear-size-related effects at linear
order in the nuclear spin – i.e. linear in s – using the effective couplings with dimension
(length)2 in Sp. The result obtained from (3.30) and (3.29) gives,
δω
(1)
nF 1
2
+
= −sXF 8(Zα)
2
n3
(mr
m
)2
m3r 
2
F + · · · , (3.42)
where ellipses represent terms higher order in mF and (Zα)
2 than those written (such
as the mixed hyperfine, finite-size effects for negative-parity, j = 1
2
states found in [30]).
To this same accuracy no finite-size corrections enter into the j = 1
2
negative-parity
energy shift.
We now can compare formulae to read off expressions for the RG-invariant scales ?±
and F . We do so starting with the parity-even spin-independent shifts – i.e. equating
(3.37) to (3.40), excluding the terms suppressed relative to the leading one by (R/aB)
2,
– which requires the following terms to agree for all n:
8(Zα)2
n3
(mr
m
)2
m3r y?+
2
?+
{
1 + (Zα)2
[
12n2 − n− 9
4n2(n+ 1)
+2− γ −Hn+1 − ln
(
2Zαmr
+
?
n
)]}
=
2
3
(Zα)4
m3r
n3
〈r2〉c
{
1 + (Zα)2
[
1
n
+ 3−Hn−1 − γ − 9
4n2
(3.43)
− ln
(
2Zαmr〈rC2〉
n
)]}
− m
4
r
3n3
(Zα)5〈r3〉effcc .
First off, agreement on the overall sign requires y?+ = +1. Second, although these
at first sight appear to differ in their n dependence, writing Hn+1 in terms of Hn−1
(and a little algebra) shows this to be an illusion. They agree provided only that the
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RG-invariant ?+ is chosen to be (at this order)
2?+ :=
(Zα)2
12
(
m
mr
)2{
〈r2〉c
[
1 + (Zα)2
(
1 +
1
2
ln
[(
m
mr
)2
(Zα)2〈r2〉c
12〈rC2〉2
])]
−
−1
2
mr(Zα)〈r3〉effcc
}
. (3.44)
A similar exercise for the parity odd states compares the leading term in (3.38) to
(3.41), giving agreement when
2?− :=
(Zα)2
12
(
m
mr
)2
〈r2〉c , (3.45)
to the order required. Several things are noteworthy about these expressions
• First, notice that to the order we work this also implies
?+ = ?− =: ? , (3.46)
as perhaps might have been expected for a parity-preserving nucleus. In particu-
lar, to the order we work only a single parameter controls the entire contribution
to spin-independent nuclear-size-related energy shifts.
• Second, nuclear effects ultimately enter through so few parameters because they
can only influence atomic properties by changing the value of the integration
constant D/C arising when integrating the radial mode equation. The total
number of independent parameters necessary is therefore given by the number
of integration constants available. Although each partial wave contributes an
independent integration constant, each partial wave is also suppressed at the
nuclear position by additional powers of Zα. Constants associated with higher
partial waves can only enter energy shifts once a minimal precision is required in
powers of Zα.
• Third, notice that matching implies the overall size ? ∼ ZαR, where R ∼ 1 fm
is a typical nuclear-physics scale (that arises from 〈r2〉c ∼ R2). This shows how
? encodes both the nucleus’ intrinsic size, but also the strength with which this
size is probed. Because electromagnetic forces are weak it follows that ?  R.
• Finally, matching shows that the independent parameters ? and F depend explic-
itly on the lepton mass, and so parameters as measured using atomic Hydrogen do
not directly apply to muonic Hydrogen. Although in principle this mass depen-
dence can be computed, its calculation involves more detailed information about
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the nuclear moments. From the point of view of minimizing nuclear-physics re-
lated errors we therefore treat parameters like ? as being independent for muonic
and electronic Hydrogen.
A similar comparison can be done for the spin-dependent nuclear-size contributions
– i.e. eqs. (3.42) and (3.39). Since (3.42) only works to leading-order accuracy we
restrict to comparing only with the first term in (3.39) when inferring the value for +F .
Doing so shows they agree provided we identify
2F =
(Zα)2〈r〉cm
4mr
+ · · · . (3.47)
The ellipses show that this comparison can receive corrections once the matching is
done at higher orders in the ratio of nuclear to atomic size (R/aB), or of α.
4 Predictions for energy shifts
This section takes the previous section’s results for how atomic energy levels depend on
finite nuclear size, and uses them to identify observables from which nuclear effects can
be eliminated. Most of the discussion is aimed at electrons orbiting a proton (ordinary
Hydrogen), but (motivated by the prospects of improving measurements) implications
are also explored for muonic Hydrogen.
4.1 Isolating finite-nucleus effects
The main idea is simple: electronic energy levels are given (to the accuracy needed
here) by (2.25) – and the discussion immediately following (2.25) – using also (3.21).
The result is rewritten here as
ωnFj$ = ω
pt
nFj$ + ω
NS
nFj$ , (4.1)
where
ωptnFj$ = ω
D
nj + ε
hfs
nFj$ + ε
(ho)
nFj$ + ε
QED
nFj$ + ε
pt−rec
nFj$
ωNSnFj$ = δω
(0)
nj$ + δω
(1)
nFj$ + δε
(1)
nFj$ + ε
N−QED
nFj$ + ε
N−rec
nFj$ . (4.2)
Here ωptnFj$ contains all terms that would be present for a spinning point nucleus: ω
D
nj
being the Dirac-Coulomb energy levels of (2.23) and (2.24); εhfsnFj$ given by the hyperfine
structure (2.47) caused by the point-nucleus’s magnetic moment; ε
(ho)
nFj$ containing the
higher-order magnetic moment effects for a point nucleus; εQEDnFj$ describing the series
in powers of α that give all the QED corrections to the first two (including the Lamb
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shift), also computed for a point nucleus; and εpt−recnFj$ containing all point-nucleus recoil
corrections [108] to the assumed order. All of these contributions are under good
theoretical control and can be calculated in principle with very high precision. For our
purposes all these contributions are conveniently summarized to our assumed precision
in [105] for electronic Hydrogen and in [116] for its muonic counterpart.
All of the influence of nuclear size resides in ωNSnFj$ of (4.2). Of these, the first two
terms, δω
(0)
nj$ + δω
(1)
nFj$, give the change of energy – c.f. eq. (C.10) – induced by the
change in the small-r boundary condition that the presence of the nucleus generates.
The superscripts on these expressions indicate their dependence on nuclear spin, with
δω(k) being proportional to sk, with s given in (2.35). For nS1/2 and nP1/2 states these
are given explicitly by eqs. (3.40), (3.41) and (3.42). The contribution δε
(1)
nFj$, on the
other hand, describes the nuclear-structure modifications to the hyperfine energy, given
by the F -dependent (and, in principle, c-dependent) terms in (3.30).
The rest of this section exploits the fact that nuclear effects enter into these quan-
tities (to the order computed here) only through the two independent parameters ?
and F .
The remaining nuclear terms, εN−QEDnFj$ and ε
N−rec
nFj$ , complicate the details (but not
the logic) of this exploitation, by complicating the formulae involved. These terms
represent the non-pointlike nuclear finite-size contributions to the QED corrections
and to recoil corrections, which are calculable (see below) but only depend on the value
of ? (or change the relationship between ?, F and nuclear moments), but do not
introduce any new parameters of principle.
4.1.1 Nuclear corrections to QED contributions
There are several ways that QED corrections enter into the above story. The most direct
way is as the perturbative expansion in the bulk interaction LQED int = ieAµΨγµΨ of
the bulk lagrangian (1.4). For graphs involving only electrons and photons these may
be evaluated in the usual way, with the usual results.
What is unusual about the QED Feynman rules obtained from the action given
in (1.4) and (1.5) is the Feynman rules for the nuclear degrees of freedom. In the
effective theory used here the only nuclear degrees of freedom are its first-quantized
center-of-mass position, yµ(τ), and its spin, ξµ(τ). In deriving this action all other
nuclear degrees of freedom are integrated out, leaving them to contribute to low-energy
observables only through their contributions to effective interactions like cs, cv, cF and
so on. But the graphs can nonetheless be evaluated, with the functional integration
over yµ capturing in particular nuclear-recoil effects associated with the nucleus’ motion
in response to electron/photon interactions.
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From this point of view the nuclear finite-size corrections to long-distance QED
effects are calculated by evaluating Feynman graphs involving the nuclear effective cou-
plings cs, cv and so on. No new independent constants enter in these corrections because
they are explicitly built from the same couplings that are used to define the parameters
? and F , implying the existence of a formula of the form ε
N−QED
nFj$ = ε
N−QED
nFj$ (?, F ),
whose explicit form we require in the steps outlined below.
Rather than evaluating the ci-dependent Feynman graphs (with i = s, v, F ) to
compute this function ab-initio, we instead are able to infer the result using standard
evaluations of nuclear corrections to QED effects found in the literature. The procedure
is very different for electrons and muons, so we treat them separately in what follows.
Electrons
For atomic Hydrogen one-loop QED corrections involve a vacuum polarization loop
as well as one-loop vertex corrections for both the electron and nuclear couplings.
The energy shift obtained by evaluating these graphs in a second-quantized theory of
nucleons coupled to QED gives the following nucleus-dependent QED energy corrections
[106],
εN−QED
nF 1
2
+
(e) =
2
3
(4 ln 2− 5)α(Zα)5m
3
r
n3
〈r2〉c (4.3)
+sXF
(mr
m
)2 α(Zα)4
pin3
m2r〈r〉cm
{
5
2
− 4
3
[
ln
(
Λ2
m2
)
− 317
105
]}
.
Here Λ is a nuclear energy scale related to the dipole parameterization of the nuclear
form factors used when evaluating the nuclear electromagnetic vertices in these graphs.
To translate this into a useful form for the present purposes, all of the model-dependent
variables – like Λ and the moments 〈r2〉c and 〈r〉cm – must be traded for a dependence
on the existing variables ? and F (as we know must be possible).
This is a particularly simple process for electrons, and it is simple because the
important scales circulating within the QED loops have energies of order the electron
mass. As a result they involve very high energies relative to the scales allowed in
our low-energy effective description. Because of this any QED loop-generated effects
that explicitly involve nuclear properties can only influence physics within a Compton
wavelength of the nucleus, and so from the point of view of the EFT can be described
by a local operator localized at the nuclear position. But because the action Sp of
(1.5) and (2.5) contains the most general local interactions involving the given degrees
of freedom, any nucleus-dependent QED loops can simply be regarded as shifting the
values of the effective couplings that are conceived to be functions of nuclear properties,
and so correcting the formulae (3.44) and (3.47).
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Because of this the nucleus-dependent energy shift contributed by QED loops are
given by precisely the same formulae as above – i.e. eqs. (3.40) and (3.39). Within this
picture the spin-independent and spin-dependent parts of (4.3) are completely captured
by omitting εN−QED
nF 1
2
+
and then simply by using the modified results
2? =
(Zα)2
12
(
m
mr
)2{
〈r2〉c
[
1 + (Zα)2
(
1 +
1
2
ln
[(
m
mr
)2
(Zα)2〈r2〉c
12〈rC2〉2
])
+
+ α(Zα)
(
4 ln 2− 5
)]
− 1
2
mr(Zα)〈r3〉effcc + . . .
}
, (4.4)
and
2F :=
(Zα)2〈r〉cm
4mr
{
1 +
α
pi
(
2
3
[
ln
(
Λ2
m2
)
− 317
105
]
− 5
4
)
+ · · ·
}
(4.5)
instead of (3.44) and (3.47) in the remainder of the energy shifts: eqs. (3.40), (3.41)
and (3.42).
Muons
Incorporation of nucleus-dependent one-loop QED corrections can be done in a similar
way for muonic Hydrogen, though with an important difference. The explicit one-loop
calculation has been done for muonic Hydrogen, with the result [30, 106, 109, 110]
εN−QED
nF 1
2
+
(µ) =
2
3
(4 ln 2− 5)α(Zα)5m
3
r
n3
〈r2〉c (4.6)
+XFs
(mr
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)2 α(Zα)4
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m2r〈r〉cm
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5
2
− 4
3
[
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(
Λ2
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)
− 317
105
]}
+
4
9n3
[
α(Zα)4
pi
]
m3r
{
〈r2〉c − 1
2
Zαmr〈r3〉effcc
}
Ξn 1
2
+,
and
εN−QED
nF 1
2
− (µ) = +
4
9n3
[
α(Zα)4
pi
]
m3r
{
〈r2〉c − 1
2
Zαmr〈r3〉effcc
}
Ξn 1
2
− . (4.7)
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The quantity Ξnj$ appearing here vanishes (to the order we work) for j 6= 12 , and is
given for j = 1
2
by
(Zα)2 Ξ
n
1
2
$
:=
{(
me
mr
)2
n(n− l − 1)!
[(n+ l)!]3
∫ ∞
0
dρ0 e
−ρ0ρ2l+10
[
L2l+1n−l−1(ρ0)
]2
×
∫ ∞
1
dx e−(
me
mr
) nx(Zα)ρ0
(
1 +
1
2x2
)√
x2 − 1
}
+
{
(n− 1)!
n [(n)!]3
(
n
2mr
)3(
2Zαmr
n
)
×
∫
d3ρ0
ρ0
e−ρ0L1n−1(ρ0)G
′(ρ0, 0)L1n−1(0) (4.8)
×
∫ ∞
1
dx e−(
me
mr
) nx(Zα)ρ0
(
1 +
1
2x2
) √
x2 − 1
x2
}
δ$+ ,
in which the factor of (Zα)2 is extracted so that Ξn 1
2
$ is order unity.
22
In these expressions m and mr denote, as usual, the muon mass and the muon-
proton reduced mass, mr = mM/(m + M). The electron mass is here (and only
here) denoted me to emphasize that it is not the orbital lepton’s mass, and enters
through the contribution of electrons in virtual loops. The orbital-angular momentum
quantum number l is the unique one consistent with j = l ± 1
2
and $ = (−)l, while
ρ0 = 2mrZαr/n is the non-relativistic dimensionless radial variable of the Schro¨dinger-
Coulomb problem and Lkn(x) are the associated Laguerre polynomials,
Lkn(x) =
n∑
p=0
(−1)p (n+ k)!
(n− p)!(k + p)!p! x
p . (4.9)
Finally G′(x, 0) is the reduced Schro¨dinger-Coulomb Green’s function for nS1/2 states,
which is not known for general n but is computed for n = 2 in [110] to calculate the
above radiative corrections for the 2P − 2S Lamb shift in muonic Hydrogen.
All of the terms in (4.6) that do not involve Ξn 1
2
$ come from the contributions of
virtual muon loops, and so have the same functional form as did the electron loops for
electronic Hydrogen. Because the important loop momenta for these graphs is set by
the muon mass, their contribution to nucleus-dependent effects can also be captured
by modifying the effective nuclear couplings. They consequently contribute to a shift
in ? and F of the same form as in eqs. (4.4) and (4.5), but with m and mr denoting
the muon mass and the muon-proton reduced mass.
22This factor of (Zα)2 can be displayed more explicitly by rescaling the integration variable x →
xˆ := x/(Zα).
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It is the Ξn 1
2
$ terms that are the key difference between the result (4.4) for elec-
tronic Hydrogen and (4.6) for muonic Hydrogen. These terms come from the vacuum
polarization graph, in which virtual electrons circulate within the loop. Although the
dominant momenta in this loop still have magnitudes of order the electron mass, the
electron Compton wavelength is not much smaller than the muonic Bohr radius. This
precludes absorbing this graph into the value of an effective coupling like ? or F .
To summarize, the full calculation of nucleus-induced energy shifts in muonic Hy-
drogen, including QED contributions [59, 106, 110], is captured by using the modified
parameters ? and F of (4.4) and (4.5) in the energy shift (3.40), (3.41) and (3.42),
and including only the electron loop separately, using
εN−QED
nF 1
2
+
(µ) =
16
3n3
[
α(Zα)2
pi
](mr
m
)2
m3r 
2
? Ξn 1
2
+ . (4.10)
For electronic Hydrogen this last contribution is not separately required.
4.1.2 Structure-dependent recoil corrections
The arguments used above for QED corrections apply equally well to recoil corrections.
Recoil corrections for a point nucleus are well-known, εpt−recnFj$ , ε
N−rec
nFj$ [111–114] as are
many explicit nuclear-size contributions, the leading ones of these that are not simply
due to substitutions of reduced mass into the charge-radius term give [29, 52, 108, 109]
εN−recnFj$ = −
(Zα)5
n3
(
m3r
M
)
〈r〉cm , (4.11)
where we see the Zemach radius, 〈r〉cm emerge in a spin-independent context.
What matters is that to this order the n-dependence of this result is precisely the
same as that of eqs. (3.40), and so it can be absorbed into δω
(0)
nFj$ by shifting ? from
the value given in (4.4) by adding the new contribution
δ2? = −
(Zα)3
12
(
m
mr
)2 〈r〉cm
M
. (4.12)
The upshot is that these nuclear recoil terms, though numerically significant, only
modify the relationship between ? and nuclear properties; what they do not change is
the functional form of (3.40) as a function of ?.
4.1.3 Observables
The above sections use a first-quantized EFT to compute all spin-independent nuclear-
size contributions to atomic energy levels that arise at orders (Zα)4m3R2, (Zα)5m4R3
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and (Zα)6m3R2, plus all contributions linear in nuclear spin out to order sm2R(Zα)4.
We show that the results agree with the extant calculations in the literature [105, 106,
116]. Most importantly these calculations show that, on very general grounds, the many
nuclear moments that arise in standard calculations are all captured as contributions
to only two independent effective parameters, our ? and F . In this section we use
these results to predict the size of numerous atomic transition energies. By fitting the
two parameters ? and F themselves from well-measured atomic transitions we remove
the usual nuclear uncertainties from these calculations.
We focus first on atomic Hydrogen, since for this many more transitions are mea-
sured, but these same techniques can equally well be applied to muonic Hydrogen. The
main difference for muonic Hydrogen is the relative scarcity of measured transitions,
though those that have been measured have been done with spectacular accuracy. We
provide a single prediction for a soon-to-be-measured muonic Hydrogen transition at
the end of this section.
As ever, our starting point is the energy-level expressions (4.1) and (4.2), repro-
duced again here:
ωnFj$ = ω
pt
nFj$ + ω
NS
nFj$ , (4.13)
where (4.2) gives the point-nucleus contribution, and is regarded here to be a known
quantity (since our focus is on nuclear contributions), evaluated to any desired accuracy.
Eq. (4.2) also gives the nuclear-size part of the level shifts as
ωNSnFj$ := δω
(0)
nj$ + δω
(1)
nFj$ + δε
(1)
nFj$ + ε
N−QED
nFj$ , (4.14)
where the first three terms are considered in detail in this paper given by (3.40), (3.41),
(3.42) and (3.22), in which the parameters y?+ = +1, as well as ? and F first arise.
The final term is the nuclear QED radiative correction εN−QEDnFj$ of (4.10), that only
need be considered for muonic Hydrogen (because, as shown above, all of the other
nucleus-dependent QED effects can be absorbed into (3.40), (3.41) and (3.42) when
one uses (4.4) and (4.5) for ? and F rather than (3.44) and (3.47)). ε
N−rec
nFj$ is omitted
from this formula because it can also be absorbed into (3.40) through the shift (4.12).
In practice the nuclear corrections of interest here are only important for j = 1
2
states;
the case to which we specialize below.
Of course, the observables of experimental interest are not atomic energies, they
are the frequencies, ν
(
nLFj − n′L′j′F ′
)
, of radiation emitted in a transition between an
initial state nLFj and a final state n
′L′j′
F ′ . These are what can be measured with great
precision, and are given in terms of energy differences of the initial and final states,
ν
(
nLj
F − n′L′j′F
′
)
=
(
ωptnFj$ − ωptn′F ′j′$′
)
+
(
δωNSnFj$ − δωNSn′F ′j′$′
)
+
(
εN−QEDnFj$ − εN−QEDn′F ′j′$′
)
.
(4.15)
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The next two sections use the two best-measured values for these frequencies to
determine ? and F , from which predictions can be made for all other levels without
introducing any uncertainties associated with the model-dependence of explicit nuclear
calculations. What makes this strategy work is the observation that only these two
parameters are needed, to the accuracy we work. All of the many potentially relevant
nuclear moments that are naively needed to this accuracy actually only appear in
atomic energy shifts through the two formulae (4.4) and (4.5) that predict the values
for the two parameters ? and F . But one never need compute these two parameters
from moments if one instead infers them directly from atomic experiments.
Precisely how many parameters are required for any given accuracy? The answer
depends on the number of powers of Zα and in R/aB one wishes to keep (where aB
is the relevant Bohr radius and R ∼ 1 fm is a typical nuclear length scale), since this
controls when the values of new integration constants like D/C for higher spherical
harmonics become needed. Table 1 gives the size of various nuclear contributions to
energy levels, obtained by estimating the size of nuclear moments to be 〈rk〉 ∼ Rk. For
each order in the expansion in powers of Zα and R/aB ∼ mRZα, this table also shows
how many parameters are in principle required.
Estimates for the numerical size of each contribution is given in Table 1 for both
atomic Hydrogen (for which mRZα  Zα), and for muonic Hydrogen (for which
mRZα ∼ Zα). We consider each of these two cases in turn.
4.2 Atomic Hydrogen
In atomic Hydrogen the three most accurately measured transitions are [6, 8, 105]
ν
(
1SF=11
2
− 1SF=01
2
)
=: ν1Shfs = 1 420 405.751 768 (1) kHz,
ν
(
2SF=11
2
− 2SF=01
2
)
=: ν2Shfs = 177 556.834 3 (67) kHz, (4.16)
ν
(
2SF=11
2
− 1SF=11
2
)
=: ν21 = 2 466 061 102 474.806 (10) kHz,
which have experimental errors of size 10−6 kHz, 6.7 × 10−3 kHz and 10−2 kHz respec-
tively. A large library of other measured transitions having experimental errors of 1
kHz or worse is given in [6], and similar precision also arises in more recent experiments,
such as the recent 3SF=11
2
− 1SF=11
2
and Lamb shift measurements of atomic Hydrogen
in [25] and [26] respectively. Many of these transitions are reproduced here in Tables 5
through 7.
As Table 1 shows, for atomic Hydrogen the two parameters ? and F suffice to
describe nuclear contributions to atomic energy shifts down to an accuracy of about
10−3 kHz, which is much smaller than the ∼ 1 kHz experimental accuracy listed [6]
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for most of the transitions appearing in Tables 5 through 7. For ease of comparison,
contributions of order 10−3 kHz are shaded in green in Table 1. Notice in particular
that these estimates show that the contributions of δε
(1)
nFj$ coming from c in (2.48),
which first arise at order sm3R2(Zα)5, are too small to be relevant at an accuracy of
a Hz, and so can be neglected in what follows.
Fitting for ? and F
Before providing more precise numerical estimates for nuclear transitions we provide the
explicit formulae to be used to obtain them. Recalling that all ? and F dependence
appears in eqs. (3.40), (3.41) and (3.42) and that (3.22) can be neglected, and that
we can set y?+ = +1 and (for electrons) ε
N−QED
nFj$ = 0, the nucleus-dependence of the
parity-even j = 1
2
levels is
δωNS
nF 1
2
+
(e) =
8
n3
(
mr
me
)2
(Zα)2m3r
{
2?,e
[
1 + (Zα)2
(
2− γ −Hn+1
− ln
(
2Zαmr?,e
n
)
+
12n2 − n− 9
4n2(n+ 1)
)]
−
(gNme
2M
)
Zα 2F ,eXF
}
(4.17)
where the subscript ‘e’ again emphasizes that this expression applies only for electronic
(and not muonic) Hydrogen-like atoms with spin-half nuclei. Here XF is defined in
(2.34) and we leave factors of nuclear charge, Z, explicit in the answer (for applications
to general spin-half nuclei), although take Z = 1 for our numerical applications to
Hydrogen. As above, M denotes the nuclear mass and we write its magnetic moment
as µN = ZegN/(2M) (specializing to Hydrogen via the replacement gN → gp). The
analogous formula for parity-odd j = 1
2
states is
δωNS
nF 1
2
−(e) = 2(Zα)
4
(
n2 − 1
n5
)(
mr
me
)2
m3r 
2
?,e . (4.18)
Since terms not proportional to XF cancel from any hyperfine interval, we fix F ,e
using the experimentally measured 2S hyperfine splitting frequency (4.17). Using (for
j = 1
2
states) XF = +
2
3
for F = 1 and XF = −2 for F = 0, gives
ν2Shfs =
(
ωpt
21 1
2
+
− ωpt
20 1
2
+
)
− 8
3
(
mr
me
)2 (gNme
2M
)
(Zα)3m3r
2
F ,e . (4.19)
It is convenient to group together the experimentally measured value and the theoretical
point-nucleus effects, since these are both regarded as given when effects related to
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nuclear size are of interest. Define therefore the precisely known quantity
∆̂ωnShfs :=
(
ωpt
n1 1
2
+
− ωpt
n0 1
2
+
)
− νnShfs , (4.20)
in terms of which F ,e is accurately determined by
∆̂ω2Shfs =
8
3
(
mr
me
)2(gNme
2M
)
(Zα)2m3r 
2
F ,e . (4.21)
Notice also that these formulae also predict the nuclear-size contributions to the two
hyperfine transitions given in (4.16) are related by
∆̂ω1Shfs = 8 ∆̂ω2Shfs . (4.22)
We similarly use ν21 to fix ?,e, while using (4.21) to eliminate F ,e, and so
ν21 =
(
ωpt
21 1
2
+
− ωpt
11 1
2
+
)
+(Zα)2
(
mr
me
)2
m3r
2
?,e
{
1 + (Zα)2
[
2− γ − 17
16
− ln
(
Zαmr?,e
)]}
−8(Zα)2
(
mr
me
)2
m3r
2
?,e
{
1 + (Zα)2
[
2− γ − 5
4
− ln
(
2Zαmr?,e
)]}
−1
4
∆̂ω2Shfs + 2 ∆̂ω2Shfs , (4.23)
which can be rewritten
∆̂ω21 = −7
4
∆̂ω2Shfs (4.24)
+7(Zα)2
(
mr
me
)2
m3r
2
?,e
{
1 + (Zα)2
[
81
112
− γ − 8
7
ln 2− ln
(
Zαmr?,e
)]}
,
which defines the precisely known quantity
∆̂ω21 :=
(
ωpt
21 1
2
+
− ωpt
11 1
2
+
)
− ν21 . (4.25)
For numerical purposes it is useful to have numerical values for these quantities, which
are [105]
∆̂ω1Shfs = 58.07(57) kHz , ∆̂ω2Shfs = 7.22(57) kHz and ∆̂ω21 = 955.31(57) kHz ,
(4.26)
which also shows that (4.22) is satisfied, within the errors.
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Eq. (4.24), has the form
xe = ze (ye − ln ze) = −ze ln
(
e−yeze
)
, (4.27)
with ze := (mr ?,e)
2 and
xe := 2
(
me
mr
)2 (∆̂ω21 + 74 ∆̂ω2Shfs)
7mr(Zα)4
,
ye :=
2
(Zα)2
− 2 ln(Zα) + 81
56
− 2γ − 16
7
ln 2 . (4.28)
This is to be solved for z, and so has solutions given by branches of the Lambert
W -function23
(m?,e)
2 = eW with W := W−1
(−xe e−ye)+ ye . (4.29)
The Lambert W -function returns real values only for real arguments in the range
x > −e−1, and is double valued for arguments −e−1 < x < 0. One of the branches
takes values −1 < W0(x) < 0 while the other satisfies W−1 < −1 in this range. We
choose the branch, W−1(x), here because (mr?,e)2 is both real and small, and because
Zα  1 implies ye  1. These two statements are only consistent with one another,
and with eq. (4.29), if W (x) is order −ye for x near zero. The numerical values inferred
in this way for ? and F are given in Table 2.
Given these explicit solutions for ?,e and F ,e as functions of the two well-measured
energy differences (combined with well-understood point-nucleus theory contributions)
we may now use these to directly express predictions for the nuclear part of the energy
shift for any other energy levels, without direct reference to nuclear physics. For parity-
even j = 1
2
states this gives
δωNS
nF 1
2
+
(e) =
8
n3
(Zα)2
(
mr
me
)2
mr e
W
×
{
1 + (Zα)2
[
2− γ −Hn+1 − ln
(
2Zα
n
)
− W
2
+
12n2 − n− 9
4n2(n+ 1)
]}
− 3
n3
XF ∆̂ω2Shfs , (4.30)
while for parity-odd j = 1
2
states one instead finds
δωNS
nF 1
2
−(e) = 2
(
n2 − 1
n5
)
(Zα)4
(
mr
me
)2
mr e
W . (4.31)
23W (z) is defined as the solution to W (z) eW (z) = z, and is multiple-valued with branches labelled
by an integer k. The branches relevant for real z are W0(z), which is defined for z > 0, and W−1(z),
whose argument satisfies e−1 < z < 0.
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Transition
(
2SF=11/2 − 2SF=01/2
) (
2SF=11/2 − 1SF=11/2
)
Experimental value 177 556.834 3 (kHz) 2 466 061 102 474.806 (kHz)
Experimental error 0.0067 (kHz) 0.010 (kHz)
Pt. nucl. theory 177 564.05 (kHz) 2 466 061 103 430.12 (kHz)
Pt. nucl. error 0.57 (kHz) 0.57 (kHz)
Inferred param. (mF ,e)
2 (m?,e)
2
Fitted value 3.71× 10−8 2.1020× 10−11
Prop. exp. error 0.0035× 10−8 0.000034× 10−11
Prop. theory error 0.29× 10−8 0.0025× 10−11
Table 2: The experimental values (row 2), the experimental errors (row 3) and the
point-nucleus theoretical values (row 4) and errors (row 5) for the reference transitions
in atomic Hydrogen used for fixing the values of the two nuclear parameters listed in
row 6. The last 3 rows give the values inferred for these parameters (row 7) and the
errors they inherit due to the experimental uncertainty (row 8) and the precision of the
point-nucleus calculation (row 9).
Transition frequencies are then simply given by differences of the above, for different
choices for n and F .
There are three main sources of error when using expressions (4.30) and (4.31) for
transition frequencies. One of these – the ‘truncation’ error – arises because the above
expressions drop terms beyond a fixed order in Zα and mRZα. For electronic Hydrogen
this truncation puts a floor of about 0.01 kHz to the nuclear contribution to atomic
energy shifts. To this must also be added two other sources of error: the experimental
accuracy with which the input quantities ν21 and ν2Shfs are measured (with current
values given in (4.16)), and the uncertainty with which the point-nucleus prediction for
ωptnFj$ is known (which is limited in principle by the persistence of theorists). All three
sources of error can be much smaller than is permitted for explicit calculations of the
nuclear moments using nuclear models, and can also expect to improve into the future
unconstrained by limitations in nuclear modelling.
Table 3 lists several atomic levels (taken from [6] and [25, 26]) that are measured
to better than 10 kHz accuracy, and compares for each the overall size of the nuclear-
structure prediction of eqs. (4.30) and (4.31), as well as the three sources of error in
this prediction described above. Tables 5 through 7 list these similar information for a
larger class of measured transitions given in [6]. In all cases the nuclear error is much
smaller than the current experimental uncertainties. Many rows of these tables share
the same values because the only shift that is larger than 10−3 kHz in size arises from
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Transition νexp ∆E
fs ∆Eexp ∆Eth ∆Etrunc
2P F=11/2 − 2SF=01/2 909 871.7(3.2) −143.70 0.0069 0.57 0.00031
1SF=11/2 − 1SF=01/2 1 420 405.751 768(1) −57.75 0.054 4.5 0.0033
8SF=11/2 − 2SF=11/2 770 649 350 012(9) −134.348 0.0014 0.080 0.00010
8DF=2,13/2 − 2SF=11/2 770 649 504 450(8) −136.481 0.0014 0.081 0.00010
8DF=3,25/2 − 2SF=11/2 770 649 561 584(6) −136.481 0.0014 0.081 0.00010
12DF=2,13/2 − 2SF=11/2 799 191 710 473(9) −136.481 0.0014 0.081 0.00010
12DF=3,25/2 − 2SF=11/2 799 191 727 404(7) −136.481 0.0014 0.081 0.00010
3SF=11/2 − 1SF=11/2 2 922 743 278 671.5 (2.6) −1051.35 0.011 0.62 0.00079
Table 3: Transitions from [26] (row 2), from [6] (rows 3-8) and [25] (row 9) that are
measured with better than 10 kHz accuracy in atomic Hydrogen. Column 2 gives their
experimental values (with experimental errors in brackets); all values given in kHz.
Column 4 gives the nuclear-finite-size contribution to the transition energy predicted
by eqs. (4.30) and (4.31). Columns 5–7 give the uncertainties in this prediction: column
5 is the error from measurement errors in the reference transitions; column 6 gives the
error due to theoretical uncertainty in the point-nucleus finite-size effects [105]; while
column 7 is the error due to neglect of higher orders in s, Zα and R/aB = mRZα
beyond those given by green squares in Table 1. Uncertainty in values for α and Ry
give errors significantly smaller than those listed.
the shift of the S-wave state, which is common to many transitions in the list.
In our numerical evaluations of these formulae we use the values for binding ener-
gies as given in [105] to fit the two parameters ?,e, F ,e. The errors given in [105] for
the point-nucleus parts of the theory are at the 0.1 kHz level (which as these authors
report, is satisfactory for the current experimental precision). The implied uncertainty
for transition energies (and so also for F ,e) then is effectively twice as large because
transition frequencies involve energy differences. The same large uncertainty inherently
exists for ?,e, which is found through a different interval of binding energies. Currently
this error dominates both the experimental error and the ‘truncation’ uncertainty men-
tioned earlier. The good news is that the theoretical error in the point-nucleus part
of the energy differences can be made much smaller simply by including higher-order
calculations.
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4.3 Muonic Hydrogen
Lastly, we comment on how the above calculations are adapted for muonic Hydrogen.
The most accurate measurements of transitions in this system are [5, 19, 115]
νt := ν
(
2P F=23/2 − 2SF=11/2
)
= 206.292 7 (27) meV,
νs := ν
(
2P F=13/2 − 2SF=01/2
)
= 225.853 6 (43) meV, (4.32)
with an experimental uncertainty of approximately 10−3 meV.
The last column of Table 1 shows the size for muonic Hydrogen of each term in
the expansions in powers of Zα and mRZα, and in particular shows that the same
orders considered above for electronic Hydrogen – i.e. spin-independent contributions
at order m3R2(Zα)4, m4R3(Zα)5 and m3R2(Zα)6 together with the Zemach moment
contribution at m2Rs(Zα)4 – also control nuclear effects in muonic Hydrogen down to
a precision of about 0.01 meV. To this accuracy there are therefore only two nuclear
parameters relevant, ?,µ and F ,µ, whose values can be inferred using the experimen-
tal results (4.32). Once a third transition frequency is measured nucleus-independent
predictions can in principle be tested.
Calculations reaching the experimental precision of 10−3 meV, however, likely also
require including contributions at order m5R4(Zα)6 (indicated in yellow in Table 1).
Although these can be computed using the methods in this paper, we do not do so here,
for several reasons. First, proper treatment of boundary conditions to this accuracy
also requires generalizing Sp to include spin-independent effective couplings out to
dimension (length)4, and spin-dependent couplings out to order (length)3. This in turn
involves analyzing the running of the existing couplings out to higher accuracy in ρ
than was performed here. Furthermore, as Table 1 shows, this new term introduces the
additional complication that corrections to the j = 3
2
modes first become relevant at this
order, potentially introducing a new integration constant, D/C , and possibly requiring
the addition of a third RG invariant parameter. Although this requires nothing new
conceptually, it is a considerable complication that we defer to future work.
In what follows we instead work only to the 0.01 meV accuracy that our calculations
above already capture, and identify how the two independent parameters ?,µ and F ,µ
are determined by existing observations, and sketch how to use these to predict the
nuclear-structure part of the predictions for any other muonic Hydrogen levels that
might be measured in the future.
Determining ? and F
The finite-size effects in muonic Hydrogen, written in terms of RG-invariants and ap-
proximately accurate to order 10−3 meV in the spin-independent sector but only to
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10−2 meV in the spin-dependent sector are captured by the sum of the contributions
from (3.40), (3.41) and (3.42), as applied to the muon, as well as adding (4.10), giving
δωNS
nF 1
2
+
(µ) + εN−QED
nF 1
2
+
(µ) =
8
n3
(
mr
mµ
)2
(Zα)2m3r
{
2?,µ
[
1 +
(
2α
3pi
)
Ξn 1
2
+
+(Zα)2
(
2− γ −Hn+1 − ln
(
2Zαmr?,µ
n
)
+
12n2 − n− 9
4n2(n+ 1)
)]
−
(gNmµ
2M
)
(Zα)2F ,µXF
}
(4.33)
which is of almost exactly the same form as in the electronic case, except for the
term proportional to Ξnj$ (defined in (4.8)) which encodes the radiative corrections to
finite-size effects due to electron vacuum polarization. Similarly
δωNS
nF 1
2
−(µ) + ε
N−QED
nF 1
2
− (µ) = 2
(
n2 − 1
n5
)
(Zα)4
(
mr
mµ
)2
m3r
2
?,µ (4.34)
+
16
3n3
[
α(Zα)2
pi
](
mr
mµ
)2
m3r
2
?,µ Ξn 1
2
−.
We follow ref. [116] and define two useful combinations of the two measurements of
(4.32), which help isolate the complications due to the electronic vacuum polarization.
The first linear combination of measurements in [116] is largely dominated by the
hyperfine energy contributions and is useful for extracting F ,µ directly, much in the
same way as was done for the 2S hyperfine splitting in the electronic case, leading to
νs − νt =
(
ωpt
21 3
2
+
− ωpt
20 1
2
+
)
−
(
ωpt
22 3
2
+
− ωpt
21 1
2
+
)
−8
3
(
mr
mµ
)2 (mµeµp
4pi
)
(Zα)2m3r
2
F ,µ . (4.35)
In this expression the point-nuclear theory terms combine into the hyperfine splitting
combination for the 2S1/2 and the 2P3/2 states, motivating the definition
∆̂ωhfs :=
(
ωpt
21 1
2
+
− ωpt
20 1
2
+
)
−
(
ωpt
22 3
2
+
− ωpt
21 3
2
+
)
−
(
νs − νt
)
, (4.36)
in terms of which a numerical value for F ,µ can be obtained, since
∆̂ωhfs =
8
3
(
mr
mµ
)2 (mµeµp
4pi
)
(Zα)2m3r 
2
F ,µ . (4.37)
For later convenience we record the numerical value for the point-nucleus theoretical
expressions, as collected by [116]. For the transitions νs and νt of (4.32) they are
ωpt
21 3
2
+
−ωpt
20 1
2
+
= 209.9450 (26) meV and ωpt
22 3
2
+
−ωpt
21 1
2
+
= 229.6813 (34) meV, (4.38)
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while for the hyperfine intervals one has
ωpt
21 1
2
+
− ωpt
20 1
2
+
= 22.9858 (26) meV and ωpt
22 3
2
+
− ωpt
21 3
2
+
= 3.2480 (2) meV, (4.39)
which also include the state-mixing δ contribution24 [116] that is part of ε
(ho)
nFj$.
The second useful linear combination, 1
4
(νs + 3νt) is defined so that the mixed
hyperfine, finite-size effects tracked by the variable F ,µ cancel – to the accuracy used
here – and hence for our purposes also allows for a direct fit of the ?,µ parameter. The
contributions that survive in this second combination are separated by the authors of
[116] into various point-like theory effects including the traditional (2P 1
2
− 2S 1
2
) Lamb
shift, and the nuclear-size dependent piece. In our present notation this second variable
becomes
1
4
(
νs + 3νt
)
=
1
4
(
ωpt
21 3
2
+
− ωpt
20 1
2
+
)
+
3
4
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+
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2
+ − Ξ2 3
2
+
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. (4.40)
Some useful numerical values as transcribed from [116] with the help of [115] are
also quoted here later use,
1
4
(
ωpt
21 3
2
+
− ωpt
20 1
2
+
)
+
3
4
(
ωpt
22 3
2
+
− ωpt
21 1
2
+
)
= 214.8846 (11) meV,
and
2α
3pi
(
Ξ2 1
2
+ − Ξ2 3
2
+
)
= 0.0038556. (4.41)
These motivate the following definition
∆̂ωLamb :=
1
4
(
ωpt
21 3
2
+
− ωpt
20 1
2
+
− νs
)
+
3
4
(
ωpt
22 3
2
+
− ωpt
21 1
2
+
− νt
)
, (4.42)
which simplifies solving (4.40) for the value of ?,e. From here on in the argument
proceeds much as for electrons, defining
xµ = zµ
(
yµ − ln zµ
)
, (4.43)
with parameters
xµ := 2
(
mµ
mr
)2
∆̂ωLamb
(Zα)4mr
,
yµ :=
2
(Zα)2
[
1 +
2α
3pi
(
Ξ2 1
2
+ − Ξ2 3
2
+
)]
+
15
8
− 2γ − 2 ln(Zα) , (4.44)
24This is a point-nucleus mixing of the F = 1 levels for j = 12 and j =
3
2 that arises at second order
in the nuclear magnetic field.
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Transition νs − νt 14(νs + 3νt)
Exp. value (meV) 19.5609 211.1829
Exp. error (meV) 0.0051 0.0023
Pt. nucl. theory (meV) 19.7363 214.8791
Pt. nucl. error (meV) 0.0030 0.0025
Parameter (mF,µ)
2 (m?,µ)
2
Inferred value 3.51× 10−6 3.30506× 10−8
Prop. exp. error 0.10× 10−6 0.00056× 10−8
Prop. theory error 0.060× 10−6 0.00064× 10−8
Table 4: Measured transitions in muonic Hydrogen and linear combinations of these
measurements (row 2) that are useful for fitting finite-size effects. The experimental
errors are given in row 3, the point-nucleus theoretical contributions in row 4 and the
errors in these in row 5. The parameters that we fit for are given in row 6, their fitted
values are in row 7, and their uncertainty coming from the propagated experimental
error are in row 8, while that coming from propagated point-nucleus theoretical errors
are in row 9.
leads to a solution involving the Lambert W -function
(mr?,µ)
2 = eW where W := W−1
(−xµe−yµ)+ yµ . (4.45)
This last equation, with (4.37), give the required solution for both ?,µ and F ,µ
in terms of well-understood point-nucleus parts of the theory and experimental values.
Using these in (4.33) and (4.34) for other energy levels allows other transition energies
to be computed without the usual nuclear uncertainties. Predictions made in this way
are completely independent of nuclear models and their associated inaccuracies.
As an application of the predictivity of these techniques consider the planned mea-
surements of the ground state hyperfine splitting experiment of muonic Hydrogen,
whose precision is expected to be ∼ 10−4 meV [23, 24], and whose value is expected to
provide the Zemach moment of the proton to a higher accuracy. As discussed above,
to obtain this same theoretical accuracy using the techniques pursued here requires
including higher-order terms than have so far been computed. We nonetheless pre-
dict here, for illustrative purposes, the nuclear contribution to this amplitude to the
accuracy possible with the calculations given above, and find
δωNS
11 1
2
+
(µ) + εN−QED
11 1
2
+
(µ)− δωNS
10 1
2
+
(µ)− εN−QED
10 1
2
+
(µ) = −1.415(48) meV, (4.46)
with the total uncertainty resulting from a net experimental error of (0.041) meV, net
point-like theoretical error of (0.021) meV and a truncation error of (0.013) meV. For
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comparison, a similar calculation directly using (3.39) and (4.6), and simply quoting
the values of (and errors for) nuclear moments (and the parameter Λ) estimated from
nuclear models [116] instead gives
δωNS
11 1
2
+
(µ) + εN−QED
11 1
2
+
(µ)− δωNS
10 1
2
+
(µ)− εN−QED
10 1
2
+
(µ) = −1.385(47) meV, (4.47)
which are consistent with comparable quoted errors. Even if one accepts that the errors
in nuclear models used in (4.47) are well-understood, because the errors in (4.46) are
controlled only by experiments and theory calculations using point nuclei, they can
improve dramatically as these are improved, without needing new approaches to nuclear
theory.
Although not yet at an accuracy of 10−4 meV for muonic Hydrogen, we regard the
above exercise to be a proof of principle that nuclear-modelling uncertainties can be
banished for muonic Hydrogen using essentially the same steps as for atomic Hydrogen.
5 Summary and Outlook
To summarize, this paper extends earlier arguments based on first-quantized EFTs
for spinless nuclei (PPEFTs) [64, 72] to include nuclear spin. The response of ‘bulk’
electromagnetic fields and a Dirac lepton field to this point nucleus is computed in
order to capture how nuclear structure alters leptonic energy levels.
Spin is included by supplementing the nuclear center-of-mass coordinate, yµ(τ),
with Grassmann (anti-commuting) classical variables, ξµ(τ), that are also localized
on the nuclear world-line. Once quantized, the Grassman variables ξµ fill out a finite-
dimensional quantum state space that represents spatial rotations (and thereby encodes
the finite-dimensional space of nuclear spin-states). General EFT principles ensure
that such a first-quantized effective action can capture the low-energy behaviour of any
spinning nucleus provided one includes all possible interactions in the first-quantized
nuclear effective action, subject to the other symmetries of the problem and unitarity.
The effects of the effective nuclear couplings get transferred to electromagnetic and
lepton degrees of freedom through a set of matching boundary conditions [70–72] that
govern the behaviour of bulk modes in the near-nucleus regime r =   aB, where aB
is the lepton’s Bohr radius.
Experience with spinless nuclei [64, 72] shows that although there are many effective
couplings (or nuclear moments) these only turn out to contribute to atomic energy shifts
through a limited number of combinations. Ref. [64] showed that when computing
atomic energy shifts for spinless nuclei of size R, and if one is expanding energies
in a powers series in Zα and R/aB ∼ mRZα, then up to and including effects of
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order m4R3(Zα)5 or m3R2(Zα)6 all nuclear moments contribute only through a single
parameter, ?, that has dimensions of length. Although ? can depend in a complicated
way on nuclear moments – typically with ? ∼ (Zα)R – the leptonic energies themselves
are functions of these moments only through their dependence on ?.
We here show that a similar statement also holds once nuclear spin is included.
Working to the same order in Zα and mRZα, and also including similar sized nuclear-
spin-dependent terms, shows that all nuclear moments appear in atomic energies only
through two parameters, ? and F . We verify that we reproduce the explicit nuclear
calculations in the literature (to the order we work) and provide explicit expressions
for how these parameters depend on nuclear moments.
A technical issue that arises in these calculations concerns the divergences that one
finds when computing matrix elements found when perturbing in the nuclear magnetic
fields. These divergences arise because the presence of nonzero nuclear size makes modes
external to the nucleus more singular near the origin. Strictly speaking this divergent
behaviour stops once nuclear structure intervenes, but nuclear structure is not present
to do so within the PPEFT formalism, wherein nuclei are replaced by point objects
with many effective couplings. We show that sensible predictions can nonetheless be
made, because the near-nucleus divergences can be renormalized into the values of the
effective nuclear couplings.
We have carried through this EFT program and applied it to compute nuclear ef-
fects in atomic Hydrogen. We correctly capture existing results for the energy shifts due
to the charge radius, nuclear polarizabilities, Friar and Zemach moments and others,
and thereby verify that these all contribute through only the two independent param-
eters ? and F , down to contributions at the 10
−2 kHz order in atomic Hydrogen. By
fitting these two parameters to two particularly well-measured transitions, we can pre-
dict the nuclear-size contributions to a large number of energy levels listed in [6, 25, 26].
Our uncertainties are independent of nuclear models, and are currently dominated by
the precision with which pure QED corrections have been computed for point nuclei.
Our errors are reduced by at least one order of magnitude compared to what is reported
in [105] for such finite-size effects. Our results are summarised in Tables 2 and 3 for the
best measured transitions, and in Tables 5 through 7 for a broader class of transitions.
We repeat the exercise for muonic Hydrogen, with results given in Table 4. Again
two parameters suffice to capture finite-size nuclear effects down to errors of order
0.01 meV, although this is not yet competitive with the accuracy of current (and
upcoming) measurements. The required improvement is a straightforward extension
of the methods used here, making them much easier to perform than are traditional
nuclear methods.
We remark that the same techniques apply equally well to nuclear-structure con-
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tributions to energy shifts for heavier and more complicated spinning nuclei such as
deuterium, tritium, various helium isotopes, lithium and beryllium, with convergence
of the low-energy EFT expansion expected to be quickest for those nuclei with the
largest internal gap to exciting internal nuclear degrees of freedom.
In future work we hope to carry out a meta-analysis of available data for most
low-Z electronic and muonic atoms and make predictions of the finite-size effects in
transitions of these system that are relevant for future experiments [23, 24] that are
equally well unclouded by inaccuracies of nuclear moments as they only depend on
non-finite-size theory and experimental measurements.
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Transition ∆Efs (kHz) ∆Eexp (kHz) ∆Eth (kHz) ∆Etrunc (kHz)
2P F=11/2 − 2SF=01/2 −143.70 0.0069 0.57 0.00031
2P F=13/2 − 2SF=01/2 −143.70 0.0069 0.57 0.00031
3P F=11/2 − 2SF=11/2 −136.480 0.0014 0.081 0.00010
3P F=01/2 − 2SF=11/2 −136.480 0.0014 0.081 0.00010
3P F=23/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
3P F=13/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
8SF=11/2 − 2SF=11/2 −134.348 0.0014 0.080 0.00010
8DF=23/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
8DF=13/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
8DF=35/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
8DF=25/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
10DF=35/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
10DF=25/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
12DF=23/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
12DF=13/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
12DF=35/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
12DF=25/2 − 2SF=11/2 −136.481 0.0014 0.081 0.00010
3P F=11/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
3P F=23/2 − 3SF=11/2 −40.439 0.00042 0.024 0.000031
3P F=23/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
3P F=13/2 − 3SF=11/2 −40.439 0.00042 0.024 0.000031
3P F=13/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
3DF=23/2 − 3SF=11/2 −40.439 0.00042 0.024 0.000031
3DF=23/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
3DF=13/2 − 3SF=11/2 −40.439 0.00042 0.024 0.000031
3DF=13/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
3DF=25/2 − 3SF=01/2 −42.58 0.0020 0.17 0.000092
Table 5: Finite-nuclear-size effects (column 2) with three sources of errors (columns
3–5) for Hydrogen transitions listed in ref. [6] that can be measured at the 0.01kHz
level. See Table 6 (and main text) for more detailed descriptions of the column entries.
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Transition ∆Efs (kHz) ∆Eexp (kHz) ∆Eth (kHz) ∆Etrunc. (kHz)
4P F=11/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4P F=11/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4P F=01/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4P F=01/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4DF=23/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4DF=23/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4DF=13/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4DF=13/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4P F=23/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4P F=23/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4P F=13/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4P F=13/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4DF=35/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4DF=35/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
4DF=25/2 − 4SF=11/2 −17.060 0.00018 0.010 0.000013
4DF=25/2 − 4SF=01/2 −17.962 0.00086 0.071 0.000039
5P F=11/2 − 5SF=11/2 −8.7346 0.000091 0.0052 0.0000066
5P F=11/2 − 5SF=01/2 −9.197 0.00044 0.037 0.000020
5P F=01/2 − 5SF=11/2 −8.7346 0.000091 0.0052 0.0000066
5P F=01/2 − 5SF=01/2 −9.197 0.00044 0.037 0.000020
5P F=23/2 − 5SF=11/2 −8.7348 0.000091 0.0052 0.0000066
5P F=23/2 − 5SF=01/2 −9.197 0.00044 0.037 0.000020
5P F=13/2 − 5SF=11/2 −8.7348 0.000091 0.0052 0.0000066
5P F=13/2 − 5SF=01/2 −9.197 0.00044 0.037 0.000020
Table 6: More nuclear-size effects listed in [6]. Column 2 gives the nuclear-finite-
size contribution to the transition energy predicted by eq. (4.30). Columns 3–5 give
errors inherent in column 2: column 3 is the error due to uncertainty in DL/CL due
to measurement errors in the reference transitions; column 4 gives the uncertainty due
to uncertainty in the unperformed parts of the calculation not associated with nuclear
finite-size effects; column 5 is the error due to neglect of higher orders in s, Zα and
R/aB = mRZα beyond those given by green squares in Table 1. Uncertainty in values
for α and Ry give errors significantly smaller than those listed.
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Linear combination of transitions ∆Efs ∆Eexp ∆Eth ∆Etrunc
(kHz) (kHz) (kHz) (kHz)(
4P F=11/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
4P F=01/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
4SF=11/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
119.41 0.0028 0.16 0.00020(
4P F=23/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
4P F=13/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
4DF=35/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
4DF=25/2 − 2SF=11/2
)
− 1
4
(
2SF=11/2 − 1SF=11/2
)
102.35 0.0029 0.16 0.00021(
6SF=11/2 − 2SF=11/2
)
− 1
4
(
3SF=11/2 − 1SF=11/2
)
131.41 0.0031 0.17 0.00022(
6DF=35/2 − 2SF=11/2
)
− 1
4
(
3SF=11/2 − 1SF=11/2
)
126.36 0.0031 0.18 0.00022(
6DF=25/2 − 2SF=11/2
)
− 1
4
(
3SF=11/2 − 1SF=11/2
)
126.36 0.0031 0.18 0.00022
Table 7: Contribution of nuclear-size effects and the errors in this prediction for specific
linear combintions of transition energies (whose motivation comes from experimental
considerations), as taken from [6], that are observable at the 0.001 kHz level. See Table
6 for more details on the definitions of each column.
A Spin formalism
This appendix summarizes the quantization procedure for the Grassmann fields, ξµ(s),
and sketches the derivation of the final form for the nuclear action described in the
main text.
Quantization
The free spinning particle has action
S =
∫
dsL = −
∫
ds
[
M
√
−y˙2 + iξµξ˙µ
]
, (A.1)
where the configuration variables are the bosonic coordinate yµ(s) and the Grassmann
variables ξµ(s). This proves to be a constrained system because the symmetries of the
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problem (such as reparameterization invariance along the world-line) imply that these
variables and their canonical momenta are not independent.
As described in detail in [95] the canonical quantization procedure for systems
with constraints proceeds as follows. First identify the conjugate momenta and the
Hamiltonian, using
δS =
∫
ds
(
δy˙µ pµ + δξ˙
µ piµ
)
, (A.2)
and so
pµ =
∂L
∂y˙µ
=
My˙µ√−y˙2 and piµ = ∂L∂ξ˙µ = iξµ . (A.3)
In principle one wishes to invert these expressions to write the velocities, y˙µ and ξ˙µ
as functions of the momenta, and to use these to construct the Hamiltonian from the
Lagrangian. For constrained systems, like the one considered here, this inversion cannot
be done. For instance, for the Grassmann field the ξ˙µ does not even appear in piµ, while
the bosonic momentum satisfies the identity
pµpµ = −M2 , (A.4)
(which is the correct dispersion relation for a relativistic massive particle). The inability
to solve for velocities in terms of positions and momenta arises because the system’s
positions and velocities are related by the following two primary constraints,
φ1 := p
2 +M2 = 0, and Φµ := piµ − iξµ = 0 . (A.5)
It is useful to incorporate the primary constraints into the Lagrangian,
Lc = −M
√
−y˙2 − iξµξ˙µ − θφ1 −ΘµΦµ , (A.6)
where θ and Θµ are Lagrange multipliers. The variation of L with respect to yµ and
ξµ subject to the constraints (A.5) is equivalent to the unconstrained variation of Lc
provided that the new variables θ and Φµ are also varied. The Hamiltonian of this
theory including the constraints is then:
Hc = y˙
µpµ + ξ˙
µpiµ − Lc,
= θφ1 + Θ
µΦµ. (A.7)
Primary constraints like (A.5) need not exhaust all of the constraints because even
if the primary constraints are imposed on any initial conditions, additional constraints
might be necessary to ensure that (A.5) remain true for all times. The time evolution
of any function of canonical variables, A(q, p, t), is given by
dA
dt
=
∂A
∂t
+ (A,H)P = 0, (A.8)
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where (· · · , · · · )P denotes the Poisson bracket, defined for Grassmann even and odd
variables by [96]:
(E1, E2)P =
(
∂E1
∂qα
∂E2
∂pqα
− ∂E2
∂qα
∂E1
∂pqα
)
+
(
∂E1
∂ξα
∂E2
∂piξα
− ∂E2
∂ξα
∂E1
∂piξα
)
,
(E,O)P =
(
∂E
∂qα
∂O
∂pqα
− ∂O
∂qα
∂E
∂pqα
)
+
(
∂E
∂ξα
∂O
∂piξα
+
∂O
∂ξα
∂E
∂piξα
)
,
(O,E)P =
(
∂O
∂qα
∂E
∂pqα
− ∂E
∂qα
∂O
∂pqα
)
−
(
∂O
∂ξα
∂E
∂piξα
+
∂E
∂ξα
∂O
∂piξα
)
,
(O1, O2)P =
(
∂O1
∂qα
∂O2
∂pqα
+
∂O2
∂qα
∂O1
∂pqα
)
−
(
∂O1
∂ξα
∂O2
∂piξα
+
∂O2
∂ξα
∂O1
∂piξα
)
. (A.9)
Any further constraints required to ensures that primary constraints hold for all times
are called secondary constraints.
For the constraints of (A.5) we find:
dφ1
ds
= (φ1, H)P = θ
(
p2 +M2, p2 +M2
)
P
+ Θµ
(
p2 +M2, piµ − iξµ
)
P
= 0 , (A.10)
and
dΦµ
ds
= (Φµ, H)P = θ
(
piµ − iξµ, p2 +M2)
P
−Θν (piµ − iξµ, piν − iξν)P
= Θν
(−iδµαδαν − iηβνδβαηµγδαγ ) = −2iΘµ , (A.11)
and so the evolution of the bosonic constraint yields no new restrictions while preserva-
tion of the fermionic constraint in time constrains the Grassmann Lagrange multiplier
to vanish.
The primary constraints have the following Poisson brackets with one another
(φ1, φ1)P = (φ1,Φ
µ)P = (Φ
µ, φ1)P = 0 and (Φµ,Φν)P = 2iηµν . (A.12)
Writing these constraints as a 5-component column vector, φα = {φ1,Φµ}, these brack-
ets can be arranged into a matrix,
∆αβ := (φα, φβ)P =
[
0 0T
0 2iηµν
]
. (A.13)
Zero eigenvectors of this matrix are called first-class constraints, and are obstructions
to the program of quantizing by using commutators to replace Dirac brackets, defined
by
(A,B)D = (A,B)P − (A, φα)P
(
∆−1
)
αβ
(φβ, B)P . (A.14)
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Zero eigenvectors are associated with local symmetries for which gauge conditions
must be chosen as supplementary constraints. In the above example ∆ is diagonal
and so its only zero vector corresponds to the bosonic constraint φ1, corresponding
to the freedom to redefine the world-line parameterization. This symmetry can be
removed by choosing a gauge condition and checking its time evolution. The freedom
to reparameterize time can be removed by fixing a coordinate condition like
ϕ := y0 − s = 0 , (A.15)
and the evolution of this new condition now fixes the final Lagrange multiplier, since
dϕ
ds
= −1 + 2θp0 = 0 . (A.16)
With this choice the variable y0 is no longer dynamical and only the spatial components
of the position-vector need be quantized. Their conjugate momenta are
pi =
My˙i√
1− y˙2 , (A.17)
which can now be inverted for the velocities:
y˙i =
pi√
pipi +M2
. (A.18)
Finally, quantization proceeds by replacing Dirac brackets with commutators and
anticommutators, so
i (E1, E2)D →
[
Eˆ1, Eˆ2
]
, i (O,E)D →
[
Oˆ, Eˆ
]
and i (O1, O2)D →
{
Oˆ1, Oˆ2
}
.
(A.19)
Using this for the variables {yi, ξµ, pi} in the present instance leads to[
xˆi, pˆj
]
= iδij and
{
ξˆµ, ξˆν
}
= −1
2
ηµν , (A.20)
as used in the main text.
Representations
The bosonic commutators in the previous section are easily represented using posi-
tion and derivative operators, but it remains to choose how to represent the anti-
commutator. Defining ξˆµ := i
2
Γµ, we see that the anti-commutator goes over to the
Clifford algebra,
{Γµ,Γν} = 2ηµν , (A.21)
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and any representation of this Clifford algebra provides a quantization of the Grassmann
fields.
In the main text we work in the rest-frame of the nucleus, making it convenient
to choose a basis for the matrices that make it simple to distinguish particles from
anti-particles, and so use the 2n× 2n matrices
Γ0 = −i
[
1 0
0 −1
]
and Γk = (−i)
[
0 τ k
−τ k 0
]
(A.22)
and so defining Γ5 := −iΓ0Γ1Γ2Γ3 gives
Γ5Γ
k = (−i)
[
τ k 0
0 −τ k
]
and Γ5 = −
[
0 1
1 0
]
, (A.23)
while Γµν := − i
4
[Γµ,Γν ] implies
Γ0k =
i
2
[
0 τ k
τ k 0
]
and Γjl =
1
2
jlk
[
τ k 0
0 τ k
]
. (A.24)
In the above expressions 1 denotes the n× n unit matrix and τ i denotes the n× n
representation of the rotation generators, whose choice determines how nuclear spin is
represented. For spin-half nuclei the τ k are Pauli matrices,
τx =
(
0 1
1 0
)
, τ y =
(
0 −i
i 0
)
, τ z =
(
1 0
0 −1
)
, (A.25)
while for spin-one nuclei the matrices
τx(3) =
1√
2
 0 1 01 0 1
0 1 0
 , τ y(3) = 1√2
 0 −i 0i 0 −i
0 i 0
 , τ z(3) =
 1 0 00 0 0
0 0 −1
 , (A.26)
are instead used, and so on.
In this basis the particle and antiparticle states in the particle rest frame are given
by
|ψ〉 = eip·x
[
α
β
]
, (A.27)
where α and β represent the particle- and anti-particle solutions respectively. It is the
state α for spin-half nuclei that appears in the main text, and for these only Γ0 and Γjl
have nonvanishing matrix elements for nuclei at rest.
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Comparison with second-quantized nuclei
It is instructive to compare the first-quantized action found above with what a second-
quantized field theory with two fermion species would yield. Let us write down the
lowest order terms in each case, assuming the fermions are now also charged under
electromagnetism.
The lowest-order second-quantized effective action that respects all the previously
mentioned symmetries (and a U(1) gauge symmetry) for two charged fermions is:
S = −
∫
d4x
{
1
4
FµνF
µν + Ψ
[
/D +me
]
Ψ + Φ
[
/D +M
]
Φ + aN
(
Φ ΓµνΦ
)
Fµν + · · ·
}
,
(A.28)
where /DΨ = γµ (∂µ + ieAµ) Ψ and /DΦ = Γ
µ (∂µ − iZeAµ) Φ, for a nucleus with charge
+Ze. This action contains two parameters for each fermion species, the mass and the
electric charge, just as does the leading first-quantized action
S = −
∫
ds
{
M
√
−y˙2 + iξµξ˙µ − qy˙µAµ − iµNξµξνFµν + · · ·
}
, (A.29)
and it contains the same number of parameters.
Notice that writing Fjk = jklB
l for a magnetic field B turns the last term into
− iµNξiξjFjl = −µN
2
ΓjlFjl = −µN
4
jlkjlmB
m
[
τk 0
0 τk
]
=
[−µ ·B 0
0 −µ ·B
]
, (A.30)
when the Hamiltonian is computed, confirming the identification of µN as the nu-
clear magnetic moment (and once the magnetic-moment contribution is extracted from
Φ( /D+M)Φ it transpires that aN contains the contribution g−2 to the nuclear magnetic
moment µN).
B Fermionic boundary conditions
In the text, the boundary condition (2.14) is described as arising as in the classic
delta-function potential: by integrating the fermion field equations over a sphere of
radius , and dropping all but the derivative and delta-function terms. This does not
mean that it requires an explicit extrapolation of Ψ right into the nucleus, however.
Indeed, the PPEFT formalism is designed expressly to avoid dealing with the physics
in the core. Though qualitatively correct, the delta-function description is not really
precisely defined. This appendix outlines the more detailed derivation of this boundary
condition, following the discussion in Appendix A of [70] (and fleshed out in [64, 71–
73, 76]), focussing specifically on the special issues that arise with first-order fermionic
field equations.
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Within the PPEFT approach used here all of the internal degrees of freedom for
the nucleus are integrated out, leaving only the centre-of-mass position, yµ(s), and spin,
ξµ(s). These variables are regarded as collective coordinates: i.e. modes that appear
in the low-energy theory because they are related to the action of Poincare´ symmetries
on the nuclear state (which in general is neither translation nor rotation invariant).
The coupling between these two modes and the bulk fields given in the text is found by
writing down the most general action that involves them all while properly realizing the
symmetries, organized in an expansion in interactions of successively higher dimension
– eq. (2.5). We reproduce the important interactions from that action for the electron
field Ψ here for convenience:
Sintp = −
∫
ds Ψ(y(s))
[√
−y˙2 (cs + ic2αβγδξαξβξγξδγ5 + icFξµξνγµν)
+iy˙µ
(
cvγµ + c3αβγδξ
αξβξγξδγ5γµ
) ]
Ψ(y(s)) + · · · . (B.1)
In particular, Ψ is evaluated ‘on the world-line of the nucleus’, but in an EFT sense
wherein spatial resolutions are limited to be only over distances L R, where R ∼ 1
fm is a representative size of the nucleus. Notice that to the dimensions of interest in
this paper only terms bilinear in Ψ are required, which simplifies the discussion because
it allows the neglect of any two- or higher-body contact interactions.
The task is to make precise how the effective couplings in (B.1) can be translated
into the correct near-nucleus behaviour of Ψ. To this end define the world-tube swept
out by a ball B(y) of radius  that is instantaneously centred on the nucleus. The
radius of this ball is chosen so that R  aB (where, as in the main text, aB is the
electronic Bohr radius). In principle one could imagine specifying the value of Ψ itself,
or of its radial derivative, on the surface of this world-tube, but this is too prescriptive
because the precise value of a bulk field at any particular position on this world-tube
depends not only on the sources situated inside it, but also on any other sources or fields
that are outside (though with an influence that falls off with that source’s distance from
the ball). What is sought is a construction that is dynamical, in that it can respond to
the presence of all sources that play a role in the path integral.
The required dynamical boundary condition is found by defining a ‘boundary’
action, IB, on the surface of a world-tube swept out by B(y), defined by the property
that the path integral over Ψ, yµ and ξµ exterior to B(y) reproduces all of the results
of the full theory, and thereby makes precise the implications of an action like (B.1).
The formulation of such an action is simplest in the limit where recoil corrections are
neglected, because in this limit the position of B(y) does not move.
Concretely, writing the field as a sum over a basis of modes (as in the main text)
Ψ =
∑
β Ψβ, in the nuclear centre-of-mass frame the interactions in the boundary action
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required to work to the same accuracy as (B.1) is
I intB =
∫
d2Ω 2
∑
β
Ψβ()
(
cˆs(β; )− icˆv(β; )γ0 + cˆF (β; )I ·Σ
)
Ψβ() (B.2)
where we discard c2 and c3 as in section 2.3 (since they are not relevant for a nucleus
at rest after projecting out the anti-particle solution), and as in the text I = 1
2
τ and Σ
satisfies γij = ijkΣk. For applications to atoms we take β = {n, j, F, . . .} to run over
the mode labels described in the main text.
In principle there is an independent boundary coupling, cˆs, cˆv, and cˆF , for every
mode β [73], and this is required because each eigenmode satisfies slightly different
boundary conditions in the nuclear region. These all separately depend on  because
the boundary condition required to capture the effects of a nucleus depend on the size
of the ball B that is used. In general the couplings in (B.2) are found by matching to
nuclear properties (as usual for EFTs), but for S-wave modes the connection between
the couplings of (B.2) and (B.1) is simply given by dimensional reduction: schematically
4pi2cˆi = ci.
As usual the -dependence of these couplings is chosen to ensure nothing physical
depends on the value of , and so changes in  generate a renormalization-group (RG)
flow amongst these couplings. What is important is that the RG-invariant parameters
(like ? and F of the main text, on which physical observables depend) do not depend
on the mode label β, for the reasons described in more detail in Appendix F. This
independence of β expresses the fact that the physical effective properties of the nucleus
should not depend on the quantum numbers of the electrons that are used as probes.
The boundary conditions implied by the action IB are found when evaluating the
path integral over Ψ, with the nucleus replaced by IB. In a semiclassical evaluation
this involves computing the saddle point, against which the total action is stationary
against variations of Ψ both away from and on the ball B. Stationarity with respect
to variations that vanish at  leads to the standard bulk field equations, with mode
solutions as given in section 2.3. Stationarity with respect to variations on the boundary
B then gives boundary conditions for each mode, of the form[
γr + cˆs(β; )− icˆv(β; )γ0 + cˆF (β; )I ·Σ
]
Ψβ() = 0, (B.3)
where the γr term comes from an integration by parts in the bulk action.
For a second-order field equation (like the Schro¨dinger or Klein-Gordon equations
discussed in [70, 71]) this would be the whole story, since the analog of (B.3) then
gives a relation between the field and its radial derivative at r = . Interpreting (B.3)
is trickier for fermions because it is not a differential condition, and has nontrivial
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solutions for Ψβ() only if the matrix in the square brackets has a zero eigenvalue.
To see the implications of this observation consider how (B.3) constrains the radial
eigenmodes found in the main text.
Radial Boundary Conditions
For convenience, we restate here the eigenmodes given in (2.26). We do so working
in the same Dirac basis for leptons as for nucleons (A.22), reproduced here for ease of
reference:
γ0 = −i
(
12 0
0 −12
)
, and γr = −i
(
0 −σr
σr 0
)
, (B.4)
where 12 is the 2× 2 identity matrix. Writing Ψβ = e−iωβtψβ, we define:
ψnFj$ =
(
Yj,$Ffz fnj$(r)
iYj,−$Ffz gnj$(r)
)
. (B.5)
These modes satisfy the useful identity for the action of σr,
σrYj,$F,fz = −Yj,−$F,fz . (B.6)
The action of I ·Σ appearing in (B.3), restricted to a degenerate subspace with specific
electronic angular momentum j, can be evaluated using the projection identity [117]:
ZFj$. := 〈I ·Σ〉 = 〈J · I〉 〈J ·Σ〉〈J · J〉 , (B.7)
=
1
4j(j + 1)
[F (F + 1)− I(I + 1)− j(j + 1)] [j(j + 1)− l(l + 1) + s(s+ 1)] ,
=
1 +$(2j + 1)
8j(j + 1)
[
F (F + 1)− j(j + 1)− I(I + 1)
]
(s = 1
2
)
=
[
1 +$(2j + 1)
8
]
XF .
Here the first line defines the constant ZFj$, the second-last line specializes to s = 12
and l = j − 1
2
$ and the last line uses the definition (2.34) of XF . Specialized to states
with j = 1
2
this gives
ZF$ := ZF 1
2
$ =
2$ + 1
8
XF , (B.8)
which for I = 1
2
becomes
ZF$ = 2$ + 1
6
[
F (F + 1)− 3
2
]
. (B.9)
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In general, I · Σ is not diagonalized by the states in (B.5) because it turns out
that I · Σ mixes the same opposite parity states as does the hyperfine interaction,
i.e. states whose angular momentum quantum numbers only differ in their value for
j. Consequently the boundary condition needs to be handled with care. However,
for the j = 1
2
states relevant for this paper, the off-diagonal elements are suppressed
by additional factors of mRZα relative to the diagonal elements, and this puts them
beyond the precision with which we work in this paper.25
Restricted to the j = 1
2
eigenspace we may treat I · Σ as if it were diagonal in
the basis (B.5). Using the identity in (B.7) the boundary condition (B.3) for Ψ modes
reads26:(
cˆ$fs + ZF ,$ cˆ$fF − cˆ$fv −iσr
iσr cˆ$fs + ZF ,−$ cˆ$fF + cˆ$fv
) Y 12 ,$Ffz fnF 12$()
iY
1
2
,−$
Ffz
gnF 1
2
$()
 = 0. (B.10)
The superscript on the couplings cˆ$fs,v,F is meant as a reminder that they depend in
principle on the mode’s parity $ = ± and the atom’s total spin27 F = j ± 1
2
= 0, 1.
Coupling constraint
For generic couplings the boundary condition (B.10) implies fnF 1
2
$() = gnF 1
2
$() = 0
whenever the pre-multiplying matrix is invertible. So having a nonvanishing spinor at
r =  requires the boundary couplings must satisfy
1 +
(
cˆ$fv −
$
3
[
F (F + 1)− 3
2
]
cˆ$fF
)2
=
(
cˆ$fs +
1
6
[
F (F + 1)− 3
2
]
cˆ$fF
)2
, (B.11)
for both F = 0 and F = 1. This shows that the couplings c$fs,v and c
$f
F are not all
independent of one another.
This relationship amongst the effective couplings can be made explicit order-by-
order in s, keeping in mind that cˆ$fF starts at O(s) while cˆ$,fs,v =
(
cˆ$s,v
)(0)
+ s
(
cˆ$,fs,v
)(1)
+
25This suppression arises because the negative-parity j = 1/2 Dirac-Coulomb mode-functions go as
ρζ−1 ≈ ρ0, which yields diagonal expectation values of 〈I ·Σ〉d ∼ (mRZα)2(j+1/2)−2 ∼ 1 on the I ·Σ
operator, but leads to matrix elements mixing this state with the positive-parity j = 3/2 state that
go as 〈I ·Σ〉off−d ∼ (mRZα)j+j′−1 ∼ (mRZα). As such, this mixing effect arises at the next order in
the R/aB expansion of the EFT action and is therefore not considered here.
26It might seem unusual to assign an F -dependence to the Dirac mode functions, however this
dependence arises because the integration constants D/C differ for different F , as we see from the
boundary condition derived below.
27We use lower-case f to denote dependence on nuclear spin F due to the unfortunate notational
choice that already uses capital F to label the coupling cˆF .
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· · · . At O(s0) the leading constraint shows that (cˆ$s,v)(0) satisfy the F -independent
constraint found for spinless nuclei in [64]
1 =
[
(cˆ$s )
(0)
]2
−
[
(cˆ$v )
(0)
]2
, (B.12)
while at first-order,
s
[
(cˆ$s )
(0) (cˆ$fs )(1) − (cˆ$v )(0) (cˆ$fv )(1)] = − cˆ$fF6
[
F (F + 1)− 3
2
] [
(cˆ$s )
(0) + 2$ (cˆ$v )
(0)
]
.
(B.13)
This last expression is consistent with c$F being F -independent while
(
cˆ$fs
)(1)
and(
cˆ$fv
)(1)
are proportional to F (F + 1)− 3
2
.
Boundary condition
To identify more explicitly the implications of the boundary condition for the radial
functions, rewrite (B.10) as the two conditions[(
cˆ$fs + ZF ,$ cˆ$fF − cˆ$fv
)
f$ − g$
]Y 12 ,$Ffz = 0 (B.14)[−if$ + i (cˆ$fs + ZF ,−$ cˆ$fF + cˆ$fv ) g$]Y 12 ,−$Ffz = 0,
which for brevity writes f$ := fnF 1
2
$() and g$ := gn 1
2
$(). Although this looks like two
conditions for each choice of $ and F , they are not independent because of condition
(B.11). The implications for the radial functions then are the ones used in eqs. (2.58)
and (2.60) of the main text:(
cˆ+s + ZF cˆ+F − cˆ+v
)
f+ − g+ = 0, and
(
cˆ−s + ZF cˆ−F + cˆ−v
)
g− − f− = 0, (B.15)
where in both boundary conditions ZF := ZF+ = 12
[
F (F + 1)− 3
2
]
.
C Finite-size energy shift
In this section we compute the finite-size energy shifts in terms of D/C , including
its (Zα)2 corrections, which allows us to capture finite-size energy shifts in electronic
atoms of O (m3R2(Zα)6) magnitude.
Energy shift in the single-zero, single-pole approximation to O [(Zα)2]
As described in the main text, the normalizability of the zeroth order wave-functions
requires that the ratio of integration constants in the radial solutions satisfy:
−
(
D
C
)
=
Γ [1 + 2ζ] Γ
[−ζ − Zαω
κ
]
Γ [1− 2ζ] Γ [ζ − Zαω
κ
] . (C.1)
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Our goal in this Appendix is to solve this equation for ω as a function of D/C , following
the steps taken in [64]. In particular, we seek solutions that are nearby to the standard
Coulomb-Dirac expression for ωD and κD =
√
m2 − ω2D, for a point nucleus, (2.23) and
(2.24), that are the solutions when D/C = 0.
Since ζ =
√
K2 − (Zα)2, it is close to the value of |K| and so |K|−ζ ≈ O [(Zα)2]
1. At the same time, the value of the poles of the gamma functions in the denominator
are slightly shifted due to the nucleus having a finite-size, which we implement by
taking ω = ωDnj + δω and it is δω  ωDnj that this normalizability condition allows us
to find as a function of the ratio of the integration constants. Additionally, as we have
noted in the main text, the Dirac energies have the property that ζ− ωDnj
κD
= −N , where
N is a non-negative integer, related to the principal quantum number, n, through
N = n− |K| . (C.2)
Then, to first order in δω this combination without the subscripts becomes
ζ − Zαω
κ
≈ −N −
(
Zαm2
κ3D
)
δω, (C.3)
which allows us to write the condition in (C.1) as a function of the small quantities
δy = 2|K| − 2ζ ' O [(Zα)2] and δx = −(Zαm2
κ3D
)
δω , (C.4)
as
−
(
D
C
)
=
Γ [2|K|+ 1− δy] Γ [−(N + 2|K|) + δx+ δy]
Γ [−(2|K| − 1) + δy] Γ [−N + δx] . (C.5)
Now, to capture the energy shift to an accuracy of O [(Zα)2] we need to expand
this formula for small δx, δy and keep terms of order O (δx, δy, δxδy) and potentially
O (δy2) but not higher. In general, using the special property of gamma functions that
xΓ[x] = Γ[x+ 1] we can expand them around their poles in the following way,
Γ [−N + δz] = Γ [−N + 1 + δz]
(−N + δz) =
Γ [1 + δz]
(−N + δz) (−N + 1 + δz) · · · δz
≈
Γ [1]
(
1 + δz Γ
′[1]
Γ[1]
+ · · ·
)
(−1)NN ! δz (1− δzHN + · · · ) , (C.6)
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where the ellipses of (C.6) contain terms higher order in δz. Carrying out this expansion
for each gamma function28 in (C.5) we end up with (after some algebra),
−
(
D
C
)
= −
(2|K| − 1)!(2|K|)!N ! (δxδy)
(
1− δy
2|K|
(
1 + 4|K|H2|K|−1
)
+ · · ·
)
(N + 2|K|)! (δx [1− 2δy (HN+2|K| + γ)]+ δy − δy2 [HN+2|K| + γ]) ,
(C.7)
which uses the identities:
Γ′[1]
Γ[1]
= −γ, Γ
′[2|K|+ 1]
Γ[2|K|+ 1] = H2|K| − γ, H2|K| +H2|K|−1 =
1
2|K|
(
1 + 4|K|H2|K|−1
)
.
(C.8)
Pulling out a factor of δy from the denominator yields
(
D
C
)
=
(2|K| − 1)!(2|K|)!N ! (δx)
[
1− δy
2|K|
(
1 + 4|K|H2|K|−1
)
+ · · ·
]
(N + 2|K|)!
(
1 + δx
[
1
δy
− 2 (HN+2|K| + γ)]− δy (HN+2|K| + γ)+ · · ·) ,
(C.9)
and rearranging this for δω (hidden inside δx) and writing it in terms of the principal
quantum number n gives the desired result for the finite-size energy shift to order
O (Zα2) as a function of the small parameter D/C :
δω ' − κ
3
DB (D/C )
[
1− δy (Hn+|K| + γ)]
m2(Zα)
[
1−B (D/C ) [(δy)−1 − 2 (Hn+|K| + γ)]− δy2|K| (1 + 4|K|H2|K|−1)+ · · · ] ,
(C.10)
where the ellipses represent terms that involve higher powers of δx and
B :=
(n+ |K|)!
(n− |K|)!(2|K|)!(2|K| − 1)! . (C.11)
D Perturbing in the magnetic dipole
This appendix derives the contributions to lepton-mode energy shifts due to the nuclear
magnetic-dipole electromagnetic field. This is to be combined with the effects of finite-
size nuclear effects in the main text. For the applications there we work to first order
in the leptonic wave-functions, and energy shifts.
28Note that the arguments of the gamma functions in (C.5) that depend on N in both numerator
and denominator simultaneously approach negative integers in the limit δx, δy → 0 and this necessi-
tates expanding both gamma functions around their poles, hence the name “single-zero, single-pole”
approximation.
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Degenerate perturbation theory
The discussion of the main text shows that the leptonic mode functions satisfy the
equation of motion (2.13), reproduced here (after multiplying through by iγ0) as
ωψ =
[
iγ0γ · ∇+ iγ0m+ eAnuc0
]
ψ − (eγ0γ ·Anuc)ψ , (D.1)
where Anuc0 and Anuc are given by (2.10), also reproduced here:
Anuc0 ' −
Ze
4pir
, Anuc ' µ× r
4pir3
. (D.2)
This is to be solved perturbatively in Anuc. To do so we regard (D.1) as a special
instance of the eigenvalue condition,
[H0 + λV ] |ψA〉 = ωA |ψA〉 , (D.3)
with
H0 = iγ
0γ · ∇+ iγ0m+ eAnuc0 and V = −eγ0γ ·Anuc , (D.4)
and λ being a parameter that formally helps keep track of the order in V (but that is
set to unity at the end) [118, 119]. Seeking eigenstates and eigenvalues order by order
in λ,
ω = ω(0) + λω(1) + λ2ω(2) + . . . and |ψ〉 = |ψ〉0 + λ |ψ〉1 + λ2 |ψ〉2 + . . . , (D.5)
gives the hierarchy of conditions,
O(1) : H0 |ψ〉0 = ω(0) |ψ〉0
O (λ) : H0 |ψ〉1 + V |ψ〉0 = ω(0) |ψ〉1 + ω(1) |ψ〉0 ,
O (λ2) : H0 |ψ〉2 + V |ψ〉1 = ω(0) |ψ〉2 + ω(1) |ψ〉1 + ω(2) |ψ〉0 ,
and so on.
Zeroth order
The leading equation is:
H0 |ψ〉0 = ω(0) |ψ〉0 , (D.6)
which in the present instance is the Dirac-Coulomb equation, whose eigenvalues, ω
(0)
nj =
ωDnj are given in (2.23), and whose eigenstates are labelled by the electronic principal,
angular-momentum and parity quantum numbers described in the main text, and by
the nuclear spin. That is, the zeroeth-order eigenstates are
|njjz$ ; IIz〉0 = |njjz$〉0 ⊗ |IIz〉0 , (D.7)
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where j = 1
2
, 3
2
, · · · and jz = −j,−j + 1, · · · , j − 1, j and Iz = −I,−I + 1, · · · , I − 1, I
and $ = ±.
Notice that these energy levels are degenerate, with (2I + 1)(2j + 1) states distin-
guished by jz and Iz sharing the same energy. This makes it necessary to use degenerate
perturbation theory in what follows. That is, within any degenerate eigenspace a basis
|E, a〉0 of energy E the zeroth-order eigenstates should be chosen to ensure that V is
diagonal:
0〈E, b |V |E, a〉0 = V(E, a)δab . (D.8)
In practice the required basis are the states that are eigenstates of the total (combined
nuclear and leptonic) angular momentum F = J + I (see below for details).
First order
At first order in λ the eigenvalue equation is[
H0 − ω(0)
] |ψ〉1 = [ω(1) − V ] |ψ〉0 . (D.9)
Following the usual steps this implies the first-order energy shift for a state |ω(0), a〉0 is
ω(1) = V(ω(0), a) = 0〈ω
(0), a|V |ω(0), a〉0
0〈ω(0), a|ω(0), a〉0 , (D.10)
and the corresponding zeroth-order energy eigenstate at this order is |ω(0), a〉0.
The first-order correction to this energy eigenstate implied by (D.9) is then
|ω(0), a〉1 = D¯
1
[ω(0) −H0]D¯V |ω
(0), a〉0 , (D.11)
where D¯ denotes the projection matrix onto all zeroth-order states that are not degen-
erate with the original state |ω(0), a〉0.
Eigenstates of total atomic spin
Although the nuclear magnetic moment splits some of the degeneracy of Dirac-Coulomb
levels, rotational invariance ensures that the resulting states retain a residual (2F + 1)-
dimensional degeneracy where F is the total angular momentum quantum number for
the entire atom (nucleus plus lepton): F = J + I.
This section writes these states out for the special case of a spin-half nucleus, as
is relevant for our main application to muonic and atomic Hydrogen. We would like
these functions to satisfy
F2Yj,$
F ,fz
= F (F + 1)Yj,$
F ,fz
, FzYj,$F ,fz = fzYj,$F ,fz , I2Yj,$F ,fz = I(I + 1)Yj,$F ,fz ,
J2Yj,$
F ,fz
= j(j + 1)Yj,$
F ,fz
, S2Yj,$
F ,fz
= s(s+ 1)Yj,$
F ,fz
, L2Yj,$
F ,fz
= l(l + 1)Yj,$
F ,fz
.
(D.12)
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Any such state also diagonalizes I · J and S · L, with
2I · J =
(
I + J
)2
− I2 − J2 = F (F + 1)− I(I + 1)− j(j + 1)
and 2S · L =
(
S + L
)2
− S2 − L2 = j(j + 1)− s(s+ 1)− l(l + 1) . (D.13)
The electron spinor harmonics, Ωjljz$ satisfy the last three of conditions (D.12)
for s = 1
2
, as well as JzΩjljz$ = jzΩjljz$. These are defined in eqs. (2.16) and (2.17),
repeated here for convenience:
ψ =
(
Ωjljz$(θ, φ) fnj(r)
iΩjl′jz$(θ, φ) gnj(r)
)
with Ωjljz$ :=
$
√
l+$ jz+
1
2
2l+1
Yl,jz− 12 (θ, φ)√
l−$ jz+ 12
2l+1
Yl,jz+ 12
(θ, φ)
 ,
(D.14)
where the left-hand equality gives the 4-component electron spinor – in a basis for which
γ0 is diagonal, see (B.4) – in terms of the 2-component electron spinor harmonics Ωjljz
defined in terms of ordinary scalar spherical harmonics in the right-hand equality. In
the right-hand equality $ = ±1 is the parity quantum number and in the left-hand
equality l and l′ are related to j and parity by l = j − 1
2
$ and l′ = j + 1
2
$.
Similarly the nuclear I-states,
η 1
2
,+ 1
2
=
[
1
0
]
and η 1
2
,− 1
2
=
[
0
1
]
, (D.15)
satisfy
I2ηIIz = I(I + 1)ηIIz and IzηIIz = IzηIIz . (D.16)
We adopt the convention where square brackets denote nuclear-spin spinors while round
brackets denote spinors in electron-spin space.
In general, states of definite total spin are built from product states with given j
and I by
|F, fz〉 =
∑
j
∑
jz
∑
Iz
〈j, jz; I, Iz|F, fz〉 |j, jz; I, Iz〉 , (D.17)
for an appropriate set of Clebsch-Gordan coefficients, 〈j, jz; I, Iz|F, fz〉. For a spin-half
nucleus, I = 1
2
, this reduces to [119],∣∣∣∣F = j ± 12 , fz
〉
= ±
√
j + 1
2
± fz
2j + 1
∣∣∣∣j, fz − 12; 12 ,+12
〉
+
+
√
j + 1
2
∓ fz
2j + 1
∣∣∣∣j, fz + 12; 12 ,−12
〉
.
(D.18)
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Using the explicit position-space representation given above the new basis of spinor
harmonics with definite F are the 4-component mixed electron/nuclear spin quantites
Yj,$
F=j± 1
2
,fz
= ±
√
j + 1
2
± fz
2j + 1
Ωjlfz− 12 ,$ η 12 ,+ 12 +
√
j + 1
2
∓ fz
2j + 1
Ωjlfz+ 12 ,$
η 1
2
,− 1
2
, (D.19)
and so using (D.15) the explicit 4-component spinors with fixed F are
Yj,$F=j+ ν
2
,fz
=
 ν√ j+ 12+νfz2j+1 Ωj,l,fz− 12 ,$√
j+ 1
2
−νfz
2j+1
Ωj,l,fz+ 12 ,$
 , (D.20)
where ν = ± corresponds to the choice for F = j ± 1
2
= j + ν
2
and $ is the parity of
the electron spinor harmonic, and l = j − 1
2
$.
As a concrete example, consider F = 1, fz = 0,±1 and j = 12 states with positive
and negative parity, for which the above give the explicit positive-parity (S-wave)
angular functions,
Y
1
2
,+
1,0 =
1√
2
[
Ω 1
2
,0,− 1
2
,+
Ω 1
2
,0,+ 1
2
,+
]
, Y
1
2
,+
1,+1 =
[
Ω 1
2
,0, 1
2
,+
0
]
, Y
1
2
,+
1,−1 =
[
0
Ω 1
2
,0,− 1
2
,+
]
, (D.21)
while the negative-parity (P -wave) states instead are
Y
1
2
,−
1,0 =
1√
2
[
Ω 1
2
,1,− 1
2
,−
Ω 1
2
,1,+ 1
2
,−
]
, Y
1
2
,−
1,+1 =
[
Ω 1
2
,1, 1
2
,−
0
]
, Y
1
2
,−
1,−1 =
[
0
Ω 1
2
,1,− 1
2
,−
]
. (D.22)
The orthonormality of the spherical spinors and of the nuclear spin states,∫
d2Ω2 Ω
†
j′,l′,j′z
Ωj,l,jz = δjj′δll′δjzj′z and η
†
I,IzηI′,I′z = δIz ,I′z (D.23)
ensure the above spinor harmonics are orthonormal∫
d2Ω2
(
Yj′,$′
F ′,f ′z
)†
Yj,$
F ,fz
= δFF ′δjj′δf ′zfzδ$$′ . (D.24)
E Evaluation of matrix elements
This section evaluates the radial integrals that arise when evaluating the magnetic-
moment contributions to energy shifts. Some of these integrals diverge due to singu-
larities in the integrands as r → 0, and for these we also evaluate the regularization
procedure we use when separating out the divergent and finite parts. The divergences
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all have a specific dependence on the principal quantum number n, that is consis-
tent with their being renormalized into shifts of the effective coupling cˆF . As a result
the main content of the finite contributions is restricted to those terms that depend
differently on n than do the divergent ones.
We consider in turn the integrals associated with both the first-order energy shift
and the first-order state change.
Energy shift
The first order energy shift due to the nuclear dipole field is given by (2.36),
ε
(1)
nFj$ = −
K sXF
m
(2κ)3
2m
(
N
D
)
= −4sKXF κ
3
m2
(
N
D
)
= −4sKXF m
(
Zα
N
)3(
N
D
)
,
(E.1)
where
N = n
√
1− 2(n− |K|)(Zα)
2
n2(ζ + |K|) → n
√
1− 2(n− 1)(Zα)
2
n2(ζ + 1)
, (E.2)
and
s :=
meµN
4pi
→ Zα
2
(m
M
)
gp , (E.3)
where gp is the proton g-factor and
XF :=
F (F + 1)− j(j + 1)− I(I + 1)
j(j + 1)
(E.4)
=
{
(j + 1)−1 if F = j + 1
2
−j−1 if F = j − 1
2
→
{
2/3 if F = 1
−2 if F = 0 .
In these expressions the arrows specialize to the positive parity $ = +, j = 1
2
states of
Hydrogen.
The numerator and denominator functions are obtained as matrix elements of the
interaction hamiltonian (as described in the main text) and so contain the integrals we
seek to evaluate. They both depend on the integration constant ratio, D/C , and so
can be written
N = Npt +
(
D
C
)
N1 +
(
D
C
)2
N2
D = Dpt +
(
D
C
)
D1 +
(
D
C
)2
D2 . (E.5)
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where eq. (3.9) gives the integration constant for parity-even j = 1
2
states as(
D+
C+
)(0)
' −16y?+(m?+)
2
n(n+ 1)
(
2Zαm?+
n
)2ζ−2
+ · · ·
' − c
n(n+ 1)
+O[(Zα)2] . (E.6)
which defines c = 16y?+(m?+)
2. Since matching reveals that ?+ ∼ O(RZα) where
R ∼ 1 fm is a typical nuclear scale, we see that c ∼ O[(mRZα)2]. In particular Npt/Dpt
is revealed to be the point-nucleus contribution to the hyperfine energy (which provides
a useful check).
The functions Npt, N1, N2, Dpt, D1 and D2 are given in terms of the following
class of integrals, that the rest of this section evaluates in detail:
I(p)ij :=
∫ ∞
0
dρ e−ρρpMiMj , (E.7)
where we use the notationM(a; b; z) := 1F1(a; b; z) for confluent hypergeometric func-
tions and the integrands are as given in (2.19)
M1 :=M (a, b; ρ) , M2 :=M (a+ 1, b; ρ) ,
M3 :=M (a′, b′; ρ) , M4 :=M (a′ + 1, b′; ρ) . (E.8)
with parameters defined as in (2.20)
a := ζ − Zαω
κ
, a′ := −
(
ζ +
Zαω
κ
)
, b := 1 + 2ζ, b′ := 1− 2ζ,
c := K− Zαm
κ
, ρ := 2κr, κ :=
√
m2 − ω2, ζ :=
√
K2 − (Zα)2 , (E.9)
and K = −$(j + 1
2
) where $ = ±1 is the state’s parity.
Our main interest is in j = 1
2
and $ = +1 states for which K = −1. For this choice
we have
ζ =
√
1− (Zα)2 = 1 + z (E.10)
where z is order (Zα)2. Similarly, for bound states one has
κ =
√
m2 − ω2 = ZαmN '
Zαm
n
+O[(Zα)2] , (E.11)
where n = 1, 2, ... is the principal quantum number, and so
Zαω
κ
= n+ λ and
Zαm
κ
= n+ µ (E.12)
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with λ and µ also order (Zα)2. In this regime the parameters of (E.9) are
a = 1− n+ z− λ , a′ = −1− n− z− λ , b = 3 + 2z
b′ = −1− 2z and c = −1− n− µ . (E.13)
In terms of these quantities we have
Npt = I(2ζ−2)11 −
(a
c
)2
I(2ζ−2)22
N1 = 2
[
I(−2)13 −
(
aa′
c2
)
I(−2)24
]
(E.14)
N2 = I(−2ζ−2)33 −
(
a′
c
)2
I(−2ζ−2)44 ,
and
Dpt = 2I(2ζ)11 −
4ω
m
(a
c
)
I(2ζ)12 + 2
(a
c
)2
I(2ζ)22
D1 = 2
[
2I(0)13 −
2ω
m
(
a′
c
)
I(0)14 −
2ω
m
(a
c
)
I(0)23 + 2
(
aa′
c2
)
I(0)24
]
(E.15)
D2 = 2
[
I(−2ζ)33 −
2ω
m
(
a′
c
)
I(−2ζ)34 +
(
a′
c
)2
I(−2ζ)44
]
.
Hypergeometric facts
The relevant integrands depend on generalized hypergeometric functions, some of whose
definitions and properties – taken from [120], [121] and online libraries such as [122] –
are summarized here. These functions are defined within the domain of convergence
by the following infinite series
AFB
[
a1, · · · aA
b1 · · · bB ; z
]
:=
∞∑
k=0
(a1)k · · · (aA)k
(b1)k · · · (bB)k
zk
k!
= 1 +
a1 · · · aA
b1 · · · bB z +
a1(a1 + 1) · · · aA(aA + 1)
b1(b1 + 1) · · · bB(bB + 1)
z2
2
+ · · · (E.16)
and are extended to general complex z by analytic continuation. Here (a)i are the
Pochhammer symbols defined by
(a)i := a(a+ 1) · · · (a+ i− 1) when i ≥ 1 , (E.17)
and (a)0 := 1.
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These definitions show that if any of the a-type arguments is a non-positive integer
then the series expansion terminates after a finite number of terms. Similarly, the coef-
ficients of the series are not well-defined if any of the b-type arguments is a non-positive
integer. Both of these situations actually arise in Dirac-Coulomb wave-functions, which
involve confluent hypergeometric functions (given by the special case A = B = 1). In
particular
3F2
[
a, b,−1
c, d
; ρ
]
= 1−
(
ab
cd
)
ρ and so 3F2
[
a, b,−1
c, d
; 1
]
=
cd− ab
cd
. (E.18)
Also notice that
3F2
[
a, b, d
c, d
; ρ
]
= 2F1
[
a, b
c
; ρ
]
= 2F1(a, b; c; ρ) , (E.19)
is a standard hypergeometric function, and so
3F2
[
a, b, d
c, d
; 1
]
= 2F1
[
a, b
c
; 1
]
= 2F1(a, b; c; 1) = Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b) . (E.20)
Strictly speaking the last equality only holds for R(c − a − b) > 0, and is defined for
other values by analytic continuation.
Basic integrals
Because M(a; c; ρ) → 1 as ρ → 0, the basic integral of interest, (E.7), converges at
ρ = 0 if Re p > −1. Although the exponential factor e−ρ might seem to ensure
automatic convergence as ρ→∞, the large-ρ asymptotic expansion
M(a; b; ρ) ∼ e
ρ ρa−b
Γ(a)
∞∑
k=0
(1− a)k(1− b)k
k!
ρ−k , (E.21)
shows that convergence actually depends on the values of a, b, a′ and b′ and p.
The integral can be evaluated by expanding one of the hypergeometric functions
and formally integrating term-by-term [120]:
Id(a, b; a′, b′) :=
∫ ∞
0
dρ e−ρρd−1M [a; b; ρ]M [a′; b′; ρ] ,
=
Γ(b′)
Γ(a′)
∞∑
k=0
Γ(a′ + k)
k! Γ(b′ + k)
∫ ∞
0
dρ e−ρρd−1+kM(a, b; ρ)
=
Γ(d)Γ(b′)Γ(b′ − d− a′)
Γ(b′ − a′)Γ(b′ − d) 3F2
[
a, d, 1 + d− b′
b, 1 + d+ a′ − b′ ; 1
]
(E.22)
=
Γ(d)Γ(b)Γ(b− d− a)
Γ(b− a)Γ(b− d) 3F2
[
a′, d, 1 + d− b
b′, 1 + d+ a− b ; 1
]
,
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where the last equality uses the manifest symmetry of the original integrand under
(a, b) ↔ (a′, b′). A useful special case that arises sometimes is d = b′, in which case
(E.22) simplifies to
Id(a, b; a′, b′) = Γ(b)Γ(b
′)Γ(b− a− b′)
Γ(b− a)Γ(b− b′) 3F2
[
a′, b′, 1 + b′ − b
b′, 1 + b′ + a− b ; 1
]
=
Γ(b)Γ(b′)Γ(b− a− b′)
Γ(b− a)Γ(b− b′) 2F1
[
a′, 1 + b′ − b
1 + b′ + a− b ; 1
]
(E.23)
=
Γ(b)Γ(b′)Γ(b− a− b′)Γ(1 + a+ b′ − b)Γ(a− a′)
Γ(b− a)Γ(b− b′)Γ(1 + b′ − b+ a− a′)Γ(a) .
Integrals appearing in Npt and Dpt
Consider first the convergent integrals that give the standard hyperfine structure. This
tests that we are evaluating things properly.
The integral Ip11
We start with the integral
I(p)11 =
∫ ∞
0
dρ e−ρρpM(a, b; ρ)M(a, b; ρ) = Ip+1(a, b; a, b)
=
Γ(p+ 1)Γ(b)Γ(b− a− p− 1)
Γ(b− a)Γ(b− p− 1) 3F2
[
a, p+ 1, p+ 2− b
b, p+ 2 + a− b ; 1
]
, (E.24)
which with
a = ζ − Zαω
κ
, b = 1 + 2ζ , b− a = 1 + ζ + Zαω
κ
, (E.25)
gives
I(p)11 =
Γ(p+ 1)Γ(1 + 2ζ)Γ(ζ − p+ Zαω/κ)
Γ(2ζ − p)Γ(1 + ζ + Zαω/κ) 3F2
[
ζ − Zαω/κ, p+ 1, p+ 1− 2ζ
1 + 2ζ, p+ 1− ζ − Zαω/κ ; 1
]
.
(E.26)
This integral arises in Npt and Dpt with the two cases p = 2ζ and p = 2ζ − 2. We
consider each of these cases in turn.
Specializing to p = 2ζ and simplifying the result using (E.20) gives
I(2ζ)11 =
[Γ(1 + 2ζ)]2Γ(−ζ + Zαω/κ)
Γ(0)Γ(1 + ζ + Zαω/κ)
3F2
[
ζ − Zαω/κ, 1 + 2ζ, 1
1 + 2ζ, 1 + ζ − Zαω/κ ; 1
]
=
[Γ(1 + 2ζ)]2Γ(1− ζ + Zαω/κ)
Γ(1 + ζ + Zαω/κ)
(E.27)
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which survives despite the Γ(0) in the denominator of the prefactor29 because of a
compensating factor of Γ(0) in the numerator coming from using (E.20) in the limit
c = b+ a. Expanding to lowest order in (Zα)2 then gives the result
I(2ζ)11 =
[Γ(3 + 2z)]2Γ(n− z + λ)
Γ(2 + n+ z + λ)
=
4
n(n+ 1)
+O[(Zα)2] . (E.28)
Specializing next to p = 2ζ − 2 and using (E.18) to simplify the result leads to
I(2ζ−2)11 =
Γ(2ζ − 1)Γ(1 + 2ζ)Γ(2− ζ + Zαω/κ)
Γ(2)Γ(1 + ζ + Zαω/κ)
3F2
[
ζ − Zαω/κ, 2ζ − 1,−1
1 + 2ζ,−1 + ζ − Zαω/κ ; 1
]
=
Γ(2ζ − 1)Γ(1 + 2ζ)Γ(1− ζ + Zαω/κ)
(1 + 2ζ)Γ(1 + ζ + Zαω/κ)
(
1 +
2Zαω
κ
)
(E.29)
=
2(2n+ 1)
3n(n+ 1)
+O[(Zα)2] .
The integral Ip12
In this case we have the integral
I(p)12 =
∫ ∞
0
dρ e−ρρpM(a, b; ρ)M(a+ 1, b; ρ) = Ip+1(a, b; a+ 1, b)
=
Γ(p+ 1)Γ(b)Γ(b− a− p− 1)
Γ(b− a)Γ(b− p− 1) 3F2
[
a+ 1, p+ 1, p+ 2− b
b, p+ 2 + a− b ; 1
]
, (E.30)
in which we again use (E.25), leading to
I(p)12 =
Γ(p+ 1)Γ(1 + 2ζ)Γ(ζ − p+ Zαω/κ)
Γ(2ζ − p)Γ(1 + ζ + Zαω/κ) 3F2
[
1 + ζ − Zαω/κ, p+ 1, p+ 1− 2ζ
1 + 2ζ, p+ 1− ζ − Zαω/κ ; 1
]
.
(E.31)
Specializing to the case p = 2ζ gives in this case
I(2ζ)12 =
[Γ(1 + 2ζ)]2Γ(−ζ + Zαω/κ)
Γ(0)Γ(1 + ζ + Zαω/κ)
3F2
[
1 + ζ − Zαω/κ, 1 + 2ζ, 1
1 + 2ζ, 1 + ζ − Zαω/κ ; 1
]
=
[Γ(1 + 2ζ)]2Γ(−ζ + Zαω/κ)
Γ(0)Γ(1 + ζ + Zαω/κ)
(
−ζ + Zαω
κ
)
= 0 , (E.32)
29More precisely, the expression contains the ill-defined quantity Γ(a′ − a)/Γ(b′ − b) → Γ(0)/Γ(0).
This quantity requires regulating, and there is freedom in choosing how to do this. The easiest way is to
choose a′ = a+δa and b′ = b+δb then take the limit that δa, δb → 0, so that Γ(δa)/Γ(δb)→ δb/δa = ±1.
The sign on the ratio depends on how δa and δb are taken to 0 and can be fixed by ensuring the results
for the point-like integrals align with the standard Dirac-Coulomb wavefunctions, which turns out to
require the negative sign.
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which vanishes because of the uncanceled factor of Γ(0) in the denominator.
By contrast, in the case p = 2ζ − 2 one instead finds
I(2ζ−2)12 =
Γ(2ζ − 1)Γ(1 + 2ζ)Γ(2− ζ + Zαω/κ)
Γ(2)Γ(1 + ζ + Zαω/κ)
3F2
[
1 + ζ − Zαω/κ, 2ζ − 1,−1
1 + 2ζ,−1 + ζ − Zαω/κ ; 1
]
=
2Γ(2ζ − 1)Γ(1 + 2ζ)Γ(1− ζ + Zαω/κ)
(1 + 2ζ)Γ(1 + ζ + Zαω/κ)
(
ζ +
Zαω
κ
)
(E.33)
=
4
3n
+O[(Zα)2] .
The integral Ip22
Next up is
I(p)22 =
∫ ∞
0
dρ e−ρρpM(a+ 1, b; ρ)M(a+ 1, b; ρ) = Ip+1(a+ 1, b; a+ 1, b)
=
Γ(p+ 1)Γ(b)Γ(b− a− p− 2)
Γ(b− a− 1)Γ(b− p− 1) 3F2
[
a+ 1, p+ 1, p+ 2− b
b, p+ 3 + a− b ; 1
]
, (E.34)
in which we still use (E.25), finding
I(p)22 =
Γ(p+ 1)Γ(1 + 2ζ)Γ(−1 + ζ − p+ Zαω/κ)
Γ(2ζ − p)Γ(ζ + Zαω/κ) 3F2
[
1 + ζ − Zαω/κ, p+ 1, p+ 1− 2ζ
1 + 2ζ, p+ 2− ζ − Zαω/κ ; 1
]
.
(E.35)
In the case p = 2ζ this becomes
I(2ζ)22 =
[Γ(1 + 2ζ)]2Γ(−1− ζ + Zαω/κ)
Γ(0)Γ(ζ + Zαω/κ)
3F2
[
1 + ζ − Zαω/κ, 1 + 2ζ, 1
1 + 2ζ, 2 + ζ − Zαω/κ ; 1
]
= − [Γ(1 + 2ζ)]
2Γ(−1− ζ + Zαω/κ)
Γ(ζ + Zαω/κ)
(
1 + ζ − Zαω
κ
)
(E.36)
=
4
n(n− 1) +O[(Zα)
2]
where again the Γ(0) in the denominator cancels a similar factor in the numerator.
When p = 2ζ − 2 the result instead is
I(2ζ−2)22 =
Γ(2ζ − 1)Γ(1 + 2ζ)Γ(1− ζ + Zαω/κ)
Γ(2)Γ(ζ + Zαω/κ)
3F2
[
1 + ζ − Zαω/κ, 2ζ − 1,−1
1 + 2ζ, ζ − Zαω/κ ; 1
]
=
Γ(2ζ − 1)Γ(1 + 2ζ)Γ(−ζ + Zαω/κ)
(1 + 2ζ)Γ(ζ + Zαω/κ)
(
−1 + 2Zαω
κ
)
=
2(2n− 1)
3n(n− 1) +O[(Zα)
2] (if n 6= 1) . (E.37)
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At face value the singularity when n = 1 implies this goes like 1/(Zα)2 for n = 1, but
this doesn’t matter since this integral ultimately appears in the energy shifit premulti-
plied by factors of (n− 1).
Combining results for Npt and Dpt
Using the above integrals in (E.14) finally gives the expressions
Npt = I(2ζ−2)11 −
(
1− n+ z− λ
−1− n− µ
)2
I(2ζ−2)22 =
4
(n+ 1)2
+O[(Zα)2] , (E.38)
and
Dpt = 2I(2ζ)11 −
4ω
m
(
1− n+ z− λ
−1− n− µ
)
I(2ζ)12 + 2
(
1− n+ z− λ
−1− n− µ
)2
I(2ζ)22 (E.39)
=
16
(n+ 1)2
+O[(Zα)2] ,
which together imply Npt/Dpt =
1
4
+O[(Zα)2]. Using this in (2.36) or (E.1) gives the
prediction for hyperfine splitting for a point nucleus,
εhfs
nF 1
2
+
= −4sKXF m
(
Zα
N
)3(
Npt
Dpt
)
= −sKXF m
(
Zα
n
)3
+O[(Zα)2]
→ gpm
2
M
[
(Zα)4
2n3
]
XF +O[(Zα)2] , (E.40)
in agreement with the literature.
Integrals appearing in N1 and D1
We next apply the result (E.22) to the integrals appearing in N1 and D1. In this case
it is the cases p = 0 and p = −2 that are of interest, and it proves useful to specialize
the general integral to these two cases for general a, b, a′ and b′, keeping in mind that
b = 1 + 2ζ and b′ = 1− 2ζ imply that b′ = 2− b.
For instance, taking p = 0 (i.e. d = 1) and b′ = 2 − b in (E.22), and simplifying
using (E.20), gives
I1(a, b; a′, 2− b) = Γ(b)Γ(1)Γ(b− a− 1)
Γ(b− a)Γ(b− 1) 3F2
[
a′, 1, 2− b
2− b, 2 + a− b ; 1
]
=
1− b
1 + a− a′ − b . (E.41)
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Similarly, taking p = −2 (and so d = −1) and b′ = 2− b in (E.22) gives
I−1(a, b; a′, 2− b) = Γ(b)Γ(d)Γ(b− a+ 1)
Γ(b− a)Γ(b+ 1) 3F2
[
a′,−1,−b
2− b, a− b ; 1
]
(E.42)
=
Γ(−1)
b(b− 2)
[
(2− b)(a− b) + a′b
]
,
which diverges (for all Zα) due to the Γ(d) factor as d → −1. We regulate this
divergence dimensionally, which in this instance merely means writing d = −1 +η with
the regularization parameter η taken to zero at the end, once the divergence has been
renormalized away. With this in mind we write Γ(−1) = Γ(−1 + η) = Γ(η)/(−1 + η) =
−Γ(0)[1 +O(η)] in what follows, in practice typically dropping the O(η) terms.
The integral Ip13
The general formula applies directly to I(p)13 , for which
I(p)13 :=
∫ ∞
0
dρ e−ρρpM(a, b; ρ)M(a′, b′; ρ) = Ip+1(a, b; a′, b′) , (E.43)
in which we use
a = ζ − Zαω
κ
, b = 1 + 2ζ , a′ = −ζ − Zαω
κ
, b′ = 1− 2ζ . (E.44)
and so b′ = 2 − b and a − a′ = 2ζ. Again we require the cases p = 0 and p = −2 (or
d = 1 and d = −1).
Specializing to p = 0 in (E.41) gives a divergent result because 1+a−a′ = 1+2ζ = b.
Regularizing this divergence by deforming a = ζ − (Zαω/κ) + ηa (with ηa → 0 at the
end) we have
I(0)13 = −
2ζ
ηa
=: −Γa(0) 2ζ = −2Γa(0) +O[(Zα)2] , (E.45)
which defines Γa(0) = η
−1
a [1 +O(ηa)]. Similarly using the p = −2 in (E.42) gives
I(−2)13 =
Γ(−1)
(1− 2ζ)(1 + 2ζ)
(
1 +
2Zαω
κ
)
= −
(
2n+ 1
3
)
Γ(−1) +O[(Zα)2] . (E.46)
The integral Ip14
Next consider
I(p)14 :=
∫ ∞
0
dρ e−ρρpM(a, b; ρ)M(a′ + 1, b′; ρ) = Ip+1(a, b; a′ + 1, b′) , (E.47)
– 99 –
evaluated using (E.44), which implies b′ = 2 − b. In this case only p = 0 (or d = 1) is
required and so using (E.41) gives
I(0)14 = I1(a, b; a′ + 1, 2− b) =
1− b
a− a′ − b = 2ζ = 2 +O[(Zα)
2] . (E.48)
The integral Ip23
The required integral in this case is
I(p)23 :=
∫ ∞
0
dρ e−ρρpM(a+ 1, b; ρ)M(a′, b′; ρ) = Ip+1(a+ 1, b; a′, b′) , (E.49)
and only p = 0 (or d = 1) is required. Using (E.41) this time gives
I(0)23 = I1(a+ 1, b; a′, 2− b) =
1− b
2 + a− a′ − b = −2ζ = −2 +O[(Zα)
2] . (E.50)
The integral Ip24
The final integral in this section is I(p)24 , for which
I(p)24 :=
∫ ∞
0
dρ e−ρρpM(a+ 1, b; ρ)M(a′, b′; ρ) = Ip+1(a+ 1, b; a′ + 1, b′) , (E.51)
and both p = 0 (or d = 1) and p = −2 (or d = −1) are needed. In the case p = 0,
using (E.41) and noting that I1(a, b; a′, 2 − b) depends on a and a′ only through their
difference, a− a′, implies I(0)24 = I(0)13 and so
I(0)24 = I(0)13 = −Γa(0) 2ζ = −2Γa(0) +O[(Zα)2] . (E.52)
For p = −2, on the other hand, using (E.42) gives
I(−2)24 = I−1(a+ 1, b; a′ + 1, 2− b) =
Γ(−1)
b(b− 2)
[
(2− b)(1 + a− b) + (1 + a′)b
]
=
Γ(−1)
(1 + 2ζ)(−1 + 2ζ)
(
1− 2Zαω
κ
)
= −
(
2n− 1
3
)
Γ(−1) +O[(Zα)2] .
Combining results for N1 and D1
These integrals when combined in (E.14) give
N1 = 2I(−2)13 − 2
(
1− n+ z− λ
−1− n− µ
)(−1− n− z− λ
−1− n− µ
)
I(−2)24
= −2
(
2n+ 1
3
)
Γ(−1) + 2
(
n− 1
n+ 1
)(
2n− 1
3
)
Γ(−1) +O[(Zα)2] (E.53)
= −
(
4n
n+ 1
)
Γ(−1) +O[(Zα)2] ,
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while (E.15) similarly becomes
D1 = 4I(0)13 −
4ω
m
(−1− n− z− λ
−1− n− µ
)
I(0)14 −
4ω
m
(
1− n+ z− λ
−1− n− µ
)
I(0)23
+4
(
1− n+ z− λ
−1− n− µ
)(−1− n− z− λ
−1− n− µ
)
I(0)24
= − 16
n+ 1
[
nΓa(0) + 1
]
+O[(Zα)2] . (E.54)
Combining these with (E.38) and (E.39), which say Npt = 4/(n+ 1)
2 + · · · and Dpt =
16/(n+ 1)2 + · · · we finally get
N1
Npt
= −n(n+ 1) Γ(−1) +O[(Zα)2]
D1
Dpt
= −(n+ 1)
[
nΓa(0) + 1
]
+O[(Zα)2] . (E.55)
Keeping in mind that
D
C
' − c
n(n+ 1)
(E.56)
where c ∝ (m?)2 is defined in (E.6), we see(
D
C
)
N1
Npt
= c Γ(−1) +O[(Zα)2] (E.57)
and (
D
C
)
D1
Dpt
= c
[
Γa(0) +
1
n
]
+O[(Zα)2] . (E.58)
What is important here is the divergent terms are n-independent, as is required for
them to be absorbed into the counter-term cF .
The finite contribution in D1 does not cancel but it is small enough to be negligible
for our purposes. To see why, recall that c ∼ (m?)2 ∼ (mRZα)2 while the point
hyperfine splitting is order (m2/M)(Zα)4. Taking m/M ∼ mR, the finite part of the
D1 piece contributes to the energy by an amount of order m(Zα)
3(mRZα)3. Keeping
in mind that the charge radius contributes at order m(Zα)2(mRZα)2 we see the finite
part of D1 is suppressed relative to the charge radius by a factor of order mR(Zα)
2.
For electrons this is smaller than the (Zα)2 ∼ mRZα order to which we work, and
for muons it is comparable to the other (mRZα)2 terms that have been neglected (but
whose size is of practical interest for some experiments).
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Integrals appearing in N2 and D2
Finally, consider the integrals in the (D/C )2 part of the hyperfine energy.
The integral Ip33
The first integral of interest here is
I(p)33 :=
∫ ∞
0
dρ e−ρρpM [a′; b′; ρ]M [a′; b′; ρ] = Ip+1(a′, b′; a′, b′) (E.59)
=
Γ(p+ 1)Γ(b′)Γ(b′ − a′ − p− 1)
Γ(b′ − a′)Γ(b′ − p− 1) 3F2
[
a′, p+ 1, p+ 2− b′
b′, 2 + p+ a′ − b′ ; 1
]
,
in which we use
a′ = −ζ − Zαω
κ
, b′ = 1− 2ζ , b′ − a′ = 1− ζ + Zαω
κ
. (E.60)
This is most easily obtained from the result for I(p)11 found above by making the re-
placement ζ → −ζ, leading to
I(p)33 =
Γ(p+ 1)Γ(1− 2ζ)Γ(−ζ − p+ Zαω/κ)
Γ(−2ζ − p)Γ(1− ζ + Zαω/κ) 3F2
[−ζ − Zαω/κ, p+ 1, p+ 1 + 2ζ
1− 2ζ, p+ 1 + ζ − Zαω/κ ; 1
]
,
(E.61)
for which we require p = −2ζ and p = −2ζ − 2.
In the case p = −2ζ using (E.20) allows the integral to be written
I(−2ζ)33 =
[Γ(1− 2ζ)]2Γ(ζ + Zαω/κ)
Γ(0)Γ(1− ζ + Zαω/κ) 3F2
[−ζ − Zαω/κ, 1− 2ζ, 1
1− 2ζ, 1− ζ − Zαω/κ ; 1
]
= − [Γ(1− 2ζ)]
2Γ(1 + ζ + Zαω/κ)
Γ(1− ζ + Zαω/κ) .
Notice that in this expression the Gamma function Γ(1 − 2ζ) diverges when Zα → 0.
What is important about this singularity is how it depends on n, since this allows it
also to be absorbed into the effective coupling cF . To see this explicitly, notice that for
small Zα the above becomes
I(−2ζ)33 = −Γ(−1− 2z)]2
[
n(n+ 1) +O[(Zα)2]
]
. (E.62)
The case p = −2ζ − 2 similarly gives
I(−2ζ−2)33 =
Γ(−1− 2ζ)Γ(1− 2ζ)Γ(2 + ζ + Zαω/κ)
Γ(2)Γ(1− ζ + Zαω/κ) 3F2
[−ζ − Zαω/κ,−1− 2ζ,−1
1− 2ζ,−1− ζ − Zαω/κ ; 1
]
=
[Γ(1− 2ζ)]2Γ(1 + ζ + Zαω/κ)
2ζ(1 + 2ζ)(1− 2ζ)Γ(1− ζ + Zαω/κ)
(
1 +
2Zαω
κ
)
.
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which as Zα→ 0 becomes
I(−2ζ−2)33 = [Γ(−1− 2z)]2
[
−1
6
n(n+ 1)(2n+ 1) +O[(Zα)2]
]
.
The integral Ip34
Consider next
I(p)34 :=
∫ ∞
0
dρ e−ρρpM [a′; b′; ρ]M [a′ + 1; b′; ρ] = Ip+1(a′, b′; a′ + 1, b′) (E.63)
=
Γ(p+ 1)Γ(b′)Γ(b′ − a′ − p− 1)
Γ(b′ − a′)Γ(b′ − p− 1) 3F2
[
a′ + 1, p+ 1, p+ 2− b′
b′, 2 + p+ a′ − b′ ; 1
]
,
which becomes
I(p)34 =
Γ(p+ 1)Γ(1− 2ζ)Γ(−ζ − p+ Zαω/κ)
Γ(−2ζ − p)Γ(1− ζ + Zαω/κ) 3F2
[
1− ζ − Zαω/κ, p+ 1, p+ 1 + 2ζ
1− 2ζ, p+ 1 + ζ − Zαω/κ ; 1
]
.
(E.64)
In the case p = −2ζ this gives
I(−2ζ)34 =
[Γ(1− 2ζ)]2Γ(ζ + Zαω/κ)
Γ(0)Γ(1− ζ + Zαω/κ) 3F2
[
1− ζ − Zαω/κ, 1− 2ζ, 1
1− 2ζ, 1− ζ − Zαω/κ ; 1
]
=
[Γ(1− 2ζ)]2Γ(ζ + Zαω/κ)
Γ(0)Γ(1− ζ + Zαω/κ)
(
ζ +
Zαω
κ
)
= 0 .
which vanishes due to the uncanceled Γ(0) in the denominator.
The integral Ip44
Finally consider the case
I(p)44 :=
∫ ∞
0
dρ e−ρρpM [a′ + 1; b′; ρ]M [a′ + 1; b′; ρ] = Ip+1(a′ + 1, b′; a′ + 1, b′)
=
Γ(p+ 1)Γ(b′)Γ(b′ − a′ − p− 2)
Γ(b′ − a′ − 1)Γ(b′ − p− 1) 3F2
[
a′ + 1, p+ 1, p+ 2− b′
b′, 3 + p+ a′ − b′ ; 1
]
, (E.65)
which becomes
I(p)44 =
Γ(p+ 1)Γ(1− 2ζ)Γ(−1− ζ − p+ Zαω/κ)
Γ(−2ζ − p)Γ(−ζ + Zαω/κ) 3F2
[
1− ζ − Zαω/κ, p+ 1, p+ 1 + 2ζ
1− 2ζ, p+ 2 + ζ − Zαω/κ ; 1
]
.
(E.66)
When p = −2ζ the above formula becomes
I(−2ζ)44 =
[Γ(1− 2ζ)]2Γ(−1 + ζ + Zαω/κ)
Γ(0)Γ(−ζ + Zαω/κ) 3F2
[
1− ζ − Zαω/κ, 1− 2ζ, 1
1− 2ζ, 2− ζ − Zαω/κ ; 1
]
=
[Γ(1− 2ζ)]2Γ(−1 + ζ + Zαω/κ)
Γ(−ζ + Zαω/κ)
(
1− ζ − Zαω
κ
)
. (E.67)
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Expanding around Zα = 0 shows the same divergent pole as for I(−2ζ)33 , leading to
I(−2ζ)44 = [Γ(−1− 2z)]2
[
−n(n− 1) +O[(Zα)2]
]
. (E.68)
Next take p = −2ζ − 2 in which case
I(−2ζ−2)44 =
Γ(−1− 2ζ)Γ(1− 2ζ)Γ(1 + ζ + Zαω/κ)
Γ(2)Γ(−ζ + Zαω/κ) 3F2
[
1− ζ − Zαω/κ,−1− 2ζ,−1
1− 2ζ,−ζ − Zαω/κ ; 1
]
=
[Γ(1− 2ζ)]2Γ(ζ + Zαω/κ)
2ζ(1 + 2ζ)(1− 2ζ)Γ(−ζ + Zαω/κ)
(
−1 + 2Zαω
κ
)
, (E.69)
which expands out to give
I(−2ζ−2)44 = [Γ(−1− 2z)]2
[
−1
6
n(n− 1) (2n− 1) +O[(Zα)2]
]
. (E.70)
Combining results N2 and D2
These integrals combine to give
N2 = I(−2ζ−2)33 −
(−1− n− z− λ
−1− n− µ
)2
I(−2ζ−2)44 (E.71)
= [Γ(−1− 2z)]2
[
−n2 +O[(Zα)2]
]
,
and
D2 = 2
{
I(−2ζ)33 −
2ω
m
(−1− n− z− λ
−1− n− µ
)
I(−2ζ)34 +
(−1− n− z− λ
−1− n− µ
)2
I(−2ζ)44
}
= 2[Γ(−1− 2z)]2
[
−2n2 +O[(Zα)2]
]
. (E.72)
and so
N2
Npt
= [Γ(−1− 2z)]2
[
−n
2(n+ 1)2
4
+O[(Zα)2]
]
, (E.73)
and
D2
Dpt
= −[Γ(−1− 2z)]2
[
n2(n+ 1)2
4
+O[(Zα)2]
]
. (E.74)
Keeping in mind that
D
C
' − c
n(n+ 1)
(E.75)
where c ∝ (m?)2 so(
D
C
)2
N2
Npt
= [Γ(−1− 2z)]2
[
−c
2
4
+O[(Zα)2]
]
, (E.76)
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and (
D
C
)2
D2
Dpt
= −[Γ(−1− 2z)]2
[
c2
4
+O[(Zα)2]
]
. (E.77)
Combined result
Finally combining all terms gives
N
D
=
Npt
Dpt
[
1 + (D/C )(N1/Npt) + (D/C )2(N2/Npt)
1 + (D/C )(D1/Dpt) + (D/C )2(D2/Dpt)
]
' Npt
Dpt
[
1 + C − c
n
+ · · ·
]
, (E.78)
where C is an n-independent but divergent constant whose precise value does not
matter because it gets absorbed into the renormalization of cF . The prediction beyond
the contribution of cF is completely contained in the c/n term, which is smaller than
the order to which we work.
Radial matrix element of the first-order state correction
In the main text we have anticipated that the first-order wave-function corrections
will lead to a more complicated RG behaviour of the combined PPEFT couplings
cˆs ± cˆv + 〈I · S〉cˆF of j = 1/2 states through the boundary conditions (B.15) (worked
out in detail in Appendix B), repeated here for convenience
(
cˆ+s + ZF cˆ+F − cˆ+v
)
=
g+
f+
, and
(
cˆ−s + ZF cˆ−F + cˆ−v
)
=
f−
g−
. (E.79)
This occurs because the radial functions on the right-hand sides of these conditions
change under the perturbation of the nuclear magnetic dipole field and can be expanded
in a perturbation series as f$ = f
(0)
$ + sf
(1)
$ + · · · and g$ = g(0)$ + sg(1)$ + · · · , where the
ellipses stand for the second- and higher-order corrections.
These corrections to the radial functions come about as a result of the state cor-
rections, which we had formally calculated in (D.11) and as applied to the eigenstates
of total atomic angular momentum |nFFzj$〉 reads
|nFFzj$〉1 =
CnnFFzj′j(−$)$
ωDnj$ − ωDnj′(−$)
|nFFzj′(−$)〉0 +
∑
n˜6=n
[
Cn˜nFFzjj$$
ωDnj$ − ωDn˜j$
|n˜FFzj$〉0
+
Cn˜nFFzj′j(−$)$
ωDnj$ − ωDn˜j′(−$)
|n˜FFzj′(−$)〉0
]
, (E.80)
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where the coefficients are defined as
Cn˜nFFz j˜j$˜$ := 0 〈n˜FFz j˜$˜|V |nFFzj$〉0 = −
(
eµN
4piD˜
)∫
d3x r−2ψ˜†γ0γ · (I× rˆ)ψ,
= −
( s
m
)∫
dΩ2
(
Y j˜$˜
F ,fz
)† (
Iθσθ + Iφσφ
)Yj$
F ,fz
∫∞
0
dr
(˜
fg + g˜f
)
D˜ ,
=
(2κ˜)3s
m2
(
C
C˜
)∫
dΩ2
(
Y j˜$˜
F ,fz
)† (
Iθσθ + Iφσφ
)Yj$
F ,fz
(
Ns
D˜
)
, (E.81)
with
D˜ =
∫ ∞
0
dr r2
(˜
f2 + g˜2
)
=
C˜ 2m
(2κ˜)3
D˜. (E.82)
Notice that a total of three types of terms appear in the first-order wave-function
correction: there are corrections coming from states that have the same angular momen-
tum quantum numbers as the corrected state but that differ from it in their principal
quantum number; there are corrections from states that have the same F, Fz and l
quantum numbers but different n, j values and opposite parity; lastly there is a con-
tribution from a state that shares the same n, F, Fz and l value as the corrected state
and differs from it only in its j-value and parity. This medley of corrections occurs due
to the fact that although the F eigenstates do diagonalize the degenerate subspaces of
the combined nuclear and Dirac-Coulomb modes, they do not diagonalize the actual
perturbation, Lint = −eγ0γ ·Anuc (except for S-states for which J = S); the hyperfine
perturbation is known to mix states that share all their quantum numbers except for j
and $ [104, 105]. This effect manifests in the corrections proportional to CnnFFzj′j(−$)$
and Cn˜nFFzj′j(−$)$, which first appear for the negative-parity, j = 1/2 states that re-
ceive a correction from the positive-parity j = 3/2 states (and so we have j = 1/2,
j′ = 3/2 and $ = − for these mixing corrections).
We can obtain a rough estimate for the sizes of these corrections knowing that
the Dirac-Coulomb modes go as ρζ−1 ∼ (mRZα)|K|−1 and so |n, F, Fz, 1/2,−〉0 ∼
O(1) whereas |n, F, Fz, 3/2,+〉0 ∼ (mRZα), and assuming (as we will show below)
Cn˜nFFz j˜j$˜$ ∼ s(Zα)3, while the energy differences are of size,(
ωDnj$ − ωDn˜j$
) ∼ (Zα)2, (ωDnj$ − ωDn˜j′(−$)) ∼ (Zα)2, (ωDnj$ − ωDnj′(−$)) ∼ (Zα)4.
The large size of the last energy difference is due to the Dirac-Coulomb modes having
the same principal quantum number, n but different angular momentum quantum
numbers, j, j′.
Combining these estimates we find that the corrections coming from states with the
same angular momentum quantum numbers but different principal quantum number
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are of order,
Cn˜nFFzjj$$
ωDnj$ − ωDn˜j$
|n˜FFzj$〉0 ∼ s
(Zα)3
(Zα)2
= s(Zα), (E.83)
those coming from states with the same F, Fz and l value but different n, j,$ values
are of size,
Cn˜nFFzj′j(−$)$
ωDnj$ − ωDn˜j′(−$)
|n˜FFzj′(−$)〉0 ∼ s
(Zα)3
(Zα)2
(mRZα) = s(Zα)(mRZα). (E.84)
and those coming from states with the same n, F, Fz but different j,$ quantum numbers
as the corrected state yield a correction of size.
CnnFFzj′j(−$)$
ωDnj$ − ωDnj′(−$)
|nFFzj′(−$)〉0 ∼ s
(Zα)3
(Zα)4
(mRZα) =
s
(Zα)
(mRZα). (E.85)
Looking at these sizes we can see that the corrections coming from mixing states
with different angular momentum quantum numbers are proportional to (mRZα),
which pushes them outside of the scope of this paper as their calculation would re-
quire the PPEFT action to be computed to the next order in R/aB. Nevertheless,
although we ignore these off-diagonal corrections to the negative parity, j = 1/2 state
in what follows, we compute the most general matrix element Cn˜nFFz j˜j$˜$ next.
In the Cn˜nFFz j˜j$˜$ coefficients above, D˜ has the same functional form as D defined
in (E.5) and (E.15) for the first-order energy shift with the parameters taken to be
n → n˜, ζ → ζ˜ , ρ → ρ˜, etc. and so this part does not require further computation.
What is new is the function in the numerator that integrates over the mixtures of the
radial functions of the corrected and the correcting states that can be written in terms
of the various integration constant ratios as,
Ns = m(2κ˜)ζ˜−1(2κ)ζ−1(κ˜+ κ)1−ζ˜−ζ
{
Nspt +
(
D
C
)
(2κ)−2ζNs1 +
(
D˜
C˜
)
(2κ˜)−2ζ˜N˜s1
+
(
DD˜
C C˜
)
(2κ˜)−2ζ˜(2κ)−2ζNs2
}
. (E.86)
Furthermore, similarly to the energy shift, the functions Nspt,N
s
1, N˜
s
1 and N
s
2 can
all be written as instances of the integral,
Ip
i˜j
:= (κ˜+ κ)ζ˜+ζ−1
∫ ∞
0
dr e−(κ˜+κ)rrpMiMj˜, (E.87)
where the tilde on the subscript of the hypergeometric function means that in all of its
arguments the parameters are to be transformed as n → n˜, κ → κ˜, ζ → ζ˜ and so on.
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This integral differs from that of the energy shift in (E.7) in that the integration variable
is no longer the same as the argument of either of the hypergeometric functions and
the exponential has a factor multiplying the integration variable and so is proportional
to the more general form of (E.22)
Id(s; a, b, k; a˜, b˜, k˜) :=
∫ ∞
0
dr e−srrd−1M[a; b; kr]M[a˜; b˜; k˜r],
= s−dΓ[d]
∞∑
q=0
(a)q(k)
q(d)q
(b)q q! sq
2F1
[
a˜, d+ q;
b˜;
k˜
s
]
, (E.88)
which after taking the limit k˜ = k = s and redefining the integration variable to ρ = kr
becomes proportional to (E.22). The equality on the second line can again be found
by writing out one of the hypergeometric functions in its series form and carrying out
the resulting integral term by term using standard techniques found in [120, 121].
In terms of these integrals the functions of Ns can be written as,
Nspt = I(ζ˜+ζ−2)11˜ S+ −
(
a˜
c˜
)
I(ζ˜+ζ−2)
12˜
S− +
(a
c
)
I(ζ˜+ζ−2)
21˜
S− −
(
aa˜
cc˜
)
I(ζ˜+ζ−2)
22˜
S+,
Ns1 = I(ζ˜−ζ−2)31˜ S+ −
(
a˜
c˜
)
I(ζ˜−ζ−2)
32˜
S− +
(
a′
c
)
I(ζ˜−ζ−2)
41˜
S− −
(
a′a˜
cc˜
)
I(ζ˜−ζ−2)
42˜
S+,
N˜s1 = I(ζ−ζ˜−2)13˜ S+ −
(
a˜′
c˜
)
I(ζ−ζ˜−2)
14˜
S− +
(a
c
)
I(ζ−ζ˜−2)
23˜
S− −
(
aa˜′
cc˜
)
I(ζ−ζ˜−2)
24˜
S+,
Ns2 = I(−ζ˜−ζ−2)33˜ S+ −
(
a˜′
c˜
)
I(−ζ˜−ζ−2)
34˜
S− +
(
a′
c
)
I(−ζ˜−ζ−2)
43˜
S− −
(
a′a˜′
cc˜
)
I(−ζ˜−ζ−2)
44˜
S+,
(E.89)
where the dimensionless quantities, S± are defined as
S± :=
√(
1 +
ω˜
m
)(
1− ω
m
)
±
√(
1 +
ω
m
)(
1− ω˜
m
)
∼ O(Zα). (E.90)
In general, the integrals in Ns1, N˜
s
1 and N
s
2 will diverge and a more careful analysis of
their divergence structure and the energy shifts is required to see if they can be absorbed
into the PPEFT couplings through boundary conditions such as (B.15). However, the
possible divergences appear along with ratios of integration constants such as (D/C )
and (D˜/C˜ ) and so are suppressed by factors of (m?)2ζ ∼ (mRZα)2|K| and (m˜?)2ζ˜ ∼
(mRZα)2|K˜|, which makes them negligible to the order we work here and so we do not
explicitly calculate the integrals in Ns1, N˜
s
1 and N
s
2.
Then, it is sufficient for our purposes (which is to capture the leading order correc-
tions to the wave-functions) to calculate Nspt, which contains integrals that integrate
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over the point-nucleus parts of the radial functions of the Dirac-Coulomb modes. These
evaluate to,
I(ζ˜+ζ−2)
11˜
= (κ˜+ κ)ζ˜+ζ−1I(ζ˜+ζ−1)(κ˜+ κ; a, b, 2κ; a˜, b˜, 2κ˜) =
Γ[ζ˜ + ζ − 1]
∞∑
q=0
(a)q(2κ)
q(ζ˜ + ζ − 1)q
(b)q q! (κ˜+ κ)q
2F1
[
a˜, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
,
I(ζ˜+ζ−2)
12˜
= (κ˜+ κ)ζ˜+ζ−1I(ζ˜+ζ−1)(κ˜+ κ; a, b, 2κ; a˜+ 1, b˜, 2κ˜) =
Γ[ζ˜ + ζ − 1]
∞∑
q=0
(a)q(2κ)
q(ζ˜ + ζ − 1)q
(b)q q! (κ˜+ κ)q
2F1
[
a˜+ 1, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
,
I(ζ˜+ζ−2)
21˜
= (κ˜+ κ)ζ˜+ζ−1I(ζ˜+ζ−1)(κ˜+ κ; a+ 1, b, 2κ; a˜, b˜, 2κ˜) =
Γ[ζ˜ + ζ − 1]
∞∑
q=0
(a+ 1)q(2κ)
q(ζ˜ + ζ − 1)q
(b)q q! (κ˜+ κ)q
2F1
[
a˜, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
,
I(ζ˜+ζ−2)
22˜
= (κ˜+ κ)ζ˜+ζ−1I(ζ˜+ζ−1)(κ˜+ κ; a+ 1, b, 2κ; a˜+ 1, b˜, 2κ˜) =
Γ[ζ˜ + ζ − 1]
∞∑
q=0
(a+ 1)q(2κ)
q(ζ˜ + ζ − 1)q
(b)q q! (κ˜+ κ)q
2F1
[
a˜+ 1, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
,
(E.91)
and then combine in Nspt to
Nspt = Γ[ζ˜ + ζ − 1]
∞∑
q=0
(2κ)q(ζ˜ + ζ − 1)q
(b)q q! (κ˜+ κ)q
×{
S+
(
(a)q2F1
[
a˜, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
−
(
a˜a
c˜c
)
(a+ 1)q2F1
[
a˜+ 1, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
])
+
S−
(
a(a+ 1)q
c
2F1
[
a˜, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
]
−
a˜(a)q
c˜
2F1
[
a˜+ 1, ζ˜ + ζ − 1 + q;
b˜;
2κ˜
κ˜+ κ
])}
. (E.92)
A further simplification is possible thanks to a = ζ − Zαω/κ = 1 − n and likewise
a˜ = ζ˜ − Zαω˜/κ˜ = 1 − n˜ being non-positive integers for all values of n, n˜ and hence
terminating both the explicit series and the series representation of the hypergeometric
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functions. Then, using (E.16) and the identities a(a + 1)q = (a)q+1 = (a)q(a + q) and
(a)q(a+ q)t = (a)q+t we can write after a little bit of algebra,
Nspt = Γ[ζ˜ + ζ − 1]
∞∑
q=0
∞∑
t=0
(2κ)q(2κ˜)t(ζ˜ + ζ − 1)q+t(a)q(a˜)t
(κ˜+ κ)q+t q! t! (b)q (˜b)t c˜c
×{
S+ (c˜c− (a+ q)(a˜+ t)) + S− (a− a˜+ q − t)
}
,
=
n−1∑
q=0
n˜−1∑
t=0
Γ[ζ˜ + ζ − 1](2κ)q(2κ˜)t(ζ˜ + ζ − 1)q+t(1− n)q(1− n˜)t
(κ˜+ κ)q+t q! t! (1 + 2ζ)q (1 + 2ζ˜)t
(
K˜− N˜
)(
K−N
) ×
{
S+
[(
K˜− N˜
)(
K−N
)
− (1− n+ q)(1− n˜+ t)
]
+ S− (n˜− n+ q − t)
}
,
(E.93)
where the last two lines make use of the definitions of the hypergeometric parameters
in (2.20) and κ = mZα/N .
Lastly, let us estimate the size of the coefficients Cn˜nFFz j˜j$˜$. Assuming that the
angular integral and the ratio (C /C˜ ) in (E.81) are O(1) numbers and estimating
Ns ' m(2κ˜)ζ˜−1(2κ)ζ−1Nspt ∼ m(2κ˜)ζ˜−1(2κ)ζ−1(κ˜+ κ)1−ζ˜−ζS±,
∼ m(mZα)ζ˜−1(mZα)ζ−1(mZα)1−ζ˜−ζ(Zα) ∼ O(1) (E.94)
and also that D˜ ' D˜pt ∼ O(1). In this case we obtain,
Cn˜nFFz j˜j$˜$ =
(2κ˜)3s
m2
(
C
C˜
)∫
dΩ2
(
Y j˜$˜
F ,fz
)† (
Iθσθ + Iφσφ
)Yj$
F ,fz
(
Ns
D˜
)
,
∼ ms(Zα)3. (E.95)
It turns out that a more careful calculation of Cn˜nFFz j˜j$˜$ is overkill because the
leading corrections to the diagonal first-order state corrections of interest here (i.e. ig-
noring the corrections coming from mixing different angular momentum modes) vanish
as is calculated in the next section and argued around (2.68) in the main text. As such,
the leading size of the state corrections (or at least the diagonal contributions) gets
suppressed by (Zα)2, making them negligible at the orders we work.
F RG evolution
This Appendix collects useful parts of the renormalization story told in the main text.
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Universal evolution
The boundary conditions of the main text provide examples where the effective cou-
plings are found to satisfy equations of the form
g() =
Aρ2ζ +B
Cρ2ζ +D
, (F.1)
where g is a representative coupling – such as g = −(cˆs − cˆv)/χ in eq. (2.64) or g =
−(cˆs + cˆv)χ in (2.70) – and  appears on the right-hand side through ρ = 2κ with
κ =
√
m2 − ω2. The power of ρ appearing here is ζ =
√
K2 − (Zα)2 where K =
−$(j + 1
2
). For j = 1
2
parity-even states, for example, comparison with (2.64) shows
that the parameters A,B,C and D are given explicitly by
A = c+a , B = (c+a′)
(
D+
C+
)(0)
, C = c−a and D = (c−a′)
(
D+
C+
)(0)
, (F.2)
with parameters a, a′ and c given in (2.20), and repeated here:
a = ζ − Zαω
κ
, a′ = −
(
ζ +
Zαω
κ
)
, c = K− Zαm
κ
, . (F.3)
For later use, eq. (F.1) also inverts to give
ρ2ζ =
B −Dg
Cg − A . (F.4)
The goal is to derive a universal differential version of this evolution (see, for
example [64, 70–72] for more details). To start this off directly differentiate (F.1)
holding A,B,C,D fixed, leading to

dg
d
= 2ζ
[
AD −BC
(Cρ2ζ +D)2
]
ρ2ζ = 2ζ
[
(Cg − A)(B −Dg)
AD −BC
]
, (F.5)
where the second equality uses (F.4) to trade ρ2ζ for g. This evolution equation has
fixed points at g = g∗, where
g∗ =
A
C
or g∗ =
B
D
, (F.6)
which can also be seen as the ρ → 0 and ρ →∞ limits of (F.1).
This equation can be put into a standard form by redefining g to ensure that
g∗ = ±1. To this end write
g() = u() +
1
2
(
A
C
+
B
D
)
, (F.7)
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in terms of which the fixed points are
u∗ = ±1
2
(
A
C
− B
D
)
= ±
(
AD −BC
2CD
)
, (F.8)
and (F.5) becomes

du
d
= − 2ζCD
AD −BC
[
u−
(
AD −BC
2CD
)][
u+
(
AD −BC
2CD
)]
. (F.9)
Finally rescale
u =
[
AD −BC
2CD
]
v (F.10)
to see that

dv
d
= ζ(1− v2) (F.11)
is an automatic consequence of (F.1) once one defines
g = u+
AD +BC
2CD
=
1
2
(
A
C
− B
D
)
v +
1
2
(
A
C
+
B
D
)
. (F.12)
These expressions emphasize that although the positions of the fixed points for g
depend on the ratios A/C and B/D, the speed of evolution along the RG flow depends
only on ζ. Indeed the general solution to (F.11) is
v() =
(v0 + 1)(/0)
2ζ + (v0 − 1)
(v0 + 1)(/0)2ζ − (v0 − 1) (F.13)
where the integration constant is chosen to ensure v(0) = v0. For ζ > 0 this describes
a universal flow that runs from v = −1 to v = +1 as  flows from 0 to ∞.
Since the trajectories given in (F.13) cannot cross the lines v = ±1 for any finite
nonzero  there are two categories of flow, distinguished by the flow-invariant sign of
|v| − 1 (see Figure 1). That is, if |v0| − 1 is negative (positive) for any 0 < 0 < ∞,
then |v()| − 1 is negative (positive) for all 0 <  < ∞. Every trajectory is therefore
uniquely characterized by a pair of numbers. These can equally well be chosen to be
the pair (0, v0) that specifies an initial condition v0 = v(0), or it can be taken to be the
pair (?, y?) where y? = sign(|v| − 1) = ±1 distinguishes the two classes of trajectories,
and ? is defined as the value of  for which v(?) = 0 (if y? = −1) or the value for
which v(?) = ∞ (if y? = +1). The parameterization using (?, y?) is useful because
physical observables turn out to have particularly transparent expressions in terms of
these variables.
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For the specific case of j = 1
2
parity-even states these parameter combinations
become ζ =
√
1− (Zα)2 and
A
C
=
c+ a
c− a =
1− ζ + (m+ ω)Zα/κ
1 + ζ + (m− ω)Zα/κ
B
D
=
c+ a′
c− a′ =
1 + ζ + (m+ ω)Zα/κ
1− ζ + (m− ω)Zα/κ (F.14)
Using, in these, the leading Coulomb expression m − ω ' (Zα)2m/(2n2) and so κ '
Zαm/n as well as ζ ' 1− 1
2
(Zα)2 then leads to the approximate forms
A
C
' n+ · · · , B
D
' 2n
(Zα)2
+ · · · , (F.15)
up to terms suppressed by (Zα)2 compared to those shown.
Evolution for positive-parity j = 1
2
states
The importance of calculating the first-order state corrections above is that the al-
ternative boundary conditions in (2.58) and (2.60) set various combinations of the
PPEFT couplings equal to the ratios of the full radial functions, gn 1
2
+()/fn 1
2
+() and
fn 1
2
−()/gn 1
2
−() when applied to j = 1/2 positive- and negative parity states respec-
tively. The new coupling cF sits on the left-hand side of these equations, which we
assume to be of size s and we further anticipate that the couplings present in the case
of spinless nuclei cs, cv also receive spin-dependent corrections that first appear at this
order. Matching powers of s on both sides of the boundary condition then requires us
to compute all O(s) contributions to the radial function ratios, which is what we will
do now for both parities, starting with the positive-parity state. In what follows we will
suppress both the arguments and the quantum number labels of the functions, except
for parity.
Evolution for positive parity j = 1/2 states
On the right-hand side of the positive-parity, j = 1/2 states’ boundary conditions
in (2.58) sits the ratio (g+/f+), which can be expanded to first order in degenerate
perturbation theory schematically as,
g+
f+
=
g
(0)
+ + sg
(1)
+ + · · ·
f
(0)
+ + sf
(1)
+ + · · ·
≈ g
(0)
+
f
(0)
+
+ s
(
g
(1)
+
f
(0)
+
− g
(0)
+
f
(0)
+
f
(1)
+
f
(0)
+
)
+O (s2) , (F.16)
where g
(0)
+ and f
(0)
+ are given in (2.18) and g
(1)
+ and f
(1)
+ are given in (2.56) using appro-
priate substitutions for the quantum number labels. Before proceeding any further, it
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is important to remember that the superscripts on these functions refer to their order
in degenerate perturbation theory and not necessarily whether or not they are complete
in any order in s. To emphasize, we had defined g
(1)
+ and f
(1)
+ to be the corrections to
the radial solutions of the Dirac-Coulomb problem, g
(0)
+ , f
(0)
+ that come about purely
as a result of degenerate perturbation theory, but not including the expansion of the
integration constant ratios in (2.62) and as such both g
(0)
+ , g
(1)
+ and f
(0)
+ , f
(1)
+ are still
functions of the full (D+/C+). This means that in order to get all the contributions to
O (s) in the ratio (g+/f+) we still need to use (2.62) in g(0)+ and f(0)+ , but not in g(1)+ , f(1)+
since these are already O (s). Then, focusing on the first term on the right-hand side
of (F.16) we find
g
(0)
+
f
(0)
+
= −χ
[M1 + acM2]+ (D+C+)(0) ρ−2ζ [M3 + a′cM4]+ (D+C+)(1) ρ−2ζ [M3 + a′cM4][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]+ (D+C+)(1) ρ−2ζ [M3 − a′cM4] ,
= −χ
[M1 + acM2]+ (D+C+)(0) ρ−2ζ [M3 + a′cM4][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]
− s
2
(
D+
C+
)(1)
χρ−2ζ (a′M1M4 − aM2M3)
c
([M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4])2
. (F.17)
Substituting this into (F.16) along with the explicit functional forms from (2.18) and
making use of (2.56) and (2.62) we can write the ratio of positive parity radial functions
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g+
f+
≈ −χ
[M1 + acM2]+ (D+C+)(0) ρ−2ζ [M3 + a′cM4][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]
− s
 2
(
D+
C+
)(1)
χρ−2ζ (a′M1M4 − aM2M3)
c
([M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4])2
+
∑̂√m− ω˜
m+ ω
(
C˜+e−ρ˜/2ρ˜ζ−1
C+e−ρ/2ρζ−1
) [M1˜ + a˜c˜M2˜]+ ( D˜+C˜+)(0) ρ˜−2ζ [M3˜ + a˜′c˜M4˜][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]
−
∑̂
χ
[M1 + acM2]+ (D+C+)(0) ρ−2ζ [M3 + a′cM4][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]
×
√
m+ ω˜
m+ ω
(
C˜+e−ρ˜/2ρ˜ζ−1
C+e−ρ/2ρζ−1
) [M1˜ − a˜c˜M2˜]+ ( D˜+C˜+)(0) ρ˜−2ζ [M3˜ − a˜′c˜M4˜][M1 − acM2]+ (D+C+)(0) ρ−2ζ [M3 − a′cM4]
+O (s2) .
(F.18)
With an eye to the future progression of this calculation in the main text, where the
terms including the sums will cancel (to leading order in ρ), we can massage this into
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the form,
g+
f+
≈ −χ
[cM1 + aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 + a′M4]
[cM1 − aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 − a′M4]
− s
 2
(
D+
C+
)(1)
χρ−2ζ (a′M1M4 − aM2M3) c(
[cM1 − aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 − a′M4]
)2
+
∑̂√m+ ω˜
m+ ω
(
C˜+e−ρ˜/2ρ˜ζ−1c
C+e−ρ/2ρζ−1c˜
)
[c˜M1˜ − a˜M2˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜M3˜ − a˜′M4˜]
[cM1 − aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 − a′M4]
×
χ˜
[c˜M1˜ + a˜M2˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜M3˜ + a˜′M4˜]
[c˜M1˜ − a˜M2˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜M3˜ − a˜′M4˜]
− χ
[cM1 + aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 + a′M4]
[cM1 − aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 − a′M4]

 , (F.19)
where the leading small  expansion (and identically small ρ expansion) yields,
g+
f+
≈ −χ
[c+ a] +
(
D+
C+
)(0)
ρ−2ζ [c+ a′]
[c− a] +
(
D+
C+
)(0)
ρ−2ζ [c− a′]
− s
 2
(
D+
C+
)(1)
χρ−2ζ (a′ − a) c(
[c− a] +
(
D+
C+
)(0)
ρ−2ζ [c− a′]
)2
+
∑̂√m+ ω˜
m+ ω
(
C˜+ρ˜ζ−1c
C+ρζ−1c˜
)
[c˜− a˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜− a˜′]
[c− a] +
(
D+
C+
)(0)
ρ−2ζ [c− a′]
×
χ˜
[c˜+ a˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜+ a˜′]
[c˜− a˜] +
(
D˜+
C˜+
)(0)
ρ˜−2ζ [c˜− a˜′]
− χ
[c+ a] +
(
D+
C+
)(0)
ρ−2ζ [c+ a′]
[c− a] +
(
D+
C+
)(0)
ρ−2ζ [c− a′]

+O (s2) .
(F.20)
Evolution for negative-parity j = 1
2
states
Moving on to the negative parity, j = 1/2 states, the right-hand side of the bound-
ary condition in (2.60) is equivalent to the ratio (f−/g−), which using (2.55) can be
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expanded to first order in s schematically as,
f−
g−
=
f
(0)
− + sf
(1)
− + · · ·
g
(0)
− + sg
(1)
− + · · ·
≈ f
(0)
−
g
(0)
−
+ s
(
f
(1)
−
g
(0)
−
− f
(0)
−
g
(0)
−
g
(1)
−
g
(0)
−
)
+O (s2) , (F.21)
where f
(0)
− and g
(0)
− are given in (2.18) and f
(1)
− and g
(1)
− are given in (2.56) using ap-
propriate substitutions for the quantum number labels. A before, these functions still
contain the full integration constant ratio (D−/C−), therefore to complete the expansion
of (f−/g−) to linear order in s we need to make use of (2.62) in f
(0)
− /g
(0)
− . Concentrating
on this term on the right-hand side of (F.21) we find
f
(0)
−
g
(0)
−
= −χ−1
[M1 − acM2]+ (D−C−)(0) ρ−2ζ [M3 − a′cM4]+ (D−C−)(1) ρ−2ζ [M3 − a′cM4][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]+ (D−C−)(1) ρ−2ζ [M3 + a′cM4] ,
= −χ−1
[M1 − acM2]+ (D−C−)(0) ρ−2ζ [M3 − a′cM4][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]
+ s
2
(
D−
C−
)(1)
ρ−2ζ (a′M1M4 − aM2M3)
cχ
([M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4])2
. (F.22)
Substituting this into (F.21) along with the explicit functional forms from (2.18) and
making use of (2.56) and (2.62) we can write the ratio of negative parity radial functions
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as
f−
g−
≈ −χ−1
[M1 − acM2]+ (D−C−)(0) ρ−2ζ [M3 − a′cM4][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]
+ s
 2
(
D−
C−
)(1)
ρ−2ζ (a′M1M4 − aM2M3)
cχ
([M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4])2
−
∑̂√m+ ω˜
m− ω
(
C˜−e−ρ˜/2ρ˜ζ−1
C−e−ρ/2ρζ−1
) [M1˜ − a˜c˜M2˜]+ ( D˜−C˜−)(0) ρ˜−2ζ [M3˜ − a˜′c˜M4˜][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]
+
∑̂
χ−1
[M1 − acM2]+ (D−C−)(0) ρ−2ζ [M3 − a′cM4][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]
×
√
m− ω˜
m− ω
(
C˜−e−ρ˜/2ρ˜ζ−1
C−e−ρ/2ρζ−1
) [M1˜ + a˜c˜M2˜]+ ( D˜−C˜−)(0) ρ˜−2ζ [M3˜ + a˜′c˜M4˜][M1 + acM2]+ (D−C−)(0) ρ−2ζ [M3 + a′cM4]
+O (s2) .
(F.23)
With an eye to the future progression of this calculation in the main text, where the
terms including the sums will cancel (to leading order in ρ), we can massage this into
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the form,
f−
g−
≈ −χ−1
[cM1 − aM2] +
(
D−
C−
)(0)
ρ−2ζ [cM3 − a′M4]
[cM1 + aM2] +
(
D−
C−
)(0)
ρ−2ζ [cM3 + a′M4]
+ s
 2χ
−1
(
D−
C−
)(1)
ρ−2ζ (a′M1M4 − aM2M3) c(
[cM1 + aM2] +
(
D−
C−
)(0)
ρ−2ζ [cM3 + a′M4]
)2
−
∑̂√m− ω˜
m− ω
(
C˜−e−ρ˜/2ρ˜ζ−1c
C−e−ρ/2ρζ−1c˜
)
[c˜M1˜ + a˜M2˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜M3˜ + a˜′M4˜]
[cM1 + aM2] +
(
D−
C−
)(0)
ρ−2ζ [cM3 + a′M4]
×
χ˜−1
[c˜M1˜ − a˜M2˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜M3˜ − a˜′M4˜]
[c˜M1˜ + a˜M2˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜M3˜ + a˜′M4˜]
− χ−1
[cM1 − aM2] +
(
D−
C−
)(0)
ρ−2ζ [cM3 − a′M4]
[cM1 + aM2] +
(
D+
C+
)(0)
ρ−2ζ [cM3 + a′M4]

 , (F.24)
where the leading small  expansion (and identically small ρ expansion) yields,
f−
g−
≈ −χ−1
[c− a] +
(
D−
C−
)(0)
ρ−2ζ [c− a′]
[c+ a] +
(
D−
C−
)(0)
ρ−2ζ [c+ a′]
+ s
 2χ
−1
(
D−
C−
)(1)
ρ−2ζ (a′ − a) c(
[c+ a] +
(
D−
C−
)(0)
ρ−2ζ [c+ a′]
)2
−
∑̂√m− ω˜
m− ω
(
C˜−e−ρ˜/2ρ˜ζ−1c
C−e−ρ/2ρζ−1c˜
)
[c˜+ a˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜+ a˜′]
[c+ a] +
(
D−
C−
)(0)
ρ−2ζ [c+ a′]
×
χ˜−1
[c˜− a˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜− a˜′]
[c˜+ a˜] +
(
D˜−
C˜−
)(0)
ρ˜−2ζ [c˜+ a˜′]
− χ−1
[c− a] +
(
D−
C−
)(0)
ρ−2ζ [c− a′]
[c+ a] +
(
D+
C+
)(0)
ρ−2ζ [c+ a′]

 .
(F.25)
– 119 –
G List of symbols
Z Atomic number of an element
α = e
2
4pi
Fine-structure constant
Nexp, Nnuc The number of available experimental observables and the
number of nuclear parameters
εn Bohr energy level of a lepton
n Principal quantum number of a leptonic energy level
m Mass of the lepton orbiting the nucleus
M Mass of the nucleus
mr Reduced mass of the nucleus-lepton system
e Electric charge unit
~ Reduced Planck’s constant
c Speed of light in vacuum
kB Boltzmann constant
ve, ve ∼ (Zα) Velocity and speed of the nucleus-orbiting lepton
R A length-scale of approximately nuclear size, i.e. 1 fm
aB = (mZα)
−1 Bohr radius of the atom
s = meµN
4pi
The small parameter controlling the effects of the hyperfine
interaction
j, jz Quantum numbers of the total leptonic angular momentum
J = L + S and its projection
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SΦQED The renormalizable action of a theory treating the nucleus
as a relativistic point-like particle interacting with photons
and another lepton species
Fµν Field strength of the U(1) gauge field, A
µ(x)
Aµ(x) U(1) vector field
Dµ = ∂µ − iqAµ Covariant derivative of a field charged under the U(1) gauge
group with charge q
Ψ,Ψ Leptonic Dirac field and its Dirac conjugate
Φ,Φ Nuclear Dirac field and its Dirac conjugate
γµ, γ5 Dirac gamma matrices
γµν = − i
4
[γµ, γν ] Lorentz algebra generators for Dirac particles
/D = γµDµ Slashes indicate contraction with Dirac gamma matrices
Snuc The higher-dimensional extension of SΦQED containing non-
renormalizable interactions between the second-quantized
nuclear and leptonic fields and a U(1) gauge field
c˜s, c˜v, c˜d Generic EFT couplings in Snuc that are related to nuclear
properties
P Curve mapping the real line, R to the position of the nucleus
xµ Arbitrary position 4-vector
s Arbitrary parameter along the world-line of the nucleus
yµ(s) 4-vector trajectory of the nucleus, parameterized by s
SQED The standard QED action describing the interaction be-
tween a Dirac particle and a U(1) gauge field
Sp The 1-dimensional action of a point-particle
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S = SQED + Sp Total action of the PPEFT
v ∼ m(Zα)/M Velocity of the nucleus
γ := (1− v2)−1/2 The relativistic conversion factor
cs, cv, cF , cem, c2, c3 Generic EFT couplings in the PPEFT arising at order
(length)2
τ Proper time along the point-particle’s trajectory
ηµν , η
µν Minkowski metric and its inverse with signature (-, +, +,
+)
er Radially pointing unit normal vector
uL(t, r, θ, ϕ) Separable solution to the leptonic field equations
RL(κr) Radial part of the solution to the leptonic field equations
ω Energy of the leptonic field mode
κ A function of the leptonic mode’s energy, ω. It is often
given by the dispersion relation κ =
√
m2 − ω2
L Collection of angular momentum labels specific to the so-
lution of the leptonic field equations
YL(θ, ϕ) The angular part of the solution to the leptonic field equa-
tions
l, lz Quantum numbers of the orbital angular momentum and its
z-component in a solution to 3-dimensional field equations
of spinless fields
CL,DL Integration constants in the solution to the ordinary second-
order differential equation satisfied by the radial component
of the leptonic field multiplying the near-origin convergent
and divergent solutions respectively
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RC (D)L (κr) What are traditionally thought of as the near-origin conver-
gent (divergent) radial solutions to leptonic field equations
µN Nuclear magnetic moment (not the nuclear magneton) in-
cluding the nuclear g-factor
gN , gl The nuclear and leptonic g-factors
rp, rZ Charge and Zemach radii of the proton as measured by [5]
I Nuclear spin vector
F = J + I Total atomic angular momentum operator
F Quantum number of the total angular momentum of the
atomic system, F = I + J
SB The ‘bulk’ part of the PPEFT action, which for our pur-
poses is the same as the QED action, SB = SQED
ξµ(s) Classical Grassmann field
{A,B} = AB +BA The anticommutator
[A,B] = AB −BA The commutator
Sp0 The lowest-order part of the PPEFT action that describes
the kinematics of the point-particle
Γµ,Γ5 Dirac gamma matrices acting on the Hilbert space of the
nucleus
Γµν = − i
4
[Γµ,Γν ] The Lorentz algebra generators for the Hilbert space of the
nucleus
µ1µ2···µn n-dimensional totally antisymmetric tensor
1 Identity operator
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τ i The spin-matrices acting on nuclear-spin space
τ = (τ 1 τ 2 τ 3)T The vector of spin matrices acting on nuclear-spin space
E,B The electric and magnetic fields
µ = µNI Nuclear magnetic moment
jµ Electromagnetic 4-current
Anuc0 ,A
nuc Electromagnetic fields directly generated by the nucleus
Arad0 ,Arad Operator valued quantum field interaction of the electro-
magnetic field
Σ =
[
S 0
0 S
]
The spin-operator for a Dirac-particle with S = 1
2
σ the spin
vector
σi Pauli matrices acting on lepton-spin space
σ = (σ1 σ2 σ3)T Vector of spin-matrices acting on electron spin-space
ψ(x) Spatial part of the solution to the leptonic field equations
l, l′ Quantum numbers of the orbital angular momentum of the
leptons for both parities
$ = ± The parity quantum number, (−)l with l = j − 1
2
$
Ωjljz(θ, φ) 2 component spherical spinors of the Dirac-Coulomb prob-
lem
Yllz(θ, φ) Scalar spherical harmonics
fnj$(r), gnj$(r) Solutions to the radial part of the Dirac-Coulomb field
equations
M[β, γ; z] = 1F1[β; γ; z] Confluent hypergeometric function
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Mi Denotes one of the confluent hypergeometric functions in
fnj(r) and gnj(r) with i = 1, 2, 3, 4
ρ = 2κr Dimensionless radial variable of the Dirac-Coulomb prob-
lem
K = $
(
j + 1
2
)
Eigenvalue of the operator σ ·p in the Dirac-Coulomb prob-
lem, a.k.a. the Dirac quantum number (normally denoted
by K in the literature
p Momentum operator of the Dirac fields
ζ =
√
K2 − (Zα)2 Dimensionless combination appearing in the radial differ-
ential equations of the Dirac-Coulomb problem
a = ζ − Zαω
κ
,
b = 1 + 2ζ
Arguments of the confluent hypergeometric functions that
appear in the near-origin finite parts of fnj(r), gnj(r)
a′ = − (ζ + Zαω
κ
)
,
b′ = 1− 2ζ Arguments of the confluent hypergeometric functions that
appear in the near-origin divergent parts of fnj(r), gnj(r)
c = K− Zαm
κ
Factor appearing in both types of solutions (near-
source convergent and divergent) of the radial functions
fnj(r), gnj(r)
N = n
√
1− 2(n−|K|)(Zα)2
n2(ζ+|K|) Relativistic numerical factor appearing in the point-like
source solutions to the Dirac-Coulomb problem
ωDnj = m
√
1− (Zα)2N 2 Bound state energy eiegenvalue of Dirac particles in a
Coulomb potential sourced by a point-like nucleus with
charge (Ze)
κDnj =
mZα
N Function of the bound state lepton energy of a Dirac parti-
cle in a Coulomb potential sourced by a point-like nucleus
with charge (Ze)
δωnFj$ Energy shifts of a nuclear origin to the leptonic mode func-
tions with quantum numbers n, F, j,$ and Dirac-Coulomb
energy ωDnj
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εmagnFj$ =
ε
(1)
nFj$
+ε
(ho)
nFj$
The energy shifts generated by the magnetic dipole moment
of the nucleus at first and higher-order in s respectively
εQEDnFj$ =
εpt−QEDnFj$
+εN−QEDnFj$
The energy shifts coming from various QED processes in the
point-nucleus limit and the radiative corrections to finite-
size effects through loop processes respectively
εrecnFj$ =
εpt−recnFj$
+εN−recnFj$
The energy shifts coming from nuclear recoil processes in
the point-nucleus limit and the recoil corrections to the
finite-size effects respectively
Yj,$
Ffz
(θ, φ) The new spinors that incorporate the hyperfine structure.
They obey the eigenvalue relation F2YF = F (F + 1)Y and
others found in Appendix D
ψnFj$ := |nFfz; I, j〉0 The correct zeroth-order atomic states that diagonalize the
degenerate subspaces of the mixed electron and nuclear
states under the hyperfine interaction
ηI,Iz The nuclear spin states of a nucleus with spin, I
ε
(1)
nFj$ The first-order energy shift caused by the presence of the
nuclear magnetic dipole field calculated in perturbation the-
ory
D, D˜ The explicit, normalization factor that emerges in the en-
ergy shift and state-corrections for unnormalized states
Σ = i(I× rˆ) · σ Angular operator acting on the hyperfine spinors Yj,$
F ,fz
XF A combination of angular momentum quantum numbers
defined in (2.34) that ubiquitously appears at first order in
s due to rotational invariance
N,Ns Collection of dimensionless integrals in the radial matrix
elements appearing in the numerator of the first-order en-
ergy shift and the first-order state corrections respectively,
due to the hyperfine interaction
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D, D˜ Collection of dimensionless integrals appearing in the
denominator of the first-order energy shift and state-
corrections respectively, due to the hyperfine interaction
Npt, N1, N2,
Dpt, D1, D2
Set of dimensionless integrals in N,D split into three cate-
gories: integrals over only near-origin convergent functions
(‘pt’ subscript); integrals accompanied by one power of the
integration constant ratio D/C (labelled by the ‘1’ sub-
script); integrals accompanied by two powers D/C (sub-
script ‘2’)
Nspt, N˜
s
1, N
s
1, N
s
2,
D˜pt, D˜1, D˜2
Set of dimensionless integrals in Ns, D˜ split into the same
categories as those in N,D
E
(0)
n,j = ω
D
nj + δω
(0)
nj The zeroth-order energies of the atom with degeneracy
(2I + 1)(2j + 1)
Cn˜nFFz j˜j$˜$ Coefficient of the first-order state-correstions
δω
(0)
nj$ The spin-independent, zeroth-order finite-size energy shift
determined by the normalizability condition (2.22). This
is the part of the energy shift that appears in our earlier
work [64, 72] given by the zeroth-order, scalar part of the
integration constant ratio (D/C )(0)
δω
(1)
nFj The spin-dependent, first-order finite-size energy shift com-
ing from the normalizability condition (2.22) through
(D/C )(1)
I(p)ij Integrals that appear in the radial matrix elements of the
first-order energy shift with i, j ∈ [1, 4] denoting the four
confluent hypergeometric functions in f, g
εhfsnFj$ The hyperfine-splitting energy shift with relativistic correc-
tions included
Cη A regularization-scale dependent function that needs to be
absorbed into the effective couplings in order to keep ε
(1)
nFj$
physical
– 127 –
c = 16(m?+)
2 A function of the small dimensionless quantity m?+ that
controls finite-size effects in the PPEFT language
gp g-factor of the proton
µp Magnetic moment of the proton
nLj
F Spectroscopic notation of an energy level with quantum
numbers n, l, j, F
I(p)
i˜j
Integrals that appear in the Ns matrix-elements of the first-
order state corrections. Here, the tilde signals the fact that
the quantum numbers are different for the two hypergeo-
metric functions in the integrand but the other indices are
defined the same way as in I(p)ij∑̂
The sum factor of (2.54) over all values of the principal
quantum number that lie outside the degenerate subspace
of the state whose corrections we are looking at
f
(0)
nj$, g
(0)
nj$ The Dirac-Coulomb wave-functions
f
(1)
nj$, g
(1)
nj$ First-order corrections to the Dirac-Coulomb wave-
functions calculated in degenerate perturbation theory
(D/C )(0) The ratio of integration constants found in the case of a
scalar source
(D/C )(1) The first order correction to the ratio of integration con-
stants introduced as a compensation for the lack of new
large-r normalizability conditions for the full states once
the hyperfine interaction is turned on
 Radius of the Gaussian sphere on which the alternative
boundary conditions implied by the PPEFT are set up
?, 0 RG-invariant scales associated with the finite-size effects of
a scalar source and controlling the running of the PPEFT
couplings cs, cv, cF
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F RG-invariant scale associated with the mixed finite-size, hy-
perfine effects
ZFj$,ZF$ Another combination of angular momentum quantum num-
bers that appears in the matrix elements of the I ·Σ oper-
ator.
cˆi =
ci
4pi2
The generic EFT coupling divided by the surface area of
the sphere on which the new boundary conditions are set
up. Equivalently, these are the dimensionless couplings that
appear in the boundary action of the PPEFT
cˆ
(0)
s , cˆ
(0)
v The coupling coefficients appearing at zeroth order in s
and so whose running is controlled by the spin-independent
parts of the boundary-condition
cˆ
(1)
s , cˆ
(1)
v Corrections to the (length)2 coupling coefficients of scalar
nuclei appearing at first order in s
χ =
√
m−ω
m+ω
A numerical factor that appears in the ratios of radial func-
tions f(r), g(r)
Λ± Contributions to the boundary conditions of leptonic modes
that come from the first-order state-corrections
g(), u(), v() Functions in terms of which the zeroth-order RG-flow can
be universally determined
A,B,C,D Constants in the universal evolution of coupling constants
y? = ±1 An RG-invariant that determines which type of curve the
couplings flow on in the zeroth-order RG evolution
λ¯
(0)
± The n-independent linear combination of spin-independent
PPEFT couplings cˆ
(0)
s and cˆ
(0)
v that follows from the leading-
order RG behaviour of the couplings
λ¯
(1)
± The linear combination of spin-dependent PPEFT cou-
plings cˆ
(1)
s , cˆ
(1)
v and cˆF that follows from cO(s) RG behaviour
of the couplings
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(D/C )(1)phys The physical part of the normalizability compensating ex-
pansion of the ratio of leptonic integration constants at first
order. This quantity controls the actual mixed hyperfine,
finite-size effects coming from the large-r normalizability
condition
δωnFj$ =
δω
(0)
nFj$
+δω
(1)
nFj$
Nuclear-size dependent energy shift coming from the large-
r normalizability condition at zeroth and first orders in s
Hn Harmonic numbers
H A function of D/C appearing in δωnFj$
γ Euler-Mascheroni constant
ρc/m(x
′) The electric charge and magnetization densities of the pro-
ton
〈r2〉c, 〈r3〉cc, 〈r〉cm, · · · The charge radius squared, the Friar and the Zemach mo-
ments and other nuclear moments that can be used to pa-
rameterize finite-size effects
〈r3〉effcc The effective Friar moment, incorporating the finite-size
parts of the nuclear polarizability contributions
〈rC1〉, 〈rC2〉, 〈rpp〉 Various moments used to capture elastic parts of the
nuclear-structure effects from [57] and [56]
ωptnFj$ Theoretical contributions to the energy shift of leptons in
the point-nucleus limit
ωNSnFj$ Nuclear-size related energy shifts to the lepton energies
Λ An arbitrary scale in radiative corrections to the leading
mixed finite-size, hyperfine effects first derived in [30]
Ξnj$ The radiative corrections to finite-size effects for muonic
Hydrogen appearing in the traditional Lamb shift coming
from the electronic vacuum polarization
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Lkn(x) The associated Laguerre polynomials
ρ0 =
2mr(Zα)r
n
The dimensionless radial variable in the Schroedinger-
Coulomb problem
G′(x, 0) The reduced Schro¨dinger-Coulomb Green’s function for
nS1/2 states
ν
(
nLj
F − n′L′j′F ′
)
The experimentally measured value of a transition between
two energy levels
ν1Shfs , ν2Shfs , ν21 The experimentally measured energies of the 1S
F=1
j= 1
2
−1SF=0
j= 1
2
,
the 2SF=1
j= 1
2
− 2SF=0
j= 1
2
and the 2SF=1
j= 1
2
− 1SF=1
j= 1
2
transitions in
atomic Hydrogen respectively
νt, νs The experimentally measured 2P
F=2
j= 3
2
− 2SF=1
j= 1
2
and the
2P F=1
j= 3
2
−2SF=0
j= 1
2
transitions in muonic Hydrogen respectively
z` = (mr,(`)?,`)
2 A dimensionless combination of the RG-invariant ?,` and
the lepton (` = e, µ) mass. We fit for this parameter in our
numerical calculations
x` An energy scale appearing in the fitting of z for the lepton
` = e, µ
y` A dimensionless constant appearing in the fitting of z for
the lepton ` = e, µ
W (t) The Lambert-W function
W = W−1 (−xe−y) + y The function of the Lambert-W function that determines
(m?)
2
∆̂ω2Shfs The difference,
[
ωpt
21 1
2
+
− ωpt
20 1
2
+
]
− ν2Shfs between the ex-
perimentally measured value of the hyperfine-splitting of
the 2S state in atomic Hydrogen and the size-independent
contributions to this transition
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∆̂ω21 The finite-size contribution to the 2S
F=1
j= 1
2
− 1SF=1
j= 1
2
transi-
tion, expressed as the difference between point-like the-
ory contributions and the experimentally measured value,[
ωpt
21 1
2
+
− ωpt
11 1
2
+
]
− ν21
∆̂ωhfs The first linear combination of experimental values and
point-like theoretical combinations to their measured in-
tervals,
[
ωpt
21 1
2
+
− ωpt
20 1
2
+
]
−
[
ωpt
22 3
2
+
− ωpt
21 3
2
+
]
− [νs − νt] that
can be used to fit F ,µ in muonic Hydrogen
∆̂ωLamb The second linear combination of experimental values and
point-like theoretical combinations to their measured inter-
vals, 1
4
[
ωpt
21 3
2
+
− ωpt
20 1
2
+
]
− νs + 34
[
ωpt
22 3
2
+
− ωpt
21 1
2
+
− νt
]
that
can be used to fit F ,µ in muonic Hydrogen
∆Efs Finite-size contribution to a given energy shift
∆Eexp Experimental error on the value of ∆Efs
∆Eth Error on ∆Efs generated by the size-independent contribu-
tions to energy shifts
∆Etrunc The truncation error on ∆Efs coming from ignoring terms
in our finite-size series expansion
L The Lagrangian density
pµ Conjugate momentum to yµ
piµ Conjugate momentum to ξµ
φ1 Scalar constraint on the relativistic spinning point-particle
Φµ Grassmann constraint on the relativistic spinning point-
particle
Lc, Hc Constrained Lagrangian and Hamiltonian of the relativistic
spinning point-particle
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θ The scalar Lagrange-multiplier for φ1
Θµ The Grassmann Lagrange multiplier for Φµ
(A,B)P The Poisson bracket, defined for a theory with only
Grassmann-even quantities as (A,B)P =
∂A
∂qi
∂B
∂pi
− ∂A
∂pqi
∂B
∂qi
∆αβ := (φα, φβ)P A matrix built out of the Poisson brackets of constraints
(A,B)D The Dirac bracket
ϕ := y0 − s Imposed gauge condition to get rid of φ1
α, β Spinors of the Dirac field that are interpreted as the particle
and anti-particle solutions in the rest-frame of the particle
with the Dirac representation assumed. β can also be a set
of generic angular momentum labels depending on context
Sintp The PPEFT action with the lepton field interactions
I intB Boundary action of nucleus-lepton interacrions
B Ball of radius,  where the boundary conditions are set up
δx = −δω (Zα)m2
(κDnj)
3 Convenient dimensionless quantity that appears when find-
ing the energy shift through the normalizability condition
δy = 2|K| − 2ζ Another convenient difference of dimensionless quantities of
size O ((Zα)2) that appears when finding the energy shift
from the normalizability condition
B A function of the principal and Dirac quantum numbers
appearing in the energy shift implied by the normalizability
condition (2.22)
H0 The zeroth-order Hamiltonian that can be solved exactly
– 133 –
V, λ The perturbation to H0 and a parameter that formally
helps keep track of the orders in V and is eventually sent
to 1
D¯ Projection operator out of the degenerate subspace of a
given state
µ, λ, z O [(Zα)2] parameters that help us keep track of the reg-
ularization of the divergent integrals in energy shifts and
state-corrections
AFB Hypergeometric function with A numerator-type and B
denominator-type parameters
(a)i Pochhammer symbols
Id(a, b; a′, b′) Generic integral appearing in N,D and D˜
ηa The regularization parameter that controls the divergences
in matrix elements
Id(s; a, b, k; a˜, b˜, k˜) Generic integral appearing in Ns
S± :=
√
(1+ ω˜
m
)(1− ω
m
)
±
√
(1+ ω
m
)(1− ω˜
m
)
Frequently appearing numerical factors in the first order
state corrections
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