The human visual system is foveated: we can see fine spatial details in central vision, whereas resolution is poor in our peripheral visual field, and this loss of resolution follows an approximately logarithmic decrease. Additionally, our brain organizes visual input in polar coordinates. Therefore, the image projection occurring between retina and primary visual cortex can be mathematically described by the log-polar transform. Here, we test and model how this space-variant visual processing affects how we process binocular disparity, a key component of human depth perception. We observe that the fovea preferentially processes disparities at fine spatial scales, whereas the visual periphery is tuned for coarse spatial scales, in line with the naturally occurring distributions of depths and disparities in the real-world. We further show that the visual field integrates disparity information across the visual field, in a near-optimal fashion. We develop a foveated, log-polar model that mimics the processing of depth information in primary visual cortex and that can process disparity directly in the cortical domain representation. This model takes real images as input and recreates the observed topography of disparity sensitivity in man. Our findings support the notion that our foveated, binocular visual system has been moulded by the statistics of our visual environment.
Introduction 1
Humans employ binocular disparities, the differences between the views of the world 2 seen by our two eyes, to determine the depth structure of the environment. Additional 3 complexity in our estimate of the depth structure arises because spatial resolution is not 4 uniform across the visual field. Instead, our visual system is space-variant: the foveae of Results 50 Figure 1a shows the stimuli we employed to psychophysically assessed disparity 51 sensitivity in the central (red, 0-3 deg), mid peripheral (green, 3-9 deg), far peripheral 52 (blue, 9-21 deg) , and full (black, 0-21 deg) visual field of human observers (see detailed 53 descriptions of stimuli and experimental procedures in the Methods section). 54 Different regions of the visual field process disparity at different 55 scales 56 Figure 1b (bottom plot) shows the tuning of human disparity sensitivity across different 57 regions of the visual field. Disparity sensitivity in the far periphery (blue curve) is 58 tuned to depth variations at low spatial frequencies. Disparity sensitivity in the near 59 periphery (green curve) is tuned to depth variations at mid spatial frequencies. 60 Disparity sensitivity in the fovea (red curve) is tuned to depth variations at high spatial 61 frequencies. Thus, the peak frequency of the disparity sensitivity curves shifts from high 62 to low frequencies moving from the fovea to the peripheral visual field (Figure 1d , 63 F 2,18 = 186.65, p = 9.2 × 10 −13 ). The spatial frequency of depth variation at which peak 64 sensitivity occurs also decreases from the fovea to the peripheral visual field (Figure 1e , 65 F 2,18 = 15.87, p = 1.1 × 10 −4 ), whereas the bandwidth of disparity tuning remains 66 constant (Figure 1f , F 2,18 = 0.2, p = 0.82). 67 Humans integrate disparity information across the visual field 68 in a near-optimal fashion 69 Figure 1a (bottom plot) shows how disparity sensitivity for the full field stimuli (black) 70 is the envelope of the disparity sensitivities estimated in the restricted visual field 71 conditions. Additionally, Figure 1b (top plot) shows how disparity sensitivity for stimuli 72 spanning the whole visual field (black) approaches the level of sensitivity predicted from 73 the MLE optimal combination of disparity sensitivity across the separate portions of the 74 visual field (magenta, following [22] , see methods section for precise mathematical 75 formulation). While qualitatively similar, disparity tuning for the full field stimuli was 76 statistically different from the MLE optimal disparity tuning based on optmal 77 integration of disparity across the retina. More specifically, disparity tuning for the full 78 field stimuli exhibited lower peak frequency (Figure 1d , t(9) = 3.95, p = 0.0033) and 79 lower peak gain (Figure 1e , t(9) = 2.67, p = 0.026) compared to the MLE optimal 80 disparity tuning, but with a bandwidth that was not significantly different (Figure 1f, 81 t(9) = 0.53, p = 0.61). Nevertheless, these differences amounted to a sub-optimal 82 reduction in sensitivity of only 0.1 arcseconds, and a shift in tuning of only 0.02 83 cycles/degree. 84 A foveated model of disparity processing accounts for the 85 patterns of human data 86 Figure 1c shows the spatial frequency tuning of disparity sensitivity in our log-polar 87 computational model of disparity processing, tested with the same stimuli and procedure 88 as the human observers. This pattern is strikingly similar to the patterns of disparity 89 sensitivity across the visual field of human observers (Figure 1b ), and the model shows 90 a high level of agreement with the human data (r = 0.91; p = 8.3 × 10 −10 ; r 2 = 0.83). In the bottom panel, human disparity sensitivity is plotted as a function of spatial frequency for stimuli spanning far (blue diamonds), mid (green squares), foveal (red circles), and full (black upwards pointing triangles) portions of the visual field. In the top panel, human disparity sensitivity for the full field stimuli is compared to MLE-optimal disparity sensitivities (magenta downwards pointing triangles). Continuous lines are best fitting log parabola functions passing through the data (c) As in b, except for the computational model of disparity processing. (c-e) Peak frequency, peak gain, and bandwidth of the fitted log parabola model as a function of the portion of visual field tested, and for the MLE optimal sensitivity. In all panels, filled markers represent human data, empty markers represent data from the computational model of disparity processing. Small markers are data from individual participants, large markers are the mean sensitivities across participants and error bars represent 95% bootstrapped confidence intervals.
patterns of human data. A computational model without the log-polar processing stage 96 exhibits markedly different patterns of disparity sensitivity and very low agreement with 97 the human data (Supporting Figure S1 ; r = 0.046; p = 0.83; r 2 = 0.0022). Our human behavioural data demonstrate that different regions of the visual field 104 preferentially process disparity at different spatial scales. Our data broadly align with 105 the shifts in spatial frequency tuning for depth reported by Prince and Rogers [14] .
106
Furthermore, by approximately log scaling our stimuli, we show that the loss in 107 peripheral sensitivity is not as steep as that found with equally-sized annular stimuli 108 that, unlike our stimuli, do not compensate for the change in sampling density across 109 the visual field. Therefore, contrary to the common intuition that depth processing is 110 best at the fovea, our results show that disparity sensitivity depends on both spatial 111 frequency and eccentricity. Disparity sensitivity to low and mid spatial frequencies is 112 higher in the far and near periphery respectively, than in the fovea.
113
This change in tuning across the visual field, is remarkably similar to the change in 114 naturally-occurring disparity statistics that have been reported for observers in natural 115 indoor and outdoor environments [23] . We therefore speculate that the origin of this 116 tuning may be related to the patterns of depth information the visual system has 117 developed to process. We further observe that disparity information is integrated across 118 the visual field in a near-optimal MLE fashion [16] [17] [18] [19] [20] [21] [22] . This finding informs how depth 119 information at multiple scales is computed and combined across the visual field.
120
Of course, in the natural environment, the perception of depth does not rely 121 exclusively on binocular disparity, but is supported by several sources of visual 122 information, such as linear perspective and motion parallax, that are combined into a 123 unified depth percept [17] . These different cues likely have different reliability across 124 different regions of the visual field. For example, defocus blur is a more variable cue to 125 depth than disparity near the fovea [29] , but disparity is more variable than blur away 126 from fixation [30] . Here, we have only shown that within a single cue, binocular 127 disparity, depth information is integrated near-optimally across different regions of the 128 visual field. It remains to be seen whether depth information within and among Author GM and nine naïve observers, (6 female, mean ±sd age: 24±6) participated in 149 the study. All subjects had normal or corrected to normal vision and normal stereo 150 vision. Prior to testing, participants were screened using the Titmus stereopsis test and 151 only participants with stereoacuity of 40 arcseconds or better were included in the study. 152 Informed consent was obtained from all subjects. The experiment was programmed with the Psychophysics Toolbox Version 3 [33, 34] in 155 Matlab (MathWorks). Stimuli were presented on an BenQ XL2720Z LCD monitor with 156 a resolution of 1920 × 1080 pixels (display dot pitch 0.311 mm) at 120 Hz. The monitor 157 was run from an NVidia Quadro K 420 graphics processing unit. Observers were seated 158 in a dimly lit room, 45 cm in front of the monitor with their heads stabilized in a chin 159 and forehead rest and wore active stereoscopic shutter-glasses (NVIDIA 3DVision) to 160 control dichoptic stimulus presentation. The cross talk of the dichoptic system was 1% 161 measured with a Spectrascan 6500 photometer. Figure 1a . The stimuli contained 165 oblique (45 or 135 degrees) sinusoidal disparity corrugations of varying amplitude and 166 spatial frequency, generated as in [35] . The stimuli were presented as disks or rings with 167 1 degree cosinusoidal edges. The central fixation target was a 0.25 degree black disk 168 with 0.125 degree cosinusoidal edge. In pilot testing, we verified that it was not possible 169 to perform the experiment without dichoptic stimulus presentation (i.e. the oblique 170 sinusoidal corrugation did not generate visible compression and expansion artifacts in 171 the pink noise patterns).
Materials and methods

172
Procedure 173 Each trial, observers were presented with a black fixation dot on a uniformly gray 174 background. As soon as the response from the previous trial had been recorded, the 175 stimulus for the current trial was shown for 0.25 seconds. Once the stimulus had been 176 extinguished, observers were required to indicate, via button press, whether the 177 disparity corrugation was top-tilted leftwards or rightwards. Observers were given 178 unlimited time to respond. The following trial commenced as soon as observers 179 provided a response. Each trial, the amount of peak-to-through disparity was under the 180 control of a three-down, one-up staircase [36] that adjusted the disparity magnitude to a 181 level that produced 79% correct responses. different portions of the visual field. We tested four visual field conditions. In the 186 central visual field condition, stimuli were presented within a disk with a 3 degree 187 radius centered at fixation. In the near and far peripheral visual field conditions, stimuli 188 were presented within rings spanning 3-9 and 9-21 degrees into the visual periphery, 189 respectively. Lastly, in the full visual field condition, stimuli were presented within a 190 disk with a 21 degree radius, and thus spanned the full extent of the visual field tested 191 in this study. In each condition, we measured disparity thresholds at six spatial It is well known that disparity sensitivity varies lawfully as a function of spatial 199 frequency following a bell-shaped function [37, 38] . This function is well described by a 200 log-parabola model [35] . Therefore, we first converted disparity threshold estimates into 201 disparity sensitivity (sensitivity= 1/threshold). Then, for each visual field condition, we 202 fit the sensitivity data to a three-parameter log parabola Disparity Sensitivity Function 203 (DSF) [35, 39] defined as:
204
where γ max represents the peak gain (i.e. peak sensitivity), f max is the peak 205 frequency (i.e. the spatial frequency at which the peak gain occurs), and β is the estimated in the restricted visual field conditions. We obtained an estimate of the upper 214 bound of performance in the full visual field condition by designing an ideal observer 215 that optimally combines disparity information across the different portions of the visual 216 field following a maximum-likelihood estimate (MLE) rule [22] . According to the MLE 217 method, the disparity thresholds in the full-field condition should be lower (i.e. 218 sensitivity should be higher) than in the the restricted visual field conditions, following 219 the rule:
Therefore, we estimated the optimal disparity sensitivities as 1/T F F −Opt at each 221 tested spatial frequency. Then, we fit these optimal sensitivity data to the same DSF 222 from Eq. 1 to obtain DSF parameter estimates for an ideal observer that could be 223 compared to the DSF parameter estimates for the full field stimuli. -a layer to take into account the optimal combination of disparity across annular 248 regions of the visual field;
249
-a decoding layer in order to assess the encoded disparity into the cortical 250 distributed representation.
251
Since the first processing stage is intended to mimic human retinal sampling, it 252 consists of a log-polar transformation [24, 27] that maps standard Cartesian images onto 253 a cortical image representation.
254
For disparity estimation we employ a feed-forward neural model that computes 255 vector disparity [42] . This model can be directly applied on cortical images, since 2D 256 vector disparity is computed without explicitly searching for image correspondences 257 along epipolar lines. This allows us to discount the fact that straight lines in the 258 Cartesian domain become curves in log-polar space [43] , and this approach also does not 259 require knowledge of the current pose of the stereo system (i.e. ocular vergence), even 260 though in-principle this information could improve disparity estimation. It is also worth 261 noting that even a simple (1D) disparity pattern is warped in the cortical domain.
262
Therefore, to characterize properly a 1D Cartesian disparity pattern in cortical 263 coordinates, a vector representation of cortical disparity is required.
264
To mimic the near-optimal combination of disparity information across different To mimic the retino-cortical mapping of the primate visual system that provides a 276 space-variant representation of the visual scene, we employ the central blind-spot model: 277 each Cartesian image is transformed into its cortical representation through a log-polar 278 transformation [24, 28, [44] [45] [46] . We chose this specific model with respect to other models 279 in the literature (e.g. [47] ) for several reasons: it captures the essential aspects of the 280 retino-cortical mapping, it can be implemented efficiently, it provides a good 281 preservation of image information [48, 49] , and it allows us to provide an analytic 282 description of cortical processing.
283
In the central blind-spot model, the mapping T : (x, y) → (ξ, η) from the Cartesian 284 domain (x, y) to the cortical domain of coordinates (ξ, η) is described by the following 285 equations:
where a parameterizes the non-linearity of the mapping, q is related to the angular 287 resolution, ρ 0 is the radius of the central blind spot, and 288 (ρ, ϑ) = ( x 2 + y 2 , arctan (y/x)) are the polar coordinates derived from the Cartesian 289 ones. All points with ρ < ρ 0 are ignored (hence the central blind spot).
290
Discrete log-polar mapping. Our aim was to test the model using the same 291 experimental stimuli and procedures employed with human observers. Therefore, the 292 log-polar transformation must be applied to digital images. Given a Cartesian image of 293 N c × N r pixels, and defined ρ max = 0.5 min(N c , N r ), we obtain an R × S (rings × 294 sectors) discrete cortical image of coordinates (u, v) by taking:
where · denotes the integer part, q = S/(2π), and the non-linearity of the mapping is 296 a = (ρ max /ρ 0 ) 1/R . 297 Figure 2 shows the log-polar pixels, which can be thought of as the log-polar 298 receptive fields (RFs), in the Cartesian domain (b) and in the cortical domain (c): the 299 Cartesian area (i.e. the log-polar pixel) that refers to a given cortical pixel defines the 300 cortical pixel's receptive field. The non-linearity of the log-polar transformation can be 301 described as follows: by referring to Figure 2b Cartesian pixel contributes to many log-polar pixels (oversampling), whereas outside 310 this region multiple Cartesian pixels will contribute to a single log-polar pixel. To avoid 311 spatial aliasing due to the undersampling, we employ overlapping RFs. Specifically, we 312 use overlapping circular Gaussian RFs [50, 51] , which are the most biologically plausible 313 and optimally preserve image information [48] . An example of a transformation from 314 March 26, 2019 9/22
Cartesian to cortical domain is shown in Figure 2a and d. The cortical image (d) clearly 315 demonstrates the non-linear effects of the log-polar mapping.
316
This discrete log-polar mapping provides a significant data reduction while 317 preserving a large field of view and high resolution at the fovea [27, 52, 53] . To 318 characterize the amount of data reduction provided by this transformation, we can can 319 define the compression ratio (CR) of the cortical image with respect to the Cartesian 320 one as:
This compression ratio CR thus describes the data reduction occurring in the human 322 visual system (that our computational model mimics), and will also affect the execution 323 time of the simulated model.
324
The log-polar transformation models the space variant image resolution: the size of 325 the RFs increases as a function of the eccentricity (the distance between the center of 326 the RF and the fovea). We can define the relationship between the RF size (in 327 particular, the maximum RF size W max ) and the parameters of the mapping as follows: 328 1) ))/R.
By exploiting Eqs. 6 and 7 we can control the growth of the size of the RFs and the 335 over-representation of the fovea in order to reproduce data from the literature on the 336 size-to-eccentricity relationship [46, 54, 55] . 337 Cortical processing. In the human visual system, visual processing is performed by 338 networks of units (cells) described by their RFs. This neural network can be 339 approximated by sets of filter banks whose responses to visual stimuli mimic those of 340 neurons throughout the human visual system. The proposed model for disparity 341 estimation could therefore embed the processing of V1 binocular simple units directly 342 into the log-polar RFs. Specifically, the log-polar transform could be modified by using, 343 as RFs, filters that perform V1-like feature extraction. However, to minimize the 344 model's computational load, we can consider that filter banks embedded in the log-polar 345 transform can be "implemented" as a filtering process applied directly to the cortical 346 image [27, 56] . We can demonstrate that the extraction of visual features can be carried 347 out directly in the cortical domain by using solutions developed for the Cartesian 348 domain without any modifications. To do so, in the following we analyze the 349 relationships between the different parameters of a discrete log-polar mapping and of a 350 bank of multi-scale and multi-orientation band-pass filters [57] . intervals must be equal, therefore the relationship between rings and sectors of the 359 log-polar mapping must follow the rule:
From a geometric point of view, the optimal relationship between R and S, expressed 361 by Eq. 8, is the one that optimizes the log-polar pixel aspect ratio making it as close as 362 possible to 1.
363
Receptive field shape. The RFs of V1 simple cells are classically modeled as 364 band-pass filters [58] , thus we define the following complex-valued Gabor filter [59] : 365 g(ξ, η, θ, σ, ψ) = Ae (−(ξ 2 +η 2 )/2σ 2 ) e j2π(fs cos(θ)ξ+fs sin(θ)η+ψ) ,
where σ defines the spatial scale, f s the peak spatial frequency, and ψ is the phase of 366 the sinusoidal modulation. By considering filters that are normalized by their energy, 367 we have A = ( √ πσ) −1 .
368
In order to process the cortically-transformed images, it is necessary to characterize 369 the filters, defined in the Cartesian domain, with respect to the cortical domain, i.e. to 370 map the filters into the cortical domain, thus obtaining g(x(ξ, η), y(ξ, η), θ, σ, ψ). As a 371 consequence of the non-linearity of the log-polar mapping, the mapped filters are 372 distorted [60, 61] , thus a filtering operation directly in the cortical domain could 373 introduce undesired distortions in the outputs. Here, we show that under specific 374 conditions these distortions can be kept to a minimum: under these assumptions, it is 375 possible to directly work in the cortical domain, by considering spatial filters sampled in 376 log-polar coordinates g(ξ, η, θ, σ, ψ), 377 At a global level (e.g. see Fig 2(d) ) log-polar transformed images exhibit large 378 distortions. However, we can consider what occurs at a more local level, at the scale of 379 the RF of a single Gabor filter. First, we consider that the log-polar mapping can be 380 expressed in terms of general coordinates transformation [62] , thus the Jacobian matrix 381 of the coordinates transformation allows us to describe how the RF locally changes.
382
Specifically, the scalar coefficient ρ 0 a ξ ln(a) represents the scale factor of the log-polar 383 vector, and the matrix describes the rotation η due to the mapping. Figure 2g filter and the green one its rotation. It is worth to note that the column of "vertically" 387 oriented filters in the cortical domain maps on a circle of filters in the retinal domain 388 and each retinal filter is also at a different orientation. 389 Next, we want to analyze how the distortion affects the RF shape as a function of 390 the distance from its center p 0 = (ξ 0 , η 0 ): we can consider that the ratio 391 g(x(ξ, η), y(ξ, η), θ, σ, ψ)/g(ξ, η, θ, σ, ψ) around a given point should be equal to 1. Since 392 the filter g(·) is an exponential function, we can evaluate the difference h(·) between 393 their arguments. We can approximate such a difference by using a Taylor expansion of a 394 multi-variable function:
where (·) T denotes the transpose, and H(·) the Hessian matrix. In the following we only 396 focus on the terms that are relevant to describe how the distortion affects the RF shape: 397 essentially, this depends on the partial derivatives of (x(ξ, η), y(ξ, η)) that constitute the 398 gradient and the Hessian of h(·). The first order term takes into account how the 399 mapping depends on the spatial position of the RF center. Indeed, the gradient has 400 terms that are in common with the Jacobian matrix of the coordinates transformation, 401 thus it describes the scale factor and the rotation of the RF as a function of the position 402 p 0 . The approximation error can be expressed by the second order term of the Taylor   403   March 26, 2019  11/22 expansion: thus, there is an error that increases as a quadratic function of the distance 404 p − p 0 (i.e. from the RF center), and an error that depends on the Hessian matrix that 405 is related to the log-polar parameters. For instance, the mixed partial derivative of 406 x(ξ, η) is ρ 0 ln(a)a ξ sin(η), thus we can consider that the error related to the log-polar 407 parameters is proportional to ρ 0 ln(a) = (ρ 0 /R) ln(ρ max /ρ 0 ). It increases as a function 408 of ρ 0 (given a fixed ρ max ) and decreases as R increases, which in turn decreases the 409 compression ratio (Eq. 5). Figure 2f -g shows that such distortions can be negligible, 410 though the spatial support of the displayed filters is large for sake of visualization.
411 Figure 2h shows the cortical image (Fig. 2d ) filtered by the filter that is drawn in 
We can compute the response R q (p, θ, σ, ∆ψ) of a quadrature binocular simple cell by 440 using the imaginary part of the Gabor filters.
441
The response of a complex cell is described by the binocular energy (the sum of the 442 squared responses of a quadrature pair of binocular simple cells) [63, 65, 66] :
by considering that d = ∆ψ/f s . By taking into account the extensions of the binocular 444 energy model proposed in [67, 68] , we apply a static non-linearity to the complex cell 445 response described in Eq. 12. The response of the V1 layer of our model, when considering a finite set of 447 orientations θ = θ 1 . . . θ N , can be defined as
where 0 < ε 1 is a small constant to avoid dividing by zero in regions where no 449 binocular energy is computed (i.e. no texture is present). For simplicity we omit from 450 the notation the spatial scale σ. At this level, V1 responses are tuned to the spatial 451 orientation and magnitude of the stimulus. In order to mimic natural neural activity, we 452 consider that neural noise is present [67] . We model this neural noise as:
The noise is uniformly distributed and its value is 454 a fraction of the local average neural activity.
455
MT cells response Orientation-independent disparity tuning is obtained at the MT 456 level of the model by pooling afferent V1 responses in the spatial and orientation 457 domains, followed by a non-linearity [42, 69] .
458
The responses of an MT cell, tuned to the magnitude d and direction φ of the vector 459 disparity δ, can be expressed as follows:
where G σ pool denotes a Gaussian kernel (standard deviation σ pool ) for the spatial 461 pooling, F (s) = exp(s) is a static non-linearity, specifically an exponential 462 function [42, 70] , λ is the gain of the non-linearity, and w φ represents the MT linear 463 weights that give origin to the MT tuning. Similarly to what occurs at the V1 layer, we 464 model neural noise at the MT level as:
465
Experimental evidence suggests that w φ is a smooth function with central excitation 466 and lateral inhibition. Therefore, by considering the MT linear weights shown in [70] , 467 we define w φ (θ) as
Vector disparity is thus encoded as a distributed representation through a 469 population of MT neurons that span over the 2-D disparity space with a preferred set of 470 tuning directions (φ = φ 1 . . . φ P ) in [0, 2π] and tuning magnitudes (d = d 1 . . . d K ).
471
Such a representation mimics the neural distributed representation of information. 
477
This description allows us to better understand how our model is able to account for 478 a larger selectivity for the horizontal disparity, as reported in the literature [71] [72] [73] . 479 Since a neural population tuned to two directions (at an angular difference of φ = π/2) 480 can encode the full vector disparity, a neural population of MT units tuned in a range 481 slightly larger than [−π/4, π/4] is able to recover the full vector disparity and shows 482 also a larger selectivity for the horizontal disparity directions (i.e. cells tuned to 483 directions around the horizontal one, in the retinal domain) [42] .
484
Multi-scale analysis A standard approach to handle multi-scale analysis is to adopt 485 the following steps [42] : (i) a pyramidal decomposition with L levels [74] and (ii) a 486 coarse-to-fine refinement [75] . This is a computationally efficient way to take into account the presence of different spatial frequency channels in the visual cortex and of 488 large range of disparities and spatial frequencies in the real visual signal. 489 However, our model implements a log-polar mapping, thus its space variance, i.e. the 490 linear increase of the filter size with respect to the eccentricity, can be exploited to 491 efficiently implement a multi-scale analysis. Specifically, a pyramidal approach can be 492 considered as a "vertical" multi-scale (the variation of the filter size at a single location), 493 whereas the log-polar spatial sampling acts as an "horizontal" multi-scale (the variation 494 of the filter size across different location [32] ). The "vertical" multi-scale is also 495 addressed in the literature as "cortical pyramids".
496
Cue combination across the visual field Human observers and model were 497 tested with annular stimuli spanning sub-portions of the visual field, as well as with full 498 field stimuli spanning the whole region of the visual field visual within a 21 degree 499 radius. When analyzing the responses of the model to the foveal, mid-peripheral, and 500 far-peripheral stimuli, we directly considered only the the activity (described by Eq. 14) 501 of the neurons in the corresponding visual field regions. When analyzing the responses 502 of the model to the full-filed stimuli, we instead pooled the neural activities of the 503 distinct MT populations across the three considered annular regions.
504
Decoding To assess whether the proposed computational model is able to effectively 505 encode information about the features of the visual signal, and whether the model DSF 506 is similar to the DSF of human observers, we decode the population responses of the 507 MT neurons [67] . 508 We adopt a linear combination approach to decode the MT population response as 509 in [42, 76, 77] :
Then, we backwards transform into the retinal domain the disparity map described 511 by Eq. 16. To easily detect whether the disparity corrugation is top-tilted leftwards or 512 rightwards, we apply the Fourier transform to the retinal disparity map and check the 513 position of the peak of its magnitude.
514
Simulation parameters The simulation parameters selected to obtain the results 515 presented in Figure 1 were adapted from the simulation parameters reported in [42] , 516 which were originally tuned to perform on computer vision benchmarks [78] [79] [80] [81] . Since 517 the proposed algorithm is meant to model human stereo vision, not compete on 518 computer vision benchmarks, we modified the simulation parameters to reflect the 519 known properties of the human visual system. The most notable differences are:
520
• The algorithm presented in [42] did not contain neural noise, which is instead 521 present in the human visual system [28] and was thus incorporated into the 522 current model 523 • In [42] a multi-scale approach was adopted with 11 sub-octave scales in order to 524 recover a large range of disparities (common in computer vision) by using Gabor 525 filters with peak frequency of 0.26 cycles/pixel. In the current model, only 2 scales 526 were employed, since several authors have proposed two spatial frequency channels 527 for disparity processing in humans [4] [5] [6] [7] [8] [9] [10] 
