The adaptive data-driven emulation and control of mechanical systems are popular applications of artificial neural networks in engineering. However, multi-layer perceptron training is an ill-posed nonlinear optimization problem. This paper explores a method to constrain network parameters so that conventional computational techniques for function approximation can be used during training. This was accomplished by forming local basis functions which provide accurate approximation and stable evaluation of the network parameters. It is noted that this approach is quite general and does not violate the principles of network architecture. By employing the concept of shift invariant subspaces, this approach yields a new and more robust error condition for feedforward artificial neural networks and allows one to both characterize and control the accuracy of the local bases formed. The two methods used are: 1) adding bases while altering their shape and keeping their spacing constant and 2) adding bases while altering their shape and decreasing their spacing in a coupled fashion. Numerical examples demonstrate the usefulness of the proposed approximation of functions and their derivatives.
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Introduction
At present, an area of increasing interest is the adaptive data-driven emulation and control of engineering systems by the multi-layer perceptron, also known as the feed-forward neural network (FFANN). It is known that neural networks can approximate functions and mathematical operators arbitrarily well as the number of neurons in the network tends to infinity [1] [2] [3] [4] [5] . In this regard, FFANNs can be considered to be "universal approximators" capable of describing the input-output relationships of mechanical systems. For engineers, the universal approximation capability of ANNs would be especially useful in the emulation of complex mechanical systems.
The supervised training of a FFANN system can be formulated as the procedure of selecting the network parameters so that the response of the neural network is "close" to the available data.
This can be formalized by introducing a measure of the distance between the exact function, represented by available data, and its FFANN approximation with respect to a normed space F of functions ,
This paper considers only single-output FFANN systems. An extension to the multi-output case is straightforward. 
The network response depends linearly on only a few parameters, which are shown in Eq. (1) as the coefficients of the expansion. The remaining parameters affect the network response in a non-linear manner. Correspondingly, supervised training of neural networks is based on non-linear optimization procedures. The backpropagation training algorithm [6] clearly resembles the steepest descent method for minimization of a multi-variate function.
Other training algorithms can be associated with the conjugate gradient method, LevenbergMarquardt method, and a variety of other non-linear optimization procedures. The application of the previously mentioned numerical algorithms as network training procedures were studied by Saarinen et al. [7] . It was found that even the most advanced optimization algorithms were susceptible to poor convergence in training.
The work of Saarinen et al. [7] demonstrated that the possibility of failure in training is an inherent feature of networks and is related to the internal architecture of the multi-layered FFANN, which yields ill-conditioned Jacobian and Hessian matrices. As a result of the highly parallel and redundant structure, a set of trained neural networks with differing parameter values are able to produce very similar outputs. The selection of optimal parameters through training is clearly an ill-posed problem.
In an effort to address the ill-posed feature of the supervised training of FFANN, Poggio and Girosi [8, 9] adopted the Tikhonov regularization method [10] by incorporating regularization functionals. This approach was further extended to diverse practical applications [11] [12] [13] [14] .
Unfortunately, regularization does not address all of the issues related to FFANN training. It merely provides requisite constraints so that an approximation exists for the considered class of neural networks. An alternate and straightforward remedy for network training can be sought through linearization in which all non-linear parameters are selected uniformly or by using a random sampling procedure [15] , and the linear parameters are found to minimize the error criterion [16, 17] . The response of this type of neural network can be seen as a linear combination of transfer functions. Specifically, From a practical standpoint, the most attractive advantage in constraining non-linear parameters is that the user has control in forming the bases. For engineering applications, the bases: 1) should be assembled in a straightforward manner from the FFANN architecture with parameters that can be evaluated uniquely and in a numerically stable manner, 2) should accurately approximate the desired function, 3) should allow for utilizing a variety of computational techniques familiar to the engineering community such as finite difference, finite elements and spectral methods, for evaluation of the linear coefficients, 4) should allow the user to control the accuracy of the network approximation and 5) should have the property of approximating desired functions using a small number of hidden layer neurons and of requiring only a modest increase in the number of neurons to improve modelling accuracy (i.e., good rate of convergence).
It is proposed in this paper that a local basis be formed from linear combinations of transfer functions and distributed in the input variable space. The linear coefficients associated with the basis (output weights) can then be evaluated by a linear optimization technique. This approach
can be viewed by the connectionist community as an efficient method to estimate the initial values of network parameters for subsequent training. Sigmoid generated local bases have been investigated in the literature [23] , but only to the extent of establishing the density of neural network response functions.
The technical approach presented in this paper appeals explicitly to the theory of shiftinvariant space approximation [24] . Shift-invariant spaces are important for a large class of engineering applications and are the key elements for such computational methods as spline approximation, finite element analysis, and wavelet analysis. In this paper the orthogonal projection, in conjunction with shift-invariant subspace approximation [25], will be utilized to obtain the approximation from a set of local bell-shaped basis functions.
As mentioned previously, the formation of local bases should not exclude the use of regularization. Indeed, the use of any available information regarding the mechanical system of interest, such as the corresponding governing equations in the form of integral-differential equations, is highly advantageous. However, the modelling of governing equations may introduce additional restrictions in the determination of . In particular, it may be required for the network to accurately approximate not only a function, but also some of its derivatives. In this regard, Cardaliaguet and Euvrard [23] showed that local bases can be used to interpolate a function by using the function values as the linear coefficients. A new set of network parameters was then introduced to approximate the first derivative of the function. For our future efforts it is necessary that the developed bases accurately interpolate both known functions and some of their derivatives using only a single parameter set .
It is the objective of this paper to develop bases that satisfy all of the previously mentioned properties by establishing appropriate constraints on the non-linear network parameters. It is the opinion of the authors that progress in this area may aid connectionist efforts and allow FFANNs to be reliably applied to mechanics problems. In Section 2, establishment of appropriate constraints will begin by constructing bell-shaped functions from the interconnections of FFANN b b neurons. Section 3 will review requisite definitions of functional spaces and bases. Section 4 will deal with the approximation properties of the bell-shaped functions and will explore practical methods that can be used to reduce the error of approximation. Section 5 will discuss the effect of established constraints on the error estimate as the number of neurons is varied and will compare the accuracy of the proposed network approximation with the corresponding estimates available in the literature. This section will also complete the establishment of appropriate constraints on the non-linear parameters. Numerical examples will be included in Section 6 to illustrate the utility of the parameter constraints on network approximation. It will be shown that the bellshaped functions can accurately approximate functions and their derivatives using only a single parameter set . Though the numerical examples will be restricted to the approximation of onedimensional functions by hyperbolic tangents for the sake of brevity, the presented material is kept at a sufficient level of applicability for general FFANNs. Finally, Section 7 will summarize the findings of this paper. To avoid additional mathematical burdens in our discussion, the proofs of formulated propositions and equations are included in the appendix.
Feed-Forward Neural Networks and Bell-Shaped Functions
Modern feed-forward neural networks consist of at least three layers of processing elements. 
Then, it can be shown that the properties of the network with the transfer function are those of the network with the local bell-shaped transfer function given by the following equation ,
where is the finite-difference-like approximation of the differential operator,
. Note that the function can be readily realized in a network as a linear combination of several neurons.
Often in network applications, the function is taken as a continuous sigmoidal function which is one-finite in the sense of Hornik [3] . Utilizing the results of the l-finite function concept, a single bell-shaped function can be constructed from two sigmoidal one-finite functions using a modification of Eq. (4) with , ,
where for . The parameters and θ act as input and bias weights, respectively, and are introduced to control the shape of the sigmoidal function and its location in the input space.
To further illustrate the preceding developments, the hat function shown in Figure 1 can be formed from the sigmoidal function
using Eq. (5) with . Similarly, an infinitely smooth bell-shaped function can be obtained from the sigmoidal hyperbolic tangent function (7) also using Eq. (5). Figure 2 shows such a function for the case .
The authors have developed two methods for constructing multi-dimensional local bases. In the first method, a local function in the multi-dimensional case can be formed from a neural network with two hidden-layers of neurons. Specifically, with , ,
for a general value of where ,
, is one-finite sigmoidal function, and is equal to zero for . Figure 3 shows a two-dimensional example for , where is given by Eq. (7) and
In the second method the well known method of polynomial approximation, commonly used in data analysis and computational mechanics applications, can be mapped into a FFANN architecture. Specifically, ,
for a general value of where , is a multi-index such that and superscript represents the order of the ordinary derivative of .
Equation (11) shows that the polynomial can be readily expressed as where .
By replacing the partial derivative by an adequate finite difference approximation, one can accurately approximate the polynomial by a finite linear combination of transfer functions. For our purpose we can approximate a tensor product of basis functions as , (13) where , is a perturbation of the vector, and is selected to maximize . An example is shown in 
Properties of Shift-Invariant Subspaces
To study the approximation properties of neural networks, one must introduce the notion of distance between two functions. Since this research is related to mechanics problems, it is appropriate to use the Sobolev space , , [26] . In this paper, the Fourier transform of an integrable function is defined as
where .
Any Hilbert space H has a basis. That is, any element of the Hilbert space can be uniquely represented as a finite linear combination of the basis functions , .
However, not every basis is a useful vehicle of computational analysis. The basis must also provide an efficient and stable mechanism for representing and reconstructing elements of H. This requirement can be formalized by the following inequalities ,
where the constants A and B are the Riesz bounds. A basis satisfying Eq. (17) is known as a Riesz, or unconditional, basis.
Of particular importance for the analysis approach of this paper is the approximation ability of bases constructed by shifting a single bell-shaped function . Let denote the space defined as the -closure of finite linear combinations of .
Here, the parameter specifies the distance between the centers of the bell-shaped functions.
Note that the space is a shift invariant subspace of since if then for all . In this regard, the set of functions can be associated with an FFANN system with the l-finite transfer function. As a result, the approximation properties of FFANNs can be assessed by studying how the shift-invariant subspace generated by approximates the spaces and . Also, the conditions that allow the set to form Riesz bases for can be 
and 
for all , where on . Note that if for some , then the set of functions is not a set of linearly independent elements, at least in the sense of distributions.
Equation (22) (5) and Eq. (7) generates a Riesz basis of if , .
Approximation Properties of Bell-Shaped Functions.
In this section the performance of feedforward neural networks with l-finite transfer functions
is addressed by studying the approximation properties of the shift-invariant subspaces generated by the corresponding bell-shaped bases.
Instead of approximating the function directly, the neural network can approximate the corresponding band-limited function such that .
The total error of the network approximation can then be decomposed into two parts:
The first term of the right hand side of Eq. (24) depends only on the function and is not affected by the properties of the neural network. The bound on its value is obtained as , 
Next, let be the approximation of the function . It has been 
where . If the function is band-limited to the frequency , Eq.
(27) can be simplified as , 
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First Method: and is Fixed
In the first method the performance of neural networks can be improved, and the error of approximation can be reduced in several cases, by taking increasingly larger values of the parameter . Note that this method is similar to the spline approximation used extensively in computational mechanics for the solution of differential equations. Carrying the similarity further, the parameter can be associated with the mesh size of the finite element discretization .
The conditions which must be imposed on the bell-shaped function to insure the convergence can be assessed by the following proposition.
Proposition 1.
If is continuous, , and
where is a positive constant which indicates the order of zeros of the function at the points , and are such that ,
then (32) for any function , .
The proof of this proposition is given in the Appendix. A similar proposition was proven by de Boor et al. [25] . Note that Eq. (30) resembles the Strang-Fix condition which is commonly used to 
Second Method: and
Only a small class of bases satisfy Eq. (30). Therefore, a second method of controlling the network performance in conjunction with the bell-shaped function approximation is investigated.
A convergence result can be derived by decreasing the value of the parameter and simultaneously increasing the parameter . This can be viewed in the connectionist sense as varying the input and bias weights in a coupled fashion, rather than independently as is done in most training algorithms.
Proposition 2.
If , is continuous and decays to zero at infinity as
where is a positive constant, then for any , .
Moreover, if ,
Though this second method provides convergence for a much larger (virtually arbitrary) class of transfer functions than the first method, the associated computational procedures can be 
Consequently, the problem of approximating a function in an optimal manner becomes a numerically unstable problem as .
Convergence of the Network Approximation
The class of functions that can be represented by using non-linear transfer functions is dense with respect to a large family of functional spaces, including the space . However, 
where is a linear combination of N elements that span the set . The estimate given by The linear approximation by bell-shaped functions developed in the preceding section can also be used to establish the efficiency of neural networks. For the sake of brevity, we will restrict our discussion to infinitely smooth bell-shaped functions that satisfy Eq. (35). By selecting the parameter , where is a constant and , the error of the bell-shaped network approximation of a function from the space can be bounded as , .
Further, the number of bell-shaped functions N corresponding to the selected parameters and is determined by the following equation
where is the constant that in practice depends only on the size of the approximation domain and N is directly proportional to the number of neurons. Combining Eq. (41) 
Numerical Examples of the Network Approximation
As mentioned earlier, a simple linear spline, or hat function, can be obtained from the sigmoidal function of Eq. (6). A basis developed by shifting the hat function is commonly used in computational mechanics in conjunction with the finite element method. Meade and Fernandez
[34] used this fact to show the similarity between the approximation introduced by neural 
Recalling the second method outlined in Section 4.2, Figure 6 (a) shows the function of Eq. (44) and its network approximation using the bell-shaped functions of Figure 2 with , , and . Figures 6(b) and (c) compare the first and second derivatives of the network approximation against the respective derivatives of Eq. (44). The error of approximation is sufficiently low in all three cases. The dependence of the approximation error on the number of basis functions N is shown in Figure 6(d) ; the values of both and were varied appropriately to ensure the best rate of convergence. Note that since the target function of Eq. (44) is infinitely smooth the approximation error decreases exponentially with the number of basis functions, N .
Conclusions
The adaptive data-driven emulation and control of mechanical systems are popular applications of artificial neural networks in engineering. However, because FFANN training is an ill-posed nonlinear optimization problem it is difficult to apply this attractive modeling tool to engineering applications. The use of regularization functionals has been proposed in the literature to increase the numerical robustness of FFANN training. This paper has explored an alternate method of network training that can be combined with regularization. Specifically, the network parameters were constrained so that a host of conventional computational techniques for function approximation, such as least-squares, can be used to evaluate the network parameters. This was accomplished by forming local Riesz bases which provide accurate approximation and stable evaluation of the network parameters.
The accuracy of the local bases was analyzed by employing the concept of shift invariant spaces. Two methods were explored in controlling the error of network approximation: 1) adding bases while altering their shape and keeping their spacing constant ( and is fixed), and 2) adding bases while altering their shape and decreasing in a coupled fashion ( and ) . It has been shown that the first method imposes stringent Strang-Fix-type conditions on the bell-shaped bases in decreasing the approximation error. Consequently, the bell-shaped
functions associated with the hyperbolic tangents provide only a linear convergence rate.
The second method approximated the function and its derivatives for the bell-shaped functions associated with the hyperbolic tangents. Theoretically, the approximation capabilities are also possible for a large (virtually arbitrary) class of transfer functions, which should be welcome news for engineers pursuing digital or other hardware implementations. Also, this large class of transfer functions should be especially useful in the approximation of function derivatives that may be required for modelling integral-differential equations associated with complex engineering systems of interest. These modelling equations can be readily used as a regularization functional for network training. The second method provides the optimal rate of convergence for the linear technique. In addition, the class of target functions which can be approximated by bellshaped bases is significantly larger than the first method and include all square integrable functions, making engineering applications with FFANNs more tractable. The convergence rate for the second method is exponential when using infinitely smooth transfer functions and target functions. However, the second method suffers from an increasingly ill-conditioned matrix associated with the evaluation of the linear parameters. The source of the ill-conditioning has been found to be directly related to the magnitude of through the ratio of the Riesz bounds in Eq.
(37) and Eq. (38).
To ensure that a FFANN can form local bases exhibiting properties that would be advantageous to engineering applications, the user can first constrain the sigmoidal transfer functions using Eq. (9) . Utilizing the results of the previous sections, the relation between the remaining nonlinear parameters and , which would complete the constraints, can be found 
Appendix A

Proof of Eq. (25). One can find
where , as . 
Proof of Eq. (28) and Eq. (29).
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Since the function is assumed to be continuous and , one can find large enough so that
for all . Taking one can obtain the following bound 
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