Abstract. Measurements on classical systems are usually idealized and assumed to have infinite precision. In practice, however, any measurement has a finite resolution. We investigate the theory of non-ideal measurements in classical mechanics using a measurement probe with finite resolution. We use the von Neumann interaction model to represent the interaction between system and probe. We find that in reality classical systems are affected by measurement in a similar manner as quantum systems. In particular, we derive classical equivalents of Lüders' rule, the "collapse postulate", and the Lindblad equation.
Introduction
The process of measurement in quantum mechanics (QM) has been the cause of much controversy regarding its interpretation. In particular, the interpretation of the process of collapse of the wave-function in a measurement is highly controversial.
Measurements in classical mechanics (CM), on the other hand, are usually dealt with in the literature very briefly by assuming simply that they have infinite precision and do not affect the system; hence, the measurement process of classical systems is usually ignored (for a few notable exceptions, see Refs. [1, 2] ). In practice, however, any measurement has a finite resolution. In this paper we study the effects of the finite resolution of a classical measurement by allowing the initial distribution of the measurement probe to be uncertain [3, 4] , i.e., a phase-space probability density distribution different from a Dirac delta function used for the infinite-precisionmeasurement case. This situation is quite generic, because the most general description of the probe is given by an extended phase-space probability density, particularly if the probe is a non-integrable system, or a part thereof [5] . By using the von Neumann interaction model [6] to represent the measurement process, we find that a non-ideal classical measurement may influence the system in a most profound manner, and mimics a QM measurement in surprisingly detailed ways. We therefore attribute effects, such as Lüders' rule, the collapse postulate, and the Lindblad equation, simply to the statistical nature of quantum theory, as their classical counterparts appear in a nonideal, uncertain, classical measurement.
Although CM and QM have a formal similarity in their description of the dynamical evolution (in the sense that Poisson brackets of functions defined in phase-space appear in the former, while in the latter one finds commutators of operators defined in Hilbert space), important differences may occur because of the different spaces in which the two theories are defined. For instance, the initial condition for the classical probability distribution in phase-space could be an arbitrary integrable non-negative function, while in QM there is no joint probability distribution of coordinate and momentum, and the two marginal distributions must fulfill the uncertainty principle. Thus, when carrying out the study of a classical measurement in terms of the von Neumann model mentioned above, one finds various relations which bear a similarity in structure to those occurring in QM, although, because of the above reasons, it is clear that one cannot, in general, expect a quantitative coincidence. The purpose of the present paper is to uncover a number of such relations, whose implications for the measurement process have not, to our knowledge, been pointed out in the past. Some of these relations, describing the expectation value of observables and also the state of the system and the measurement probe, appear, at first sight, to be rather subtle and unexpected.
The comparison of various effects in classical and in quantum measurements is of great value, as we believe that it leads to a more profound understanding of the role played by CM and QM in the measurement process.
In Sec. 2 we briefly review the theory of measurement in QM. By using the von Neumann measurement model (vNM), we derive Lüders' rule, the Lindblad equation and a diffusion equation for the Wigner distribution. When going to the classical case in Sec. 3, we find a classical equivalent of these results, provided that the classical system is subject to measurement probes of finite resolution; then it responds in a similar fashion as quantum systems. We conclude in Sec. 4 , where we present, in Table 1 , a summary of the main results found in the paper that show a similar structure in CM and in QM.
We also include a number of appendices, where some of the derivations are presented in order not to lose the main flux of the paper. We remark that Sec. 3 solves the CM problem in what might be called the "Schrödinger picture"; when the quantity to be "measured" is sufficiently simple, it turns out that one can gain an appreciable intuitive insight by solving the problem in the "Heisenberg picture": this alternative derivation of some of the CM results is presented in Appendix E.
Measurement in quantum mechanics
In this section we re-derive some essential aspects of quantum measurements. This is done to serve as a point of reference for Sec. 3, where we derive the corresponding effects in classical-mechanical systems. The dynamical model of quantum measurements is given by the vNM interaction Hamiltonian [6] (see also Ref. [7] Ch. 12, Ref. [8] Ch. 9, and Ref. [9] )
This Hamiltonian describes the interaction between two quantum systems: the system proper s and a probe π. The probe and, in several applications, the system as well, are assumed, for simplicity, to be one-dimensional. The operatorÂ represents the system observable of interest,P is the momentum of the probe, and ǫ represents the coupling strength. ThusĤ introduces the first stage of the measurement process, or "premeasurement", explicitly in the QM description, through the system-probe coupling; we shall speak, for short, of the measurement ofÂ. Through the system-probe entanglement we obtain information on the system observableÂ; it is some observable of the probe, not of the system proper, what is really detected by an experimental device: we shall then speak of the detection of the probe observable. We assume that the evolution due to the free Hamiltonian may be neglected and that the interaction acts instantaneously at t = t 1 . The density operator for the whole system, i.e., system proper and probe, for t > t 1 is given bŷ
whereρ s andρ π are the density operators for the system and probe, respectively, at t = 0. Throughout this paper we use primes to indicate quantities that are related to the evolved state, while unprimed quantities refer to the initial state.
The marginal distribution of the probe position
After the interaction is over, we find [9] , for the marginal distribution of the probe position variable Q,
where p s (a n ) = Tr(ρ sPan ) is the Born probability to find the eigenvalue a n of the observableÂ in the stateρ s (P an is the projector onto the system subspace associated with a n ), and p π (Q − ǫa n ) = Q − ǫa n |ρ π |Q − ǫa n . The observation ofQ, in order to extract the eigenvalues a n of the measured observableÂ, permits discriminating the latter provided
4)
σ Q being the standard deviation of Q in the stateρ π of the probe. From Eq. (2.3) we find the average value of Q after the interaction is over as 5) which is the expectation value ofÂ before the interaction has been turned on. We have assumed that the original average probe position Q vanishes. As a particular example, if the observable is the position operator, i.e.,Â =x, the marginal distribution of the probe position Q for t > t 1 is given by the convolution [10] 
where p s (x) = x|ρ s |x is the original probability density for the result x associated with the observablex, and p π (Q − ǫx) = Q − ǫx|ρ π |Q − ǫx is the original Q probability density for the probe, displaced by the amount ǫx. We may define the uncertainty in discriminating x's as
If the original state of the system is the convex combination the probability density at t = 0, p s (x),
exhibits interference terms, and so does the resulting p ′ π (Q) of Eq. (2.6).
The reduced density operator of the system proper
The reduced density operator of the system proper s after its interaction with the probe is given byρ
To this end, we shall assume that the probe has a zero-centered Gaussian momentum distribution 13) where the action of the "superoperator"Â is defined aŝ
Thereby, we may rewrite Eq. (2.11) aŝ
where we formally wrote the result as an exponential, the average being performed over the probe-momentum distribution, whose moments are
The result (2.15) is valid for an arbitrary probe-momentum distribution. For the Gaussian case of Eq. (2.12) we find
We insert this into Eq. (2.15), and obtain 
meaning that the probability distribution of the eigenvalues a n ofÂ is not altered by the measurement ofÂ: the reason for this is that the Hamiltonian of Eq. (2.1) commutes with the operatorÂ. By using the Gaussian distribution of Eq. (2.12), g mn reduces to
It is readily seen that, in the limit of very large coupling, 
Thus, as a result of the measurement of the observableÂ, the reduced density operator for the system proper becomes, in the strong coupling limit, a function of the operator A (and ofρ s ), the RHS Eq. (2.29) being its spectral representation. An illustrative example of this behavior is discussed in Appendix A. ii) We now assume that the observableÂ is the position operatorx, and thereby has a continuous spectrum. Then the reduced density operator for the system after its interaction with the probe can be written aŝ
where now
and
τ being defined in Eq. (2.19). We may take, as a measure of the disturbance on the system produced by the measurement ofx, the quantity {disturbance on the system} ∼ ǫ σ P var(x) (2.33)
where var(x) is the variance ofx in the initial state of the system. Notice again (see comment right after Eq. (2.19)) that the disturbance caused on the system proper vanishes if σ P = 0. 
which is normalized according to the rule
In the particular case of the measurement of A(x), the WT of the reduced density operator for the system proper after the interaction is over,ρ ′ s of Eq. (2.30) generalized to A(x), is found to be 
where we have defined
which is clearly an odd function of y, and its square an even function of y. Thus the RHS of Eq. (2.37) contains even-order derivatives in the variable p.
It is interesting to examine the solution (2.36) for large coupling τ . As τ increases, the main contribution to the WT (2.36) comes from smaller y's (because then the square bracket in the exponential becomes small), so that in order to see a p dependence we need to go to larger p's. Thus the resulting Wρ′ s (q, p) looks ever more like a function of q only. This behavior is consistent with that found in relation with Eq. (2.29).
Selective projective measurements
Using the spectral representation (2.21) for the observableÂ, we can write the density operator of the system plus probe after the interaction is over, Eq. (2.2), aŝ
The expectation value of an arbitrary observableÔ s of the system proper, conditioned on the measured value Q of the probe position, corresponds to the selection of the subensemble for a fixed Q and is given by [p
We have defined the conditional reduced density operator for the system:
Assume now that the probe is described by the pure stateρ π = |χ χ|. We also assume the coupling to be so strong that p π (Q) = |χ(Q−ǫa n )| 2 is very narrow, σ Q ≪ ǫ|a n −a n ′ |, so that adjacent distributions, for a n and a n+1 , do not ovelap. Then
and (2.41) reduces tô
Since the probe position Q is at our disposal, suppose we choose
This is Lüders rule [14] for a selective projective measurement [15] , sometimes referred to as "collapse" of the state.
Measurement in classical mechanics
We consider a classical system, endowed, for simplicity, with only one degree of freedom. Its state at t < t 1 is defined by the phase-space density ρ s (q, p), q and p being the corresponding canonical position and momentum. We wish to obtain information about the system by coupling it to a probe and detecting some property of the latter. The probe is also endowed with one degree of freedom and is described, for t < t 1 , by the phase-space density ρ π (Q, P ), Q and P being the probe canonical position and momentum. In order to carry on this program, we consider a system-probe interaction as the CM counterpart of the QM vNM of Eq. (2.1), assuming that we wish to measure the system observable A(q, p) (Ref. [7] , Ch. 12), i.e.,
again neglecting the intrinsic evolution of the system and the probe. The evolution of the state of the total system -system proper plus probe-is governed by Liouville's equation
Here, ρ sπ (t) ≡ ρ sπ (q, p, Q, P ; t) is the phase-space density of the total system at time t, and [A, B] P B denotes the Poisson bracket of A and B. We have also defined the operator [the index i runs over the coordinates (or momenta) of the system and the probe]
related to the so-called Liouville operatorL byL = iĤ op [17] . We have further defined the operatorK
Assuming for the total state the initial condition ρ sπ (q, p, Q, P ) = ρ s (q, p)ρ π (Q, P ), the state at time t is given by 6) so that, after the interaction is over, i.e., for t > t 1 , the new state is
It is shown in Appendix B that the two operatorsÂ op P and A(q, p)∂/∂Q occurring in Eq. (3.4) commute, i.e., Using the form (3.9a), the state of Eq. (3.7) can be expressed as
while using the form (3.9b), the same state can be written as
This is the CM equivalent of the QM result of Eq. (2.2).
The marginal distribution of the probe
From Eq. (3.10a) we can write, for the marginal distribution of the probe after the interaction with the system
This expression has the form
where F (q, p; Q, P ) has the property of vanishing as |q| → ∞, or |p| → ∞. If we expand the exponential in (3.12), the second term in the expansion, i.e., the term of order ǫ, is proportional to
where we performed an integration by parts. Similarly, we find that higher-order terms vanish, so that only the first term in the expansion of the exponential survives, with the result
We now use the final probability density of the probe to extract information on the system proper. From the expression (3.14) we find the marginal distribution of the probe position Q after the interaction has acted (t > t 1 ) as
The average of the probe position Q after the interaction is over, assuming that it vanishes at t = 0, is then given by 16) which is the expectation value ofÂ before the interaction has been turned on. We notice the similarity in structure of the CM Eq. (3.15) and the QM one, Eq. (2.3). The results (3.16) and (2.5) are actually identical.
A case of particular interest is the measurement of the system position q. Then A(q, p) = q and Eq. (3.15) reduces to the convolution [10] 
where ρ s (q) is the marginal position distribution for the system. This result should be compared with the QM one, Eq. (2.6). The convolution (3.17) does not allow resolving details of ρ s (q) finer than σ Q /ǫ, σ Q being the width of the distribution p π (Q) at t = 0. This feature holds both in QM and in CM. As an example, assume that the q-marginal of the original system state is given by
Then the resulting distribution of the probe position is, from Eq. (3.17)
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The original probe-position distribution ρ π (Q) has been broken up into two distributions centered at ǫq 0 and ǫq 1 , each with a width σ Q . We see that ρ ′ π (Q) permits discriminating the two values q 0 , q 1 , provided σ Q /ǫ ≪ |q 1 − q 0 |.
We write, schematically,
the corresponding QM result being given in Eq. (2.7). We conclude that a dispersion σ Q in the original probe position produces, both in CM and in QM, an uncertainty in discriminating the values of the observable to be measured.
If the original state of the system is split as
the situation is like the QM one, Eq. (2.8). There is, however, an obvious difference with the QM results (2.9) and (2.10), as there is no equivalent of a "probability amplitude" in CM, the result being the absence of interference terms.
The marginal distribution of the system proper
To obtain the marginal distribution of the system proper after the interaction has acted (t > t 1 ), we integrate Eq. (3.10b) over Q and P and obtain
where ρ π (P ) is the original marginal distribution of the probe momentum. For ρ π (P ) we shall assume a zero-centered Gaussian distribution with variance σ 2 P , i.e.,
The integral on the last line in Eq. (3.22) can be evaluated by expanding the exponential, with the result dP e ǫÂop(q,p)P e − P 2 2σ 2 P
where we have used the identity
n . We thus find, for the marginal distribution of the system proper after the interaction has ceased to act, We thus see that a dispersion σ P in the original probe momentum generates, both in CM and in QM [see Eqs. (2.18) and (2.33)], a disturbance in the state of the system proper.
As discussed in the Introduction, in a more general situation we would have a dispersion in both probe position Q and momentum P . If, in the above analysis, instead of Q and P we had the pair of canonically conjugate variablesQ(Q, P ) andP (Q, P ), a dispersion in Q and P would cause i) a dispersion inP which, in turn, would cause a disturbance in the state of the system proper, and ii) a dispersion inQ which, according to the previous subsection, would cause an uncertainty in discriminating the values of the observable to be measured.
Differentiating Eq. (3.25) with respect to τ , we obtain (3.27)
We now study the "evolution" with τ of ρ ′ sπ (q, p) in some simple, yet illuminating cases.
Example:
A(q, p) = q. In this case,
and Eqs. (3.26a), (3.26b) take the form
This is just the standard diffusion equation, where (∂A/∂q) 2 plays the role of a diffusion coefficient, which may be q-dependent, but is p-independent.
The CM diffusion equation (3.29) has a structure similar to the QM result for the in the latter. We observe that the two coincide in the particular case A(q, p) = q, or if we make the approximation ∆A(q, y) ≈ A ′ (q)y in Eq. (2.37).
As is well known, the effect of diffusion is a Gaussian convolution: the solution of the diffusion equation (3.29 
∂A ∂q 2 ρ s (q, p −p)dp.
(3.30)
From this result it follows that
ρ s (q, p)dp, (3.31) so that the q-marginal distribution is not altered; this is similar to what occurs in QM, as we can see in Eq. (2.25). On the other hand, the p-marginal experiences diffusion: for larger and larger τ , ρ ′ sπ (q, p) becomes more and more a function of q only. An analogous behavior occurs, in the strong-coupling limit, in QM, as can be seen in Eqs. (2.29) and (2.37) and the remarks following these equations. It is striking to see that we have a CM analogue of the QM Lüders rule. This will be even more evident in the example 3.2.2 discussed below.
Notice that, whereas the CM initial distribution ρ s (q, p) is always non-negative, but otherwise arbitrary, the QM initial Wigner function Wρ s (q, p) may fail, in general, to be non-negative, while it must certainly satisfy Heisenberg's uncertainty relations. In the case A(q, p) = q, for the same initial distribution the resulting evolution is the same in CM as in QM.
From the above discussion we see that the "hallmark" of a non-selective projective measurement of position, i.e., A(q, p) = q, both in CM and in QM, is diffusion in p space of the classical distribution in the former, and of the WT in the latter.
Example.
The diffusion process found in the previous example can be seen even more explicitly when the variable in which the diffusion occurs has a finite domain. This case will be treated in detail in Appendix E in the "Heisenberg picture"; here we just indicate some of the results within the "Schrödinger picture" that we have developed in the present section.
In terms of the variablesq,p defined in Eq. (E.14) so as to have the same dimensions, assume that the system observable is a function of the combination ξ = (p 2 +q 2 )/2 of Eq. (E.15), i.e., A(q,p) = A(ξ), Eq. (E.16). In this case we haveÂ
and the diffusion Eq. (3.26a) takes the form
to be solved with the "initial condition"
Appendix C shows that the solution is
In the limit of very large coupling, only the term m = 0 survives in the sum, and we find
The θ marginal experiences diffusion. Eq. (3.35a) shows that for larger and larger τ , ρ ′ sπ (ξ, θ) becomes more and more isotropic in θ and, eventually, a function of ξ only. Once again, this classical behavior reminds us of the QM one, expressed in Eqs. (2.29) and (2.37). Eq. (3.35b), in turn, has a structure similar to the QM Eq. (2.28) (which gives Lüders rule for non-selective projective measurements), the delta function playing the role of the projectors. An illustrative example of this behavior is given in Appendix D, which presents a situation similar to the QM one given in Appendix A.
Selective projective measurements in CM
Integrating Eq. (3.10b) over P we find
Assuming, for simplicity, that in the original probe state P and Q are statistically independent
we have
For a Gaussian distribution for ρ π (P ), Eq. (3.24) allows writing
In what follows we shall be interested in the conditional probability density of q and p, on the condition that the probe coordinate is Q; it is given by
where
just as in Eq. (3.15) . From Eq. (3.41a) to (3.41b) we have used an argument like the one used in connection with Eqs. (3.12)-(3.14). As a simplification, assume A(q, p) = q. Then
Suppose the width σ Q of ρ π (Q) is very small compared with intervals over which ρ s (q, p) varies appreciably with the variable q. Then, for a given Q, ρ π (Q − ǫq) and so also the RHS of (3.42), considered as a function of q, is non-negligible only when q ≈ Q/ǫ±σ Q /ǫ; in other words, for a given Q, q ≈ Q/ǫ is selected. Thus, choosing for Q some fixed value, i) in the first factor in the numerator of Eq. (3.42) we can replace q ≈ Q/ǫ, since, away from q ≈ Q/ǫ ± σ Q /ǫ, the second factor, i.e., ρ π (Q − ǫq), is negligible anyway; ii) in the denominator of Eq. (3.42), ρ s (q ′ ) varies much more slowly than ρ π (Q − ǫq ′ ); we can thus replace q ′ ≈ Q/ǫ in ρ s (q ′ ) and take it out of the integral. We thus obtain
Notice the similarity of this result with that of Eq. (2.45), which describes the QM Lüders rule for a selective projective measurement, sometimes referred to as "collapse". Indeed, for large values of τ the result (3.44b) has a definite position q 0 and has suffered an appreciable diffusion in momentum, in a similar way as to what occurs in QM. This is exhibited in the two marginals that can be computed from Eq. (3.44b):
(where only the first term in the expansion of the exponential survives the integration over p), and
Summary and Conclusions
In this paper we considered non-ideal measurements on classical systems. In particular, we assumed that the system of interest is coupled to a probe whose initial phase-space distribution is different from a Dirac delta function, so as to represent a statistical uncertainty. The probe describes an early stage of the measurement, which might be called a "pre-measurement" and is described dynamically in our model. The probe is eventually detected to complete the measurement. We found that there is a great similarity in structure between the QM and the CM problems, provided that, in the latter, we perform non-ideal measurements. We summarize this similarity in Table 1 .
Quantum mechanics
Classical mechanics Expectation values Eq. (2.5):
Eq. (3.16): The structural similarity of the equations describing the system-probe evolution in QM and in CM imply that several aspects of the physical behavior are similar. A striking example is the reduced state ρ ′ s of the system proper after its interaction with the probe. As a function of the coupling strength τ , in QM it "evolves" according to the Lindblad equation; in CM it evolves, basically, according to a diffusion equation. As a result, for a given system observableÂ the distribution of the canonically conjugate variable experiences diffusion as a consequence of its interaction with the probe, which is seen in the Wigner function in the QM case, and in the classical distribution in phase space in the CM one. In the strong-coupling limit, τ → ∞, one finds, in QM, Lüders rule for a non-selective projective measurement, where the resulting density operator is a function of the observableÂ alone; a similar result can be seen in the limit of the CM ρ ′ s .
In a variant of the model, one can also describe a selective projective measurement which, in QM, gives rise to the so-called collapse of the state. In CM a very similar result is encountered, where one finds a definite value of the selected dynamical variable, while the canonically conjugate one has suffered diffusion.
Based on our analysis, we conclude that a number of features of the measurement process which are sometimes considered as unique to quantum theory, may be seen as phenomena that are directly related to the statistical nature of the theory, and indeed can be found in a probabilistic classical theory as well.
Appendix B. Proof of Eq. (3.8).
From its definition, the operatorÂ op (q, p) has the propertŷ
For any two functions f (q, p), g(q, p), the operatorÂ op (q, p) also has the property:
Assuming an arbitrary function F (q, p, Q, P ), we can write, on the one hand If we write, for the solution of (3.33a) and (3.33b), the expansion
we find, for the expansion coefficients, the differential equation
with the solution
The coefficients c m (τ = 0, ξ) can be obtained from the expansion of the initial probability density ρ s (ξ, θ), i.e.
We substitute the coefficient c m (τ = 0, ξ) of (C.5) in (C.3), and the result in (C.1), to obtain Eq. (3.34). where δ(t − t 1 ) has been replaced by the function g(t), which is normalized to 1 and has a compact support around the interaction time t 1 > 0, i.e.,
We analyze two particular examples. Example 1: A(q, p) = q. Consider the observable A(q, p) = q. Hamilton's equations give the equations of motionq = 0,ṗ = −ǫg(t)P, (E.3)
We see that q(t) and P (t) are constants of the motion, i.e.,
whereas p(t) and Q(t) vary in time as
As in the text, the "prime" indicates that the variable is evaluated at a time where the interaction g(t) has ceased to act. Thus, the system position q is unchanged, while the change in the system momentum p is −ǫP 0 , which vanishes when P 0 = 0: in this case both the position and momentum distributions of the system proper are undisturbed by the measurement. This is consistent with the comment made right below Eq. (3.25) , that the marginal distribution of the system remains unchanged by the measurement when P = σ P = 0, i.e., when the probe has zero momentum. If P 0 has an RMS value σ P around P 0 = 0, we can estimate the {disturbance caused in p} ∼ ǫ σ P , (E.9) a result reminiscent of the QM one, Eq. (2.33). Using Eqs. (3.20) and (E.9), we can write
Of course, in the CM case the RHS of this last result can be arbitrary, so that, if we make the uncertainty in discriminating q , s very small, we are not compelled to produce a large disturbance in the momentum of the system proper, in contrast to what occurs in QM.
We assume that at t = 0 the statistical distribution of the original dynamical variables q 0 , p 0 , Q 0 , P 0 is ρ s (q 0 , p 0 )ρ π (Q 0 , P 0 ), just as in Sect. 3. The final probe position
just as in Eq. (3.17) obtained in the Schrödinger picture, replacing the present Q ′ and q 0 by Q and q, respectively.
Similarly, the final system variables q ′ , p ′ are distributed as
This result coincides with Eq. (3.22) obtained in the Schrödinger picture, in the particular case A(q, p) = q, replacing the present q ′ , p ′ by q, p. Assuming for P 0 a Gaussian distribution, as in Eq. (3.23), we have The Hamiltonian will be taken to be H(t) = ǫg(t)A(ξ)P .
(E.19)
The particular feature of the present example is that the variable θ has a finite domain, so that diffusion in this variable will eventually produce an isotropic distribution. We see that ξ(t) andP (t) are constants of the motion, i.e., ξ(t) = ξ 0 , ξ ′ ≡ ξ(t ≫ t 1 ) = ξ 0 (E.22) P (t) =P 0 ,P ′ ≡P (t ≫ t 1 ) =P 0 , (E.23) whereas θ(t) and Q(t) vary in time as Here, as before, the "prime" indicates that the variable is evaluated at a time where the interaction g(t) has ceased to act. We assume that at t = 0 the statistical distribution of the original dynamical variablesq 0 ,p 0 ,Q 0 ,P 0 is ρ s (q 0 ,p 0 )ρ π (Q 0 ,P 0 ), just as in Sect. We now concentrate on the final marginal distribution of the system proper. Eqs. (E.22) show that the system variable ξ is unchanged by the interaction, so that its marginal distribution remains unaltered by the measurement process, i.e., 
