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In this article, we experimentally demonstrate a new way of controlling the group velocity of an
optical pulse by using a combination of spectral hole burning, slow light effect and linear Stark effect
in a rare-earth-ion-doped crystal. The group velocity can be changed continuously by a factor of 20
without significant pulse distortion or absorption of the pulse energy. With a similar technique, an
optical pulse can also be compressed in time. Theoretical simulations were developed to simulate
the group velocity control and the pulse compression processes. The group velocity as well as the
pulse reshaping are solely controlled by external voltages which makes it promising in quantum
information and quantum communication processes. It is also proposed that the group velocity can
be changed even more in an Er doped crystal while at the same time having a transmission band
matching the telecommunication wavelength.
I. INTRODUCTION
Controlling the group velocity of light has attracted
more and more attention due to its potential application
in data synchronization, tunable optical buffer in optical
communication [1], optical information processing and
optical switching [2]. To date, varies techniques of con-
trolling the group velocity of a pulse have been stud-
ied, such as electromagnetic induced transparency (EIT)
[3, 4], coherent population oscillation (CPO) [5], stimu-
lated Raman scattering (SRS) [6], and stimulated Bril-
louin scattering (SBS) [7]. More recently, group veloc-
ity control was demonstrated in silicon based resonators
[8, 9], with the target for on-chip application. However,
the delay there is only typically in the range of hundreds
of picoseconds. One major drawback of the above men-
tioned methods for group velocity control is their needs
of a simultaneous optical pump beam which might intro-
duce some background noise to the system, that could
be especially detrimental in background sensitive single
photon applications. In this article, we present a new
technique where the group velocity of an optical pulse is
solely controlled by an electric field. This is a desired
feature when working with weak light situations, for ex-
ample in quantum information and quantum communi-
cation processes.
Our technique of controlling the group velocity of an
optical pulse uses the combination of spectral hole burn-
ing induced slow light effect and Stark effect and can
be described as follows. A 16 MHz spectral hole was
prepared in the center of the inhomogeneous broaden-
ing of a rare-earth-ion-doped crystal, with the target of
making the edges of the hole as sharp as possible. A
principle sketch of the final hole structure together with
the real part of the refractive index is shown in Fig. 1
(a). The blue and red colors represent ions with positive
∗Electronic address: qian.li@fysik.lth.se
and negative Stark coefficients, respectively. If a voltage
is applied across the crystal, the resonance frequencies
of the ’blue’ and ’red’ ions will shift in different direc-
tions, which leads to a narrower hole. The change of the
hole width is proportional to the applied external voltage
since the frequency shift of the ions is proportional to the
applied voltage according to the linear Stark shift. For
an applied voltage of 40 V, a sketch of the new structure,
as well as the real part of the refractive index are shown
in Fig. 1 (b), where in the vicinity of the left side of the
hole there are only ’blue ions’ while in the vicinity of the
right side of the hole there are only ’red ions’. The dis-
persion across the transmission window is much steeper
than that in Fig. 1 (a). This causes the group velocity of
an optical pulse to be much slower when propagating in
the transmission window shown in Fig. 1 (b) than when
propagating in a transmission window as shown in Fig.
1 (a) (See Eq. (1) and Eq. (3) in the Group velocity
section for further information).
When a 10 µs long pulse with a Gaussian frequency
profile is sent into the crystal, the group velocity of the
pulse could be changed continuously by a factor of 20 by
changing the external voltages applied across the crystal
and the group velocity decreases monotonically as the
external field is increased. Furthermore, an optical pulse
can be reshaped by changing the hole width while the
pulse is still inside the crystal. A 1 µs long pulse was
sent into the crystal at the presence of an external volt-
age of 40 V, which corresponds to a hole width of about 1
MHz. The group velocity of the pulse was small enough
that almost the entire pulse was accommodated in the
crystal. The electric field was then decreased rapidly, in-
creasing the group velocity. In this way the first part of
the pulse propagated a longer distance inside the crys-
tal with a slower speed than the later part of the pulse,
which caused the pulse transmitted from the crystal to
be compressed in time.
Although the present experimental demonstration was
carried out in Pr:Y2SiO5, it can be used in other rare-
earth-ion-doped materials where spectral hole burning
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2FIG. 1: A simplified sketch of the absorption structure, as
well as the dispersion of the refractive index, where the red
and blue color represents ions with opposite sign of their Stark
coefficients while the black line shows the overall absorption.
The green trace shows the real part of the refractive index
over the frequency range, where n0 stands for the refractive
index of the host material and in this case n0 = 1.8. (a) the
original 16 MHz hole, no external voltages applied; (b) the 1
MHz spectral hole structure when an external voltage of 40
V is applied. The width of the hole as well as the slope of the
dispersion changes as the external voltage is changed, which
in return changes the group velocity.
are possible and Stark or Zeeman effects can be applied
to change the hole width. For example in Er doped crys-
tals (e.g., Er:Y2SiO5). Er ions has an optical transition
around 1.5 µm, at the telecommunication wavelength,
where the fiber loss is minimum. The Stark coefficient
is about 20 kHz/(V· cm−1) in Er:YAlO3 [10], and 25
kHz/(V· cm−1) in Er:LiNbO3 [11]. The ground state hy-
perfine splitting for Er ions is much wider than that of Pr
ions [12, 13], a spectral hole of 575 MHz can be prepared
in Er:Y2SiO5 according to the hyperfine splittings pro-
vided in Ref. [14]. Since the tuning range of the group
velocity is only limited by the widest hole width that can
be created and the external voltages applied, the tuning
range of the group velocity can be much larger in Er than
that in Pr.
II. GROUP VELOCITY
The group velocity, vg, of an optical pulse can be cal-
culated via the following equation,
vg =
c
n+ ν dndν
(1)
where c is the speed of light in vacuum, n is the real
part of the refractive index (for the phase velocity) and
ν is the frequency of the light pulse. When an optical
pulse propagates inside a dispersive medium, in our case
inside a narrow transmission window, the real part of the
refractive index can change dramatically, therefore, ν dndν
can be much higher than n itself, which in the present
experiments can decrease the group velocity by four or
five orders of magnitude [15, 16].
Another way of interpreting the group velocity reduc-
tion is from the light-matter interaction perspective. As
shown in Refs. [17–19] (note that in Ref. [18, 19], the
assumption is made that the material has a refractive in-
dex of n = 1), the group velocity can be expressed as a
temporal energy storage process of the optical pulse en-
ergy in the absorbing ions via off-resonance interaction,
vg =
c/n
1 + UcUem
(2a)
where Uc is the energy density accumulated in the excita-
tion of the off resonant centers and Uem is the energy den-
sity of the electromagnetic field propagating with phase
velocity c/n in the medium in the absence of dispersion.
The equation shows that, the more energy is temporar-
ily stored in the resonance centers, the lower the group
velocity of the light.
In fact, the refractive index, n, also originates from
the off-resonant interaction but between light and the
host material. Therefore, when light propagates inside
a non-dispersive medium, the energy density Uem, also
contains two parts, one is the energy density of the pure
electromagnetic wave, Uvac and another one is the energy
density accumulated in the host atom, Uhost. Similar as
in Ref. [17], the energy flow across a unit cross section
inside the crystal per unit time is vg(Uvac +Uhost +Uc),
which should be the same as the energy flow through a
unit cross section per unit time outside the crystal, cUvac.
Then the group velocity can be expressed as
vg =
c
1 + UhostUvac +
Uc
Uvac
(2b)
hence,
vg =
c
1 + UmedUvac
(2c)
where Umed = Uhost + Uc is the energy density accumu-
lated in the medium which contains the effect from the
host atoms and the resonant centers. In the case of no
3dispersion, the group velocity equals the phase velocity
and we get n = 1 + UmedUvac . Thus the higher the refractive
index is, the stronger the interaction between the light
and the material, hence the more energy is stored inside
the material. To verify this, we can take a non-dispersive
material with refractive index of n, assume that we have
a light beam with a certain amplitude and normal inci-
dence enters a material with refractive index of n from
vacuum, by comparing the energy density inside and out-
side the material (denoted Uinside and Uvac, respectively)
from the boundary condition, we get Uinside = nUvac. If
we make the same analogy as Courtens did in Ref. [17]
that the energy density inside a material can be written
as Uinside = Umed +Uvac, we get that n = 1 +
Umed
Uvac
. We
note that, Eq. (2a) is based on the assumption that the
dispersion is due only to resonance centers other than
the host material, while Eq. (2c) is suitable for any
general case. That is with and without dispersion and
where the dispersion can come from the host atoms or
other resonance centers in the material or from both of
them. Therefore, when an optical pulse enters a medium,
a certain portion of the pulse energy is stored in the off-
resonant ions (atoms) of the medium, and the Bloch vec-
tors of these ions (atoms) are lifted up slightly from their
ground state position.These ions will rephase at a later
time, their Bloch vectors will point straight down again
and the energy is returned back to the optical field. Intu-
itively, one can imagine that this process causes the light
to propagate slower inside the medium.
In the case where the group velocity reduction is
mainly caused by the spectral hole burning in an ab-
sorption profile such as our case here, the group velocity,
vg, can be approximately calculated by [15, 20, 21],
vg ≈ 2piΓ
α
(3)
where Γ is the width of the transmission window and
α is the absorption coefficient outside the transmission
window.
Equations (1) - (3) can all be used to describe the
group velocity but they emphasize different aspects. Eq.
(1) is the formula to calculate the group velocity when
one knows the dispersion, while Eq. (2b) and Eq. (2c)
are ways to interpret the physical process of group veloc-
ity for the so called material slow light case [16, 17, 22].
Equation (3) provides an approximate but convenient es-
timation of the group velocity inside a spectral hole and
is especially useful in our case here for making the first
estimation of the tunability of the group velocity since it
is proportional to the width of the transmission window
and inversely proportional to the absorption coefficient.
It is then straightforward to see that the tunablity of the
group velocity is proportional to the tuning range of the
transmission window.
III. EXPERIMENT
The experiment was performed on a 6 × 10 × 10 mm
(crystal axes b × D1 × D2 ), 0.05% doped Pr:Y2SiO5
crystal at ∼ 2 K. The top and bottom surfaces of the
crystal were coated with two sets of gold electrodes indi-
cated as the red and black lines on the crystal in Fig. 2
(a) (a photo of the crystal can be found in the Appendix
of Ref. [16]). The energy levels involved in this experi-
ment belong to the 3H4 − 1D2 transition centered around
605.978 nm with an inhomogeneous broadening of about
5 GHz and a homogeneous broadening of about 3 kHz.
The hyperfine lifetime of the Pr3+ ion ground state levels
is about 100 s and can be extended to about 30 min at
the presence of a weak (0.01 T) magnetic field[23].
A simplified setup is shown in Fig. 2 (a), where a
laser beam from a frequency stabilized Coherent 699 -
21 ring dye laser tuned to the center of the inhomoge-
neous broadening was split into two parts by a 90/10
beam splitter, where the stronger beam was focused onto
the center of the crystal and used for the spectral struc-
ture preparation and characterization and then measured
by a Thorlabs PDB150A photodetector (PD2), while the
weaker one was directly measured by another Thorlabs
PDB150A photodetector (PD1) and used as a reference
beam to calibrate intensity variations.
FIG. 2: Experimental setup. Laser light polarized along the
D2 axis of the crystal is divided into two beams by a 90/10
beam splitter (BS), where the stronger beam is focused and
directed along the center line of the crystal and recorded by
a photodetector (PD2) while the weaker one is recorded by
another photodectector (PD1) and used as a reference beam
to calibrate any intensity fluctuations of the laser. (b) The
permanent electric dipole moment difference between excited
state and ground state of the Pr3+ (δµ1, 2, 3, 4) relative to
the electric field applied (E). The electric field is along the
b axis of the crystal and the magnitude of the projection of
the dipole moment difference onto the electric field direction
is the same for all the 4 possible δµ (θ = 12.4◦).
The permanent electric dipole moment of the ground
state is different from that of the excited state for Pr3+
ions and there are four possible orientations for the dipole
moment difference [16, 24]. When an external voltage is
applied across the crystal, the resonance frequency of the
ions will be Stark shifted by ∆s, where
∆s =
δµ ·E
~
= ±|δµ|cos(θ)
~
· ∆V
d
(4)
where ~ is the reduced Planck constant, δµ is the dif-
ference between the excited and ground state dipole mo-
4ments for Pr3+ ions, E is the electric field across the
crystal (along the b axis), θ is the angle between the
electric field and δµ, ∆V is the difference in the elec-
tric potential of the top and bottom electrodes, and d is
the distance between these two electrodes which in our
experiment is 6 mm. The four possible δµ of Pr3+ are
oriented at an angle of θ = 12.4◦ relative to the b axis
of the crystal as shown in Fig. 2 (b). The magnitude
of δµ/~ is about 111.6 kHz/(V cm−1) [24]. Since the E
field is applied along the b axis and because of the sym-
metry of δµ, there will be two effective Stark coefficients
for Pr3+ with the same magnitude but opposite signs.
At the presence of a certain electric field, the resonance
frequency of half of the ions, those with positive Stark
coefficient (referred as ’blue ions’), will shift to higher
frequencies while the rest of the ions, those with nega-
tive Stark coefficient (referred to as ’red ions’), will shift
to lower frequencies.
Originally, a 16 MHz square transmission window was
created using optical pumping. However, due to the in-
homogeneity of the E field inside the crystal (see the
Appendix in Ref. [16]) and the possible small mismatch
of the electric field with the b axis of the crystal, when
an electric field is applied to change the hole width, dif-
ferent ions sees slightly different electric field and shift
slightly different amount in frequency, which smears out
the sharpness of the hole edge and induces some absorp-
tion close to the edge of the hole. To compensate for this
effect, the actual hole burning sequence was optimized in
the following way, 16 MHz, 8 MHz, 1 MHz and 500 kHz
hole burning sequences were employed consecutively at
the presence of a 0 V, 20 V, 40 V, and 41.5 V external
voltages, followed by the same 16 MHz hole burning at
0 V in the end. This process is repeated 50 times un-
til a hole with high transmittance and sharp edges was
achieved. The sharpness of the hole was optimized by
sending a frequency chirped readout pulse after the hole
creation and examine the coherent beating signal at the
first hole edge. The higher the beating amplitude, the
sharper the hole edge. The Rabi frequency of the hole
burning sequence was kept low to avoid any power broad-
ening and instantaneous spectral diffusion [25, 26] in or-
der to make the hole edge as sharp as possible. The
whole process took about half a minute, so a 0.01 T
magnetic field was applied to decrease the hyperfine re-
laxation rate such that the hole did not degrade much
during the preparation process. A simplified sketch of
the final hole structure as well as the structure at the
presence of an external voltage of 40 V together with the
real part of the refractive index can be found in Fig. 1.
IV. RESULT AND DISCUSSION
A. Group velocity control
After the structure preparation, 16 Gaussian pulses,
each with a full width at half maximum (FWHM) of 10 µs
and a cutoff duration of 100 µs, were sent into the crystal
successively while the external voltage applied across the
crystal was increased monotonously for each probe pulse
from 0 V to 42.5 V. A part of the incoming pulse (refer-
ence beam) and the transmitted pulse were measured by
PD1 and PD2 shown in Fig. 2 (a). By comparing the
time delay of the transmitted signal and the reference
beam, the group velocity of the optical pulses can be
calculated for each electric field. The relative efficiency
was calculated by comparing the area of the transmitted
pulse at different electric fields with the area of the trans-
mitted pulse with no external voltage (widest hole) after
correction using the reference beam signal. The measure-
ment was repeated 150 times and the result is shown in
Fig. 3 with the dot represents the average value for each
voltages and the bars associated with them are one stan-
dard deviation away from the average. The gray area was
zoomed in as an inset. The group velocity of the probe
pulse changed from 30 km/s to 1.5 km/s (when external
voltages were changed from 0 V to 42.2 V) while still hav-
ing more than 80% relative transmittance. Beyond this,
the absorption increases dramatically as the hole width
becomes comparable to the frequency width of the pulse.
1 km/s was achieved with about 50% transmittance.
FIG. 3: The group velocity (blue) and the relative transmis-
sion efficiency (red) at different external voltages. The group
velocity can be changed by a factor of 20 while keeping the
relative efficiency more than 80%.
We can interpret the reduction of the group velocity
from the three aspects that were discussed in section II.
From Eq. (1), it is clear that the steeper the dispersion,
the slower the group velocity. When an external voltage
is applied across the crystal the hole becomes narrower,
and the slope of the dispersion becomes steeper as shown
in Fig. 1. Hence ν dndν becomes much bigger, which de-
creases vg greatly.
As revealed from Eq. (2c), the more energy stored in
the medium, the slower the group velocity of the light.
When the hole becomes narrower, the resonant frequency
5of the absorbing ions are much closer to the probe fre-
quency, therefore, the off-resonance interaction between
the light and the ions becomes much stronger, which
leads to more energy stored in the off-resonant ions and
the group velocity decreases. For the 16 MHz hole, with
group velocity of vg = 30 km/s, according to Eq. (2c),
the fraction of energy temporally stored in the crystal is
99.98%, while for a group velocity of vg = 1.5 km/s, the
fraction of energy stored in the crystal is 99.9991%.
We can easily estimate the tunability of the group ve-
locity of the structure from Eq. (3), when the width of
the hole changes from 16 MHz (0 V) to 0.25 MHz (esti-
mated experimental hole width at the bottom of the hole
at 42.2 V), a reduction of a factor of 160.25 ∗ 12 = 32 should
be achieved (the 12 comes from the fact that the absorp-
tion coefficient just outside the hole changes by a factor
of 2 for these two structures, see Fig. 1). However, ex-
perimentally we only get a factor of 20 in group velocity
reduction, which is probably due to the decrease in the
sharpness of the hole edge, so even though the window of
full transmission is only 0.25 MHz, the full width at half
maximum of the hole is actually much wider than that.
Concerning the absolute efficiency, it has been shown
previously that the remaining absorption inside a 18 MHz
spectral hole of a Pr:Y2SiO5 crystal with the same doping
concentration as in the present experiment can be less
than 0.1 dB/cm [15]. In our case this will correspond to
an absolute transmission efficiency of higher than 97% for
the 16 MHz spectral hole. We can then renormalize the
relative efficiency according to this number to estimate
the absolute efficiency for each group velocity.
In principle, as shown in Eq. 3, the tunability of the
group velocity is only limited by the tunable range of the
spectral hole width. Therefore, it could be greatly ex-
panded if a much wider hole can be prepared from the
beginning. For example, in Er:Y2SiO5, a spectral hole
that is 575 MHz can be prepared given the hyperfine
structures of the ground and excited states [14]. There-
fore instead of a factor of 20 demonstrated here, a factor
of 600 could be achieved ideally. Besides this, the ab-
solute group velocity can be changed by changing the
absorption coefficient at the hole edges and this can be
easily changed by changing the laser frequency to the side
of the inhomogeneous absorption profile for the structure
preparation process (or changing to another crystal with
higher or lower absorption coefficient). The closer to the
center of the absorption, the lower group velocity one can
get while keeping the same tunability.
The bandwidth-delay product, BD, for such a slow
light structure can be approximately calculated by [19],
BD =
L
vg
Γ ≈ αL
2pi
(5)
where L is the length of the crystal. Since the ab-
sorption coefficient can easily be changed by going to
another wavelength and the length of the crystal can
be altered according to the purpose of the application,
the bandwidth-delay product can be therefore easily
changed. A more detailed discussion can be found in
Refs. [15, 27].
B. Pulse compression
Group velocity control can also be used to reshape an
optical pulse in time. After the creation of the 16 MHz
hole (structure shown in Fig. 1 (a)), a 1 µs long pulse
was sent into the crystal at time t = 0, shown as the black
dashed trace in Fig. 4. When no voltage is applied, the
pulse comes out of the crystal at time τ1 = 350 ns, shown
as the blue trace, and the group velocity of the pulse is
vg1 = L/τ1 ≈ 29 km/s, while when the pulse enters the
crystal at the presence of an external voltage of 40 V
(structure shown as in Fig. 1 (b)), it propagates with a
much lower group velocity, vg2 ≈ 6.5 km/s, and comes
out of the crystal at τ2 = 1.54 µs, shown as the green
trace in Fig. 4.
Because of the low group velocity when 40 V was ap-
plied across the crystal, the 1 µs long light pulse was
greatly compressed specially, from 300 m long in vacuum
to about 6 mm long inside the crystal. Therefore, al-
most the entire pulse can be accommodated inside the
crystal. If the external voltage is switched off when the
pulse is just about to exit, then the first part of the pulse
will go through the entire crystal with a group velocity
of vg2 = L/τ2, while the last part of the pulse will ini-
tially propagate with group velocity vg2 and change to
a group velocity of vg1 after the E field is switched off.
Therefore, the last part of the pulse spends much shorter
time inside the crystal and the pulse will be compressed
in time, shown as the red trace in Fig. 4.
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FIG. 4: Pulse compression. Dashed black trace: the reference
incoming pulse; the blue trace: 0 V; the dark green one: 40
V; the red trace: 40 V changed to 0 V just before the pulse
is about to exit the crystal.
To estimate how much a pulse can be compressed in
6time, assume that the pulse propagates with a group ve-
locity of vg2 at first and the pulse length is l = vg2τ , and
the crystal is long enough to accommodate the whole
pulse length. If the group velocity is changed to vg1
instantaneously just when the first part of the pulse is
about to exit, it takes τ ′ = l/vg1 for the last part of
the pulse to exit the crystal. Therefore, a pulse initially
with a duration of τ will be changed to τ ′ = vg2vg1 τ . There-
fore, the compression factor, defined to be the ratio of the
width of the original pulse to the width of the compressed
pulse in time, would be ττ ′ =
vg1
vg2
. Hence, the bigger the
ratio of the two group velocities, the more the pulse can
be compressed. In reality, the electric field can not be
changed instantaneously, so the compression factor will
be smaller. However, the compression factor will always
be
vg2
vg1
, if the whole pulse is inside the crystal before and
after changing the E field.
If we look at the pulse compression process from the
energy density point of view, the pulse first propagate in
a structure as in Fig. 1 (b), where the group velocity is
low, the energy of the optical pulse is mainly stored in
the close-by off-resonant ions. When the electric field is
decreased, those ions will shift outwards relative to the
hole center, constitute a wider hole, and emit light at
another frequency, so the pulse coming out would have a
wider frequency distribution compared to the pulse sent
in. The wider frequency span may be viewed as enabling
the pulse compression in time.
A relevant quantity about the pulse compression is the
efficiency of the compression process, which can be cal-
culated by comparing the pulse area of the compressed
pulse with the uncompressed pulse from Fig. 4. If the
transmitted energy for a 16 MHz hole (blue trace)is set
to 100%, then the transmitted energy for the 1 MHz hole
is about 96.6% while the energy transmitted for the com-
pressed pulse is about 66%. To evaluate the energy loss
during the pulse compression process, a Max Bloch simu-
lation was performed and the detailed information about
the simulation can be found in the Simulation section of
Ref. [16]. Two different simulations were carried out for
comparison. Case I corresponds to the actual experiment
when a 1 µs pulse is sent into the 1 MHz transmission
window as shown in Fig. 1 (b). Before the pulse exits,
the E field is switched off and the transmission window
changes to 16 MHz, just as shown in Fig. 1 (a). In this
case, if we look at the right hand side of the hole struc-
ture there only exist ’red’ ions before the field changes
so the energy will mainly stored in the ’red’ ions, while
the ’red’ and ’blue’ ions overlaps after switching off the E
field. Therefore, when light was re-emitted by the ’red’
ions, it might be resonantly absorbed by the ’blue’ ion.
We expect this will cause some energy loss. Therefore,
case II is simulating a similar situation but on the right
side of the hole all the ions are ’red’ ions while on the left
side of the hole all the ions are ’blue’ ions as the struc-
ture shown in Fig. 1 (b) if the top half part is neglected.
Thanks to this arrangement in the simulation, there will
never be any overlap of the resonance frequency of the
two groups of ions. Hence by comparing these two cases,
the energy loss due to the overlap in resonance frequency
of the two groups of ions can be mapped out.
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FIG. 5: Pulse compression efficiency as a function of E field
switch off time. The blue circle are from simulation case I
while the red stars are from simulation case II. See main text
for the description of the two cases.
The simulated efficiency of the pulse compression pro-
cess as a function of the switch off time of the E field can
be found in Fig. 5. It shows that the slower the E field
is switched off, the higher the efficiency and when the E
field was switched off almost instantaneously, the energy
loss are 40.5% for case I and 55% for case II, respectively.
The 15 % lower efficiency in case I can be attributed to
the overlap of the two groups of ions (’red’ and ’blue’) as
discussed above. However, even for case II where the ions
never overlap with each other, the efficiency is still only
55 % when the E field is switched off rapidly and this is
probably due to the fact that the energy distribution of
the pulse propagating inside a 1 MHz hole and a 16 MHz
hole are quite different as shown in Fig. 6. When the E
field is switched off almost instantaneously, the ions will
Stark shift to another resonance frequencies accordingly
and the hole changes from 1 MHz to 16 MHz. However,
the resulting energy distribution doesn’t match the 16
MHz structure, therefore, the rephasing process will not
be complete and it is reasonable to assume that some
energy would be lost due to this. As can be seen from
Fig. 5 that when the E field is switched off slower than
120 ns the energy loss due to this effect will decrease
dramatically for both cases.
In case I, if the E field is switched off in 200 ns, the
relative efficiency one can reach is around 79 % while in
our experiment, only 66 % was achieved. This could be
due to the remaining absorption in the hole. As can be
seen from Fig. 3, there are certain absorption for each E
field when the pulse propagates inside the hole, especially
for an applied voltage of 35 V where the transmission ef-
7(a)
(b)
FIG. 6: Energy storage for different hole structures. (a) The
energy distribution when the hole is 1 MHz and (b) The en-
ergy distribution when the hole is 16 MHz. 1 represents max-
imum stored energy in the ions while 0 represents no energy
stored in the ions. Note that the scale of the color bars are
different in (a) and (b). As can be seen, the energy is much
more confined both in frequency and space when the pulse
propagates slowly in the 1 MHz hole.
ficiency is about 90 %, which leads to some loss to the
pulse energy. This could be minimized by further opti-
mize the structure preparation process.
In principle this technique can be used to stretch the
pulse in time as well by having a higher group velocity
at the beginning and then change to a lower one. How-
ever, this would require a crystal that is long enough to
fit the entire pulse when it propagates at a higher group
velocity, therefore it is practically more difficult to im-
plement. Nevertheless, one might be able to do this with
a multipass beam arrangement in a crystal or in a slow
light cavity[15].
V. CONCLUSION
In conclusion, we demonstrate a device in which the
group velocity of an optical pulse can be changed continu-
ously by a factor of 20 solely by applying an external elec-
tric field. The energy loss of the transmitted pulse is kept
below 20% over the whole group velocity tuning range.
The device can also be used to reshape and compress the
pulse. The maximum compression of a pulse depends on
the ratio of the maximum and minimum group velocity
with which the pulse propagates inside the crystal. The
device is based on creating a semi permanent transmis-
sion window in the absorption line of a rare-earth-doped
crystal using optical pumping. By Stark shifting the res-
onance frequency of the ions, the structure of the trans-
mission window as well as the dispersion of the refractive
index across the transmission window will be changed,
hence the group velocity of the pulse propagating inside
the transmission window will be changed accordingly. It
is proposed that the tunable range of the group velocity
can be further extended in other rare-earth-doped crys-
tals, such as Er3+ doped crystals. As the group velocity
is controlled purely by an external electric field, and does
not require any additional optical pulses, it can be espe-
cially useful in weak light situations. For example, in
quantum information and quantum communication pro-
cesses. Moreover, since it is a solid state device it can be
integrated with other devices and could open up on-chip
applications.
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APPENDIX
As can be seen from the inset of Fig. 3 the error bars
for the relative efficiency become much bigger when the
applied voltages are higher than 42 V (which corresponds
to a hole width of less than 300 kHz). This is attributed
to the 50 Hz noise in the high voltage amplifier used for
this experiment. As discussed before, the Stark shift of
the ions is linearly proportional to the applied external
field. The variation in the voltages applied to the crystal
will cause variation in the Stark shift of the ions, which
will affect the preparation process of the hole structure as
well as the hole width when probing. When the width of
the hole is comparable to the frequency spread of the op-
tical pulse, a small fluctuation in the hole width can cause
a dramatic change in the transmission as it changes ex-
ponentially with the number of ions inside the frequency
width of the pulse. Therefore, the relative error for the
transmission is much higher when the hole width is really
narrow.
Since the fluctuation in the efficiency is caused by the
fluctuation in the hole width, i.e., a lower efficiency is due
to a narrower hole width. According to Eq. 3, a narrower
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FIG. 7: The correlation of the group velocity and the relative
efficiency at different external voltages.
hole width gives a lower group velocity as well. Therefore,
the group velocity and the relative efficiency should be
correlated to each other. This can be verified from Fig.
7 which shows the group velocity and relative efficiency
of all the 150 measurement when the applied voltages are
higher than 41.6 V (hole width narrower than 500 kHz).
It shows that when the relative efficiency is higher than
20 %, the group velocity is positively correlated with the
relative efficiency, so that the lower the relative efficiency
the lower the group velocity. However, when the relative
efficiency drops below 20 %, the group velocity and the
relative efficiency shows an anti-correlation.
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