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Introduction

3A` la diffe´rence du calcul nume´rique qui s’attache a` calculer les meilleures approximations
possibles d’un re´sultat, le calcul formel ou symbolique consiste a` calculer les solutions de ma-
nie`re exacte. Dans le cadre de l’alge`bre line´aire, le calcul nume´rique be´ne´ficie de plusieurs anne´es
d’expe´rience, tant au niveau mathe´matique qu’informatique. Le de´veloppement de routines de
calcul exploitant au maximum les caracte´ristiques des processeurs et des unite´s de calcul flot-
tantes a permis de fournir une puissance de calcul incomparable pour les ope´rations de base en
alge`bre line´aire. On connaˆıt notamment la hie´rarchie des blas (Basic Linear Algebra Subrou-
tines) qui propose, en particulier, des routines de multiplication de matrices permettant d’obtenir
les meilleures performances pour cette ope´ration. On s’efforce donc d’exprimer l’ensemble des
algorithmes pour les proble`mes majeurs en alge`bre line´aire a` partir de ces routines. C’est exacte-
ment ce qui est fait par la bibliothe`que lapack 1 qui fournit aujourd’hui un ve´ritable standard
pour le calcul en alge`bre line´aire nume´rique. La re´utilisation de cette bibliothe`que est devenue
indispensable pour re´soudre certains proble`mes provenant d’applications concre`tes.
Actuellement, il n’existe aucun e´quivalent de ces bibliothe`ques pour le calcul en alge`bre li-
ne´aire exacte. La difficulte´ de conception d’un tel outil de calcul se situe a` deux niveaux, d’abord
sur un plan the´orique, ou` certains gains en complexite´ ne sont que tre`s re´cents dans le domaine.
En effet, le proble`me central, qui est le grossissement de la taille des donne´es durant les calculs,
est encore difficile a` maˆıtriser et entraˆıne un lourd tribut sur le nombre d’ope´rations arithme´-
tiques ne´cessite´es par les algorithmes. Ensuite, sur un plan pratique, la diversite´ des calculs et
des arithme´tiques utilise´es ne permet pas de de´finir un ve´ritable standard. Les calculs peuvent,
par exemple, ne´cessiter l’utilisation d’arithme´tiques base´es sur des entiers, des polynoˆmes, des
corps de fractions, des corps finis ou des extensions alge´briques.
L’une des cle´s pour proposer des solutions performantes en calcul exact re´side donc dans
la conception de supports logiciels portables et efficaces pour l’ensemble des arithme´tiques ne´-
cessaires. Ces supports arithme´tiques sont aujourd’hui disponibles a` partir de bibliothe`ques de
calcul spe´cialise´es. Par exemple, la bibliothe`que GMP2 s’impose depuis quelques anne´es comme
le standard pour l’arithme´tique des grands entiers. De meˆme, des bibliothe`ques comme NTL3 ou
Givaro4 proposent des ensembles d’arithme´tiques diverses tre`s convaincantes. Du fait de l’e´mer-
gence de ces bibliothe`ques spe´cialise´es tre`s performantes, portables et facilement re´utilisables,
le logiciel en calcul formel n’est plus domine´ par des syste`mes ge´ne´ralistes comme Maple ou
Mathematica qui proposent des codes proprie´taires peu re´utilisables et peu satisfaisants pour
des calculs qui demandent de tre`s hautes performances.
La conception de logiciels fe´de´rant l’ensemble des codes de´finis par des bibliothe`ques spe´cia-
lise´es au sein d’un environnement de calcul commun devient un re´el besoin pour la re´solution
de proble`mes en calcul formel qui ne´cessitent de plus en plus de puissance de calcul. Cette the`se
s’inspire de cette tendance re´cente pour proposer une bibliothe`que de calcul ge´ne´rique en alge`bre
line´aire exacte. L’un des inte´reˆts de la ge´ne´ricite´ est de faciliter l’inte´gration de composants ex-
ternes et d’offrir une re´utilisation des codes simplifie´e. Cette bibliothe`que est la concre´tisation
logicielle du projet LinBox, issu d’une collaboration internationale sur le the`me de l’alge`bre li-
ne´aire exacte.
Contrairement au calcul nume´rique, ou` la pre´cision des calculs est fixe´e par les types flottants





4tiellement infinie. Toutefois, certaines approches classiques du calcul formel comme le the´ore`me
des restes chinois ou les de´veloppements p-adiques permettent d’effectuer l’essentiel des calculs
en pre´cision finie et d’utiliser une pre´cision infinie uniquement pour la reconstruction de la solu-
tion exacte. L’utilisation des corps finis est alors un bon moyen pour fournir des implantations
efficaces pour ces approches, en particulier, du fait que la the´orie algorithmique sur ces objets
mathe´matiques se rapproche fortement de celle de´veloppe´e pour le calcul nume´rique.
Les proble`mes que nous e´tudions dans cette the`se concernent la conception et la validation
de boˆıtes a` outils ge´ne´riques performantes pour l’implantation d’algorithmes de l’alge`bre line´aire
exacte et l’inte´gration de codes externes. En premier lieu, notre objectif est de de´velopper et de
valider une approche permettant le branchement a` la demande (plug and play) de composants
externes (plugins) ; pour cela, nous nous appuyons sur la notion d’interfaces abstraites et de
fonctions virtuelles du langage C++. Dans ce cadre pre´cis, et dans le but de fournir des implan-
tations algorithmiques be´ne´ficiant des meilleures arithme´tiques de corps finis, nous e´tudions la
faisabilite´ et l’efficacite´ de la re´utilisation de bibliothe`ques spe´cialise´es pour de´finir un noyau de
corps finis facilement interchangeable dans la bibliothe`que LinBox.
Un des proble`mes majeurs que nous conside´rons concerne la possibilite´ du de´veloppement
de routines de calcul sur les corps finis similaires a` celles propose´es par les bibliothe`ques nume´-
riques blas/lapack, a` savoir des routines portables, optimise´es en fonction des caracte´ristiques
des processeurs et facilement re´utilisables. Notre de´marche pour aborder ce vaste proble`me, a
consiste´ a` utiliser des calculs hybrides ”exact/nume´rique” permettant la re´utilisation des rou-
tines nume´riques blas pour le calcul sur les corps finis. Cette approche se base sur l’utilisation
d’algorithmes par blocs se re´duisant au produit de matrices et permettant ainsi de be´ne´ficier
des tre`s bonnes performances du niveau trois des blas. De cette fac¸on, nous proposons une
brique de base pour les proble`mes fondamentaux d’alge`bre line´aire sur les corps finis permettant
d’approcher l’efficacite´ obtenue par la bibliothe`que lapack .
Afin de valider l’ensemble des fonctionnalite´s que nous proposons au sein de la bibliothe`que
LinBox, nous e´tudions l’implantation d’une application d’alge`bre line´aire sur les entiers permet-
tant de solliciter une multitude de caracte´ristiques de calcul sur les corps finis et les entiers, ainsi
que diffe´rentes me´thodes algorithmiques selon que les matrices sont denses, creuses ou structu-
re´es ; nous nous inte´ressons a` la re´solution de syste`mes line´aires diophantiens. L’utilisation de
me´canismes d’abstraction de calcul et d’optimisations en fonction des instances traite´es nous
permettent de re´utiliser efficacement les fonctionnalite´s de la bibliothe`que LinBox. La concep-
tion d’une interface de calcul pour ces re´solutions qui est facilement parame´trable et re´utilisable
nous permet de proposer un outil de calcul de haut niveau tre`s performant.
Le premier chapitre de cette the`se pre´sente le projet LinBox et ses objectifs. Nous introdui-
sons en particulier les diffe´rents concepts du langage C++ que nous utilisons pour permettre
l’interope´rabilite´ de la bibliothe`que avec des composants externes. De plus, nous faisons un tour
d’horizon des diffe´rentes bibliothe`ques spe´cialise´es et des plates-formes ge´ne´ralistes qu’utilise le
projet LinBox. Enfin, nous donnons une description exhaustive des fonctionnalite´s de´ja` dispo-
nibles dans la bibliothe`que LinBox.
Dans le deuxie`me chapitre, nous proposons d’e´tudier un concept de branchement a` la de-
mande propose´ dans LinBox pour fournir une arithme´tique de corps finis facilement interchan-
geable dans les codes et pouvant provenir de bibliothe`ques externes. Pour cela, nous de´finissons
la notion d’arche´type de donne´es qui fixe un mode`le de base permettant une de´finition pure-
ment abstraite de l’arithme´tique utilise´e dans les codes ge´ne´riques. En particulier, nous montrons
que graˆce a` cet arche´type on peut facilement inte´grer des codes externes a` partir d’adaptateurs
5(wrapper) qui permettent d’harmoniser les diffe´rentes implantations avec le formalisme de´fini par
le mode`le de base. La pre´sentation de ces adaptateurs est l’occasion de faire un e´tat de l’art des
diffe´rentes implantations de corps finis actuellement disponibles et d’en e´valuer les performances.
Le chapitre 3 de´veloppe l’approche de calcul hybride ”exact/nume´rique” que nous utilisons
pour inte´grer les routines de multiplication de matrices nume´riques blas a` l’inte´rieur de calculs
d’alge`bre line´aire sur les corps finis. En particulier, nous de´veloppons les diffe´rents algorithmes
employe´s pour obtenir une re´duction au produit de matrices. Graˆce a` ces algorithmes et a`
l’utilisation des routines nume´riques blas, nous proposons des implantations pour les proble`mes
classiques de l’alge`bre line´aire sur un corps fini qui ont des performances tre`s proches de celles ob-
tenues pour le produit de matrice ; a` savoir, le calcul de certaines triangularisations de matrices,
le calcul du de´terminant, le calcul du rang, la re´solution de syste`mes triangulaires matriciels et
le calcul d’une base du noyau. En plus de ce travail ge´ne´ral, nous avons eu l’occasion de tra-
vailler sur le proble`me particulier du calcul d’une base du noyau qui nous a permis de proposer
une adaptation de l’algorithme de Gauss-Jordan par blocs ame´liorant le nombre d’ope´rations
ne´cessaires par rapport au produit de matrices d’un facteur 1/6. La dernie`re partie de ce cha-
pitre est consacre´e a` la de´finition d’une interface standard pour l’utilisation de ces approches
hybrides ”exact/nume´rique”; en outre, nous montrons comment re´utiliser ces approches a` plus
haut niveau, dans le logiciel Maple et la bibliothe`que LinBox.
Enfin, la chapitre 4 concerne la validation des diffe´rentes briques de base de´veloppe´es dans
la bibliothe`que LinBox autour du proble`me de la re´solution de syste`mes line´aires diophantiens ;
nous de´montrons alors l’inte´reˆt de la bibliothe`que. Ce travail s’appuie sur les de´veloppements
p-adiques des solutions rationnelles pour fournir une interface de re´solution ge´ne´rique qui est
facilement parame´trable en fonction des caracte´ristiques du syste`me et du type de solution que
l’on souhaite calculer. Nous montrons en particulier que la re´utilisation des calculs ”exacts/nu-
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Le projet LinBox est un projet international (Canada, France, USA) http://www.linalg.org
autour du calcul exact et plus particulie`rement de l’alge`bre line´aire exacte. Le but de ce pro-
jet est le de´veloppement d’un outil logiciel ge´ne´rique pour les proble`mes classiques de l’alge`bre
line´aire tels que la re´solution de syste`mes line´aires, le calcul du de´terminant, le calcul du rang
et le calcul des formes normales de matrices. L’ambition du projet s’inse`re dans une tendance
re´cente de de´veloppement logiciel qui vise a` fe´de´rer des ensembles de codes spe´cifiques au sein
d’un environnement de calcul commun. L’ide´e est de proposer un logiciel e´volutif et configurable
en autorisant le branchement a` la demande de composants externes spe´cifiques. Cette approche
est relativement nouvelle dans le calcul scientifique et trouve son inte´reˆt dans l’existence d’outils
de calcul symbolique de´ja` tre`s performants et d’ame´lioration croissante des techniques algorith-
miques du domaine. Cette approche commence a` e´merger de plus en plus dans le de´veloppement
de logiciels scientifiques. On peut citer par exemple la bibliothe`que SYNAPS [68] pour le calcul
symbolique-nume´rique et la bibliothe`que MTL (Matrix Template Library) [74] pour l’alge`bre
line´aire nume´rique.
La mise en place d’un tel logiciel doit permettre de be´ne´ficier des performances de logiciels
tre`s spe´cialise´s comme par exemple la bibliothe`que GMP [41] pour l’arithme´tique multipre´cision
ou la bibliothe`que NTL [73] pour l’arithme´tique des polynoˆmes. A` un plus haut niveau, ce lo-
giciel doit aussi permettre de servir de middleware pour une mise en place de calculs efficaces
dans des environnements conviviaux comme par exemple le logiciel Maple [58] ou GAP [81]















Fig. 1.1 – Physionomie du projet LinBox
La figure 1.1 illustre la philosophie du projet LinBox. Afin de de´velopper ce logiciel, le pro-
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jet LinBox s’est oriente´ vers la conception d’une bibliothe`que C++ ge´ne´rique appele´e LinBox.
L’inte´reˆt d’un langage oriente´ objet provient du fait que le calcul scientifique, et particulie`re-
ment l’alge`bre line´aire, s’illustre parfaitement au travers des concepts de´finis par le mode`le objet.
L’objectif de ce chapitre est de pre´senter les diffe´rents niveaux d’organisation de la biblio-
the`que LinBox illustre´s par la figure 1.1. Avant de de´finir chacun de ces niveaux, nous pre´sentons
dans la partie 1.1 quelques concepts du langage C++ que nous utilisons pour de´finir la struc-
ture de middleware de la bibliothe`que LinBox. Ensuite, dans la partie 1.2, nous de´crivons les
diffe´rentes bibliothe`ques de calcul spe´cialise´es sur lesquelles nous nous appuyons pour effectuer
des calculs spe´cifiques performants. Nous pre´sentons dans la partie 1.3 quelques applications
existantes permettant d’utiliser la bibliothe`que LinBox. Enfin, nous terminerons ce chapitre en
dressant le bilan de l’organisation des codes a` l’inte´rieur de la bibliothe`que LinBox ainsi que les
diffe´rentes implantations algorithmiques disponibles.
1.1 Choix du langage C++
Depuis sa cre´ation dans les anne´es 80, C++ est devenu un langage tre`s utilise´ dans le de´velop-
pement d’applications logicielles performantes. Au de´part, C++ n’est qu’une simple surcouche
oriente´e objet pour le langage C. A cette e´poque, ce langage s’appelait encore ”C with classes”.
Apre`s plusieurs changements de nom et une e´volution des fonctionnalite´s, le langage C++ e´merge
enfin en 1984. Bjarne Stroustrup, le concepteur de ce langage [80], explique le choix de C comme
langage de base pour de´finir C++ du fait que C e´tait massivement utilise´ et qu’il permettait
la mise en œuvre de tout type de programme. Graˆce a` sa se´mantique bas niveau ce langage
e´tait d’ailleurs l’un des plus performants a` l’e´poque. Il figure toujours parmi les langages de
programmation les plus performants a` l’heure actuelle. Encore aujourd’hui, certain compilateurs
C++ continuent de ge´ne´rer leurs codes re´sultats au travers de compilation C. L’apport majeur
de C++ par rapport au langage C est l’organisation des programmes a` l’aide de classes. Depuis
1991 et l’ajout de mode`les parame´trables (i.e. template), le langage C++ suscite un inte´reˆt par-
ticulier pour le de´veloppement d’applications ge´ne´riques performantes.
Le choix du langage C++ pour de´velopper la bibliothe`que LinBox se justifie a` la fois par les
bonnes performances des programmes compile´s et par les facilite´s de de´veloppement apporte´es
par les me´canismes de ge´ne´ricite´ et de conception objet. De plus, ce langage autorise une bonne
portabilite´ du fait qu’il existe des compilateurs C++ pour la plupart des architectures mate´-
rielles. L’utilisation d’autres langages oriente´s objet, comme Java par exemple, semble ne pas eˆtre
encore assez compe´titive au niveau des calculs pour s’inte´resser au de´veloppement d’applications
en calcul formel [5]. L’autre point important de notre choix pour C++ est la re´utilisation de
bibliothe`ques spe´cialise´es. D’une part, ce langage autorise l’inte´gration d’autres langages comme
Fortran qui est le langage de programmation utilise´ ge´ne´ralement par les bibliothe`ques nume´-
riques. D’autre part, la majeure partie des bibliothe`ques faisant re´fe´rence en calcul symbolique
ont e´te´ de´veloppe´es en C ou en C++. La bibliothe`que GMP [41], qui est de´ja` conside´re´e comme
un standard pour l’arithme´tique multipre´cision, est de´veloppe´e en C et propose meˆme une in-
terface C++ depuis sa version 4. De meˆme, la bibliothe`que NTL [73], qui propose les meilleures
implantations d’arithme´tique polynomiale, est aussi de´veloppe´e en C++. L’interaction entre ces
bibliothe`ques et LinBox est donc grandement facilite´e par l’utilisation d’un langage de program-
mation commun.
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La notion de classe permet de regrouper les structures de donne´es et les diffe´rentes fonctions
affe´rentes a` un objet a` l’inte´rieur d’un unique mode`le de donne´es. Ce mode`le sert d’interface
aussi bien pour la de´finition que pour la manipulation des objets. Ainsi, la structure de donne´es
sous-jacentes a` un objet est totalement de´corre´le´e de l’objet. Seules les fonctions de manipulation
de l’objet permettent d’acce´der a` sa structure. Ce n’est pas le cas dans un langage fonctionnel
classique comme C. Nous pre´sentons dans les paragraphes suivants les diffe´rents me´canismes
de C++ permettant de de´finir et d’organiser les objets au travers de classes. Plus pre´cise´ment,
nous aborderons les diffe´rents concepts de programmation ge´ne´rique disponibles en C++ en
pre´sentant leur inte´reˆt pour le de´veloppement de la bibliothe`que LinBox.
1.1.1 Classes : abstraction, acce`s et hie´rarchisation
Le principal but des classes est de pouvoir spe´cifier un concept ou un objet au travers
d’une de´finition structurelle et fonctionnelle. La classe de´finie alors un mode`le de donne´es qui
encapsule la structure de donne´es de l’objet et les fonctionnalite´s qui lui sont affe´rentes. L’inte´reˆt
d’utiliser les classes est que l’on peut abstraire la structure d’un objet de sa manipulation. Par
exemple, la manipulation d’un vecteur ne ne´cessite pas de connaˆıtre sa structure de donne´es. Il
suffit simplement de pouvoir acce´der a` ces e´le´ments et a` sa dimension. Le but de la conception
d’une classe consiste a` de´finir l’ensemble des donne´es repre´sentant l’objet (appele´es attributs)
et l’ensemble des fonctions permettant d’utiliser l’objet (appele´es me´thodes).
Le code 1.1 de´crit un mode`le de classe C++ permettant de de´finir un vecteur d’entiers.
Les attributs de cet objet sont ses coefficients et sa dimension et les me´thodes sont l’acce`s aux
e´le´ments, l’acce`s a` la dimension et la lecture de coefficients. La cre´ation d’un vecteur est ici base´e
sur un constructeur en fonction de la dimension.
Code 1.1 – Exemple de classe
class VecteurInt
{
// p r i v a t e data
private :
int ∗ Rep ; // s t o rage o f v e c t o r
int s i z e ; // s i z e o f v e c t o r
void read ( int n) // unsafe read func t i on
{ for ( int i =0; i<n;++ i )
cin>> Rep [ i ] ;
}
// pu b l i c data
public :
VecteurInt ( int n ) : s i z e (n) { Rep = new int [ n ] ; } // vec to r cons t ruc t o r
˜VecteurInt ( ) {delete [ ] Rep ;} // vec to r d e s t r u c t o r
int ge tCoe f f ( int i ) {return Rep [ i ] ; } // e lements acces sor
int s i z e ( ) {return s i z e ;} // s i z e acces sor
void readCoe f f ( ) { read ( s i z e ) ; } // sa f e read func t i on
. . .
} ;
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Une notion importante dans la mise en place de classes C++ est le controˆle d’acce`s. Ce me´-
canisme permet de prote´ger les attributs et les me´thodes d’un objet des erreurs de manipulation.
Par exemple, notre code 1.1 de´finit les attributs _Rep, _size et la me´thode read de fac¸on prive´e
afin d’empeˆcher leur acce`s depuis une instance de l’objet VecteurInt. En effet, un acce`s public
a` ces donne´es permettrait a` un utilisateur de modifier l’objet de fac¸on non maˆıtrise´e. Toujours
dans notre exemple, la fonction read permet la lecture d’un nombre de coefficients potentiel-
lement supe´rieur a` la zone me´moire alloue´e au vecteur. Voila pourquoi cette fonction doit eˆtre
de´finie de fac¸on prive´e. En contrepartie, il faut fournir des me´thodes publiques garantissant qu’il
n’y aura aucun effet de bord sur l’objet. La fonction readCoeff de notre mode`le est de´finie
de fac¸on publique car elle permet d’e´viter les effets de bord de la fonction read. Il existe trois
niveaux de controˆle d’acce`s en C++ :
- acce`s prive´ (private)
- acce`s prote´ge´ (protected)
- acce`s public (public)
L’acce`s prive´ est le plus restrictif et n’autorise que l’acce`s a` l’inte´rieur du mode`le (par exemple
read dans le code 1.1). L’acce`s public autorise l’acce`s a` tous les niveaux. Enfin, l’acce`s prote´ge´
propose le meˆme niveau de restriction que l’acce`s prive´ sauf pour les mode`les et les fonctions
qui sont de´clare´s explicitement comme amis (friend) dans la de´claration du mode`le de l’objet.
Une autre caracte´ristique importante du C++ est la hie´rarchisation de classes. Cette hie´-
rarchisation s’exprime graˆce au concept d’he´ritage, qui permet de mode´liser l’inclusion des en-
sembles des objets. L’utilisation de cette notion permet donc d’organiser le code de fac¸on plus
intuitive en spe´cialisant les objets a` partir d’un graphe de relation.
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Fig. 1.2 – Exemple d’he´ritage : mode`le de vecteur a` deux niveaux
Les caracte´ristiques communes de plusieurs objets peuvent ainsi eˆtre de´finies dans un meˆme
mode`le de base. La figure 1.2 illustre cette notion de mode`le de base pour des vecteurs dont
les coefficients ne sont pas de´finis pour le meˆme type de donne´es. La notion de dimension e´tant
une caracte´ristique commune a` nos deux mode`les de vecteurs, on peut donc mode´liser cette
caracte´ristique a` l’aide d’une classe de base vecteur.
Le controˆle d’acce`s aux classes de base joue ici un roˆle tre`s important. En effet, ce type
de controˆle se propage dans les relations d’he´ritage. Le me´canisme d’he´ritage s’accompagne lui
aussi d’une gestion de controˆle d’acce`s qui permet de modifier le controˆle d’acce`s des donne´es
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private inaccessible inaccessible inaccessible
protected private protected protected
public private protected public
Tab. 1.1 – Controˆle d’acce`s des classes de base via l’he´ritage
A` l’instar du controˆle d’acce`s des caracte´ristiques d’une classe (attributs+me´thodes), il existe
trois types d’he´ritage possibles : private, protected, public. La combinaison du controˆle
d’he´ritage et du controˆle d’acce`s de la classe de base permet de ge´ne´rer un controˆle d’acce`s dans
les classes de´rive´es. Par exemple, une caracte´ristique de´clare´e prive´e (private) dans une classe
de base sera inaccessible dans une classe de´rive´e quel que soit le type d’he´ritage. De meˆme,
l’he´ritage prive´ rend toutes les caracte´ristiques he´rite´es inaccessibles dans les classes de´rive´es.
Le choix du type de controˆle d’acce`s et du type d’he´ritage est donc un facteur pre´ponde´rant
pour la mise en place d’une hie´rarchisation de classe cohe´rente. Nous re´sumons dans le tableau
1.1 les types de controˆles obtenus en fonction du type d’he´ritage et du type de controˆle d’acce`s
initial. Le code 1.2 illustre la notion d’he´ritage a` partir du sche´ma de de´pendance e´tabli dans
la figure 1.2. La syntaxe du C++ pour de´finir une relation d’he´ritage entre une classe A et une
classe B est :
class A : public B ... ; ou` public pre´cise le type d’he´ritage.
Code 1.2 – Exemple d’he´ritage
class Vecteur{
private :
int s i z e ;
public :
int s i z e ( ) {return s i z e ;}
} ;
class VecteurInt : public Vecteur {
private :
int ∗ Rep ;
public :
VecteurInt ( int n) : Vecteur (n) { Rep = new int [ n ] ; }
˜VecteurInt ( ) {delete [ ] Rep ;}
int ge tCoe f f ( int i ) {return Rep [ i ] ; }
. . .
} ;
class VecteurDbl : public Vecteur {
private :
double ∗ Rep ;
public :
VecteurDbl ( int n) : Vecteur (n) { Rep = new double [ n ] ; }
˜VecteurDbl ( ) {delete [ ] Rep ;}
int ge tCoe f f ( int i ) {return Rep [ i ] } ;
. . .
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} ;
1.1.2 Polymorphisme et ge´ne´ricite´
La de´finition d’objets a` partir de classes permet une description haut niveau facilitant l’e´cri-
ture de programmes. La notion d’he´ritage permet d’organiser les codes par des relations d’inclu-
sion comme nous avons vu dans le paragraphe pre´ce´dent. Un autre aspect inte´ressant du C++
est la de´finition de mode`les de donne´es ge´ne´riques. On parle de polymorphisme pour de´finir cette
notion. On distingue deux types de polymorphisme en C++ : le polymorphisme statique et le
polymorphisme dynamique. Ces deux polymorphismes diffe`rent par leur gestion des parame`tres
ge´ne´riques. Le polymorphisme statique fixe ces parame`tres lors de la compilation (compile time)
alors que le polymorphisme dynamique ge`re ces parame`tres lors de l’exe´cution (run-time).
La notion de polymorphisme statique s’exprime en C++ par l’utilisation de la commande
template [80, chap. 13]. Cette commande permet de spe´cifier qu’un ou plusieurs types de donne´es
ne sont pas fixe´s dans le mode`le. On dit alors que le mode`le est ge´ne´rique en fonction des types
de donne´es non spe´cifie´s. Ces types sont spe´cifie´s lors de l’instanciation d’un objet du mode`le.
En particulier, il faut que l’ensemble des parame`tres ge´ne´riques soit connu au moment de la
compilation afin que des spe´cialisations du mode`le soient utilise´es. En reprenant notre exemple
de classe vecteur du code 1.2, nous de´finissons un mode`le de vecteur ge´ne´rique en fonction de la
nature des coefficients. Le code 1.3 illustre cette mode´lisation.




Coe f f ∗ Rep ;
int s i z e ;
public :
Vecteur ( int n ) : s i z e (n) { Rep= new Coef f [ n ] ; }
˜Vecteur ( ) {delete [ ] Rep ;}
Coef f ge tCoe f f ( int i ) {return Rep [ i ] } ;
int s i z e ( ) {return s i z e ;}
. . .
} ;
Le principe des mode`les ge´ne´riques est de fournir une conception type pour un ensemble d’ob-
jets. Le code 1.3 nous permet par exemple de remplacer les classes VecteurInt et VecteurDbl
donne´es dans le code 1.2 par un seul mode`le de classe. L’utilisation des classes Vecteur<int>
et Vecteur<double> permet d’appre´hender exactement le meˆme type d’objets. C’est le compi-
lateur qui se charge de dupliquer et de spe´cialiser le mode`le ge´ne´rique sur les diffe´rents types
d’instanciations.
En utilisant ce me´canisme, on peut donc facilement de´crire des objets concrets a` partir de
mode`les de donne´es abstraits. La seule obligation est que le type d’instanciation du mode`le ge´ne´-
rique respecte les pre´requis du mode`le. Typiquement, il faut que ces types proposent l’ensemble
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des ope´rations utilisables dans le mode`le.
La bibliothe`que STL (Standard Template Library) [62, 35] utilise cette technique afin de
fournir une bibliothe`que ge´ne´rique pour la manipulation de vecteurs, de listes, de tables de
hachage et diffe´rentes structures de conteneurs [10, page 188] de donne´es. On peut ainsi utili-
ser cette bibliothe`que pour de´finir des vecteurs pour n’importe quel type de coefficients (ex. :
std::vector<int> et std::vector<double>). L’inte´reˆt de la bibliothe`que STL est qu’elle permet
de manipuler n’importe quel de ces conteneurs a` l’aide d’une interface ge´ne´rique. Cette interface
est de´finie par la notion d’ite´rateur de donne´es [10, page 193]. Chaque conteneur propose une
structure d’ite´rateur permettant de parcourir l’ensemble des objets qu’il repre´sente. Le nom des
ite´rateurs e´tant standard (iterator, const_iterator,...) on peut alors les utiliser pour de´-
finir des codes ge´ne´riques sur les conteneurs. On peut par exemple de´finir la fonction ge´ne´rique
suivante qui affiche l’ensemble des e´le´ments d’un conteneur.
template <class container >
print(const container &c){
typename container :: const_iterator it;
for (it=c.begin (); it!=c.end(); ++it)
cout <<*it<<endl
}
Chaque conteneur doit fournir des fonctions de cre´ation d’ite´rateur en de´but et en fin de
structure, les fonctions begin() et end() dans notre exemple. L’ope´rateur ++ permet de de´pla-
cer l’ite´rateur sur les donne´es du conteneur alors que l’ope´rateur * permet de re´cupe´rer l’e´le´ment
pointe´ par l’ite´rateur. Cette approche par ite´rateur est standard en C++ pour des structures
de donne´es ayant un stockage line´aire. Nous re´utilisons cette approche dans la bibliothe`que Lin-
Box pour la plupart des structures de donne´es line´aires (vecteur, matrice, ge´ne´rateur ale´atoire,
de´veloppement p-adique, ...). Le but est de pouvoir fournir des implantations ge´ne´riques pour
l’ensemble des structures de donne´es qui proposent les bons ite´rateurs. Nous verrons dans la
partie 4.2 de ce document un exemple d’utilisation de cette approche pour la re´solution de sys-
te`mes line´aires entiers.
Bien que le me´canisme de polymorphisme statique soit inte´ressant pour de´finir des mode`les
ge´ne´riques, son utilisation entraˆıne la ge´ne´ration et la compilation de code de taille conse´quente.
En effet, de`s lors qu’un mode`le ge´ne´rique est instancie´ sur un nouveau type de donne´es, le
compilateur ge´ne`re un mode`le spe´cifique associe´ a` ce type de donne´es. La compilation de codes
uniquement de´finis a` partir de codes templates est donc susceptible de saturer la taille des codes
compile´s ou des exe´cutables ge´ne´re´s. On parle alors d’explosion de code. Une alternative en
C++ pour de´finir des fonctions ge´ne´riques sans utiliser les me´canismes templates consiste a` uti-
liser des classes abstraites. Le but d’une classe abstraite est de servir d’unique interface pour
la manipulation d’objets de´finissant un concept commun. Par exemple, l’arithme´tique de´finit
un concept commun a` l’ensemble des nombres. L’ide´e est de proposer une interface pour mo-
de´liser ce concept de fac¸on abstraite et de pouvoir l’utiliser pour manipuler des implantations
d’arithme´tiques concre`tes. Le principe des classes abstraites est de pouvoir de´terminer lors de
l’exe´cution quelle est l’implantation concre`te a` utiliser en fonction du type dynamique de l’objet.
On parle alors de polymorphisme dynamique.
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Ce polymorphisme dynamique est possible en pratique graˆce a` l’utilisation des fonctions
virtuelles [10, page 101]. Les fonctions virtuelles sont un moyen de spe´cifier au compilateur que
la fonction est re´solue en fonction du type dynamique de l’objet et non pas en fonction de son
type statique. Nous illustrons le principe des fonctions virtuelles avec l’exemple suivant.
class A {
public:
virtual void f() {cout <<"object A";}
};
class B : public A {
public:






a.f(); // print object A
b.f(); // print object B
c.f(); // print object B
return 0;
}
Cet exemple de´finit deux classes A et B dont l’une est de´rive´e de l’autre (B est de´rive´e de
A). Ces deux classes encapsulent une fonction virtuelle f() qui affiche le type dynamique de
l’objet. La syntaxe C++ pour de´finir une fonction virtuelle est virtual. Cet exemple illustre le
fait que, meˆme si le type statique de l’objet c est la classe A, la fonction f() de´pend du type
dynamique, ici la classe B.
En pratique, ce me´canisme est de´fini graˆce a` des tables de pointeurs encapsule´es dans la
structure de l’objet. On comprend mieux ce me´canisme en regardant a` quoi ressemblent les
objets en me´moire. La figure 1.3 illustre les objets a, b, c de notre exemple.
La classe A de´finit la fonction virtuelle f() a` l’inte´rieur d’une table virtuelle. Cette table est
associe´e a` la structure de donne´es des objets de type A. Un objet de la classe B e´tant aussi un
objet de type A, il he´rite dans sa structure de la table virtuelle de la classe A. En rede´finissant
la fonction f() dans la classe B, on rede´finit en meˆme temps la table virtuelle de la classe A
associe´e aux objets B. Le transtypage d’un objet de type B vers un objet de type A permet
de conserver la table virtuelle associe´e. Cela signifie que l’on peut manipuler des objets B a`
partir d’objets A. Lorsque la classe de base est de´finie de fac¸on totalement abstraite (fonctions
virtuelles pures), on ne peut cre´er d’instance du type de base. La classe de base est juste une
interface (a` partir des fonctions virtuelles).
Cette technique de classe abstraite est re´utilise´e dans LinBox pour de´finir des arche´types de
donne´es. Ce type d’utilisation est duˆ a` Erich Kaltofen et s’applique particulie`rement au concept
de matrices boˆıtes noires. Ces matrices sont conside´re´es uniquement comme des ope´rateurs
line´aires ou` seule l’application de la matrice a` un vecteur est disponible. Toutefois, l’utilisation
des classes abstraites ne permet pas de fournir d’instance d’objet compile´. En effet, ces classes
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Fig. 1.3 – Me´canisme des fonctions virtuelles
ne peuvent eˆtre instancie´es qu’a` partir de re´fe´rences ou de pointeurs d’un objet de´rive´. Nous
nous inte´resserons dans la section 2.1.2 a` de´finir l’approche d’arche´type compilable initie´e par
Erich Kaltofen dans le projet LinBox et qui consiste a` utiliser des classes abstraites pour de´finir
une interface de donne´es compilable.
1.1.3 Spe´cialisations et caracte´risations
Le de´veloppement d’arche´types de donne´es et de fonctions ge´ne´riques permet de de´finir des
implantations ge´ne´riques facilement parame´trables. Pour cela, il suffit de proposer des mode`les
de donne´es qui soient compatibles avec les arche´types. L’autre e´tape importante dans la mise
en place de la bibliothe`que LinBox est l’optimisation des codes en fonction des implantations
d’algorithmes disponibles. Le me´canisme d’arche´type encapsule de´ja` un niveau d’optimisation
graˆce a` la surcharge des fonctions virtuelles dans les classes de´rive´es. Cela permet pour chaque
classe de´rive´e de proposer sa propre optimisation. Le meˆme type de surcharge est possible dans
les fonctions templates a` partir de spe´cialisation du mode`le. Lors de l’instanciation d’un mode`le
de fonction template sur un nouveau type de donne´es, le compilateur duplique le code et le
spe´cifie (voir section 1.1.2). La spe´cialisation explicite d’un mode`le de fonction template permet
de remplacer cette duplication de code par le chargement d’un mode`le spe´cialise´. Cependant, ce
type de spe´cialisation se base uniquement sur le type des objets utilise´s. Dans certains cas, il est
inte´ressant de pouvoir spe´cialiser ces fonctions a` partir d’un caracte`re commun a` plusieurs types
de donne´es sans avoir a` rede´finir une nouvelle interface. Par exemple, on veut pouvoir distinguer
les matrices denses des matrices creuses sans avoir a` rede´finir une interface pour chacune d’elle.
Une solution propose´e par le C++ est l’utilisation des caracte´risations de type.
Le principe de ces caracte´risations (traits en anglais) est d’encapsuler une ou plusieurs carac-
te´ristiques a` l’inte´rieur des mode`les de donne´es. Ces caracte´ristiques sont de´finies a` partir d’un
type de donne´es (structure ou classe). Ensuite, on utilise ce type de donne´es pour spe´cialiser
une fonction ge´ne´rique en fonction du caracte`re associe´. Par exemple, on peut de´finir les types
de donne´es struct Dense ; struct Diagonal ; pour caracte´riser la structure d’une matrice.
Graˆce a` cette caracte´risation, on peut spe´cialiser l’implantation de la re´solution de syste`mes
line´aires uniquement en fonction du caracte`re de la matrice et non en fonction de son type de
donne´es. Cela permet d’e´viter de spe´cialiser la fonction de re´solution pour tous les types de
matrices denses ou diagonales.
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Nous utilisons ce type de caracte´risation dans la bibliothe`que LinBox afin de pouvoir utiliser
diffe´rentes techniques algorithmiques au sein d’une meˆme interface de re´solution. On peut alors
changer d’algorithme directement en spe´cifiant le ”traits” associe´ a` la me´thode. Par exemple,
on utilisera des re´solutions de syste`mes line´aires diffe´rentes selon que la matrice est dense ou
diagonale. Afin de spe´cifier le type d’implantation a` utiliser, on s’appuie sur une fonction ge´ne´-
rique qui pour un type de donne´es retourne ses caracte´ristiques associe´es. Nous illustrons cette
technique avec le code suivant, qui propose une interface de re´solution de syste`me spe´cialise´e en
fonction de la structure des matrices.
Code 1.4 – Exemple d’utilisation des traits
// Matrix ca t egory
struct MatrixCategory{
struct Dense {} ;
struct Diagonal {} ;
} ;
// c l a s s e s o f matr ices
class DenseMatrix1 { typedef MatrixCategory Dense ; } ;
class DenseMatrix2 { typedef MatrixCategory Dense ; } ;
class DiagonalMatrix1 { typedef MatrixCategory Diagonal ; } ;
class DiagonalMatrix2 { typedef MatrixCategory Diagonal ; } ;
// acces sor o f matrix t r a i t s
template <class Matrix>
class Matr ix Tra i t s {
typedef typename Matrix : : MatrixCategory MatrixCategory ;
} ;
// i n t e r f a c e o f system s o l v i n g
template <class Matrix , class Vector>
Vector L inearSo lve ( const Matrix& A, const Vector& b) {
return L in ea rSo l v eSpe c i a l i z ed (A, b , Matr ix Traits<Matrix > : : MatrixCategory ( ) ) ;
}
// s p e c i a l i z a t i o n o f system s o l v i n g f o r Dense t r a i t s
template <class Matrix , class Vector>
Vector L in ea rSo l v eSpe c i a l i z ed ( const Matrix& A,
const Vector& b ,
MatrixCategory : : Dense t r a i t ) ;
// s p e c i a l i z a t i o n o f system s o l v i n g f o r Diagonal t r a i t s
template <class Matrix , class Vector>
Vector L in ea rSo l v eSpe c i a l i z ed ( const Matrix& A,
const Vector& b ,
MatrixCategory : : Diagonal t r a i t ) ;
La fonction LinearSolve de´finit l’interface ge´ne´rique pour la re´solution de syste`mes line´aires.
Les implantations de re´solution de syste`mes sont de´finies dans les diffe´rentes spe´cialisations de la
fonction LinearSolveSpecialized. Si tous les types de matrices posse`dent une caracte´risation
de type MatrixCategory alors le choix de la spe´cialisation dans l’interface se fera automatique-
ment. Dans notre exemple (code 1.4), on utilise les deux caracte´ristiques (Dense et Diagonal)
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pour les types de matrices (Dense1, Dense2 , Diagonal1, Diagonal2). Suivant le caracte`re associe´
au type de la matrice, l’interface choisira l’implantation ade´quate.
1.2 Utilisation de bibliothe`ques spe´cialise´es
Dans cette partie, nous pre´sentons les diffe´rentes bibliothe`ques spe´cialise´es sur lesquelles
nous nous appuyons pour de´velopper la bibliothe`que LinBox et fournir des implantations per-
formantes. L’ensemble de ces bibliothe`ques est une liste repre´sentative de ce qu’il existe a` l’heure
actuelle. Nous pre´sentons ici les grandes lignes de ces bibliothe`ques en pre´cisant leurs domaines
d’application ainsi que nos motivations pour leur utilisation dans la bibliothe`que LinBox.
1.2.1 GMP
La bibliothe`que GMP5 (GNU Multiprecision Package) [41] est une bibliothe`que spe´cialise´e
pour l’arithme´tique des nombres en multipre´cision. Elle propose en particulier des implantations
pour les nombres entiers signe´s, les nombres flottants et les nombres rationnels. L’efficacite´ de la
bibliothe`que repose a` la fois sur des codes tre`s performants (mots machines, pipelines logiciels,
codes assembleurs) et sur l’utilisation de me´thodes algorithmiques performantes (couˆt the´orique
vs couˆt pratique). Bien que certaines parties critiques pour les performances soient e´crites en
assembleur, la majorite´ de la bibliothe`que est e´crite en C. La portabilite´ de la bibliothe`que est as-
sure´e graˆce au de´veloppement de codes assembleur pour la plupart des architectures mate´rielles
disponibles (x86, Itanium, UltraSparc, AMD,...). L’utilisation combine´e de couches assembleur,
de codes C optimise´s et d’algorithmes adaptatifs en fonction de la taille des ope´randes permet
a` GMP d’eˆtre la bibliothe`que multipre´cision la plus efficace a` l’heure actuelle. De plus, cette
bibliothe`que est distribue´e sous licence LGPL (Lesser General Public Licence), ce qui nous per-
met de re´utiliser les codes facilement.
Nous utilisons essentiellement GMP dans la bibliothe`que LinBox pour de´finir l’arithme´tique
d’entiers multipre´cision qui est la base pour le calcul exact. L’un de nos inte´reˆts d’utiliser la
bibliothe`que GMP provient du fait que les ope´rations critiques en alge`bre line´aire sont les mul-
tiplications d’entiers. L’implantation de cette ope´ration a donc un impact important sur les
performances des codes de la bibliothe`que LinBox. L’inte´reˆt de la bibliothe`que GMP est qu’elle
propose une implantation de multiplication d’entiers multipre´cisions extreˆmement efficace. Pas
moins de quatre algorithmes sont utilise´s pour assurer les meilleures performances a` tous les
niveaux de pre´cisions. En conside´rant que la taille des ope´randes est de n mots machine, nous
pre´cisons le nombre d’ope´rations sur les mots machine des algorithmes utilise´s en fonction de n.
Nous utilisons la notation log pour exprimer le logarithme en base deux.
• n < 10 : algorithme classique, O(n2) ope´rations ;
• 10 ≤ n < 300 : algorithme de Karatsuba [52], O(nlog 3) ope´rations ;
• 300 ≤ n < 1000 : algorithme de Toom-Cook [83, 16], O(n log 5log 3 ) ope´rations ;
• n ≥ 1000 : algorithme de Scho¨nhage-Strassen [72], O(n log n log log n) ope´rations.
L’inte´gration des entiers multipre´cisions GMP au sein de la bibliothe`que LinBox est faite
en utilisant une classe C++ repre´sentant le type LinBox::integer. Le de´veloppement de cette
interface permet d’appre´hender les entiers multipre´cisions de GMP comme un type natif dans
5http://www.swox.com/gmp/
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la bibliothe`que. Une interface similaire est seulement disponible dans GMP depuis 2002 et la
version 4.0 de la bibliothe`que.
1.2.2 Givaro
La bibliothe`que Givaro6 [37] est une bibliothe`que C++ pour le calcul formel. Elle propose
en particulier des implantations efficaces pour les corps finis ayant une taille infe´rieure au mot
machine ainsi que des structures de donne´es pour la manipulation de matrices, de vecteurs, de
polynoˆmes et de nombres alge´briques. Comme pour la bibliothe`que LinBox, Givaro utilise GMP
pour de´finir un type natif d’entiers multipre´cision. L’interface utilise´e est d’ailleurs commune
avec celle la bibliothe`que LinBox. A` partir de ces entiers multipre´cision, la bibliothe`que Givaro
propose un ensemble d’algorithmes pour la cryptographie tels que la factorisation d’entiers, le
test de primalite´ ainsi qu’une implantation de l’algorithme RSA [69].
Notre inte´reˆt pour la bibliothe`que Givaro provient des implantations de corps finis qu’elle
propose. En particulier, les implantations de corps premiers de type Z/pZ sur des mots machine
sont tre`s performantes (voir §2.2.6). L’implantation d’algorithmes efficaces pour la recherche de
racines primitives creuses d’une extension alge´brique [25, §3.3] permet a` la bibliothe`que Givaro
de proposer une repre´sentation logarithmique des corps de Galois qui permet une arithme´tique
particulie`rement performante comme l’a montre´ J.-G. Dumas dans sa the`se [25, §4.2]. L’inte´gra-
tion des codes Givaro au sein de la bibliothe`que LinBox est directe du fait de nos travaux de
synchronisation entre ces deux bibliothe`ques.
1.2.3 NTL
La bibliothe`que NTL7 (Number Theory Library) de´veloppe´e par V. Shoup est une biblio-
the`que C++ de´die´e au calcul avec des polynoˆmes, des vecteurs et des matrices a` coefficients
entiers ou dans un corps fini. L’arithme´tique des entiers utilise la bibliothe`que GMP pour ob-
tenir les meilleures performances meˆme si une implantation directe est propose´e pour conserver
une certaine inde´pendance. Un des points forts de la bibliothe`que NTL est l’implantation d’un
nombre important d’algorithmes classiques du calcul formel. Plus particulie`rement, on trouve
des algorithmes pour les polynoˆmes (arithme´tique, factorisation, test d’irre´ductibilite´,...), pour
les re´seaux d’entiers et l’alge`bre line´aire exacte sur des matrices denses.
L’inte´reˆt de la bibliothe`que NTL est double pour nous. D’une part, elle nous permet de com-
parer les performances de nos implantations d’algorithmes dans la bibliothe`que LinBox. D’autre
part, elle nous permet de fournir des implantations de corps finis et d’extensions alge´briques
performantes pour de grandes cardinalite´s. L’ensemble des implantations disponibles ont des
interfaces standardise´es qui permettent une utilisation simplifie´e. Bien que la bibliothe`que soit
de´veloppe´e en C++, l’inte´gration des codes et des mode`les de donne´es dans LinBox n’est pas
imme´diate. Nous utilisons donc des wrappers permettant de synchroniser les codes NTL avec
la bibliothe`que LinBox. Le surcouˆt engendre´ par cette synchronisation est raisonnable et nous
permet de be´ne´ficier pleinement des performances de la bibliothe`que NTL. Nous aborderons plus
en de´tail la re´utilisation des corps finis au chapitre 2.
6http://www-lmc.imag.fr/Logiciels/givaro/
7http://www.shoup.net/ntl/
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1.2.4 LiDIA
La bibliothe`que LiDIA8 est une bibliothe`que C++ spe´cialise´e dans la the´orie des nombres.
Comme la bibliothe`que NTL, elle propose des structures de donne´es pour les corps finis, les
matrices, les vecteurs et les polynoˆmes. Des modules pour les corps de nombres et les courbes
elliptiques sont aussi disponibles. Le de´veloppement de la bibliothe`que LiDIA est similaire a`
celui de la bibliothe`que LinBox dans le sens ou` le noyau de la bibliothe`que est reconfigurable
en fonction de modules externes. Ce noyau comprend l’arithme´tique des entiers multipre´cision
et le ramasse-miettes (garbage collector). L’utilisation de ce noyau dans la bibliothe`que se fait
uniquement a` partir des interfaces correspondantes : la classe bigint pour les entiers et la
classe gmm pour le ramasse-miettes. Plusieurs inte´grations sont disponibles, en particulier avec
les bibliothe`ques GMP, cln9, piologie10 pour les entiers multipre´cision et la bibliothe`que Boehm-
gc11 pour la gestion me´moire. Cependant, la reconfiguration du noyau ne peut se faire que de
fac¸on statique lors de la compilation de la bibliothe`que.
Notre inte´reˆt pour la bibliothe`que LiDIA provient essentiellement des implantations de corps
finis. En particulier, elle propose une interface unique pour la manipulation des corps finis quelque
soit le type de corps (corps premier, extension, tour d’extension). De ce fait, les optimisations
sur les corps finis sont disponibles de fac¸on adaptatives de telle sorte que pour une caracte´ris-
tique et une cardinalite´ donne´es, on utilise la meilleure implantation disponible. L’inte´gration
dans LinBox des diffe´rentes implantations de corps finis de LiDIA est donc simplifie´e graˆce a`
l’utilisation de l’interface. Ne´anmoins, nous verrons que l’utilisation de cette interface pe´nalise
fortement LiDIA par rapport aux performances obtenues avec la bibliothe`que NTL (voir §2.3.4).
1.2.5 blas
blas (Basic Linear Algebra Subroutines) [24] est une collection de routines C et Fortran
pour les ope´rations de base en alge`bre line´aire nume´rique. Plus pre´cise´ment, on parle de blas 1
pour les ope´rations scalaire-vecteur, blas 2 pour les ope´rations matrice-vecteur et blas 3 pour
les ope´rations matrice-matrice. Ces routines sont standardise´es au travers du blas Technical
Forum12 et s’appuient sur la repre´sentation des nombres flottants IEEE-754 [1] en simple et
double pre´cision ainsi que sur des pre´cisions e´tendues [55]. Les blas fournissent un ensemble de
routines robustes, efficaces et portables permettant de de´velopper facilement des algorithmes de
plus haut niveau performants. La bibliothe`que lapack 13 est l’un des meilleurs exemples d’utili-
sation des blas. Les performances des blas sont obtenues graˆce a` l’utilisation d’optimisation de
cache, de hie´rarchisation me´moire, de de´roulage de boucles, de paralle´lisme et d’autres techniques
permettant de spe´cialiser l’exe´cution des calculs sur les processeurs (classiques, superscalaires,
paralle`les).
Un des grands inte´reˆts des blas est l’efficacite´ des routines de multiplication de matrices (i.e.
dgemm sur les doubles). Les blas permettent en pratique d’obtenir des performances quasi opti-
males pour les unite´s flottantes des processeurs classiques. Pour des processeurs comme le Pen-
tium 4, qui posse`de un paralle´lisme intrinse`que, il est meˆme possible d’obtenir des performances
pratiquement deux fois supe´rieures a` la cadence du processeur. Ces performances sont possibles
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Ne´anmoins, depuis 1998, il est possible d’obtenir des performances similaires en utilisant le lo-
giciel d’optimisation automatique ATLAS14 Automatically Tuned Linear Algebra Software [90].
Ce logiciel permet de cre´er automatiquement des versions des blas et de lapack optimise´es en
de´terminant les crite`res optimaux de l’architecture suivant une se´rie de tests.
L’utilisation des blas dans la bibliothe`que LinBox se justifie par les performances excep-
tionnelles qu’elles permettent d’atteindre. Ne´anmoins, les calculs disponibles sont nume´riques et
leur utilisation pour des ope´rations exactes ne semble pas naturelle. Nous verrons au chapitre 3
comment ces routines sont quand meˆme utilise´es par LinBox pour effectuer des calculs exacts
tout en conservant les performances des bibliothe`ques nume´riques.
1.3 Interfaces utilisateurs
L’interope´rabilite´ entre LinBox et d’autres logiciels de calcul est l’une des motivations du
de´veloppement de la bibliothe`que LinBox. A` un plus haut niveau, l’inte´gration de LinBox dans
des environnements plus conviviaux qu’une bibliothe`que C++ devrait permettre d’atteindre un
plus large spectre d’utilisateurs. En particulier, la disponibilite´ de calcul LinBox a` l’inte´rieur
d’un logiciel comme Maple est l’un des objectifs du projet car ce logiciel est un standard pour
le calcul scientifique.
Ce type d’interaction entre des logiciels de calcul ge´ne´ralistes et des bibliothe`ques spe´cialise´es
est primordiale pour l’e´volution du calcul scientifique. Depuis quelques anne´es, l’association
de calculs spe´cialise´s et d’interface ge´ne´raliste commence a` e´merger. On peut prendre comme
exemple l’inte´gration de certains codes GMP dans la version 9 du logiciel MAPLE15. On peut
aussi citer des logiciels comme TexMacs16 ou Mathemagix17 qui proposent des environnements
de calculs facilitant l’inte´gration et l’interaction de bibliothe`ques spe´cialise´es.
Dans cette partie, nous pre´sentons les logiciels dans lesquels il est d’ores et de´ja` possible
d’effectuer des calculs a` partir de LinBox. Pour chacun d’eux, nous pre´ciserons l’objectif principal
de l’utilisation de la bibliothe`que LinBox. Enfin, dans la dernie`re partie, nous indiquons quels
sont les diffe´rents acce`s en ligne a` des calculs LinBox a` partir d’interfaces web.
1.3.1 Maple
Maple [58] est l’un des logiciels de calcul formel les plus connus et l’un des plus utilise´s
aussi bien en recherche que pour l’enseignement. L’inte´reˆt majeur de ce logiciel est qu’il propose
un langage interpre´te´ non type´ permettant une description simple des calculs. Ne´anmoins, l’exe´-
cution de calculs ne´cessitant de tre`s hautes performances n’est pas satisfaisante du fait de la
densite´ du noyau de calcul et de l’utilisation d’algorithmes moins compe´titifs que les algorithmes
re´cents.
Le premier objectif du projet LinBox par rapport a`Maple e´tait de fournir des implantations
spe´cifiques pour les matrices creuses de´finies sur un corps premier. En particulier, le but e´tait de
proposer des calculs base´s sur des me´thodes ite´ratives exactes de type Krylov qui sont les plus
performantes a` l’heure actuelle pour ce type de matrices. Une premie`re interface entre LinBox et
Maple a e´te´ de´veloppe´e par R. Seagraves. L’ide´e est d’utiliser le format ”NAG sparse” de
matrices creuses pour communiquer les matrices entre LinBox et Maple. Ce format stocke les
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de colonnes. La cre´ation d’une matrice LinBox base´e sur ce format (i.e. TriplesBB) a permis la
communication des matrices entre LinBox et Maple.
Graˆce a` ces conversions de donne´es entre Maple et LinBox, on peut alors utiliser les fonc-
tionnalite´s disponibles pour les matrices creuses dans LinBox. Plus pre´cise´ment, cela concerne le
calcul du rang, du de´terminant et du polynoˆme minimal par l’approche de Wiedemann. L’utili-
sation de cette interface consiste a` cre´er des instances d’objets LinBox a` l’inte´rieur deMaple et
d’exe´cuter des calculs LinBox sur ces objets. Par exemple, la cre´ation de matrice LinBox a` par-
tir de cette interface consiste a` utiliser la commande LinBoxBB . Cette commande prend en
parame`tre :
– un nombre premier de´finissant le corps fini
– une matrice Maple (i.e. Matrix(...))
ou
– ses dimensions et une fonction de remplissage
On peut par exemple cre´er deux matrices LinBox dans Maple par le code suivant
L1:= LinBoxBB(17 , Matrix ( 4 , 4 , [ [ 0 , 3 , 0 , 1 ] , [ 0 , 0 , 0 , 4 ] , [ 1 , 0 , 1 , 0 ] , [ 5 , 0 , 0 , 0 ] ] ) ) ;
L2:= LinBoxBB(17 ,4 , 4 ,proc ( i , j ) i f ( i+j ) mod 2 =0 then 1 e lse 0 f i end ) ;
La matrice L1 est de´finie a` partir d’une matrice Maple alors que la matrice L2 est de´finie
a` partir d’une proce´dure Maple. A` partir de ces deux matrices on peut de´finir des matrices
Maple a` stockage ”NAG sparse” en utilisant la fonction getMatrix().
M1:= L1:−getMatrix ( ) ;
M2:= L2:−getMatrix ( ) ;
L’utilisation des algorithmes LinBox sur les matrices L1 et L2 est directe.
LinBox [ LBrank ] ( L2 ) ;
LinBox [ LBdet ] ( L2 ) ;
LinBox [ LBminpoly ] ( L2 , x ) ;
Cette interface est pour l’instant au stade d’expe´rimentation. Elle ne prend pas encore en
compte la reconfiguration dynamique des codes de la bibliothe`que LinBox. Le prochain objectif
du projet LinBox est de fournir une interface Maple permettant d’utiliser le branchement a`
la demande de composantes externes (domaine de calcul, matrice, algorithme) propose´ par la
bibliothe`que LinBox.
1.3.2 GAP
Le logiciel GAP [81] (Groups, Algorithm and Programming) offre des solutions pour des
proble`mes en alge`bre discre`te avec un inte´reˆt particulier pour la the´orie des groupes. Le noyau
de GAP propose un langage de programmation avec des structures de controˆle de type Pascal,
un ramasse-miettes, des types pre´-construits pour les structures de la ge´ome´trie alge´brique et
un environnement interactif interpre´te´ pour son utilisation. Le logiciel propose des algorithmes
soit e´crits en GAP soit e´crits en C disponibles directement ou a` partir de paquetages. Il existe
pas moins de 21 paquetages disponibles pour la version 3.4.4 du logiciel GAP. GAP propose des
arithme´tiques pour les entiers multipre´cision, les rationnels, les corps cyclotimiques, les corps
finis, les anneaux, les nombres p-adiques, les polynoˆmes mais aussi des outils pour la de´finition
de vecteurs, de matrices, de fonctions combinatoires et un ensemble de briques de base pour la
the´orie des nombres.
Certains calculs en ge´ome´trie alge´brique et en combinatoire font appel a` de l’alge`bre line´aire
sur des entiers. Par exemple, le calcul d’homologie de complexes simpliciaux peut eˆtre effectue´ a`
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partir de la forme de Smith de matrices entie`res. J.G. Dumas, F. Heckenbach, B.D. Saunder et
V. Welker ont propose´ un paquetage GAP pour le calcul d’homologie de complexes simpliciaux
base´ sur la bibliothe`que GMP 1.2.1 pour l’arithme´tique des entiers multipre´cision, sur Givaro
pour l’arithme´tique des corps finis et sur LinBox pour le calcul de rang et de forme normale de
matrices [31]. Ce paquetage est disponible a` partir de la page du projet LinBox (GAP homology
package18).
1.3.3 Serveurs web
Les calculs en alge`bre line´aire exact au travers de la bibliothe`que LinBox sont tre`s per-
formants et ont permis de trouver des solutions jusqu’a` lors incalculables sur des ordinateurs
classiques [25] (de´passement des ressources me´moire). La mise en place de serveurs de calcul
directement utilisables a` partir d’une interface web permet de re´soudre certains proble`mes sans
avoir a` installer la bibliothe`que LinBox et a` programmer la re´solution du proble`me. Le fonction-
nement et l’utilisation de ces serveurs sont tre`s simples. Les entre´es du proble`mes a` re´soudre
sont stocke´es dans un fichier disponible a` partir d’une url (i.e. une matrice) et graˆce a` des
formulaires internet on peut parame´trer les calculs. Le re´sultat est soit renvoye´ directement si
le calcul n’est pas trop long soit il est envoye´ a` une adresse mail configure´e par l’utilisateur.
Il existe plusieurs types de serveur offrant des calculs base´s sur la bibliothe`que LinBox. Le
premier propose une utilisation directe de la bibliothe`que LinBox. Ce serveur est encore en
cours de de´veloppement mais propose de´ja` des solutions pour le calcul du polynoˆme minimal,
du de´terminant et du rang pour des matrices creuses a` coefficients dans un corps premier.
Le deuxie`me serveur est spe´cialise´ pour le calcul du rang ou de la forme de Smith de matrices
creuses a` coefficients entiers. Il est ne´anmoins possible de parame´trer le calcul pour qu’il soit
effectue´ modulo un nombre premier. Enfin, le dernier serveur est une interface web pour utiliser
le module GAP de calcul d’homologie de complexes simpliciaux (voir §1.3.2). Ce serveur permet
en particulier d’utiliser le logiciel GAP sans avoir a` l’installer localement.
Le premier de ces serveurs est he´berge´ a` l’universite´ du Delaware (USA) alors que les deux
autres se trouvent au Laboratoire de Mode´lisation et Calcul de l’universite´ Joseph Fourier de
Grenoble. L’ensemble de ces serveurs sont en acce`s libre et illimite´ et sont accessibles directement
a` partir de la page online computing servers19 du projet LinBox 20.
1.4 Organisation des codes
Le de´veloppement de la bibliothe`que LinBox se divise sur trois niveaux comme l’illustre la
figure 1.4. Le premier niveau consiste a` la de´finition des domaines de calculs pour l’arithme´-
tique. Typiquement, on retrouve l’arithme´tique des corps finis ou celle des anneaux d’entiers.
Les implantations disponibles doivent re´pondre aux crite`res impose´s par des mode`les de base qui
permettent la ge´ne´ricite´ des codes de la bibliothe`que. Au dessus de ce niveau, on retrouve des
mode`les de donne´es ge´ne´riques pour la repre´sentation d’objets ne´cessaire au calcul en alge`bre
line´aire tels que les matrices, les vecteurs et les matrices boˆıtes noires. Chacune de ces structures
de donne´es doit aussi re´pondre a` des crite`res impose´s par la bibliothe`que. En outre, les vec-
teurs doivent satisfaire le mode`le de conteneur/ite´rateur propose´ par la bibliothe`que standard
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dans la bibliothe`que LinBox. Enfin, le dernier niveau de l’organisation des codes concerne l’im-
plantation d’algorithmes. Le principe pour ce dernier niveau est de de´finir des calculs qui soient
ge´ne´riques a` la fois pour l’arithme´tique et pour les structures de donne´es utilise´es pour mode´liser
les objets mathe´matiques. Du fait que les deux couches bas niveau de la bibliothe`que sont re´gies
par des mode`les de base, l’utilisation de parame`tres template pour abstraire les implantations
utilise´es permet de de´finir facilement des algorithmes ge´ne´riques de haut niveau. Cependant,
pour des raisons d’efficacite´ ou de faisabilite´, les implantations d’algorithmes spe´cifiques a` des





















Fig. 1.4 – Hierarchie dans la bibliothe`que LinBox
Nous de´taillons maintenant l’ensemble des codes disponibles pour ces trois niveaux dans
la bibliothe`que LinBox. Pour chacun des codes, nous spe´cifions quelle est la part de notre tra-
vail pour la conception et le de´veloppement ; (∗)→ faible, (∗∗)→moyenne, (∗∗∗)→ importante.
Arithme´tiques (field/ring)
– FieldArchetype (**) : interface compilable et mode`le de base (§2.1).
– FieldTraits : caracte´risation des implantations de corps finis (taille maximale).
– GivaroZpz, GivaroMong (***) : adaptateurs des corps premiers de Givaro (§2.2).
– GivaroGfq(***) : adaptateurs des extensions alge´briques de Givaro (§2.3).
– GMPRationalField : corps des rationnels base´ sur les entiers GMP.
– LidiaGfq (***) : adaptateur des corps finis de LiDIA (§2.3).
– Modular (**) : adaptateur ge´ne´rique de corps premiers pour les types natifs (§2.2).
– NTL_zz_p, NTL_ZZ_p : adaptateurs des corps premiers de NTL (§2.2).
– NTL_GF2E, NTL_zz_pE, NTL_ZZ_pE (**) : adaptateurs des extensions alge´briques de NTL
(§2.3).
– UnparametricField (*) : adaptateur ge´ne´rique des corps finis non parame´tre´.
– PID_double (***) : anneau des entiers (base´ sur une repre´sentation flottante)
– PID_integer (***) : anneau des entiers (base´ sur les entiers GMP).
– NTL_ZZ, NTL_RR (*) : adaptateur pour l’anneau des entiers et les nombres flottants en
pre´cision arbitraire de NTL.
Matrices boˆıtes noires (blackbox)
– BlackboxArchetype : interface et mode`le de base.
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– ButterFly : pre´conditionneur a` base de re´seaux de permutation.
– ComposeBlackbox : composition de deux matrices boˆıtes noires.
– DenseMatrix (*) : matrice dense (stockage line´aire)
– Diagonal : matrice boˆıte noire diagonale.
– Dif : diffe´rence de deux matrices boˆıtes noires.
– DirectSum : somme directe de deux matrices boˆıtes noires.
– BlackboxFactory : changement de domaine de calcul (homomorphisme).
– Frobenius : matrice boˆıte noire pour la forme de Frobenius.
– Hilbert : matrice boˆıte noire pour les matrices de Hilbert.
– Inverse : matrice boˆıte noire pour l’inverse (base´e sur le polynoˆme minimal).
– LambdaSparseMatrix (***) : pre´conditionneur creux.
– MatrixBlackbox : adaptateur ge´ne´rique de matrices conformes avec MatrixArchetype.
– MoorePenrose : matrice boˆıte noire pour l’inverse ge´ne´ralise´e de Moore-Penrose.
– NAGSparse : adaptateur ge´ne´rique pour les matrices creuses (format NAG).
– Hankel : matrice boˆıte noire de type Hankel (base´e sur les polynoˆmes de NTL).
– Sylvester : matrice boˆıte noire de type Sylvester (a` partir de deux polynoˆmes).
– Toeplitz : matrice boˆıte noire de type Toeplitz (base´e sur les polynoˆmes de NTL).
– Permutation : matrice boˆıte noire de permutations.
– ScalarMatrix : matrice boˆıte noire pour un scalaire.
– SparseMatrix (*) : matrice creuse (trois stockages : paralle`le, se´quentiel, associatif).
– Submatrix (*) : sous-matrice d’une matrice boˆıte noire.
– Sum : somme de deux matrices boˆıtes noires.
– Transpose : transpose´e d’une matrice boˆıte noire.
– ZeroOne : matrice boˆıte noire a` coefficients zero ou un.
Matrices (matrix)
– MatrixArchetype : structure de donne´es de´finissant l’interface (arche´type).
– BlasMatrix, TriangularBlasMatrix, TransposedBlasMatrix (***) : interfaces des ma-
trices pour l’utilisation des routines nume´riques BLAS (§3.4.3).
– BlasPermutation(***) : interface des permutations pour les routines de calculs hybrides
”exact/nume´rique” (§3.4.3).
– DenseMatrixBase (**) : matrice dense (stockage line´aire a` partir d’un vecteur STL).
– DenseRowsMatrix : matrice dense (stockage deux dimensions : vecteur de vecteur).
– DenseSubmatrix (**) : sous-matrice dense (utilisation de vues de matrices)
– LQUPMatrix (***) : matrice dense spe´cifique au calcul de la factorisation LQUP (§3.4.3).
– SparseMatrixBase (*) : matrice creuse (trois stockages : paralle`le, se´quence, associatif).
– TransposeMatrix : transpose´e d’une matrice.
Vecteurs (vector)
– BitVector : vecteur de bits (compression utilisant des entiers machines).
– randomVector : ge´ne´rateur de vecteurs ale´atoires (creux et denses).
– ReverseVector : vecteur miroir.
Algorithmes (algorithms)
– BlackboxContainer : structure de conteneur/ite´rateur pour le calcul des projections par
des vecteurs, des puissances d’une matrice boˆıte noire.
– BlackboxContainerSymmetric : structure de conteneur/ite´rateur pour le calcul des pro-
jections par des vecteurs, des puissances d’une matrice boˆıte noire syme´trique.
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– BlackboxBlockContainer (***) : structure de conteneur/ite´rateur pour le calcul des pro-
jections par des blocs de vecteurs, des puissances d’une matrice boˆıte noire.
– BlasMatrixDomain (***) : domaine de calcul a` partir des BLAS pour les matrices denses sur
les corps finis (§3.4.3) : produit, inversion, de´terminant, rang, syste`me line´aire, polynoˆme
minimal, polynoˆme caracte´ristique.
– LanczosSolver : domaine de re´solution pour les syste`mes line´aires sur un corps fini ;
me´thode de Lanczos [54].
– BlockLanczosSolver : domaine de re´solution pour les syste`mes line´aires sur un corps fini ;
me´thode de blocs Lanczos [44].
– MasseyDomain : domaine de calcul pour le polynoˆme minimal scalaire d’une matrice boˆıte
noire sur un corps fini ; algorithme de Berlekamp/Massey [56].
– BlockMasseyDomain (***) : domaine de calcul pour le polynoˆme minimal matriciel d’une
matrice boˆıte noire sur un corps fini ; me´thode d’approximant de Pade´ matricie [84, 40, 82].
– cra : reconstruction d’entiers par le the´ore`me des restes chinois [36, §5.4, page 102].
– DiophantineSolver (***) : domaine de re´solution pour les syste`mes line´aires diophantiens ;
me´thode de Giesbrecht (§4.4).
– GaussDomain : domaine de calcul pour l’e´limination de Gauss sur des matrices creuses sur
un corps fini (calcul du rang) [25].
– IliopoulosElimination : domaine de calcul pour la diagonalisation de matrices denses
a` coefficients entiers ; algorithme d’Illiopoulos [47].
– LiftingContainer (***) : interface de conteneur/ite´rateur pour le calcul de de´veloppe-
ments p-adiques d’une solution rationnelle d’un syste`me line´aire entier (§4.2).
– RationalReconstruction (***) : domaine de calcul pour la reconstruction de solutions
rationnelles a` partir de de´veloppements p-adiques (§4).
– RationalSolver (***) : interface de re´solution de syste`mes line´aires entiers (§4.2).
– RationalSolverAdaptive : domaine de calcul adaptatif pour la re´solution de syste`me
line´aire dense.
– SmithForm : domaine de calcul pour la forme de Smith de matrices a` coefficients entiers ;
algorithme EGV [70].
– SmithFormAdaptive : domaine de calcul adaptatif pour la forme de Smith de matrices a`
coefficients entiers.
– WiedemannSolver : domaine de re´solution pour les syste`mes line´aires sur un corps fini ;
me´thode de Wiedemann [91].
– BlockWiedemannSolver (***) : domaine de re´solution pour les syste`mes line´aires sur un
corps fini ; me´thode de Wiedemann par blocs [17, 48, 85]
L’ensemble des arithme´tiques, des structures de donne´es et des me´thodes de calcul fournis
par la bibliothe`que repre´sente une brique de base importante pour la mise en place d’algorithme
de haut niveau en calcul formel. Dans la suite de ce document, nous proposons d’e´tudier en de´tail
comment certaines parties de la bibliothe`que ont e´te´ de´veloppe´es. En particulier, nous pre´sentons
quels sont les me´canismes mis en place pour inte´grer des arithme´tiques de corps finis externes
meˆme a` l’inte´rieur de codes de´ja` compile´s. Nous nous inte´ressons ensuite a` la re´utilisation des
routines nume´riques BLAS pour proposer une boˆıte a` outils tre`s performante pour les proble`mes
classiques en alge`bre line´aire sur un corps fini. Enfin, nous montrons dans la dernie`re partie,
l’inte´reˆt de toutes ces briques de base pour le de´veloppement d’une application haut niveau, a`
savoir la re´solution de syste`mes line´aires diophantiens.
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L’algorithmique en calcul exact et plus particulie`rement en alge`bre line´aire ne´cessite des
calculs sur de tre`s grands entiers. Les donne´es calcule´es ont ge´ne´ralement un grossissement de
l’ordre de la taille du proble`me a` re´soudre. Afin de limiter les conse´quences de ce grossissement,
une approche classique consiste a` calculer la solution modulo plusieurs nombres premiers et
reconstruire la solution entie`re a` l’aide du the´ore`me des restes chinois [36, section 5.4]. Le calcul
de la solution modulo des nombres premiers pi repose sur des calculs dans les corps finis Z/piZ.
Les performances des ope´rations arithme´tiques de ces corps finis sont donc un crite`re important
de l’efficacite´ de cette me´thode.
Dans certains cas, le calcul de solutions probabilistes permet d’obtenir des gains en com-
plexite´ non ne´gligeables. Sur un corps fini, les probabilite´s de re´ussite de ces me´thodes sont
directement relie´es a` la taille du corps finis. Afin d’augmenter les probabilite´s de re´ussite, une
approche classique consiste a` plonger les corps finis dans une extension alge´brique. La validite´
de cette me´thode s’appuie sur le fait que les extensions conservent les proprie´te´s du corps de base.
Le de´veloppement d’arithme´tiques de corps finis et d’extensions alge´briques est donc une
brique de base importante pour la mise en place de solutions pour l’alge`bre line´aire exacte. Le
choix d’une repre´sentation ou d’une arithme´tique particulie`re est somme toute de´pendant des
algorithmes et des proble`mes a` re´soudre. L’objectif de la bibliothe`que LinBox est de proposer
un moyen simple et efficace pour configurer a` la demande les implantations d’algorithmes en
fonction des corps finis, aussi bien dans des codes compile´s que dans des codes interpre´te´s. L’in-
te´reˆt est de pouvoir re´utiliser des corps finis provenant de bibliothe`ques externes sans avoir a`
re´crire l’ensemble de la bibliothe`que, et a` plus long terme, de be´ne´ficier des e´volutions futures
en arithme´tique des corps finis. L’utilisation de bibliothe`ques externes permet de be´ne´ficier de
corps finis performants sans avoir a` re´e´crire leurs implantations.
Dans ce chapitre, nous e´tudions les me´canismes utilise´s dans la bibliothe`que LinBox pour
fournir des codes configurables et nous nous inte´ressons aux diffe´rentes implantations de corps
finis existantes dans des bibliothe`ques spe´cialise´es. La premie`re section pre´sente les mode`les
de donne´es utilise´s pour de´finir une interface de donne´es compilable au travers d’un arche´type
de donne´es. Les deux sections suivantes illustrent les diffe´rentes implantations de corps finis
disponibles au sein de la bibliothe`que LinBox et peuvent eˆtre vues comme un survol de ce qui
existe en matie`re d’implantation de corps finis. Notre objectif dans ce chapitre est de montrer
que l’utilisation de me´canismes d’abstraction pour les corps finis dans LinBox influe tre`s peu
sur les performances intrinse`ques des bibliothe`ques utilise´es alors qu’elle permet de de´finir des
codes e´volutifs et robustes.
2.1 Arche´type de donne´es
Afin de fournir un ensemble d’arithme´tiques de corps finis facilement interchangeables dans
les implantations d’algorithmes et dans les classes d’objets ge´ne´riques, la bibliothe`que Lin-
Box propose de de´finir les corps finis au travers d’un arche´type de donne´e. Cet arche´type,
comme les interfaces en Java, a pour but de fixer le nom des me´thodes et la structure de don-
ne´es des corps finis. L’utilisation de cet arche´type comme mode`le de base pour l’ensemble des
codes de corps finis permet de de´velopper des codes inde´pendants des implantations en utilisant
des parame`tres template (voir §1.1.2). Ne´anmoins, l’utilisation de ces parame`tres entraˆıne deux
de´savantages. Le premier est qu’ils ne permettent pas de fournir des instances de codes compile´s.
En effet, il faut que lors de la compilation l’ensemble des types d’instanciations soient connus.
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L’autre de´savantage est que tous les codes template sont duplique´s pour chaque type d’instan-
ciation. De ce fait, le temps de compilation est assez couˆteux et les codes compile´s peuvent
atteindre une taille conse´quente.
Une alternative propose´e par la bibliothe`que LinBox est de de´finir un arche´type de corps
finis au travers d’un objet compilable. L’arche´type est une implantation de corps fini abstraite
qui de´finit des indirections sur des corps finis concrets au travers de pointeurs et de fonctions
virtuelles. L’utilisation de cet arche´type comme instance permet a` la fois de limiter la taille
des codes ge´ne´re´s et de fournir une instance de codes compilables. La ge´ne´ricite´ des parame`tres
template est ici remplace´e par du polymorphisme dynamique au travers de classes abstraites
(voir §1.1.2). Un avantage de ce type d’arche´type est qu’il permet de valider a` la compilation
l’ensemble des codes base´s sur les corps finis sans avoir a` fournir d’implantation re´elle. Une autre
alternative possible est de de´finir un arche´type dans lequel toutes les fonctions sont de´finies au
travers d’un pointeur et de ge´rer a` la main les indirections. Cette approche est similaire a` la
noˆtre mais ne´cessite une gestion plus complexe de l’interface et des objets a` manipuler. De plus,
elle complique conside´rablement la de´finition et la prise en main des codes.
Dans cette section, nous de´veloppons les diffe´rents me´canismes mis en place pour de´finir
l’arche´type des corps finis dans la bibliothe`que LinBox. Nous abordons dans un premier temps
le mode`le de donne´es utilise´ pour repre´senter les corps finis et nous de´finissons ces spe´cifications.
Ensuite, nous nous inte´ressons aux me´canismes utilise´s pour de´finir un arche´type de donne´es
compilable inte´grant du polymorphisme dynamique. Enfin, nous e´tudierons les diffe´rents surcouˆts
apporte´s par les niveaux de conception et d’utilisation de cet arche´type.
2.1.1 Mode`le de base des corps finis
La de´finition d’un arche´type de donne´es permet de fixer le mode`le de base pour tous les corps
finis. Toutes les implantations de corps finis doivent respecter cet arche´type afin de fournir des
objets ge´ne´riques pour la bibliothe`que, c’est-a`-dire qu’elles fournissent l’ensemble des me´thodes
requises par l’arche´type.
La totalite´ des ope´rations du mode`le de corps fini sont de´finies au travers d’un domaine de
calcul. Ce domaine de´finit l’interface de calculs pour les e´le´ments d’un corps fini. Soient x,y deux
e´le´ments du corps fini F, pour calculer au travers des e´le´ments x,y il faut toujours utiliser le
corps F. Par exemple l’ope´ration z=x+y sur F s’effectue par l’appel de la fonction : F.add(z,x,y)
ou` z est un troisie`me e´le´ment de F.
La manipulation des e´le´ments au travers d’un domaine de calcul permet de se´parer leur
repre´sentation de la fac¸on dont on calcule avec. Cela permet entre autres de de´finir un type
d’e´le´ment totalement inde´pendant du corps sur lequel il va pouvoir eˆtre utilise´. Toutes les in-
formations relatives au corps sont stocke´es uniquement a` l’inte´rieur du domaine. Les e´le´ments
n’ont aucune connaissance de leur corps d’appartenance. L’utilisation d’un domaine n’a aucune
incidence sur les performances des appels de fonction du fait des me´thodes d’inlining des com-
pilateurs. Par contre, ce domaine permet de minimiser la taille me´moire des e´le´ments et permet
d’e´viter l’exclusivite´ relative a` l’utilisation d’un corps fini statique comme c’est le cas dans la
bibliothe`que NTL (voir §2.2.5).
Le mode`le de base des e´le´ments se limite donc a` une structure de donne´es et aux ope´rations
standard d’une classe (constructeurs, affectation, destructeur). Le domaine quant a` lui de´finit
toutes les ope´rations relatives aux e´le´ments (arithme´tiques, tests d’e´galite´s, entre´es-sorties, ini-
tialisations, conversions) ainsi que des ope´rations d’information sur les calculs (caracte´ristique,
cardinalite´). Chaque domaine de calcul encapsule son propre type d’e´le´ments. Afin de fournir
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une de´finition ge´ne´rique de ces types de donne´es dans les domaines, on utilise un alias pour
les renommer (typedef en C++). Ainsi, pour n’importe quel domaine de calcul Field on peut
acce´der a` son type d’e´le´ments en utilisant le type Field::Element.
Une autre proprie´te´ du mode`le de corps fini de la bibliothe`que LinBox est qu’il encapsule
un type de ge´ne´rateur ale´atoire d’e´le´ments. Comme pour les e´le´ments, ce type est directement
accessible au travers du corps par l’alias Field::RandIter. Le mode`le de donne´es de ces ge´-
ne´rateurs s’appuie sur le concept des ite´rateurs de la STL [62, 35]. L’ide´e est de conside´rer
ces ge´ne´rateurs comme une suite infinie et homoge`ne d’e´le´ments d’un corps fini ou d’un de ses
sous-ensembles. Il suffit alors de fournir un ite´rateur de cette structure qui soit positionne´ ale´a-
toirement pour ge´ne´rer une suite ale´atoire d’e´le´ments. En fixant l’ite´rateur de fac¸on de´terministe,
on peut alors ge´ne´rer une suite d’e´le´ments spe´cifique du ge´ne´rateur. C’est lors de la construction
du ge´ne´rateur que l’ite´rateur est positionne´ a` partir d’une graine d’ale´a et d’un corps fini, ou
d’un sous-ensemble. Le parcours de la structure du ge´ne´rateur se fait au travers de la fonction
random(Element &a) qui affecte la valeur de l’ite´rateur a` a et incre´mente l’ite´rateur.
La figure 2.1 pre´sente le mode`le de base des corps finis avec ses diffe´rentes encapsulations
de types. Toutes les implantations de corps finis de la bibliothe`que LinBox doivent inte´grer ces
trois types de donne´es en respectant leurs arche´types respectifs. L’ensemble des me´thodes et
l’organisation de ces mode`les de donne´es sont disponibles au travers des codes 2.1, 2.2 et 2.3 ou
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Fig. 2.1 – Spe´cifications du mode`le de base des corps finis.
21http://www.linalg.org/docs.html
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Soit le type Field qui de´finit une implantation de corps premiers de type Z/pZ en accord
avec le mode`le de base de la bibliothe`que LinBox. On de´finit alors l’exemple suivant :
1 Field F(19);





Ce premier exemple construit tout d’abord a` la ligne 1 le corps premier F de caracte´ristique
19. La ligne 2 de´clare trois e´le´ments a,b,c du type d’e´le´ment encapsule´ par le type Field. Les
lignes 3,4,5 permettent d’initialiser ces trois e´le´ments sur le corps F. Cette e´tape est primordiale
pour le bon fonctionnement des codes dans la bibliothe`que. Nous verrons dans la section suivante
que cette e´tape d’initialisation permet de fixer les allocations me´moire des e´le´ments lorsque
l’arche´type est utilise´ comme instance. Enfin, la ligne 6 permet d’appeler la fonction d’addition
du corps F sur les e´le´ments a,b et de stocker le re´sultat dans l’e´le´ment c. Le passage de la valeur de
retour comme parame`tre dans les ope´rations sur les e´le´ments est ici obligatoire du fait qu’on peut
manipuler les e´le´ments uniquement a` partir du domaine. En particulier, l’ope´ration d’affectation
des e´le´ments doit se faire par l’appel de la fonction assign(Element&, const Element&) et
non pas avec l’ope´rateur e´gal (=). L’implantation d’ope´rations avec parame`tre de retour permet
d’e´viter l’utilisation de la fonction assign directement sur les valeurs de retour des fonctions
(F.assign(c,F.mul(a,b)) ;). Une autre possibilite´ propose´e dans le mode`le des corps finis est
d’effectuer les ope´rations en place dans l’un des deux ope´randes. Les ope´rations sur un corps
fini e´tant commutatives on peut donc fixer cette valeur de retour au premier ope´rande. Dans
l’exemple pre´ce´dent on peut donc remplacer la fonction mul(c,a,b) par la fonction mulin(a,b).
Dans l’exemple suivant nous pre´cisons l’utilisation des ge´ne´rateurs ale´atoires.
1 Field F(19);
2 Field :: RandIter G(F ,19 ,123456789);







Dans ce nouvel exemple, nous avons change´ les valeurs des e´le´ments par des valeurs ale´atoires.
Le ge´ne´rateur ale´atoire G est initialise´ sur le corps F et le positionnement de l’ite´rateur est de´fini
a` partir de la graine 123456789. Le parame`tre 19 pre´cise que l’on conside`re l’ensemble du corps
pour ge´ne´rer les e´le´ments ale´atoires. Le reste des calculs est identique a` l’exemple pre´ce´dent.
2.1.2 Interface compilable
Comme nous l’avons vu dans la section pre´ce´dente, le premier roˆle de l’arche´type est de fixer
le mode`le de base des corps finis. Nous avons aussi vu que ce mode`le comportait trois types
de donne´es (domaines de calcul, e´le´ments, ge´ne´rateurs ale´atoires). Chacune de ces structures de
donne´es doit respecter son propre arche´type afin d’offrir la ge´ne´ricite´ comple`te des implantations
de corps finis.
32 Arithme´tique des corps finis
Une autre caracte´ristique de l’arche´type est de servir d’interface de donne´es pour proposer
des instances compile´es des codes de la bibliothe`que LinBox. L’inte´reˆt de proposer une telle inter-
face est de pouvoir fournir des codes compile´s qui soient robustes et facilement reconfigurables.
L’approche classique en C++ pour de´finir de telles interfaces est d’utiliser une hie´rarchie de
classes base´e sur une classe de base abstraite [80, §12.4.2]. En effet, nous avons vu dans la partie
1.1.2 que les tables virtuelles permettent d’acce´der aux fonctions a` partir du type dynamique des
objets (voir figure 1.3). Toutefois, la construction d’objets abstraits reste impossible. De ce fait,
ces objets ne peuvent exister qu’au travers de pointeurs ou de re´fe´rences sur un objet de´rivant de
la classe abstraite. L’utilisation d’interfaces abstraites comme parame`tres des fonctions ne´cessite
de manipuler tous les objets de fac¸on dynamique, ce qui est incompatible avec la de´finition de
codes template du fait que l’allocation des e´le´ments est faite de fac¸on statique pour des raisons
de performance.
Une alternative propose´e par la bibliothe`que LinBox est d’encapsuler ces interfaces abstraites
a` l’inte´rieur d’objets compilables. Le but de ces objets est de ge´rer l’ensemble des allocations
me´moire des objets abstraits tout en conservant le roˆle d’interface de donne´es. Pour cela, la
gestion me´moire est ici relaye´e au constructeur et au destructeur de la classe alors que le poly-
morphisme est assure´ par des indirections sur les fonctions de l’interface abstraite. L’utilisation
de cette interface comme instanciation des codes template permet de fournir une instance de
code compilable sans avoir a` modifier les codes ge´ne´riques.
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Fig. 2.2 – Structure de l’arche´type des corps finis.
La figure 2.2 de´crit la structure d’une interface de donne´es compilable. Cette structure se
de´coupe en trois modules. Tout d’abord on peut distinguer au plus bas niveau les classes Abs-
tract et Envelope. La classe Abstract de´finit l’interface abstraite, en proposant un mode`le
de fonction virtuelle pure pour toutes les fonctions du mode`le de base. La classe Envelope
permet de synchroniser l’ensemble des corps finis conformes au mode`le de base avec l’interface
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abstraite. Plus pre´cise´ment, cette classe permet d’inte´grer de fac¸on ge´ne´rique des fonctions d’al-
locations me´moire ne´cessaires a` la manipulation d’objets abstraits. Cette classe est optionnelle
si l’on utilise directement une implantation de corps finis qui de´rive de l’interface abstraite et qui
propose l’ensemble des fonctions d’allocations me´moire. La classe Archetype de´finit a` la fois le
mode`le de base des corps finis et l’objet compilable inte´grant l’interface abstraite. L’inte´gration
de l’interface abstraite se fait au travers d’un pointeur de donne´es. L’instanciation de ce pointeur
par un objet de´rive´ de l’interface abstraite permet donc de fixer le polymorphisme dynamique
de l’interface. L’utilisation de l’enveloppe pour instancier ce pointeur permet d’assurer le bon






















FieldArchetype(const FieldArchetype &F) {
template<class Field>




FieldAbstract* clone() {return new FieldEnvelope(*this);}
void function() {_field.function();}
};
FieldEnvelope(const Field &F) : _field(F) {}
FieldEnvelope(const FieldEnvelope& FE) : _field(FE._field) {}
Fig. 2.3 – Code pour une interface abstraite compilable.
Nous nous inte´ressons maintenant aux de´tails d’implantation de l’arche´type de donne´es des
corps finis. La figure 2.3 de´crit les diffe´rents me´canismes C++ utilise´s pour obtenir une interface
de donne´es compilable. La classe FieldArchetype inte`gre la classe FieldAbstract au travers
du pointeur de donne´es _ptr. Afin de conserver le polymorphisme de l’interface abstraite, le
constructeur est ge´ne´rique sur le type de corps fini. La construction d’un arche´type sur un corps
fini concret entraˆıne l’allocation du pointeur _ptr au travers de l’enveloppe.
La redirection de toutes les fonctions de l’arche´type vers les fonctions de l’interface abstraite
au travers du pointeur _ptr permet de rendre l’arche´type polymorphe. Ainsi, l’appel de la
fonction ptr->function() dans la de´finition de la fonction function() de l’arche´type entraˆıne
l’appel de la fonction _field.function rattache´e au corps d’instanciation de l’arche´type. On
remarque que ce type d’appel comporte trois niveaux d’indirection : pointeur FieldAbstract,
tables virtuelles de FieldAbstract, FieldEnvelope. L’enveloppe peut ne pas eˆtre conside´re´e
comme une indirection car les me´thodes d’inlining des compilateurs absorbent en partie les
de´finitions par appel de fonctions.
La partie la plus importante de cet arche´type concerne la gestion me´moire des objets abs-
traits. En dehors de sa construction, l’arche´type n’a aucune connaissance du type de corps sur
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lequel il agit. Il ne connaˆıt en fait que l’interface abstraite. Afin de permettre a` l’arche´type de
cre´er des copies de lui-meˆme, une me´thode classique des interfaces abstraites [80, §15.6.2] est
de proposer une fonction clone() de´finie dans l’interface abstraite qui permet de construire des
copies dynamiques des objets abstraits. Graˆce a` cette fonction, il est alors possible de cre´er des
objets abstraits sans connaˆıtre leur type dynamique. Le constructeur par copie de l’arche´type
utilise donc cette fonction pour cre´er des copies d’objets abstraits.
2.1.3 Implantation
Nous venons de voir dans la section pre´ce´dente comment l’arche´type des corps finis de´finit
une interface de donne´es compilable. Ne´anmoins, cette implantation n’est pas suffisante pour
de´crire le mode`le complet de l’arche´type des corps finis. Dans la partie 2.1.1 nous avons vu que le
mode`le de base encapsule un type d’e´le´ment et un type de ge´ne´rateur ale´atoire. Bien que chacun
de ces types posse`de un arche´type de´finissant une interface compilable, suivant le meˆme mode`le
que celui de´crit dans la figure 2.3, l’interaction de ces diffe´rents arche´types n’est pas imme´diate.
En effet, la construction d’e´le´ments abstraits au sein de l’arche´type des corps finis ne peut se
faire que si l’arche´type connaˆıt le type concret de ces e´le´ments, ce qui n’est pas le cas. Il en est
de meˆme pour les ge´ne´rateurs ale´atoires.
Une solution propose´e dans la bibliothe`que LinBox est de stocker les types dynamiques des
e´le´ments abstraits et des ge´ne´rateurs abstraits. Cela se traduit en pratique par l’inte´gration dans
l’arche´type d’un pointeur sur un ElementAbstract et d’un pointeur sur un RandIterAbstract.
Ces pointeurs sont instancie´s lors de la construction de l’arche´type a` partir d’un corps fini
concret (voir code 2.1 lignes 15, 16, 26 et 27). Graˆce a` ces pointeurs et aux fonctions clone(),
l’arche´type peut donc ge´ne´rer des e´le´ments abstraits relatifs au corps fini sur lequel est instancie´
l’arche´type. C’est d’ailleurs a` partir de ce me´canisme que la fonction init est capable d’allouer
de la me´moire pour des e´le´ments abstraits (voir code 2.1 ligne 70). Toutefois, la fonction clone
n’est pas suffisante pour allouer un arche´type de ge´ne´rateur ale´atoire. En plus du corps finis, le
ge´ne´rateur ne´cessite une graine d’ale´a et la taille de l’e´chantillon des e´le´ments ale´atoires. Dans ce
cas pre´cis, la fonction clone est remplace´e par la fonction construct qui permet la construction
d’un ge´ne´rateur abstrait parame´trable (voir code 2.3 ligne 14). Le pointeur _randiter_ptr de
la classe FieldArchetype sert uniquement a` re´cupe´rer la fonction construct a` partir du type
dynamique du ge´ne´rateur associe´ au corps fini instancie´ dans l’arche´type.
L’utilisation de ces deux pointeurs pourrait cependant eˆtre remplace´e par deux fonctions
virtuelles construct_elem et construct_randiter de´finies dans la classe FieldAbstract. La
construction dynamique des e´le´ments et des ge´ne´rateurs serait alors directement attache´e au bon
type de corps finis. Cette solution semble raisonnable du fait que les types de ces derniers sont
de´ja` encapsule´s dans le mode`le des corps finis. De plus, cela permettrait une gestion plus trans-
parente de l’arche´type. Ne´anmoins, cette solution entraˆıne une de´pendance entre les arche´types
qui peut s’ave´rer geˆnante
Nous avons vu dans la section pre´ce´dente que l’utilisation de l’enveloppe pouvait eˆtre inutile
si le corps utilise´ de´rive directement de l’interface abstraite. Cette option est prise en conside´-
ration dans la construction de l’arche´type. La solution propose´e consiste a` utiliser une fonction
construct qui utilise l’enveloppe uniquement si le corps ne de´rive pas de la classe abstraite.
Cette fonction est de´finie en deux exemplaires et utilise une spe´cialisation d’un pointeur void
pour re´cupe´rer la hie´rarchie de classe du corps utilise´ (voir code 2.1 lignes 11 et 23).
Enfin, le dernier point important de l’interaction entre les diffe´rents arche´types est la de´fi-
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nition des ope´rations sur les e´le´ments du corps. Ces fonctions sont de´finies dans l’arche´type au
travers de l’arche´type des e´le´ments. Afin d’implanter ces fonctions directement a` partir d’appels
de fonction de l’interface abstraite, il faut pouvoir acce´der au type abstrait des e´le´ments dans
l’arche´type des corps finis. Cela est possible en pratique graˆce a` la de´finition mutuelle des ar-
che´types en tant qu’amis a` partir du caracte`re friend (voir code 2.2 lignes 5 et 6).
Soient Field1 et Field2 deux mode`les de corps finis conforment a` l’arche´type de la biblio-
the`que LinBox, on peut alors de´finir l’exemple suivant pour l’utilisation de l’arche´type.





std::vector <ElementArchetype > u(n);
std::vector <ElementArchetype >:: iterator pu= u.begin ();
RandIterArchetype G(F,sample ,seed);










std::vector <ElementArchetype > u1,u2;
u1=genvector(FA1 ,100 ,17 ,123456789);
u2=genvector(FA2 ,100 ,101 ,987654321);
}
Cet exemple montre qu’on peut proposer une fonction genvector qui est a` la fois ge´ne´rique
et compilable. La fonction genvector est compilable car elle est de´finie a` partir de l’arche´type
et de types de base qui sont connus a` la compilation. Cette fonction est ge´ne´rique du fait des
proprie´te´s polymorphes de l’arche´type. En pratique, il suffit d’instancier des arche´types a` partir
de corps finis concrets, ici les arche´type FA1 et FA2 pour les corps concrets F1 et F2. L’appel de
la fonction genvector a` partir de ces arche´types permet de ge´ne´rer des vecteurs ale´atoires a` la
fois dans F1 et dans F2.
Ce type de code en compilation se´pare´e est impossible a` la fois pour des parame`tres template
et pour des interfaces abstraites. Il est clair qu’en utilisant des parame`tres template on ne pourrait
pas compiler la fonction genvector sans pre´ciser les types Field1 et Field2. Par contre, a` partir
de classes abstraites on ne pourrait pas ge´ne´rer les vecteurs u1 et u2 car la STL ne´cessite que les
objets des conteneurs posse`dent des constructeurs, ce qui n’est pas le cas des objets abstraits.
Une alternative possible serait d’utiliser des vecteurs de pointeurs mais on voit tout de suite que
la gestion me´moire des e´le´ments alourdirait conside´rablement le code a` de´finir.
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Code 2.1 – Arche´type des corps finis
class Fie ldArchetype {
private :
5 mutable Fie ldAbst ract ∗ f i e l d p t r ;
mutable ElementAbstract ∗ e l em ptr ;
mutable RandIterAbstract ∗ r a nd i t e r p t r ;
// cons t ruc t o r from a Fie l d which i n h e r i t s
10 // from Fie l dAb s t r a c t ( Envelope i s not needed )
template<class Fie ld>
void con s t ruc to r ( F ie ldAbst rac t ∗ t r a i t s , F i e ld ∗F) {
f i e l d p t r = new Fie ld (∗F) ;
e l em ptr = new typename Fie ld : : Element ( ) ;
15 r a nd i t e r p t r = new typename Fie ld : : RandIter (∗F) ;
}
// cons t ruc t o r from a Fie l d which does not i n h e r i t
// from Fie l dAb s t r a c t ( Envelope i s needed )
20 template<class Fie ld>
void con s t ruc to r (void ∗ t r a i t s , F i e ld ∗F) {
f i e l d p t r = new FieldEnvelope<Fie ld> (∗F) ;
e l em ptr = new ElementEnvelope<Fie ld >() ;
r a nd i t e r p t r = new RandIterEnvelope<Fie ld> (∗F) ;
25 }
public :
typedef ElementArchetype Element ;
typedef RandIterArchetype RandIter ;
30
// cons t ruc t o r o f f i e l d arche type
template <class Fie ld>
Fie ldArchetype ( F i e ld ∗ f ){
con s t ruc to r ( f , f ) ;
35 }
// copy cons t ruc t o r
Fie ldArchetype ( const Fie ldArchetype &F) {
i f (F . f i e l d p t r != 0) f i e l d p t r = F. f i e l d p t r −>c l one ( ) ;
40 i f (F . e l em ptr != 0) e l em ptr = F. e lem ptr−>c l one ( ) ;
i f ( F rand i t e r p t r != 0) r a nd i t e r p t r = F. r and i t e r p t r−>c l one ( ) ;
}
// de s t r u c t o r
45 ˜Fie ldArchetype (void ) {
i f ( f i e l d p t r != 0) delete f i e l d p t r ;
i f ( e l em ptr != 0) delete e l em ptr ;
i f ( r a nd i t e r p t r != 0) delete r a nd i t e r p t r ;
}
50
// assignement opera tor
Fie ldArchetype &operator= ( const Fie ldArchetype &F) {
i f ( this != &F) {
i f ( f i e l d p t r != 0) delete f i e l d p t r ;
55 i f ( e l em ptr != 0) delete e l em ptr ;
i f ( r a nd i t e r p t r != 0) delete r a nd i t e r p t r ;
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i f (F . f i e l d p t r != 0) f i e l d p t r = F. f i e l d p t r −>c l one ( ) ;
i f (F . e l em ptr != 0) e l em ptr = F. e lem ptr−>c l one ( ) ;
i f ( F rand i t e r p t r != 0) r a nd i t e r p t r = F. r and i t e r p t r−>c l one ( ) ;
60 }
}
// i n i t i a l i z a t i o n o f e lements arche type over the f i e l d arche type
Element &i n i t ( Element &x , const i n t e g e r &y) const {
65 i f ( x . e l em ptr != 0) delete x . e l em ptr ;
x . e l em ptr = elem ptr−>c l one ( ) ;




// add i t i on o f e lements arche type
Element& add ( Element &x ,
const Element &y ,
const Element &z ) const {




Code 2.2 – Arche´type des e´le´ments
class ElementArchetype {
private :
5 friend class Fie ldArchetype ;
friend class RandIterAbstract ;
mutable ElementAbstract ∗ e l em ptr ;
public :
10 // d e f a u l t cons t ruc t o r
ElementArchetype (void ) { e l em ptr =0;}
// copy cons t rucu tor
ElementArchetype ( const ElementArchetype &a ) {
15 i f ( a . e l em ptr != 0) e l em ptr = a . e lem ptr−>c l one ( ) ;
else e l em ptr =0;
}
// de s t r u c t o r
20 ˜ElementArchetype (void ) {
i f ( e l em ptr != 0) delete e l em ptr ;
}
// a f f e c t a t i o n opera tor
25 ElementArchetype &operator= ( const ElementArchetype &a ) {
i f ( this != &a ) {
i f ( e l em ptr != 0 ) delete e l em ptr ;
i f ( a . e l em ptr != 0) e l em ptr = a . e lem ptr−>c l one ( ) ;
}
30 return ∗ this ;
}
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} ;
Code 2.3 – Arche´type des ge´ne´rateurs ale´atoires
class RandIterArchetype {
private :
5 mutable RandIterAbstract ∗ r a nd i t e r p t r ;
public :
typedef ElementArchetype Element ;
10 // cons t ruc t o r from a f i e l d archetype , a s i z e o f sampling , and a seed
RandIterArchetype ( const Fie ldArchetype &F,
const i n t e g e r &s i z e =0,
const i n t e g e r &seed=0)
{
15 r a nd i t e r p t r=F. r and i t e r p t r−>cons t ruc t (∗F. f i e l d p t r , s i z e , seed ) ;
}
// copy cons t ruc t o r
RandIterArchetype ( const RandIterArchetype &R)
20 {
i f ( R. r a nd i t e r p t r != 0)
r a nd i t e r p t r = R. r and i t e r p t r−>c l one ( ) ;
}
25 // de s t r u c t o r
˜RandIterArchetype (void ) {delete r a nd i t e r p t r ;}
// assignement opera tor
RandIterArchetype &operator= ( const RandIterArchetype &R)
30 {
i f (∗ this != &R) {
i f ( r a nd i t e r p t r != 0) delete r a nd i t e r p t r ;
i f (R. r a nd i t e r p t r != 0) r a nd i t e r p t r= R. r and i t e r p t r−>c l one ( ) ;
}
35 return ∗ this ;
}
Element &random(Element &a ) const
{




2.1.4 Performances vs ge´ne´ricite´s
L’utilisation de l’arche´type pour l’instanciation d’un corps fini entraˆıne un surcouˆt duˆ a`
la manipulation abstraite des objets et des fonctions. Dans cette partie nous nous inte´ressons
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a` quantifier ces diffe´rents surcouˆts et a` observer les diffe´rents impacts sur les implantations
concre`tes. Nous effectuons nos tests a` la fois pour une architecture 32 bits (Pentium III 1Ghz,
512 Mo RAM) et pour une architecture 64 bits (Itanium I 733 Mhz, 1Go RAM). Nous utilisons le
compilateur gcc version 3.0 pour le PIII et gcc version 3.3 pour l’Itanium avec dans les deux cas
l’option -O3. Afin d’e´valuer les performances des arche´types en fonction de la structure des corps
finis, nous utilisons a` la fois des corps premiers et des extensions alge´briques. Les implantations
de corps finis que nous utilisons sont de´crites dans les parties 2.2 et 2.3 de ce document.
Nous focalisons nos tests sur le produit scalaire de vecteurs denses et sur une e´limination
de Gauss de matrices denses qui sont deux ope´rations cle´s des algorithmes en alge`bre line´aire.
Concernant le produit scalaire, nos tests s’appuient sur des vecteurs ale´atoires d’ordre 1000 et
nous utilisons 100000 ite´rations pour les corps premiers et 10000 ite´rations pour les extensions
afin d’observer des temps de calcul supe´rieurs a` la seconde. Pour l’e´limination de Gauss, nous
utilisons une matrice carre´e de plein rang d’ordre 500 et nous calculons son rang. Les temps de
calcul releve´s sont base´s sur un chronome´trage des ressources utilisateur. Dans la suite, nous
donnons les performances du produit scalaire et de l’e´limination de Gauss pour le corps premier
Z/1009Z et l’extension GF(37) en fonction du niveau de ge´ne´ricite´. Par commodite´, nous notons
les corps premiers Z/pZ par Zp. Nous de´signons par ”corps LinBox” les implantations utilisant
directement les corps finis au travers de parame`tres template. Les termes ”envelope”, ”abstract”
et ”archetype” font re´fe´rence a` l’utilisation des corps finis aux diffe´rents niveaux d’abstraction
de l’arche´type.
Nous pre´sentons les performances obtenues pour nos tests dans les tables 2.1 et 2.2 pour le
corps premier Z1009 et dans les tables 2.3 et 2.4 pour l’extension alge´brique GF(37). Les figures
2.4, 2.5, 2.6 et 2.7 illustrent le surcouˆt relatif de l’arche´type par rapport a` chaque implantation
concre`te de corps finis (”corps LinBox”). Ces figures n’ont pas vocation a` comparer les diffe´rentes
implantations. Une implantation de corps finis qui entraˆıne un grand surcouˆt dans l’arche´type
n’est pas pour autant l’implantation la moins performante.
Dans un premier temps, nous remarquons que l’encapsulation de l’interface abstraite a` l’in-
te´rieur d’une couche compilable n’entraˆıne qu’un faible surcouˆt. Par exemple, l’e´limination de
Gauss sur le corps fini GivaroZpz<Std32> ne´cessite 6.96 secondes au travers de l’interface abs-
traite et 7.42 secondes au travers de l’arche´type (voir table 2.1, Gauss), ce qui repre´sente une
diffe´rence de seulement 6%. En moyenne, le surcouˆt de l’arche´type par rapport a` l’interface
abstraite est de moins de 10%. Contrairement a` ce que nous pensions, on observe que l’utilisa-
tion de l’enveloppe entraˆıne un surcouˆt qui n’est pas ne´gligeable. Il semble que le compilateur
ne parvienne pas a` comple`tement inliner les appels de fonctions effectue´s par l’enveloppe. En
particulier, l’utilisation de l’enveloppe pour le corps fini GivaroZpz<Std32> entraˆıne un surcouˆt
de 4.96 − 2.43 = 2.26 secondes alors que l’arche´type entraˆıne un surcouˆt de 7.42 − 2.43 = 4.99
secondes (voir table 2.1). Ce qui signifie que l’enveloppe est responsable de 45% du surcouˆt total
de l’utilisation de l’arche´type. D’apre`s l’ensemble de nos tests, le surcouˆt de l’enveloppe est de
l’ordre de 50% du surcouˆt de l’arche´type.
Dans un deuxie`me temps, nous observons une certaine corre´lation entre le surcouˆt de l’arche´-
type et la structure du corps finis sous-jacente. De manie`re ge´ne´rale, le surcouˆt de l’arche´type est
bien moins important pour les extensions alge´briques que pour les corps premiers. On remarque
qu’il y a en moyenne un facteur 10 entre ces deux types de corps. Cela provient du fait que les
structures utilise´es pour repre´senter les extensions alge´briques sont plus complexes que celles
ge´ne´ralement utilise´es pour les corps premiers. Typiquement, on utilise des polynoˆmes pour re-
pre´senter les e´le´ments des extensions alge´briques alors que pour les corps premiers on utilise des
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types natifs du langage (int, double) voire des entiers en pre´cision arbitraire (GMP). Les calculs
dans les extensions sont donc plus couˆteux en pratique et de ce fait l’utilisation de l’arche´type
est moins pe´nalisante que pour des calculs directement effectue´s a` partir des unite´s arithme´-
tiques des processeurs. Par exemple, l’utilisation de l’arche´type avec l’extension NTL zz pE, qui
utilise une repre´sentation polynomiale, entraˆıne un surcouˆt de seulement 8% pour l’e´limination
de Gauss (voir table 2.3) alors que pour l’extension GivaroGfq qui utilise une repre´sentation
logarithmique et des entiers 32 bits ce surcouˆt est de 48%. Nous observons les meˆmes diffe´rences
entre les corps premiers utilisant des pre´cisions machine et ceux utilisant des pre´cisions arbi-
traires. Notamment, nous remarquons que les corps premiers NTL ZZ p et Modular<integer>
qui sont base´s sur des entiers GMP entraˆınent un surcouˆt tre`s faible au travers de l’arche´type
en comparaison des autres implantations. En particulier, ces deux implantations entraˆınent un
surcouˆt respectif de 14% et 1% pour l’e´limination de Gauss (voir table 2.2) alors que les autres
implantations entraˆınent toutes un surcouˆt supe´rieur a` 100%. Bien que le surcouˆt de l’arche´-
type varie en fonction des implantations, on observe que l’utilisation de l’arche´type conserve les
performances des implantations utilise´es a` l’ordre de grandeur pre`s. Ne´anmoins, l’arche´type per-
met de donner une approximation assez pre´cise de la meilleure implantation concre`te. Dans les
huit tables que nous pre´sentons, seulement une seule ne pre´serve pas la meilleure implantation
concre`te au travers de l’arche´type.
Enfin, on peut remarquer un meilleur comportement ge´ne´ral de l’arche´type dans le cadre du
produit scalaire que pour l’e´limination de Gauss. Nous pensons que ces diffe´rences proviennent
essentiellement du jeu de donne´es de nos tests. En particulier, les donne´es du produit scalaire
sont suffisamment petites pour tenir dans les caches alors que cela n’est pas le cas pour l’e´limi-
nation de Gauss. Ne´anmoins, une autre explication possible pourrait provenir des diffe´rences de
comportement me´moire des applications. Le produit scalaire n’utilise en effet qu’une seule fois les
donne´es alors que le pivot de Gauss effectue un ensemble de mise a` jour des donne´es. L’e´criture
de donne´es e´tant plus critique que la lecture, cela expliquerait les diffe´rences de comportement.
A` partir de nos tests, nous ne pouvons e´mettre aucune corre´lation suˆre entre les arche´types et
les applications mises en place.
En conclusion, nous pouvons dire que l’utilisation d’arche´types de donne´es n’est pas plus
couˆteuse que l’utilisation d’interfaces abstraites seules. Les arche´types offrent plusieurs avantages
facilitant le de´veloppement de codes ge´ne´riques :
• gestion des allocations de donne´es ;
• dissociation interface/mode`le de donne´es dans les implantations (enveloppe) ;
• re´utilisation des codes ge´ne´riques template ;
• conservation des performances intrinse`ques des implantations sous-jacentes.
De plus, le de´veloppement de bibliothe`ques compile´es au travers des arche´types permet de fournir
des codes robustes et facilement configurables. Ainsi, un utilisateur pourra e´valuer directement
ces implantations au travers des algorithmes propose´s par la bibliothe`que ou tout simplement
utiliser la bibliothe`que sur sa propre implantation. La re´utilisation de ces arche´types a` plus haut
niveau doit permettre a` la bibliothe`que LinBox d’eˆtre a` la fois un outil performant pour les
calculs en alge`bre line´aire mais aussi une plate-forme d’e´valuation pour les corps finis.


























































































Fig. 2.4 – Surcouˆt relatif des diffe´rents niveaux de l’arche´type en fonction des implantations
concre`tes de corps finis sur Z1009 (P3-1Ghz).
Produit scalaire (ordre=1000, iterations=100000)
corps LinBox enveloppe abstract archetype
GivaroZpz<Std32> 4.13 7.69 7.55 7.74
GivaroZpz<Log16> 1.36 4.55 4.32 5.17
GivaroMontg 2.76 5.89 5.83 6.45
Modular<int> 9.14 11.13 11.27 11.83
Modular<uint> 11.32 12.43 12.69 12.14
Modular<double> 3.31 6.06 6.31 5.93
Modular<integer> 279.07 262.36 286.51 267.77
NTL zz p 22.34 23.07 20.76 24.85
NTL ZZ p 83.80 87.90 85.88 89.62
E´limination de Gauss (ordre=500)
corps LinBox enveloppe abstract archetype
GivaroZpz<Std32> 2.43 4.69 6.96 7.42
GivaroZpz<Log16> 0.94 3.98 5.37 7.49
GivaroMontg 2.19 4.36 6.05 7.80
Modular<int> 4.45 7.54 9.09 9.24
Modular<uint> 5.47 8.09 10.06 10.59
Modular<double> 3.78 5.97 8.33 8.35
Modular<integer> 123.34 135.46 130.76 130.06
NTL zz p 10.66 12.40 14.43 16.96
NTL ZZ p 48.87 51.78 47.27 55.58
Tab. 2.1 – Performances (secondes) de l’arche´type des corps finis sur Z1009 (P3-1Ghz).






























































































Fig. 2.5 – Surcouˆt relatif des diffe´rents niveaux de l’arche´type en fonction des implantations
concre`tes de corps finis sur Z1009 (IA64-733Mhz).
Produit scalaire (ordre=1000, iterations=100000)
corps LinBox enveloppe abstract archetype
GivaroZpz<Std32> 15.34 16.63 17.33 17.29
GivaroZpz<Log16> 3.92 5.49 6.17 7.09
GivaroMontg 11.02 13.00 13.62 12.88
Modular<int> 8.50 12.32 12.94 12.26
Modular<uint> 16.83 18.48 19.65 18.70
Modular<double> 12.81 13.98 14.03 14.6
Modular<integer> 524.58 529.96 541.98 535.15
NTL zz p 10.23 13.52 12.14 13.88
NTL ZZ p 151.85 156.05 160.37 158.63
E´limination de Gauss (ordre=500)
corps LinBox enveloppe abstract archetype
GivaroZpz<Std32> 6.45 9.77 13.81 14.20
GivaroZpz<Log16> 1.70 4.96 9.46 10.10
GivaroMontg 5.40 7.22 11.35 11.21
Modular<int> 4.56 7.36 11.30 11.82
Modular<uint> 7.01 10.07 14.26 14.63
Modular<double> 5.76 7.74 12.21 12.50
Modular<integer> 243.66 243.89 246.19 246.09
NTL zz p 5.45 7.67 10.17 12.57
NTL ZZ p 97.72 101.71 105.28 112.32
Tab. 2.2 – Performances (secondes) de l’arche´type des corps finis sur Z1009 (IA64-733Mhz).

















































































Fig. 2.6 – Surcouˆt relatif des diffe´rents niveaux de l’arche´type en fonction des implantations
concre`tes de corps finis sur GF(37) (P3-1Ghz).
Produit scalaire (ordre=1000, iterations=10000)
corps LinBox enveloppe abstract archetype
GivaroGfq 0.52 0.73 0.74 0.75
LiDIAGfq 301.20 306.09 306.29 294.20
NTL zz pE 75.42 79.83 80.11 80.16
NTL ZZ pE 279.23 277.89 275.95 280.31
E´limination de Gauss (ordre=500)
corps LinBox enveloppe abstract archetype
GivaroGfq 2.28 3.37 5.02 6.10
LiDIAGfq 1523.92 1505.11 1527.43 1492.29
NTL zz pE 40.89 39.74 44.30 44.43
NTL ZZ pE 87.57 91.49 98.91 93.58
Tab. 2.3 – Performances (secondes) de l’arche´type des corps finis sur GF(37) (P3-1Ghz).













































































Fig. 2.7 – Surcouˆt relatif des diffe´rents niveaux de l’arche´type en fonction des implantations
concre`tes de corps finis sur GF(37) (IA64-733Mhz).
Produit scalaire (ordre=1000, iterations=10000)
corps LinBox enveloppe abstract archetype
GivaroGfq 0.51 0.82 0.85 1.02
LiDIAGfq 490.25 518.63 511.69 484.05
NTL zz pE 100.41 102.31 100.62 100.37
NTL ZZ pE 475.56 486.29 488.20 480.41
E´limination de Gauss (ordre=500)
corps LinBox enveloppe abstract archetype
GivaroGfq 1.39 3.44 6.78 6.67
LiDIAGfq 2659.99 2684.45 2948.50 2497.17
NTL zz pE 63.14 66.60 70.55 76.65
NTL ZZ pE 157.36 158.88 160.18 160.00
Tab. 2.4 – Performances (secondes) de l’arche´type des corps finis sur GF(37) (IA64-733Mhz).
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2.2 Corps finis premiers
Nous nous inte´ressons dans cette partie aux implantations de corps finis premiers. En particu-
lier, nous pre´sentons les diffe´rentes implantations disponibles au sein de la bibliothe`que LinBox.
Ces implantations proviennent essentiellement de bibliothe`ques externes telles que NTL22, Gi-
varo23 et LiDIA24. Pour chacune des bibliothe`ques, nous de´crivons les implantations de corps
premiers utilise´es ainsi que la fac¸on dont elles sont de´finies. Nous pre´sentons aussi les implanta-
tions de corps premiers de´veloppe´es directement dans la bibliothe`que LinBox. Notre objectif est
de fournir un ensemble d’implantations de corps premiers varie´es afin de proposer un large choix
d’arithme´tiques. Parmi toutes ces implantations, nous nous inte´ressons a` de´terminer laquelle est
la plus performante et sous quelles conditions.
2.2.1 Modular
L’implantation Modular est une implantation propre a` la bibliothe`que LinBox. Le principe
de cette implantation est d’utiliser les me´canismes templates pour fournir une arithme´tique
modulaire ge´ne´rique en fonction du type de repre´sentation des e´le´ments. Pour cela, il faut que
les types d’instanciation de cette classe fournissent les ope´rateurs arithme´tiques classiques (+,
-, ×, /) ainsi que l’ope´ration de re´duction modulo (%). De plus, le mode`le de ces e´le´ments doit
respecter l’arche´type de la bibliothe`que LinBox (voir code 2.2). En particulier, cette classe de´finit
des implantations de corps premiers pour les types natifs entiers du langage (int, long). Le nombre
premier de´finissant les caracte´ristiques de l’arithme´tique est encapsule´ dans la classe par un
attribut prote´ge´ (protected _modulus). A` partir de maintenant, nous utilisons l’alias Element
encapsule´ dans l’arche´type pour spe´cifier le type ge´ne´rique des e´le´ments dans l’implantation.






A` partir de cette classe, on peut de´finir l’ensemble des ope´rations de fac¸on ge´ne´rique. Par
exemple, la fonction d’addition est implante´e par une addition classique suivie d’une phase de
correction si la valeur calcule´e n’appartient plus a` la repre´sentation.
Element &add(Element &a, const Element &b, const Element &c) const {
a=b+c;
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Pour la fonction de multiplication, la de´tection de correction ne peut se faire par de simples
comparaisons car la valeur interme´diaire est trop grande. Dans ce cas, on utilise la fonction de
re´duction modulaire (%). Cette fonction est directement disponible dans la bibliothe`que standard
(libc) pour les entiers machines au travers d’algorithmes de division entie`re.
Element &mul(Element &a, const Element &b, const Element &c) const {
return a = (b * c) % _modulus;
}
L’utilisation de ce type de re´duction est couˆteux en pratique car elle fait appel a` une ope´ration
de division. Nous essayons donc de limiter au maximum son utilisation. Par exemple, l’ope´ration
axpy qui correspond a` une multiplication et une addition combine´es (i.e. axpy(r,a,x,y) =>
r = ax + y mod modulus) est implante´e au travers d’une seule re´duction modulaire apre`s le
calcul entier exact.
Toutefois, ce choix d’implantation restreint la taille des corps premiers possibles du fait que
les calculs interme´diaires doivent rester exacts. Il faut donc assurer que la taille des corps premiers
de´finis au travers de cette classe permette de toujours effectuer les calculs interme´diaires de fac¸on
exacte. Pour cela, il suffit de limiter la taille du modulo en fonction des valeurs interme´diaires
maximales. L’ope´ration la plus restrictive est la fonction axpy. Pour un type d’e´le´ments ayant
une pre´cision de m bits, le modulo p doit satisfaire
(p− 1)2 + p− 1 < 2m. (2.1)
Cette restriction est somme toute importante car cela signifie que pour des entiers machine
32 bits non signe´s, le corps premier maximal sera de´fini pour p = 65521, soit 16 bits. Afin de
fournir des implantations sur les entiers machine autorisant des corps premiers plus grands, nous
proposons des spe´cialisations de la classe Modular pour les entiers machine signe´s et non signe´s
8, 16 et 32 bits.
Ces spe´cialisations utilisent essentiellement des conversions de types dans les ope´rations les
plus restrictives : multiplication et axpy. L’implantation de ces fonctions est base´e sur une
conversion des ope´randes dans un type autorisant une pre´cision deux fois plus grande. Par
exemple, l’implantation de la fonction axpy pour les entiers non signe´s 32 bits (uint32) se fait a`
partir d’une conversion vers des entiers non signe´s 64 bits (uint64), de calcul sur 64 bits et d’une
conversion sur 32 bits.
uint32 & axpy(uint32 &r,
const uint32 &a,
const uint32 &x,
const uint32 &y) const {
return r= (( uint64) a * (uint64) x + (uint64) y) % (uint64) _modulus;
}
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En utilisant cette implantation pour les uint32, on augmente la taille des corps possibles
de p < 216 a` p < 231 avec une faible perte d’efficacite´. En effet, cette implantation tire parti
du fait que la plupart des processeurs proposent une instruction de multiplication 32 bits ×
32 bits qui donne le re´sultat sur 64 bits stocke´s dans deux registres 32 bits (instruction ”imul”
sur Intel [19]). Ainsi, le seul surcouˆt de cette me´thode provient de l’utilisation d’une re´duction
modulo 64 bits a` la place d’une re´duction 32 bits qui est intrinse´quement moins performante
du fait des algorithmes de division implante´s dans les bibliothe`ques standard. Les conversions
sont ici gratuites car le compilateur conside`re uniquement les re´sultats de la multiplication et
de la re´duction comme des entiers 64 bits. Les entiers 64 bits e´tant en pratique deux registres
32 bits, la conversion vers des entiers 32 bits est imme´diate. Ce sont maintenant les ope´rations
d’addition et de soustraction qui sont limitantes car elles ne´cessitent un bit supple´mentaire pour
stocker les valeurs interme´diaires. L’utilisation de la meˆme me´thode pour ces ope´rations n’est
pas inte´ressante car il n’existe pas d’instruction d’addition (32+32)→ 64 bits et de plus elle ne
permettrait de gagner qu’un seul bit sur la taille des corps premiers.
Une autre possibilite´ propose´e au travers d’une spe´cialisation de cette classe ge´ne´rique est
d’utiliser les nombres flottants machine pour atteindre des corps premiers plus grands. Les
nombres flottants double pre´cision posse`dent une mantisse code´e sur 53 bits qui permet de re-
pre´senter de fac¸on exacte des entiers strictement infe´rieurs a` 253. Bien que la norme IEEE-754 [1]
spe´cifie qu’un des bits de la mantisse est implicite du fait d’une repre´sentation fractionnaire, le po-
sitionnement de la virgule garantit les 53 bits de pre´cision pour des valeurs entie`res. L’utilisation
de ces nombres flottants permet donc de de´finir des corps premiers allant jusqu’a` p ≤ 94906265,
c’est-a`-dire de l’ordre de 26 bits. L’implantation des ope´rations arithme´tiques est la meˆme que
dans le cas entier, sauf pour l’ope´ration de re´duction modulaire qui est ici effectue´e en utilisant
la fonction fmod des bibliothe`ques standard. Cette fonction retourne le reste entier de la division
de deux nombres flottants dans un format flottant.
Enfin, une dernie`re alternative propose´e dans la bibliothe`que LinBox est d’utiliser des entiers
en pre´cision arbitraire. En particulier, nous utilisons l’interface integer (voir §1.2.1) des entiers
multipre´cisions GMP25 pour instancier la classe Modular. L’utilisation d’entiers multipre´cision
permet de de´finir des corps premiers de tre`s grande taille, les entiers GMP proposent une pre´-
cision maximale de m2m ou` m est le nombre de bits d’un entier machine (32 ou 64 suivant
l’architecture).
Nous avons vu que la plupart des ope´rations de la classe Modular sont effectue´es a` partir
d’ope´rations sur les entiers suivies d’une re´duction modulo. Ne´anmoins l’ope´ration d’inversion
des e´le´ments du corps ne peut se faire en suivant ce sche´ma. En effet, l’inverse modulaire y
d’un entier x est la solution de l’e´quation yx ≡ 1 mod p. Une fac¸on classique de re´soudre cette
e´quation est d’utiliser l’algorithme d’Euclide e´tendu [36, the´oreme 4.1] qui calcule les coefficients
de Bezout s, t ∈ Z tel que sx+ tp = 1 et donc 1/x ≡ s mod p.
En pratique, on utilise une version partielle de l’algorithme d’Euclide e´tendu [21, §1.4.5] qui
permet de calculer uniquement le coefficient s de l’e´quation de Bezout. Cette version permet
d’e´viter un tiers des ope´rations arithme´tiques de l’algorithme traditionnel. La fonction d’inversion
modulaire peut alors s’e´crire
Element &inv(Element &x, const Element &y) const {
Element x_int , y_int , q, tx, ty, tmp;
x_int = _modulus;
25http ://www.swox.com/gmp/




while (y_int != 0) {
q = x_int / y_int;
tmp = y_int;
y_int = x_int - q*y_int;
x_int = temp;
tmp = ty;
ty = tx - q*ty;
tx = temp;
}
if (x < 0) x += _modulus;
return x;
}
Une remarque inte´ressante par rapport a` l’algorithme d’Euclide e´tendu classique est qu’en
pratique on pre´fe´rera utiliser la version partielle pour calculer un seul coefficient et de´duire
le deuxie`me a` partir de l’e´quation t = (sx − pgcd(x, p))/p. En particulier, ce calcul devient
inte´ressant quand l’un des deux ope´randes est une puissance de la base de repre´sentation des
entiers car ce calcul se rame`ne a` une multiplication, une soustraction et un de´calage.
2.2.2 GivaroZpz standard
La bibliothe`que Givaro26 propose une implantation de corps premiers base´e sur une arith-
me´tique modulaire standard. Ces arithme´tiques sont implante´es au travers d’un domaine de
calcul base´ sur l’arche´type des corps finis de la bibliothe`que LinBox. Plusieurs types de donne´es
sont disponibles : entier signe´s 16, 32 et 64 bits. Les ope´rations arithme´tique sont implante´es
de la meˆme manie`re que pour l’implantation Modular ge´ne´rique (calculs entiers puis re´duction
modulo) sans changement de pre´cision. Cela signifie que l’ordre des corps premiers est borne´
respectivement par 28, 216 et 232.
L’inte´gration de ces implantations au sein de la bibliothe`que LinBox est directe du fait de
l’utilisation de l’arche´type des corps finis LinBox comme mode`le de de´veloppement. Ne´anmoins,
les fonctions d’initialisation et de conversion de´finies par l’arche´type sont base´es sur les en-
tiers multipre´cisions de la bibliothe`que LinBox et ne peuvent eˆtre implante´es qu’a` l’inte´rieur de
celle-ci. Ces fonctions sont donc de´finies a` l’inte´rieur de classes qui he´ritent des implantations
d’origine. Nous avons de´veloppe´ un wrapper standard dans LinBox pour inte´grer ces implanta-
tions au travers d’un classe ge´ne´rique GivaroZpz<Std> ou` le parame`tre template Std repre´sente
la pre´cision du type des e´le´ments. Ce wrapper standard nous sert aussi pour inte´grer l’implanta-
tion logarithmique pre´sente´e dans la prochaine partie. On utilise alors le parame`tre Log16 pour
de´finir ces implantations dans LinBox (GivaroZpz<Log16>).
2.2.3 GivaroZpz : base logarithmique (Zech’s log)
Une autre implantation propose´e par la bibliothe`que Givaro est base´e sur une repre´senta-
tion logarithmique des e´le´ments du corps. L’inte´reˆt d’un telle repre´sentation est qu’elle permet
26http://www-lmc.imag.fr/Logiciels/givaro/
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d’effectuer les ope´rations de multiplication a` partir de simples additions. Ce qui en pratique
permet d’obtenir de meilleures performances du fait que la latence des unite´s entie`re d’addition
est plus faible que celle des unite´s entie`res de multiplication [20, table 3.1, page 42]. Toutefois,
l’ope´ration d’addition devient moins performante du fait qu’elle ne´cessite une lecture de table.
Une proprie´te´ mathe´matiques des corps finis est que l’ensemble des inversibles d’un corps
fini de´finit un groupe multiplicatif cyclique. En d’autres termes, si l’on connaˆıt un ge´ne´rateur
de ce groupe, on peut exprimer tous les inversibles par une puissance de ce ge´ne´rateur. Si Zp
est un corps premier et Z∗p est le sous-groupe des inversibles de Zp alors il existe au moins un
e´le´ment g ∈ Z∗p tel que tous les e´le´ments de Z∗p sont repre´sentables au travers d’une puissance de
g. L’e´le´ment g est une racine primitive de p et il de´finit un ge´ne´rateur du groupe multiplicatif
Z∗p. Le nombre des inversibles du corps premier Zp est e´gal p− 1 et Z∗p = Zp\{0}. En codant le
ze´ro du corps par une valeur spe´ciale on peut donc repre´senter tous les e´le´ments d’un corps fini
uniquement a` partir des puissances de g [25].
En utilisant ce codage des e´le´ments, les ope´rations du groupe multiplicatif peuvent s’effectuer
uniquement par des ope´rations sur les exposants.
- multiplication : gi × gj = gi+j mod p−1
- division : gi/gj = gi−j mod p−1
Par contre, les ope´rations de la loi additive du corps ne peuvent se faire directement a` partir
des exposants. Cependant, en pre´calculant certaines valeurs on rame`ne facilement ces ope´rations
dans le groupe multiplicatif [25, §3.1]. En connaissant les successeurs de chaque e´le´ment et la
valeur de l’exposant pour −1 (note´e _mone), les ope´rations d’addition, de soustraction et de
ne´gation sont de´finies par
- ne´gation : −gi = gi+ mone
- addition : gi + gj = gi × (1 + gj−i mod p−1)
- soustraction : gi − gj = gi × (1− gj−i mod p−1)
Toutefois, les ope´rations faisant intervenir le ze´ro du corps doivent eˆtre a` part du fait que
le codage de cet e´le´ment n’est pas une puissance de g. En pratique, ce traitement alourdit les
ope´rations arithme´tiques par un test d’e´galite´ des ope´randes avec le codage du ze´ro du corps.
Afin d’e´viter ce traitement, la bibliothe`que Givaro propose d’utiliser des lectures de table [25,
§4.1.3]. L’ide´e consiste a` lire le re´sultat des ope´rations dans le corps a` partir d’ope´rations sur le
codage des e´le´ments, le ze´ro du corps compris. En codant le ze´ro du corps par la valeur 2p−2, il
faut alors stocker une table de 5(p−1) e´le´ments pour retrouver l’ensemble des re´sultats possibles
des ope´rations de la loi multilicative du corps. Les e´le´ments inversibles du corps e´tant code´s par
des valeurs comprises entre 0 et p − 2, les valeurs possibles pour les re´sultats d’addition et de
soustraction des e´le´ments du corps (le ze´ro compris) sont donc comprises entre −2p+2 et 3p−4,
soit 5(p − 1) valeurs diffe´rentes. Soit i le re´sultat de l’addition ou de la soustraction du codage
de deux e´le´ments du corps, on de´finit la table de correspondance t[i] pour le codage du re´sultat :
t[i] = 2p− 2 −p+ 1 ≤ i < 0;
t[i] = i 0 ≤ i < p− 1;
t[i] = i− (p− 1) p− 1 ≤ i < 2p− 2;
t[i] = 2p− 2 2p− 2 ≤ i < 4p− 5.
L’implantation finale ne´cessite de stocker un total de 15p e´le´ments en me´moire : 5p pour les
ope´rations arithme´tiques, 4p pour la table des successeurs, 4p pour la table des pre´de´cesseurs et
2p pour les conversions. Graˆce a` ces tables, les ope´rations dans le corps se rame`nent uniquement
a` des ope´rations d’addition et de soustraction sur des entiers et a` des lectures de tables, ce qui en
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pratique permet d’obtenir de tre`s bonnes performances (voir §2.2.6). Cependant, les ressources
me´moires requises limitent fortement la taille des corps premiers possibles. Par exemple, l’uti-
lisation de cette implantation pour un corps premier de taille 220 ne´cessite 60Mo de ressources
me´moire. Du fait de la limitation impose´e par cette me´thode, la bibliothe`que Givaro propose
une implantation base´e sur des entiers signe´s 16 bits qui permettent de limiter la taille des corps
premiers a` 215 et donc limite les ressources me´moire a` 1Mo.
2.2.4 GivaroZpz : base de Montgomery
Une autre implantation de la bibliothe`que Givaro est base´e sur l’utilisation de la repre´senta-
tion de Montgomery. En 1985 Peter. L. Montgomery a propose´ un algorithme de multiplication
modulaire pour des moduli ge´ne´riques sans aucune division [59]. Le principe de cet algorithme
est de changer la repre´sentation des entiers en les multipliant par une puissance de la base de re-
pre´sentation et d’utiliser l’e´quation de Bezout pour remplacer la division par un simple de´calage.
Soient x, y ∈ Z tels que x =∑ki=0 xibi et y =∑ki=0 yibi, soit r = bs tel que r > p > x, y alors la
repre´sentation de x et y dans la base de Montgomery est x¯ = xr mod p et y¯ = yr mod p. Soit
z ≡ xy mod p alors la repre´sentation de z dans la base de Montgomery doit eˆtre e´quivalente au
produit de x¯ et y¯. L’algorithme propose´ par Montgomery permet de satisfaire cette e´quivalence.
Algorithme Montgomery-Multmod(x¯,y¯,p,r)
Entre´es : x¯ = xr mod p, y¯ = yr mod p, p, r
Sortie : x¯y¯r−1 mod p = xyr mod p
Conditions : x, y < p < r = bs, pgcd(p, r) = 1
Pre´calculs : p′ = (−p)−1 mod r
q := (x¯y¯ mod r)p′ mod r
t := (x¯y¯ + pq)/r
si (t ≥ p) alors
t := t− p
retourner t ;
Lemme 2.2.1. Soient x, y ∈ Zp et r une puissance de la base de repre´sentation de x et y tel que
p < r et pgcd(p, r) = 1. Si l’on connaˆıt p′ = (−p)−1 mod r alors la multiplication de x par y
modulo p s’effectue a` partir de 2 multiplications, 1 de´calage et une addition graˆce a` l’algorithme
Montgomery-Multmod.
Preuve. Pour prouver que l’algorithme Montgomery-Multmod est correct il faut montrer que
x¯y¯ + qp est divisible par r et que le re´sultat est borne´ par 2p car par construction t ≡ x¯y¯r−1
mod p. En remplac¸ant la variable q par sa valeur dans l’expression x¯y¯ + qp on peut e´crire
l’e´quation suivante :
x¯y¯ + qp ≡ x¯y¯ + x¯y¯p′p mod r2
≡ x¯y¯(1 + pp′) mod r2.
En utilisant l’e´quation de Bezout rr′−pp′ = 1 on obtient x¯y¯+qp ≡ x¯y¯rr′ mod r2, ce qui signifie
que x¯y¯ + qp est bien divisible par r. Par hypothe`se, on sait que x¯, y¯ < p < b et par construction
de q on a q < r. On peut donc borner la valeur de t par
t < (p2 + pr)/r < (2pr)/r < 2p.
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Les seules ope´rations effectue´es durant cet algorithme sont 2 multiplications, 1 addition et
1 soustraction. Du fait que r est une puissance de la base de repre´sentation, les ope´rations de
re´duction modulo r et de division par r s’effectuent respectivement a` partir d’un masque bit a`
bit et d’un de´calage.
L’implantation propose´e par la bibliothe`que Givaro est donc base´e sur une repre´sentation des
e´le´ments dans la base de Montgomery, c’est-a`-dire que pour un entier x ∈ Zp, sa repre´sentation
est x.2s mod p tel que p < 2s avec 2s la base de Montgomery. Les ope´rations d’addition et
de soustraction sont effectue´es de fac¸on classique (ope´ration puis re´duction) du fait que la loi
additive est converve´e par la repre´sentation (x+ y mod p→ x2s+ y2s mod p). L’ope´ration de
multiplication est implante´e par l’algorithme Montgomery-Multmod qui conserve les proprie´te´s
de la repre´sentation. Toutefois, l’ope´ration d’inversion ne´cessite une implantation particulie`re car
l’inverse modulaire classique par re´solution de l’e´quation de Bezout ne conserve pas la repre´sen-
tation : (x.2s)−1 mod p 6≡ x−12s mod p. L’implantation propose´e par la bibliothe`que Givaro
consiste a` corriger le re´sultat obtenu par l’inversion classique en le multipliant par une puissance
de la base de Montgomery. En utilisant l’algorithme Montgomery-Multmod pour effectuer cette
correction, il faut alors choisir le cube de la base de Montgomery.
Montgomery− Multmod(23s mod p, (x2s)−1 mod p, p, 2s) = x−12s mod p.
L’utilisation de la base de Montgomery pour repre´senter les e´le´ments d’un corps fini permet
de be´ne´ficier d’une ope´ration de multiplication modulaire sans aucune division. Ne´anmoins,
l’algorithme Montgomery-Multmod ne´cessite de calculer des valeurs interme´diaires plus grandes
que dans l’approche classique avec division. En effet, il faut calculer q et t qui sont respectivement
borne´s par q ≤ (r − 1)2 et t ≤ (p − 1)2 + p(r − 1). En conside´rant que les e´le´ments ont une
pre´cision dem bits, la taille des corps finis et la base de Montgomery doivent satisfaire le syste`me
suivant : {
(r − 1)2 < 2m,
(p− 1)2 + p(r − 1) < 2m. (2.2)
L’implantation propose´e par la bibliothe`que Givaro s’appuie sur des entiers non signe´s 32
bits avec une base de Montgomery r = 216. La taille des corps finis possible est donc limi-
te´e par p <= 40499, soit 15 bits. En pratique, la fonction de multiplication-addition (axpy)
n’est pas implante´e a` la manie`re de la multiplication car cela ne´cessiterait une multiplication
supple´mentaire pour synchroniser l’ope´rande de l’addition avec le re´sultat de la multiplication
(x¯y¯ + z¯ = xyr2 + zr). L’implantation de cette ope´ration par deux ope´rations successives est ici
plus efficace.
Comme pour les autres implantations de corps finis de la bibliothe`que Givaro, l’inte´gra-
tion de cette implantation a` la bibliothe`que LinBox est imme´diate en rede´finissant les fonctions
d’initialisation et de conversion sur le type d’entiers multipre´cision de LinBox. Le wrapper Lin-
Box inte´grant cette implantation est la classe GivaroMontg.
2.2.5 NTL
L’implantation de l’arithme´tique des corps premiers dans la bibliothe`que NTL se base sur
une arithme´tique modulaire classique. La de´finition de corps premiers se fait par l’initialisation
d’une variable globale fixant la caracte´ristique du corps. Ainsi les ope´rations sont directement
implante´es sur les e´le´ments du corps premier sans avoir a` de´finir de domaine de calcul. Cette
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approche ne permet cependant que la manipulation d’un seul corps premier a` la fois du fait du
caracte`re statique des caracte´ristiques.
Deux types d’arithme´tique de corps premiers sont disponibles. La premie`re appele´e NTL::zz_p
est base´e sur des entiers machine 32 bits ou 64 bits selon l’architecture utilise´e. L’arithme´tique
utilise´e est une arithme´tique modulaire classique (ope´rations + re´duction). Une des particularite´s
de cette implantation est qu’elle propose des sche´mas particuliers de re´duction modulaire.
La re´duction modulaire d’entiers compris entre 0 et 2p, typiquement le re´sultat d’une addition
modulo p, peut eˆtre effectue´e sans aucune comparaison. L’ide´e est de toujours calculer z = x−p
pour 0 ≤ x < 2p et de se servir du bit de signe de z pour corriger le re´sultat. En effet, en
re´cupe´rant le bit de signe de z par de´calage on obtient soit 0 si le re´sultat est positif ou nul
soit −1. Du fait que les nombres ne´gatifs sont code´s en comple´ment a` la base, le codage binaire
de −1 est une suite de 1 (−1 = 1111...1111) alors que le codage de 0 est une suite de 0. En
utilisant le codage binaire du signe de z comme masque bit a` bit sur p, on obtient la valeur de
la correction (0 ou p) qu’il faut ajouter a` z pour obtenir le bon re´sultat.
Soit x, y ∈ Zp, code´s sur des entiers signe´s ayant une pre´cision de m bits l’addition modulaire
z ≡ x+ y mod p s’e´crit
z= x+y-p+((x+y-p)>>m-1)&p
Une autre ide´e de´veloppe´e dans la bibliothe`que NTL est d’utiliser une approximation du
quotient de la division entie`re pour effectuer les re´ductions modulaires apre`s multiplication des
ope´randes [4]. En pratique, l’ide´e est d’extraire la partie entie`re du quotient flottant. Ce quotient
approche le quotient exact a` 1 pre`s a` cause des arrondis flottants. Il suffit donc de calculer le
re´sultat en soustrayant le produit du quotient approche´ et du modulo, et finir de corriger s’il le
faut. On peut donc calculer le reste de la division entie`re en soustrayant le produit du quotient
approche´ et du modulo, et finir de corriger s’il le faut.
Le modulo e´tant toujours le meˆme pour un corps premier donne´, le pre´calcul de l’inverse
du modulo sur un nombre flottant double pre´cision permet de remplacer la division par une
multiplication. Cette me´thode de re´duction modulaire permet de remplacer la division entie`re
par une multiplication flottante, une multiplication entie`re et quelques ope´rations d’addition/-
soustraction. En pratique, cette re´duction est plus efficace que la version par division entie`re car
la plupart des processeurs ne posse`dent pas d’unite´ arithme´tique de division entie`re. Ne´anmoins,
les conversions entre entiers et nombres flottants peuvent entraˆıner des effets de bord couˆteux,
en particulier au niveaux des pipelines. L’implantation de cette re´duction modulaire s’e´crit :
long NTL_mod(long r, long t, long modulus , double inv_modulus ){
long q = (( double) t) * inv_modulus;
r = t - q*t;
if (r > modulus) r-= modulus;
if (r < 0) r+= modulus;
return r;
}
2.2. Corps finis premiers 53
Cette re´duction modulaire est essentiellement utilise´e dans NTL pour l’ope´ration de mul-
tiplication modulaire simple pre´cision. Cependant, cette re´duction pourrait eˆtre utilise´e pour
l’implantation de la fonction axpy mais cette dernie`re n’est pas disponible dans la bibliothe`que
NTL. Une partie inte´ressante de cette re´duction est qu’elle autorise une taille de corps premier
supe´rieure a` la moitie´ de la pre´cision des entiers. En effet, la taille des corps premiers est ici
borne´e par p < 230 pour des machines 32 bits et p < 252 pour des machines 64 bits. Cela provient
du fait que le calcul du reste par soustraction ne fait intervenir que les bits de poids faible. La
valeur absolue du reste obtenu par soustraction est ici infe´rieure a` 2p. Il suffit donc que 2p soit
repre´sentable pour utiliser cette re´duction. Cette implantation ne´cessitant des entiers signe´s, la
borne maximale est donc de 2m
′−1, ou` m′ de´finit le nombre de bits de pre´cision des entiers non
signe´s. Toutefois, cette borne n’est plus valable pour les entiers 64 bits du fait de l’utilisation
de flottants double pre´cision. En effet, pour que le calcul du quotient approche´ soit correct a`
1 pre`s, il faut que les ope´randes soient repre´sentables en double pre´cision. Or, nous avons vu
pre´ce´demment que le plus grand entier repre´sentable a` partir d’un flottant double pre´cision est
253 − 1. Cela implique donc qu’il faut limiter la taille des corps premiers a` p < 252 pour des
machines 64 bits.
Une alternative possible qui n’est pas implante´e dans la bibliothe`que NTL serait d’utiliser
une implantation des doubles e´tendus qui garantissent une mantisse d’au moins 64 bits sans
aucun bit implicite [1]. En pratique, les long double en C propose une mantisse code´e sur 64
bits. L’utilisation de ce type de donne´es permettrait donc d’obtenir une limite pour les corps
premiers de p < 263 sur n’importe quelle architecture.
L’autre implantation de corps premiers, appele´e NTL::ZZ_p, est base´e sur des entiers multipre´-
cision et une arithme´tique modulaire classique. Les entiers multipre´cisions utilise´s peuvent soit
provenir de la bibliothe`que GMP27 soit provenir d’une implantation fournie par la bibliothe`que
NTL elle-meˆme. L’arithme´tique modulaire est effectue´e par des calculs entiers suivis soit par
une correction soit par une division entie`re multipre´cision.
L’inte´gration de ces deux implantations dans la bibliothe`que LinBox a e´te´ faite au travers
d’un wrapper ge´ne´rique appele´ UnparametricField. Ce wrapper est une classe ge´ne´rique non
parame´tre´e permettant de synchroniser les types de donne´es munis des ope´rateurs (+,-,×,/) avec
l’arche´type des corps finis de LinBox. Afin de proposer un domaine de calcul parame´trable pour
ce wrapper, nous avons de´veloppe´ les classes NTL_zz_p et NTL_ZZ_p qui surchargent le wrapper
ge´ne´rique pour les types NTL::zz_p et NTL::ZZ_p.
2.2.6 Performances et surcouˆt des wrappers
La plupart des implantations de la bibliothe`que LinBox proviennent de bibliothe`ques externes
et sont inte´gre´es au travers de wrappers. Dans un premier temps, nous e´valuons quel est l’impact
de ces wrappers sur les performances des implantations externes. Pour cela, nous comparons
les performances des corps finis a` partir de codes de´finis a` la fois sur les wrappers et sur les
implantations directes des bibliothe`ques. A` l’instar des tests de la section 2.1.4, nous utilisons
le produit scalaire et l’e´limination de Gauss pour e´valuer le surcouˆt des wrappers. Nous nous
appuyons sur 100000 ite´rations de produits scalaire d’ordre 1000 et sur le calcul du rang d’une
matrice d’ordre 500.
Les tables 2.5 et 2.6 illustrent les temps de calcul de ces applications en fonction du type
27http ://www.swox.com/gmp/
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de l’implantation (wrapper/directe). Pour chacune des applications, nous exprimons le surcouˆt
relatif entre l’utilisation directe et l’utilisation a` partir des wrappers.
Les re´sultats obtenus montrent que l’utilisation des wrappers ne pe´nalise pas les implantations
des bibliothe`ques externes. Cela vient du fait que les fonctions de wrappers ne sont ge´ne´ralement
que des appels de fonction des bibliothe`ques externes. De ce fait, les me´thodes d’inlining des
compilateurs permettent de supprimer ces appels. Typiquement, le wrapper GivaroZpz<Log16>
de l’implantation logarithmique de la bibliothe`que Givaro entraˆıne un surcouˆt nul sur l’Itanium.
Par contre, ce meˆme wrapper entraˆıne un surcouˆt entre −10% et 3% sur le Pentium III. En
pratique, on observe un surcouˆt moyen quasiment nul bien que dans certains cas les wrappers
permettent d’obtenir de meilleures performances que l’implantation d’origine. Ces ame´liorations
de performances sont reproductibles mais nous ne savons de´duire aucune explication concre`te si
ce n’est que le compilateur traite les codes de fac¸on diffe´rente et que les effets de caches peuvent
eˆtre diffe´rents.
Produit scalaire E´limination de Gauss
direct wrapper surcouˆt direct wrapper surcouˆt
GivaroZpz<Std32> 4.18s 4.13s −2% 2.33s 2.43s 4%
GivaroZpz<Log16> 1.51s 1.36s −10% 1.04s 1.08s 3%
GivaroMontg 2.85s 2.75s −4% 2.18s 2.19s 0%
NTL zz p 19.53s 21.44s 9% 9.20s 9.79s 6%
NTL ZZ p 82.61s 88.17s 6% 50.92s 49.87s −3%
Tab. 2.5 – Surcouˆt des wrappers sur Z1009 (P3-1Ghz).
Produit scalaire E´limination de Gauss
direct wrapper surcouˆt direct wrapper surcouˆt
GivaroZpz<Std32> 14.16s 15.25s 7% 6.42s 6.41s −1%
GivaroZpz<Log16> 3.71s 3.72s 0% 1.93s 1.93s 0%
GivaroMontg 11.28s 11.28s 0% 5.18s 4.96s −5%
NTL zz p 10.30s 10.42s 1% 5.97s 6.24s 4%
NTL ZZ p 190.87s 190.34s −1% 102.56s 100.30s −3%
Tab. 2.6 – Surcouˆt des wrappers sur Z1009 (IA64-733Mhz).
Nous nous inte´ressons maintenant aux performances des implantations. Pour cela, nous e´tu-
dions les performances des ope´rations arithme´tiques de base pour chacune des implantations.
Afin de mesurer les performances de ces ope´rations atomiques, nous appliquons les ope´rateurs sur
deux vecteurs de donne´es d’ordre 10000. Nous effectuons dix mille fois ce calcul pour atteindre
des temps supe´rieurs a` la seconde. Les performances sont exprime´es en terme d’ope´rations arith-
me´tiques du corps premier par seconde. Nous utilisons les termes Mops et Kops pour de´finir
respectivement un million et un millier d’ope´rations du corps premier par seconde. Nous se´pa-
rons les implantations ayant une pre´cision finie de celles base´es sur des entiers multipre´cision car
leur comparaison ne serait pas pertinente.
Les implantations proposant une pre´cision finie sont toutes base´es sur des ope´rations machine
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flottantes ou entie`res. Les diffe´rences proviennent de la taille des corps premiers possibles et de
la fac¸on dont les calculs sont effectue´s. Afin de comparer l’ensemble de ces implantations, nous
utilisons le corps premier Z32749. De`s lors qu’on utilise des corps plus grands, les performances
obtenues passent a` l’e´chelle a` condition que les implantations autorisent la pre´cision utilise´e.
Les figures 2.8, 2.9 et 2.10 illustrent les performances obtenues sur trois architectures diffe´-
rentes, respectivement un Pentium III, un Itanium et un Xeon. Les programmes ont e´te´ compile´s
avec l’option de compilation -O2 et le compilateur gcc version 3.0.4 pour le Pentium III et le
Xeon et gcc version 3.3.4 pour l’Itanium. Les implantations de corps finis utilise´es dans ces
figures sont classe´es par pre´cision de´croissante.
– (a) Modular<uint32> : 31 bits
– (b) NTL_zz_p : 30 bits
– (c) Modular<int32> : 30 bits
– (d) Modular<double> : 26 bits
– (e) GivaroZpz<Std32> : 16 bits
– (f) GivaroZpzMontg : 15 bits
– (g) GivaroZpz<Log16> : 15 bits
Dans un premier temps, nous voyons que l’utilisation de la repre´sentation logarithmique (i.e.
GivaroZpz<log16>) permet d’obtenir les meilleures performances pour la multiplication et la
division sur les trois architectures. En effet, ces ope´rations sont effectue´es par des additions/-
soustractions et des lectures de table, ce qui est en pratique moins couˆteux que la multiplica-
tion modulaire ou l’algorithme d’Euclide e´tendu. Du fait de la repre´sentation logarithmique,
les ope´rations d’addition et de soustraction sont moins performantes que pour les repre´senta-
tions classiques. Cela provient en particulier des lectures de table pour calculer le successeur ou
le pre´de´cesseur. On remarque d’ailleurs que la diffe´rence des performances est nettement plus
marque´e sur les architectures ayant peu de me´moire cache (voir figure 2.8 et 2.9). Toutefois,
la combinaison d’une addition et d’une multiplication (ope´ration axpy) reste efficace et permet
d’obtenir globalement les meilleures performances.
On remarque aussi que l’algorithme de Montgomery utilise´ pour la multiplication dans Gi-
varoZpzMontg permet d’obtenir pour le Pentium III et le Xeon la meilleure performance apre`s
la repre´sentation logarithmique. Pour le Pentium III, cela permet meˆme d’obtenir les meilleures
performances pour l’ope´ration axpy. Ne´anmoins, les gains de taille sur les corps finis possibles
n’est que minime en comparaisons de la diffe´rence de performances pour la multiplication.
De`s lors que l’on s’inte´resse a` une pre´cision supe´rieure a` 16 bits, c’est l’implantation a` base de
flottants double pre´cisions, a` savoir Modular<double>, qui s’ave`re eˆtre la plus performante pour
l’ope´ration de multiplication. Cela s’explique par les meilleures performances des multiplieurs
flottants par rapport aux multiplieurs entiers [20]. Ne´anmoins, les performances obtenues sur
l’Itanium, pour cette implantation, ne sont pas vraiment celles que nous attendions. Il semble
que l’utilisation de la fonction fmod pour effectuer la re´duction modulaire entraˆıne un surcouˆt
tre`s important pour cette ope´ration.
Si l’on s’inte´resse a` une pre´cisions un peu plus grande que 26 bits, on s’aperc¸oit que les im-
plantations Modular<uint32> et Modular<int32> offrent de bien meilleures performances que
l’implantation NTL_zz_p. Il n’y a que pour l’ope´ration de multiplication sur l’Itanium que l’im-
plantation NTL_zz_p tire parti des performances des multiplieurs flottants.
Les tables 2.8, 2.9 et 2.10 illustrent les performances des implantations de corps finis uti-
lisant des entiers multipre´cision. Nous utilisons le corps premier Zp avec un nombre premier
p code´ sur 128 bits, p = 340282366920938463463374607431768211507. Les deux implantations
56 Arithme´tique des corps finis
que nous comparons sont toutes les deux base´es sur la bibliothe`que GMP. On remarque que
les performances de l’implantation provenant de la bibliothe`que NTL, a` savoir NTL_ZZ_p, est
toujours plus performante que celle provenant de la bibliothe`que LinBox a` partir de la classe
Modular<integer>. Ces diffe´rences de performances s’expliquent par le fait que la bibliothe`que
NTL de´finit ces entiers multipre´cision sur la couche mpn de GMP, qui est la couche bas niveau,
alors que l’implantation Modular<integer> utilise une interface C++ base´e sur la couche mpz
de GMP, qui est une surcouche de mpn. En particulier, ces diffe´rences sont non ne´gligeables pour
les ope´rations d’addition et de soustraction. En outre, cela repre´sente en moyenne entre 30% et
100% de surcouˆt pour ces ope´rations. Par contre, l’ope´ration de multiplication est moins pe´nali-
se´e du fait que les performances sont plus relie´es aux algorithmes sous-jacents qui sont identiques
dans notre cas. Le surcouˆt moyen est ici infe´rieur a` 20%. En revanche, l’ope´ration de division de
l’implantation NTL_ZZ_p est pratiquement 10 fois plus performante que celle de l’implantation
Modular<integer>. Cette diffe´rence provient de l’implantation de l’inverse modulaire. Graˆce a`
la routine GMP mpn_gcdex, ce calcul est fait a` bas niveau pour l’implantation NTL_ZZ_p. Par
contre, la classe Modular<integer> implante cette ope´ration a` partir de l’algorithme d’Euclide
e´tendu partiel [21, algorithme 1.19, page 27] sur l’interface C++ des entiers GMP. Notre choix
s’est porte´ sur une implantation haut niveau car il n’existe pas de version de l’algorithme d’Eu-
clide e´tendu partiel (un seul des cofacteurs est calcule´) pour la couche mpz de GMP.
En conclusion de cette partie, on peut dire que le choix de l’implantation de corps premier
est vraiment de´pendant de la taille du corps premier utilise´e. En particulier, on utilisera l’im-
plantation logarithmique GivaroZpz<Log16> pour des petits corps (p infe´rieur a` 215). Si l’on
a besoin de corps premier de l’ordre du mot machine, on utilisera une implantation classique
a` base d’entier ou de flottant (i.e. Modular<uint32> ou Modular<double>). En revanche, si la
taille du corps de´passe le mot machine, on utilisera l’implantation NTL_ZZ_p qui permet de tirer
parti des implantations bas niveaux de la bibliothe`que GMP.






















Intel Pentium III, 1 Ghz, 256 ko cache, 512 Mo RAM
Addition Soustraction Multiplication Division AXPY
Implantations
Modular<uint32>  (a)
NTL_zz_p     (b)
Modular<int32>   (c)
Modular<double>  (d)
GivaroZpz<Std32> (e)
GivaroZpzMontg   (f)
GivaroZpz<Log16> (g)




















Intel Itanium I, 733 Mhz, 96 ko cache , 1 Go RAM
Addition Soustraction Multiplication Division AXPY
Implantations
Modular<uint32>  (a)
NTL_zz_p     (b)
Modular<int32>   (c)
Modular<double>  (d)
GivaroZpz<Std32> (e)
GivaroZpzMontg   (f)
GivaroZpz<Log16> (g)
Fig. 2.9 – Performances (en Mops) pour le corps premier Z32749 (IA64-733Mhz).



















Intel XEON, 2.4Ghz, 512 ko cache, 1 Go RAM
Addition Soustraction Multiplication Division AXPY
Implantations
Modular<uint32>  (a)
NTL_zz_p     (b)
Modular<int32>   (c)
Modular<double>  (d)
GivaroZpz<Std32> (e)
GivaroZpzMontg   (f)
GivaroZpz<Log16> (g)
Fig. 2.10 – Performances (en Mops) pour le corps premier Z32749 (Xeon-2.66Ghz).
Addition Soustraction Multiplication Division AXPY
Modular<integer> 862 833 529 7 290
NTL ZZ p 1754 1785 546 60 366
Tab. 2.7 – Performance (en Kops) pour un corps premier de taille 128 bits (P3-1Ghz).
Addition Soustraction Multiplication Division AXPY
Modular<integer> 610 532 311 5 202
NTL ZZ p 953 907 380 40 269
Tab. 2.8 – Performance (en Kops) pour un corps premier de taille 128 bits (IA64-733Mhz).
Addition Soustraction Multiplication Division AXPY
Modular<integer> 1805 1623 804 13 514
NTL ZZ p 2493 2710 938 103 700
Tab. 2.9 – Performance (en Kops) des corps premiers de taille 128 bits (Xeon-2.66Ghz).
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2.3 Extension alge´brique GF (pk)
Une extension alge´brique, ou corps de Galois, de type GF (pk) est une extension d’un corps
premier d’ordre pk. L’extension alge´brique du corps premier Zp de degre´ k de´finit une structure
d’espace vectoriel sur Zp de dimension k. En pratique, pour construire ce type d’espace vectoriel,
on utilise le corps de fraction d’un anneau de polynoˆmes [21]. Soit Zp[x] l’anneau des polynoˆmes a`
coefficients dans Zp et P ∈ Zp[x] un polynoˆme irre´ductible sur Zp de degre´ k, alors Fq = Zp[x]/P
de´finit une structure d’extension alge´brique de Zp a` l’ordre pk.
Le calcul dans ce type d’extension se fait ge´ne´ralement au travers d’une arithme´tique po-
lynomiale modulo un polynoˆme irre´ductible P ∈ Zp[x]. De nombreuses e´tudes ont e´te´ mene´es
pour trouver des structures de polynoˆmes irre´ductibles particulie`res et des corps de base parti-
culiers pour simplifier l’arithme´tique modulaire des polynoˆmes [3, 2]. Une alternative possible a`
l’arithme´tique polynomiale est d’utiliser une repre´sentation logarithmique des e´le´ments au tra-
vers d’une racine primitive de l’extension. Les calculs se rame`nent alors a` des calculs entiers sur
les puissances. Toutefois, cette me´thode ne permet pas de manipuler de grandes extensions car
elle ne´cessite d’importantes ressources me´moire.
Dans cette section nous pre´sentons les diffe´rentes implantations d’extensions de corps finis
disponibles au sein de la bibliothe`ques LinBox. Le but de nos travaux est de re´utiliser le plus effi-
cacement possible les implantations provenant d’autres bibliothe`ques et de les rendre disponibles
au travers de l’arche´type des corps finis.
2.3.1 Givaro
La bibliothe`que Givaro28 propose une implantation d’extension alge´brique base´e sur une re-
pre´sentation logarithmique des e´le´ments au travers des puissances d’un ge´ne´rateur de l’extension.
Comme pour les corps premiers, l’ensemble des e´le´ments inversibles d’une extension alge´brique
de´finit un groupe multiplicatif cyclique. La notion de ge´ne´rateur est ici encore utilise´e pour re-
pre´senter les e´le´ments au travers d’une puissance. A la diffe´rence des corps premier, pour calculer
ce ge´ne´rateur il faut tout d’abord de´finir la structure de l’extension.
L’implantation de´veloppe´e dans la bibliothe`que Givaro, appele´e GFqDom, s’appuie sur la the´o-
rie des polynoˆmes cyclotomiques [21, §8.2, page 200] , [36, §14.10, page 402] pour trouver des
polynoˆmes irre´ductibles. Cette implantation recherche un polynoˆme irre´ductible posse´dant une
racine primitive simple pour de´finir le ge´ne´rateur du corps [25, §3.3], typiquement le monoˆme
x. Graˆce a` ce ge´ne´rateur, la construction des tables de successeurs et de conversions entre les
e´le´ments et les puissances du ge´ne´rateur est tre`s rapide, jusqu’a` 8.5 fois plus rapide que pour un
ge´ne´rateur classique [25, figure 3.4]. L’arithme´tique utilise´e dans cette implantation est similaire
a` celle pre´sente´e dans la section 2.2.2 pour l’implantation GivaroZpz<Log16>. L’utilisation de
tables pour e´viter la gestion des exceptions de calcul dues au ze´ro du corps est ici remplace´e
par des comparaisons car les ressources me´moire ne´cessaires limitent d’autant plus la taille des
extensions possibles. Malgre´ tout, l’implantation GivGfq demande de stocker 4 tables de pk − 1
valeurs pour une extension GF (pk) : 2 tables de conversion (puissance, valeur), une table des
successeurs et une table des pre´de´cesseurs. Par exemple, la de´finition de l’extension GF (315) a`
partir de cette implantation entraˆınerait l’allocation de 230 Mo rien que pour les tables.
De la meˆme manie`re que pour les implantations de corps premiers, l’inte´gration de l’implan-
tation GFqDom dans LinBox est imme´diate. La classe de´finissant le wrapper LinBox pour cette
implantation est la classe GivaroGfq.
28http://www-lmc.imag.fr/Logiciels/givaro/
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2.3.2 NTL
La bibliothe`que NTL29 propose des implantations d’extensions alge´briques base´es sur une
repre´sentation polynomiale et une arithme´tique modulaire. A` l’instar des implantations de corps
premiers pour le modulo, le polynoˆme irre´ductible de´finissant la structure de l’extension est sto-
cke´ dans une variable globale. Ainsi, les ope´rations sur les e´le´ments de l’extension s’effectuent a`
partir d’ope´rations modulaires de´finies par cette variable globale. La bibliothe`que propose trois
implantations d’extensions alge´briques. La premie`re est spe´cifique aux extensions en caracte´ris-
tique 2 et utilise des tableaux de mots machine pour repre´senter les e´le´ments de l’extension.
Les deux autres utilisent des polynoˆmes a` coefficients dans des corps finis a` pre´cision finie
(NTL::zz pE) ou a` pre´cision arbitraire (NTL::ZZ pE). Le sche´ma standard de construction de
ces extensions consiste dans un premier temps a` de´finir le corps de base de l’extension puis
de de´finir le polynoˆme irre´ductible qui de´finit la structure de l’extension. La bibliothe`que NTL
propose pour chaque type de corps fini un module de polynoˆme associe´ qui permet de construire
des polynoˆmes irre´ductibles.
Par exemple, pour de´finir l’extension GF (710) il faut :
– construire le corps premier Z7 :
NTL::zz_p::init(7) ;
– de´finir un polynoˆme irre´ductible de degre´ 10 sur Z7 :
NTL::zz_pX irredPoly = BuildIrred_zz_pX (k) ;
– construire l’extension GF (710) :
NTL::zz_pE::init(irredPoly) ;
La nomenclature des types de donne´es et des fonctions dans la bibliothe`que NTL est stan-
dardise´e. De ce fait, il suffit de remplacer le corps premier a` pre´cision finie zz_p par le corps
fini a` pre´cision arbitraire ZZ_p dans l’exemple pre´ce´dent pour de´finir une extension alge´brique
autorisant des caracte´ristiques supe´rieures au mot machine. Les noms des fonctions doivent eˆtre
ajuste´s en fonction du type de corps de base utilise´. Pour les extensions en caracte´ristique 2, le
principe reste le meˆme avec le corps GF2. Ne´anmoins, la construction de l’extension est un peu
diffe´rente car le corps de base est connu a` l’avance, a` savoir Z2. De ce fait, l’utilisation d’un
polynoˆme irre´ductible creux (trinoˆmes, pentanoˆmes) permet d’ame´liorer la re´duction modulaire.
La fonction BuildSparseIrred_GF2X(long n) permet de ge´ne´rer de tels polynoˆmes. En parti-
culier, pour des degre´s infe´rieurs a` 2048 le polynoˆme est re´cupe´re´ dans une table alors que pour
des degre´s supe´rieurs, le polynoˆme est ge´ne´re´ en re´cupe´rant le premier trinoˆme ou pentanoˆme
irre´ductible a` partir d’une recherche exhaustive.
Comme pour les corps finis (voir §2.2.5), l’inte´gration de ces extensions alge´briques dans
LinBox est effectue´e a` partir du wrapper ge´ne´rique UnparametricField. Ne´anmoins, l’utilisa-
tion directe de ce wrapper ne´cessite que l’utilisateur instancie lui meˆme le polynoˆme irre´ductible
de´finissant l’extension. Afin de proposer, une construction simplifie´e, nous avons de´veloppe´ des
classes spe´cialisant ce wrapper pour les types NTL::zz_pE, NTL::ZZ_pE, NTL::GF2E . Le code sui-
vant illustre la classe utilise´e pour les extensions en caracte´ristique 2.
class NTL_GF2E : public UnparametricField <NTL::GF2E >
{
29http:://www.shoup.net/ntl
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public:
NTL_GF2E (const integer &p, const integer &k) {
if(p != 2)
throw PreconditionFailed(__FUNCTION__ ,__LINE__ ,"modulus must be 2");





La bibliothe`que LiDIA30 propose des implantations de corps finis disponibles au travers
d’une seule et meˆme interface. Le but de cette interface est de faciliter la manipulation des
corps finis a` partir d’un unique type de donne´es, a` savoir galois_field. Plusieurs implanta-
tions de corps finis sont propose´es en fonction de leur structure. On trouve des spe´cialisations
pour les corps premiers, les extensions alge´briques de caracte´ristique quelconque et les exten-
sions en caracte´ristique 2, chacune utilisant sa propre arithme´tique. L’arithme´tique des corps
premiers est implante´e au travers d’une arithme´tique modulaire sur les entiers multipre´cision
de LiDIA (bigint) qui peuvent eˆtre parame´tre´s dans le noyau de la bibliothe`que (voir §1.2.4).
L’arithme´tique des extensions alge´briques est base´e sur une arithme´tique polynomiale modulaire
avec un polynoˆme irre´ductible unitaire. Les coefficients sont de´finis dans un corps fini qui peut
eˆtre lui aussi une extension alge´brique, ce qui permet de pouvoir facilement de´finir des tours
d’extensions. Dans le cas des extensions en caracte´ristique 2, le choix du polynoˆme irre´ductible
se fait a` partir d’une base de polynoˆmes irre´ductibles tre`s creux (trinoˆme, quadrinoˆme, penta-
noˆme) stocke´s dans un fichier. Ce type de construction est utilise´ pour des extensions ayant un
degre´s infe´rieur ou e´gal a` trois mille. La repre´sentation des e´le´ments est base´e sur un tableau
dynamique d’entiers machine non signe´ (unsigned long) permettant de faire les additions et
les soustractions uniquement a` partir de ”ou exclusif” (xor).
La de´finition des corps finis se fait directement au travers de l’interface qui ge`re le choix de
la repre´sentation. Par exemple, on peut de´finir les trois corps finis Z17, GF (210) et GF (77) de
la fac¸on suivante :
LiDIA :: galois_field K1(17 ,1);
LiDIA :: galois_field K2(2 ,10);
LiDIA :: galois_field K3(7,7);
Chacun de ces corps posse`de une repre´sentation interne diffe´rente. Afin de re´cupe´rer les fonctions
correspondantes a` la repre´sentation sous-jacente, l’interface de´finit l’ensemble des fonctions du
corps finis a` partir de pointeurs. Lors de la cre´ation du corps fini, ces pointeurs sont initialise´s sur
les adresses des fonctions correspondantes a` la repre´sentation utilise´e. Le meˆme type d’interface
est utilise´e pour de´finir les e´le´ments au travers d’un type de donne´es, a` savoir gf_element.
Chaque e´le´ment stocke un pointeur sur l’interface des corps finis, ce qui lui permet de re´cupe´rer
les fonctions correspondantes a` son corps fini d’appartenance.
30http://www.informatik.tu-darmstadt.de/TI/LiDIA/
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La repre´sentation des e´le´ments est de´finie dans un premier temps sur pointeur void* ins-
tancie´ uniquement lors du rattachement a` un corps fini particulier. Ainsi, la construction des
e´le´ments gf_element a1(K1) ; gf_element a2(K2) ; gf_element a3(K3) ; permet de de´finir
des e´le´ments sur respectivement Z17, GF (210) et GF (77). Le calcul sur des e´le´ments n’e´tant
rattache´s a` aucun corps entraˆınera la leve´e d’une exception.
L’utilisation de ces interfaces permet de de´finir des codes simples be´ne´ficiant de la meilleure
repre´sentation possible en fonction de la caracte´ristique et de la cardinalite´ du corps fini utilise´.
L’exemple suivant illustre l’utilisation de ces interfaces.
LiDIA :: galois_field K(17 ,3);
LiDIA :: gf_element a(K),b(K),c(K);




Cet exemple calcule le produit de deux e´le´ments dans GF(173). L’appel de la fonction multipli-
cation au travers de l’interface entraˆıne les appels suivants :
– re´cupe´ration de l’adresse de la fonction multiply a` partir du corps fini attache´ aux ope´-
randes
– transtypage de la repre´sentation void* de a, b, c sur la repre´sentation dans K
– appel de la fonction multiply sur le bon type de corps et d’e´le´ments.
L’arithme´tique de corps finis propose´ par LiDIA s’appuie directement sur des ope´rations au
travers des e´le´ments et ne propose pas de domaine de calcul. L’inte´gration de ces implantations
a` la bibliothe`que LinBox consiste a` de´velopper un domaine de calcul autour des ope´rations
propose´es par LiDIA. En particulier, nous avons de´veloppe´ la classe LidiaGfq permettant de
manipuler les corps finis de LiDIA au travers d’un domaine de calcul compatible avec l’arche´type
de LinBox. L’inte´gration des ope´rations arithme´tiques sur les e´le´ments est imme´diate du fait
qu’elles sont acce´de´es directement a` partir des e´le´ments (via un pointeur sur l’interface des
corps finis). Par exemple, la de´finition de la fonction de multiplication de ce wrapper consiste
uniquement a` appeler la fonction multiply de LiDIA.
gf_element &LinBox :: LidiaGfq ::mul(gf_element &x,
const gf_element &y,




De meˆme, la construction du corps fini est faite directement par le constructeur de la classe
galois_field. Nous utilisons la fonction init de´finie par l’arche´type LinBox pour rattacher les
e´le´ments gf_element au type de corps finis instancie´ par le domaine de calcul LidiaGfq.
Bien que l’interface des corps finis propose´e par la bibliothe`que LiDIA soit inte´ressante,
l’utilisation des pointeurs pe´nalise les performances des implantations. L’utilisation directe des
implantations nous permettrait d’obtenir de meilleures performances mais les de´pendances entre
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les implantations et l’interface ne permettent pas une gestion simple des codes. Nous envisageons
ne´anmoins de proposer une version de ces implantations dans LinBox sans utiliser l’interface.
2.3.4 Performances et surcouˆt des wrappers
L’ensemble des implantations d’extensions alge´briques disponibles dans la bibliothe`que Lin-
Box proviennent de bibliothe`ques externes. Comme pour les corps premiers, nous nous inte´res-
sons dans un premier temps a` e´valuer le surcouˆt des wrappers utilise´s pour inte´grer ces codes au
sein d’un mode`le de donne´es compatible avec l’arche´type. Afin de calculer le surcouˆt des wrap-
pers en fonction des implantations sous-jacentes, nous effectuons des tests similaires a` ceux de
la section 2.2.6. Plus pre´cise´ment, nous comparons les performances des implantations utilise´es
directement et utilise´es a` partir des wrappers. Pour cela, nous utilisons ici 10000 ite´rations de
produits scalaire d’ordre 1000 et nous calculons le rang d’une matrice d’ordre 500 a` partir d’une
e´limination de Gauss.
Les tables 2.10 et 2.11 illustrent les re´sultats de ces tests. Ici encore, on remarque que les
wrappers ne pe´nalisent pas ou tre`s peu les performances des implantations des bibliothe`ques
d’origine. On observe que les diffe´rents surcouˆts oscillent entre −8% et 13%. Comme pour les
corps finis, les me´thode d’inlining des compilateurs permettent d’absorber les diffe´rents appels
de fonction effectue´es par les wrappers. On retrouve ne´anmoins les effets de bord qui font que
les wrappers autorisent parfois de meilleurs temps de calcul que l’implantation initiale. Nous ne
savons de´duire aucune interpre´tation de ces effets de bord, certainement duˆs au compilateur et
au chargement des codes dans les caches instructions.
Produit scalaire E´limination de Gauss
direct wrapper surcouˆt direct wrapper surcouˆt
GivaroGfq, GF(37) 0.46s 0.52s 13% 2.20s 2.28s 3%
LiDIAGfq, GF(37) 319.97s 323.52s 1% 1445.18s 1523.92s 5%
NTL zz pE, GF(37) 77.97s 80.3s −5% 41.30s 40.89s −1%
NTL ZZ pE, GF(37) 287.68s 288.19s 0% 92.55s 87.57s −6%
NTL GF2E, GF(2512) 133.80s 134.18s 0% 17.02s 17.61s 3%
Tab. 2.10 – Surcouˆt des wrappers des extensions alge´briques (P3-1Ghz).
Produit scalaire E´limination de Gauss
direct wrapper surcouˆt direct wrapper surcouˆt
GivaroGfq, GF(37) 0.51s 0.51s −1% 1.51s 1.39s −8%
LiDIAGfq, GF(37) 505.40s 490.25s −3% 2455.33s 2659.99s 8%
NTL zz pE, GF(37) 101.61s 100.41s −2% 63.78s 63.14s −2%
NTL ZZ pE, GF(37) 471.78s 475.56s 1% 157.95s 157.36s −1%
NTL GF2E, GF(2512) 87.75s 88.81s 1% 27.75s 27.63s −1%
Tab. 2.11 – Surcouˆt des wrappers des extensions alge´briques (IA64-733Mhz).
Nous nous inte´ressons maintenant a` e´valuer les performances intrinse`ques des implantations
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d’extensions alge´briques propose´es par les diffe´rentes bibliothe`ques que nous utilisons. Dans
un premier temps, nous comparons les extensions en caracte´ristiques 2. En particulier, nous
utilisons l’extension GF(2512). Cela concerne plus pre´cise´ment les implantations a` partir des
wrappers NTL_GF2E et LiDIAGfq. Les tables 2.12 et 2.13 illustrent les performances obtenues
pour chacune des ope´rations arithme´tiques de base ainsi que pour l’ope´ration axpy. Pour e´valuer
correctement les diffe´rents couˆts atomiques de ces ope´rations, nous effectuons 1000 fois le calcul
de ces ope´rations sur un vecteur de donne´es d’ordre 1000.
On remarque tout d’abord que les performances pour l’addition et la soustraction sont tou-
jours meilleures pour l’implantation LiDIAGfq. Cela s’explique par le fait que l’implantation
de´veloppe´e dans la bibliothe`que LiDIA pour ces extensions utilise une repre´sentation des e´le´-
ments en taille fixe, c’est-a`-dire que chaque e´le´ment de l’extension est conside´re´ comme un
polynoˆme de degre´s 512. Par contre, la bibliothe`que NTL propose une implantation pour ces
extensions qui utilise une repre´sentation adaptative, au sens que les e´le´ments de l’extension sont
repre´sente´s par des polynoˆmes a` taille variable. Ce qui signifie que les e´le´ments n’ont pas tous la
meˆme taille. De ce fait, il faut ge´rer cela dans les ope´rations, en comparant les e´le´ments durant
l’ope´ration et en re´duisant le re´sultat a` partir du monoˆme non nul de plus haut degre´. Toute
cette gestion des e´le´ments entraˆıne un surcouˆt non ne´gligeable par rapport a` l’implantation Li-
DIAGfq qui effectue les ope´rations sur tous les coefficients, meˆme ceux non significatifs. Cette
me´thode est particulie`rement plus efficace du fait que les ope´rations utilise´es sont simplement
des ”ou exclusif” binaires.
En revanche, pour les ope´rations de multiplication et de division qui ne sont pas line´aires
et de surcroˆıt plus complexes, l’utilisation d’une repre´sentation fixe ne permet pas d’obtenir les
meilleures performances. En effet, plus les e´le´ments sont petit moins les ope´rations sont couˆteuses.
L’approche utilise´e par la bibliothe`que NTL pour une gestion d’e´le´ments a` taille variable prend
donc tout son inte´reˆt. Par ailleurs, on peut voir que l’implantation NTL_GF2E reste de loin la
plus performante pour l’ope´ration axpy qui combine une addition et une multiplication.
Addition Soustraction Multiplication Division AXPY
NTL GF2E 813 862 25 2 25
LiDIAGfq 1439 1527 17 1 16
Tab. 2.12 – Performance (en Kops) pour l’extension alge´brique GF(2512) (P3-1Ghz).
Addition Soustraction Multiplication Division AXPY
NTL GF2E 2991 2973 56 4 56
LiDIAGfq 8269 9530 19 2 18
Tab. 2.13 – Performance (en Kops) pour l’extension alge´brique GF(2512) (Xeon-2.66Ghz).
Nous e´valuons maintenant les performances des extensions en caracte´ristique quelconque.
Nous ne comparons pas l’implantation GivaroGfq d’une part parce qu’elle ne permet pas d’ob-
tenir des extensions de grande taille et d’autre part parce que les performances obtenues pour
de petites extensions sont largement supe´rieures a` celle obtenues a` partir d’arithme´tique poly-
nomiale comme l’attestent les tables 2.10 et 2.11.
Les tables 2.14 et 2.15 illustrent les performances obtenues pour les ope´rations arithme´tiques
de base et l’ope´ration axpy pour l’extension de corps fini GF(17100).
On remarque d’apre`s ces tables que l’implantation NTL_zz_pE est toujours la plus perfor-
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mante alors que les deux autres restent bien en dec¸a`. Cela s’explique essentiellement par le
fait que l’implantation NTL_zz_pE utilise un repre´sentation des e´le´ments de l’extension a` partir
de polynoˆme a` coefficients sur des entiers machine alors que les deux autres utilisent des coeffi-
cients a` base d’entiers multipre´cisions ; ce qui signifie que les ope´rations de base de l’arithme´tique
polynomiale sont d’emble´e plus couˆteuses, et donc les performances sont moins bonnes.
Addition Soustraction Multiplication Division AXPY
LiDIAGfq 43Kops 50Kops 648ops 60ops 581ops
NTL zz pE 153Kops 181Kops 968ops 249ops 960ops
NTL ZZ pE 24Kops 26ops 549ops 78ops 615ops
Tab. 2.14 – Performance pour l’extension alge´brique GF(17100) (P3-1Ghz).
Addition Soustraction Multiplication Division AXPY
LiDIAGfq 169Kops 215Kops 1038ops 114ops 922ops
NTL zz pE 488Kops 526Kops 1422ops 386ops 1420ops
NTL ZZ pE 65Kops 71Kops 882ops 141ops 873ops
Tab. 2.15 – Performance pour l’extension alge´brique GF(17100) (Xeon-2.66Ghz).
2.4 Conclusion
En conclusion de ce chapitre, nous avons montre´ que l’utilisation de me´canismes d’abstrac-
tions pour l’arithme´tique des corps finis a` partir d’un arche´type de donne´es permet le de´veloppe-
ment de codes robustes, graˆce a` l’utilisation de codes compile´s, et facilite l’inte´gration de codes
provenant de bibliothe`ques externes, notamment graˆce a` l’utilisation de wrappers.
Les diffe´rents surcouˆts apporte´s par l’utilisation de ces me´canismes permettent de conserver
les performances intrinse`ques des implantations sous-jacentes. En particulier, l’utilisation de ce
type de me´canisme doit permettre de comparer a` priori, sans avoir a` effectuer un nouveau de´-
veloppement, si les implantations d’arithme´tiques sont satisfaisantes pour un proble`me donne´e.
De plus, nous avons pu mettre en avant les diffe´rences des implantations de corps fini de´ja` exis-
tantes. Ce qui nous a permis de proposer un choix d’arithme´tique de corps finis efficace pour la
bibliothe`que LinBox.
Lorsque les ope´rations sont regroupe´es dans des calculs sur des blocs de donne´es l’utilisation
des ope´rations atomiques du corps fini ne permet pas d’obtenir les meilleures performances. En
effet, l’utilisation d’ope´rations par blocs spe´cifiques permet une meilleure gestion des re´ductions
dans le corps. En particulier, l’ope´ration de multiplication de matrices peut eˆtre effectuer d’abord
de fac¸on exacte sur les entiers puis eˆtre suivie d’une re´duction dans le corps fini. Graˆce a` cela,
on arrive a` diminuer le nombre de re´ductions dans le corps ce qui permet d’accroˆıtre conside´-
rablement les performances. Dans le chapitre suivant nous nous inte´ressons a` utiliser de telles
ope´rations pour ame´liorer les performances des algorithmes d’alge`bre line´aire dense sur un corps
fini. En particulier, nous nous inte´ressons a` la re´utilisation des routines nume´riques blas pour
obtenir des implantations portables et tre`s performantes.
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En calcul nume´rique, les bibliothe`ques blas (§1.2.5) permettent d’obtenir les meilleures per-
formances pour multiplier deux matrices a` coefficients flottants. Ces performances sont obtenues
graˆce a` une programmation bas niveau qui permet une meilleure hie´rarchisation me´moire des
donne´es durant le calcul. La re´utilisation des blas dans des bibliothe`ques d’alge`bre line´aire
nume´rique comme lapack permet d’offrir une puissance de calcul exceptionnelle pour les algo-
rithmes classiques de l’alge`bre line´aire (de´terminant, syste`mes line´aires).
L’existence d’outils de calcul exact similaires sur les nombres entiers s’ave`re eˆtre aujourd’hui
ne´cessaire pour re´soudre des proble`mes provenant d’applications concre`tes. Cependant, il n’existe
aucun e´quivalent aux blas pour le calcul exact sur des entiers. L’utilisation des blas pour le
calcul exact est alors une alternative possible. En particulier, le projet fflas [28] a montre´ que
cette approche pour la multiplication de matrices dans un corps fini permettait d’atteindre des
performances tre`s proches de celles obtenues par les blas. Ce projet a aussi mis en avant le
fait que l’utilisation d’algorithmes rapides pour la multiplication de matrices comme celui de
Strassen [79] (variante de Winograd [36, algorithme 12.1,page 328]) permettait d’obtenir sur les
corps finis une ame´lioration du temps de calcul de 19% par rapport a` l’algorithme classique pour
des matrices d’ordre 3000 [66].
Les re´sultats obtenus par le projet fflas sont d’un grand inte´reˆt pour le de´veloppement
d’outils de calcul tre`s performants en alge`bre line´aire exacte sur les corps finis. En effet, dans
un mode`le alge´brique l’ensemble des proble`mes d’alge`bre line´aire se re´duisent au produit de
matrices [9, chap. 16] et ces re´ductions sont effectives a` partir d’algorithmes. L’utilisation de ces
algorithmes permet d’obtenir les meilleurs couˆts the´oriques actuels pour les proble`mes classiques
d’alge`bre line´aire dense sur un corps fini. C’est le cas par exemple pour le calcul du de´terminant,
le calcul du rang, le calcul de l’inverse, la re´solution de syste`mes line´aires, le calcul d’une base
du noyau, le calcul du polynoˆme minimal et du polynoˆme caracte´ristique. Ces algorithmes sont
aussi tre`s importants car ils interviennent pour re´soudre certains proble`mes sur les entiers,
notamment pour la re´solution de syste`mes line´aires diophantiens [61] ou certains proble`mes en
alge`bre line´aire polynomiale comme le calcul d’approximants matriciels minimaux [40].
Le de´veloppement de routines d’alge`bre line´aire base´es sur la multiplication de matrices du
projet fflas et sur les routines nume´riques blas devrait donc permettre de proposer des im-
plantations tre`s efficaces de ces algorithmes et ainsi fournir une boˆıte a` outils performante pour
l’implantation algorithmes de plus haut niveau. Nous nous inte´ressons dans ce chapitre a` de´ve-
lopper de telles routines.
La plupart des algorithmes se re´duisant au produit de matrices sont base´s sur une simplifica-
tion du proble`me par une triangularisation de matrices. Le calcul de cette triangularisation est
alors effectue´ a` partir d’une e´limination de Gauss par blocs, ou` les e´tapes d’e´limination consistent
en des re´solutions de syste`mes line´aires triangulaires matriciels.
Nous proposons dans la premie`re partie de ce chapitre (§3.1) de de´velopper des implanta-
tions pour ces re´solutions de syste`me qui be´ne´ficient au maximum des performances des routines
nume´riques blas. En particulier, nous verrons que l’utilisation de re´solutions nume´riques n’est
possible que pour des matrices ayant de faibles dimensions. L’utilisation d’un algorithme re´cur-
sif par blocs nous permettra alors de profiter du produit de matrices fflas pour diminuer la
dimension des matrices et ainsi permettre l’utilisation des re´solutions nume´riques. Pour cela,
nous de´finirons une notion de seuil permettant de changer la re´solution utilise´e (re´cursive ou
nume´rique). Cependant, l’utilisation des routines nume´riques entraˆıne des conversions de don-
ne´es qui peuvent affecter les performances globales de l’implantation. Nous montrons alors que
dans certains cas l’utilisation d’un algorithme de re´solution ”adhoc” et de produits scalaires
avec une re´duction modulaire retarde´e permet d’obtenir de meilleures performances qu’avec des
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re´solutions nume´riques.
Dans la deuxie`me partie de ce chapitre (§3.2), nous nous inte´ressons au calcul des triangu-
larisations de matrices aussi bien dans le cas singulier que non singulier. En particulier, nous
montrons que la gestion des calculs et de la me´moire est un facteur important pour obtenir
les meilleures performances possibles. Pour cela, nous nous appuierons sur les algorithmes de
factorisation LSP/LQUP [46] et nous utiliserons les implantations de re´solution de syste`mes
triangulaires matriciels pre´sente´es dans la premie`re partie de ce chapitre ainsi que le produit
matriciel des fflas.
En utilisant notre implantation pour la triangularisation de matrices nous nous inte´ressons
a` de´finir des implantations pour calculer le rang, le de´terminant, l’inverse et une base du noyau
(§3.3). Nous montrons l’efficacite´ de ces implantations en les rapprochant de celles obtenues pour
le produit de matrices fflas. En particulier, nous verrons que les ratios obtenus en pratique sont
tre`s proches de ceux the´oriques en nous basant sur les constantes des couˆts algorithmiques. Sur
un plan plus the´orique, nous nous inte´ressons au cas particulier du calcul d’une base du noyau
et nous proposerons un nouvel algorithme permettant de diminuer de 16 le nombre d’ope´rations
arithme´tiques ne´cessaires avec un produit de matrice classique.
Les travaux pre´sente´s dans ce chapitre ont e´te´ mene´s en collaboration avec J.-G. Dumas et
C. Pernet et ont permis d’aboutir au de´veloppement du paquetage ffpack31 [29]. Ce paquetage
implante de fac¸on ge´ne´rique le calcul du de´terminant, du rang, de l’inverse, du noyau, des
polynoˆmes minimal et caracte´ristique pour tout les types de corps premiers compatibles avec le
mode`le de base de la bibliothe`que LinBox (voir §2.1.1) en utilisant au maximum le produit de
matrices fflas et les routines nume´riques blas.
Les paquetages fflas-ffpack ont e´te´ de´veloppe´s en C++ pour be´ne´ficier de la ge´ne´ricite´ des
parame`tres templates. Ne´anmoins, ils s’appuient sur une repre´sentation bas niveau des matrices
et des vecteurs en utilisant des tableaux de donne´es pour une compatibilite´ maximale avec les
blas. Afin de re´utiliser plus facilement toutes ces routines, nous proposons de les inte´grer dans
des domaines de calculs simplifie´s, en particulier au sein de calculs interpre´te´s avec le logiciel
Maple et au sein d’une mode´lisation objet avec la bibliothe`que LinBox. La dernie`re partie de
ce chapitre (§3.4) concerne donc ces inte´grations. Plus pre´cise´ment, nous pre´sentons en de´tail les
implantations disponibles dans les paquetages fflas-ffpack et nous montrons comment nous
avons permis leurs utilisations dans des interfaces de plus haut niveau avec Maple et LinBox.
3.1 Syste`mes line´aires triangulaires
Dans cette section, nous nous inte´ressons a` la re´solution de syste`mes line´aires triangulaires
ou` le second membre est une matrice. Cela correspond, plus pre´cise´ment, a` la re´solution simul-
tane´e de plusieurs syste`mes line´aires issus d’une meˆme matrice. Soient A ∈ Zm×mp une matrice
triangulaire inversible et B ∈ Zm×np , on cherche alors a` calculer la matrice X ∈ Zm×np telle que
AX = B. Nous conside´rons sans perte de ge´ne´ralite´ que m ≤ n. Ce proble`me est classique en
alge`bre line´aire car c’est l’une des ope´rations de base de l’e´limination de Gauss par blocs [79].
L’utilisation d’un algorithme de type ”diviser pour re´gner” pour re´soudre ces syste`mes permet
de ramener la complexite´ de ce proble`me a` celui du produit de matrices de Zn×np .
Notre objectif consiste a` fournir une implantation pour ces re´solutions qui s’appuie sur le
produit de matrices. Nous pre´sentons dans un premier temps l’algorithme de re´solution re´cursif
base´ sur la multiplication de matrices et nous pre´cisons son couˆt arithme´tique en fonction du
31http ://www-lmc.imag.fr/lmc-mosaic/Jean-Guillaume.Dumas/FFLAS/
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produit de matrices. Nous conside´rons que le couˆt arithme´tique de la multiplication de matrices
d’ordre n sur Zp est de O(nω) ope´rations arithme´tiques, avec ω = 3 pour l’algorithme classique
et ω = log 7 pour l’algorithme de Strassen [79], ou` log repre´sente le logarithme en base 2.
La plus petite valeur connue pour w est de ≈ 2.37 en utilisant le re´sultat de Coppersmith-
Winograd [18]. Nous de´finissons le couˆt des multiplications de matrices rectangulaires m × k
par k× n a` partir de la fonction R(m, k, n). Cette dernie`re est borne´e d’apre`s [45, e´quation 2.5]
par R(m, k, n) ≤ Cωmin(m, k, n)ω−2max(mk,mn, kn) ; ou` Cω repre´sente la constante devant le
terme dominant du couˆt de la multiplication de matrices carre´es (i.e. Cω = 2 pour l’algorithme
classique).
En utilisant le paquetage fflas pour le produit de matrices, l’implantation de l’algorithme de
re´solution re´cursif est direct et permet d’obtenir de tre`s bonnes performances. Ne´anmoins, nous
nous inte´resserons a` ame´liorer cette implantation en introduisant soit des re´solutions nume´riques
(§3.1.2) soit des produits matrice-vecteur avec une re´duction modulaire retarde´e (§3.1.3) Enfin,
dans la dernie`re partie (§3.1.4), nous illustrerons ces diffe´rentes ame´liorations a` partir d’expe´ri-
mentations utilisant les corps premiers GivaroZpz<Std32> et Modular<double> pre´sente´s dans
le chapitre 2 (§2.2.2 et §2.2.1).
3.1.1 Algorithme re´cursif par blocs
Nous conside´rons ici sans perte de ge´ne´ralite´ le cas de matrices triangulaires supe´rieures avec
une re´solution de syste`mes a` gauche. En effet, l’algorithme s’e´tend facilement aux diffe´rentes
combinaisons de re´solutions (triangulaire supe´rieure/infe´rieure, re´solution a` droite/a` gauche).
Soit U une matrice triangulaire supe´rieure, L une matrice triangulaire infe´rieure et B une matrice
rectangulaire ; nous de´finissons les fonctions de re´solution en X suivantes :
ULeft-Trsm → UX = B
URight-Trsm → XU = B
LLeft-Trsm → LX = B
LRight-Trsm → XL = B
L’acronyme trsm s’inspire des noms des routines blas pour ce type de re´solutions et signifie
TRiangular System with Matrix. Nous utilisons les lettres U,L pour spe´cifier si la matrice du
syste`me est triangulaire supe´rieure ou infe´rieure et nous utilisons Left et Right pour pre´ciser
le coˆte´ de la re´solution.
Algorithme ULeft-Trsm(A,B)
Entre´es : A = [aij ] ∈ Zm×mp , B ∈ Zm×np
Sortie : X ∈ Zm×np tel que AX = B
Sche´ma
si m = 1 alors
X := a−111 ×B
sinon (de´couper A en blocs de dimension bm2 c et dm2 e)














X2 := ULeft-Trsm(A3, B2) ;
B1 := B1 −A2X2 ;
X1 := ULeft-Trsm(A1, B1) ;
retourner X ;
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Lemme 3.1.1. L’algorithme ULeft-Trsm est correct et son couˆt est borne´ par Cω
2(2ω−2−1)nm
ω−1
ope´rations arithme´tiques dans le corps premier Zp pour m ≤ n et ω > 2.
Preuve. La preuve de cet algorithme se fait par induction sur les lignes du syste`me. Pour









A1X1 +A2X2 = B1
Le couˆt arithme´tique de cet algorithme est donne´ par une expression re´cursive. Soient C(m,n)
le couˆt de l’algorithme ULeft-Trsm ou` m est la dimension de la matrice U et n le nombre de












































En conside´rant ω > 2, on obtient la borne de O(nmω−1) ope´rations sur Zp.
En utilisant la routine de multiplication-addition de matrices Fgemm propose´e par le paque-
tage fflas, l’implantation de cet algorithme est directe et satisfaisante. En particulier, cette
implantation permet d’atteindre 2184 millions d’ope´rations sur un corps fini par seconde pour
la re´solution d’un syste`me d’ordre 5000 sur Z32749 avec un Pentium 4, 2.4 Ghz (voir table 3.1).
Ne´anmoins, nous allons voir dans les deux parties suivantes que l’on peut encore ame´liorer ces
performances.
3.1.2 Utilisation de la routine ”dtrsm” des blas
L’utilisation des routines nume´riques blas a permis de re´duire conside´rablement les temps
de calcul pour la multiplication de matrices sur les corps finis [28, 66]. L’ide´e consiste a` convertir
les matrices dans un format flottant double pre´cision, calculer la multiplication avec les blas et
convertir le re´sultat dans la repre´sentation des e´le´ments du corps fini. Cette me´thode est possible
du fait que la valeur maximale des donne´es intervenant dans le calcul est line´aire en fonction de
la dimension des matrices. Pour des matrices d’ordre n sur Zp et des nombres flottants double
pre´cision, l’utilisation des blas est possible si l’e´quation suivante est satisfaite [28] :
n(p− 1)2 < 253.
Notre ide´e consiste a` utiliser la meˆme approche pour la re´solution de syste`mes line´aires
triangulaires matriciels. Cependant, l’utilisation directe des re´solutions nume´riques est moins
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e´vidente. Premie`rement, la valeur maximale des donne´es durant le calcul est exponentielle en la
dimension du syste`me. Deuxie`mement, la solution du syste`me est une solution rationnelle.
Du fait de la taille des valeurs calcule´es, l’utilisation directe des blas est ici impossible.
Par exemple, le re´sultat entier d’un syste`me d’ordre 100 a` coefficients entiers infe´rieurs a` 1009
posse`de de l’ordre de 1000 bits. Afin de pouvoir utiliser les routines de re´solution des blas,
nous utilisons la re´cursivite´ de l’algorithme ULeft-Trsm pour faire diminuer la dimension des
syste`mes jusqu’a` ce qu’ils soient suffisamment petits pour eˆtre re´solus nume´riquement. Pour ge´rer
les solutions rationnelles, nous de´composons le syste`me de telle sorte que la solution rationnelle
est un de´nominateur e´gal a` 1. Ainsi, cela nous permet d’e´viter d’avoir une approximation du
re´sultat.
Nous e´tudions dans un premier temps une borne sur la croissance des coefficients des re´-
sultats entiers nous permettant d’utiliser au maximum les routines de re´solution nume´rique des
blas (i.e. dtrsm en double pre´cision et strsm en simple pre´cision) a` la place des derniers niveaux
re´cursifs de l’algorithme ULeft-Trsm.
3.1.2.a Croissance des coefficients
La k-ie`me composante de la solution d’un syste`me triangulaire d’ordre n e´tant une combi-
naison line´aire des n− k composantes suivantes, on peut donc majorer la valeur maximale de la
solution en fonction de la dimension du syste`me et de la taille des entre´es initiales. Il suffit donc
de trouver la largeur maximale de blocs pour laquelle l’appel de la fonction dtrsm retournera
un re´sultat exact. Ainsi en utilisant l’algorithme re´cursif par blocs et en remplac¸ant les derniers
niveaux d’appel re´cursif par des appels a` la fonction dtrsm on be´ne´ficie au maximum des per-
formances des blas. Dans la suite, nous de´finissons pour une matrice M = [mij ] ∈ Zm×n ou
un vecteur v = [vi] ∈ Zn, les fonctions de magnitude |M | et |v| telles que |M | = maxij(|mij |)
et |v| = maxi(|vi|). Nous de´finissons aussi la notion de matrice triangulaire unitaire pour parler
des matrices triangulaires posse´dant uniquement des ”1” sur la diagonale.
Lemme 3.1.2. Soient U ∈ Zn×n une matrice triangulaire unitaire et b ∈ Zn tels que |T |, |b| < p
et p > 1. Soit x = [x1, . . . , xn]T ∈ Zn la solution entie`re du syste`me Tx = b. Alors pour tout
k ∈ {0, . . . , n− 1},
(p− 2)k − pk ≤ 2xn−kp−1 ≤ pk + (p− 2)k si k est pair
−pk − (p− 2)k ≤ 2xn−kp−1 ≤ pk − (p− 2)k si k est impair
La preuve de ce the´ore`me se fait a` partir d’une induction sur les de´pendances des xi, en
s’appuyant sur la relation xk = bk −
∑n
i=k+1 Tkixi. La preuve comple`te de ce the´ore`me est
propose´e en annexe de [30].
The´ore`me 3.1.3. La borne |x| ≤ p−12 (pn−1 − (p− 2)n−1) est la meilleure possible.












pk + (p− 2)k
)
.
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Pour tout k, uk ≤ vk ≤ vn−1. D’apre`s le the´ore`me 3.1.2, on peut borner les valeurs absolues des
xk par
pour tout k, |xk| ≤ vn−1 = p− 12
(
pn−1 + (p− 2)n−1) .
Conside´rons le syste`me Tx = b suivant
T =

. . . . . . . . . . . . . . .
1 p− 1 0 p− 1
1 p− 1 0
1 p− 1
1








La solution de ce syste`me est [vn, vn−1, . . . , v1]T et la borne est donc atteinte ici.
A` partir de cette borne, on peut donc de´terminer la taille maximale des syste`mes pouvant
eˆtre re´solus a` partir des routines blas. Pour un syste`me de n e´quations et un corps de cardinalite´




pn−1 + (p− 2)n−1) < 2s (3.1)
Ici, s repre´sente la pre´cision autorise´e par les nombres flottants pour repre´senter des entiers. Par
exemple, les nombres flottants double pre´cision permettent une pre´cision de 53 bits (voir §2.2.5),
ce qui donne au plus des matrices 55 × 55 pour p = 2 et 4 × 4 pour p = 9739. Bien que cette
borne limite l’utilisation des blas, nous verrons dans la section 3.1.4 que cette technique permet
d’acce´le´rer le temps de calcul par rapport a` la version purement re´cursive.
Ne´anmoins, on peut pratiquement doubler la borne de´finie par l’e´quation (3.1) en utilisant
une repre´sentation centre´e des e´le´ments du corps finis (i.e. −p−12 ≤ x ≤ p−12 ). Ainsi, on obtient








et on peut atteindre par exemple des matrices 93× 93 pour p = 2.
3.1.2.b Gestion des divisions
Nous nous inte´ressons maintenant a` e´liminer les calculs approche´es que peut entraˆıner la
re´solution nume´rique. En particulier, cette approximation provient du fait que la solution exacte
du syste`me est un nombre rationnel ou` le de´nominateur est e´gal au de´terminant de la matrice
(re`gles de Cramer [36, the´ore`me 25.6, page 706]). Le de´terminant d’une matrice triangulaire
e´tant e´gal au produit des e´le´ments diagonaux, les divisions n’apparaisent que dans le dernier
niveau re´cursif de l’algorithme ULeft-Trsm(i.e. A−111 × B). On ne peut pre´dire si le re´sultat de
ces divisions sera exacte ou non, cela de´pend totalement du second membre B. Toutefois, si le
syste`me provient d’une matrice triangulaire unitaire alors ces divisions sont exactes (division
par 1). L’ide´e est donc de transformer le syste`me initial en un syste`me unitaire de telle sorte
que chaque appel re´cursif dans l’algorithme ULeft-Trsm soit unitaire. Soit le syste`me AX = B,
si DA = U , ou` D est une matrice diagonale et U est une matrice triangulaire unitaire. Alors,
la re´solution du syste`me UY = DB assure qu’aucune division n’est effectue´e, et la solution du
syste`me inital est e´gale a` Y . Pour de´terminer un tel syste`me, il faut donc calculer la matrice
D qui correspond a` l’inverse de la diagonale de A dans le corps fini et multiplier B par D. Le
nombre d’ope´rations ne´cessaires pour re´aliser cela est de :
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• m inversions dans Zp pour calculer D.
• (m− 1)m2 +mn multiplications dans Zp pour calculer normaliser U et X.
Cependant, l’e´limination des divisions n’est ne´cessaire que pour les re´solutions a` partir de
la routine nume´rique dtrsm. On peut donc retarder l’utilisation des syste`mes unitaires tant que
l’on ne re´sout pas le syste`me de fac¸on nume´rique. Soit β la taille maximale des syste`mes pouvant
eˆtre re´solus nume´riquement. Afin d’e´valuer le couˆt relatif du calcul des syste`mes unitaires, nous
conside´rons que la dimension des matrices triangulaires est de l’ordre de m = 2iβ, ou` i le
nombre d’appels re´cursifs dans l’algorithme ULeft-Trsm. Dans ce cas pre´cis, il y a 2i utilisations
de syste`mes unitaires de dimension β. Le couˆt total pour utiliser ces syste`mes unitaires est donc
de :
• m inversions dans Zp.
• (β − 1)m2 +mn multiplications dans Zp.





m2 multiplications dans Zp par
rapport au passage a` un syste`me unitaire de`s le de´but. En utilisant un seul niveau re´cursif, on
e´conomise 14m
2 multiplications alors que le gain maximum est de 12(m
2 − m) multiplications
pour logm niveaux re´cursifs.
3.1.3 Utilisation de re´ductions modulaires retarde´es
Nous nous inte´ressons maintenant a` une autre alternative que l’utilisation de la routines de
re´solution nume´rique dtrsm pour remplacer les derniers niveaux re´cursifs de l’algorithme ULeft-
Trsm. L’ide´e est d’utiliser l’algorithme de re´solution de syste`me line´aire ”adhoc” par produits
matrice-vecteur et d’incorporer une re´duction modulaire retarde´e. Pour une matrice M , nous
de´finissons les notations suivantes :
– Mi,∗ et M∗,i correspondent a` la i-e`me ligne (resp. colonne) de M
– Mi,[j,k] etM[j,k],i correspondent aux composantes {j, . . . , k} de la i-e`me ligne (resp. colonne)
de M
– M∗,[j,k] et M[j,k],∗ correspondent a` la sous-matrice compose´e des lignes (resp. colonnes)
{j, . . . , k} de M
L’algorithme de re´solution ”adhoc” se de´finit a` partir de la relation suivante :
Soient A = [aij ] ∈ Zm×mp et B,X ∈ Zm×np tels que AX = B ; on a la relation suivante :
pour tout i = {1, . . . ,m}, Xi,∗ = 1
aii
(Bi,∗ −Ai,[i+1,m]X[i+1,m],∗) (3.3)
L’algorithme ”adhoc” calcule chacune des lignes de la solution l’une apre`s l’autre en utilisant
un produit matrice-vecteur sur les lignes de la solution deja` calcule´es.
Algorithme adhoc-ULeft-Trsm(A,B)
Entre´es : A = [aij ] ∈ Zm×mp , B ∈ Zm×np
Sortie : X ∈ Zm×np tel que AX = B
Sche´ma
xm := a−1mmBm,∗
pour i de m− 1 a` 1 faire
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Si l’on effectue les produits matrice-vecteur avec une re´duction modulaire retarde´e (une
seule re´duction apre`s le calcul entier) alors l’algorithme adhoc-ULeft-Trsm peut eˆtre utilise´ si
le syste`me ve´rifie l’e´quation suivante :
t(p− 1)2 < 2s (3.4)
ou` t de´finit la dimension du syste`mes et s repre´sente la pre´cision des calculs entiers.
Bien que la complexite´ de cet algorithme soit cubique en la taille des entre´es, cela n’a pas
d’incidence sur les performances en pratique, du fait que l’utilisation d’algorithmes de multi-
plication de matrices rapides n’est pas inte´ressante pour de petites matrices [28, §3.3.2]. Un
parame`tre important pour implanter cette me´thode est de de´finir a` partir de quelle dimension
les syste`mes doivent eˆtre re´solus par l’algorithme adhoc-ULeft-Trsm. L’ide´e est de tirer parti
des performances intrinse`ques des processeurs pour les ope´rations d’addition et de multiplica-
tion lorsque toutes les donne´es tiennent dans les caches. Le choix de ce seuil est donc fortement
relie´ a` la taille de la me´moire cache disponible. Si l’on effectue le produit matrice-vecteur a`
partir de produits scalaires, alors on peut espe´rer obtenir des performances quasi optimales pour
certains processeurs [26]. La figure 3.1 tire´e de [29] montre que pour des nombres premiers p
suffisamment petits le produit scalaire d’ordre 512 par re´duction moudlaire retarde´e s’ave`rent























Fig. 3.1 – Produit scalaire avec re´duction modulaire paresseuse (P3-933Mhz)
3.1.4 Comparaison des implantations
Nous nous inte´ressons maintenant a` comparer les diffe´rentes variantes pour l’implantation
de la re´solution de syste`mes line´aires triangulaires. L’algorithme ULeft-Trsm e´tant uniquement
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base´ sur l’utilisation du produit de matrices, cela nous permet de tirer parti des performances
des routines de´veloppe´es par le projet fflas [28]. Nous comparons ici les diffe´rentes implan-
tations que nous venons de pre´senter. Nous de´signons ”pure rec” l’implantation de l’algorithme
ULeft-Trsm uniquement a` partir de produit de matrices fflas . Ensuite nous de´signons respec-
tivement ”blas ” et ”delayed” les deux variantes de l’algorithme ULeft-Trsm en remplac¸ant les
derniers niveaux re´cursifs soit par des appels a` la routines dtrsm des blas soit par l’algorithme
adhoc-ULeft-Trsm. Afin de comparer plusieurs seuils pour l’utilisation de l’algorithme adhoc-
ULeft-Trsm, nous notons celui-ci par ”delayedt” ou` t ve´rifie l’e´quation (3.4) et spe´cifie le seuil
d’utilisation de l’agorithme adhoc-ULeft-Trsm. Nous comparons nos implantations en utilisant
deux corps premiers pre´sente´s dans la section 2.2 (i.e. Modular<double>, Givaro-Zpz<Std32>).
Nous utilisons une version des blas optimise´e au travers du logiciel ATLAS32[90] version 3.4.2.
Nous testons ici des syste`mes triangulaires denses carre´s d’ordre n et nous exprimons les per-
formances de nos routines en millions d’ope´rations arithme´tiques sur un corps finis par seconde
(Mops).
D’apre`s la table 3.1, on peut voir que la version totalement re´cursive est toujours la moins
performante. Cela s’explique par le fait que cette implantation effectue beaucoup plus de re´duc-
tion modulaire que les deux autres car elle utilise des multiplications de matrices sur un corps
fini jusqu’au dernier niveau re´cursif.
Les meilleures performances sont obtenues pour l’implantation utilisant la re´solution nume´-
rique ”blas ” et le type de corps finis Modular<double>. En effet, cette repre´sentation de corps
finis permet d’e´viter toutes les conversions entre les repre´sentations flottantes et les e´le´ments du
corps. De plus, elle be´ne´ficie des tre`s bonnes performances de la re´solution nume´rique des blas.
Les routines blas sont ici appele´es pour des syste`mes d’ordre n = 23 pour p = 5. Toutefois,
lorsque la taille du corps fini est plus importante (i.e. p = 32749), la dimension des syste`mes
descend a` n = 3 et l’utilisation de l’algorithme adhoc-ULeft-Trsm et de re´ductions modulaires
retarde´es avec le seuil t = 50 se re´ve`le plus efficace pour des syste`mes de dimension n < 1000.
Cela s’explique par le bon comportement du produit scalaire avec les caches et par le fait qu’on
effectue beaucoup moins de calculs sur les corps finis. Toutefois, le choix du seuil t doit eˆtre assez
pre´cis pour permettre un gain par rapport a` la variante utilisant les blas. Afin de comparer
exactement les variantes ”blas ” et ”delayed”, nous exprimons les performances pour des seuils
identiques (i.e. 3, 23).
Dans la table 3.2, les performances obtenues par la variante ”blas ” ne sont pas toujours les
meilleures. On remarque aussi que les performances obtenues sont globalement moins bonnes
que celles obtenues avec le corps Modular<double> (table 3.1). En effet, l’utilisation principale
du produit matriciel des fflas entraˆıne ici beaucoup de conversions de donne´es entre le format
flottant et les corps finis. Ces conversions deviennent d’ailleurs trop couˆteuses de`s lors que le
corps fini est grand. En effet, pour p = 32749 la version ”delayed50” est toujours la meilleure.
Lorsque le corps fini est petit, la variante ”blas ” s’ave`re plus performante pour des syste`mes
ayant une dimension supe´rieure a` 2000.
Pour re´sumer, on pre´fe´rera utiliser l’implantation base´e sur la re´solution de syste`mes nume´-
riques avec le corps finis Modular<double> la plupart du temps. Toutefois, si un type de corps
finis est impose´ (a` base d’entiers) l’utilisation de la version ”delayed” peut se re´ve´ler la plus effi-
cace si l’on utilise un seuil adapte´ au caracte´ristique de l’architecture utilise´e. L’utilisation d’un
logiciel d’optimisation automatique, similaire a` ATLAS [90], pourrait permettre de de´terminer
un seuil optimal pour cette me´thode en fonction d’une architecture de´termine´e.
32
http ://math-atlas.sourceforge.net
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Z/5Z
n 400 700 1000 2000 3000 5000
pure rec. 853 1216 1470 1891 2059 2184
blas 1306 1715 1851 2312 2549 2660
delayed100 1163 1417 1538 1869 2042 2137
delayed50 1163 1491 1639 1955 2067 2171
delayed23 1015 1465 1612 2010 2158 2186
delayed3 901 1261 1470 1937 2134 2166
Z/32749Z
n 400 700 1000 2000 3000 5000
pure rec. 810 1225 1449 1886 2037 2184
blas 1066 1504 1639 2099 2321 2378
delayed100 1142 1383 1538 1860 2019 2143
delayed50 1163 1517 1639 1955 2080 2172
delayed23 1015 1478 1612 2020 2146 2184
delayed3 914 1279 1449 1941 2139 2159
Tab. 3.1 – Performances (Mops) des routines Trsm pour Modular<double> (P4-2.4Ghz)
Z/5Z
n 400 700 1000 2000 3000 5000
pure rec. 571 853 999 1500 1708 1960
blas 688 1039 1190 1684 1956 2245
delayed150 799 1113 909 1253 1658 2052
delayed100 831 1092 1265 1571 1669 2046
delayed23 646 991 1162 1584 1796 2086
delayed3 528 755 917 1369 1639 1903
Z/32749Z
n 400 700 1000 2000 3000 5000
pure rec. 551 786 1010 1454 1694 1929
blas 547 828 990 1449 1731 1984
delayed100 703 958 1162 1506 1570 1978
delayed50 842 1113 1282 1731 1890 2174
delayed23 653 952 1086 1556 1800 2054
delayed3 528 769 900 1367 1664 1911
Tab. 3.2 – Performances (Mops) des routines Trsm pour Givaro-ZpZ (P4-2.4Ghz)
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3.2 Triangularisations de matrices
Nous nous inte´ressons maintenant a` l’un des proble`mes majeurs de l’alge`bre line´aire sur un
corps fini pour des matrices denses non structure´es, la triangularisation de matrice. Les triangu-
larisations sont tre`s importantes en alge`bre line´aire car elles permettent de simplifier la plupart
des proble`mes (i.e. re´solution de syste`mes, inverse, rang, de´terminant, ...). Nous focalisons ici
notre attention sur les algorithmes de triangularisation base´s sur la multiplication de matrices
car ils autorisent les meilleures complexite´s the´oriques.
Une de ces triangularisations est base´e sur la factorisation sous forme LDU, ou` L, U et D
sont respectivement un matrice triangulaire infe´rieure unitaire, une matrice triangulaire supe´-
rieure unitaire et une matrice diagonale. L’algorithme de Gauss par blocs permet de calculer une
telle factorisation. Toutefois, cette factorisation n’est envisageable que sous certaines conditions
de ge´ne´ricite´ (inversibilite´, profil de rang ge´ne´rique). Un autre algorithme propose´ en 1974 par
Bunch et Hopcroft [8] permet d’e´liminer la condition sur le profil de rang ge´ne´rique en utilisant la
notion de pivotage et en introduisant la factorisation LUP, ou` L, U et P sont respectivement une
matrice triangulaire infe´rieure unitaire, une matrice triangulaire supe´rieure et une matrice de
permutation. Cependant, cette factorisation ne reste possible que pour des matrices inversibles.
Enfin en 1982, Ibarra, Moran et Hui ont propose´ une ge´ne´ralisation de la factorisation LUP au
cas singulier en introduisant les factorisations LSP/LQUP. Nous nous inte´ressons ici a` l’implan-
tations d’un algorithme de factorisations LSP/LQUP en insistant sur des aspects pratiques tels
que la gestion me´moire et la gestion du profil de rang. Nous proposons dans la suite plusieurs
implantations re´cursives de cette algorithme base´es sur la re´solution de syste`mes triangulaires
et la multiplication de matrices. Tout d’abord, nous de´taillons le sche´ma de l’algorithme original
d’Ibarra et al. [46] en pre´cisant sa complexite´ arithme´tique. Ensuite, nous pre´sentons une im-
plantation de cet algorithme appele´e LUdivine [67, 7] permettant de re´duire l’espace me´moire
en compressant L pour la stocker en place. Enfin, nous proposons une version totalement en
place qui correspond a` la factorisation LQUP d’Ibarra et al.. On peut noter qu’il est toujours
possible a` partir de ces diffe´rentes versions de retrouver la factorisation LSP simplement a` partir
d’extractions et de permutations.
3.2.1 Factorisation LSP
Soit A une matrice m × n de´finie sur un corps premier Zp. La factorisation LSP de A se
de´finit par un triplet de matrices < L,S, P > tel que A = L× S × P . Les matrices L et P sont
de´finies de la meˆme manie`re que pour la factorisation LUP alors que S se re´duit a` une matrice
triangulaire supe´rieure non singulie`re quand toutes les lignes nulles ont e´te´ supprime´es. L’al-
gorithme permettant de se ramener au produit de matrices est un algorithme re´cursif utilisant
l’approche ”diviser pour re´gner”. Dans la suite nous conside´rons sans perte de ge´ne´ralite´ que les
dimensions des matrices sont des puissances de deux.
Algorithme LSP
Entre´es : A ∈ Zm×np , m ≤ n
Sortie : < L,S, P > tels que A = LSP : L ∈ Km×m, S ∈ Km×n, P une permutation
Sche´ma
si m=1 alors
< L,S, P >:=< [ 1 ], AP T , P > ; tel que (AP T )1,1 6= 0
sinon De´couper A en 2 blocs de m2 lignes






Soit < L1, S1, P1 >:= LSP(A1) (1 appel re´cursif)














De´couper S en r et n− r colonnes avec r = rang(S1)















Soit G tel que GT = X ; (1 trsm)











, P1 > (1 mat. mul.)
Soit < L2, S2, P2 >:= LSP(Z −GY ) (1 appel re´cursif)
















retourner < L,S, P > ;




2ω−1−1) ope´rations sur K.
Preuve. La validite´ de l’algorithme LSP s’appuie sur une re´solution du syste`me GT = X. En
effet, si une telle solution existe alors l’algorithme LSP est correct. Nous renvoyons le lecteur a`
[46] et [6, page 103].
Le couˆt de l’algorithme LSP se de´duit a` partir d’une expression re´cursive. Soient CLSP(m,n) le
couˆt arithme´tique de l’algorithme LSPpour une matricem×n, CTrsm(m,n) le couˆt de l’algorithme
URight-Trsm (section 3.1.1) et R(m,n, k) le couˆt de la multiplication de matrices rectangulaires.
























D’apre`s la preuve de [67, the´ore`me 1] on obtient la complexite´ attendue lorsque tous les blocs
interme´diaires sont de plein rang. Il suffit de remarquer que R(m, k, n − k) ≤ R(m,m, n −m)
quand k ≤ m pour obtenir la meˆme complexite´ lorsque les blocs interme´diaires ne sont pas de
plein rang (par exemple, rang ≤ m
2i
).
Le point important mis en e´vidence dans la figure 3.2 est le fait que la matrice L qui est
m×m ne peut eˆtre stocke´e en place en dessous de S. L’implantation directe de cette factorisation
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ne´cessite donc de stocker une matrice m × m en plus de la matrice A initiale en conside´rant
que S soit stocke´e dans A. Afin de proposer des implantations ne´cessitant moins de ressources
me´moire, nous nous inte´ressons dans les deux sections suivantes a` compresser L pour qu’elle









Fig. 3.2 – Principe de la factorisation LSP
3.2.2 LUdivine
On remarque d’apre`s la figure 3.2 que bien que la matrice L ne peut eˆtre place´e directement
sous S, il y a assez de place sous S pour stocker tous les coefficients non nuls de L. Le principe
de l’implantation LUdivine est de stocker uniquement les coefficients non nuls de L. D’apre`s la
figure 3.2 on voit que si la i-e`me ligne de S est nulle alors la i-e`me colonne correspondante dans
L est e´gale au vecteur unite´ ei (ei[i] = 1 et ∀k 6= i, ei[k] = 0). En ne stockant dans L que les
colonnes diffe´rentes des ei on remarque alors que l’on peut stocker L directement sous S comme
de´crit dans la figure 3.3. Soit L˜ = LQ la matrice contenant les colonnes non unitaires de L.
Alors Q est telle que les premie`res lignes de QTS forme une matrice triangulaire supe´rieure. La
re´cupe´ration de L est donc directe a` partir de L˜ et S. On notera que la matrice L˜ correspond a`
la forme e´chelonne´e de´crite dans [49, 76] a` une transposition pre`s.
X Z
Y
Fig. 3.3 – Principe de la factorisation LUdivine
Toutefois, cette implantation n’est pas encore satisfaisante car elle ne permet pas d’effectuer
les calculs totalement en place. En effet, on remarque que pour re´soudre le syste`me GT = X
il faut compresser les lignes de T de telle sorte qu’elles engendrent un syste`me triangulaire non
singulier. De meˆme pour le calcul du comple´ment de Schur (Z = Z −GY ) ou` il faut permuter
les lignes de Y pour les faire correspondre aux colonnes non nulles de G. L’avantage de cette
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implantation par rapport a` l’implantation directe de la factorisation LSP est de tirer parti du
rang des blocs interme´diaires, et donc d’obtenir un couˆt en O(mnrω−2), ou` r est le rang de la
matrice.
3.2.3 LQUP
Afin de proposer une version totalement en place, c’est-a`-dire qui e´limine aussi les lignes
nulles dans S, on pre´fe´rera utiliser la factorisation LQUP propose´e dans [46]. La factorisation
LQUP est relie´e a` la factorisation LSP par la relation S = QTU , ou` QT est une permutation telle
que la matrice U soit triangulaire supe´rieure. En utilisant la meˆme compression de L que pour
l’implantation LUdivine, l’implantation LQUP est totalement en place (voir figure 3.4). En effet,
du fait de la contigu¨ıte´ des blocs T , Y et G ,l’utilisation de ressources me´moire supple´mentaires





Fig. 3.4 – Principe de la factorisation LQUP
Toutefois, cette implantation ne´cessite encore de permuter les lignes de U et de L a` chaque
niveau re´cursif. Ne´anmoins, ces ope´rations sont quadratiques et ne sont pas primordiales dans
le couˆt final de l’algorithme.
3.2.4 Performances et comparaisons
Nous comparons maintenant les performances de ces trois implantations. Les couˆts arith-
me´tiques de ces trois implantations se re´duisent tous au produit de matrices ; seule la gestion
de la me´moires et du rang diffe`re. Nos implantations reposent toutes sur le produit de matrices
fflas [28] et sur la re´solution de syste`me triangulaire utilisant les blas pre´sente´e dans la section
3.1.2. Afin d’e´viter les conversions de donne´es entre les nombres flottants et les corps finis, nous
utilisons l’implantation de corps finis Modular<double> qui nous permet d’obtenir les meilleures
performances. Graˆce a` cette implantation, nous obtenons des re´sultats tre`s satisfaisant, par
exemple l’implantation LQUPpermet de factoriser une matrice 3000× 3000 dans Z101 en a` peine
7.59 secondes sur un Pentium 4 cadence´ a` 2.4Ghz avec 512 Mo de RAM. En comparaison, le
calcul de cette factorisation en nume´rique a` partir de la bibliothe`que lapack33 s’effectue en 6
secondes.
Nous comparons maintenant le temps de calcul et l’espace me´moire effectif de nos trois
routines. Nos releve´s s’appuient sur le temps utilisateur et l’allocation me´moire des processus.
33http://www.netlib.org/lapck
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Afin d’observer un comportement non ge´ne´rique de nos implantations, nous utilisons des matrices
ayant une de´ficience de rang non nulle.
n 400 1000 3000 5000 8000 10000
LSP 0.05 0.48 8.01 32.54 404.8 1804
LUdivine 0.05 0.47 7.79 30.27 403.9 1691
LQUP 0.05 0.45 7.59 29.90 201.7 1090
Tab. 3.3 – Performances (secondes) LSP, LUdivine, LQUP pour Z101 (P4-2.4Ghz)
Nous observons dans la table 3.3 que les performances de nos trois implantations sont tre`s
proches sauf pour les matrices qui ne´cessitent des acce`s disque. Cela provient du fait que le
couˆt dominant de ces implantations restent le produit de matrices. Toutefois, l’implantation
LSP est la moins performante du fait que son couˆt arithme´tique n’est pas de´pendant du rang de
la matrice et qu’elle effectue des ope´rations sur des lignes nulles. En effet, le calcul directe de
Z = Z −GY entraˆıne des ope´rations inutiles du fait de la pre´sence des lignes nulles dans Y . En
comparaison, la variante LUdivine, permet de meilleures performances du fait de la gestion des
lignes nulles. Elle est cependant moins performante que l’implantation LQUP car elle ne´cessite
encore des ressources me´moire supple´mentaires pour compresser les lignes non nulles de Y . Bien
que les temps de calculs de ces trois implantations sont tre`s proches pour de petites matrices, on
observe un saut de performance de`s lors que les ressources me´moire sont supe´rieures a` la me´moire
RAM et ne´cessitent des acce`s disques. Typiquement, les versions LSP et LQUPne´cessitent des acce`s
disques pour des matrices d’ordre 8000 alors que la version LQUP tient encore dans la RAM (voir
table 3.4), ce qui induit une chute de performances de quasiment 100%.
n 400 1000 3000 5000 8000 10000
LSP 2.83 17.85 160.4 444.2 1136.0 1779.0
LUdivine 1.60 10.00 89.98 249.9 639.6 999.5
LQUP 1.28 8.01 72.02 200.0 512.1 800.0
Tab. 3.4 – Ressource (Mo) LSP, LUdivine, LQUP pour Z101
En ce qui concerne les ressources me´moire de nos implantations, on remarque que l’implanta-
tion totalement en place LQUPpermet d’e´conomiser en moyenne 20% par rapport a` l’implantation
LUdivine et 55% par rapport a` l’implantation LSP. Plus pre´cise´ment, les ressources de LSP sont
celles de LUdivineplus la me´moire pour stocker la matrice L, ce qui correspond exactement a`
la me´moire de LQUP : e.g. ( 5000× 5000× 8ocets = 200Mo). La me´moire temporaire utilise´e par
LUdivinepermet de nous renseigner sur le profil de rang de la matrice. En outre, les ressources
me´moire supple´mentaires requises par LUdivine s’e´le`vent exactement a` r1(n− r1) e´le´ments, ou`
r1 repre´sente le nombre de lignes non nulles de Y au premier appel re´cursif. Ainsi, en comparant
l’espace me´moire et la dimension des matrices, on peut connaˆıtre approximativement le de´faut de
rang de la matrice. Dans notre cas, les matrices utilise´es ont un de´faut de rang assez faible, ce qui
se ve´rifie par le fait que les ressources me´moire supple´mentaires sont tre`s proches de m
2
4 e´le´ments.
L’e´conomie de ressources me´moire est un facteur important pour permettre de traiter de
grandes matrices sans perte de performances due aux acce`s disque. Ne´anmoins, lorsqu’on se
place en calcul out of core on pre´fe´rera ge´ne´ralement utiliser des algorithmes qui ne´cessitent plus
de ressource me´moire mais qui offrent une meilleure gestion de la localite´ des donne´es. L’ide´e
propose´e dans [29] est d’utiliser l’algorithme de triangularisation TURBO [32] pour obtenir une
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meilleure gestion de la localite´ dans le calcul du rang et du de´terminant. Cet algorithme pos-
se`de la meˆme complexite´ arithme´tique que l’algorithme LQUPmais permet d’offrir une meilleure
localite´ en de´coupant les matrices en blocs carre´s. Plus pre´cise´ment, cet algorithme calcule une
factorisation TU des matrices ou` T et U sont e´quivalentes a` L et U a` des permutations pre`s. Cet
algorithme utilise un de´coupage en 4 blocs carre´s qui permet d’obtenir a` la fois une meilleure
paralle´lisation et une meilleure localite´ que l’algorithme LQUP [32]. L’utilisation d’un seul niveau
re´cursif de cet algorithme permet d’ailleurs d’ame´liorer le calcul du rang en calcul out of core par
rapport a` la version LQUP seule [29, figure 6]. L’utilisation de tels algorithmes est donc importante
pour ame´liorer les performances de nos routines pour des matrices de tre`s grande dimension.
L’implantation de l’algorithme TURBO sur plusieurs niveaux re´cursifs n’est pas encore effective du
fait de sa complexite´ mais son utilisation nous permet de´ja` d’obtenir de meilleures performances
que le sche´ma classique LQUP. L’utilisation de plus de niveaux re´cursifs de l’algorithme TURBO et
l’utilisation de formats de blocs de donne´es re´cursifs [42] sont donc indispensables pour la mise
en place de routines en alge`bre line´aire dense pour de tre`s grandes donne´es.
3.3 Applications des triangularisations
3.3.1 Rang et de´terminant
Nous avons vu que la factorisation LQUP se re´duit au produit de matrices. Le nombre
d’ope´rations ne´cessaires pour la multiplication de matrices classique est de 2n3 − n2 alors que
la factorisation LQUP en requiert au plus 23n
3. En the´orie, le calcul de la factorisation LQUP
est donc 3 fois plus rapide que celui du produit matriciel. Nous nous inte´ressons ici a` comparer
ce facteur the´orique avec les facteurs obtenus par l’implantation LQUP et le produit matriciel
Fgemmdes fflas . Cette comparaison est pertinente du fait que nos routines sont toutes base´es
sur la multiplication de matrices classique Fgemm. Nous utilisons encore une fois le corps finis
Modular<double> afin d’obtenir les meilleures performances possibles. Les tests ont e´te´ effectue´s
sur un Pentium Xeon cadence´ a` 2.66Ghz avec 1Go RAM. Le produit matriciel Fgemmpermet de
de multiplier deux matrices d’ordre 5000 en seulement 69, 19 secondes, ce qui repre´sente 3613
millions d’ope´rations par seconde. Ces performances exceptionnelles sont rendues possibles en
pratique graˆce aux blas qui exploitent le paralle´lisme et les pipelines des unite´s arithme´tiques.
Nous montrons dans la table 3.5 que notre implantation LQUPpour des matrices carre´es n’est
pas trop loin du ratio the´orique de 13 de´duit des couˆts arithme´tiques des algorithmes.
n 400 700 1000 2000 3000 5000
LQUP 0.04s 0.20s 0.49s 2.85s 8.22s 34.13s
Fgemm 0.04s 0.24s 0.66s 4.44s 14.96s 69.19s
Ratio 1 0.83 0.74 0.64 0.55 0.49
Tab. 3.5 – Produit matriciel compare´ a` la factorisation LQUP sur Z101 (Xeon-2.66Ghz)
A partir de l’algorithme de factorisation LQUP il est facile de de´river plusieurs autres algo-
rithmes. Soit A = LQUP alors :
• Le rang de la matrice A est e´gal au nombre de lignes non nulles de la matrice U .
• Le de´terminant de A est e´gal au produit des e´le´ments diagonaux de U . Notons qu’il est
facile de proposer pour le de´terminant une version adaptative de l’algorithme LQUP qui s’arreˆte
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de`s lors qu’une ligne nulle est trouve´e dans U .
3.3.2 Inverse
L’inverse se de´duit de la factorisation LQUP a` partir d’une inverse triangulaire et d’une
re´solution de syste`me. Toutefois, l’application directe de nos routines de re´solution de syste`me
triangulaire permet de proposer une implantation imme´diate pour l’inverse a` partir de deux
re´solutions de syste`me triangulaire matriciel. L’inverse triangulaire est alors remplace´ par une
re´solution de syste`me avec l’identite´ comme second membre.
Algorithme Inverse
Entre´e : A ∈ Zm×mp , inversible.
Sortie : A−1 ∈ Zm×mp .
Sche´ma
L,U, P := LQUP(A). (Q = Im car rang(A) = m)
X := LLeft-Trsm(L, Im).
A−1 := P T ULeft-Trsm(U,X).
L’inverse est ici calcule´e avec 23n
3+2n3 ope´rations arithme´tiques car la re´solution de syste`me
ne´cessite n3 ope´rations arithme´tiques d’apre`s le lemme 3.1.1. Ce qui nous donne un facteur
the´orique par rapport a` la multiplication de matrices e´gal a` 4/3. Nous pouvons encore voir
dans la table 3.6 que cette implantation de l’inverse base´e sur les routines LQUP et Trsmpermet
d’atteindre de bonnes performances par rapport a` la multiplication de matrices.
n 400 700 1000 2000 3000 5000
Inv 0.22s 0.81s 1.95s 11.28s 34.67s 147.3s
Fgemm 0.04s 0.24s 0.66s 4.44s 14.96s 69.19s
Ratio 5.5 3.37 2.95 2.54 2.31 2.12
Tab. 3.6 – Produit matriciel par rapport a` l’inverse sur Z101 (Xeon-2.66Ghz)
Ne´anmoins, l’inverse se calcule normalement avec une inversion de matrice triangulaire. En
the´orie, l’utilisation de l’inverse triangulaire permet d’ame´liorer la constante pour le couˆt de
l’inverse. L’inversion d’une matrice triangulaire se re´duit aussi au produit de matrices et son
couˆt arithme´tique est de 13n
3 ope´rations arithme´tiques contre exactement n3 pour la re´solution
de syste`me. Soit A ∈ Z2m×2mp une matrice triangulaire supe´rieure, le sche´ma de l’algorithme de














ou` A1, A2, A3 ∈ Zm×mp . Le couˆt arithme´tique se de´duit a` partir de ce sche´ma par la re´currence




2 ), ou` TMM (m,n) repre´sente le couˆt du produit d’une matrice
triangulaire m×m avec une matrice dense m×n (a` savoir m2n pour la multiplication classique).
En utilisant cette inversion triangulaire a` la place de la premie`re re´solution de syste`me dans l’al-
gorithme d’inversion, on obtient alors un couˆt de 23n
3+ 13n
3+n3 = 2n3 ope´rations arithme´tiques
et donc un ratio de 1 par rapport a` la multiplication de matrices.
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La table 3.7 montre que cette nouvelle implantation permet d’ame´liorer a` la fois les perfor-
mances de l’inverse mais aussi le ratio avec le produit de matrices. Les performances exception-
nelles obtenues pour la multiplication de matrices rendent toutefois les facteurs de comparaison
the´orique pratiquement inaccessibles. En effet, nos implantations utilisent une approche ”divi-
ser pour re´gner” qui divise d’emble´e la dimension des matrices par deux. Les performances des
blas augmentant avec la dimension des matrices, on ne peut donc pas espe´rer obtenir 100% des
performances du produit de matrices des blas contrairement a` la routine Fgemm.
n 400 700 1000 2000 3000 5000
Inv 0.14s 0.53s 1.34s 7.93s 22.94s 95.19s
Fgemm 0.04s 0.24s 0.66s 4.44s 14.96s 69.19s
Ratio 3.5 2.2 2.03 1.78 1.53 1.37
Tab. 3.7 – Produit matriciel par rapport a` l’inverse sur Z101 (Xeon-2.66Ghz)
3.3.3 Base du noyau
Une base du noyau a` gauche de la matrice A se de´duit directement a` partir de l’inverse de L :
Algorithme left-nullspace
Entre´e : A ∈ Zm×np .
Sortie : B ∈ Zm−r×np , r =rang(A).
Sche´ma
L,Q,U, P := LQUP(A)
X := QTL−1
B := X[r+1,m],∗
Le couˆt arithme´tique de cet algorithme est donc de 23n
3+ 13n
3 = n3 ope´rations arithme´tiques.
Ce qui donne un facteur the´orique par rapport a` la multiplication e´gal a` 12 . La table 3.8 montre
encore une fois que notre implantation base´e sur le produit de matrices Fgemmdes fflas est
vraiment efficace.
n 400 700 1000 2000 3000 5000
left-nullspace 0.07s 0.29s 0.69s 3.99s 11.6s 48.61s
Fgemm 0.04s 0.24s 0.66s 4.44s 14.96s 69.19s
Ratio 1.75 1.21 1.04 0.89 0.77 0.7
Tab. 3.8 – Produit matriciel par rapport a` la base du noyau sur Z101 (Xeon-2.66Ghz)
3.3.4 Alternative a` la factorisation LQUP : Gauss-Jordan
Une alternative a` la factorisation LQUP est d’utiliser l’approche de Gauss-Jordan par blocs
[76, 11]. L’approche consiste a` calculer la triangularisation en appliquant des transformations
sur la matrice. Cette approche est similaire a` la factorisation LQUP car elle permet de calculer
les matrices L−1 et U si la matrice accepte une de´composition LU. A partir de cette triangu-
larisation on peut donc de´duire les meˆmes types d’algorithmes qu’avec la factorisation LQUP
pour le calcul du rang, du de´terminant, de l’inverse et d’une base du noyau. En particulier, les
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couˆts arithme´tiques de ces algorithmes sont identiques a` ceux de´duis de la factorisation LQUP
et se re´duisent tous au produit de matrices. Cette approche a e´te´ utilise´e par A. Storjohann et
Z. Chen [11] dans le logiciel Maple pour mettre en corre´lation les ratios the´oriques/pratiques
par rapport au produit de matrices.
Dans cette partie, nous proposons une version incomple`te de la triangularisation de Gauss-
Jordan permettant de calculer une base du noyau avec 56n
3 ope´rations arithme´tiques. Notre
approche se base sur le fait que l’algorithme de Gauss-Jordan par blocs permet de calculer
directement L−1. L’algorithme consiste a` de´couper la matrice en deux blocs colonnes et d’ef-
fectuer des appels re´cursifs sur ces blocs. Ce type d’approche est appele´ slice and conquer.
Soit A = [A1 A2] ∈ Z2n×2np une matrice inversible telle que A1, A2 ∈ Z2n×np . Alors, l’algo-
rithme de Gauss-Jordan fonctionne re´cursivement sur A1, A2 pour calculer les transformations










avec U1, U2 ∈ Zn×np triangulaires supe´rieures. A` partir de ces deux transformations on a donc
T2T1A = U ∈ Z2n×2np avec U triangulaire supe´rieure, ce qui signifie que L−1 = T2T1.
L’ide´e que nous utilisons se base sur le fait que la connaissance totale de U n’est pas ne´ces-
saire pour calculer L−1 dans l’algorithme de Gauss-Jordan par blocs. En effet, a` l’inverse de la
factorisation LQUP, le comple´ment de Schur est ici directement de´duit de L−1 a` chaque appel
re´cursif. On peut donc se permettre dans la mise a` jour de A2 avec T1 de ne pas calculer les n
premie`res lignes car elles ne sont pas utilise´es pour calculer T2. Nous renvoyons le lecteur a` [76,
§2.2] pour une description plus de´taille´e de l’algorithme de Gauss-Jordan.
Sans perte de ge´ne´ralite´, nous conside´rons le cas des matrices ayant un profil de rang ge´ne´-
rique et des dimensions e´gales a` des puissances de deux. L’adaptation au cas de matrices non
ge´ne´riques se de´duit en introduisant une matrice de permutation de lignes [76, §2.2]. Nous de´fi-
nissons dans un premier l’algorithme GaussJordanTransform qui pour une matrice M ∈ Zm×np
et un entier k ∈ {1, . . . ,m} calcule le rang de M et la transformation T ∈ Zm×mp triangulaire






ou` U est une matrice triangulaire supe´rieure. Nous utilisons la notation U˜k pour de´finir la ma-
trice obtenue en multipliant T et M .
Algorithme GaussJordanTransform(M,k)
Entre´e : M = [mij ] ∈ Zm×np
Sortie : < T, r > tel que TM = U˜k et r =rang(M)
Sche´ma
si n = 1 alors
si mk,1 = 0 alors
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retourner < T, 1 >
sinon
De´couper M en deux blocs de n2 colonnes M = [M1 M2]
< T1, r1 >:= GaussJordanTransform(M1, k)




 , M1 =
 AB
C




F := F +G1E ;
< T2, r2 >:= GaussJordanTransform(M2, k + r1)
retourner < T2T1, r1 + r2 >
Lemme 3.3.1. L’algorithme GaussJordanTransform(M,k) est correct et son couˆt arithme´tique
est borne´ par −76m3 + 2m2n ope´rations sur Zp pour une multiplication de matrices classique.
Preuve. La preuve de cet algorithme se fait par re´currence sur les transformations T1, T2. Si T1
et T2 sont des transformations valides pourM1 etM2, alors il suffit de montrer que T2T1 est une
transformation valide pour [M1 M2]. Il est facile de ve´rifier que les transformations calcule´es au
dernier niveau de la re´currence sont correctes. Soient T1 et T2 les deux transformations calcule´es






















































avec M∗2 qui repre´sente la matrice M2 ou` l’on a effectue´ la mise a` jour de F , a` savoir
F := F +G1E. Les matrices G1, G1, C, C, F et F repre´sentent respectivement la partie haute
et la partie basse des matrices G,C, F par rapport au rang r2. En utilisant ce de´coupage, on
peut alors e´crire le produit des transformations T2T1 par






G1 +G2G1 G2 Im−k−r1−r2
 . (3.7)











L2G1B + L2C L2G1E + L2F
(G1 +G2G1)B +G2C + C (G1 +G2G1)E +G2F + F

D’apre`s le syste`me 3.5 on a :
L2G1B + L2C = L2(G1B + C) = 0
(G1 +G2G1)B +G2C + C = (G1B + C) +G2(G1B + C) = 0
D’apre`s le syste`me 3.6 on a :
L2G1E + L2F = L2(F +G1E) = U2
















Nous conside´rons dans la suite que le couˆt du produit de matrices est 2n3. Soit CL(m,n, k)
le couˆt de l’algorithme GaussJordanTransform(M,k) pour M ∈ Zm×np . Ce couˆt s’exprime au
travers de la relation de re´currence suivante :
CL(m,n, k) = CL
(








m− k − r1, r1, n2
)
+TMM (r2, r1) +R(m− k − r1 − r2, r2, r1).
On voit que dans cette expression le parame`tre m est toujours relie´ au parame`tre k. On peut
donc ramener cette re´currence a` trois parame`tres a` une re´currence a` seulement deux parame`tres.











m− r1, r1, n2
)
+TMM (r2, r1) +R(m− r1 − r2, r2, r1),
on a alors l’e´galite´ CL(m,n, k) = GL(m − k, n). En conside´rant que les blocs colonnes sont























m− n, n2 , n2
)
.
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En remplac¸ant les fonctions R et TMM par leurs complexite´s respectives pour une multiplication



























































= 2n2m− 76n3 +O(n2) +O(nm).
Ce qui donne l’ine´galite´ GL(m,n) ≤ 2n2m− 76n3+O(n2) +O(nm). En conside´rant que m = n,
on obtient bien le couˆt de 56m
3 ope´rations.
L’utilisation de cette algorithme pour calculer une base du noyau est directe. Il suffit de
re´cupe´rer les lignes de T correspondantes aux lignes de M nulles quand on applique T . Nous
n’avons pas encore de´veloppe´ l’implantation de cet algorithme, ne´anmoins nous pensons que les
performances devraient eˆtre assez proches de celles de l’algorithme left-nullspace (§3.3.3).
Toutefois, il y a un avantage a` utiliser cette algorithme car il requiert moins de ressources
me´moire. En effet l’inversion de matrices triangulaires ne peut se faire en place. Il faut donc
utiliser une autre matrice pour calculer l’inverse ; ce qui repre´sente un total de 2m2 e´le´ments pour
des matrices carre´es d’ordre m. L’utilisation de l’algorithme GaussJordanTransform permet de
de´finir une implantation qui ne´cessite moins de ressources me´moire. En particulier, le nombre
d’e´le´ment a` stocker est de m2 + m
2
4 . La plupart des ope´rations peuvent eˆtre effectue´es en place.
Seule la dernie`re multiplication T2T1 ne´cessite des ressources me´moire supple´mentaires.
3.4 Interfaces pour le calcul ”exact/nume´rique”
L’utilisation des routines nume´riques de type blas a permis d’obtenir des performances plus
que satisfaisantes pour des calculs en alge`bre line´aire sur les corps finis. La re´utilisation de ces
routines dans les logiciels de calcul formel est donc primordiale pour obtenir de meilleures per-
formances. Dans ce but, nous avons de´veloppe´ plusieurs interfaces de calcul permettant une
re´utilisation simple et efficace des routines nume´riques blas. Pour cela, nous avons tout d’abord
de´veloppe´ les paquetages fflas-ffpack qui permettent l’utilisation des blas dans des calculs
sur les corps finis. Ces paquetages s’appuient sur le formalisme des blas pour faciliter l’in-
te´gration des calculs nume´riques. Ces paquetages implantent des fonctions ge´ne´riques sur les
corps premiers en utilisant le me´canisme template de C++ et en utilisant le mode`le de base de
corps finis de la bibliothe`que LinBox. Dans le but d’offrir une utilisation simplifie´e et optimale
de ces routines, nous avons de´veloppe´ une interface entre le logiciel Maple et les paquetages
fflas-ffpack. Cette interface se base sur la re´utilisation des structures de donne´esMaple com-
patibles avec le formalisme des blas. Enfin, nous avons inte´gre´ l’ensemble de ces routines a` la
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bibliothe`que LinBox a` partir d’une interface de calcul spe´cialise´e. Cette inte´gration repose sur la
de´finition d’un domaine de calcul qui permet d’utiliser les routines blas de fac¸on transparente
par des classes C++. Nous pre´sentons maintenant l’ensemble des ces implantations.
3.4.1 Interface avec les blas
L’ensemble des algorithmes et des implantations pre´sente´s dans les sections 3.1, 3.2 et 3.3
sont disponibles dans les paquetages fflas-ffpack34. Ces paquetages sont base´s sur la repre´-
sentation matricielle des blas, c’est-a`-dire que les matrices sont stocke´es de fac¸on line´aire dans
un tableau de donne´es, soit en ligne soit en colonne. Toutes les fonctions de´veloppe´es dans ces
paquetages sont ge´ne´riques par rapport au type de corps finis. Le mode`le de corps finis uti-
lise´ est celui de la bibliothe`que LinBox auquel nous avons rajoute´ des fonctions de conversion
entre la repre´sentation des e´le´ments d’un corps fini et la repre´sentation en nombres flottants
double pre´cision. Graˆce a` la repre´sentation line´aire des matrices et aux fonctions de conversions,
l’utilisation des routines blas est pratiquement imme´diate. Pour cela, il suffit de convertir les
matrices a` coefficients sur un corps fini dans un format double pre´cision, d’appeler les routines
blas et de convertir le re´sultat dans la repre´sentation du corps fini initial. On rappelle que les
calculs effectue´s par les routines blas doivent retourner un re´sultat exact (pas de de´passement
de capacite´ ou de divisions flottantes). Nous avons vu par exemple que la re´solution de syste`mes
line´aires triangulaires ne´cessite l’utilisation de syste`mes unitaires pour supprimer les divisions
(voir §3.1.2).
Les routines que nous proposons dans les paquetages fflas sont standardise´es en re´utilisant
la nomenclature de´finie par les blas. On retrouve ici les trois niveaux de´finis dans les blas :
blas 1 :
– MatF2MatD : conversion des matrices (corps finis → double)
– MatD2MatF : conversion des matrices (double → corps finis)
– fscal : mise a` l’e´chelle par un scalaire
– fcopy : copie des donne´es
– fswap : e´change des donne´es
blas 2 :
– fgemv : produit matrice-vecteur avec mise a` l’e´chelle
– ftrsv : re´solution de syste`mes line´aires triangulaires
blas 3 :
– ftrsm : re´solution de syste`mes line´aires triangulaires matriciels
– ftrmm : produit de matrices triangulaire (un seul des ope´randes suffit)
– fgemm : produit de matrices avec addition et mise a` l’e´chelle
– fsquare : mise au carre´ de matrices avec addition et mise a` l’e´chelle
Le paquetage ffpack propose les routines suivantes :
– applyP : multiplication par une permutation
– LUdivine : factorisation LSP/LQUP
– Rank : calcul du rang
– TURBO : calcul du rang par l’algorithme ”Turbo” [32]
– IsSingular : test pour la singularite´
– Det : calcul du de´terminant
34http://www-lmc.imag.fr/lmc-mosaic/Jean-Guillaume.Dumas/FFLAS/
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– Invert : calcul de l’inverse
– CharPoly : calcul du polynoˆme caracte´ristique
– MinPoly : calcul du polynoˆme minimal
Les deux dernie`res implantations (CharPoly et MinPoly) sont exclusivement dues au travaux
de C. Pernet sur la re´utilisation de la factorisation LQUP pour calculer le polynoˆme minimal et
le polynoˆme caracte´ristique [67].
Afin de conserver les possibilite´s de calculs en place propose´es par les blas, les routines
que nous avons de´finies ne´cessitent plusieurs informations sur le stockage des matrices. On a
besoin de connaˆıtre les dimensions, si la matrice est transpose´e ou non, si la matrice est unitaire
et surtout quel est le stride des donne´es. Le stride est un entier positif qui de´finit la distance
me´moire entre deux e´le´ments adjacents non conse´cutifs dans le stockage line´aire de la matrice.
Par exemple, pour une matrice a` m lignes et n colonnes stocke´e en ligne, le stride est e´gal a`
n. L’utilisation de ce parame`tre est important car il permet de travailler sur des sous-matrices
sans avoir a` faire de copie. Les implantations que nous avons propose´es dans les paquetages
fflas-ffpack tiennent compte de toutes ces caracte´ristiques. Nous utilisons des e´nume´rations
pour spe´cifier les caracte`res attribue´s aux matrices et aux calculs. Par exemple, l’implantation
de la re´solution de syste`mes triangulaires matriciels est faite a` partir d’une interface permettant
d’appeler des routines spe´cialise´es en fonction des caracte`res des matrices et des calculs. Les
diffe´rents caracte`res que nous proposons sont :
• pour les matrices : unitaire, non unitaire, triangulaire infe´rieure et supe´rieure
enum FFLAS_UPLO { FflasUpper =121, FflasLower =122 };
enum FFLAS_DIAG { FflasNonUnit =131, FflasUnit =132 };
• pour les calculs : matrice transpose´e, re´solution a` droite ou a` gauche, type de factorisation
enum FFLAS_TRANSPOSE { FflasNoTrans =111, FflasTrans =112};
enum FFLAS_SIDE { FflasLeft =141, FflasRight = 142 };




Les caracte´ristiques de type FFLAPACK_LUDIVINE_TAG permettent de configurer le type des
calculs effectue´s par la factorisation LQUP. Par exemple, l’utilisation de FflapackSingular
permet d’arreˆter le calcul de la factorisation de`s qu’une ligne nulle est rencontre´e. Cette carac-
te´ristique est utilise´e par les routines isSingular et Det.
Nous de´taillons maintenant l’interface de re´solution des syste`mes line´aires triangulaires qui
permet, en fonction des caracte´ristiques des matrices et du calcul, d’utiliser des fonctions spe´-
cialise´es. Les parame`tres utilise´s par cette interface sont les suivants :
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- Side : cote´ de la re´solution (FflasLeft→ AX = B et FflasRight→ XA = B)
- Uplo : A est une matrice triangulaire de type Uplo
- TransA : re´solution a` partir de A ou AT
- Diag : A est unitaire ou non
- M,N : B ∈ FM×N et A ∈ FM×M ou A ∈ FN×N suivant Side
- alpha : coefficient de mise a` l’e´chelle de la solution (alphaX)
- A,lda : un pointeur sur le de´but de la zone me´moire de A et la valeur du stride associe´
- B,ldd : un pointeur sur le de´but de la zone me´moire de B et la valeur du stride associe´
Code 3.1 – Interface de re´solution de syste`mes triangulaires des FFLAS (ftrsm)
template<class Fie ld>
inl ine void
FFLAS : : f trsm ( const Fie ld &F,
const enum FFLAS SIDE Side ,
5 const enum FFLAS UPLO Uplo ,
const enum FFLAS TRANSPOSE TransA ,
const enum FFLAS DIAG Diag ,
const s i z e t M,
const s i z e t N,
10 const typename Fie ld : : Element alpha ,
typename Fie ld : : Element ∗A,
const s i z e t lda ,
typename Fie ld : : Element ∗B,
const s i z e t ldb )
15 {
i f ( !M | | !N ) return ;
i n t e g e r p i ;
F . c h a r a c t e r i s t i c ( p i ) ;
long long p = pi ;
20 s i z e t nmax = bound (p ) ;
i f ( S ide==F f l a sL e f t ){
i f ( Uplo==FflasUpper ){
i f (TransA == FflasNoTrans )
25 ftrsmLeftUpNoTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
else
ftrsmLeftUpTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
}
else {
30 i f (TransA == FflasNoTrans )
ftrsmLeftLowNoTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
else




i f ( Uplo==FflasUpper ){
i f (TransA == FflasNoTrans )
ftrsmRightUpNoTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
40 else
ftrsmRightUpTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
}
else {
i f (TransA == FflasNoTrans )
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45 ftrsmRightLowNoTrans (F , Diag ,M,N, alpha ,A, lda ,B, ldb , nmax ) ;
else




L’ensemble des fonctions de re´solutions spe´cifiques est implante´ de la meˆme manie`re. Elles
prennent un parame`tre supple´mentaire, appele´ nmax dans le code 3.1, qui de´finit la dimension
maximale des syste`mes de´finis sur le corps F pouvant eˆtre re´solus en utilisant la routine de
re´solution des blas cblas_dtrsm. Cette dimension est de´termine´e a` partir de la fonction bound
qui est base´e sur l’e´quation 3.1 (§3.1.2.a). Comme de´crit dans la section 3.1.2, ces implantations
s’appuient sur l’algorithme re´cursif Trsm (§3.1.1) en remplac¸ant les derniers niveaux re´cursifs
par des re´solutions nume´riques blas de`s que la taille du syste`me est infe´rieure a` nmax. Dans
ces implantations, nous utilisons les fonctions fscal, fgemm, MatF2MatD et MatD2MatF de´finies
dans le paquetage fflas. Dans le code suivant, nous proposons l’implantation de la re´solution
a` gauche avec des matrices triangulaires infe´rieures non transpose´es :
Code 3.2 – Re´solution de syste`me line´aire triangulaire a` partir des blas
template<class Fie ld>
inl ine void
FFLAS : : ftrsmLeftLowNoTrans ( const Fie ld& F,
const enum FFLAS DIAG Diag ,
5 const s i z e t M,
const s i z e t N,
const typename Fie ld : : Element alpha ,
typename Fie ld : : Element ∗A,
const s i z e t lda ,
10 typename Fie ld : : Element ∗B,
const s i z e t ldb ,
const s i z e t nmax)
{
stat ic typename Fie ld : : Element Mone ;
15 stat ic typename Fie ld : : Element one ;
F . i n i t (Mone , −1);
F . i n i t ( one , 1 ) ;
i f ( M <= nmax ){
typename Fie ld : : Element inv ;
20 i f ( Diag == FflasNonUnit ){
//Normal izat ion o f A and B
typename Fie ld : : Element ∗ Ai = A;
typename Fie ld : : Element ∗ Bi = B;
for ( s i z e t i =0; i<M; ++i ){
25 F. inv ( inv , Ai [ i ] ) ;
f s c a l (F , i , inv , Ai , 1 ) ;
f s c a l (F , N, inv , Bi , 1 ) ;




i f (F . areEqual ( alpha , Mone ) )
alphad = −1.0;
else
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35 F. convert ( alphad , alpha ) ;
double ∗Ad = new double [M∗M] ;
double ∗Bd = new double [M∗N] ;
MatF2MatD( F, Ad, A, lda , M, M ) ;
40 MatF2MatD( F, Bd , B, ldb , M, N ) ;
cb las dtr sm ( CblasRowMajor , CblasLeft , CblasLower , CblasNoTrans ,
CblasUnit , M, N, alphad , Ad, M, Bd , N ) ;
delete [ ] Ad ;
45 MatD2MatF( F, B, ldb , Bd , M, N ) ;
delete [ ] Bd ;
i f ( Diag == FflasNonUnit ){
//Denormal izat ion o f A
typename Fie ld : : Element ∗ Ai=A;
50 for ( s i z e t i =0; i<M; ++i ){
f s c a l ( F , i , ∗(Ai+i ) , Ai , 1 ) ;





s i z e t Mup=M>>1;
s i z e t Mdown = M−Mup;
ftrsmLeftLowNoTrans ( F , Diag , Mup, N, alpha ,
60 A, lda , B, ldb , nmax ) ;
fgemm( F, FflasNoTrans , FflasNoTrans , Mdown, N, Mup,
Mone , A+Mup∗ lda , lda , B, ldb , alpha , B+Mup∗ ldb , ldb ) ;
65 ftrsmLeftLowNoTrans ( F , Diag , Mdown, N, one ,
A+Mup∗( lda +1) , lda , B+Mup∗ ldb , ldb , nmax ) ;
}
}
La ligne 18 permet de basculer entre les appels re´cursifs et les appels aux routines nume´-
riques blas. Si la dimension du syste`me est suffisamment petite (M <= nmax) alors on utilise
une re´solution nume´rique. La ligne 20 de´termine si la matrice A est unitaire et entraˆıne une
normalisation si ne´cessaire. Cette phase de normalisation permet d’e´viter les divisions dans la
re´solution nume´rique comme nous l’avons explique´ dans la section 3.1.2. Pour cela, on utilise
la fonction fscal sur les ligne de A et de B. On convertit ensuite les donne´es dans un format
flottant double pre´cision graˆce a` la fonction MatF2MatD et on appelle la fonction de re´solution
des blas cblas_dtrsm. Cette fonction calcule la solution en place dans le second membre de
l’e´quation, a` savoir Bd. Enfin, on convertit ce re´sultat dans B et on modifie A si ne´cessaire pour
retrouver la matrice d’origine. Si le syste`me posse`de une dimension supe´rieure a` la borne de re´-
solution des blas, alors on effectue deux appels re´cursifs sur des sous-matrices de A en mettant
a` jour le second membre par la routine fgemm comme de´crit par l’algorithme Trsm (§3.1.1). La
re´cupe´ration des sous-matrices se fait par de´calage du pointeur sur la zone me´moire contigue¨ de
A en conservant le stride initial de A et en de´finissant de nouvelles dimensions.
L’utilisation de ces routines ne´cessite de de´finir les matrices a` partir de tableaux de donne´es
line´aires et d’associer les caracte´ristiques de l’instance du proble`me et du type de re´solution. Voici
un exemple d’utilisation de ces routines dans le cas de la re´solution du syste`me AX = B avec A ∈
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Z10×1017 triangulaire supe´rieure et X,B ∈ Z10×2017 . Nous utilisons le corps fini Modular<double>
pre´sente´ dans la section 2.2.1 et les matrices sont initialise´es a` l’aide de fichier qui stockent les
coefficients de fac¸on line´aire.
Code 3.3 – Exemple d’utilisation de la routine ftrsm des fflas
int main ( ){
Modular<double> F( 1 7 ) ;
typedef Modular<Double > : : Element Element ;
s i z e t m, n ;
m=10;
n=20;
Element ∗A=new Element [m∗m] ;
Element ∗B=new Element [m∗n ] ;
Element one ;
F . i n i t ( one , 1 ) ;
i f s t r e am readA ( ”A. txt ”) , readB ( ”B. txt ” ) ;
// l e c t u r e de A dans l e f i c h i e r ”A. t x t ”
for ( s i z e t i =0; i<m;++ i )
for ( s i z e t j=i ; j<m;++j )
F . read ( readA , A[ j+i ∗m] ) ;
// l e c t u r e de B dans l e f i c h i e r ”B. t x t ”
for ( s i z e t i =0; i<m;++ i )
for ( s i z e t j =0; j<n;++j )
F . read ( readB , B[ j+i ∗n ] ) ;
readA . c l o s e ( ) ;
readB . c l o s e ( ) ;
// B <−Aˆ(−1).B
FFLAS : : f trsm (F, FFLAS : : F f l a sLe f t , FFLAS : : FlasUpper ,
FflasNoTrans , FflasNonUnit ,
m, n , one ,A,m,B, n ) ;
delete [ ] A;
delete [ ] B;
return 0 ;
}
Ce code montre que l’utilisation de nos routines est somme toute assez simple. Ne´anmoins,
l’utilisateur doit quand meˆme ge´rer l’allocation et la de´sallocation des matrices ainsi que le
parame´trage des calculs. Afin d’ame´liorer l’utilisation, nous proposons dans la section 3.4.3
d’inte´grer ces routines dans la bibliothe`que LinBox et d’utiliser des matrices de´finies a` partir de
classes C++ pour de´finir des environnements de calcul de plus haut niveau. Tout d’abord, nous
nous inte´ressons dans la prochaine section a` re´utiliser ces routines dans le logiciel Maple.
3.4.2 Connections avec Maple
Afin de proposer l’utilisation de ces paquetages dans un environnement de calcul formel plus
complet, nous avons de´veloppe´ une interface entre les routines des paquetages FFLAS/FFPACK
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et le logiciel Maple. Le but de cette interface est de pouvoir utiliser nos routines a` l’inte´rieur
de code Maple et surtout de pouvoir effectuer le calcul sur les donne´es Maple pour be´ne´ficier
des calculs en place. Pour cela notre travail est double. Il faut dans un premier temps rendre les
donne´esMaple accessibles a` nos routines. Dans un deuxie`me temps il faut pouvoir inte´grer nos
routines a` l’inte´rieur de l’environnement Maple.
La premie`re partie de nos travaux a donc consiste´ a` re´cupe´rer des donne´es Maple, a` les
inte´grer dans du code C et a` effectuer des calculs sur ces donne´es a` partir de nos routines. Pour
cela, nous avons utilise´ l’Application Programming Interface (API) OpenMaple35 de´veloppe´e par
Maple et qui permet de re´utiliser des routines et des structures de donne´es Maple dans du
code C, Java ou VisualBasic. En utilisant le fichier ”maplec.h” fourni par cette API, nous avons
pu convertir les donne´es Maple dans un format type´ pour nos routines et ainsi nous avons
de´fini un wrapper de nos routines pour des donne´es Maple. Cependant, certains parame`tres
de nos routines sont de´finis de fac¸on ge´ne´rique et la re´utilisation de ce wrapper a` l’inte´rieur de
Maple ne´cessite l’utilisation de bibliothe`ques dynamiques. Afin de proposer la version la plus
efficace possible de nos routines pour ce wrapper, nous avons supprime´ le caracte`re ge´ne´rique
de nos routines en fixant le corps fini au type Modular<double> qui permet d’atteindre les
meilleures performances. Toutefois, une e´volution naturelle de ce wrapper serait d’inte´grer nos
routines au travers de l’arche´type de donne´es des corps finis de la bibliothe`que LinBox et d’en
proposer une version ge´ne´rique. Cette approche n’e´tait pas notre premie`re intention dans le
de´veloppement de cette interface et n’est donc pas encore disponible. Nous pre´sentons dans le
code 3.4 les principes de notre wrapper sur l’exemple de l’inversion de matrice.
Code 3.4 – Wrapper Maple pour les routines des paquetages fflas-ffpack
#inc lude ”maplec . h”
#inc lude ” l inbox / f i e l d /modular . h”
#inc lude ” l inbox / f f l a s / f f l a s . h”
#inc lude ” l inbox / f f l a p a c k / f f l a p a c k . h”
5
using namespace LinBox ;
typedef Modular<double> Fie ld ;
typedef Fie ld : : Element Element ;
10
extern ”C” {
ALGEB inv e r s e (MKernelVector kv , ALGEB∗ argv ) {
/∗ expec t arguments in f o l l ow i n g order :
15 1− p ( i n t prime )
2− m ( in t )
3− A (matrix )




p=MapleToInteger32 (kv , argv [ 1 ] ) ;
m=MapleToInteger32 (kv , argv [ 2 ] ) ;
25 Fie ld F(p ) ;
Element ∗A,∗X;
35http://www.mapleapps.com/categories/maple9/html/OpenMaple.html
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RTableSett ings s e t t i n g s ;
ALGEB Matrix ;
30
Matrix= (ALGEB) argv [ 3 ] ;
RTableGetSettings ( kv ,& s e t t i n g s , Matrix ) ;
i f ( s e t t i n g s . data type != RTABLE FLOAT64
| | s e t t i n g s . s t o rage != RTABLE RECT
35 | | ! IsMapleNULL(kv , s e t t i n g s . i ndex func t i on s ) )
{
MaplePrintf ( kv , ”Making a copy \n” ) ;
s e t t i n g s . data type = RTABLE FLOAT64;
s e t t i n g s . s t o rage = RTABLE RECT;
40 s e t t i n g s . i ndex func t i on s = ToMapleNULL(kv ) ;
s e t t i n g s . f o r e i g n = FALSE;
Matrix = RTableCopy (kv ,& s e t t i n g s , Matrix ) ;
}
A= (Element ∗) RTableDataBlock (kv , Matrix ) ;
45
Matrix= (ALGEB) argv [ 4 ] ;
RTableGetSettings ( kv ,& s e t t i n g s , Matrix ) ;
i f ( s e t t i n g s . data type != RTABLE FLOAT64
| | s e t t i n g s . s t o rage != RTABLE RECT
50 | | ! IsMapleNULL(kv , s e t t i n g s . i ndex func t i on s ) )
{
MaplePrintf ( kv , ”Making a copy \n” ) ;
s e t t i n g s . data type = RTABLE FLOAT64;
s e t t i n g s . s t o rage = RTABLE RECT;
55 s e t t i n g s . i ndex func t i on s = ToMapleNULL(kv ) ;
s e t t i n g s . f o r e i g n = FALSE;
Matrix = RTableCopy (kv ,& s e t t i n g s , Matrix ) ;
}
X= (Element ∗) RTableDataBlock (kv , Matrix ) ;
60
FFLAPACK: : Inve r t (F ,m,A,m,X,m) ;
Matrix = (ALGEB) argv [ 4 ] ;
RTableGetSettings ( kv ,& s e t t i n g s , Matrix ) ;
65 switch ( s e t t i n g s . data type ) {
case RTABLE FLOAT64:
break ;
70 case RTABLE INTEGER32:
MaplePrintf ( kv , ”Converting the r e s u l t to i n t [ 4 ] \ n” ) ;
int∗ Ae ;
Ae= ( int ∗) RTableDataBlock (kv , Matrix ) ;
for ( int i =0; i<m∗m; i++)
75 ∗(Ae+i )= ( int ) ∗(X+i ) ;
break ;
case RTABLE DAG:
MaplePrintf ( kv , ”Converting the r e s u l t to maple i n t \n” ) ;
80 ALGEB∗ Cee ;
Cee= (ALGEB ∗) RTableDataBlock (kv , Matrix ) ;
for ( int i =0; i<m∗m; i++)
∗(Cee+i )= ToMapleInteger ( kv , ( long )∗ (X+i ) ) ;
break ;
85 }




Le principe de la fonction inverse de´finie a` la ligne 13 du code 3.4 se base sur des para-
me`tres de type MKernelVector et de type ALGEB. Le type MKernelVector de´finit une instance
de l’environnement Maple alors que le type ALGEB de´crit l’ensemble des objets utilise´s dans
cet environnement. L’environnement correspond soit a` l’environnement courant lorsqu’on tra-
vaille directement dans une session Maple soit a` un environnement lance´ a` partir d’un code
externe. Dans notre cas, nous conside´rons que nous sommes a` l’inte´rieur d’une session Maple.
Le parame`tre argv de type ALGEB de´finit un tableau de parame`tres passe´s comme instance de la
fonction. Ce parame`tre correspond au char** argv que l’on de´finit ge´ne´ralement en C comme
parame`tre du programme principal main. Les lignes 22 et 23 permettent de convertir les deux
premiers parame`tres de la fonction en deux entiers machines 32 bits. Ces parame`tres sont du
type ALGEB et repre´sentent donc tous les types Maple. Ne´anmoins, nous supposons que les va-
leurs donne´es en parame`tre sont des nombres. Le code entre la ligne 31 et 43 permet de convertir
le troisie`me parame`tre de la fonction, qui doit eˆtre une matrice, au format de donne´es de nos
routines (un tableau line´aire de nombres flottants double pre´cision). La ligne 59 permet de re´-
cupe´rer les donne´es de la structure Maple au travers d’un pointeur de donne´es. Nous re´ite´rons
ce proce´de´ pour le quatrie`me argument entre la ligne 46 et 59 qui est la matrice permettant
de stocker le re´sultat. Une fois que les structures de donne´es Maple sont accessibles, il suffit
d’appeler la routine d’inversion du paquetage ffpack sur les pointeurs de donne´es (cf ligne 61).
Ensuite, il faut convertir le re´sultat dans la structure de donne´es Maple pre´vue a` cet effet.
La deuxie`me partie concerne l’inte´gration de ce wrapper a` l’inte´rieur d’un environnement
Maple. Pour cela nous utilisons le paquetage d’appels externes propose´ par Maple qui per-
met d’appeler des fonctions C ou Fortran au travers d’objets dynamiques. En particulier, nous
utilisons la proce´dure define external qui permet de spe´cifier qu’une fonction est externe. Typi-
quement, l’utilisation de cette proce´dure pour connecter une fonction de´finie en C de type int
myCfunction(int, int) dans Maple se fait en de´finissant une proce´dure du type :
myMaplefunction := d e f i n e e x t e r n a l ( ’ myCfunction ’ ,
a : : i n t e g e r [ 4 ] ,
b : : i n t e g e r [ 4 ] ,
RETURN: : i n t e g e r [ 4 ] ,
LIB=”myCfunction . so ”) ;
La variable LIB spe´cifie la localisation de l’objet dynamique de´finissant la fonction ”myC-
function(int,int)”. Les parame`tres a et b de´finissent le type des parame`tres de la fonction C
et RETURN spe´cifie le type de retour de la fonction. Le type integer[4] correspond aux en-
tiers machines 32 bits. L’appel de la proce´dure myMaplefunction(4,5) ; dans un environnement
Maple entraˆıne l’exe´cution du code C myCfunction(4,5) et re´cupe`re la valeur de retour. L’in-
te´gration de notre wrapper au travers de ce type de proce´dure est donc imme´diate. Pour cela, il
suffit de compiler notre wrapper a` l’inte´rieur d’une bibliothe`que dynamique ”lbinverse.so” et de
de´finir la proce´dure
l b i n v e r s e := d e f i n e e x t e r n a l ( ’ inve r s e ’ , MAPLE, LIB=”l b i n v e r s e . so ”) ;
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On remarque que les types des parame`tres de la fonction ne sont plus spe´cifie´s. On utilise
ici le parame`tre MAPLE pour spe´cifier que les parame`tres de la fonction externe sont de type
Maple.
Afin de simplifier l’utilisation de notre wrapper, nous inte´grons la de´finition de ces proce´dures
Maple a` l’inte´rieur d’un module. Le module que nous avons de´veloppe´ de´finit l’ensemble des
proce´duresMaple qui permettent d’acce´der aux fonctions des paquetages fflas-ffpack dispo-
nibles au sein de notre wrapper. Plus pre´cise´ment, cela comprend les routine pour la multiplica-
tion de matrices (fgemm), le calcul de rang (Rank), le calcul de de´terminant (Det) la factorisation
LQUP (LUdivine) et d’inversion de matrice (Invert). Dans la suite, nous de´crivons en de´tail
l’inte´gration de la proce´dure d’inversion au sein de ce module.
Code 3.5 – Module Maple pour l’utilisation des routines fflas-ffpack
FFPACK:=module ( )
export LBInverse ; ‘
loca l l b i n v e r s e ;
opt ion package , load=create , unload=gc ;
d e s c r i p t i o n ”Maple i n t e r f a c e with FFLAS−FFPACK package ”;
c r e a t e := proc ( )
l ibname := ” l i b l bmap l e f f pa ck . so ”
l b i n v e r s e := d e f i n e e x t e r n a l ( ’ inve r s e ’ ,MAPLE, LIB=libname ) ;
end proc
LBInverse :=proc ( )
# c a l l s are :
# LBInverse (p ,A) re turn Aˆ(−1) mod p
# LBInverse (p ,A,X) re turn X:=Aˆ(−1) mod p
loca l m, n ,X;
m, n:= LinearAlgebra :−Dimension ( args [ 2 ] ) ;
i f (m<>n) then e r r o r ”matrix should be square ”; end i f ;
i f ( nargs <3) then
X:=LinearAlgebra :−Modular:−Create ( args [ 1 ] ,m,m, f l o a t [ 8 ] ) ;
l b i n v e r s e ( args [ 1 ] ,m, args [ 2 ] ,X) ;
e lse
l b i n v e r s e ( args [ 1 ] ,m, args [ 2 ] , a rgs [ 3 ] ) ;
end i f ;
end proc ;
end module ;
Dans ce module, on conside`re que les coefficients des matrices sont strictement infe´rieurs au
nombre premier de´finissant le corps fini. L’utilisation de ce module peut eˆtre couple´e a` celle du
module Modular propose´ par Maple et qui permet de de´finir des matrices a` coefficients dans
un corps premier. Le calcul de l’inverse d’une matrice modulo p a` partir de notre module s’e´crit
alors de la fac¸on suivante :
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A:=Create (p , n , n , random , f l o a t [ 8 ] ) ;
Ainv:=LBInverse (p ,A) ;
L’utilisation de la fonction inverse entraˆıne des calculs en place et donc des effets de bord
qui peuvent eˆtre parfois geˆnants. Typiquement, la matrice A dans notre exemple est modifie´e
car la routine Invert du paquetage ffpack effectue la factorisation LQUP en place. C’est
malheureusement le prix a` payer pour obtenir les meilleures performances. Ce moduleMaple est
actuellement disponible dans la version de de´veloppement de la bibliothe`que LinBox qui est
accessible a` partir d’un serveur CVS36.
3.4.3 Inte´gration et utilisation dans LinBox
L’utilisation de routines rapides sur les corps finis est un facteur important pour les perfor-
mances de la bibliothe`que LinBox. Afin de simplifier l’utilisation des paquetages fflas-ffpack,
nous proposons une interface de calcul LinBox pour manipuler ces routines a` partir de classes
C++ et de domaines de calcul. Pour cela, nous de´finissons une interface sur trois niveaux. Le
premier niveau fournit un ensemble de mode`les de donne´es pour repre´senter les matrices par
fflas-ffpack : matrices, sous-matrices, matrices triangulaires, matrices transpose´es, permu-
tations. Le deuxie`me niveau propose une interface de calcul pour les routines de factorisation
permettant une re´utilisation efficace et suˆre des re´sultats qui sont stocke´s dans une forme com-
presse´e (voir §3.2.2). Enfin, le dernier niveau de cette interface de´finit un domaine de calcul
inte´grant l’ensemble des routines des paquetages fflas-ffpack de fac¸on transparente pour les
mode`les de donne´es propose´s par notre interface. Les trois niveaux de notre interface corres-









Fig. 3.5 – Interface LinBox pour l’utilisation des blas
3.4.3.a Gestion des donne´es
Ces niveaux sont de´finis en pratique au travers de trois classes C++ comme le de´crit la figure
3.5. La premie`re est la classe BlasMatrix qui de´finit une structure de matrices compatible avec
36http://www.linalg.org/developer.html
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le format line´aire des blas. Cette classe de´finit aussi l’ensemble des caracte´ristiques ne´cessaires
a` l’utilisation des routines fflas-ffpack :
- dimension de la matrice ;
- pointeur sur la zone me´moire des donne´es ;
- stride des donne´es.
L’utilisation de ces caracte´ristiques permet de ge´rer la notion de sous-matrice de la meˆme
manie`re que les blas, a` savoir a` partir de vues de la matrice initiale. Il suffit pour cela de de´caler
le pointeur sur le de´but de la zone me´moire de la sous-matrice et de rede´finir les dimensions
en conservant le stride initial. L’utilisation des sous-matrices est propose´e dans cette classe au
travers d’un constructeur de copie sur une matrice non constante. Ne´anmoins, lorsque la matrice
est de´finie constante (const) la construction d’une sous-matrice revient a` l’extraction et la copie.
Ces constructeurs utilisent deux indices pour de´finir le premier e´le´ment de la sous-matrice et
deux autres parame`tres pour les dimensions. Une autre caracte´ristique de ce mode`le de matrice
est qu’il est compatible avec le mode`le des donne´es des matrices de la bibliothe`que LinBox.
Pour se faire, la classe BlasMatrix he´rite de la classe DenseSubmatrix qui de´finit toutes les
caracte´ristiques du mode`le de base des matrices LinBox. Cette classe de´finit le stockage de
donne´es de fac¸on line´aire en utilisant un vecteur STL (std::vector) [62, 35]. La re´cupe´ration du
pointeur sur la zone me´moire des donne´es se fait en re´cupe´rant l’adresse me´moire du premier
e´le´ment de ce vecteur.
Enfin, la classe BlasMatrix est accessible a` partir de n’importe quelle matrice compatible
avec le mode`le de base LinBox. La construction d’une BlasMatrix a` partir de ces matrices se
fait graˆce a` une conversion ge´ne´rique de´finie par des copies de donne´es vers un format line´aire.
Ne´anmoins, il est possible de spe´cialiser ces conversions pour e´viter la re´allocation des donne´es
si la structure le permet.
Code 3.6 – Mode`le de matrice LinBox pour les routines blas
template <class Element>
class BlasMatrix : public DenseSubmatrix< Element> {
public :
typedef Element Element ;
5
protected :
s i z e t s t r i d e ;
bool a l l o c ;
Element ∗ pt r ;
10
public :
BlasMatrix ( ) ;
15 BlasMatrix ( s i z e t m, s i z e t n ) ;
template <class Matrix>
BlasMatrix ( const Matrix& A) ;
20 template <class Matrix>
BlasMatrix ( const Matrix& A,
const s i z e t i0 , const s i z e t j0 ,
const s i z e t m, const s i z e t n ) ;
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25 BlasMatrix ( const BlasMatrix<Element>& A) ;
BlasMatrix ( BlasMatrix<Element>& A,
const s i z e t i0 , const s i z e t j0 ,
const s i z e t m, const s i z e t n ) ;
30
˜BlasMatrix ( ) ;
BlasMatrix<Element>& operator= ( const BlasMatrix<Element>& A) ;
35 Element∗ ge tPo inte r ( ) const ;
Element∗ getWritePointer ( ) ;
s i z e t g e tS t r i d e ( ) const ;
} ;
Le code 3.6 spe´cifie le mode`le de donne´es de la classe BlasMatrix. La classe est de´finie de
fac¸on ge´ne´rique sur le type des coefficients de la matrice (Element). On distingue un constructeur
par de´faut et un constructeur permettant d’allouer les donne´es au travers des dimensions de la
matrice (cf lignes 13 et 15). Les constructeurs ge´ne´riques (lignes 18 et 21) permettent de de´finir
les transtypages pour l’ensemble de matrices LinBox. Ces constructeurs entraˆınent la copie et
la re´organisation des donne´es de fac¸on line´aire. L’extraction de sous-matrices est ici possible en
donnant les coordonne´es du premier e´le´ment et les dimensions de la sous-matrice. Le constructeur
de´fini a` la ligne 27 permet de de´finir des sous-matrices n’e´tant que des vues de la matrice initiale,
aucune copie n’est effectue´e. La gestion des multiplicite´s des re´fe´rences ne se fait pas a` partir de
compteur de re´fe´rences mais au travers du parame`tre _alloc. Cela signifie que la destruction
de la zone me´moire est effectue´e uniquement par le proprie´taire initial des donne´es. Une vue ne
peut en aucun cas de´sallouer la me´moire. La de´finition de vues e´tant principalement inte´ressante
dans l’implantation d’algorithmes re´cursifs par blocs, nous n’avons pas juge´ utile de mettre en
place une structure plus complexe de comptage de re´fe´rences pour la gestion des sous-matrices.
Afin de fournir un type de matrice triangulaire compatible avec la structure des BlasMatrix
nous proposons une spe´cialisation de cette classe au travers d’une relation d’he´ritage. Ainsi nous
de´finissons la classe TriangularBlasMatrix qui spe´cialise la classe BlasMatrix en ajoutant
le caracte`re triangulaire et le caracte`re unitaire de la matrice. L’utilisation de ces caracte`res
permet de de´finir les matrices triangulaires uniquement au travers de vues d’une BlasMatrix.
Les donne´es qui ne sont pas prises en compte par cette vue ne sont jamais modifie´es. Ainsi, on
peut par exemple de´finir une matrice triangulaire infe´rieure unitaire et une matrice supe´rieure
non unitaire au travers d’une seule structure de donne´es de matrice.
Code 3.7 – Spe´cialisation de la classe BlasMatrix aux matrices triangulaires
class BlasTag {
public :
typedef enum{ low , up} uplo ;
typedef enum{unit , nonunit } diag ;
5 } ;
template <class Element>
class TriangularBlasMatr ix : public BlasMatrix<Element> {
protected :
10 BlasTag : : uplo uplo ;
BlasTag : : d iag d iag ;
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public :
Tr iangularBlasMatr ix ( const s i z e t m, const s i z e t n ,
15 BlasTag : : uplo x= BlasTag : : up ,
BlasTag : : d iag y= BlasTag : : nonunit ) ;
Tr iangularBlasMatr ix ( const BlasMatrix<Element>& A,
BlasTag : : uplo x= BlasTag : : up ,
20 BlasTag : : d iag y= BlasTag : : nonunit ) ;
Tr iangularBlasMatr ix ( BlasMatrix<Element>& A,
BlasTag : : uplo x= BlasTag : : up ,
BlasTag : : d iag y= BlasTag : : nonunit ) ;
25
TriangularBlasMatr ix ( const TriangularBlasMatr ix<Element>& A)
BlasTag : : uplo getUpLo ( ) const { return uplo ;}
30 BlasTag : : d iag getDiag ( ) const { return d iag ;}
} ;
La classe TriangularBlasMatrix de´crite dans le code 3.7 surcharge la classe BlasMatrix
en de´finissant les parame`tres _uplo et _diag. Ces parame`tres pre´cisent les caracte´ristiques que
l’on souhaite attribuer a` une structure de donne´es. L’utilisation de matrices constantes et non
constantes dans les diffe´rents constructeurs permet de ge´rer les copies et les vues de matrices.
Nous introduisons maintenant une autre classe permettant d’ajouter le caracte`re de transpo-
sition a` la structure des BlasMatrix. Cette classe ne sert qu’a` de´finir le caracte`re transpose´ de la
matrice au travers d’un type de donne´e. En effet, les routines fflas-ffpack ge`rent directement
les calculs sur les matrices transpose´es. Le caracte`re transpose´ d’une matrice ne doit pas agir
sur sa structure, il doit simplement intervenir lors des calculs. Pour cela, nous de´finissons la
classe TransposedBlasMatrix qui encapsule les matrices au travers d’une re´fe´rence et fournit
un moyen d’acce´der a` ces donne´es. Afin de manipuler efficacement les transpose´es de matrices
transpose´es, nous proposons une spe´cialisation de cette classe pour des matrices transpose´es
comme le montre le code 3.8.
Code 3.8 – Spe´cialisation de la classe BlasMatrix aux matrices transpose´es
template< class Matrix >
class TransposedBlasMatrix {
public :
5 TransposedBlasMatrix ( Matrix& M ) : M(M) {}





template< class Matrix >
15 class TransposedBlasMatrix< TransposedBlasMatrix< Matrix > > : public Matrix {
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public :
TransposedBlasMatrix ( Matrix& M ) : Matrix (M){}
TransposedBlasMatrix ( const Matrix& M ) : Matrix (M){}
20 } ;
3.4.3.b Gestion des triangularisations
Le deuxie`me niveau de notre interface concerne la gestion de la triangularisation de matrices
du paquetage ffpack. Comme nous l’avons explique´ dans les sections 3.2.2 et 3.2.3 la factorisa-
tion LQUP des matrices est effectue´e en place en utilisant une forme compresse´e. De plus, cette
implantation ne´cessite le stockage de deux permutations de´finissant la compression des donne´es
et les permutations durant le pivotage. Afin de proposer une structure de donne´es compatible
avec les permutations utilise´es par les routines de triangularisation ffpack, nous de´finissons la
classe BlasPermutation. Cette classe se base sur un vecteur STL pour stocker une permutation
de type lapack37. La permutation est repre´sente´e par un vecteur d’e´changes d’e´le´ments deux a`
deux. Typiquement, la permutation e´changeant la premie`re et la troisie`me colonne d’une matrice
d’ordre n est [3 2 3 ... n− 1].
Code 3.9 – Mode`le de permutation LinBox pour les routines fflas-ffpack
class BlasPermutation {
protected :
s td : : vector<s i z e t> PP ;
s i z e t o rde r ;
public :
BlasPermutation ( ) {} ;
BlasPermutation ( const s i z e t n ) : PP(n ) , o rde r ( n ) {} ;
BlasPermutation ( const std : : vector<s i z e t> &P) : PP(P) , o rde r (P. s i z e ( ) ) {} ;
BlasPermutation ( const BlasPermutation &P) : PP(P. PP) , o rde r (P. o rde r ) {} ;
BlasPermutation& operator=(const BlasPermutation& P){
PP = P. PP ;
o rde r = P. o rde r ;
return ∗ this ;
}
const s i z e t ∗ ge tPo inte r ( ) const { return & PP [ 0 ] ; }
s i z e t ∗ getWritePointer ( ) { return & PP [ 0 ] ; }
const s i z e t getOrder ( ) const { return orde r ; }
} ;
37http://www.netlib.org/lapack/
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En utilisant cette structure de permutation et la classe BlasMatrix nous proposons la classe
LQUPMatrix de´finissant l’interface de triangularisation avec le paquetage fflas-ffpack. Le but
de cette classe est d’encapsuler la factorisation LQUP d’une matrice de type BlasMatrix et
de fournir des moyens simples d’acce´der aux donne´es ou de les re´utiliser. Afin de conserver la
ge´ne´ricite´ des routines fflas-ffpack, cette classe est de´finie de fac¸on ge´ne´rique sur les corps
finis de la bibliothe`que LinBox. Le calcul de la factorisation s’effectue lors de la construction
d’une instance de la classe LQUPMatrix au travers de la fonction FFLAPACK::LUdivine. Nous
proposons deux types de constructions. La premie`re travaille directement sur la matrice que l’on
souhaite factoriser et la deuxie`me travaille sur une copie. Comme pour la classe BlasMatrix, les
copies sont ge´re´es au travers du caracte`re constant des matrices en utilisant l’attribut _alloc.
Le code 3.10 de´crit les moyens utilise´s pour de´finir cette interface. Nous ne pre´cisons ici que
le code des constructeurs, le reste des fonctions servant principalement a` la re´cupe´ration des
attributs et a` l’extraction des matrices repre´sentant la factorisation.
Code 3.10 – Interface LinBox pour la factorisation de matrices denses sur un corps fini
template <class Fie ld>
class LQUPMatrix {
public :
5 typedef typename Fie ld : : Element Element ;
protected :
F i e ld F ;
BlasMatrix<Element> & LU ;
10 BlasPermutation P ;
BlasPermutation Q ;
s i z e t m ;
s i z e t n ;
s i z e t rank ;
15 bool a l l o c ;
public :
LQUPMatrix ( const Fie ld& F, const BlasMatrix<Element>& A)
: F (F) , LU(∗ (new BlasMatrix<Element> (A) ) ) ,
20 P(A. coldim ( ) ) , Q(A. rowdim ( ) ) , m(A. rowdim ( ) ) ,
n (A. coldim ( ) ) , a l l o c ( true )
{
rank= FFLAPACK: : LUdivine ( F ,
FFLAS : : FflasNonUnit ,
25 m, n ,
LU . ge tPo inte r ( ) ,
LU . g e tS t r i d e ( ) ,
P . getWritePointer ( ) ,
FFLAPACK: : FflapackLQUP ,
30 Q . getWritePointer ( ) ) ;
}
LQUPMatrix ( const Fie ld& F, BlasMatrix<Element>& A)
: F (F) , LU(A) , P (A. coldim ( ) ) , Q(A. rowdim ( ) ) ,
35 m(A. rowdim ( ) ) , n (A. coldim ( ) ) , a l l o c ( fa l se )
{
rank= FFLAPACK: : LUdivine ( F ,
FFLAS : : FflasNonUnit ,
m , n ,
40 LU . ge tPo inte r ( ) ,
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LU . g e tS t r i d e ( ) ,
P . getWritePointer ( ) ,
FFLAPACK: : FflapackLQUP ,
Q . getWritePointer ( ) ) ;
45 }
TriangularBlasMatr ix<Element>& getL ( TriangularBlasMatr ix<Element>& L) const ;
Tr iangularBlasMatr ix<Element>& getU ( TriangularBlasMatr ix<Element>& U) const ;
50
BlasMatrix<Element>& getS ( BlasMatrix<Element>& S) const ;
} ;
Nous avons vu dans la section 3.3 que l’utilisation des triangularisations est centrale dans la
mise en place de solutions pour l’alge`bre line´aire dense sur un corps finis. Une des applications des
triangularisations est la re´solution des syste`mes line´aires. En effet, a` partir d’une triangularisa-
tion de matrice on calcule la solution d’un syste`me line´aire soit en re´solvant deux syste`mes trian-
gulaires si le second membre est un vecteur, soit avec une inversion triangulaire et une re´solution
de syste`me triangulaire matriciel si le second membre est une matrice. Dans le but de proposer des
fonctions de re´solution pour des seconds membres matriciels et vectoriels, nous avons de´veloppe´
dans la classe LQUPMatrix une interface de re´solution de syste`mes line´aires a` partir de la factorisa-
tion d’une matrice. Ainsi, nous de´finissons les fonctions ge´ne´riques left_solve, right_solve,
left_Lsolve, right_Lsolve, left_Usolve, right_Usolve qui respectivement calculent une
solution aux syste`mes LQUPX = B, XLQUP = B, LX = B, XL = B, UX = B et XU = B.
Afin de de´finir une interface de re´solution pour les diffe´rents types d’ope´randes possibles, nous
utilisons la notion de spe´cialisation de fonctions ge´ne´riques. Malheureusement, l’utilisation de
spe´cialisations de fonctions ge´ne´riques ne nous permet pas de conserver la ge´ne´ricite´ sur les corps
finis. En effet la spe´cialisation partielle de fonctions ge´ne´riques n’est pas encore disponible en
C++ bien que la question ait e´te´ souleve´e dans les re´visions de la norme38. Une alternative clas-
sique que nous employons est d’utiliser des fonctions objets ge´ne´riques pour de´finir ces fonctions.
On obtient ainsi le code suivant pour l’implantation de la fonction left_solve
template <class Operand >
Operand& LQUPMatrix :: left_solve(Operand& X, const Operand& B) const {
return FactorizedMatrixLeftSolve <Field ,Operand >()( _F, *this , X, B );
}
La spe´cialisation partielle de ces fonctions objets sur des type d’ope´randes compatibles avec
le mode`le de donne´es des BlasMatrix permet de proposer une interface ge´ne´rique pour les
routines de re´solution des paquetages fflas-ffpack. Nous de´crivons dans le code 3.11 la classe
de fonction objet FactorizedMatrixLeftSolve et des spe´cialisations pour les ope´randes de type
BlasMatrix et std::vector. On peut facilement utiliser le type std::vector dans les routines
fflas-ffpack du fait qu’il propose une structure de donne´es line´aire, un acce`s a` sa dimension
size() et un acce`s au de´but de sa zone me´moire (adresse de la premie`re composante).
38http://www.open-std.org/jtc1/sc22/wg21/docs/cwg active.html#229
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Code 3.11 – Implantation des syste`mes line´aires au travers de la classe LQUPMatrix
template <class Fie ld , class Operand>
class Factor i zedMatr ixLe f tSo lve {
public :
5 Operand& operator ( ) ( const Fie ld &F,
const LQUPMatrix<Fie ld> &A,
Operand &X,
const Operand &B ) const ;
10 Operand& operator ( ) ( const Fie ld &F,
const LQUPMatrix<Fie ld> &A,
Operand &B ) const ;
} ;
15 template <class Fie ld>
class Factor i zedMatr ixLe f tSo lve<Fie ld , BlasMatrix<typename Fie ld : : Element> > {
public :
BlasMatrix<typename Fie ld : : Element>&
20 operator ( ) ( const Fie ld &F,
const LQUPMatrix<Fie ld> &A,
BlasMatrix<typename Fie ld : : Element> &X,
const BlasMatrix<typename Fie ld : : Element> &B ) const
{
25 l i nbox check ( A. coldim ( ) == A. rowdim ( ) ) ;
l i nbox check ( A. coldim ( ) == B. rowdim ( ) ) ;
l i nbox check ( A. getrank ( ) == B. rowdim ( ) ) ;
X = B;
30 return (∗ this ) ( F , A, X ) ;
}
BlasMatrix<typename Fie ld : : Element>&
operator ( ) ( const Fie ld &F,
35 const LQUPMatrix<Fie ld> &A,
BlasMatrix<typename Fie ld : : Element> &B ) const
{
s i z e t m = B. rowdim ( ) ;
s i z e t n = B. coldim ( ) ;
40 l i nbox check ( A. coldim ( ) == A. rowdim ( ) ) ;
l i nbox check ( A. coldim ( ) == m ) ;
l inbox check ( A. getrank ( ) == m ) ;
typename Fie ld : : Element one ;
45 F. i n i t ( one , 1UL ) ;
// B<− Lˆ(−1)B
FFLAS : : f trsm ( F, FFLAS : : F f l a sLe f t , FFLAS : : FflasLower ,
FFLAS : : FflasNoTrans , FFLAS : : Ff lasUnit ,
50 m, n , one ,
A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ) ;
// B<− Uˆ(−1)B
55 FFLAS : : f trsm ( F, FFLAS : : F f l a sLe f t , FFLAS : : FflasUpper ,
FFLAS : : FflasNoTrans , FFLAS : : FflasNonUnit ,
m, n , one ,
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A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ) ;
60
// B<− Pˆ(−1)B
FFLAPACK: : applyP ( F, FFLAS : : F f l a sLe f t , FFLAS : : Ff lasTrans ,
n , 0 , m,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ,
65 A. getP ( ) . ge tPo inte r ( ) ) ;
return B;
}
70 template <class Fie ld>
class Factor i zedMatr ixLe f tSo lve<Fie ld , std : : vector<typename Fie ld : : Element> > {
public :
s td : : vector<typename Fie ld : : Element>&
75 operator ( ) ( const Fie ld &F,
const LQUPMatrix<Fie ld> &A,
std : : vector<typename Fie ld : : Element> &x ,
const std : : vector<typename Fie ld : : Element> &b ) const
{
80 l i nbox check ( A. coldim ( ) == A. rowdim ( ) ) ;
l i nbox check ( A. coldim ( ) == b . s i z e ( ) ) ;
l i nbox check ( A. getrank ( ) == A. rowdim ( ) ) ;
x = b ;
85 return (∗ this ) ( F , A, x ) ;
}
std : : vector<typename Fie ld : : Element>&
operator ( ) ( const Fie ld &F,
90 const LQUPMatrix<Fie ld> &A,
std : : vector<typename Fie ld : : Element> &b ) const
{
l i nbox check ( A. coldim ( ) == A. rowdim ( ) ) ;
95 l i nbox check ( A. coldim ( ) == b . s i z e ( ) ) ;
l i nbox check ( A. getrank ( ) == A. rowdim ( ) ) ;
typename Fie ld : : Element one ;
F . i n i t ( one , 1UL ) ;
100
// b<−Lˆ(−1)b
FFLAS : : f t r s v (F ,FFLAS : : FflasLower ,FFLAS : : FflasNoTrans ,FFLAS : : Ff lasUnit ,
b . s i z e ( ) , A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) , &b [ 0 ] , 1 ) ;
105 // b<−Uˆ(−1)b
FFLAS : : f t r s v (F ,FFLAS : : FflasUpper ,FFLAS : : FflasNoTrans ,FFLAS : : FflasNonUnit ,
b . s i z e ( ) , A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) , &b [ 0 ] , 1 ) ;
// b<−Pˆ(−1)b
110 FFLAPACK: : applyP (F,FFLAS : : F f l a sLe f t ,FFLAS : : Ff lasTrans ,
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3.4.3.c Domaine de calcul
Enfin le dernier niveau de notre interface de´finit un domaine de calcul fournissant l’inter-
face comple`te avec les routines fflas-ffpack. Ce domaine s’appuie sur les meˆmes concepts
de spe´cialisation de fonctions objets que la classe LQUPMatrix pour fournir des implantations
spe´cialise´es qui restent ge´ne´riques sur les corps finis. L’ensemble des fonctions disponibles sont le
calcul du rang, le calcul du de´terminant, la re´solution de syste`me line´aire, le calcul du polynoˆme
minimal, le calcul du polynoˆme caracte´ristique et la multiplication-addition avec mise a` l’e´chelle.
Nous pre´sentons dans le code 3.12 l’implantation de notre interface.
Code 3.12 – Interface LinBox pour les routines fflas-ffpack
template <class Fie ld>
class BlasMatrixDomain {
5 private :






typedef typename Fie ld : : Element Element ;
15 // Constructor o f BlasDomain .
BlasMatrixDomain ( const Fie ld& F ) : F (F)
{ F. i n i t ( One , 1UL) ; F . i n i t ( Zero , 0UL) ;F . i n i t ( MOne,−1L ) ; }
// Copy cons t ruc t o r
20 BlasMatrixDomain ( const BlasMatrixDomain<Fie ld> & BMD)
: F (BMD. F ) , One (BMD. One ) , Zero (BMD. Zero ) , MOne(BMD. MOne) {}
// F ie l d acces sor
Fie ld& f i e l d ( ) {return F ;}
25
// C = A∗B
template <class Operand1 , class Operand2 , class Operand3>
Operand1& mul (Operand1& C, const Operand2& A, const Operand3& B) const
{return BlasMatrixDomainMul<Fie ld , Operand1 , Operand2 , Operand3>()( F ,C,A,B) ; }
30
// A = A∗B
template <class Operand1 , class Operand2>
Operand1& mu l i n l e f t (Operand1& A, const Operand2& B ) const
{return BlasMatrixDomainMulin<Fie ld , Operand1 , Operand2>()( F ,A,B) ; }
35
// B = A∗B
template <class Operand1 , class Operand2>
Operand2& mul in r i gh t ( const Operand1& A, Operand2& B ) const
{return BlasMatrixDomainMulin<Fie ld , Operand2 , Operand1>()( F ,A,B) ; }
40
// D= beta .C + alpha .A∗B
template <class Operand1 , class Operand2 , class Operand3>
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Operand1& muladd (Operand1& D, const Element& beta , const Operand1& C,






50 Operand3> ( ) ( F ,D, beta ,C, alpha ,A,B) ;
}
// C= be ta .C + alpha .A∗B
template <class Operand1 , class Operand2 , class Operand3>
55 Operand1& muladdin ( const Element& beta , Operand1& C,










Matrix& inv ( Matrix &Ainv , const Matrix &A) const
{BlasMatrixDomainInv<Fie ld , Matrix >()( F , Ainv ,A) ;
return Ainv ;
70 }
// Ainv=Aˆ(−1) (A i s modi f ied )
template <class Matrix>
Matrix& inv in ( Matrix &Ainv , Matrix &A) const




80 template <class Matrix>
unsigned int rank ( const Matrix &A) const
{return BlasMatrixDomainRank<Fie ld , Matrix >()( F ,A) ; }
// rank (A) (A i s modi f ied )
85 template <class Matrix>
unsigned int rankin (Matrix &A) const
{return BlasMatrixDomainRank<Fie ld , Matrix >()( F ,A) ; }
// de t (A)
90 template <class Matrix>
Element det ( const Matrix &A) const
{return BlasMatrixDomainDet<Fie ld , Matrix >()( F ,A) ; }
// de t (A) (A i s modi f ied )
95 template <class Matrix>
Element det in (Matrix &A) const
{return BlasMatrixDomainDet<Fie ld , Matrix >()( F ,A) ; }
// AX=B
100 template <class Operand , class Matrix>
Operand& l e f t s o l v e (Operand& X, const Matrix& A, const Operand& B) const
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{return BlasMatrixDomainLeftSolve<Fie ld , Operand , Matrix >()( F ,X,A,B) ; }
// AX=B , (B<−X)
105 template <class Operand , class Matrix>
Operand& l e f t s o l v e ( const Matrix& A, Operand& B) const
{return BlasMatrixDomainLeftSolve<Fie ld , Operand , Matrix >()( F ,A,B) ; }
// XA=B
110 template <class Operand , class Matrix>
Operand& r i g h t s o l v e (Operand& X, const Matrix& A, const Operand& B) const
{return BlasMatrixDomainRightSolve<Fie ld , Operand , Matrix >()( F ,X,A,B) ; }
// XA=B , (B<−X)
115 template <class Operand , class Matrix>
Operand& r i g h t s o l v e ( const Matrix& A, Operand& B) const
{return BlasMatrixDomainRightSolve<Fie ld , Operand , Matrix >()( F ,A,B) ; }
// minimal po lynomia l computation
120 template <class Polynomial , class Matrix>
Polynomial& minpoly ( Polynomial& P, const Matrix& A ) const
{return BlasMatrixDomainMinpoly<Fie ld , Polynomial , Matrix >()( F ,P,A) ; }
// c h a r a c t e r i s t i c po lynomia l computation
125 template <class Polynomial , template<class> class List , class Matrix >
List<Polynomial>& charpoly ( Lis t<Polynomial>& P, const Matrix& A) const
{
return BlasMatrixDomainCharpoly<Fie ld ,
Polynomial ,
130 List ,
Matrix > ( ) ( F ,P,A) ;
}
} ;
Les fonctions de calcul de rang, de de´terminant et d’inverse ne sont de´finies que pour des
matrices de type BlasMatrix. La de´finition de ces calculs sur d’autres type de matrices denses
n’a aucun inte´reˆt du fait que la classe BlasMatrix sert d’interface pour ces calculs. L’ope´ration
de multiplication et ses de´rive´es sont disponibles pour plusieurs types d’ope´randes de fac¸on sy-
me´trique (A×B et B×A) :
• BlasMatrix × BlasMatrix =⇒ BlasMatrix
• BlasMatrix × TriangularBlasMatrix =⇒ BlasMatrix
• BlasMatrix × BlasPermutation =⇒ BlasMatrix
• BlasMatrix × TransposedBlasMatrix<BlasPermutation> =⇒ BlasMatrix
• BlasMatrix × std::vector =⇒ std::vector
• TriangularBlasMatrix × BlasPermutation =⇒ BlasMatrix
• BlasPermutation × std::vector =⇒ std::vector
• TransposedBlasMatrix<BlasPermutation> × std::vector =⇒ std::vector
Les implantations de ces spe´cialisations sont base´es sur les routines fflas correspondantes.
On utilise la fonction FFLAS::fgemm pour de´finir l’ensemble des fonctions de multiplication et de
multiplication-addition avec ou sans mise a` l’e´chelle pour les matrices denses.
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Code 3.13 – Spe´cialisations pour la multiplication de matrices denses BlasMatrix
template< class Fie ld , class Operand1 , class Operand2 , class Operand3>
class BlasMatrixDomainMul {
public :
Operand1 &operator ( ) ( const Fie ld &F,
Operand1 &C,
const Operand2 &A,
const Operand3 &B) const
{
typename Fie ld : : Element zero , one ;
F . i n i t ( zero , 0UL ) ;
F . i n i t ( one , 1UL ) ;
return BlasMatrixDomainMulAdd<Fie ld ,
Operand1 ,
Operand2 ,
Operand3> ( ) ( F , zero , C, one , A, B ) ;
}
} ;
// s p e c i a l i s a t i o n D=be ta .C + alpha A.B fo r BlasMatrix
class BlasMatrixDomainMulAdd<Fie ld ,
BlasMatrix<typename Fie ld : : Element>,
BlasMatrix<typename Fie ld : : Element>,
BlasMatrix<typename Fie ld : : Element> > {
public :
typedef typename Fie ld : : Element Element ;
BlasMatrix<Element>& operator ( ) ( const Fie ld &F,
BlasMatrix<Element> &D,
const Element &beta ,
const BlasMatrix<Element> &C,
const Element &alpha ,
const BlasMatrix<Element> &A,
const BlasMatrix<Element> &B) const
{
l i nbox check ( A. coldim ( ) == B. rowdim ( ) ) ;
l i nbox check ( C. rowdim ( ) == A. rowdim ( ) ) ;
l i nbox check ( C. coldim ( ) == B. coldim ( ) ) ;
l i nbox check ( D. rowdim ( ) == C. rowdim ( ) ) ;
l i nbox check ( D. coldim ( ) == C. coldim ( ) ) ;
D=C;
FFLAS : : fgemm( F, FFLAS : : FflasNoTrans , FFLAS : : FflasNoTrans ,
C. rowdim ( ) , C. coldim ( ) , A. coldim ( ) ,
alpha ,
A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ,
beta ,
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La spe´cialisation des fonctions de multiplication pour des matrices triangulaires est un peu
diffe´rente de celle des matrices denses. En effet, l’implantation de la multiplication de matrices
triangulaires peut se faire totalement en place. Pour cela, il suffit d’utiliser une implantation











A1B1 +A2B3 A1B2 +A2B4
A3B3 A3B4
]
il nous suffit de calculer, dans l’ordre,
[B1 B2]← A1 × [B1 B2]
[B1 B2]← [B1 B2] +A2 × [B3 B4]
[B3 B4]← A3 × [B3 B4]
La routine FFLAS::ftrmm utilise cette implantation re´cursive pour effectuer le produit d’une
matrice triangulaire avec une matrice dense. Du fait de l’implantation en place de cette mul-
tiplication, notre interface propose une spe´cialisation pour la multiplication en place a` partir
de la fonction objet BlasMatrixDomainMulin. L’implantation de la multiplication avec variable
de retour s’appuie sur cette version en place. Nous proposons ici les spe´cialisations pour la
multiplication de matrices triangulaires par des matrices denses de type BlasMatrix. Nous de´-
finissons deux exemplaires de ces spe´cialisations afin de ge´rer la non commutativite´ de cette
multiplication.
Code 3.14 – Spe´cialisation pour la multiplication de matrices triangulaires BlasMatrix
template<class Fie ld>
class BlasMatrixDomainMulin<Fie ld ,
BlasMatrix<typename Fie ld : : Element>,
Tr iangularBlasMatr ix<typename Fie ld : : Element> >{
public :
typedef typename Fie ld : : Element Element ;
BlasMatrix<Element>& operator ( ) ( const Fie ld& F,
BlasMatrix<Element>& A,
const TriangularBlasMatr ix<Element>& B) const
{
typename Fie ld : : Element one ;
F . i n i t ( one , 1UL) ;
l i nbox check ( A. coldim ( ) == B. rowdim ( ) ) ;
FFLAS : : ftrmm(F,
FFLAS : : Ff lasRight ,
(B. getUpLo()==BlasTag : : up )?
FFLAS : : Ff lasUpper : FFLAS : : FflasLower ,
FFLAS : : FflasNoTrans ,
(B. getDiag()==BlasTag : : un i t )?
FFLAS : : F f l a sUn i t : FFLAS : : FflasNonUnit ,
A. rowdim ( ) ,
A. coldim ( ) ,
one ,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ,
A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) ) ;
return A;
}
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BlasMatrix<Element>& operator ( ) ( const Fie ld& F,
const TriangularBlasMatr ix<Element>& B,
BlasMatrix<Element>& A) const
{
l i nbox check ( B. coldim ( ) == A. rowdim ( ) ) ;
typename Fie ld : : Element one ;
F . i n i t ( one , 1UL) ;
FFLAS : : ftrmm(F,
FFLAS : : F f l a sLe f t ,
(B. getUpLo()==BlasTag : : up )?
FFLAS : : Ff lasUpper : FFLAS : : FflasLower ,
FFLAS : : FflasNoTrans ,
(B. getDiag()==BlasTag : : un i t )?
FFLAS : : F f l a sUn i t : FFLAS : : FflasNonUnit ,
A. rowdim ( ) ,
A. coldim ( ) ,
one ,
B. ge tPo inte r ( ) , B. g e tS t r i d e ( ) ,




On retrouve dans cette implantation les parame`tres FflasLeft et FflasRight qui permettent
a` la fonction ftrmm de savoir de quel cote´ se trouve la matrice triangulaire et donc quelle est la
variable de retour.
Nous de´finissons maintenant la multiplication par une ope´rande de type BlasPermutation.
Cette multiplication entraˆıne la permutation des lignes ou des colonnes suivant l’ordre des ope´-
randes. Plusieurs types de spe´cialisation sont de´finis pour ge´rer les permutations de lignes, de
colonnes et la multiplication par la permutation transpose´e. L’ensemble de ces spe´cialisations
sont implante´es en utilisant la fonction applyP propose´e par le paquetage ffpack. Comme pour
la multiplication par une matrice triangulaire, cette ope´ration se fait totalement en place. C’est
donc a` partir de la fonction objet BlasMatrixDomainMulin que nous proposons nos spe´cialisa-
tions.
Code 3.15 – Spe´cialisations pour appliquer une permutation a` une matrice BlasMatrix
template<class Fie ld>
class BlasMatrixDomainMulin<Fie ld ,
BlasMatrix<typename Fie ld : : Element>,
BlasPermutation > {
public :
typedef typename Fie ld : : Element Element ;
BlasMatrix<Element>& operator ( ) ( const Fie ld& F,
BlasMatrix<Element>& A,
const BlasPermutation& B) const
{
l i nbox check ( A. coldim ( ) == B. getOrder ( ) ) ;
FFLAPACK: : applyP (F,
FFLAS : : Ff lasRight ,
FFLAS : : FflasNoTrans ,
A. rowdim ( ) , 0 , A. coldim ( ) ,
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A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) , B. ge tPo inte r ( ) ) ;
return A;
}




l i nbox check ( A. rowdim ( ) == B. getOrder ( ) ) ;
FFLAPACK: : applyP (F,
FFLAS : : F f l a sLe f t ,
FFLAS : : FflasNoTrans ,
A. coldim ( ) , 0 , A. rowdim ( ) ,





class BlasMatrixDomainMulin<Fie ld ,
BlasMatrix<typename Fie ld : : Element>,
TransposedBlasMatrix<BlasPermutation> > {
public :
typedef typename Fie ld : : Element Element ;
BlasMatrix<Element>& operator ( )
( const Fie ld& F,
BlasMatrix<Element>& A,
const TransposedBlasMatrix<BlasPermutation>& B) const
{
l i nbox check ( A. coldim ( ) == B. getMatrix ( ) . getOrder ( ) ) ;
FFLAPACK: : applyP (F,
FFLAS : : Ff lasRight ,
FFLAS : : Ff lasTrans ,
A. rowdim ( ) , 0 , A. coldim ( ) ,
A. ge tPo inte r ( ) , A. g e tS t r i d e ( ) , B. getMatrix ( ) . ge tPo inte r ( ) ) ;
return A;
}




l i nbox check ( A. rowdim ( ) == B. getMatrix ( ) . getOrder ( ) ) ;
FFLAPACK: : applyP (F,
FFLAS : : F f l a sLe f t ,
FFLAS : : Ff lasTrans ,
A. coldim ( ) , 0 , A. rowdim ( ) ,




Comme pour la multiplication, les fonctions de re´solution de syste`mes line´aires sont spe´cia-
lise´es pour plusieurs types de matrices et de seconds membres :
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• matrice : BlasMatrix, TriangularBlasMatrix
• second membre : BlasMatrix, std::vector
L’implantation des re´solutions de syste`mes line´aires pour des matrices denses s’appuie sur la
classe LQUPMatrix alors que la re´solution faisant intervenir des matrices triangulaires s’appuie sur
la routine FFLAS::ftrsm pour des seconds membres matriciels et la routine FFLAS::ftrsv pour des
seconds membres vectoriels. L’ensemble de ces re´solutions sont effectue´es en place dans le second
membre. Les fonctions ayant une variable de retour diffe´rente des ope´randes sont implante´es aux
travers d’une copie et de la re´solution en place. Ainsi, on obtient les spe´cialisations suivantes
pour les matrices denses et les matrices triangulaires.
Code 3.16 – Spe´cialisations pour la re´solution de syste`mes line´aires
template <class Fie ld>
class BlasMatrixDomainLeftSolve<Fie ld ,
BlasMatrix<typename Fie ld : : Element>,
BlasMatrix<typename Fie ld : : Element> > {
public :
typedef typename Fie ld : : Element Element ;
BlasMatrix<Element>& operator ( ) ( const Fie ld &F,
BlasMatrix<Element> &X,
const BlasMatrix<Element> &A,
const BlasMatrix<Element> &B) const
{
LQUPMatrix<Fie ld> LQUP(F,A) ;




BlasMatrix<Element>& operator ( ) ( const Fie ld &F,
const TriangularBlasMatr ix<Element> &A,
BlasMatrix<Element> &B) const
{
l i nbox check ( A. rowdim ( ) == A. coldim ( ) ) ;
l i nbox check ( A. coldim ( ) == B. rowdim ( ) ) ;
typename Fie ld : : Element One ;
F . i n i t ( One , 1UL) ;
switch (A. getUpLo ( ) ) {
case BlasTag : : up :
switch (A. getDiag ( ) ) {
case BlasTag : : un i t :
{FFLAS : : f trsm ( F,
FFLAS : : F f l a sLe f t ,FFLAS : : FflasUpper ,
FFLAS : : FflasNoTrans ,FFLAS : : Ff lasUnit ,
A. rowdim ( ) , B. coldim ( ) , One ,
A. ge tPo inte r ( ) ,A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) ,B. g e tS t r i d e ( ) ) ;
break ;}
case BlasTag : : nonunit :
{FFLAS : : f trsm ( F,
FFLAS : : F f l a sLe f t ,FFLAS : : FflasUpper ,
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FFLAS : : FflasNoTrans ,FFLAS : : FflasNonUnit ,
A. rowdim ( ) , B. coldim ( ) , One ,
A. ge tPo inte r ( ) ,A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) ,B. g e tS t r i d e ( ) ) ;
break ;}
default :
throw LinboxError ( ”Error in BlasMatrixDomain ” ) ;
}
break ;
case BlasTag : : low :
switch (A. getDiag ( ) ) {
case BlasTag : : un i t :
{FFLAS : : f trsm ( F,
FFLAS : : F f l a sLe f t ,FFLAS : : FflasLower ,
FFLAS : : FflasNoTrans ,FFLAS : : Ff lasUnit ,
A. rowdim ( ) , B. coldim ( ) , One ,
A. ge tPo inte r ( ) ,A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) ,B. g e tS t r i d e ( ) ) ;
break ;}
case BlasTag : : nonunit :
{FFLAS : : f trsm ( F,
FFLAS : : F f l a sLe f t ,FFLAS : : FflasLower ,
FFLAS : : FflasNoTrans ,FFLAS : : FflasNonUnit ,
A. rowdim ( ) , B. coldim ( ) , One ,
A. ge tPo inte r ( ) ,A. g e tS t r i d e ( ) ,
B. ge tPo inte r ( ) ,B. g e tS t r i d e ( ) ) ;
break ;}
default :









Graˆce a` toutes ces spe´cialisations, l’utilisation des routines nume´riques a` partir du domaine
de calcul BlasMatrixDomain permet de de´finir des codes de haut niveau tre`s robustes qui sont
base´s sur des calculs tre`s performants. De plus, comme notre interface s’appuie sur les routines
des paquetages fflas-ffpack, l’ensemble des codes de´finit a` partir de cette interface pour-
ront be´ne´ficier des ame´liorations futures de ces paquetages. En particulier, comme l’ensemble
des routines fflas-ffpack sont de´veloppe´es autour du produit de matrice, si l’on ame´liore la
routine de multiplication de matrices alors l’ensemble des routines et des codes de´finis a` plus
haut niveau be´ne´ficieront aussi de ces ame´liorations. Nous verrons par exemple dans le chapitre
suivant comment l’utilisation de cette interface nous a permis de de´finir des algorithmes haut
niveau pour la re´solution de syste`mes line´aires entier be´ne´ficiant des tre`s bonnes performances
des routines nume´riques blas.
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En conclusion de ce chapitre, nous pouvons dire que l’approche qui consiste a` re´utiliser les
routines nume´riques blas pour le calcul en alge`bre line´aire sur les corps finis s’ave`re tre`s sa-
tisfaisante et permet de fournir les meilleures implantations actuelles. Le de´veloppement des
paquetages fflas-ffpack a permis de proposer une couche bas niveau comple`te et performante
pour les proble`mes de base de l’alge`bre line´aire. L’utilisation d’algorithmes base´s sur le produit
de matrices permet de be´ne´ficier des ame´liorations futures des blas ou d’autres implantations
pour ce proble`me. Notre interface avec le logiciel Maple permet de proposer des codes tre`s
performants pour des proble`mes fondamentaux comme le de´terminant ou l’inverse. L’utilisation
de ces solutions dans la mise en place de codes Maple devrait permettre d’ame´liorer conside´-
rablement les performances pour des calculs conse´quents, ce qui est ge´ne´ralement un facteur
limitant dans l’utilisation de ce type de logiciel. Enfin, le de´veloppement d’un domaine de calcul
haut niveau dans la bibliothe`que LinBox permet a` la fois de be´ne´ficier des meilleures perfor-
mances actuelles pour les ope´rations d’alge`bre line´aire sur un corps finis mais aussi de de´finir
des codes simples et robustes qui be´ne´ficient de ces performances. Nous pensons en particulier
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Dans ce chapitre, nous nous inte´ressons a` la re´solution d’e´quations line´aires a` coefficients
entiers. E´tant donne´s une matrice A ∈ Zm×n et un vecteur b ∈ Zm, on cherche a` calculer, si c’est
possible, un vecteur x ∈ Qn tel que Ax = b. Ce proble`me est classique en mathe´matiques et il
intervient dans beaucoup d’algorithmes d’alge`bre line´aire sur les entiers. Ce type de re´solution
intervient en particulier dans les calculs de la forme de Smith, ce qui permet d’obtenir la plupart
des meilleurs algorithmes d’alge`bre line´aire sur les entiers [77]. Nous renvoyons le lecteur a`
[34, 70, 33, 75] pour le calcul de la forme de Smith et a` [86, 51] pour un survol des complexite´s
binaires en alge`bre line´aire exacte. Une approche classique pour re´soudre ces syste`mes line´aires
est de se ramener a` des calculs sur les corps finis graˆce au the´ore`me des restes chinois [36, §5.4,
page 102]. Ne´anmoins, cette approche ne permet pas d’obtenir les meilleures complexite´s. En
effet, en 1982 Dixon a propose´ un algorithme permettant d’obtenir une complexite´ en O (˜n3) [22]
alors que l’approche par restes chinois conduit a` une complexite´ en ≈ n4 pour des syste`mes a` n
e´quations. La notation O (˜n3) signifie ici O(n3) a` des facteurs logarithmiques pre`s. L’algorithme
propose´ par Dixon se base sur un de´veloppement p-adique de la solution rationnelle. Ces travaux
sont une ge´ne´ralisation au cas entier des de´veloppements x-adiques utilise´s en 1979 par Moenck
et Carter pour la re´solution de syste`mes polynomiaux univarie´s [57]. Le principe de l’algorithme
de Dixon est de calculer un de´veloppement p-adique de la solution puis de calculer la solution a`
partir de reconstruction de fractions. L’utilisation de techniques par blocs dans cet algorithme a
permis a` Storjohann de proposer un algorithme pour re´soudre les syste`mes line´aires entiers avec
la meˆme complexite´ que la multiplication de matrice entie´re [77], c’est-a`-dire de l’ordre de nω.
Un cas particulier de re´solution de syste`me line´aire entier est le calcul de solutions entie`res.
On s’inte´resse alors a` calculer un vecteur y ∈ Zn tel que Ay = b. Ce type de solutions est appele´
solution diophantienne. Le calcul de telles solutions a des applications en the´orie des groupes
[63], the´orie des nombres [15] et en programmation line´aire. Une approche classique pour calculer
une solution diophantienne est d’utiliser la forme de Smith [63, chap. 2-21]. Ne´anmoins, cette
technique est trop couˆteuse car la de´composition sous forme de Smith entraˆıne l’utilisation de
coefficients dont la taille est de l’ordre de O(n) bits. Ceci entraˆıne un couˆt de O (˜n4) ope´rations
binaires pour calculer une solution diophantienne du syste`me line´aire entier. Une technique pro-
pose´e en 1997 par Giesbrecht [39] permet d’ame´liorer cette complexite´ a` O (˜n3) en utilisant des
combinaisons de solutions rationnelles.
Notre objectif dans ce chapitre est de proposer une implantation ge´ne´rique de re´solution
de syste`mes line´aires entiers qui soit facilement parame´trable et qui soit la plus performante
possible. Pour cela, nous utilisons la me´thode de re´solution par approximations p-adiques et l’ide´e
de combinaison des solutions de Giesbrecht qui autorisent les meilleures complexite´s the´oriques.
Nous verrons aussi que ces me´thodes sont tre`s performantes en pratique.
Notre ide´e est d’utiliser ces deux sche´mas algorithmiques pour proposer une interface de re´-
solution de syste`mes line´aires qui puisse eˆtre parame´tre´e en fonction de l’instance du proble`me :
matrices denses, creuses ou structure´es. Pour cela nous conside´rons plusieurs me´thodes algorith-
miques pour calculer les chiffres du de´veloppement p-adique de la solution. En particulier, cela
concerne l’algorithme propose´ par Dixon [22] pour les matrices denses et des me´thodes ite´ratives
de type Wiedemann [91] pour les matrices creuses. L’approche que nous utilisons reste aussi
valide pour le cas des matrices structure´es de type Toeplitz/Hankel [64]. Nous verrons que l’une
des difficulte´s lie´es a` l’utilisation des de´veloppement p-adique concerne la gestion de la singu-
larite´ des matrices, la gestion de l’inconsistance des syste`mes et la certification des calculs qui
font intervenir pour la plupart des algorithmes probabilistes.
Le but de notre travail est de fournir une boˆıte a` outils pour re´soudre le plus efficacement
possible les syste`mes line´aires entiers. Pour cela, nous utilisons la bibliothe`que LinBox comme
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base de de´veloppement. Le de´veloppement de telles implantations dans cette bibliothe`que doit
permettre de :
• proposer les meilleures solutions actuelles pour les proble`mes d’alge`bre line´aire sur les
entiers ;
• valider la bibliothe`que sur des algorithmes de plus haut niveau.
Dans un premier temps, nous pre´sentons dans la section 4.1 l’approche ge´ne´rale de la re´-
solution de syste`me line´aire sur le corps des rationnels par les de´veloppements p-adiques. En
particulier, nous pre´senterons le sche´ma ite´ratif ge´ne´rique de la me´thode pour calculer ces de´ve-
loppements en fonction de la re´solution sur les corps finis. Nous de´velopperons ensuite les moyens
que nous avons mis en place au sein de la bibliothe`que LinBox pour implanter la re´solution de
syste`mes line´aires par de´veloppement p-adique (§4.2). En particulier, nous proposerons une me´-
thode qui se base sur l’utilisation d’ite´rateur de donne´es et qui permet d’abstraire le calcul des
chiffres du de´veloppement. La difficulte´ est ici la gestion des calculs probabilistes effectue´s par
les algorithmes que nous utiliserons. Nous pre´ciserons dans la section 4.3 comment nous utilisons
l’algorithme de Dixon pour re´soudre les syste`mes line´aires denses. En outre, nous verrons que le
proble`me pour re´soudre ces syste`mes est la gestion de la singularite´ et de l’inconsistance. Nous
nous appuierons alors sur les travaux de Mulders et Storjohann [61] sur le sujet qui proposent
une solution probabiliste tre`s satisfaisante. Enfin, dans la dernie`re partie, nous e´tudierons le
calcul des solutions entie`res en utilisant l’approche propose´e par Giesbrecht. Plus pre´cise´ment,
nous essaierons de quantifier le nombre de solutions rationnelles ne´cessaires en pratique pour
recouvrir une solution entie`re. Ne´anmoins, il se peut qu’il n’existe aucune solution entie`re au
syste`me. Dans ce cas la, nous utiliserons l’approche propose´e par Mulders et Storjohann [61] qui
consiste a` certifier la minimalite´ des solutions calcule´es.
Notations
– Pour tout exposant e1, O (˜ne1) est e´quivalent a` O(ne1 loge2 n) pour tout exposant e2 > 0.
– E´tant donne´e un vecteur v = [vi] ∈ Zn, on de´finit sa norme Euclidienne par :
||v|| = (∑1≤i≤n v2i )1/2.
– E`tant donne´ un nombre re´el β, on de´finit la partie entie`re infe´rieure de β par bβc et sa
partie entie`re supe´rieure par dβe.
– E`tant donne´s une matrice A ∈ Zn×n, un vecteur b ∈ Zn et un vecteur x ∈ Qn tel que
Ax = b, les bornes sur le nume´rateur et le de´nominateur de x sont de´finies en utilisant la
borne d’Hadamard et les re`gles de Cramer [36, pages 706, 465]. Nous utilisons les fonctions
numbound(A, b) et denbound(A, b) pour spe´cifier ces bornes, respectivement du nume´rateur
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4.1 Solutions rationnelles
Nous nous inte´ressons dans cette section au calcul des solutions rationnelles d’un syste`me
line´aire entier. Pour cela, nous utilisons la me´thode propose´e par Moenck et Carter en 1979
[57] et adapte´e en 1982 par Dixon [22] pour le cas entier. Cette me´thode consiste a` calculer les
solutions des syste`mes line´aires entiers en passant par un de´veloppement p-adique et en utilisant
la the´orie des fractions continues pour reconstruire la solution. Afin de pouvoir re´utiliser les
algorithmes d’alge`bre line´aire sur les corps finis et les implantations que nous avons pre´sente´s
dans le chapitre 3, nous conside´rons que la base p-adique des de´veloppements est de´finie a` partir
d’un nombre premier p.
Soient A ∈ Zn×n une matrice inversible et b ∈ Zn. On cherche a` calculer x ∈ Qn tel que
Ax = b. Pour cela, la me´thode consiste a` choisir un nombre premier p tel que p - det(A) et a`
calculer l’unique vecteur y ∈ Zn tel que Ay ≡ b mod pk et |y| < pk pour k fixe´. En choisissant
k suffisamment grand, on sait d’apre`s la the´orie des fractions continues que l’on peut retrouver
la solution x ≡ y mod pk telle que x ∈ Qn a` partir de reconstructions de fractions sur pk et les
coefficients de y. On sait que k est suffisamment grand lorsque que k ≥ 2ND ou` N et D sont
des majorants pour respectivement le nume´rateur et le de´nominateur des coefficients de x.
En utilisant les re`gles de Cramer et la borne d’Hadamard [36, pages 706, 465], on peut
alors de´finir pre´cise´ment ces majorants. On a en particulier D = denbound(A, b) et N =
numbound(A, b).
4.1.1 De´veloppement p-adique de la solution rationnelle
La premie`re phase de la me´thode consiste a` calculer la solution du syste`me modulo pk. La
technique utilise´e pour calculer cette solution se rapproche des me´thodes nume´riques ite´ratives
avec correction du re´sidu. Soit Ay¯[i] ≡ b mod pi tel que y¯[i] = y[0] + y[1]p + . . . + y[i−1]pi−1.
On utilise le re´sidu (b − Ay¯[i])/pi pour calculer le ie`me chiffre y[i] tel que A(y¯[i] + piy[i]) ≡ b
mod pi+1.







[0] + y[1]p+ . . .+ y[k−2]pk−2)
pk−1
mod p.
Les e´quations (4.1) illustrent le sche´ma ite´ratif de la me´thode de calcul. Ne´anmoins, afin de
limiter le grossissement des seconds membres dans les e´quations (4.1), les re´sidus sont calcule´s
successivement a` l’aide de mises a` jour. Ainsi, on de´finit le re´sidu ci+1 = (b − A(y[0] + . . . +




y(i+1) = A−1ci+1 mod p
En utilisant ces mises a` jour des re´sidus, on peut alors de´finir l’algorithme suivant pour cal-
culer le de´veloppement p-adique d’une solution rationnelle a` l’ordre k.
Algorithme PadicLifting(A,b,p,k)
Entre´e : A ∈ Zn×n, b ∈ Zn, p ∈ IN, k ∈ IN.
Condition : det(A)6≡ 0 mod p
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Sortie : y = A−1b mod pk
Sche´ma
c := b ;
M := 1 ;
pour i de 0 a` k-1 faire
re´soudre Ax ≡ c mod p ;
c := (c−Ax/p ;
y := y +Mx ;
M :=Mp ;
retourner y ;
Graˆce a` la mise a` jour des re´sidus a` chaque ite´ration, on peut borner la taille des composantes
de c tout au long des ite´rations par maxj(|cj |) ≤ n(α+β) ou` α = maxi,j(|Ai,j |) et β = maxj(|bj |).
Soit la fonction L(k, n, p) de´finissant le nombre d’ope´rations binaires de k re´solutions successives
modulo p de syste`mes line´aires de dimension n issus d’une meˆme matrice. Soient p, α, β << n.
On peut alors de´finir le complexite´ de l’algorithme PadicLifting par le lemme suivant.
Lemme 4.1.1. Soient A ∈ Zn×n, b ∈ Zn, p, k ∈ IN. Le nombre d’ope´rations binaires de l’algo-
rithme PadicLifting(A,b,p,k) est en O(knλ + kn log n) +L(k, n, p), ou` λ est l’exposant dans
la complexite´ du produit matrice-vecteur.
La preuve de ce lemme est imme´diate en utilisant le fait que les re´sidus sont de l’ordre
de O(log n) bits et que le produit matrice-vecteur d’ordre n ne´cessite O(nλ) ope´rations. Plus
pre´cise´ment, le couˆt de cet algorithme est de O(kn2)+L(k, n, p) pour des syste`mes denses et de
O(kn log n) + L(k, n, p) pour des syste`mes creux ayant de l’ordre de O(n) e´le´ments non nuls.
4.1.2 Reconstruction de la solution rationnelle
La deuxie`me phase de la re´solution des syste`mes line´aires entiers consiste a` de´terminer la
solution rationnelle a` partir de son de´veloppement p-adique. Une approche classique pour re-
construire une fraction a/b a` partir d’une paire d’entiers (g,m) telle que a/b ≡ g mod m est
d’appliquer l’algorithme d’Euclide e´tendu a` g et m. En effet, cet algorithme calcule pour deux
entiers g,m une suite de triplets (sj , tj , rj) telle que sjg+ tjm = rj . Si pgcd(g,m) = 1 on a alors
rj/sj ≡ g mod m.
Pour identifier le triplet (sj′ , tj′ , rj′) tel que sj′ = b et rj′ = a dans l’algorithme d’Euclide
e´tendu il faut pouvoir assurer une condition d’unicite´ sur la fraction a` reconstruire. Pour cela,
Wang [88, lemme 2] propose d’utiliser une borne sur les valeurs absolues de a et de b, a` savoir
|a|, |b| <√m/2. Graˆce a` cette condition, il y a unicite´ de la fraction rj′/sj′ telle que |rj |, |sj | <√
m/2. Pour re´cupe´rer cette fraction il suffit de re´cupe´rer le premier triplet (sj , tj , rj) dans
l’algorithme d’Euclide e´tendu qui ve´rifie rj <
√
m/2.
Dans le cas de la reconstruction d’une solution rationnelle, on utilise les bornes fixe´es par
les parame`tres N et D donne´s par les fonctions numbound et denbound du syste`me line´aire. On
peut alors de´finir l’algorithme suivant pour reconstruire la solution rationnelle a` partir de son
expression p-adique.
Algorithme ReconstructSolution(y,pk,N,D)
Entre´e : y ∈ Zn tel que |y| < pk, N,D ∈ IN
Sortie : x ∈ Qn tel que xi ≡ yi mod pk et |xi| < N , di < D
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Sche´ma
pour i de 1 a` n faire
a := yi ; b := pk ;
s1 := 0 ; s2 := 1 ;
tant que a 6= 0 et a > N faire
q := b/a ;
r := b mod a ;
a := b ;
b := r ;
s0 := s2 ;
s2 := s1 − qs2 ;
s1 := s0 ;
xi := a ;
di := s2 ;
retourner [x1/d1, x2/d2, . . . , xn/dn]T ;
Le couˆt de l’algorithme ReconstructSolution est directement lie´ au couˆt de l’algorithme
d’Euclide e´tendu (ici la conditionnelle tant que) qui est quadratique en la taille des entre´es.
Les composantes du de´veloppement p-adique e´tant de l’ordre de O(k) bits, on peut donc borner
le couˆt de cet algorithme par O(nk2) ope´rations binaires. Ne´anmoins, cet algorithme ne permet
pas d’obtenir la meilleure complexite´ the´orique pour la reconstruction de solutions rationnelles.
En effet, la meilleure complexite´ connue est celle obtenue en utilisant un algorithme de pgcd
rapide a` la Knuth/Scho¨nhage [53, 71]. On obtient alors une complexite´ quasi line´aire en la taille
des entre´es pour reconstruire une composante, ce qui donne un couˆt pour la reconstruction de
la solution rationnelle de O (˜nk log2 k) ope´rations binaires [89].
4.1.3 Algorithme complet
Nous pre´sentons maintenant le sche´ma algorithmique complet pour la re´solution des syste`mes
line´aires entiers par de´veloppement p-adique. Le principe est de calculer un nombre suffisant de
chiffres p-adiques pour retrouver la solution rationnelle a` partir de son de´veloppement p-adique.
Pour cela, nous utilisons les bornes donne´es par les re`gle de Cramer et la borne d’Hadmard du
syste`me line´aire.
Algorithme PadicSolver(A,b)
Entre´e : A ∈ Zn×n, b ∈ Zn
condition : det(A)6≡ 0 mod p
Sortie : x = A−1b
Sche´ma
N := numbound(A, b) ;
D := denbound(A, b) ;
k := dlog(2ND) + log pe+ 1 ;
y :=PadicLifting(A,b,p,k) ;
x :=ReconstructSolution(y,pk,N ,D) ;
retourner x ;
Le nombre de chiffres du de´veloppement p-adique e´tant de l’ordre de O(n log n) bits, le
nombre d’ope´rations binaires de l’algorithme PadicSolver est en O(nλ+1 log n + n3 log2 n) +
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L(k, n, p). Si on utilise un algorithme rapide pour la reconstruction rationnelle [89, algorithme
4.1] on obtient alors un couˆt de O (˜nλ+1 log n+ n2 log3 n) + L(k, n, p) ope´ration binaire. Ce qui
donne en particulier O(n3 log n)+L(k, n, p) pour des syste`mes line´aires denses et O (˜n2 log3 n)+
L(k, n, p) pour des syste`mes line´aires creux ayant O(n) e´le´ments non nuls.
On remarque que la validite´ de cet algorithme repose sur une base p-adique qui conserve le
rang de la matrice A. En pratique le choix d’une telle base ne peut se faire de fac¸on de´terministe
dans le couˆt de l’algorithme lui-meˆme. Le choix d’une base ale´atoire parmi un ensemble de
nombre premier suffisamment grand permet alors de fournir un algorithme Monte Carlo pour
calculer de telles solutions rationnelles.
4.2 Interface pour la re´solution des syste`mes line´aires entiers
Dans cette section nous nous inte´ressons a` de´finir une interface C++ haut niveau dans
LinBox pour la re´solution des syste`mes line´aires entiers par de´veloppement p-adique. Notre
objectif est de fournir une implantation de l’algorithme PadicSolver qui permette de changer
facilement la me´thode de calcul des chiffres p-adiques sans avoir a` modifier toute l’implantation.
La configuration de ces calculs doit permettre de fournir des implantations spe´cialise´es pour la
re´solution de syste`me line´aire entiers suivant si la structure du syste`me est denses, creuses ou
structure´es. La difficulte´ d’un tel de´veloppement se situe dans la spe´cification d’un mode`le de
calcul de haut niveau suffisamment robuste pour autoriser l’utilisation de calculs spe´cialise´s.
L’une des ope´ration cle´s des re´solutions de syste`mes line´aires entiers est le calcul du de´ve-
loppement p-adique qui varie suivant la me´thode de re´solution de syste`me line´aire dans la base
p-adique. Notre approche pour permettre une configuration simple de l’algorithme PadicLif-
ting est de fournir une implantation dans laquelle les calculs des chiffres du de´veloppement
p-adique sont asbtraits. En particulier, le but est de fournir une structure de de´veloppement
p-adique qui permette une telle abstraction. Pour cela, nous proposons de re´utiliser l’approche
”conteneur/ite´rateur” de´veloppe´e dans la bibliothe`que STL [35, 62]. Ainsi, notre interface peut
se diviser en trois modules correspondant aux diffe´rentes phases de la re´solution. Nous utilisons































Fig. 4.1 – Interface LinBox pour la re´solution des syste`mes line´aires entiers
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Le premier module correspond a` l’algorithme PadicLifting et de´finit l’interface de calcul
des de´veloppements p-adiques. L’approche ”conteneur/ite´rateur” est ici utilise´e pour faciliter la
configuration des calculs. En particulier, nous utilisons l’ite´rateur pour calculer a` la vole´e les
chiffres du de´veloppement p-adique alors que le conteneur permet de fournir une spe´cialisation
des calculs. Graˆce a` cette dissociation, la phase de reconstruction de la solution rationnelle est
totalement inde´pendante de la structure des de´veloppements p-adiques. Seule la connaissance de
l’ite´rateur est ne´cessaire pour calculer le de´veloppement p-adique. Graˆce a` la normalisation de
l’ite´rateur on peut donc de´finir une interface abstraite pour calculer des solutions rationnelles
quelque soit la me´thode de calcul. Enfin, le dernier module correspond a` l’algorithme PadicSol-
ver et permet de spe´cifier les calculs effectue´s par l’ite´rateur graˆce a` des conteneurs spe´cialise´s.
Du fait qu’on utilise des algorithmes probabilistes pour calculer une solution, si toutefois il en
existe une, ce module sert aussi a` valider les re´sultats obtenus et a` certifier l’inconsistance des
syste`mes.
L’interaction de ces trois modules et le fonctionnement de notre interface sont illustre´s par
la figure 4.1. Nous de´finissons notre interface pour la re´solution de syste`mes line´aires a` partir de
trois classes C++ : RationalSolver, LiftingContainer et RationalReconstruction. Nous
nous inte´ressons dans les sections suivantes a` spe´cifier le mode`le de ces trois classes ainsi que
leurs implantations.
4.2.1 RationalSolver
La classe RationalSolver de´finit la partie utilisateur de notre interface. Le principe de
cette classe est de de´finir un domaine de re´solution de syste`mes line´aires entiers. Afin que notre
implantation soit ge´ne´rique, nous de´finissons les type de donne´es suivants a` partir de parame`tres
templates :
– Ring : arithme´tique des entiers,
– Field : arithme´tique modulaire de la base p-adique,
– RandomPrime : ge´ne´rateur ale´atoire de nombres premiers,
– MethodTraits : me´thode de calcul des chiffres du de´veloppement p-adique.
Afin d’assurer la ge´ne´ricite´ de notre implantation, chacun de ces types de donne´es doit
respecter un mode`le de base pre´de´fini. Nous utilisons la structure de corps finis de la section
2.1 pour spe´cifier le domaine de calcul de´fini par la base p-adique (Field). Pour caracte´riser le
domaine de calcul sur les entiers (Ring), nous utilisons un mode`le de donne´es similaire a` celui des
corps finis en ajoutant quelques fonctions ne´cessaires au calcul dans des ide´aux principaux (test
de divisibilite´, pgcd, ppcm, quotient, reste, reconstruction de fractions). Le mode`le de donne´es
du ge´ne´rateur ale´atoire de nombres premiers (RandomPrime) doit encapsuler un type d’entier
de´fini par l’alias Prime et une fonction de ge´ne´ration ale´atoire void randomPrime(Prime &p).
La me´thode de calcul des chiffres du de´veloppement p-adique (MethodTraits) doit eˆtre de´finie
a` partir d’une structure de ”traits” (voir §1.1.3) encapsulant les diffe´rents parame`tres de calcul
de la me´thode.
Le code suivant illustre la spe´cification de la classe RationalSolver dans la bibliothe`que
LinBox.
Code 4.1 – Domaine de re´solution de syste`mes line´aires entiers
template<class Ring , class Fie ld , class RandomPrime , class MethodTraits>
class Rat iona lSo lve r {




mutable Prime prime ;
MethodTraits t r a i t s ;
public :
Rat i ona lSo lve r ( const Ring &r =Ring ( ) ,
const RandomPrime &rp =RandomPrime(DEFAULT PRIMESIZE) ,
const MethodTraits &t r a i t s =MethodTraits ( ) )
: R( r ) , genprime ( rp ) , t r a i t s ( t r a i t s )
{
prime= genprime . randomPrime ( ) ;
}
Rat iona lSo lve r ( const Prime &p ,
const Ring &r =Ring ( ) ,
const RandomPrime &rp =RandomPrime(DEFAULT PRIMESIZE) ,
const MethodTraits &t r a i t s =MethodTraits ( ) )
: R( r ) , genprime ( rp ) , prime (p ) , t r a i t s ( t r a i t s ){}
void chooseNewPrime ( ) const { prime = genprime . randomPrime ( ) ; }
} ;
La construction d’un domaine de calcul de type RationalSolver permet de fixer les arithme´-
tiques utilise´es, la me´thode de calcul du de´veloppement p-adique ainsi que le ge´ne´rateur ale´atoire
de nombres premiers. Ce ge´ne´rateur permet de de´finir la base p-adique utilise´e pour effectuer
les calculs. Il est ne´anmoins possible de pre´ciser une base spe´cifique lors de la construction. On
remarque que l’attribut _prime est de´fini de fac¸on mutable, c’est-a`-dire qu’il peut eˆtre modi-
fier meˆme si le domaine de calcul est de´fini constant (const RationalSolver). Cela provient
du fait qu’il faut pouvoir changer la base p-adique lorsque celle-ci ne ve´rifie par les conditions
de validite´ de l’algorithme PadicSolver ; a` savoir que la base p-adique conserve le rang de la
matrice. Ce changement de base est assure´ dans la classe RationalSolver par la fonction Choo-
seNewPrime().
Le but de la classe RationalSolver est de de´finir un domaine de re´solution de syste`mes
line´aires offrant les calculs les plus adapte´s a` l’instance du syste`me et a` la solution recherche´e. En
particulier, les calculs diffe´rent suivant si le syste`me est singulier ou non et suivant si l’on souhaite
obtenir une solution ale´atoire du syste`me ou non. Afin de couvrir tous ces types de calculs





Les fonctions solveSingular et solveNonSingular doivent eˆtre utiliser lorsqu’on connaˆıt
a` priori le caracte`re de singularite´ du syste`me. Si ce caracte`re n’est pas connu a` l’avance, la
fonction solve sert alors d’interface. La fonction findRandomSolution permet quant a` elle de
calculer une solution ale´atoire du syste`me quand celui-ci est singulier. Toutes ces fonctions sont
de´finies de fac¸on ge´ne´rique en fonction des types de matrices et de vecteurs utilise´s pour de´finir
le syste`me line´aire. Nous utilisons des parame`tres templates pour spe´cifier ces types de donne´es
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dans les implantations. Les vecteurs doivent alors respecter les ite´rateurs de donne´es de la STL
tandis que les matrices sont conside´re´es comme des boˆıtes noires et doivent respecter le mode`le
de base de´fini par l’arche´type BlackboxArchetype [27].
La difficulte´ dans l’implantation de ces fonctions de re´solution provient de la validite´ de
la solution calcule´e. En particulier, il se peut que les syste`mes soient inconsistants et donc
qu’aucune solution n’existe. Les calculs e´tant probabilistes il se peut aussi que le re´sultat du
calcul ne soit pas une solution du syste`me. Afin de ge´rer tout ces cas de figure et permettre a`
l’utilisateur de connaˆıtre les caracte´ristiques du re´sultat, nous utilisons le parame`tre de retour
des fonctions pour fournir cette information. Pour cela, chacune des fonctions de re´solution de la
classe RationalSolver doit retourner le statut des calculs effectue´s. Nous utilisons l’e´nume´ration
SolverReturnStatus pour spe´cifier l’ensemble des statuts possibles.
enum SolverReturnStatus {
SS_OK , SS_FAILED , SS_SINGULAR , SS_INCONSISTENT
};
• SS_OK =⇒ calcul correct
• SS_FAILED =⇒ calcul incorrect
• SS_SINGULAR =⇒ syste`me singulier
• SS_INCONSISTENT =⇒ syste`me inconsistant
Le principe ge´ne´ral de l’implantation des fonctions de re´solution consiste a` construire le
de´veloppement p-adique ade´quat a` la me´thode de calcul spe´cifie´e et instancier le module de
reconstruction de la solution rationnelle avec ce de´veloppement. Nous pre´senterons l’implantation
de ces fonctions dans le cas des syste`mes denses dans la suite de ce document (§4.3).
4.2.2 LiftingContainer et LiftingIterator
Les classes LiftingContainer et LiftingIterator de´finissent l’interface permettant de
manipuler les de´veloppements p-adiques uniquement par un ite´rateur de donne´es, le but e´tant
d’abstraire la structure des de´veloppements (matrice, vecteur, base p-adique) de la manie`re
dont on les calcule. L’ide´e est de fournir un ite´rateur spe´cialise´ pour calculer les chiffres du
de´veloppement a` la vole´e. Pour cela nous de´finissons les deux structures de donne´es suivantes.
– LiftingContainer : un conteneur encapsulant les caracte´ristiques du de´veloppement p-
adique (matrice, vecteur, base p-adique, longueur, dimension)
– LiftingIterator : un ite´rateur encapsulant un re´sidu courant et qui calcule a` la vole´e les
chiffres du de´veloppement p-adique.
Le principe de cette dissociation de´crite par la figure 4.2 est de permettre la spe´cialisation
du calcul des chiffres p-adiques a` partir de la me´thode de calcul la plus ade´quate a` l’instance
du syste`me. Le calcul des re´sidus e´tant inde´pendant de la me´thode utilise´e, nous les se´parons
des calculs des chiffres du de´veloppement. Graˆce a` cette se´paration, on peut ainsi diffe´rencier
les calculs dans la base p-adique de ceux sur les entiers. Afin de manipuler les de´veloppements
p-adiques uniquement a` partir de la classe LiftingIterator, il nous faut fournir un moyen effi-
cace et ge´ne´rique pour parame´trer les calculs effectue´s par cet ite´rateur. Notre approche consiste
a` utiliser une fonction virtuelle pure pour de´finir les calculs des chiffres p-adiques dans l’ite´ra-
teur. Ainsi, en utilisant des conteneurs qui spe´cifient cette fonction virtuelle en fonction d’une
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LiftingIterator
LiftingContainer

































IMatrix    &A;
IVector     b;
Prime       p;
public:













Fig. 4.3 – Interface des conteneurs de de´veloppements p-adiques
130 Syste`mes line´aires entiers
me´thode de calcul on obtient un ite´rateur configurable. La figure 4.3 illustre plus pre´cise´ment
l’implantation de notre approche.
L’ide´e est d’utiliser la fonction next de l’ite´rateur pour calculer et re´cupe´rer un chiffre du
de´veloppement. Cette fonction calcule le nouveau chiffre du de´veloppement a` partir du re´sidu
courant residu et de la fonction du conteneur lc.nexdigit. Une fois que le nouveau chiffre
est calcule´, le re´sidu est mis a` jour a` partir de la fonction update qui est ge´ne´rique a` tous les
conteneurs. Du fait que la fonction nextdigit est de´finie virtuelle pure dans la classe Lifting-
ContainerBase c’est la fonction de´finie par les classes de´rive´es qui sera utilise´e. Le but de cette
classe est double. Elle permet a` la fois de spe´cifier le mode`le de base des conteneurs de de´velop-
pement p-adique et de de´finir l’ensemble des caracte´ristiques communes a` tous les conteneurs.
En particulier c’est elle qui de´finit les fonctions relatives a` la cre´ation d’ite´rateurs de de´but et
de fin de structure. De plus, elle permet de spe´cifier la longueur du de´veloppement ainsi que les
bornes sur le nume´rateur et le de´nominateur de la solution rationnelle qu’il faudra reconstruire
a` partir du de´veloppement. D’autre part, elle sert d’interface pour la de´finition de la fonction
nextdigit. Ainsi, chaque conteneur doit he´riter de cette classe afin de pouvoir de´finir un conte-
neur valide pour l’ite´rateur.
A` l’instar de la STL, notre implantation est ge´ne´rique et permet de manipuler n’importe
quelle structure de de´veloppement p-adique de´finie a` partir d’un syste`me line´aire et d’une base
p-adique. De meˆme, l’interface des ite´rateurs est de´finie de fac¸on ge´ne´rique pour des vecteurs
base´s sur la STL. Nous proposons dans l’annexe A.1 les codes LinBox de´finissant l’interface et le
mode`le de donne´es de ces de´veloppements p-adiques. Nous verrons dans 4.3 une spe´cialisations
de ce mode`le pour les syste`mes denses.
4.2.3 RationalReconstruction
La classe RationalReconstruction de´finit un domaine de calcul pour la reconstruction de
solutions rationnelles a` partir de de´veloppements p-adiques. En particulier, ce domaine est ge´ne´-
rique pour l’ensemble des de´veloppements p-adiques respectant l’interface propose´e par la classe
LiftingContainerBase. Le but de cette classe est de fournir une fonction pour la reconstruction
d’une solution rationnelle a` partir d’un ite´rateur de de´veloppement p-adique. Le code 4.2 spe´cifie
le mode`le de cette classe.
Code 4.2 – Interface de reconstruction rationnelle
template< class L i f t i ngConta ine r >
class Rat iona lReconst ruct ion {
public :
typedef typename L i f t i ngConta ine r : : Ring Ring ;
typedef typename Ring : : Element In t eg e r ;
typedef typename L i f t i ngConta ine r : : IVector Vector ;
typedef typename L i f t i ngConta ine r : : F i e ld F i e ld ;
typedef typename Fie ld : : Element Element ;
protected :
const L i f t i ngConta ine r & l c o n t a i n e r ;
Ring r ;
int th r e sho ld ;
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public :
Rat iona lReconst ruct ion ( const L i f t i ngConta ine r &l con ta in e r ,
const Ring& r = Ring ( ) ,
int THRESHOLD = DEF THRESH)
: l c o n t a i n e r ( l c o n t a i n e r ) , r ( r ) , t h r e sho ld (THRESHOLD) {}
const L i f t i ngConta ine r& getConta iner ( ) const {return l c o n t a i n e r ;}
template <class Vector>
bool getRat iona l ( Vector& num, In t eg e r& den , int sw i t che r ) const ;
} ;
L’implantation de la fonction getRational se divise en deux parties. La premie`re consiste a`
calculer le de´veloppement p-adique en utilisant l’ite´rateur LiftingIterator. La seconde consiste
a` reconstruire la solution rationnelle a` partir du de´veloppement p-adique. Nous proposons d’e´tu-
dier maintenant ces deux e´tapes en de´tail pour fournir l’implantation la plus performante pos-
sible.
4.2.3.a Construction du de´veloppement p-adique
L’utilisation de l’ite´rateur permet de calculer les chiffres du de´veloppement p-adique les
uns apre`s les autres. Afin de calculer comple`tement le de´veloppement p-adique il faut toutefois
accumuler chacun de ces chiffres en les multipliant par la puissance de la base p-adique corres-
pondante. Ce calcul revient pre´cise´ment a` l’e´valuation d’un vecteur de polynoˆmes dans la base
p-adique. L’approche classique pour e´valuer un polynoˆme en un point est d’utiliser la me´thode
de Horner. Dans un mode`le de calcul alge´brique cette me´thode est optimale. Cependant, nous
sommes dans un mode`le de calcul binaire, a` savoir que le couˆt des ope´rations arithme´tiques de´-
pend de la taille des ope´randes. Dans ce cas pre´cis, la me´thode de Horner ne permet pas d’obtenir
la meilleure complexite´. En conside´rant que l’on utilise un algorithme de multiplication rapide
d’entier de type FFT [72], le meilleur couˆt pour e´valuer un polynoˆme de degre´ d a` coefficients
entiers sur k bits en un entier sur k bits est de O (˜dk) ope´rations binaires. En comparaison la
complexite´ obtenue avec la me´thode de Horner est de O (˜d2k) ope´rations binaires. L’algorithme
permettant d’obtenir ce couˆt quasiment line´aire en le degre´ du polynoˆme est re´cursif et il s’appuie
sur une approche de type ”diviser pour re´gner” [87]. Nous pre´sentons maintenant cet algorithme
et nous montrons qu’il est aussi le plus efficace en pratique.
E`tant donne´s b = b0 + b1x + b2x2 + . . . ∈ Z[x] et k ∈ IN, nous de´finissons les fonctions de
de´calage et de troncature suivants :
– Trunc(b, k) = b0 + b1x+ b2x2 + . . .+ bk−1xk−1
– Left(b, k) = bk + bk+1x+ bk+2x2 + . . .
Nous conside´rons ici sans perte de ge´ne´ralite´ que le degre´ du polynoˆme a` e´valuer est une puissance
de deux.
Algorithme recursiveEval(P, a, d)
Entre´es : P ∈ Z[x], a ∈ Z et d =deg(P )
Sortie : (P (a), ad) tel que P (a), ad ∈ Z
Sche´ma :
si d = 1 alors
retourner (P (0), a) ;
sinon
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(s1, x1) := recursiveEval(Trunc(P, d/2), a, d/2) ;
(s2, x2) := recursiveEval(Left(P, d/2), a, d/2) ;
retourner (s1 + x1s2, x1x2) ;
Soit E(d, k) la couˆt binaire de l’algorithme recursiveEval ou` k repre´sente la taille en bit
de a et des coefficients de P . Soit M(k) le couˆt binaire de la multiplication de deux entiers de k
bits. On peut alors e´crire la relation de re´currence suivante pour E(d, k) :
E(d, k) = 2E(d/2, k) + 2M(kd/2) + kd,
ce qui donne un couˆt total de O (˜M(kd) + kd) ope´rations binaires. En particulier, on obtient
O (˜kd) en utilisant l’algorithme de multiplication d’entiers de Scho¨nhage-Strassen [72].
Nous montrons maintenant que cet algorithme est aussi le plus efficace en pratique en utilisant
l’arithme´tique des entiers propose´e par la bibliothe`que GMP. Pour cela nous comparons les
performances obtenues pour cet algorithme avec celle de la me´thode de Horner et celle d’un
algorithme base´ sur l’approche ”pas de be´be´/pas de ge´ant” [65]. Ce dernier algorithme offre en
particulier un couˆt de O (˜kd
√
d) ope´rations binaires.
Le tableau 4.1 illustre les temps de calcul ne´cessaires pour e´valuer un de´veloppement p-adique
par ces trois me´thodes. Nous exprimons ici le temps de calcul en seconde pour des vecteur de
dimension 1000 et la base p-adique p = 65521. Le parame`tre d dans ce tableau repre´sente le
nombre de chiffres du de´veloppement, a` savoir le degre´ du polynoˆme a` e´valuer.
degre´s d = 940 d = 1770 d = 3016 d = 4677
Horner 3.84s 13.61s 31.28s 67.73s
”pas de be´be´/pas de ge´ant” 2.56s 8.48s 21.99s 47.88s
”diviser pour re´gner” 2.08s 4.48s 5.24s 13.17s
Tab. 4.1 – Comparaisons des me´thodes d’e´valuation de de´veloppement p-adique
D’apre`s ce tableau on peut voir que l’approche ”diviser pour re´gner” permet en pratique
d’obtenir de meilleures performances que pour les deux autres me´thodes. Toutefois, nous avons
remarque´ que dans certain cas la me´thode par ”pas de be´be´/pas de ge´ant” e´tait plus rapide que
la me´thode ”diviser pour re´gner”. En particulier, cette remarque se ve´rifie quand la base p-adique
est tre`s petite, c’est-a`-dire que les coefficients du polynoˆme et du point d’e´valuation ont tre`s peu
de bits. Par exemple, en utilisant la base p-adique p = 17, un vecteur d’ordre 1000 et un nombre
de coefficients d = 3679 nous observons les temps de calcul suivants :
Horner→ 13.74s ; ”pas de be´be´/pas de ge´ant”→ 4.49s ; ”diviser pour re´gner”→ 6.5s.
Ce re´sultat nous laisse penser que comme pour la multiplication d’entier il existe des seuils
pratiques ou le choix d’un algorithme spe´cifique permet d’obtenir de meilleures performances.
Dans notre cas, la recherche de ces seuils n’est pas ne´cessaire du fait qu’en pratique les bases
p-adique utilise´es sont assez grande (de l’ordre de 22 bits) et que le nombre de chiffre du de´-
veloppement est lui aussi important (de l’ordre de n log n avec n la dimension du syste`me).
L’utilisation de l’algorithme de type ”diviser pour re´gner” permet ici d’obtenir la plupart du
temps les meilleures performances. Nous utilisons donc cet algorithme pour implanter la fonc-
tion getRational. Nous proposons dans l’annexe A.2 l’implantation de cet algorithme.
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Toutefois, la recherche de ces seuils est inte´ressante et permettrait certainement d’ame´liorer
les temps de calcul pour l’e´valuation de polynoˆmes de faible degre´s. Nous envisageons d’e´tudier
ce sujet plus en de´tail dans de futur travaux.
4.2.3.b Calcul de la solution rationnelle
L’utilisation de l’algorithme ReconstructSolution (§4.1.2) permet de reconstruire une so-
lution rationnelle a` partir de son de´veloppement p-adique et des bornes sur le nume´rateur et le
de´nominateurs des fractions. Ne´anmoins, nous avons vu dans la section (§4.1.2) que le couˆt de cet
algorithme n’est pas le meilleur possible. Toutefois, si en pratique on be´ne´ficie d’un algorithme
de multiplication d’entier rapide, ce qui est le cas avec GMP, on peut modifier cet algorithme
pour qu’il autorise un meilleur couˆt en pratique. En particulier, nous nous appuyons sur un
re´sultat probabiliste qui permet de remplacer les n reconstructions de fraction par quelques
reconstructions et des multiplications modulaires. Du fait que les multiplications d’entiers sont
quasiment line´aires alors que les reconstructions de fraction sont dans notre cas quadratiques,
on arrive a` diminuer le nombre d’ope´rations ne´cessaire par un facteur proche de n.
L’heuristique que nous utilisons se base sur le fait que si le syste`me est suffisamment ge´ne´rique
alors il y a une bonne probabilite´ pour que les de´nominateurs de la solution soient tous identiques
[33]. L’approche consiste donc a` reconstruire uniquement la premie`re composante de la solution
par une reconstruction de fraction et calculer les autres par des multiplications modulaires [50,
73]. Si les de´nominateurs ne sont pas identiques on conserve tout de meˆme une forte probabilite´
pour que le ppcm de quelques de´nominateurs soit e´gal au ppcm de tous les de´nominateurs. En
calculant un de´nominateur commun au fur a` mesure de la reconstruction des composantes de la
solution on peut ge´ne´rer la plupart des solutions uniquement par des multiplications modulaires.
Nous conside´rons dans l’algorithme suivant que la fonction ReconstructFraction implante
la reconstruction de fraction a` partir de l’algorithme d’Euclide e´tendu. Cette fonction retourne
dans l’ordre : le nume´rateur et le de´nominateur.
Algorithme FastReconstructSolution(y,pk,N,D)
Entre´e : y ∈ Zn tel que |yi| < pk, N,D ∈ IN
Sortie : (x, δ) avec x ∈ Zn, δ ∈ Z tels que xi/δ ≡ yi mod pk et pgcd(|xi|, δ) < N , δ < D
Sche´ma
n, d ∈ Zn ;
δ := 1 ;
q := pk ;
pour i de 1 a` n faire
yi := δyi mod q ;
ni, di := ReconstructFraction(yi, q,N,D/d) ;
si di 6= 1 alors
δ := diδ ;
q := pl tel que pl−1 < ND/δ ≤ pl ;





retourner ([x1, . . . , xn]T , δ) ;
Cet algorithme permet de remplacer les reconstructions de fractions par des multiplications
134 Syste`mes line´aires entiers
modulaires de`s que le de´nominateur commun δ repre´sente le de´nominateur commun de tous
les de´nominateurs de la solution. En fait, ce changement n’est pas visible directement dans
l’algorithme. Il faut s’inte´resser de plus pre`s a` la fonction ReconstructFraction qui implante
la reconstruction de fraction par l’algorithme d’Euclide e´tendu. Le principe de cette fonction
consiste a` exe´cuter l’algorithme d’Euclide e´tendu jusqu’a` ce que le reste partiel soit infe´rieur
a` la borne sur le nume´rateur (§4.1.2). Si le diviseur et le dividende utilise´s pour initialiser
l’algorithme d’Euclide e´tendu sont de´ja` infe´rieurs a` cette borne cela signifie que la fraction
a` reconstruire n’est rien d’autre que le dividende. Dans ce cas pre´cis, l’appel de la fonction
ReconstructFraction n’effectue aucun calcul mis a` part une comparaison. Les seuls calculs
effectue´s dans l’algorithme FastReconstructSolution sont alors la multiplication modulaire de
la composante du de´veloppement par le de´nominateur commun (δyi mod q) et la mise a` jour
des fractions ayant un de´nominateur diffe´rent du de´nominateur commun (xj
∏n
k=j+1dk).
En pratique, on observe sur des syste`mes line´aires ale´atoires qu’il suffit de O(1) reconstruc-
tions de fractions pour que δ soit e´gal au de´nominateur commun de la solution. L’algorithme
FastReconstructSolution permet alors de bien meilleures performances que l’algorithme clas-
sique pre´sente´ dans la section 4.1.2. La figure 4.4 illustre les facteurs d’ame´lioration que nous
obtenons en pratique en utilisant les entiers GMP. Afin de comparer cette ame´lioration par
rapport a` celle qu’on pourrait obtenir en utilisant une reconstruction utilisant un pgcd rapide
a` la Knuth/Scho¨nhage, nous proposons dans cette meˆme figure la courbe the´orique du gain
asymptotique apporte´ par l’algorithme de reconstruction rapide propose´ par Pan et Wang [89],
c’est-a`-dire un facteur de n/(log n log log n). Nous utilisons ici une e´chelle logarithmique pour





















dimension de la solution
Amélioration pour la reconstruction de la solution rationnelle
amélioration théorique (Knuth/Schönhage)
amélioration pratique (FastReconstructSolution)
Fig. 4.4 – Ame´lioration pratique de l’algorithme FastReconstructSolution par rapport a` une
reconstruction classique
On peut voir dans cette figure que l’algorithme FastReconstructSolution permet d’ame´-
liorer en moyenne d’un facteur 40 les temps de calcul de l’algorithme de reconstruction classique.
Les gains obtenus sont d’ailleurs tre`s proche de ceux que l’on pourrait obtenir en utilisant un
algorithme de reconstruction base´ sur un pgcd rapide. Par exemple, pour un solution de dimen-
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sion 2000 notre implantation permet d’obtenir une ame´lioration asymptotique e´quivalente a` celle
d’un algorithme de reconstruction rapide (i.e. un facteur 50). Toutefois, notre implantation se
base sur les entiers GMP qui utilisent diffe´rents algorithmes de multiplication suivant la taille
des ope´randes (voir §1.2.1). De ce fait, notre implantation permet de conserver un facteur d’ame´-
lioration important meˆme pour la reconstruction de solutions ayant peu de bits ; les solutions a`
reconstruire ont de l’ordre de n log n bits ou` n repre´sente la dimension de la solution.
4.3 Algorithme de Dixon
Nous nous inte´ressons a` spe´cialiser la me´thode de re´solution ge´ne´rique de la section 4.1 au
cas des syste`mes denses non structure´s. Nous utilisons l’approche propose´e par Dixon [22] qui
utilise l’inverse de la matrice A mod p pour re´soudre les syste`mes line´aires sur Zp. Ainsi, le
calcul des chiffres du de´veloppement s’effectue uniquement a` partir de produits matrice-vecteur.
On obtient alors la spe´cialisation suivante pour l’algorithme PadicLifting de la section 4.1.1.
Algorithme DixonPadicLifting(A,b,p,k)
Entre´e : A ∈ Zn×n, b ∈ Zn, p, k ∈ IN
Condition : det(A)6≡ 0 mod p
Sortie : A−1b mod pk
Sche´ma
(1) B := A−1 mod p ;
(2) c := b ;
(3) pour i de 0 a` k faire
(4) z¯ := Bc mod p ;
(5) c := (c−Az¯)/p ;
(6) z := z + z¯M ;
(7) M :=Mp ;
retourner z ;
Le couˆt de cet algorithme est de O(kn2+nω) ope´rations binaires. La preuve de ce couˆt se de´-
duit en utilisant le lemme 4.1.1. Dans l’algorithme DixonPadicLifting, le couˆt des k re´solutions
successives dans la base p-adique est e´quivalent a` une inversion de matrices sur un corps finis et a`
k produits matrice-vecteur, soit kn2+nω ou` nω repre´sente le couˆt du produit de matrice d’ordre n
dans la base p-adique. L’inversion est ici effectue´e par une reduction au produit de matrice (§3.3).
En utilisant l’algorithme DixonPadicLifting dans l’algorithme PadicSolver on obtient alors
un couˆt de O(n3 log n) ope´rations binaires pour la re´solution de syste`mes line´aires entiers denses.
Nous nous inte´ressons maintenant a` utiliser cette algorithme pour re´soudre les syste`mes li-
ne´aires entiers denses aussi bien dans le cas singulier que non singulier. Nous nous appuyons
sur les travaux algorithmiques de Mulders et Storjohann [61] sur le sujet et nous utilisons notre
interface (§4.2) pour fournir une implantation de haut niveau de ces re´solutions. Pour cela, notre
premier objectif est de fournir une implantation de l’algorithme DixonPadicLifting a` partir
d’un ite´rateur de de´veloppement p-adique spe´cialise´. L’implantation de cet algorithme est tre`s
importante car elle est la base des re´solutions de syste`mes line´aires entiers denses. Notre second
objectif est donc de proposer une implantation de cet algorithme qui soit la plus performante
possible.
Afin d’inte´grer l’algorithme DixonPadicLifting dans notre interface, nous de´finissons un
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conteneur spe´cialise´ a` la me´thode de Dixon (DixonLiftingContainer). Ce conteneur he´rite de
l’interface LiftingContainerBase et spe´cialise la fonction virtuelle nextdigit. Pour que ce
conteneur puisse implanter le calcul des chiffres p-adique uniquement par des produits matrice-
vecteur, il encapsule l’inverse de la matrice dans la base p-adique. En utilisant cet inverse, la
fonction nextdigit s’implante directement par des produits matrice-vecteur et des conversions
de donne´es entre l’anneau des entiers et la base p-adique.
Dans le but de permettre l’utilisation d’optimisations pour effectuer les produits matrice-
vecteur dans la base p-adique, nous de´finissons le domaine de calcul BlasApply qui implante la
fonction applyV de multiplication d’une matrice par un vecteur. Graˆce a` ce domaine, on peut
alors spe´cialiser ces calculs pour qu’ils soient effectue´s a` partir des routines nume´riques blas.
Pour cela, nous re´utilisons la fonction fgemv du paquetage fflas (§3.4).
Le code suivant illustre l’implantation du conteneur DixonLiftingContainer :
Code 4.3 – Spe´cialisation de la classe LiftingContainerBase a` l’algorithme de Dixon
template <class Ring , class Fie ld , class IMatrix , class FMatrix>
class DixonLi f t ingConta iner : public Li f t ingConta inerBase< Ring , IMatrix> {
public :
typedef typename Fie ld : : Element Element ;
typedef typename Ring : : Element In t eg e r ;
typedef std : : vector<Integer> IVector ;
typedef std : : vector<Element> FVector ;
protected :
const FMatrix & Ap ;
F i e ld F ;
mutable FVector r e s p ;
mutable FVector d i g i t p ;
BlasApply<Fie ld> BA;
public :
template <class Prime Type , class VectorIn>
DixonLi f t ingConta iner ( const Ring &R,
const Fie ld &F,
const IMatrix &A,
const FMatrix &Ap,
const VectorIn& &b ,
const Prime Type &p)
: L i f t ingConta inerBase<Ring , IMatrix> (R,A, b , p ) ,
Ap(Ap) , F (F) , r e s p (b . s i z e ( ) ) ,
d i g i t p (A. coldim ( ) ) , BA(F) {}
virtual ˜DixonLi f t ingConta iner ( ) {}
protected :
virtual IVector& nex td i g i t ( IVector& d i g i t , const IVector& re s i du ) const
{
LinBox : : i n t e g e r tmp ;
// re s p = re s i du mod p
typename FVector : : i t e r a t o r i t e r p = r e s p . begin ( ) ;
typename IVector : : c o n s t i t e r a t o r i t e r = re s i du . begin ( ) ;
for ( ; i t e r != r e s i du . end ( ) ; ++i t e r , ++i t e r p )
F . i n i t (∗ i t e r p , R . convert (tmp ,∗ i t e r ) ) ;
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// compute the s o l u t i o n by app l y ing the in v e r s e o f A mod p
BA. applyV ( d i g i t p , Ap , r e s p ) ;
// d i g i t = d i g i t p
typename FVector : : c o n s t i t e r a t o r i t e r p = d i g i t p . begin ( ) ;
typename IVector : : i t e r a t o r i t e r = d i g i t . begin ( ) ;
for ( ; i t e r p != d i g i t p . end ( ) ; ++i t e r p , ++i t e r )
R . i n i t (∗ i t e r , F . convert (tmp ,∗ i t e r p ) ) ;
return d i g i t ;
}
} ;
On peut voir dans ce code que cette spe´cialisation de conteneur ne sert qu’a de´finir la fonc-
tion virtuelle nextdigit. Le reste des calculs de l’algorithme DixonPadicLifting est implante´
de fac¸on ge´ne´rique dans l’interface LiftingContainerBase (§A.1).
A` partir de ce conteneur spe´cifique, nous spe´cialisons les diffe´rentes fonctions de re´solution de
la classe RationalSolver a` la me´thode de Dixon. Nous proposons tout d’abord une spe´cialisation
partielle de la classe RationalSolver a` l’utilisation de ce conteneur. Pour cela, nous utilisons
la structure de ”trait” struct DixonTraits ; et nous de´finissons le domaine de calcul spe´cialise´
suivant :
template <class Ring , class Field , class RandomPrime >
class RationalSolver <Ring ,Field ,RandomPrime ,DixonTraits >;
Dans les sections suivantes nous nous inte´ressons a` implanter le plus efficacement possible
les fonctions solveNonsingular, solveSingular et findRandomsolution pour ce domaine de
calcul spe´cialise´. En particulier, nous de´finissons les moyens algorithmiques utilise´s pour re´soudre
les proble`mes lie´s a` la singularite´ des syste`mes, a` l’inconsistance des syste`mes, au calcul de
solutions ale´atoires et a` l’utilisation de me´thodes probabilistes pour assurer la condition de
validite´ de l’algorithme DixonPadicLifting. Nos contributions dans ces sections concernent
essentiellement le de´veloppement d’implantations ge´ne´riques performantes pour la re´solution
de syste`mes line´aires denses. Nous proposons par exemple d’utiliser au maximum les routines
nume´riques blas pour effectuer les produits matrice-vecteur aussi bien dans la base p-adique
que pour les calculs des re´sidus. Pour cela, nous utilisons une e´criture q-adique des matrices a`
coefficients entiers nous permettant de remplacer le produit matrice-vecteur en multipre´cision par
plusieurs produits matrice-vecteur nume´riques. Nous verrons qu’en particulier nos implantations
sont plus performantes que celles propose´es par la bibliothe`que NTL [73] et qu’elles autorisent
des performances e´quivalentes a` celle de la bibliothe`que IML [12].
4.3.1 Cas non singulier
L’implantation de l’algorithme de Dixon dans le cas de syste`mes line´aires entiers non singu-
liers est directe. Toutefois, le calcul d’une base p-adique conservant le caracte`re non singulier de
la matrice ne peut eˆtre effectue´ de fac¸on de´terministe. L’approche classique consiste a` utiliser
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un nombre premier ale´atoire pour de´terminer une base p-adique consistante. Si l’ensemble des
nombres premiers ale´atoires conside´re´ est suffisamment grand par rapport au de´terminant de la
matrice alors la probabilite´ qu’un de ces nombres divise le de´terminant est faible.
Notre implantation consiste donc a` calculer l’inverse de la matrice modulo une base p-adique
ale´atoire. Nous re´utilisons ici notre interface avec les paquetages fflas-ffpack pour obtenir les
meilleures performances possibles pour calculer cet inverse. Ne´anmoins, pour que notre routine
d’inversion fonctionne il est ne´cessaire que la matrice soit inversible. Pour cela, nous calculons
tout d’abord la factorisation LQUP de la matrice dans la base p-adique. Si le rang de la matrice
est diffe´rent de sa dimension, on choisit alors une nouvelle base p-adique ale´atoire. En pratique,
ce cas n’arrive que tre`s rarement. Si par contre la matrice est de plein rang, on calcule l’inverse a`
partir de sa factorisation LQUP (§3.3). L’utilisation des routines fflas-ffpack n’e´tant possible
que pour de petits nombres premiers (infe´rieur a` 226) nous proposons une alternative base´e sur
une implantation ge´ne´rique de l’inverse par l’algorithme de Gauss classique. Cette dernie`re est
cependant bien moins performante que l’approche hybride propose´e par le paquetage ffpack.
Une fois qu’une base p-adique consistante est de´termine´e et que l’inverse est calcule´, il suffit
d’instancier le conteneur DixonLiftingContainer. L’instanciation du domaine de reconstruc-
tion RationalReconstruction sur ce conteneur permet de calculer la solution directement a`
partir de la fonction getRational.
Le code suivant de´crit l’implantation de la fonction solveNonsingular a` partir de la me´thode
de Dixon :
Code 4.4 – Re´solution de syste`mes line´aires non singuliers par l’algorithme de Dixon
template <class IMatrix , class Vector1 , class Vector2>
SolverReturnStatus so lveNons ingu la r ( Vector1 &num,
In t eg e r &den ,
const IMatrix &A,
const Vector2 &b ,
bool oldMatrix ,
int maxPrimes ) const
{
typedef typename Fie ld : : Element Element ;
typedef typename Ring : : Element In t eg e r ;
int t r i a l s = 0 , no t f r ;
// check ing s i z e o f system
l i nbox check (A. rowdim ( ) == A. coldim ( ) ) ;
l i nbox check (A. rowdim ( ) == b . s i z e ( ) ) ;
// h i s t o r y s e n s i t i v e data f o r opt imal reason
stat ic const IMatrix ∗ IMP = 0 ;
stat ic BlasMatrix<Element>∗ FMP;
F ie ld ∗F=NULL;
BlasMatrix<Element> ∗ invA ;
do {
i f ( t r i a l s == maxPrimes ) return SS SINGULAR;
i f ( t r i a l s != 0) chooseNewPrime ( ) ;
t r i a l s ++;
LinBox : : i n t e g e r tmp ;
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i f ( ! o ldMatrix ) {
delete FMP;
IMP = &A;
F= new Fie ld ( prime ) ;
FMP = new BlasMatrix<Element>(A. rowdim ( ) ,A. coldim ( ) ) ;
typename BlasMatrix<Element > : : RawIterator i t e r p = FMP−>rawBegin ( ) ;
typename IMatrix : : ConstRawIterator i t e r = A. rawBegin ( ) ;
for ( ; i t e r != A. rawEnd();++ i t e r ,++ i t e r p )
F−> i n i t (∗ i t e r p , R . convert (tmp ,∗ i t e r ) ) ;
i f ( prime > Prime (67108863) )
no t f r = Matr ixInverse : : matr ix Inver se In (∗F,∗FMP) ;
else {
= new BlasMatrix<Element>(A. rowdim ( ) ,A. coldim ( ) ) ;
BlasMatrixDomain<Fie ld> BMDF(∗F) ;
BMDF. inv (∗ invA , ∗FMP, no t f r ) ;
delete FMP;




no t f r = 0 ;
}
} while ( no t f r ) ;
typedef DixonLi f t ingConta iner<Ring ,
Fie ld ,
IMatrix ,
BlasMatrix<Element> > L i f t i ngConta ine r ;
L i f t i ngConta ine r l c ( R , ∗F, ∗IMP, ∗FMP, b , prime ) ;
Rat iona lReconstruct ion<L i f t i ngConta ine r > re ( l c ) ;
i f ( ! r e . ge tRat iona l (num, den , 0 ) )
return SS FAILED ;
else
return SS OK ;
}
La boucle do{}while ; dans cette implantation permet de calculer l’inverse de la matrice
du syste`me dans une base p-adique consistante. Afin d’assurer la terminaison de cette boucle,
nous utilisons le parame`tre maxPrimes pour de´terminer quel doit eˆtre le nombre de base p-
adique a` essayer. Cela permet en pratique de fournir un moyen probabiliste pour de´terminer la
singularite´ du syste`me et donc de changer de fonction de re´solution. Nous utilisons ce proce´de´
dans la fonction solve pour de´terminer quelle fonction de re´solution doit eˆtre employe´e si l’on
ne connaˆıt aucune caracte´ristique du syste`me a priori.
4.3.2 Cas singulier et certificat d’inconsistance
Nous nous inte´ressons maintenant aux syste`mes line´aires denses Ax = b dans lesquel la
matrice A est singulie`re. Cela correspond a` des syste`mes surde´termine´s ou sous-de´termine´s.
L’utilisation directe de l’algorithme de Dixon est ici impossible du fait qu’il n’existe aucune
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base p-adique telle que A soit inversible modulo p. Une manie`re de re´soudre ce proble`me est
de calculer une solution a` partir d’une sous-matrice associe´e a` un mineur de A non nul d’ordre
maximal. Ainsi, le calcul se rame`ne au cas non singulier et on peut alors utiliser l’algorithme de
Dixon.
E´tant donne´e une matrice A ∈ Zm×n de rang r, on dit que la matrice A est de profil de rang
ge´ne´rique si les r premiers mineurs principaux de A sont non nuls. Le lemme suivant e´tablit la
validite´ de l’utilisation d’un mineur non nul d’ordre maximal pour re´soudre les syste`mes line´aires
singuliers.
Lemme 4.3.1. Soient A ∈ Zm×n de profil de rang ge´ne´rique et de rang r, b ∈ Zm et Ar la
matrice associe´e au mineur principal de A d’ordre r. Si y ∈ Qr est la solution du syste`me
Ary = b[1,r] alors soit x = [yT |0]T ∈ Qn est une solution du syste`me Ax = b, soit le syste`me
Ax = b est inconsistant.
Preuve. La preuve de ce lemme est un re´sultat classique en alge`bre line´aire. Pour cela il
suffit d’utiliser le fait que si [yT |0]T n’est pas une solution du syste`me alors b n’appartient pas
















tels que Ary = br.
Comme Ar est inversible, il existe une matrice T ∈ Q(m−r)×r telle que A2 = TAr. Soit on a
b2 = Tbr et on en de´duit que A2y = b2 et de ce fait on a Ax = b. Soit on a b2 6= Tbr et on en
de´duit que rangA 6=rang[A|b] et donc que le syste`me Ax = b est inconsistant.
Ne´anmoins, pour de´terminer une sous-matrice associe´e a` un mineur maximal non nul il faut
connaˆıtre le rang de la matrice, ce qu’on ne connaˆıt pas a priori. Dans notre cas pre´cis, il est
impossible de calculer le rang de matrices car le couˆt des meilleurs algorithmes connus (Gauss-
Bareiss, reste chinois) est de l’ordre de O(n4) ope´rations binaires alors que la re´solution de
syste`me line´aire se fait en O (˜n3). Un moyen de re´soudre ce proble`me est de calculer le rang de
la matrice modulo un nombre premier p. En utilisant un ensemble de nombres premiers suffisam-
ment grand par rapport au de´terminant de la matrice A on obtient alors une forte probabilite´ que
le rang calcule´ modulo p soit celui de la matrice sur Z. Ainsi en calculant une solution du syste`me
a` partir d’une sous-matrice de A inversible d’ordre r ou` r est le rang de la matrice A modulo p
on obtient un algorithme probabiliste pour re´soudre les syste`mes singuliers. Pour cela, il suffit
de de´terminer un mineur d’ordre r non nul et d’utiliser l’algorithme de Dixon. Cet algorithme
peut eˆtre rendu Las Vegas en ve´rifiant si la solution obtenue est bien une solution du syste`me
original. Ne´anmoins, si la ve´rification effectue´e par cet algorithme e´choue, on ne sait pas dire si
c’est a` cause d’un mauvais choix de nombre premier ou si c’est a` cause d’un syste`me inconsistant.
Dans le but de fournir une implantation comple`te de re´solution de syste`mes line´aires singu-
liers nous nous inte´ressons maintenant a` certifier l’inconsistance des syste`mes. Nous re´utilisons
ici les travaux effectue´s par Mulders et Storjohann [61] a` ce sujet. L’approche classique pour
de´terminer cela est de ve´rifier que le rang de la matrice [A|b] est e´gal au rang de la matrice
A. Encore une fois, on ne peut pas utiliser les algorithmes de calcul de rang car il nous faut
pouvoir certifier l’inconsistance avec la meˆme complexite´ que la re´solution de syste`mes line´aires.
Contrairement a` la re´solution de syste`mes line´aires, on ne peut pas effectuer ces calculs modulo
un nombre premier car l’inconsistance sur Q n’est pas conserve´e par homomorphisme dans un
corps fini. Cela nous ame`ne a` la remarque suivante :
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La consistance et l’inconsistance sur Q d’un syste`me line´aire entier ne sont pas conserve´es par
re´duction modulaire. Plus pre´cise´ment, un syste`me line´aire peut eˆtre consistant sur les rationnels
et ne plus l’eˆtre dans le corps finis Zp et inversement. Cette remarque s’illustre par les deux




























L’inconsistance des syste`mes peut eˆtre tout de meˆme de´termine´ avec une forte probabilite´ en
calculant le rang de la matrice modulo plusieurs nombres premiers. Toutefois, cette me´thode n’est
pas satisfaisante car elle ne permet pas de certifier a posteriori que le syste`me est inconsistant.
Une alternative propose´e dans [38] et re´utilise´ dans [61] consiste a` utiliser un vecteur sur les
rationnels permettant de certifier que le syste`me est inconsistant par un produit matrice-vecteur
et un produit scalaire. Plus pre´cise´ment, l’objectif est d’utiliser un vecteur du noyau gauche
de la matrice A qui n’annule pas b. Le calcul de´terministe d’un tel vecteur est cependant aussi
couˆteux que le calcul du rang de la matrice. L’approche utilise´e consiste donc a` de´terminer de
manie`re probabiliste un tel certificat.
De´finition 4.3.2. Soit le syste`me line´aire Ax = b tel que A ∈ Zm×n, b ∈ Zm. Alors q ∈ Qm est
un certificat d’inconsistance pour le syste`me Ax = b si qTA = 0 et qT b 6= 0.
Il est clair que s’il existe un tel vecteur q alors il permet de certifier que le syste`me est
inconsistant car Ax = b implique qTAx = qT b. Pour de´terminer un tel certificat nous utilisons
le lemme suivant.











ou` Ar ∈ Zr×r est la matrice associe´ au mineur principal d’ordre r de A, et br correspond aux r
premie`res composantes du vecteur b. Si le vecteur c = b2−A2A−1r br est non nul alors le syste`me
Ax = b est inconsistant. De plus, si i est l’indice d’une composante non nulle de c et si vT ∈ Z1×r
est la ie`me ligne de la matrice A2, alors le vecteur
qT = [vTA−1r | 0, . . . , 0︸ ︷︷ ︸,−1, 0, . . . , 0︸ ︷︷ ︸] ∈ Q1×m
i− 1 m− r − i
de´finit un certificat d’inconsistance pour le syste`me Ax = b.
Preuve. La preuve de ce lemme provient du fait que le vecteur c = b2 − A2A−1r br de´finit le





. Si le vecteur c est diffe´rent du vecteur nul alors
par de´finition du comple´ment de Schur on sait que le rang de [A|b] est diffe´rent du rang de A et
donc que le syste`me est inconsistant.
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A` partir de ce lemme on peut de´terminer un certificat de manie`re probabiliste en re´solvant
deux syste`mes line´aires non singuliers issus d’un mineur d’ordre maximal modulo un nombre
premier. Si le mineur utilise´ est bien d’ordre maximal alors le vecteur qT est de´termine´ en
re´solvant les syste`mes Arx = br et xAr = v.
Nous proposons maintenant une approche permettant de calculer un tel certificat avec une
seule re´solution de syste`me. L’ide´e est de remplacer la re´solution sur les rationnels du syste`me
Arx = br par une re´solution sur un corps fini. Ainsi, on peut calculer l’indice de ligne i re´ve´lant
l’inconsistance de manie`re probabiliste. Pour se faire, nous utilisons le fait que si le syste`me est
inconsistant modulo un nombre premier, alors il y a une forte probabilite´ pour qu’il le soit aussi
sur Q et que les indides de ligne re´ve´lant l’inconsistance soient identiques.
On calcule alors le vecteur c = b2 − A2A−1r br modulo un nombre premier pour de´termi-
ner l’indice de ligne i de fac¸on probabiliste. En pratique, cette approche permet d’e´conomiser
approximativement la moitie´ des ope´rations ne´cessaires lorsqu’un syste`me est inconsistant.
En combinant cette approche avec l’approche Las Vegas de re´solution de syste`mes line´aires
singuliers de´crite au de´but de cette section nous de´finissons l’algorithme DixonSingularSolve.
Cet algorithme est similaire a` celui propose´ par Mulders et Strojohann [61, algorithme Certified-
Solver]. Afin d’assurer une probabilite´ de re´ussite supe´rieure a` 1/2, on conside´re un ensemble de
nombres premiers T tel que plus de la moitie´ de ces nombres ve´rifient rang(A)=rang(A mod p)
et rang([A|b])=rang([A|b] mod p).
Algorithme DixonSingularSolve(A,b)
Entre´e : A ∈ Zm×n, b ∈ Zm
Sortie : Soit (y) avec y ∈ Qn tel que Ay = b soit (”no solution”, qT ) avec q ∈ Qm tel que
qTA = 0 et qT b 6= 0
Sche´ma
(1) Choisir p ∈ T ale´atoirement et uniforme´ment ;
Calculer A = LQUP mod p et r =rang A mod p ;
B := QTAP T ;
Br := B[1..r, 1..r] ;
c := QTL−1b mod p ;
∆ := {i : c[i] 6= 0 et r < i ≤ m} ;
si ∆ = {} alors
br := (QT b)[1..r] ;
N := numbound(Br, br) ;
D := denbound(Br, br) ;
x := DixonPadicLifting(Br, br, p, k) ;
z := RationalReconstruction(x, pk, N,D) ;
y := P T [zT , 0, . . . , 0]T ;
si Ay = b ;
retourner (y) ;
sinon
aller a` (1) ;
sinon
Choisir n’importe quel j ∈ ∆ ;
N := numbound(BTr , B
T [j, 1..r]) ;
D := denbound(BTr , B
T [j, 1..r]) ;
v := DixonPadicLifting(BTr , (B[j, 1..r])
T , p, k) ;
u := RationalReconstruction(v, pk, N,D) ;
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qT := [uT , 01×j−r−1,−1, 01×m−j ] ;
si qTB = 0 alors
retourner (”no solution, qTQT ) ;
sinon
aller a` (1) ;
Lemme 4.3.4. L’algorithme DixonSingularSolve est correct et sa complexite´ est borne´e par
O(mω−1(m+ n) + r3 log r) ope´rations binaire ou` r est le rang de la matrice A.
Preuve. La factorisation LQUP de la matrice A modulo p permet de de´terminer le rang de
A modulo p ainsi que la matrice Br associe´e a` un mineur non nul d’ordre maximal de A mod p.
En utilisant la matrice L on peut aussi de´terminer si le vecteur b mod p appartient a` l’espace
vectoriel engendre´ par les colonnes de A mod p. On distingue alors deux cas possibles :
Soit lesm−r dernie`res composantes du vecteur c sont nulles et donc le syste`me est consistant
modulo p. Dans ce cas, l’algorithme DixonSingularSolve re´sout le syste`me issu du mineur non
nul Br d’ordre r. Si la solution obtenue est la solution du syste`me initial alors l’algorithme
termine et renvoit la solution. Si tel n’est pas le cas alors cela signifie que le mineur n’est pas
d’ordre maximal et que le nombre premier p est un mauvais choix ; l’algorithme recommence
alors le calcul avec un nouveau nombre premier.
Soit il existe au moins une composante non nulle parmi les m − r dernie`res composantes
du vecteur c et donc on conside`re que le syste`me est a` une forte probabilite´ d’eˆtre inconsistant
car rang([A|b] mod p) 6= rang(A mod p). L’algorithme DixonSingularSolve calcule alors un
certificat a` partir d’une ligne de QTAP T re´ve´lant l’inconsistance sur Zp ; a` savoir un des indices
de lignes appartenant a` ∆. Si le certificat obtenue ve´rifie qTB = 0 alors l’algorithme termine
et retourner ce certificat en spe´cifiant qu’aucune solution n’existe. Sinon, cela signifie que le
mineur BTr n’est pas d’ordre maximal et donc que le nombre premier p est un mauvais choix ;
l’algorithme recommence alors le calcul avec un nouveau nombre premier.
L’algorithme DixonSolvesingular effectue en ge´ne´ral moins de deux fois l’e´tape (1) avant
de terminer d’apre`s [61, proposition 43].
Le couˆt de l’algorithme DixonSingularSolve se de´duit alors directement du couˆt de la fac-
torisation LQUP (lemme 3.2.1 §3.2), de l’algorithme DixonPadicLifting et de l’algorithme
RationalReconstruction.
Nous avons implante´ cet algorithme dans la fonction solveSingular au sein de la spe´cialisa-
tion RationalSolver pour la me´thode de Dixon. Nous re´utilisons le conteneur de de´veloppement
p-adique DixonLiftingContainer et le domaine de reconstruction RationalReconstruction
pour calculer a` la fois la solution du syste`me et le certificat d’inconsistance. Comme pour le cas
non singulier, nous utilisons le domaine de calcul BlasMatrixDomain pour calculer l’inverse et la
factorisation LQUP modulo p. Le code de notre implantation est somme toute similaire a` celui
du cas non singulier, hormis le fait qu’il faille ve´rifier le re´sultat a posteriori afin de savoir si la
solution calcule´e est correcte ou si le certificat d’inconsistance est valide. Ne´anmoins, notre im-
plantation offre la possibilite´ de relacher certaines ve´rifications et certains calculs afin d’obtenir
un code plus performant pour des syste`mes line´aires ge´ne´riques. En particulier, nous proposons
trois niveaux de calcul : Monte Carlo, Las Vegas, Las Vegas (Certifie´). Pour cela nous utilisons
un parame`tre de type SolverLevel pour spe´cifier la strate´gie de calcul utilise´e. Ce parame`tre
est de´fini a` partir de l’e´nume´ration suivante.
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enum SolverLevel {
SL_MONTECARLO , SL_LASVEGAS , SL_CERTIFIED
};
Les principes de ces trois niveaux de calcul sont les suivants :
• SL_MONTECARLO : resultats probabilistes non ve´rifie´s (aucune validation)
↪→ retourne soit une solution, soit un statut inconsistant ;
• SL_LASVEGAS : re´sultats probabilistes ve´rifie´s
↪→ retourne soit une solution, soit un statut inconsistant, soit un statut d’e´chec ;
• SL_CERTIFIED : re´sultats probabilistes ve´rifie´s avec certificat d’inconsistance
↪→ retourne soit une solution, soit un certificat d’inconsistance, soit un statut d’e´chec.
Afin d’optimiser notre implantation, nous utilisons certaines astuces permettant de re´duire
le nombre d’ope´rations. En particulier, au lieu de calculer la factorisation LQUP de la matrice A
puis calculer le vecteur QTL−1b, nous calculons directement la factorisation LQUP de la matrice
[AT |bT ]T . A` partir de cette factorisation, on de´termine a` la fois la factorisation LQUP de A et le
vecteur QTL−1b a` l’aide de permutations. Une autre astuce plus e´vidente consiste a` ne calculer
qu’une seule fois l’inverse de la sous-matrice Br a` partir de la factorisation LQUP. Pour calculer
le certificat d’inconsistance, on peut alors re´utiliser la transpose´e de cet inverse pour initialiser le
de´veloppement p-adique. Le code de notre implantation pour l’algorithme DixonSingularSolve
est disponible dans l’annexe A.3.
La recherche de solutions rationnelles dife´rentes pour un meˆme syste`me line´aire entier est
l’une des ope´rations cle´s dans l’approche propose´e par Giesbrecht (§4.4) pour trouver une solution
diophantienne du syste`me. On entend ici par diffe´rente des solutions qui n’ont pas le meˆme
de´nominateur. En pratique, nous avons observe´ que pour un syste`me line´aire donne´ l’algorithme
DixonSingularSolve retourne souvent la meˆme solution quelque soit le nombre premier utilise´.
L’utilisation de cet algorithme pour implanter la re´solution des syste`mes diophantiens n’est pas
inte´ressante. Nous nous inte´ressons dans la prochaine section a` modifier cet algorithme pour
qu’il permette le calcul de solutions diffe´rentes pour un meˆme syste`me line´aire entier.
4.3.3 Solutions ale´atoires
Le de´nominateur de la solution rationnelle calcule´e par l’algorithme DixonSongularsolve
est de´termine´ par le mineur non nul d’ordre maximal utilise´. En particulier, le de´nominateur est
un diviseur de ce mineur. Si la sous-matrice inversible associe´e a` ce mineur est toujours la meˆme
alors les solutions obtenues par l’algorithme DixonSongularsolve sont identiques. En pratique,
on observe que pour diffe´rents nombres premiers p la sous-matrice inversible d’ordre maximal
de´duit a` partir de la factorisation LQUP de A mod p est toujours le meˆme. Afin de modifier cet
algorithme pour que le mineur d’ordre maximal choisi soit diffe´rent d’une exe´cution a` l’autre,
il faut donc choisir ale´atoirement la sous-matrice inversible de A, ce qui ne semble pas eˆtre le
cas en utilisant la factorisation LQUP de la matrice A. Une approche utilise´e par Mulders et
Storjohann [61] pour obtenir une sous-matrice inversible ale´atoire consiste a` perturber la matrice
A par une matrice ale´atoire W .
Lemme 4.3.5 (voir p. 489 [61]). Soient A ∈ Zm×n, b ∈ Zm et W ∈ Zn×m une matrice ale´atoire
tels que rang(A)=rang(AW ). Si y ∈ Qm est une solution du syste`me AWy = b alors x = Wy
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est un solution du syste`me Ax = b.
En utilisant les permutations Q et P issues de la factorisation LQUP de la matrice AW
mod p pour de´duire une sous-matrice inversible d’ordre maximal on obtient alors une me´thode
probabiliste pour de´terminer des mineurs ale´atoires non nuls d’ordre maximal. En outre, cela
permet de calculer des solutions rationnelles ayant des de´nominateurs ale´atoires. Plus pre´cise´-
ment, Mulders et Storjohann utilisent un sous-ensemble fini U ⊂ Z pour de´finir les coefficients
de la matrice W et ils montrent qu’en conside´rant U = {0, 1} les solutions calcule´es restent
ale´atoires.
Nous utilisons cette approche pour modifier l’algorithme DixonSingularSolve de telle sorte
que le mineur d’ordre maximal soit de´fini de fac¸on ale´atoire en pre´conditionnant la matrice par
un matrice W a` coefficients dans U = {0, 1}. Afin de minimiser le couˆt de ce pre´conditionne-
ment, nous conside´rons que la matrice A est de plein rang en ligne. Pour cela, nous utilisons les
r premie`res lignes de la matrice QTA ou` Q est de´finie par la factorisation LQUP de la matrice A
mod p. La sous-matrice inversible est alors de´termine´e en conside´rant le mineur principal d’ordre
maximal de la matrice AW . Mulders et Storjohann utilisent aussi cette me´thode dans l’algo-
rithme SpecialMinimalSolution [61, page 502] pour ge´ne´rer des solutions rationnelles ale´atoires
d’un syste`me line´aire singulier.
Nous proposons l’implantation de cette version de l’algorithme DixonSongularsolve dans
la fonction findRandomSolution de´finie par la l’interface RationalSolver. L’implantation de
cette fonction est simplement une modification de la fonction solvesingular de telle sorte que
le mineur utilise´ pour calculer la solution soit e´gal a` la sous-matrice principale d’ordre r de
QTAW ou` Q provient de la factorisation LQUP de A mod p et ou` la matrice W est de´finie
ale´atoirement a` coefficients dans l’ensemble {0, 1}.
4.3.4 Optimisations et performances
Nous e´tudions maintenant certaines optimisations permettant d’ame´liorer en pratique les
performances de l’algorithme de Dixon aussi bien dans le cas singulier que non singulier. Ces
optimisations consistent a` effectuer tous les produits matrice-vecteur dans l’algorithme de Dixon
a` partir des routines nume´riques blas. En particulier, nous proposons d’utiliser une repre´sen-
tation q-adique des matrices pour permettre cela meˆme quand les donne´es sont a priori tre`s
grandes. De meˆme, nous re´utilisons nos routines hybrides ”exact/nume´riques” pre´sente´es dans
le chapitre 3 pour effectuer toutes les ope´rations d’alge`bre line´aire dans la base p-adique. Nous
nous inte´ressons ensuite a` comparer les performances de notre implantation par rapport a` celle
des bibliothe`ques NTL [73] et IML [12, 13].
L’optimisation majeure de notre implantation consiste a` utiliser au maximum les routines
nume´riques blas. On a pu voir dans le chapitre 3 que l’utilisation de ces routines permettait
d’obtenir des performances tre`s satisfaisantes pour les ope´rations en alge`bre line´aire dense sur un
corps fini. Nous re´utilisons ici ces routines pour calculer l’ensemble des ope´rations dans la base
p-adique. Plus pre´cise´ment, cela concerne le calcul de l’inverse et le calcul des chiffres p-adique
a` partir de produits matrice-vecteur. En pratique, nous utilisons l’interface BlasMatrixDomain
(§3.4.1) pour de´finir ces calculs.
Nous utilisons aussi les routines blas pour effectuer les produits matrice-vecteur Az¯ dans
le calcul des re´sidus (voir ope´ration (4) de l’algorithme DixonPadicLifting). Ces calculs sont
effectue´s sur les entiers et l’utilisation des blas est re´alisable uniquement si les re´sultats de ces
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ope´rations ne de´passent jamais les 53 bits de mantisse des nombres flottants double pre´cision. En
pratique, cette approche est possible uniquement pour des syste`mes ayant de petits coefficients
(i.e. de l’ordre de 16 bits).
Afin de be´ne´ficier des performances des blas pour des syste`mes ayant de plus grands coeffi-
cients, nous utilisons un changement de repre´sentation de la matrice du syste`me. Soit A ∈m×n,
on de´finit la repre´sentation q-adique de A par
A = S0 + qS1 + q2S2 + . . .+ qkSk, ou` Si ∈ Zm×nq , 0 ≤ i ≤ k. (4.2)





En utilisant les nombres flottants double pre´cision pour de´finir les chiffres q-adiques Sj de la
matrice A, on peut alors re´utiliser les blas pour effectuer les k produits matrice-vecteur pourvu
que chaque re´sultat partiel Sj z¯ tienne sur 53 bits. Ceci se ve´rifie en utilisant une base q-adique
qui satisfait l’e´quation
(q − 1)(p− 1)n ≤ 253. (4.3)
A partir de ces produits partiels, on retrouve le produit complet en e´valuant le polynoˆme
S(x) = S0z¯ + S1z¯x+ . . .+ Skz¯xk en q. Nous avons vu dans la section 4.2.3 que cette e´valuation
pouvait be´ne´ficier d’un algorithme rapide de type ”diviser pour re´gner”. Toutefois, le choix d’une
base q-adique spe´cifique nous permet d’effectuer cette e´valuation encore plus rapidement. En
particulier, nous utilisons 216 comme base q-adique. Cette base permet de ve´rifier l’e´quation
4.3 pour un ensemble de syste`mes line´aires et de base p-adique suffisants. Par exemple, en
de´finissant la base p-adique a` partir d’un nombre premier sur 22 bits, on peut atteindre des
syste`mes line´aires ayant de l’ordre de 30000 inconnues ; ce qui est bien au dela de ce que les
ordinateurs actuels sont capables de stocker en me´moire vive et en me´moire swap. L’avantage de
cette base est qu’elle permet en pratique d’effectuer l’e´valuation du polynoˆme S(x) uniquement
avec trois additions multipre´cisions et des masques bits a` bits. Pour cela, nous nous appuyons
sur le fait que les entiers multipre´cisions sont stocke´s au travers d’une chaˆıne d’octets et qu’il
est possible d’instancier ces derniers directement a` partir d’une chaˆıne de bits. Il suffit alors de
remarquer que les quatres se´ries suivantes
S0z¯ + x4S4z¯ + x8S8z¯ + . . .
x× (S1z¯ + x4S5z¯ + x8S9z¯ + . . .)
x2× (S2z¯ + x4S6z¯ + x8S10z¯ + . . .)
x3× (S3z¯ + x4S7z¯ + x8S11z¯ + . . .)
ne posse`dent aucun terme recouvrant si x > 214. Les coefficients de ces se´ries e´tant code´s sur
53 bits et q e´tant e´gal a` 216, cela signifie que l’e´criture binaire du re´sultat de l’e´valuation de ces
se´ries en 216 se de´duit directement de l’e´criture binaire de chacun des termes de ces se´ries. On
peut donc e´valuer chacune de ces se´ries en 216 uniquement en utilisant des masques bits a` bits.
En pratique on utilise une chaˆıne de caracte`res pour stocker les valeurs binaires de ces se´ries et
on utilise les fonctions d’initialisation des nombres multipre´cisions a` partir de tableaux de bits
(fonction mpz_import dans GMP). Il suffit ensuite d’additionner ces entiers multipre´cisions pour
obtenir le re´sultat de l’e´valuation de S(x) en 216.
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Toutefois, l’utilisation de la repre´sentation q-adique de´finie par l’e´quation 4.2 ne´cessite que
tous les coefficients Ai,j soient positifs, ce qui n’est pas le cas en pratique. Afin d’autoriser cette
technique pour des coefficients ne´gatifs, nous utilisons un chiffre supple´mentaire pour stocker le
signe des coefficients et nous utilisons une e´criture en comple´ment a` la base. Ainsi, pour chaque
coefficient ne´gatif Ai,j on de´finit une e´criture q-adique en comple´ment a` la base 216. Ceci nous
donne le de´coupage suivant pour A :
A = S0 + qS1 + . . .+ qkSk − qk+1Sk+1,
ou` Sk+1[i, j] = 1 si le coefficient A[i, j] est ne´gatifs sinon Sk+1[i, j] = 0. L’utilisation d’une
repre´sentation en comple´ment a` la base permet d’e´tendre notre me´thode aux nombres ne´gatifs
uniquement en rajoutant un produit matrice-vecteur Sk+1z¯ et une soustraction multipre´cision
par rapport au cas positif. Ceci donne un couˆt total pour calculer le produit matrice vecteur Az¯
sur les entiers de 3 additions multipre´cisions, une soustraction multipre´cision et k + 1 produits
matrice-vecteur blas avec k minimal tel que 16k > logmaxi,j |Ai,j |.
En effet, le choix de la base q = 216 permet de convertir la matrice dans une repre´sentation
q-adique en comple´ment a` la base directement par des masques bits a` bits et des de´calages ; nous
conside´rons que les entiers multipre´cisions sont repre´sente´s par des tableaux de mots machines
(32 ou 64 bits), ce qui est pratiquement toujours le cas. A` partir de cette e´criture, on peut donc
effectuer le produit matrice-vecteur Az¯ en calculant les produits partiels Sj z¯, soit k+1 produits
matrice-vecteur nume´riques, et en e´valuant les quatres se´ries de´duites de ces produits partiels en
q, soit 3 additions, une soustraction multipre´cision et des masques bits a` bits. Notons toutefois
que si les coefficients entiers ve´rifient l’e´quation 4.3 nous utilisons directement les blas sans
passer par une repre´sentation q-adique. Cette optimisation est inte´gre´e dans le code de´finissant
l’interface de calcul des de´veloppements p-adiques LiftingContainerBase a` partir du domaine
de calcul MatrixApplyDomain. Nous proposons en annexe A.11 l’implantation LinBox de ce do-
maine de calcul.
Nous nous inte´ressons maintenant a` e´valuer les performances de notre implantation de l’al-
gorithme de Dixon dans le cas de matrices inversibles. Pour cela, nous utilisons la fonction
solveNonsingular de´finie dans le code 4.4 (§4.3.1) qui prend en compte l’ensemble de nos
optimisations.
Afin de comparer nos performances, nous effectuons les meˆmes tests avec les bibliothe`ques
NTL et IML. La bibliothe`que NTL de´veloppe´e par Victor Shoup [73] propose une implantation
de l’algorithme de Dixon en utilisant des bases p-adiques de l’ordre de 30 bits de´finies par des
nombres premiers de type FFT (p − 1 divisible par une grande puissance de 2). Si la taille des
donne´es est suffisamment petite, la plupart des calculs sont effectue´s soit a` partir de nombres
flottants doubles pre´cisions soit a` partir d’entiers 64 bits si l’architecture le permet. Dans le cas
ou` les donne´es sont trop grandes c’est l’arithme´tique d’entiers multipre´cisions de la bibliothe`que
qui est utilise´e.
La bibliothe`que IML [12] propose une implantation de l’algorithme de Dixon utilisant une
base p-adique de type RNS (residu number system). Le but est d’utiliser une base de´finie par
plusieurs moduli ayant de l’ordre de 22 bits afin de pouvoir effectuer l’ensemble des ope´rations
dans la base a` partir des routines nume´riques blas. Graˆce a` cette technique l’implantation de
la bibliothe`que IML be´ne´ficie des performances des blas tout en utilisant une base p-adique
suffisamment grande pour diminuer le nombre d’ite´rations dans l’algorithme de Dixon.
La table 4.2 illustre les performances de ces trois implantations pour des syste`mes comportant
des donne´es sur 3, 32 et 100 bits. Les temps de calculs sont exprime´s en secondes, minutes
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et heures suivant l’ordre de grandeur. Ces tests ont e´te´ effectue´s a` partir d’une architecture
Intel Xeon 2.66ghz avec 1Go de RAM et 1Go de swap. La premie`re colonne de ce tableau
indique les dimensions des syste`mes, les autres colonnes repre´sentent les temps de calcul pour
les implantations (LinBox , IML, NTL) en fonction de la taille des entre´es. Lorsqu’aucun re´sultat
n’est spe´cifie´ cela signifie que l’architecture que nous utilisons ne posse`de pas assez de ressources
me´moire (RAM+swap) pour traiter le syste`me.
3 bits 32 bits 100 bits
LinBox IML NTL LinBox IML NTL LinBox IML
200× 200 0.23s 0.18s 0.91s 1.66s 0.79s 4.89s 7.51s 5.53s
500× 500 2.02s 1.95s 15.95s 14.74s 10.32s 77.17s 74.52s 48.90s
800× 800 6.62s 6.71s 66.50s 48.81s 32.74s 328.33s 265.04s 164.63s
1200× 1200 20.41s 20.90s 228.86s 167.41s 100.63s 21m 14m 6m
2000× 2000 76.87s 86.96s 17m 628.78s 422.52s 3h 1h 30m
3000× 3000 234.05s 297.23s 1h 39m 23m 11h - -
Tab. 4.2 – Comparaisons des implantations de l’algorithme de Dixon (Xeon-2.66Ghz)
D’apre`s ce tableau on remarque dans un premier temps que les performances de la biblio-
the`que NTL sont largement infe´rieures a` celles de notre implantation et de la bibliothe`que IML.
Cela s’explique par le fait que la bibliothe`que NTL n’utilise pas de technique pour e´viter d’ef-
fectuer les calculs sur des entiers multipre´cisions dans le cas ou` les donne´es du syste`mes sont
grandes (i.e. 32 bits). Dans le cas de petites entre´es (i.e. 3 bits), la bibliothe`que NTL reste quand
meˆme moins performante du fait qu’elle n’utilise pas les bibliothe`ques blas pour calculer l’in-
verse de la matrice. Ce calcul repre´sente pratiquement 75% du temps total pour l’implantation
NTL alors que pour notre implantation celui-ci ne repre´sente qu’a` peine 10%. D’ailleurs, cette
inversion nous permet d’obtenir de meilleures performances que la bibliothe`que IML pour de
petites entre´es (i.e. 3 bits). En effet, l’utilisation d’une base RNS ne´cessite de calculer l’inverse de
la matrice pour plusieurs moduli, ce qui dans le cas de petites entre´es repre´sente pratiquement
50% du temps de calcul total. Bien que cette technique permette de diminuer le nombre d’ite´ra-
tions, cela ne compense pas le temps de calcul passe´ a` inverser la matrice. Par contre, lorsque les
entre´es sont plus grandes (i.e. 32 bits, 100 bits) cette technique s’ave`re judicieuse car le nombre
d’ite´rations est tellement important que le calcul de l’inverse dans la base RNS ne repre´sentes
plus que 6% du temps de calcul total. Cette technique permet par exemple de n’effectuer que
996 ite´rations pour un syste`me 800 × 800 sur 100 bits avec une base RNS de 8 moduli sur 22
bits alors que notre implantation ne´cessite 7872 ite´rations avec un seul modulo sur 22 bits. Bien
que notre implantation effectue pratiquement 8 fois plus d’ite´rations, les performances restent
tout de meˆme dans un facteur infe´rieur a` 2 par rapport a` l’approche RNS. Une implantation
ide´ale serait donc une me´thode hybride qui en fonction de la taille des entre´es utilise soit une
base RNS soit un de´coupage q-adique.
Notre implantation dans le cas singulier s’appuie directement sur l’implantation du cas non
singulier. Pour cela il suffit de de´terminer un mineur non nul d’ordre maximal. Dans le cas de
la fonction solveSingular nous utilisons les permutations calcule´es par la factorisation LQUP
de la matrice dans la base p-adique pour de´terminer un tel mineur. Dans le cas de la fonction
findRandomSolution nous utilisons la permutation en ligne Q de cette meˆme factorisation pour
calculer une matrice de plein rang en ligne et nous utilisons une matrice dense ale´atoire W a`
coefficients dans U = {0, 1} pour obtenir un mineur non nul d’ordre maximal de fac¸on ale´atoire.
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En pratique ce pre´condionnement est critique car il ne´cessite une multiplication de matrices sur
des entiers qui peuvent eˆtre vraisemblablement grands. Ne´anmoins, si maxi,j |Ai,j | < M est tel
que la dimension n du syste`me ve´rifie nM < 253 on peut alors utiliser la routine de multiplication
dgemm des blas pour effectuer ce calcul. Dans le cas ou` la magnitude des entre´es du syste`me
ne permet pas d’utiliser directement les routines blas, nous utilisons alors la meˆme technique
de de´coupage q-adique que nous avons de´crite au de´but de cette section (fonction applyM code
A.11 §A.4). De meˆme, nous re´utilisons cette technique pour calculer la solution y =Wx a` partir
de la solution x du syste`me AWx = b.
solveSingular
3 bits d 32 bits d
200× 250 0.33s 1059 1.94s 6857
400× 800 1.82s 2326 10.64s 13919
600× 1000 4.51s 3662 28.98s 21062
800× 1000 8.83s 5042 61.42s 28244
800× 1500 9.41s 5040 61.98s 28246
1200× 1400 24.56s 7916 188.71s 42723
1200× 2000 24.76s 7916 187.94s 42717
Tab. 4.3 – Performances de la fonction solveSingular (Xeon-2.66Ghz)
findRandomSolution
3 bits d 32 bits d
200× 250 0.60s 1574 2.73s 7371
400× 800 3.82s 3763 15.84s 15364
600× 1000 9.68s 5885 42.99s 23283
800× 1000 18.15s 7888 89.78s 31092
800× 1500 20.86s 8274 95.66s 31479
1200× 1400 51.97s 12412 264.67s 47215
1200× 2000 58.73s 12971 282.69s 47771
Tab. 4.4 – Performances de la fonction findRandomSolution (Xeon-2.66Ghz)
Nous pre´sentons dans les tables 4.3 et 4.4 les performances de ces deux fonctions. Nous utili-
sons pour cela des syste`mes singuliers ale´atoires de´finis a` partir de matrices de plein rang en ligne.
Nous ne pouvons comparer nos implantations avec celles des bibliothe`ques NTL et IML du fait
que ce type de re´solutions n’est pas disponible dans leurs distributions. Les colonnes intitule´es
d dans ces tables correspondent a` la taille en bits du de´nominateur de la solution calcule´e. On
peut voir par exemple dans ces tables que lorsque les donne´es sont sur 3 bits la fonction finRan-
domSolution retourne des solutions rationnelles qui posse`dent des de´nominateurs pratiquement
deux fois plus grands que celles obtenues a` partir de la fonction solveSingular. Cela provient
du fait que le pre´conditionnement par la matrice ale´atoire dense W fait augmenter la taille des
entre´es du syste`me. Les entre´es du syste`me e´tant beaucoup plus petites que la dimension des
matrices, le pre´conditionnement par la matrice W fait pratiquement doubler le nombre de bits
des entre´es du syste`me. A` cause de ce grossissement le nombre d’ite´rations ne´cessaires pour
calculer une solution est double´. Par exemple pour le syste`me 1200× 2000 sur 3 bits le nombre
d’ite´rations passe de 832 a` 1582 en utilisant une base p-adique de 22 bits. De ce fait, on peut
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observer que le temps de calcul de ces deux fonctions diffe`re approximativement d’un facteur
deux. Toutefois, ceci ne se ve´rifie plus lorsque on regarde les re´sultats des syste`mes sur 32 bits.
En effet, les donne´es du syste`me sont maintenant beaucoup plus grandes que la dimension du
syste`me. Le pre´conditionnement n’affecte que tre`s peu le nombre d’ite´rations ne´cessaires pour
calculer une solution. Pour le syste`me 1200× 2000 on passe de 4123 ite´rations pour la fonction
solveSingular a` 4621 pour la fonction finRandomSolution, ce qui repre´sente une augmenta-
tion d’a` peine 12%. On peut voir que cette augmentation se re´percute e´galement sur la taille du
de´nominateur des solutions : 100× (47771/42717− 1) = 11.8%. Bien que le nombre d’ite´rations
n’augmente que tre`s peu, les temps de calcul des solutions ale´atoires sont une fois et demie plus
importants que ceux obtenus avec la fonction solveSingular. Ce qui repre´sente un surcouˆt de
50%. Ce surcouˆt est duˆ en partie au produit matriciel AW et au produit matrice-vecteur Wx
qui repre´sentent approximativement 15% d’augmentation mais surtout a` cause du grossissement
des donne´es de la matrice AW qui alourdit le calcul des re´sidus d’approximativement 25%. Les
10% manquants sont duˆs a` la repercution de l’augmentation du nombre des ite´rations sur les
autres ope´rations (calcul des chiffres p-adiques et reconstruction rationnelle).
Par rapport au cas non singulier, la fonction solveSingular conserve approximativement
les meˆme performances que celles obtenues avec la fonction solveNonsingular. Ne´anmoins, on
observe un surcouˆt infe´rieur a` 20% qui est duˆ aux permutations et aux manipulations me´moire
effectue´es pour re´cupe´rer un mineur non nul d’ordre maximal.
Dans ces expe´rimentations, nous avons montre´ que l’inte´gration des routines nume´riques
blas dans l’algorithme de Dixon permettait d’ame´liorer les performances d’un facteur pratique-
ment 10 par rapport a` l’implantation classique de´ja` tre`s performante propose´e par la bibliothe`que
NTL. Notre implantation permet dans le cas de syste`mes line´aires non singuliers d’obtenir les
meilleures performances pour de petites donne´es (i.e 3 bits). L’approche RNS utilise´e par la
bibliothe`que IML s’ave`re eˆtre la plus inte´ressante lorsque les donne´es ne tiennent plus sur un
mot machine. Ne´anmoins, notre implantation base´e sur un de´veloppement q-adique de la matrice
permet d’obtenir des performances tre`s proches de celles de la bibliothe`que IML (approximati-
vement un facteur deux) bien que l’on effectue beaucoup plus d’ite´rations. Notre implantation
haut niveau a` partir d’un conteneur de de´veloppement p-adique et d’un module de reconstruction
rationnelle base´ sur un ite´rateur nous ont permis de de´finir facilement plusieurs implantations
pour le cas singulier, qui ne sont pas disponibles dans les bibliothe`ques NTL et IML, et qui
autorisent des performances tre`s satisfaisantes.
4.4 Solutions diophantiennes
Dans cette section nous nous inte´ressons au calcul de solutions diophantiennes d’un syste`me
line´aire entier. Pour A ∈ Zm×n et b ∈ Zm on cherche alors un vecteur solution x ∈ Zn tel que
Ax = b. Nous nous inte´ressons uniquement aux syste`mes a` la fois consistants et singuliers. En
effet, si le syste`me est non singulier cela signifie que la matrice est inversible et que l’on peut
calculer l’unique solution du syste`me en utilisant n’importe quel algorithme de re´solution sur le
corps des rationnels. Si le syste`me est inconsistant sur Q alors cela signifie qu’il est aussi sur
Z et donc qu’il n’existe aucune solution diophantienne. Le calcul de solutions diophantiennes
revient en particulier a` trouver une solution rationnelle posse´dant un de´nominateur e´gal a` 1
parmi l’infinite´ des solutions possibles. Cependant, il se peut qu’une telle solution n’existe pas.
On parle alors d’inconsistance du syste`me sur Z [38].
Historiquement le calcul de solutions diophantiennes se rame`ne au calcul de la forme de
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Smith [63, chap. 2.21] ou d’Hermite [76]. Toutefois, ces approches ne sont pas satisfaisantes car
elles ne´cessitent de l’ordre de n4 ope´rations binaires pour calculer une solution diophantienne
alors qu’on sait re´soudre les syste`mes line´aires sur Q avec de l’ordre de n3 ope´rations binaires
avec l’algorithme de Dixon ou dans le meˆme couˆt que la multiplication de matrices entie`res avec
l’algorithme de Storjohann [77]. Nous nous inte´ressons ici a` une approche probabiliste propose´e
par Giesbrecht [39] permettant de calculer une solution diophantienne a` partir de re´solutions de
syste`mes line´aires sur Q. Cette approche consiste a` combiner diffe´rentes solutions rationnelles
du syste`me line´aire dans le but de faire diminuer le de´nominateur de la solution jusqu’a ce qu’il
soit e´gal a` 1. En particulier, cette approche permet d’obtenir la meˆme complexite´ que la re´-
solution de syste`mes line´aires entiers sur Q a` des facteurs logarithmiques pre`s. Nous montrons
dans cette section que c’est effectivement le cas en pratique et qu’il est meˆme possible d’obtenir
des temps de calculs similaires a` ceux obtenues pour la re´solution de syste`mes line´aires dense
sur les rationnels. Pour cela, nous nous appuyons sur notre interface de calcul de solutions ra-
tionnelles RationnalSolver et l’implantation de l’algorithme de Dixon (§4.3). Nous verrons en
particulier que pour des syste`mes line´aires ge´ne´riques il suffit de deux solutions rationnelles pour
calculer une solution diophantienne. L’implantation que nous proposons ici permet d’obtenir les
meilleures performances actuelles pour la re´solution de syste`mes line´aires diophantiens denses.
Dans un premier temps, nous de´taillons la me´thode probabiliste propose´e par Giesbrecht [39]
pour calculer une solution diophantienne (§4.4.1). Cette me´thode est satisfaisante seulement si
l’on sait a priori que le syste`mes est consistants sur Z. Afin de fournir une implantation de
cette me´thode dans le cas ou` l’on ne connaˆıt a priori aucune information sur le syste`me line´aire,
nous re´utilisons dans la section 4.4.2 une approche de´veloppe´e par Mulders et Storjohann [61]
pour ge´rer cette inconsistance. Cette me´thode consiste a` utiliser un certificat e´tablissant la
minimalite´ du de´nominateur des solutions rationnelles obtenues par combinaison. Graˆce a` ce
certificat, nous verrons que l’on peut de´finir une implantation certifie´e pour le calcul de solutions
diophantiennes. Enfin, nous montrons dans la dernie`re section (§4.4.3) que notre implantation
est tre`s satisfaisante en nous comparant a` l’implantation propose´e par la bibliothe`que IML [12]
qui propose le meˆme type de re´solutions. En particulier, nous verrons que notre approche est
beaucoup plus adaptative que celle propose´e par la bibliothe`que IML et qu’elle permet en ge´ne´ral
de trouver une solution diophantienne en combinant seulement deux solutions rationnelles.
4.4.1 Approche propose´e par Giesbrecht
La me´thode propose´e par Giesbrecht dans [39] pour calculer une solution diophantienne
consiste a` utiliser des combinaisons de solutions rationnelles pour faire de´croˆıtre le de´nominateur
des solutions. Nous conside´rons ici que les syste`mes line´aires posse`dent au moins une solution
diophantienne.
Soit y ∈ Qk tel que y = [n1/d1, . . . , nk/dk]T ou` les fractions ni/di sont irre´ductibles. Nous
de´finissons les fonctions suivantes :
• d(y) = ppcm(d1, . . . , dk)
• n(y) = d(y)y
L’ide´e utilise´e par Giesbrecht s’illustre a` partir du lemme suivant.
Lemme 4.4.1 (voir p.488 [61]). Soient y1, y2 ∈ Qn deux solutions du syste`me Ax = b. Soient
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est une solution du syste`me Ax = b et d(y)|g.
En utilisant ce lemme, on peut de´finir un algorithme probabiliste pour calculer une solution
diophantienne. Pour cela, il suffit de calculer des solutions rationnelles ale´atoires du syste`me et de
les combiner jusqu’a` ce que l’on obtienne un de´nominateur d(y) e´gal a` 1. Le nombre de solutions
ne´cessaires pour obtenir une solution diophantienne est alors de´pendant des de´nominateurs des
solutions calcule´es. Pour permettre le calcul de solutions ayant des de´nominateurs suffisamment
diffe´rents, l’approche ge´ne´rale consiste a` modifier le syste`me en le pre´conditonnant par une ou
plusieurs matrices ale´atoires. Ainsi, pour un syste`me Ax = b, on se rame`ne a` calculer un solution
du syste`me PAQx = Pb ou` P et Q sont des matrices ale´atoires a` coefficients entiers.
La premie`re approche propose´e par Giesbrecht [39, §2] pour borner le nombre de solutions
rationnelles ne´cessaires consiste a` utiliser des matrices triangulaires Toeplitz ale´atoires pour pre´-
conditionner le syste`me. Toutefois, cette me´thode ne´cessite d’utiliser des extensions alge´briques
de Q pour prouver une convergence en O(log r) ite´rations avec r = rang(A). Une autre approche,
propose´e par Mulders et Storjohann [61], consiste a` utiliser des matrices denses ale´atoires a` coeffi-
cients dans un sous-ensemble fini U de Z comme pre´conditionneurs. Cette approche est spe´cifique
aux syste`mes denses mais permet d’e´liminer l’utilisation d’extensions alge´briques de Q. De plus,
cette approche permet d’obtenir une convergence en O(1) ite´rations lorsque U = {0, 1, . . . ,M}
avec M = max(24, dlog r r2 ||A||re) [61, corollaire 28]. En utilisant le sous-ensemble U = {0, 1}
cette me´thode permet d’obtenir une convergence de O(log r + log log ||A||) ite´rations [61, co-
rollaire 27]. Dans le cas de syste`mes line´aires singuliers, Mulders [60] re´utilise cette approche
en la combinant avec les re´sultats de Wiedemann [91] pour de´finir des pre´conditionneurs creux
ale´atoires et obtenir le meˆme type de convergence.
L’utilisation de pre´conditionneurs ale´atoires spe´cifiques permet de fournir une solution dio-
phantienne dans le meˆme couˆt que la re´solution de syste`mes rationnels, a` des facteurs loga-
rithmiques pre`s. Ne´anmoins, l’utilisation directe du lemme 4.4.1 entraˆıne un grossissement des
composantes de la solution au fur et a` mesure des combinaisons. Afin de limiter ce grossisse-
ment, Mulders et Storjohann propose d’utiliser une combinaison diffe´rente. L’ide´e est d’utiliser
une troisie`me solution y0 permettant de de´finir la solution diophantienne comme une combinai-
son line´aire des solutions rationnelles sans avoir a` utiliser les coefficients de Bezout.
Lemme 4.4.2 (voir p.501 [61]). Soient y0, y1, y2 ∈ Qn des solutions du syste`me Ax = b. Soit




ve´rifie Ay = b et pgcd(d(y), d(y0)) est un diviseur de pgcd(d(y0), d(y1), d(y2)).
L’utilisation de ce lemme pour combiner les solutions permet de calculer une solution de la
forme
yˆ =
d(y1)y1 + a1d(y2)y2 + a2d(y3)y3 + . . .+ akd(yk+1)yk+1
d(y1) + a1d(y2) + a2d(y3) + . . .+ akd(yk+1)
telle que pgcd(d(y0), d(yˆ)) = pgcd(d(y0), d(y1), . . . , d(yk)). Graˆce a` cette combinaison, la taille
de la solution yˆ reste du meˆme ordre que la taille des solutions combine´es [61, §6.1]. Pour calculer
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un entier a ∈ Z satisfaisant gdc(d(y0), d(y1)+ad(y2)) = pgcd(d(y0), d(y1), d(y2)), on peut utiliser
l’algorithme Split propose´ par Mulders et Storjohann dans [78, §2]. Cet algorithme permet pour
deux entiers D et a tels que 0 ≤ a < D de se´parer les facteurs de D qui ne sont pas commun
avec ceux de a.
En conside´rant que l’on posse`de un algorithme findRandomSolution(A, b) qui retourne une
solution rationnelle ale´atoire du syste`me Ax = b on peut alors de´finir l’algorithme suivant pour
calculer une solution diophantienne.
Algorithme DiophantineSolve(A,b)
Entre´e : A ∈ Zm×n, b ∈ Zm
Sortie : y ∈ Zn tel que Ay = b
Sche´ma
y0 := findRandomSolution(A, b) ;
y := y0 ;
tant que pgcd(d(y), d(y0)) 6= 1 faire
y1 := findRandomSolution(A, b) ;
si pgcd(d(y0), d(y), d(y1)) < pgcd(d(y0), d(y)) alors





calculer s, t ∈ Z tel que sd(y0) + td(y) = 1 ;
retourner y = sd(y0)y0 + td(y)y ;
Pour que cette algorithme termine, il faut que le syste`me Ax = b soit consistant sur Z. Une
solution propose´e par Giesbrecht, Lobo et Saunders [38] consiste a` de´terminer au pre´alable si
le syste`me est inconsistant sur Z. Comme pour le cas rationnel, le principe consiste a` calculer
un certificat e´tablissant l’inconsistance du syste`me sur Z. L’ide´e utilise´e par Giesbrecht, Lobo et
Saunders consiste a` dire que si il n’existe pas de solutions diophantiennes alors il existe des entiers
d pour lesquels il n’existe pas de solution au syste`me modulo d. Un certificat d’inconsistance sur
Z est alors de´fini par un vecteur u ∈ Zm tels que uTA ≡ 0 mod d et uT b 6≡ 0 mod d ou` d est
un diviseur du pgcd de tous les mineurs non nuls d’ordre maximal de A [38, lemme 3.2]. Une
me´thode probabiliste pour calculer un tel certificat est d’utiliser un vecteur ale´atoire v ∈ {0, 1}r
et de re´soudre le syste`me uTA = dvT jusqu’a` ce que uTA ≡ 0 mod d et uT b 6≡ 0 mod .
Toutefois, cette me´thode permet de de´terminer uniquement si le syste`me est inconsistant sur
Z. Dans la prochaine section, nous nous inte´ressons a` l’extension de ce certificat pour de´terminer
le de´nominateur minimal de l’ensemble des solutions rationnelles et ainsi permettre a` l’algorithme
DiophantineSolve de calculer une solution rationnelle ayant un de´nominateur minimal.
4.4.2 Certificat de minimalite´
Le but d’un certificat de minimalite´ est de spe´cifier pour un syste`me line´aire entier Ax = b
un entier positif d tel que d est e´gal au plus grand diviseur commun des de´nominateurs de
l’ensemble des solutions du syste`me line´aire entier. En particulier, ce de´nominateur minimal est
un diviseur du plus grand coefficient de la forme de Smith de la matrice A. Si un tel certificat
existe pour le syste`me Ax = b et que d > 1 alors il n’existe aucune solution diophantienne pour
ce syste`me. Pour un syste`me line´aire Ax = b, nous utilisons la notation d(A, b) pour repre´senter
le de´nominateur minimal de l’ensemble des solutions. A` partir de ce de´nominateur minimal on
peut de´finir le certificat de minimalite´ suivant.
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De´finition 4.4.3. Soient A ∈ Zm×n, b ∈ Zm et d(A, b) le de´nominateur minimal du syste`me
Ax = b. Si z ∈ Qm est tel que zTA ∈ Z1×n et d(zT b) = d(A, b) alors z est un certificat de
minimalite´ pour le syste`me Ax = b.
Pour calculer un tel certificat, Mulders et Storjohann proposent d’utiliser une approche
probabiliste similaire a` celle utilise´e par Giesbrecht pour calculer une solution diophantienne.
Le principe consiste a` calculer ale´atoirement plusieurs certificats validant diffe´rents diviseurs de
d(A, b) et a` les combiner afin d’obtenir un certificat pour d(A, b). Le lemme suivant e´tablit la
notion de certificat pour un diviseur du de´nominateur minimal d’un syste`me line´aire entier.
Lemme 4.4.4. Si le syste`me Ax = b est consistant sur Q et qu’il existe z ∈ Qm tel que zTA ∈ Z
alors z est un certificat du de´nominateur d(zT b) pour l’ensemble des solutions de Ax = b et
d(zT b) divise d(A, b).
En calculant plusieurs certificats pour diffe´rents de´nominateurs, on peut obtenir un certificat
pour un de´nominateur plus grand en les combinant a` partir du lemme suivant.
Lemme 4.4.5. Soient z1, z2 ∈ Zm tels que zT1 A, zT2 A ∈ Z1×n. Soient n1 = n(zT1 b), d1 = d(zT1 b),
n2 = n(zT2 b), d2 = d(z
T
2 b) tels que pgcd(n1, d1) = pgcd(n2, d2) = 1. Soient g = pgcd(d1, d2),














Alors z = sz1 + tz2 ve´rifie zTA ∈ Z1×n et d(zb) = l.
Les lemmes 4.4.4 et 4.4.5 correspondent aux lemmes 6 et 7 de´finis dans [61] ou` la preuve
est spe´cifie´e. A` l’instar du calcul des solutions diophantiennes, il suffit maintenant de pouvoir
calculer des certificats ale´atoires afin que la combinaison de plusieurs de ces certificats permettent
d’atteindre le de´nominateur minimal. Pour calculer de tels certificats, l’approche consiste a`
re´soudre un syste`me line´aire rationnel de´fini a` partir d’un second membre ale´atoire a` coefficients
dans un sous-ensemble U de Z. Nous conside´rons ici que le syste`me est dense mais le meˆme type
d’approche est valide dans le cas creux [60].
Lemme 4.4.6. Soient U ⊂ Z, P ∈ Un×r et q ∈ U1×m deux matrices denses ale´atoires. Si
z ∈ Qr tel que zTAP = q alors zˆ = d(zTA)z est un certificat du de´nominateur d(zˆT b) pour le
syste`me Ax = b et d(zˆT b) est un diviseur ale´atoire de d(A, b).
Ce lemme s’appuie directement sur le lemme 8 et le corollaire 28 de´finis dans [61]. En utilisant
ce lemme pour ge´ne´rer des certificats validant des de´nominateurs de plus en plus grands, on peut
espe´rer obtenir un certificat de minimalite´ du syste`me Ax = b a` partir de O(log r+log log ||AP ||)
combinaison de certificats en prenant U = {0, 1}. Comme pour la combinaison de solutions
rationnelles, cette convergence peut eˆtre ramene´e a` O(1) en utilisant le sous-ensemble U =
{0, 1, . . . ,M} avec M = max(24, dlog r r2 ||A||re) [61, corollaire 28]. Le couˆt pour calculer un
certificat de minimalite´ du syste`me Ax = b est donc directement relie´ au couˆt de la re´solution
des syste`mes line´aires entiers zTAP = q sur les rationnels, soit O(r3 log r) dans le cas de syste`mes
line´aires denses ou` r =rang(A) (voir §4.3).
On retrouve ici le meˆme proble`me que pour la combinaison de solutions rationelles. L’utili-
sation directe du lemme 4.4.5 entraˆıne un grossissement des certificats au fur et a` mesure des
combinaisons. Afin d’e´viter ce grossissement, Mulders et Storjohann utilise alors une combinaison
similaire a` celle du lemme 4.4.2.
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Lemme 4.4.7 (voir p.501 [61]). Soient z1, z2 ∈ Zm tels que zT1 A, zT2 A ∈ Z1×n. Soient n1 =
n(zT1 b), d1 = d(z
T
1 b), n2 = n(z
T
2 b), d2 = d(z
T
2 b) tels que pgcd(n1, d1) = pgcd(n2, d2) = 1. Soient













, l) = 1.
Alors z = z1 + az2 ve´rifie zTA ∈ Z1×n et d(zT b) = l.
Ce lemme permet donc de calculer un certificat de la forme z = z1+a2z2+ . . .+akzk et donc
de limiter le grossissement des entre´es du certificat [61, §6.1]. En conside´rant que l’on posse`de
un algorithme findRandomCertificate(A, b, U) pour calculer un certificat minimal ale´atoire du
syste`me Ax = b a` partir du sous-ensemble U de Z, on peut alors de´finir l’algorithme suivant
pour calculer le certificat de minimalite´ du de´nominateur d(A, b).
Algorithme MinimalCertificate(A,b,k,U)
Entre´e : A ∈ Zm×n, b ∈ Zm, k ∈ IN, U ⊂ Z
Sortie : z ∈ Qm tel que zTA ∈ Z1×n et d(zT b) = d(A, b)
Sche´ma
z0 := findRandomCertificate(A, b, U) ;
z := z0 ;
Pour i de 1 a` k faire
z1 := findRandomCertificate(A, b, U) ;
l := ppcm(d(zT b), d(zT1 b)) ;
si l > d(zT b) alors
g := pgcd(d(zT b), d(zT1 b)) ;
d := d(zT b) ;





z := z + az1 ;
retourner z ;
Dans cette algorithme le parame`tre k spe´cifie le nombre d’ite´rations ne´cessaires pour obtenir
un certificat du de´nominateur minimal. Soit S l’ensemble des nombres premiers qui divisent
















)k pour #U ≥ 25,
en s’appuyant sur la proposition 24 de´finie dans [61].
En combinant l’algorithme DiophantineSolve et MinimalCertificate, on peut de´finir un
algorithme de re´solution de syste`mes line´aires entiers certifie´e. L’ide´e est de faire converger les
deux algorithmes jusqu’a` ce que la solution obtenue posse`de un de´nominateur e´gal a` celui valide´
par le certificat. On obtient ainsi une solution du syste`me ayant un de´nominateur minimal. Si
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le but est de calculer une solution diophantienne il suffit alors d’ite´rer l’algorithme jusqu’a` ce
qu’une solution diophantienne soit calcule´e ou bien jusqu’a` ce qu’un certificat de´termine un
de´nominateur minimal diffe´rent de un et donc e´tablit l’inconsistance du syste`me sur Z.
4.4.3 Implantations et performances
L’implantation de l’algorithme DiophantineSolve est imme´diate en utilisant notre inter-
face de re´solution de syste`me de la section 4.2. Le principe consiste a` calculer des solutions
rationnelles ale´atoires du syste`me en utilisant la fonction findRandomSolution et a` utiliser le
lemme 4.4.2 pour ge´ne´rer des solutions ayant des de´nominateurs de plus en plus petits. Cette im-
plantation est disponible dans la bibliothe`que LinBox a` partir de la classe DiophantineSolver
qui de´finit un domaine de calcul de solutions diophantiennes. Cette classe est de´finie de fac¸on
ge´ne´rique pour tous les types de solveurs rationnels conformes a` l’interface RationalSolver.
La fonction diophantineSolve de cette classe permet de calculer une solution minimale d’un
syste`me line´aire entier. A` l’instar des solveurs rationnels, cette fonction utilise les trois niveaux
de calcul SL_MONTECARLO, SL_LASVEGAS, SL_CERTIFIED de´finis dans la section 4.2.1. La diffe´-
rence par rapport a` la re´solution rationnnelle est que les niveaux SL_LASVEGAS et SL_CERTIFIED
assure que la solution calcule´e est bien de de´nominateur minimal. La diffe´rence entre ces deux
niveaux provient du fait que le re´solution certifie´e entraˆıne la construction du certificat de mi-
nimalite´ alors que le niveau LAS VEGAS calcule uniquement les certificats interme´diaires pour
de´terminer le de´nominateur minimal.
Nous proposons dans le code suivant un exemple d’utilisation de la classe DiophantineSol-
ver pour calculer une solution diophantienne.
Code 4.5 – Utilisation de LinBox pour la re´solution de syste`mes line´aires diophantiens
int main ( int argc , char ∗∗ argv ) {
typedef Modular<double> Fie ld ;
typedef PID integer Ring ;
typedef Fie ld : : Element Element ;
typedef Ring : : Element In t eg e r ;
typedef DenseMatrix<Ring> Matrix ;
typedef std : : vector<Integer> Vector ;
i f s t r e am inA ( argv [ 1 ] ) , inb ( argv [ 2 ] ) ;
o f s tream outx ( argv [ 3 ] ) ;
Ring Z ;
// c r ea t i on and reading o f A and b over Z
Matrix A(Z ) ;
A. read ( inA ) ;
Vector b(A. rowdim ( ) ) ;
Vector : : i t e r a t o r i t = b . begin ( ) ;
for ( ; i t != b . end ( ) ; ++i t )
Z . read ( inb ,∗ i t ) ;
// c r ea t i on o f Rat iona l So l v e r wi th Dixon ’ s method
typedef Rat iona lSo lver<Ring , Fie ld , RandomPrime , DixonTraits> RatSolve ;
RatSolve QSolver (Z ) ;
// c r ea t i on o f Diophantine So l v e r wi th Dixon ’ s method
DiophantineSolver<RatSolve> ZSolver ( QSolver ) ;
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// c r ea t i on o f s o l u t i o n numerators and common denominator
Vector x (A. coldim ( ) ) ;
I n t eg e r denom ;
// number o f prime to t r y
s i z e t numPrimes = 5 ;
// s e t the l e v e l o f computation
So lve rLeve l l e v e l= SL CERTIFIED ;
// f i nd a d iophant ine s o l u t i o n to the system Ax=b us ing c e r t i f i e d computation
SolverReturnStatus s t a tu s ;
s t a tu s = ZSolver . d iophant ineSo lve (x , denom , A, b , numPrimes , l e v e l ) ;
// wr i t i n g the s o l u t i o n i f s t a t u s i s ok
i f ( s t a tu s == SS OK){
outx<<”numerator :\n” ;
i t = x . begin ( ) ;
for ( ; i t != x . end ( ) ; ++i t )
Z . wr i t e ( outx ,∗ i t )<<endl ;
outx<<”denominator :\n” ;




Ce code montre que l’utilisation de notre interface permet de re´soudre des syste`mes line´aires
diophantiens a` un haut niveau. En particulier, le parame`trage des calculs dans cette interface
permet de de´finir des codes simples be´ne´ficiant des algorithmes les plus adapte´s. Par exemple,
si l’on de´sire utiliser une me´thode de calcul de type Monte Carlo pour permettre de meilleure
performance il suffit simplement d’initialiser la variable level avec la valeur SL_MONTECARLO.
De meˆme, si l’on souhaite utiliser une autre me´thode de calcul des de´veloppements p-adiques
pour la re´solution des syste`mes line´aires diophantiens il suffit de changer le trait DixonTraits
de´finissant la me´thode dans le type du solveur rationnel RationalSolver.





















 , y2 =
 2/3−1/3
3/3
 =⇒ x = n(y1)− n(y2) =
 −27 − 225 + 1
0 − 3
 .
Nous e´valuons maintenant les performances obtenues avec notre implantation dans le cas de
syste`mes line´aires denses. Nous utilisons des syste`mes line´aires ale´atoires surde´termine´s afin que
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le probabilite´ d’inconsistance sur Z soit faible. Ainsi, nous pouvons utiliser un calcul de type
SL_MONTECARLO qui permet d’obtenir les meilleures performances pour notre implantation. En
comparaison, les deux autres niveaux de calcul (SL_LASVEGAS, SL_CERTIFIED) sont en moyenne
deux fois plus lents. Cela provient du fait que le calcul du certificat de minimalite´ double le
nombre de re´solutions de syste`me line´aire sur Q qui est le couˆt dominant de la me´thode.
Afin d’e´valuer ces performances, nous nous comparons avec la bibliothe`que IML [12]. Cette
bibliothe`que propose l’implantation d’une approche re´cente [13] pour le calcul de solutions dio-
phantiennes. Le principe consiste a` de´terminer une solution ayant un de´nominateur minimal en
utilisant la forme d’Hermite modulaire d’une solution rationnelle du syste`me line´aire augmente´
par 10 colonnes ale´atoires. L’approche utilise´e est probabiliste et s’appuie sur le fait que la com-
pression a` 10 colonnes conserve les informations sur le de´nominateur minimal contenues dans la
forme d’Hermite de la matrice [A|b]. Plus pre´cise´ment, cette implantation permet de de´termi-
ner une solution diophantienne a` partir d’une re´solution de syste`me line´aire matriciel (avec 11
colonnes) par l’algorithme de Dixon et en calculant la forme d’Hermite modulaire de la solution
matricielle [23].
La table 4.5 illustre les temps de calcul pour notre implantation et celle de la biliothe`que
IML pour des syste`mes ale´atoires de´finis a` partir de donne´es sur 3 bits, 32 bits et 100 bits.
L’architecture utilise´e est un Pentium Xeon 2.66ghz posse´dant 1Go de RAM et 1Go de me´moire
swap. Les re´sultats dans le tableau sont exprime´s en secondes pour les deux implantations. Pour
notre implantation, nous spe´cifions le nombre de solutions ne´cessaires pour construire la solution
diophantienne. Ce nombre correspond a` la valeur entre parenthe`se, si celle-ci n’est pas spe´cifie´e
cela signifie que le nombre de solutions utilise´es est de deux. Lorsque les temps de calcul ne sont
pas spe´cifie´s cela signifie que l’espace me´moire de la machine n’est pas suffisant pour calculer
une solution du syste`me.
3 bits 32 bits 100 bits
LinBox IML LinBox IML LinBox IML
200× 250 0.92s 1.24s (4) 10.26s 8.18s 16.57s 38.87s
200× 500 1.23s 1.34s 5.18s 8.59s 17.03s 40.26s
400× 450 (3) 7.77s 6.93s 26.40s 44.00s (3) 139.69s 247.58s
400× 800 5.72s 7.18s 27.20s 49.93s 95.23s 252.06s
600× 800 13.33s 21.16s 72.72s 130.79s 267.10s 691.80s
600× 1000 14.42s 20.59s 73.77s 131.53s (3) 402.92s 675.96s
800× 1000 27.49s 42.49s 131.61s 278.99s (3) 886.98s 1387.24s
800× 1500 29.88s 45.47s 131.59s 308.50s 644.91s 1378.29s
1200× 1400 78.57s 124.79s 390.93s 814.68s - -
1200× 2000 86.17s 128.66s (3) 634.87s 807.06s - -
1800× 2400 215.77s 425.83s (3) 2020.88s 2533.30s - -
Tab. 4.5 – Comparaisons des temps de calculs de solutions diophantiennes (Xeon-2.66Ghz)
D’apre`s les re´sultats du tableau 4.5 on voit que notre approche est plus efficace en pratique
que celle utilise´e par la bibliothe`que IML. On s’aperc¸oit que la plupart du temps il suffit de
seulement deux solutions pour recouvrir une solution diophantienne. Cela signifie que l’approche
de la bibliothe`que IML est un peu pessimiste en utilisant d’emble´e onze solutions. En pratique la
bibliothe`que IML est moins performante que notre implantation car elle calcule trop de solutions
par rapport a` ce dont elle a re´ellement besoin pour de´terminer une solution diophantienne. Dans
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le cas ou` le nombre de solutions ne´cessaires est supe´rieur a` deux (seulement 15% de nos tests),
on peut voir qu’en moyenne notre approche reste meilleure car le nombre de solutions utilise´es
reste petit par rapport a` 11 (3 ou 4).
Afin de comparer plus pre´cise´ment ces deux implantations, nous nous inte´ressons maintenant
a` la re´solution de syste`mes line´aires issus de matrices posse´dant des noyau de petite dimension.
Pour obtenir de telles matrices avec une bonne probabilite´, nous utilisons des matrices ale´atoires
rectangulaire ou la diffe´rence des dimensions est petite. Du fait que les noyaux sont plus petits,
le nombre de solutions ne´cessaires pour calculer une solution diophantienne risque d’eˆtre plus
important. Notons que dans le cas ou` la taille du noyau de la matrice est infe´rieure a` dix,
l’implantation propose´e par la bibliothe`que IML s’adapte et utilise un membre droit posse´dant
un nombre de colonnes e´gal a` la dimension du noyau plus un.
LinBox IML
temps nbr solutions temps nbr solutions
400× 401 113.10s 2 (2) 57.57s 2
400× 405 113.41s 2 (2) 126.94s 6
400× 410 117.19s 2 (2) 214.88s 11
400× 450 115.22s 2 (2) 243.94s 11
800× 801 1829.36s 5 (3) 324.48s 2
800× 805 1131.38s 3 (3) 724.57s 6
800× 810 2949.75s 8 (3) 1247.84s 11
800× 850 734.62s 2 (2) 1397.56s 11
Tab. 4.6 – Solutions diophantiennes en fonction de la taille du noyau pour des syste`mes line´aires
a` coefficients sur 100 bits (Xeon-2.66Ghz)
La table 4.6 illustre le re´sultat de nos tests pour des matrices rectangulaires de plein rang. La
colonne ”nbr solutions”dans cette table spe´cifie le nombre de solutions calcule´es par les deux im-
plantations. Pour implantation ”LinBox ”, nous pre´cisons entre parenthe`ses quel est le nombre de
solutions re´ellement ne´cessaires a` la construction de la solution diophantienne parmi l’ensemble
des solutions rationnelles calcule´es. D’apre`s ces re´sultats on s’aperc¸oit que la bibliothe`que IML
posse`de un meilleur comportement que notre implantation lorsque la taille du noyaux est infe´-
rieure a` 10. Cela s’explique par le fait que plus le noyau est petit, plus il est difficile de trouver
des solutions rationnelles ale´atoires permettant d’aboutir a` une solution diophantienne. On peut
voir par exemple que pour le syste`me d’ordre 800× 810 notre approche a ne´cessite´ le calcul de 8
solutions rationnelles pour construire une solution diophantienne alors que seulement 3 e´taient
suffisantes. Lorsque le nombre de solutions rationnelles est exactement le meˆme pour les deux im-
plantations (i.e. 400×401) on s’aperc¸oit que la bibliothe`que IML permet d’obtenir les meilleures
performances. Cette diffe´rence provient du fait que le couˆt principal des implantations re´side
dans le calcul des de´veloppements p-adiques des solutions. En particulier, la bibliothe`que IML
calcule l’ensemble des solutions rationnelles a` partir d’un seul de´veloppement p-adique matriciel
alors que notre implantation utilise un de´veloppement p-adique vectoriel pour chaque solution.
En remplac¸ant les produits matrice-vecteur dans l’algorithme de Dixon (§4.3) par des produits
matriciel la bibliothe`que IML peut tirer parti du niveau 3 des blas tandis que notre implanta-
tion ne be´ne´ficie que du niveau 2.
En conclusion, on peut dire que notre implantation est en pratique plus adaptative que celle
propose´e par la bibliothe`que IML. Le nombre de solutions rationnelles ne´cessaires en moyenne
pour calculer une solution diophantienne est de l’ordre de deux. En particulier, on pre´fe´rera
utiliser notre implantation lorsque les syste`mes line´aires sont susceptibles de posse´der un noyau
suffisamment important (supe´rieur a` 50 dans nos tests) alors que l’approche par blocs de la




Nous avons de´veloppe´ dans ce document plusieurs outils logiciels de base pour implanter
efficacement des calculs en alge`bre line´aire exacte. Cela comprend l’arithme´tique des corps finis
et les algorithmes d’alge`bre line´aire sur un corps fini utilisant une re´duction au produit de
matrices. Notamment, nous avons propose´ et valide´ l’utilisation de me´canismes d’abstraction par
des arche´types de donne´es pour de´velopper des codes facilitant le changement d’arithme´tiques.
Ce me´canisme nous a permis de fournir plusieurs implantations d’arithme´tiques de corps finis
facilement utilisables et interchangeables a` l’inte´rieur des codes de la bibliothe`que LinBox. En
particulier, nous avons montre´ que le choix de l’arithme´tique de´pend fortement de la taille des
corps finis. L’utilisation d’une repre´sentation logarithmique, aussi bien pour les corps premiers
que pour les extensions alge´briques, s’ave`re eˆtre la repre´sentation la plus performante pour
calculer sur les corps finis de petite taille. De`s lors que l’on s’inte´resse a` des corps ne pouvant
plus eˆtre repre´sente´s a` partir de mots machines, l’utilisation des entiers multipre´cisions de la
bibliothe`que GMP ou des polynoˆmes de la bibliothe`que NTL reste l’un des meilleurs moyens
d’obtenir des performances satisfaisantes.
Un autre point important de notre travail a e´te´ le de´veloppement de routines de calculs sur les
corps finis pour l’ensemble des proble`mes classiques de l’alge`bre line´aire dense. Notre approche
de calcul hybride ”exact/nume´rique” nous laisse penser qu’il est raisonnablement possible d’es-
pe´rer un jour obtenir des bibliothe`ques de calcul sur les corps finis similaires a` celles de´veloppe´es
par les bibliothe`ques nume´riques blas/lapack. En outre, notre approche a de´ja` permis de pro-
poser des performances jamais e´gale´es sur les corps finis et qui se rapprochent de celles obtenues
en calcul nume´rique. Ces re´sultats ont des conse´quences importantes sur le de´veloppement de
solutions haut niveau tre`s performantes pour le calcul sur les entiers. En particulier, l’utilisation
maximale du calcul nume´rique pour effectuer les ope´rations de base comme le produit matrice-
vecteur ou le produit matriciel permet d’atteindre une meilleure efficacite´ qu’avec des calculs
en multipre´cision. Nous avons de´montre´ que c’est le cas pour la re´solution de syste`mes line´aires
diophantiens denses en proposant des implantations base´es sur nos routines de calcul hybride
”exact/nume´rique” qui permettent d’obtenir des performances tre`s convaincantes ; de ce fait,
nous avons pu valider nos briques de base autant au niveau efficacite´ que simplicite´ d’utilisation.
Cette the`se offre donc un cre´dit important a` l’utilisation et a` la re´utilisation de la bibliothe`que
LinBox pour les applications en calcul formel ne´cessitant de tre`s hautes performances de calcul.
Toutefois, les solutions que nous avons apporte´es ne constituent pas l’aboutissement final
du de´veloppement de la bibliothe`que LinBox. Il reste certaines directions vers lesquelles il nous
paraˆıt important de s’orienter. En particulier, les re´sultats re´cents en complexite´ binaire pour la
re´solution de proble`me en alge`bre line´aire sur les entiers proposent, comme pour les corps finis,
des re´ductions au produit de matrices entie`res. La question qui nous inte´resse est de savoir s’il
est possible de de´velopper des routines de multiplication de matrices sur de tre`s grands entiers
suffisamment performantes pour permettre l’utilisation efficace de ces algorithmes en pratique ;
dans ce cas, quelles sont les strate´gies a` utiliser : algorithmes de multiplication de matrices
rapides, multiplications d’entiers a` base de FFT, re´utilisation des blas, the´ore`me des restes
chinois, repre´sentation q-adique ?
Un autre proble`me qui nous semble essentiel pour la re´utilisation de la bibliothe`que Lin-
Box concerne l’interope´ration automatique avec des langages de plus haut niveau, ge´ne´ralement
interpre´te´s, comme Maple. L’utilisation des arche´types est ici un bon moyen pour fournir des
briques de base abstraites. Ne´anmoins, un proble`me qui se pose encore est de savoir si l’on peut
inte´grer tous les composants du calcul formel a` partir d’arche´types ou si au contraire il est pre´-
fe´rable d’utiliser un protocole standard d’e´change de donne´es, et dans ce cas, quel doit eˆtre le
niveau de description des objets.
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A.1 De´veloppements p-adiques de syste`mes line´aires entiers
Code A.6 – Interface LinBox des conteneurs de de´veloppements p-adiques
template< class Ring , class IMatrix>
class Li f t ingConta ine rBase {
public :
typedef typename Ring : : Element In t eg e r ;
typedef std : : vector<Integer> IVector ;
typedef L i f t i n g I t e r a t o r<IVector> c o n s t i t e r a t o r ;
protected :
const IMatrix & A ;
Ring R ;
In t eg e r p ;
IVector b ;
VectorDomain<Ring> VDR;
s i z e t l eng th ;
In t eg e r numbound ;
In t eg e r denbound ;
MatrixApplyDomain<Ring , IMatrix> MAD;
friend class L i f t i n g I t e r a t o r ;
public :
template <class Prime Type , class Vector1>
Li f t ingConta ine rBase ( const Ring &R,
const IMatrix &A,
const Vector1 &b ,
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const Prime Type &p ) ;
// func t i on to s o l v e Ax=re s i du mod p
virtual IVector& nex td i g i t ( IVector& x , const IVector& re s i du ) const = 0 ;
// re turn i t e r a t o r on the beg inn ing
c o n s t i t e r a t o r begin ( ) const {
return c o n s t i t e r a t o r (∗ this ) ; }
// re turn i t e r a t o r on the end
c o n s t i t e r a t o r end ( ) const {
return c o n s t i t e r a t o r (∗ this , l eng th ) ; }
// re turn l en g t h o f con ta iner
const s i z e t l ength ( ) const { return l eng th ;}
// re turn s i z e o f con ta iner
const s i z e t s i z e ( ) const { return A . coldim ( ) ; }
// re turn the r ing
const Ring& r ing ( ) const { return R ;}
// re turn the prime
const I n t eg e r& prime ( ) const { return p ;}
// re turn the bound f o r the numerator
const I n t eg e r numbound ( ) const { return numbound ;}
// re turn the bound f o r the denominator
const I n t eg e r denbound ( ) const { return denbound ;}
} ;
Code A.7 – Interface LinBox des ite´rateurs de de´veloppements p-adiques
template <class IVector>
class c o n s t i t e r a t o r {
private :
IVector r e s ;
const Li f t ingConta ine rBase & l c ;
s i z e t p o s i t i o n ;
public :
c o n s t i t e r a t o r ( const Li f t ingConta ine rBase &lc , s i z e t end=0)
: r e s ( l c . b ) , l c ( l c ) , p o s i t i o n ( end ) {}
bool next ( IVector &d i g i t ) {
// Compute next d i g i t
l c . n e x td i g i t ( d i g i t , r e s ) ;
// Update r e s i du
IVector v2 ( r e s . s i z e ( ) ) ;
l c . MAD. applyV (v2 , d i g i t ) ;
l c . VDR. subin ( r e s , v2 ) ;
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typename IVector : : i t e r a t o r p0 ;
for ( p0 = r e s . begin ( ) ; p0 != r e s . end ( ) ; ++ p0 , )
l c . R . d iv in (∗p0 , l c . p ) ;
// inc rea se p o s i t i o n o f the i t e r a t o r
po s i t i o n++;
return true ;
}
bool operator != ( const c o n s t i t e r a t o r &i t e r a t o r ) const {
i f ( & l c != &i t e r a t o r . l c )
a s s e r t ( ”Trying to compare d i f f e r e n t L i f t i n g I t e r a t o r , abort \n” ) ;
return po s i t i o n != i t e r a t o r . p o s i t i o n ;
}
bool operator == ( const c o n s t i t e r a t o r &i t e r a t o r ) const {
i f ( & l c != &i t e r a t o r . l c )
a s s e r t ( ”Trying to compare d i f f e r e n t L i f t i n g I t e r a t o r , abort \n” ) ;
return po s i t i o n == i t e r a t o r . p o s i t i o n ;
}
} ;
A.2 Reconstruction de la solution rationnelle
Code A.8 – E´valuation des de´veloppements p-adiques
void PolEval ( Vector& y ,
std : : vector<Vector > : : c o n s t i t e r a t o r &Pol ,
s i z e t deg ,
In t eg e r &x) const
{
i f ( deg == 1){
for ( s i z e t i =0; i<y . s i z e ();++ i )
r . a s s i gn (y [ i ] , ( ∗ Pol ) [ i ] ) ;
}
else {
s i z e t deg low , deg high ;
deg high = deg /2 ;
deg low = deg − deg high ;
In t eg e r zero ;
r . i n i t ( zero , 0 ) ;
Vector y1 (y . s i z e ( ) , ze ro ) , y2 (y . s i z e ( ) , ze ro ) ;
I n t eg e r x1=x , x2=x ;
PolEval ( y1 , Pol , deg low , x1 ) ;
s td : : vector<Vector > : : c o n s t i t e r a t o r Pol h igh= Pol+deg low ;
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PolEval ( y2 , Pol high , deg high , x2 ) ;
for ( s i z e t i =0; i< y . s i z e ();++ i )
r . axpy (y [ i ] , x1 , y2 [ i ] , y1 [ i ] ) ;




Code A.9 – Implantation de la fonction getRational de la classe RationalReconstruction
template<class Vector1>
bool getRat iona l ( Vector1& num, In t eg e r& den ) const {
l i nbox check (num. s i z e ( ) == ( s i z e t ) l c o n t a i n e r . s i z e ( ) ) ;
// prime
I n t eg e r prime = l c o n t a i n e r . prime ( ) ;
// l en g t h o f whole approximation
s i z e t l ength= l c o n t a i n e r . l ength ( ) ;
// s i z e o f s o l u t i o n
s i z e t s i z e= l c o n t a i n e r . s i z e ( ) ;
I n t eg e r zero ;
r . i n i t ( zero , 0 ) ;
Vector z e r o d i g i t ( l c o n t a i n e r . s i z e ( ) , ze ro ) ;
// s t o r e approximation as a po lynomia l
std : : vector<Vector> d ig i t approx imat i on ( length , z e r o d i g i t ) ;
// s t o r e r e a l approximation
Vector rea l approx imat ion ( s i z e , ze ro ) ;
// s t o r e modulus ( i n t i a l l y s e t to 1)
I n t eg e r modulus ;
r . i n i t (modulus , 1 ) ;
// denominator upper bound
I n t eg e r denbound ;
r . a s s i gn ( denbound , l c o n t a i n e r . denbound ( ) ) ;
// numerator upper bound
I n t eg e r numbound ;
r . a s s i gn (numbound , l c o n t a i n e r . numbound ( ) ) ;
// Compute a l l the approximation us ing l i f t i n g c o n t a i n e r
typename L i f t i ngConta ine r : : c o n s t i t e r a t o r i t e r = l c o n t a i n e r . begin ( ) ;
for ( s i z e t i=0 ;
i t e r != l c o n t a i n e r . end ( ) && i t e r . next ( d ig i t approx imat i on [ i ]);++ i ) {
r . mulin (modulus , prime ) ;
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}
// problem occured during l i f t i n g
i f ( i t e r != l c o n t a i n e r . end ( ) ){
cout << ”ERROR in l i f t i n g conta ine r ? ” << endl ;
return fa lse ;
}
// Eva luate padic l i f t i n g us ing d i v i d e an conquer e va l ua t i on
I n t eg e r xeva l=prime ;
typename std : : vector<Vector > : : c o n s t i t e r a t o r p o l y d i g i t ;
p o l y d i g i t = d ig i t approx imat i on . begin ( ) ;
PolEval ( rea l approx imat ion , po l y d i g i t , length , xeva l ) ;
/∗
∗ Rat iona l Reconstruc t ion o f each c o e f f i c i e n t
∗ accord ing to a common denominator
∗/
I n t eg e r common den , common den mod prod , bound , two , tmp ;
r . i n i t ( common den , 1 ) ;
r . i n i t ( common den mod prod , 1 ) ;
r . i n i t ( two , 2 ) ;
Vector denominator (num. s i z e ( ) ) ;
int counter=0;
typename Vector : : i t e r a t o r i t e r app rox = rea l approx imat ion . begin ( ) ;
typename Vector1 : : i t e r a t o r iter num = num. begin ( ) ;
typename Vector : : i t e r a t o r iter denom = denominator . begin ( ) ;
//numbound=denbound ;
for ( s i z e t i =0;
i t e r app rox != rea l approx imat ion . end ( ) ;
++ite r approx , ++ iter num , ++iter denom , ++i )
{
r . mulin ( ∗ i t e r app rox , common den mod prod ) ;
r . remin ( ∗ i t e r app rox , modulus ) ;
i f ( ! r . r e con s t ruc tRat i ona l (∗ iter num , ∗ i ter denom ,
∗ i t e r approx , modulus ,
numbound , denbound ) )
{
cout << ”ERROR in r e c on s t r u c t i on ?\n” << endl ;
return fa lse ;
}
r . mulin ( common den , ∗ i ter denom ) ;
i f ( i != s i z e −1){
i f ( ! r . i sUn i t (∗ i ter denom ) ) {
counter++;
r . quoin ( denbound , ∗ i ter denom ) ;
r . mul ( bound , denbound , numbound ) ;
r . mulin (bound , two ) ;
r . d iv (tmp , modulus , prime ) ;
while (tmp > bound ) {
r . a s s i gn (modulus , tmp ) ;
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r . d iv (tmp , modulus , prime ) ;
}
r . rem(tmp , ∗ i ter denom , modulus ) ;
r . remin ( common den mod prod , modulus ) ;
r . mulin ( common den mod prod , tmp ) ;




typename Vector1 : : r e v e r s e i t e r a t o r rev i te r num = num. rbeg in ( ) ;
typename Vector : : r e v e r s e i t e r a t o r rev i te r denom = denominator . rbeg in ( ) ;
r . i n i t (tmp , 1 ) ;
for ( ; r ev i te r num != num. rend ( ) ; ++rev iter num , ++rev i te r denom ){
r . mulin (∗ rev iter num , tmp ) ;
r . mulin (tmp , ∗ rev i te r denom ) ;
}
den = common den ;
return true ;
}
A.3 Re´solution de syste`mes line´aires entiers singuliers avec l’al-
gorithme de Dixon
Code A.10 – Implantation de l’algorithme DixonSingularSolve
template <class Ring , class Fie ld , class RandomPrime>
template <class IMatrix , class Vector1 , class Vector2>
SolverReturnStatus
Rat iona lSo lver<Ring , Fie ld , RandomPrime , DixonTraits > : : So lv eS ingu la r
( Vector1 &num,
In t eg e r &den ,
const IMatrix &A,
const Vector2 &b ,
int maxPrimes ,
const So lve rLeve l l e v e l ) const {
int t r i a l s = 0 ;
while ( t r i a l s < maxPrimes ){
i f ( t r i a l s != 0) chooseNewPrime ( ) ;
t r i a l s ++;
typedef typename Fie ld : : Element Element ;
typedef typename Ring : : Element In t eg e r ;
typedef DixonLi f t ingConta iner<Ring ,
Fie ld ,
BlasMatrix<Integer >,
BlasMatrix<Element> > L i f t i ngConta ine r ;
// Checking s i z e o f system .
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l i nbox check (A. rowdim ( ) == b . s i z e ( ) ) ;
// De f i n i t i on o f u s e f u l va lue .
LinBox : : i n t e g e r tmp ;
In t eg e r rone , r z e r o ;
R . i n i t ( rone , 1 ) ;
R . i n i t ( r z e ro , 0 ) ;
// De f i n i t i on o f computation domains .
Fie ld F( prime ) ;
BlasMatrixDomain<Ring> BMDI( R ) ;
BlasMatrixDomain<Fie ld> BMDF(F ) ;
BlasApply<Ring> BAR( R ) ;
MatrixDomain<Ring> MD( R ) ;
VectorDomain<Ring> VDR( R ) ;
BlasMatrix<Integer> A check (A) ;
BlasMatrix<Element> ∗TAS factors ;
// Computation o f ∗TAS factors = [AˆT | bˆT]ˆT mod p .
TAS factors = new BlasMatrix<Element>(A. coldim ()+1 , A. rowdim ( ) ) ;
for ( s i z e t i =0; i<A. rowdim();++ i )
for ( s i z e t j =0; j<A. coldim ();++ j )
F . i n i t ( TAS factors−>re fEntry ( j , i ) , R . convert (tmp ,A. getEntry ( i , j ) ) ) ;
for ( s i z e t i =0; i<A. rowdim();++ i )
F . i n i t ( TAS factors−>re fEntry (A. coldim ( ) , i ) , R . convert (tmp , b [ i ] ) ) ;
// LQUP f a c t o r i s a t i o n o f ∗TAS factors .
LQUPMatrix<Fie ld>∗ TAS LQUP = new LQUPMatrix<Fie ld >(F , ∗TAS factors ) ;
// Get rank o f [A | b ] mod p from LQUP.
s i z e t TAS rank = TAS LQUP−>getrank ( ) ;
// Compute row index o f i n con s i s t ency
BlasPermutation TAS P = TAS LQUP−>getP ( ) ;
BlasPermutation TAS Qt = TAS LQUP−>getQ ( ) ;
s td : : vector<s i z e t> srcRow (A. rowdim ( ) ) , s rcCo l (A. coldim ()+1) ;
std : : vector<s i z e t > : : i t e r a t o r s r i = srcRow . begin ( ) , s c i = srcCo l . begin ( ) ;
for ( s i z e t i =0; i<A. rowdim ( ) ; i++, s r i++) ∗ s r i = i ;
for ( s i z e t i =0; i<A. coldim ()+1; i++, s c i++) ∗ s c i = i ;
indexDomain iDom ;
BlasMatrixDomain<indexDomain> BMDs(iDom ) ;
BMDs. mu l in r i gh t (TAS Qt , s rcCo l ) ;
BMDs. mu l in r i gh t (TAS P, srcRow ) ;
bool appea r s In con s i s t en t = ( srcCo l [ TAS rank−1] == A. coldim ( ) ) ;
s i z e t rank = TAS rank − ( appea r s In con s i s t en t ? 1 : 0 ) ;
// Prevent from nu l l matrix
i f ( rank == 0) {
delete TAS LQUP;
delete TAS factors ;
bool aEmpty = true ;
i f ( l e v e l >= SL LASVEGAS) {
typename BlasMatrix<Integer > : : RawIterator i t e r = A check . rawBegin ( ) ;
for ( ; aEmpty && i t e r != A check . rawEnd ( ) ; ++i t e r )
aEmpty &= R . i sZe r o (∗ i t e r ) ;
}
i f (aEmpty) {
for ( s i z e t i =0; i<b . s i z e ( ) ; i++)
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i f ( ! R . areEqual (b [ i ] , r z e r o ) ) {
i f ( l e v e l >= SL CERTIFIED) {
l a s t C e r t i f i c a t e . c learAndRes ize (b . s i z e ( ) ) ;
R . a s s i gn ( l a s t C e r t i f i c a t e . numer [ i ] , rone ) ;
}
return SS INCONSISTENT ;
}
R . a s s i gn ( den , rone ) ;
for (typename Vector1 : : i t e r a t o r p = num. begin ( ) ; p != num. end ( ) ; ++ p)
R . a s s i gn (∗p , r z e r o ) ;
return SS OK ;
}
// so A was empty mod p but not over Z .
continue ; // t r y new prime
}
// Stop i f the system seems to be i n c on s i s t e n t in a Monte Carlo f a sh i on .
i f ( appea r s In con s i s t en t && l e v e l <= SLMONTECARLO)
return SS INCONSISTENT ;
// Compute the in v e r s e mod p o f the maximal l e ad in g minor .
BlasMatrix<Element>∗ Atp minor inv = NULL;
// take advantage o f the (LQUP) t f a c t o r i z a t i o n to compute
// an inv e r s e to the l e ad in g minor o f (TAS P . (A | b ) . TAS Q)
Atp minor inv = new BlasMatrix<Element>(rank , rank ) ;
typename BlasMatrix<Element > : : RawIterator i t e r=Atp minor inv−>rawBegin ( ) ;
for ( ; i t e r != Atp minor inv−>rawEnd ( ) ; i t e r++)
F . i n i t (∗ i t e r , 0 ) ;
FFLAPACK: : LQUPtoInverseOfFullRankMinor (F , rank ,
TAS factors−>ge tPo inte r ( ) ,
A. rowdim ( ) ,
TAS Qt . ge tPo inte r ( ) ,
Atp minor inv−>ge tPo inte r ( ) ,
rank ) ;
delete TAS LQUP;
delete TAS factors ;
i f ( appea r s In con s i s t en t ) {
// ge t the corresponding row o f A from the i n c on s i s t e n t index .
std : : vector<Integer> zt ( rank ) ;
for ( s i z e t i =0; i<rank ; i++)
R . a s s i gn ( zt [ i ] , A. getEntry ( srcRow [ rank ] , s r cCo l [ i ] ) ) ;
// Get the t ransposed o f the maximal l e ad in g minor over the i n t e g e r s .
BlasMatrix<Integer> At minor ( rank , rank ) ;
for ( s i z e t i =0; i<rank ; i++)
for ( s i z e t j =0; j<rank ; j++)
R . a s s i gn ( At minor . r e fEntry ( j , i ) , A. getEntry ( srcRow [ i ] , s r cCo l [ j ] ) ) ;
// Compute the c e r t f i c a t e o f i n con s i s t ency us ing DixonLi f t ingConta iner .
BlasMatrix<Integer> BBAt minor ( At minor ) ;
BlasMatrix<Element> BBAtp minor inv ( ∗Atp minor inv ) ;
L i f t i ngConta ine r l c ( R , F , BBAt minor , BBAtp minor inv , zt , prime ) ;
Rat iona lReconstruct ion<L i f t i ngConta ine r > re ( l c ) ;
Vector1 short num ( rank ) ; I n t eg e r short den ;
i f ( ! r e . ge tRat iona l ( short num , short den , 0 ) )
return SS FAILED ;
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delete Atp minor inv ;
VectorFract ion<Ring> c e r t ( R , short num . s i z e ( ) ) ;
c e r t . numer = short num ;
c e r t . denom = short den ;
c e r t . numer . r e s i z e (b . s i z e ( ) ) ;
R . subin ( c e r t . numer [ rank ] , c e r t . denom ) ;
R . i n i t ( c e r t . denom , 1 ) ;
BMDI. mu l i n l e f t ( c e r t . numer , TAS P ) ;
// Checking c e r t i f i c a t e
bool c e r t i f i e s = true ;
s td : : vector<Integer> certnumer A (A. coldim ( ) ) ;
BAR. applyVTrans ( certnumer A , A check , c e r t . numer ) ;
typename std : : vector<Integer > : : i t e r a t o r c a i = certnumer A . begin ( ) ;
for ( s i z e t i =0; c e r t i f i e s && i<A. coldim ( ) ; i++, c a i++)
c e r t i f i e s &= R . i sZe r o (∗ c a i ) ;
// C e r t i f i c a t e i s v a l i d e s top computation .
i f ( c e r t i f i e s ) {
i f ( l e v e l == SL CERTIFIED) l a s t C e r t i f i c a t e . copy ( c e r t ) ;
return SS INCONSISTENT ;
}
// Ce r i f i c a t e i s not va l i d e , choose new prime .
continue ;
}
// System i s known as c on s i s t e n t mod p .
// Try to s o l v e i t us ing DixonLi f t ingConta iner .
BlasMatrix<Integer> A minor ( rank , rank ) ;
BlasMatrix<Element> ∗Ap minor inv ;
Element rtmp ;
Ap minor inv = Atp minor inv ;
for ( s i z e t i =0; i<rank ; i++)
for ( s i z e t j =0; j<i ; j++) {
Ap minor inv−>getEntry ( rtmp , i , j ) ;
Ap minor inv−>setEntry ( i , j , Ap minor inv−>re fEntry ( j , i ) ) ;
Ap minor inv−>setEntry ( j , i , rtmp ) ;
}
// Permute o r i g i n a l e n t r i e s in t o A minor .
for ( s i z e t i =0; i<rank ; i++)
for ( s i z e t j =0; j<rank ; j++)
R . a s s i gn (A minor . r e fEntry ( i , j ) , A check . getEntry ( srcRow [ i ] , s r cCo l [ j ] ) ) ;
// Compute newb = (TAS P. b ) [ 0 . . ( rank −1)] .
std : : vector<Integer> newb(b ) ;
BMDI. mu l in r i gh t (TAS P, newb ) ;
newb . r e s i z e ( rank ) ;
// Compute the s o l u t i o n o f the non s i n gu l a r system .
BlasMatrix<Integer> BBA minor (A minor ) ;
BlasMatrix<Element> BBA inv (∗Ap minor inv ) ;
L i f t i ngConta ine r l c ( R , F , BBA minor , BBA inv , newb , prime ) ;
Rat iona lReconstruct ion<L i f t i ngConta ine r > re ( l c ) ;
Vector1 short num ( rank ) ; I n t eg e r short den ;
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i f ( ! r e . ge tRat iona l ( short num , short den , 0 ) )
return SS FAILED ;
VectorFract ion<Ring> answer to v f ( R , short num . s i z e ( ) ) ;
answer to v f . numer = short num ;
answer to v f . denom = short den ;
// shor t answer = TAS Q ∗ shor t answer .
answer to v f . numer . r e s i z e (A. coldim ()+1 , r z e r o ) ;
BMDI. mu l i n l e f t ( answer to v f . numer , TAS Qt ) ;
answer to v f . numer . r e s i z e (A. coldim ( ) ) ;
// Check the s o l u t i o n .
i f ( l e v e l >= SL LASVEGAS) {
std : : vector<Integer> A times xnumer (b . s i z e ( ) ) ;
BAR. applyV (A times xnumer , A check , answer to v f . numer ) ;
I n t eg e r tmpi ;
typename Vector2 : : c o n s t i t e r a t o r ib = b . begin ( ) ;
typename std : : vector<Integer > : : i t e r a t o r iAx = A times xnumer . begin ( ) ;
int th i s row = 0 ;
bool needNewPrime = fa l se ;
for ( ; ! needNewPrime && ib != b . end ( ) ; iAx++, ib++, th i s row++)
i f ( ! R . areEqual ( R . mul ( tmpi , ∗ ib , answer to v f . denom) , ∗ iAx ) ) {
needNewPrime = true ;
}
// So lu t i on i s not a so l u t i on , choose new prime .
i f ( needNewPrime ) {




// re turn the r i g h t s o l u t i o n .
num = answer to v f . numer ;
den = answer to v f . denom ;
delete Ap minor inv ;
delete B;
// Computation succeeded .
return SS OK ;
}
// A l l prime were bad , computation f a i l e d .
return SS FAILED ;
}
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A.4 Produits matrice-vecteur et matrice-matrice en repre´sen-
tation q-adique
Code A.11 – Domaine de calcul MatrixApplyDomain
template <class Domain , class IMatrix>
class MatrixApplyDomain {
public :
typedef typename Domain : : Element Element ;
typedef std : : vector<Element> Vector ;
MatrixApplyDomain ( const Domain& D, const IMatrix &M) : D(D) , M(M) {}
void setup ( LinBox : : i n t e g e r prime ){}
Vector& applyV ( Vector& y , Vector& x) const
{ return M. apply (y , x ) ; }
Vector& applyVTrans ( Vector& y , Vector& x) const
{return M. applyTranspose (y , x ) ; }
private :
Domain D ;
const IMatrix & M;
} ;




const IMatrix & M;
MatrixDomain<Domain> MD;
s i z e t m ;
s i z e t n ;
bool use chunks ;
bool use neg ;
s i z e t chunk s i ze ;
s i z e t num chunks ;
double ∗ chunks ;
public :
typedef typename Domain : : Element Element ;
typedef std : : vector<Element> Vector ;
typedef IMatrix Matrix ;
BlasMatrixApplyDomain ( const Domain& D, const IMatrix &M)
: D(D) , M(M) , MD(D) , m(M. rowdim ( ) ) , n (M. coldim ( ) ) {}
˜BlasMatrixApplyDomain ( ) {
i f ( use chunks ) delete [ ] chunks ;
}
// Compute the q−adic r ep r e s en t a t i on o f M with q=2ˆ16.
void setup ( LinBox : : i n t e g e r prime ){
// Compute the maximum s i z e o f chunks
LinBox : : i n t e g e r maxChunkVal = 1 ;
maxChunkVal <<= 53 ;
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maxChunkVal /= ( prime−1) ∗ n ;
chunk s i ze = −1;
while (maxChunkVal > 0) {
maxChunkVal /= 2 ;
chunk s i ze++;
}
use chunks = ( chunk s i ze >= 16 ) ;
i f ( use chunks ){
chunk s i ze = 16 ;
// Compute the magnitude in b i t o f the matrix M.
// Check i f we need nega t i v e r ep r e s en t a t i on .
LinBox : : i n t e g e r tmp=0;
s i z e t maxBitSize = 0 ;
use neg = fa l se ;
typename Matrix : : ConstRawIterator i t = M. rawBegin ( ) ;
for ( s i z e t i =0; i< m∗ n ; i++, ++i t ) {
D . convert (tmp , ∗ i t ) ;
maxBitSize = max(maxBitSize , tmp . b i t s i z e ( ) ) ;
use neg |= (tmp < 0 ) ;
}
// Compute the number o f chunk .
num chunks=(maxBitSize / chunk s i ze ) ;
num chunks+=(((maxBitSize % chunk s i ze ) > 0)? 1 : 0 ) ;
i f ( num chunks ==1)
use neg= fa l se ;
i f ( use neg )
num chunks++; // the l e ad in g chunk w i l l be nega t i v e .
int n2 = m∗ n ;
chunks = new double [ n2∗num chunks ] ;
memset ( chunks , 0 , s izeof (double )∗ m∗ n∗num chunks ) ;
i t = M. rawBegin ( ) ;
i f ( num chunks ==1) // Do not need a q−adic r ep r e s en t a t i on .
for ( int i =0; i<n2 ; i++, ++i t ) {
D . convert (∗ ( chunks+i ) , ∗ i t ) ;
}
else // Compute q−adic r ep r e s en t a t i on .
for ( int i =0; i<n2 ; i++, ++i t ) {
i n t e g e r tmp ;
double∗ pdbl = chunks + i ;
D . convert (tmp , ∗ i t ) ;
i f (tmp ==0)
∗pdbl=0;
else
i f (tmp > 0) {
s i z e t tmpsize = tmp . s i z e ( ) ;
s i z e t tmpb i t s i z e = tmp . b i t s i z e ( ) ;
s i z e t j ;
for ( j =0; j<tmpsize −1; j++) {
∗pdbl = tmp [ j ] & 0xFFFF;
∗( pdbl+n2 ) = tmp [ j ] >> 16 ;
pdbl += 2∗n2 ;
}
i f ( ( tmpb i t s i z e − j ∗32) > 16 ) {
∗pdbl = tmp [ tmpsize −1] & 0xFFFF;
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∗( pdbl+n2 ) = tmp [ tmpsize −1] >> 16 ;
}
else {





s i z e t tmpsize = tmp . s i z e ( ) ;
s i z e t tmpb i t s i z e = tmp . b i t s i z e ( ) ;
s i z e t j ;
for ( j =0; j<tmpsize −1; j++) {
∗pdbl = 0xFFFF ˆ (tmp [ j ] & 0xFFFF) ;
∗( pdbl+n2 ) = 0xFFFF ˆ (tmp [ j ] >> 16 ) ;
pdbl += 2∗n2 ;
}
i f ( ( tmpb i t s i z e −j ∗32) > 16) {
∗pdbl = 0xFFFF ˆ (tmp [ tmpsize −1] & 0xFFFF) ;
∗( pdbl+n2 ) = 0xFFFF ˆ (tmp [ tmpsize −1] >> 16 ) ;




∗pdbl = 0xFFFF ˆ (tmp [ tmpsize −1] & 0xFFFF) ;
pdbl += n2 ;
j = ( tmpsize<<1) −1;
}
for ( ; j<num chunks−1; j++, pdbl += n2 )
∗pdbl = 0xFFFF;
∗pdbl = 1 ; // s e t the l e ad in g nega t i v e chunk f o r t h i s entry .
}
}




// us ing BLAS matrix−vec t o r product and GMP in t e g e r cons t ruc t i on .
Vector& applyV ( Vector& y , Vector& x) const {
l i nbox check ( n == x . s i z e ( ) ) ;
l i nbox check ( m == y . s i z e ( ) ) ;
i f ( ! use chunks ){ // q−adic i s not a l l owed
MD. vectorMul (y , M, x ) ;
}
else {
// Convert x in a doub le r e p r e s en t a t i on .
double∗ dx = new double [ n ] ;
for ( s i z e t i =0; i< n ; i++) {
D . convert ( dx [ i ] , x [ i ] ) ;
}
i f ( num chunks == 1) {
// Use d i r e c t l y BLAS dgemv func t i on .
double ∗ ctd = new double [ m ] ;
cblas dgemv (CblasRowMajor , CblasNoTrans , m , n ,
1 , chunks , n , dx , 1 , 0 , ctd , 1 ) ;
for ( s i z e t i =0; i< n;++ i )
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D . i n i t ( y [ i ] , ctd [ i ] ) ;
delete [ ] ctd ;
}
else {
// rc : number o f d i f f e r e n t s e r i e s .
int rc = (52 / chunk s i ze ) + 1 ;
// r c l en : number o f b y t e s in each o f t h e s e s e r i e s .
int r c l e n = num chunks∗2 + 5 ;
unsigned char∗ combined = new unsigned char [ r c ∗ n∗ r c l e n ] ;
memset ( combined , 0 , rc ∗ n∗ r c l e n ) ;
//compute a product ( chunk t imes x ) f o r each chunk
double∗ ctd = new double [ m ] ;
for ( s i z e t i =0; i<num chunks ; i++) {
cblas dgemv (CblasRowMajor , CblasNoTrans , m , n ,
1 , chunks+( m∗ n∗ i ) , n , dx , 1 , 0 , ctd , 1 ) ;
i f ( ! use neg | | i<num chunks−1)
for ( s i z e t j =0; j< n ; j++) {
// up to 53 b i t s w i l l be ored−in , to be summed l a t e r .
unsigned char∗ bi tDest = combined ;
b i tDest += r c l e n ∗ ( ( i % rc )∗ n+j ) ;
long long mask = static cast<long long>(ctd [ j ] ) ;
b i tDest += 2∗ i ;
∗ ( ( long long ∗) b i tDest ) |= mask ;
}
}
delete [ ] dx ;
for ( s i z e t i =0; i< n ; i++) {
LinBox : : i n t e g e r r e su l t , tmp ;
// Sub t rac t l e ad in g term i f nega t i v e .
i f ( use neg ) {
r e s u l t = −ctd [ i ] ;
r e s u l t <<= (num chunks−1)∗16;
}
else
r e s u l t = 0 ;
// Construct i n t e g e r from by te arrays .
for ( int j =0; j<rc ; j++) {
unsigned char∗ th i s po s = combined + r c l e n ∗( j ∗ n+i ) ;
importWords (tmp , rc l en , −1, 1 , 0 , 0 , t h i s po s ) ;
r e s u l t += tmp ;
}
D . i n i t ( y [ i ] , r e s u l t ) ;
}
delete [ ] combined ;






// us ing BLAS matrix−matrix product and GMP in t e g e r cons t ruc t i on .
IMatrix& applyM ( IMatrix &Y, const IMatrix &X) const {
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l i nbox check ( n == X. rowdim ( ) ) ;
l i nbox check ( m == Y. rowdim ( ) ) ;
l i nbox check ( Y. coldim ( ) == X. coldim ( ) ) ;
i f ( ! use chunks ){
MD.mul (Y, M, X) ;
}
else {
s i z e t k= X. coldim ( ) ;
double∗ dX = new double [ n∗ k ] ;
for ( s i z e t i =0; i< n ; i++)
for ( s i z e t j =0; j< k;++j )
D . convert (dX[ i ∗ k+j ] , X. getEntry ( i , j ) ) ;
i f ( num chunks == 1) {
double ∗ ctd = new double [ m∗ k ] ;
cblas dgemm (CblasRowMajor , CblasNoTrans , CblasNoTrans ,
m , k , n , 1 , chunks , n , dX, k , 0 , ctd , k ) ;
for ( s i z e t i =0; i< m;++ i )
for ( s i z e t j =0; j< k;++j )
D . i n i t (Y. re fEntry ( i , j ) , ctd [ i ∗ k+j ] ) ;
delete [ ] ctd ;
delete [ ] dX;
}
else {
int rc = (52 / chunk s i ze ) + 1 ;
int r c l e n = num chunks∗2 + 5 ;
unsigned char∗ combined = new unsigned char [ r c ∗ m∗ k∗ r c l e n ] ;
memset ( combined , 0 , rc ∗ m∗ k∗ r c l e n ) ;
//compute a product ( chunk t imes x ) f o r each chunk
double∗ ctd = new double [ m∗ k ] ;
for ( s i z e t i =0; i<num chunks ; i++) {
cblas dgemm (CblasRowMajor , CblasNoTrans , CblasNoTrans ,
m , k , n , 1 , chunks+( m∗ n∗ i ) , n ,dX, k , 0 , ctd , k ) ;
i f ( ! use neg | | i<num chunks−1)
for ( s i z e t j =0; j< m∗ k ; j++) {
unsigned char∗ bi tDest = combined ;
b i tDest += rc l e n ∗ ( ( i % rc )∗ m∗ k+j ) ;
long long mask = static cast<long long>(ctd [ j ] ) ;
b i tDest += 2∗ i ;
∗ ( ( long long ∗) b i tDest ) |= mask ;
}
}
delete [ ] dX;
for ( s i z e t i =0; i< m∗ k ; i++) {
LinBox : : i n t e g e r r e su l t , tmp ;
i f ( use neg ) {
r e s u l t = −ctd [ i ] ;
r e s u l t <<= (num chunks−1)∗16;
}
else
r e s u l t = 0 ;
for ( int j =0; j<rc ; j++) {
unsigned char∗ th i s po s = combined + r c l e n ∗( j ∗ m∗ k+i ) ;
importWords (tmp , rc l en , −1, 1 , 0 , 0 , t h i s po s ) ;
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r e s u l t += tmp ;
}
D . i n i t (∗ (Y. getWritePointer ()+ i ) , r e s u l t ) ;
}
delete [ ] combined ;










BlasMatrix<typename Domain : : Element> >
: public BlasMatrixApplyDomain<Domain ,
BlasMatrix<typename Domain : : Element> >
{
public :
MatrixApplyDomain ( const Domain &D,
const BlasMatrix<typename Domain : : Element> &M)
: BlasMatrixApplyDomain<Domain ,
BlasMatrix<typename Domain : : Element> >(D,M){}
} ;





: public BlasMatrixApplyDomain<Domain , DenseMatrix<Domain> >
{
public :
MatrixApplyDomain ( const Domain &D, const DenseMatrix<Domain> &M)
: BlasMatrixApplyDomain<Domain , DenseMatrix<Domain> > (D,M) {}
} ;
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RE´SUME´ : L’alge`bre line´aire nume´rique a connu depuis quelques de´cennies des de´veloppe-
ments intensifs autant au niveau mathe´matique qu’informatique qui ont permis d’aboutir a` de
ve´ritable standard logiciel comme blas ou lapack. Dans le cadre du calcul exact ou formel,
la situation n’est pas aussi avance´e, en particulier a` cause de la diversite´ des proble´matiques et
de la jeunesse des progre`s the´oriques. Cette the`se s’inscrit dans une tendance re´cente qui vise
a` fe´de´rer des codes performants provenant de bibliothe`ques spe´cialise´es au sein d’une unique
plateforme de calcul. En particulier, l’e´mergence de bibliothe`ques robustes et portables comme
gmp ou ntl pour le calcul exact s’ave´re eˆtre un re´el atout pour le de´veloppement d’applica-
tions en alge`bre line´aire exacte. Dans cette the`se, nous e´tudions la faisabilite´ et la pertinence de
la re´utilisation de codes spe´cialise´s pour de´velopper une bibliothe`que d’alge`bre line´aire exacte
performante, a` savoir la bibliothe`que LinBox. Nous nous appuyons sur les me´canismes C++ de
programmation ge´ne´rique (classes abtraites, classes templates) pour fournir une abstraction des
composantes mathe´matiques et ainsi permettre le plugin de composants externes. Notre objectif
est alors de concevoir et de valider des boˆıtes a` outils ge´ne´riques haut niveau dans LinBox pour
l’implantation d’algorithmes en alge`bre line´aire exacte. En particulier, nous proposons des rou-
tines de calcul hybride ”exact/nume´rique”pour des matrices denses sur un corps finis permettant
d’approcher les performances obtenues par des bibliothe`ques nume´riques comme lapack. A` un
plus haut niveau, ces routines nous permettent de valider la re´utilisation de codes spe´cifiques
sur un proble`me classique du calcul formel : la re´solution de syste`mes line´aires diophantiens. La
bibliothe`que LinBox est disponible a` www.linalg.org.
MOTS CLE´S : alge`bre line´aire exacte, corps finis, analyse algorithmique, de´veloppement
algorithmique, bibliothe`ques nume´riques, interfaces, programmation ge´ne´rique, factorisations de
matrices, syste`mes line´aires diophantiens.
ABSTRACT: For a few decades, numerical linear algebra has seen intensive developments in
both mathematical and computer science theory which have led to genuine standard software
like blas or lapack. In computer algebra the situation has not advanced as much, in particular
because of the diversity of the problems and because of much of the theoretical progress have
been done recently. This thesis falls into a recent class of work which aims at uniforming high-
performance codes from many specialized libraries into a single platform of computation. In
particular, the emergence of robust and portable libraries like gmp or ntl for exact computation
has turned out to be a real asset for the development of applications in exact linear algebra. In
this thesis, we study the feasibility and the relevance of the re-use of specialized codes to develop
a high performance exact linear algebra library, namely the LinBox library. We use the generic
programming mechanisms of C++ (abstract class, template class) to provide an abstraction of
the mathematical objects and thus to allow the plugin of external components. Our objective
is then to design and validate, in LinBox, high level generic toolboxes for the implementation of
algorithms in exact linear algebra. In particular, we propose ”exact/numeric”hybrid computation
routines for dense matrices over finite fields which nearly match with the performance obtained
by numerical libraries like lapack. On a higher level, we reuse these hybrid routines to solve very
efficiently a classical problem of computer algebra : solving diophantine linear systems. Hence,
this allowed us to validate the principle of code reuse in LinBox library and more generally in
computer algebra. The LinBox library is available at www.linalg.org.
KEYWORDS: exact linear algebra, finite field, algorithm analysis, algorithm design, nume-
rical libraries, interfaces, generic programming, matrix factorization, diophantine linear system.
