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Abstract— In this paper, we present a novel control scheme
for feedback optimization. That is, we propose a discrete-
time controller that can steer a physical plant to the solution
of a constrained optimization problem without numerically
solving the problem. Our controller can be interpreted as a
discretization of a continuous-time projected gradient flow.
Compared to other schemes used for feedback optimization,
such as saddle-point schemes or inexact penalty methods,
our control approach combines several desirable properties:
it asymptotically enforces constraints on the plant steady-
state outputs, and temporary constraint violations can be
easily quantified. Our scheme requires only reduced model
information in the form of steady-state input-output sensitivities
of the plant. Further, global convergence is guaranteed even for
non-convex problems. Finally, our controller is straightforward
to tune, since the step-size is the only tuning parameter.
I. INTRODUCTION
In recent years, the design of feedback controllers that
steer the steady state of a physical plant to the solution of
a constrained optimization problem has garnered significant
interest both for its theoretical depth [1]–[4] and poten-
tial applications. In particular, while the historic roots of
feedback optimization trace back to process control [5], [6]
and communication networks [7], [8], recent efforts have
centered around online optimization of power grids [9]–[12].
We adopt the perspective that feedback optimization
emerges as the interconnection of an optimization algorithm
such as gradient descent (formulated as an open system) and
a physical plant with well-defined steady-state behavior. This
is in contrast, for example, to [4] that adopts an output-
regulation viewpoint or extremum-seeking which is com-
pletely model-free [13]. In particular, for our purposes, we
assume that the plant is stable with fast-decaying dynamics
and the steady-state input-to-output map y = h(u) is well-
behaved (Fig. 1). This assumption is motivated by previous
work on timescale separation in these setups [14], [15].
The critical aspect of feedback optimization is that, instead
of relying on a full optimization model, the algorithms
take advantage of measurements of the system output. This
entails that the system model h does not need to be known
explicitly, nor does it need to be evaluated numerically.
Instead, only information about the steady-state sensitivities
∇h is required. This renders feedback optimization schemes
inherently more robust against disturbances and uncertainties
than “feedforward” numerical optimization.
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Fig. 1. Block diagram of the feedback optimization setup.
A particular focus in feedback optimization is the incor-
poration of (unilateral) constraints on inputs and steady-state
outputs. The former can be enforced directly by projection
or by exploiting physical saturation and using anti-windup
control [16], [17]. Output constraints, however, cannot be
enforced directly, especially when the map h is unknown.
Previous works either employ inexact penalty methods [11],
[18], treating the output constraints as soft constraints, or
saddle-point schemes [3], [9], [10], ensuring the constraints
to be satisfied asymptotically. The latter, however, exhibit
oscillatory behavior, are difficult to tune, and do not come
with strong guarantees for non-convex problems [19], [20].
In this paper, we present a new discrete-time controller
to enforce output constraints in feedback optimization. Our
scheme works by projecting gradient iterates onto a lin-
earization of the feasible set around the current state and
then applying them as set-points to the system. For the main
result, the global convergence of our scheme, we take inspi-
ration from numerical algorithms like sequential quadratic
programming (SQP) [21, Ch. 10], [22, Ch. 18], [23]. How-
ever, these algorithms require second-order information on h
or the exact knowledge of h for line-searching, which is not
always available in our setup. Hence, we cannot rely on line-
search techniques and instead have to establish convergence
for fixed step-sizes, ensuring that our optimization approach
can be implemented as a time-invariant feedback controller.
Compared to saddle-point schemes, our controller demon-
strates that the integration of a dual variable is not required to
guarantee constraint satisfaction with zero asymptotic error.
Further, our scheme exhibits a benign convergence behavior
without oscillations, convergence is guaranteed for non-
convex problems, and tuning is restricted to one parameter.
The rest of the paper is structured as follows: In Section II,
we fix the notation and recall some preliminary technical
results. In Section III, we present our new discrete-time
controller and state our main convergence result. The proof is
laid out in Section IV. Finally, we give a numerical example
in Section V and discuss open questions in Section VI. In
the appendix, we indicate how our discrete-time controller
is connected to a continuous-time projected gradient flow.
ar
X
iv
:2
00
4.
06
40
7v
2 
 [e
es
s.S
Y]
  8
 Ju
l 2
02
0
II. PRELIMINARIES
For Rp, 〈·, ·〉 denotes the Euclidean inner product and || · ||
its induced 2-norm. The non-negative orthant of Rp is written
as Rp≥0 and the set of symmetric positive definite matrices of
size p× p is denoted by Sp+. Any G ∈ Sp+ induces a 2-norm
defined as ||v||G :=
√
vTGv for all v ∈ Rp. Given a set
C ⊂ Rp, a map G : C → Sp+ is called a metric on C.
For a continuously differentiable function f : Rp → Rq ,
∇f(x) ∈ Rq×p denotes the Jacobian of f at x. The map f
is globally L-Lipschitz continuous if for all x, y ∈ Rp and
some L > 0, it holds that ||f(x)− f(y)|| ≤ L||x− y||.
To establish our main convergence result in Section IV,
we require the so-called Descent Lemma [24, Prop A.24]:
Lemma 1. Given a continuously differentiable function f :
Rp → R with L-Lipschitz derivative ∇f , for all x, z ∈ Rp
it holds that f(z) ≤ f(x) +∇f(x)(z − x) + L2 ||z − x||2.
A. Nonlinear Optimization & Perturbation Analysis
In this paper, we often consider feasible sets of the form
X := {x ∈ Rp | g(x) ≤ 0} , (1)
where g : Rp → Rq is continuously differentiable. Let IXx :=
{i | gi(x) = 0} denote the index set of active inequality
constraints of X at x and let I¯Xx := {i | gi(x) < 0} be the
index set of inactive inequality constraints at x.
Definition 1 (LICQ). Given X ⊂ Rp as in (1), the linear
independence constraint qualification (LICQ) is said to hold
at x ∈ X , if the matrix ∇gIXx (x) has rank |IXx |.
For a continuously differentiable function Ψ : Rp → R
and X ⊂ Rp as in (1), consider the constrained problem
minimize
x
Ψ(x) subject to x ∈ X . (2)
The Lagrangian of (2) is defined as L(x, µ) := Ψ(x) +
µT g(x) for all x ∈ Rp and all Lagrange multipliers µ ∈ Rq≥0.
Recall the first-order optimality (KKT) conditions for (2):
Theorem 1. [25, Ch. 11.8] If x? ∈ X is a local solution
of (2) and LICQ holds at x?, there exists a unique µ? ∈ Rq≥0
such that ∇xL(x?, µ?) = 0 and µ?i = 0 hold for all i ∈ I¯Xx? .
In particular, the LICQ assumption guarantees the unique-
ness (and boundedness) of the dual multipliers µ? [26].
For the analysis of our proposed controller in Section III,
we need to consider parametric problems of the form
minimize
x
Ψ(x, ε)
subject to x ∈ X (ε) ,
(3)
where X (ε) := {x ∈ Rp | g(x, ε) ≤ 0}, and Ψ : Rp×T → R
and g : Rp × T → Rq are parametrized in ε ∈ T ⊂ Rr.
Hence, the Lagrangian of (3) is defined as L(x, µ, ε) :=
Ψ(x, ε)+µT g(x, ε) for all x ∈ Rp, µ ∈ Rq≥0, and all ε ∈ T .
To prove our main result in Section IV, we will require
solutions of (3) to be continuous as a function of ε. For this
purpose, we use [27, Thm 2.3.2] which, for convex problems
with strongly convex objective, simplifies to the following:
Theorem 2. Consider (3) and assume that Ψ and g
are twice continuously differentiable in x, and that
Ψ, g,∇xΨ,∇xg,∇2xxΨ, and ∇2xxg are continuous in ε.
Furthermore, for all ε ∈ T , let
• Ψ be strongly convex in x,
• X (ε) be non-empty and convex in x, and
• LICQ be satisfied for all x ∈ X (ε).
Then, there exist continuous functions x? : T → Rp and
µ? : T → Rq≥0 such that x?(ε) is the unique global optimizer
of (3) for all ε ∈ T and µ?(ε) is its Lagrange multiplier.
Proof. We show that, under the given convexity assumptions,
the requirements for [27, Thm 2.3.2] are met globally.
Namely, by assumption, (3) is feasible for all ε ∈ T and
LICQ holds for all x ∈ X (ε) and all ε ∈ T . Hence, by strong
convexity of Ψ, (3) admits a unique (global) optimizer for
all ε ∈ T . Therefore, the solution map ε 7→ x?(ε) and ε 7→
µ?(ε) are single-valued. Moreover, for all ε ∈ T , the KKT
conditions (Theorem 1) are satisfied and the second order
sufficiency conditions hold (trivially) by (strong) convexity.
It then follows from [27, Thm 2.3.2] that x? and µ? are
continuous around every ε ∈ T and hence on all of T .
III. PROBLEM FORMULATION & MAIN RESULT
We consider the problem of steering a physical plant
to a steady state that solves a pre-specified constrained
optimization problem. We assume that the plant is described
by a continuously differentiable nonlinear steady-state input-
to-output map h : Rp → Rn.
For simplicity, we consider separate constraints on the
input u ∈ Rp and the output y ∈ Rn given by the polyhedra
U := {u ∈ Rp |Au ≤ b} and Y := {y ∈ Rn |Cy ≤ d} ,
where A ∈ Rq×p, b ∈ Rq, C ∈ Rl×n, and d ∈ Rl.1
Given a continuously differentiable cost function Φ : Rp×
Rn → R, we hence consider the problem
minimize
u,y
Φ(u, y)
subject to y = h(u)
u ∈ U , y ∈ Y .
(4)
Note that the nonlinearity of h and the non-convexity of Φ
generally make it intractable to find a global solution of (4).
In general, we assume that (4) is feasible:
Assumption 1. The feasible set of (4) is non-empty, i.e.,
U˜ := U ∩ h−1(Y) = {u |Au ≤ b, Ch(u) ≤ d} 6= ∅. (5)
Local solutions of problems of the form (4) can be
reliably computed using standard methods from numerical
optimization [21], [22] if all problem parameters are known.
In our context, however, the map h representing a physical
plant might be subject to disturbances and not fully known.
Therefore, a precomputed “feedforward” solution based on
an estimate of h lacks robustness.
1For many applications, separable constraint sets are sufficiently expres-
sive. Future work will address generalized constraints on inputs and outputs.
We hence consider a closed-loop feedback optimization
scheme to solve (4). Namely, we propose an integral feed-
back controller defined as
u+ = u+ α σ̂α(u, y) y = h(u) , (6)
where α > 0 is a fixed step-size, y = h(u) is the measured
system output, and σ̂α : Rp × Rn → Rp is defined as
σ̂α(u, y) := arg min
w∈Rp
‖w +G−1(u)H(u)T∇Φ(u, y)T ‖2G(u)
subject to A(u+ αw) ≤ b (7)
C(y + α∇h(u)w) ≤ d ,
where H(u)T :=
[
Ip ∇h(u)T
]
and G : U → Sp+ is a
continuous metric on U . Note that the evaluation of (7) is
computationally tractable and does not require an explicit
computation of h, as y = h(u) is available by measurement.
Instead, it is enough to know ∇h (or an approximation
thereof).
Intuitively, σˆα(u, y) in (7) can be interpreted as the
projection of the point u − αG−1(u)∇ (Φ(u, h(u))) onto
a linearization of U˜ around u, evaluated at the measure-
ment y = h(u). Furthermore, as α ↘ 0+, we recover a
continuous-time projected gradient operator. For a formal
derivation of this fact, the reader is referred to the appendix.
Otherwise, the control law (6) and (7) resembles standard
numerical optimization algorithms, e.g., SQP [21, Ch. 10],
[22, Ch. 18], where a non-convex problem as in (4) is solved
via a sequence of convex QPs, each in turn being solved by
any off-the-shelf convex optimization method [21], [22].
The main differences to standard numerical optimization
algorithms are that, on the one hand, (6) does not rely on
a numerical evaluation of h. On the other hand, we cannot
use line-search techniques to force convergence. Instead, we
need to consider fixed step-sizes which do not in general
lead to convergence unless additional assumptions are made.
For (6) to be well-defined, we require the following:
Assumption 2. For all u ∈ U , the feasible set of (7) defined
as U˜u := {w |A(u + αw) ≤ b, C(y + α∇h(u)w) ≤ d} is
non-empty and satisfies LICQ for all w ∈ U˜u.
In particular, Assumption 2 guarantees that σ̂α(u, y) is
single-valued for all u ∈ U and y = h(u) since (7) is a
convex program with strongly convex objective. Further, the
LICQ assumption will enable us to apply Theorem 2.
Generally, Assumption 2 is common in the study of
SQP [21, Ch. 10], [22, Ch. 18], [23]. Providing sufficient
conditions for Assumption 2 to hold, are part of ongoing
work. Nevertheless, it is known that for large classes of per-
turbed optimization problems, LICQ holds generically [28],
which is in particular true for the type of problems in our
envisioned applications to power systems [29].
Finally, we assume compactness of the plant inputs:
Assumption 3. For (4), the set U is compact.
The assumption that U is compact is motivated by the
fact that physical plants can generally only handle bounded
inputs. This seems logical, for instance, from the viewpoint
that any reasonable physical signal has finite energy.
From a theoretical perspective, compactness of U allows
us to exploit the extreme value theorem, i.e., every continu-
ous function attains a maximum on a compact set. Whether
this assumption can be relaxed remains an open question.
Our following main result guarantees global convergence
of (6) to the set of first-order optimal points of (4) for a
small enough, fixed step-size.
Theorem 3. Under Assumptions 1 to 3, consider (4) and
assume that ∇Φ and ∇h are globally Lipschitz on U . Then,
there exists an α? > 0 such that for every α < α?
(i) the trajectory of (6) for any u0 ∈ U and y = h(u)
converges to the set of first-order optimal points of (4),
and
(ii) if u? is an asymptotically stable equilibrium of (6), it
is a strict local minimum of Φ˜(u) := Φ(u, h(u)) on U˜ .
IV. PROOF OF THEOREM 3
To study the closed-loop behavior in the input coordinates,
we substitute y = h(u) and Φ˜(u) = Φ(u, h(u)) in (6)
and (7), which can be equivalently expressed as
u+ = u+ ασα(u), u ∈ U , (8)
with σα : Rp → Rp defined as
σα(u) := arg min
w∈Rp
∥∥∥w +G−1(u)∇Φ˜(u)T∥∥∥2
G(u)
(9a)
subject to A(u+ αw) ≤ b (9b)
C(h(u) + α∇h(u)w) ≤ d . (9c)
Note that ∇Φ˜ is Lipschitz since ∇h and ∇Φ are Lipschitz
by assumption.
To prove (i) in Theorem 3 we will apply the following
invariance principle for discrete-time systems [30, Thm 6.3]:
Theorem 4. Consider a discrete-time dynamical system
u+ = T (u), where T : S → S is well-defined and
continuous, and S ⊂ Rp is closed. Further, let V : S →
R be a continuous function such that V (T (u)) ≤ V (u)
for all u ∈ S. Let u = {u0, u1, u2, . . .} ⊂ S be a
bounded solution. Then, for some r ∈ V (S), u converges
to the non-empty set that is the largest invariant subset of
V −1(r) ∩ S ∩ {u |V (T (u))− V (u) = 0}.
We first need to establish that the map T (u) := u +
ασα(u) is continuous in u and T (u) ∈ U for all u ∈ U .
Lemma 2. Under Assumptions 1 to 3, u + ασα(u) ∈ U
holds for all u ∈ U .
Lemma 2 follows since σα(u) satisfies (9b) by definition.
Lemma 3. Under Assumptions 1 to 3, σα and the map of
associated Lagrange multipliers are continuous in u.
Proof. We can apply Theorem 2 to problem (9), which is
parametrized in u ∈ U : For all u ∈ U , the functions in (9)
and their first and second derivatives with respect to w are
continuous in u, the objective is strongly convex in w, the
feasible set of (9) is non-empty and convex in w, and LICQ
is satisfied for all feasible w (by Assumption 2). By Theorem
2, σα and the Lagrange multipliers are continuous in u.
Moreover, the constraint violation committed at every
iteration of (8) can be bounded.
Lemma 4. Assume that Ci∇h is `i-Lipschitz for all i =
1, ..., l on U . Given the iteration (8) and any u ∈ U , we
have Cih(u+)− di ≤ `i2 ||ασα(u)||2.
Proof. Using the Descent Lemma (Lemma 1), the desired
bound can obtained by inserting (9c) into
Cih(u
+)− Cih(u) ≤ αCi∇h(u)w + `i2 ||αw||2 .
Lyapunov Function: Given u ∈ U , let µ?i (u) be the
Lagrange multiplier of (9) for the ith constraint of (9c) with
i = 1, . . . , l. Since µ?i (u) is continuous on the compact set
U (by Lemma 3), there exists ξ ≥ supu∈U ;i=1,...,l{µ?i (u)}.
We may consider the function V : Rp → R, defined as
V (u) = Φ˜(u) + ξ
[∑l
i=1 max{0, Cih(u)− di}
]
, (10)
which we show to be non-increasing along solutions of (8).
To prove this claim, note that (9) is equivalent to solving
arg min
w∈Rp
α
2w
TG(u)w + α∇Φ˜(u)w (11a)
subject to αAw ≤ b−Au (11b)
αC∇h(u)w ≤ d− Ch(u) , (11c)
where we have multiplied the objective with α and ignored
the constant term in the objective. Since (11) is convex,
the KKT conditions are necessary and sufficient to certify
optimality of a solution w of (11). Namely, w ∈ Rp is
a solution if (11b)-(11c) are satisfied and, for some dual
multipliers ν ∈ Rq≥0 and µ ∈ Rl≥0, stationarity
αwTG(u) + α∇Φ˜ + ανTA+ αµTC∇h(u) = 0 (12)
holds and complementary slackness is satisfied, i.e., for all
j = 1, ..., q and all i = 1, ..., l, we have
νj(αAjw − bj +Aju) = 0 (13)
µi(αCi∇h(u)w − di + Cih(u)) = 0. (14)
Lemma 5. Under Assumptions 1 to 3, let V be as in (10),
where ξ is the upper bound of the Lagrange multipliers of
the constraints in (9c) on U . Further, assume that ∇Φ˜ is
L-Lipschitz and Ci∇h is `i-Lipschitz for all i = 1, ..., l on
U . For (8), V (u+) ≤ V (u) is satisfied for all u ∈ U , if
α < α? := 2λmin(G(u))
L+ξ
∑l
i=1 `i
. (15)
Proof. In the following let w := σα(u). With the Descent
Lemma (Lemma 1), we can establish
Φ˜(u+)− Φ˜(u) ≤ α∇Φ˜(u)w + L2 ||αw||2. (16)
Further, from Lemma 4, we can derive
max{0, Cih(u+)− di} ≤ `i2 ||αw||2 . (17)
The following is inspired by the proof of [21, Lemma
10.4.1]. We take the inner product of (12) and w, which
results in α∇Φ˜(u)w = −αwTG(u)w −∑qj=1 ανjAjw −∑l
i=1 αµiCi∇h(u)w. Using (13), we replace the summands,
i.e., α∇Φ˜(u)w = −αwTG(u)w + ∑qj=1 νj(Aju − bj) +∑l
i=1 µi(Cih(u)− di), which can be estimated as
α∇Φ˜(u)w ≤ −αwTG(u)w +∑li=1 µi(Cih(u)− di)
≤ −αwTG(u)w +∑li=1 µi max{0, Cih(u)− di}. (18)
Using (16), (17) and (18), we obtain
V (u+)− V (u) ≤ −αλmin(G(u))||w||2
+ α
2
2
[
L+ ξ
∑l
i=1 `i
]
||w||2 (19)
−∑li=1(ξ − µi)max{0, Cih(u)− di}.
Choosing α as in (15) guarantees V (u+) ≤ V (u).
Convergence to first-order optimal points: To show (i) in
Theorem 3, we can now simply apply Theorem 4. Namely,
Lemmas 2 and 3 guarantee that T (u) := u + ασα(u) is
continuous in u and U is invariant. By Lemma 5, for the
given α satisfying (15), the continuous function V : U → R
in (10) is non-increasing along the trajectory of (8) for all u ∈
U . The set U being compact, we have u = {u0, u1, u2, ...} ⊂
U being a bounded solution. Hence, for some c ∈ V (U), the
trajectory u of (8) converges to the largest invariant subset
of V −1(c) ∩ {u ∈ U |V (u+)− V (u) = 0}.
Now, we show that (8) converges to the set of equilibrium
points in U˜ , that is V (u+) − V (u) = 0 implies that u+ =
u ∈ U˜ . For V (u+)− V (u) = 0, (19) reduces to
0 ≤
(
α
2
[
L+ ξ
∑l
i=1 `i
]
− λmin(G(u))
)
α||w||2
−∑li=1(ξ − µi)max{0, Cih(u)− di}. (20)
For α as in (15), the right-hand side of (20) is negative for all
w 6= 0. It follows w = 0 and Ch(u) ≤ d, i.e., u+ = u ∈ U˜
is an equilibrium. Note that an uncertainty in ∇h does not
affect the feasibility of equilibria (consider (11) for w = 0).
Further, if w? = 0 solves (11) at u?, and ν?, µ? are the
associated Lagrange multipliers, then the triplet (u?, ν?, µ?)
satisfies the first-order optimality conditions of (4). In par-
ticular, u? is feasible for (4) and given LICQ2, the KKT
conditions in Theorem 1 are satisfied for (4).
Strict optimality of asymptotically stable equilibria: For
(ii) in Theorem 3, the argumentation is similar to the proof
of [31, Thm 5.5], albeit for a discrete-time system. Consider
the neighborhood N (u?) ⊂ U of u? ∈ U˜ , such that any
solution u to (8) starting at u0 ∈ N (u?) converges to u?. For
the given α, by Lemma 5, we have V (u0) ≥ V (u?), which
implies either Φ˜(u0) ≥ Φ˜(u?) or u0 6∈ U˜ or both. Hence,
if u0 ∈ U˜ , we have V (u0) = Φ(u0) and Φ˜(u0) ≥ Φ˜(u?)
follows. Since this reasoning applies to all u0 ∈ N (u?), it
follows that u? is a local minimizer of Φ˜ on U˜ . To see that
u? is a strict local minimizer of Φ˜ on U˜ , assume for the
sake of contradiction that for an uˆ 6= u? in the region of
attraction N (u?) of u?, such that uˆ ∈ N (u?) ∩ U˜ , it holds
Φ˜(uˆ) = Φ˜(u?), and therefore (by feasibility) V (uˆ) = V (u?).
Nevertheless, the solution u starting at uˆ converges to u? by
2Assumption 2 implies LICQ of U˜ for all u ∈ U˜ . This can be verified
for y = h(u), w = 0 and u ∈ U˜ .
assumption. Since for the given α, by Lemma 5, V is non-
increasing along the trajectory of (8), it follows V (u+) =
V (u) for all iterates of the solution u starting at uˆ. However,
as shown in the proof of (i) in Theorem 3, V (u+) = V (u)
implies that the point u+ = u is an equilibrium point in U˜ .
Consequently, u? cannot be asymptotically stable in N (u?).
V. NUMERICAL EXAMPLE
We illustrate the behavior of our control scheme in a small
numerical example. Namely, for u ∈ R2, y ∈ R and the map
y = h(u) = u32+u1−u2+0.5, we consider the minimization
of Φ(u, y) = 1.5u21 + u
2
2 − u32 + u1u2 − 3u2 + 1.5 + y on
U := [−1, 1]2 and Y := [0, 1]. To find a local solution, we
use the feedback controller (6) for G ≡ I2 and the exact
measurement y = h(u) of the system output. Implementa-
tions with other metrics (e.g., the Hessian metric, that yields
a Newton flow) show a similar transient performance.
Ease of tuning: We start with a small fixed step-size α
and gradually increase it. The left of Fig. 2 shows that all
constraints are satisfied asymptotically and, depending on α,
temporary constraint violations can be made arbitrarily small
(Lemma 4). Moreover, when considering the colored circles
of the trajectories on the left of Fig. 2, we can identify a
trade-off between the magnitude of the temporary constraint
violations and the convergence rate (in terms of iterations).
Comparison: To highlight the benign convergence behav-
ior of our approach, we compare it to a generic projected
saddle-point scheme. Let the augmented Lagrangian of (4),
when reformulated in the input coordinates, be defined as
L(u, µ) = Φ˜(u) + µT (Ch(u)− d) + ρ2 max{0, Ch(u)− d}2
where ρ ≥ 0 is a fixed augmentation parameter. We consider
the projected primal-dual scheme of the form
u+ = PU (u− α∇uLT ), µ+ = max{0, µ+ γ∇µLT },
where PU denotes the Euclidean projection on U , and α > 0
and γ > 0 are separate primal and dual step-size parameters.
For the saddle-point simulations on the right of Fig. 2 and
in Fig. 3, we have fixed α = 0.01 and vary γ and ρ. Different
values of ρ and γ result in different behaviors but with similar
issues. For instance, a too large γ does not guarantee con-
vergence (see purple trajectory with γ = 5, ρ = 1). Further,
a too large ρ might jeopardize the stability of the controller
(see orange trajectory with γ = 5, ρ = 1000). Hence, tuning
with three parameters (α, γ, ρ) can be challenging to manage
various performance trade-offs.
Moreover, the oscillatory nature of the trajectories reveals
how saddle-point flows are not intended to satisfy constraints
during transients. In contrast, our scheme demonstrates that
the integration of the dual variable is not required to guar-
antee constraint satisfaction with zero asymptotic error, and
it yields a benign convergence behavior without oscillations.
VI. CONCLUSIONS
We have proposed a new discrete-time controller for
feedback optimization with the property that constraints on
the steady-state plant outputs are enforced asymptotically.
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Fig. 3. Deviation of the objective value along the trajectories of the
(augmented) saddle-point scheme for different γ and ρ from the reference
value.
In contrast to saddle-point methods, the proposed scheme
comes with global convergence guarantees for non-convex
problems and fixed step-sizes, is easy to tune, and exhibits
a well-behaved convergence behavior without oscillations.
There is numerical and experimental evidence [32] that
the proposed method (and feedback optimization in general)
is also very robust with respect to uncertainty in the input-
output sensitivities. A preliminary theoretical analysis of
robustness is presented in [33], where however no projection
on the output constraint is considered.
Ongoing research includes the relaxation of assumptions,
the extension to more general constraint sets, the provision
of convergence rates, and the study of the robustness in the
output-constrained case.
APPENDIX
In this appendix we discuss how the proposed discrete-
time control law in (8) is connected to a continuous-time
projected gradient flow [31], [34], [35].
For this purpose, recall that the tangent cone TuU˜ of U˜ ⊂
Rp at u ∈ U˜ is, informally speaking, the set of directions in
which one can leave u and remain in the set U˜ . If U˜ takes
the form in (5) and satisfies LICQ for all u ∈ U˜ , then the
tangent cone of U˜ at u ∈ U˜ is given by
TuU˜ :=
{
w ∈ Rp
∣∣∣AIUuw ≤ 0 , CIYh(u)∇h(u)w ≤ 0} . (21)
Given Φ˜ : Rp → R, a projected gradient flow for Φ˜ on U˜
in [31], [34], [35] is defined as
u˙ = ΠGU˜
[−G−1(u)∇Φ˜(u)T ](u), u ∈ U˜ , (22)
where ΠGU˜ [f ](u) projects a vector field f : U˜ → Rp onto the
tangent cone TuU˜ of U˜ at the point u ∈ U˜ , i.e.,
ΠGU˜ [f ](u) := arg min
w∈TuU˜
||w − f(u)||2G(u) . (23)
In particular, the gradient of Φ˜ is projected in such a way
that solution trajectories cannot leave the set U˜ .
A more rigorous treatment, including requirements for the
existence and convergence of solutions for (22) can be found
in [31], [34], [35] and references therein.
We can establish that σα converges to ΠGU˜ as α↘ 0+:
Lemma 6. Consider (8) and (9), and let Assumptions 1 to 3
be satisfied. Then, for all u ∈ U˜ , we have
lim
α↘0+
σα(u) = Π
G
U˜ [−G−1(u)∇Φ˜(u)T ](u) . (24)
Proof. The equivalence in (24) can be proven by consider-
ing (9), where the constraints are separated based on whether
they are active or inactive constraints of u in (4), i.e.,
arg min
w∈Rp
∥∥∥w +G−1(u)∇Φ˜(u)T∥∥∥2
G(u)
(25a)
subject to AIUuw ≤ 0 (25b)
CIY
h(u)
∇h(u)w ≤ 0 (25c)
AI¯Uuw ≤ 1α (b−AI¯Uuu) (25d)
CI¯Y
h(u)
∇h(u)w ≤ 1α (d− CI¯Yh(u)h(u)). (25e)
For α ↘ 0+ and u ∈ U˜ , (25d) and (25e) can be omitted,
since their right hand sides tend to +∞. Hence, the constraint
set can be reduced to (25b) and (25c), denoting TuU˜ in (21),
and (25a) - (25c) is equivalent to the evaluation of (22).
Lemma 6 offers an initial insight on how (8) and (22) are
connected, however, it does not make a statement about the
uniform approximation of solutions of (22) by solutions of
(8) as α↘ 0. This conjecture remains an open problem.
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