Models whose parameters were optimized by genetic algorithm (GA) were developed to predict the longitudinal dispersion coefficient in natural channels. Following the existing equations in the literature, ten different linear and nonlinear models were first constructed. The models relate the dispersion coefficient to flow and channel characteristics. The GA model was then employed to find the optimal values of the constructed model parameters by minimizing the mean absolute error function (objective function). The GA model utilized an 80% cross-over rate and 4% mutation rate. It started each computation with a population of 100 chromosomes in the gene pool. 
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INTRODUCTION
The longitudinal dispersion coefficient is a fundamental parameter in hydraulic modelling of river pollution. It is a measure of mixing of the intensity of the pollutants in natural streams. Hence, it has been extensively investigated (Elder 1959; Sooky 1969; McQuivery & Keefer 1976; Sukhodolov et al. 1997) . Taylor (1953 Taylor ( , 1954 first introduced the longitudinal dispersion coefficient as a measure of the one-dimensional dispersion process and Fischer et al. (1979) developed the integral expression: 
where H is cross-sectional average flow depth; u p is shear velocity; U is cross-sectional average flow velocity; and a, b, and h are coefficients which are mostly found through regression analysis. Deng et al. (2001 Deng et al. ( , 2002 developed theoretically based models from Equation (1). Their first model is semi-theoretical and has the form of Equation (2). It not only includes the conventional parameters of the hydraulic variables (B/H) and the friction term (U/u p ), but also the effects of the transverse mixing (1 to ). Their last model is fully theoretical which has a general applicability for a wide range of field conditions. However, this model has a major drawback in terms of its complexity coming from an application of approximation methods for triple numerical integration with a set of regression equations (Rowinski et al. 2005) .
Recently, the artificial neural networks have been employed in the prediction of the dispersion coefficient using flow and channel geometric characteristics (Tayfur & Singh 2005; Rowinski et al. 2005; Tayfur 2006) . ANNs have an ability to capture relationships from given patterns and this ability has enabled them to be employed in the solution of large-scale complex problems. However, ANNs are black box models that do not reveal any physical relations between the input and the output variables of the system.
It is therefore difficult to have a good insight of the physical process. Furthermore, although ANNs are good interpolators, they mostly lack extrapolation capability. They generally perform poorly for the cases for which they are not trained (Tayfur et al. 2007 ).
This study proposes empirical equations following the literature and finds the optimal values of the coefficients of the formulations using the genetic algorithm (GA) method which has recently found wide application in water resources engineering (Liong et al. 1995 This paper is organized such that the following section summarizes proposed formulations, followed by a brief background on GA. Application of genetic algorithms to find the optimal values of the parameters of the proposed models is then presented. Afterwards, the comparative performance analysis of the best performing constructed model against the commonly employed existing equations is presented. The summary and conclusions follow the analysis of the results.
PROPOSED MODELS
As seen in Equation (2) as well as in existing empirical equations in the literature (Seo & Cheong 1998) , the longitudinal dispersion coefficient (K) is predicted from flow variables and channel geometric characteristics (U, u p , H, B, B/H, U/u p , Q). Following Equation (2), this study further proposed:
Deng et al. Following those studies, we propose
Tayfur (2006) predicted K from only the flow discharge data. Hence, we propose:
Equations (2-11) might cover all the possible combinations of flow and channel characteristics for finding the dispersion coefficient. This study found the optimal values of the coefficients of Equations (2-11) by the genetic algorithm method. The main GA operations basically consist of generation of initial gene pool, evaluation of fitness for each chromosome, selection, cross-over and mutation. An initial population of chromosomes can be randomly generated by, for example, a uniform distribution or a normal distribution.
GENETIC ALGORITHM (GA)
Fitness of each chromosome can be obtained as (Sen 2004) :
where C i is chromosome i; F(C i ) is fitness value of chromosome that is the percentage of variable in the pool;
and f(C i ) is the value of objective function evaluated for chromosome i.
Selection can be performed randomly by, for example, a roulette wheel (Sen 2004) or by ranking the chromosomes according to their fitness from the fittest to weakest. The fittest ones are then copied from the weakest ones. By crossover, new individuals are produced by changing the genes of the chromosomes. The last operation in GA is the mutation where a particular bit (bits) is reversed (i.e. 1 to 0 or 0 to 1).
In a GA search, this is the perturbation that allows the GA to seek out new and novel solutions. Figure 1 is an example demonstrating that the value of 153 goes to 57 after crossover and then to 249 after mutation, scanning a large area of the solution domain. The details of GA can be obtained from e.g. Goldberg (1989) , Sen (2004) and Eiben & Smith (2007) .
GA application
In order to obtain optimal values of the parameters (a, h, 1, d) of the above proposed Equations (Equations (2-11)) by the GA and test the performance of the equations, this study employed 80 sets of measured field data (see Appendix) from the literature (Seo & Cheong 1998; Deng et al. 2001 Deng et al. , 2002 Kashefipour & Falconer 2002) . The statistics (mean, standard deviation, minimum and maximum) for each variable are also summarized in the same Appendix. The datasets in the Appendix were separated into two groups as calibration (54 sets) and validation sets (26 sets).
The calibration set was used for calibrating the constructed models by the GA while the other set was used for verifying the developed models. Although the data for calibration and validation sets were chosen randomly, special attention was paid so that the statistics of the sets would have comparable orders of magnitude. Such precautions avoid bias in the model predictions. Table 1 summarizes the statistics for both the sets. As seen in Table 1 Optimal parameter values were found by minimizing the mean absolute error objective function (MAE) having the following form:
where N is the number of observations; K pred is the predicted dispersion coefficient and K meas is the measured dispersion coefficient.
The MAE, illustrating the possible maximum deviation, is one of the commonly employed error functions in the literature (Chang et al. 2005) . According to Taji et al. (1999) , the absolute error may sometimes be better than the square error to minimize the deviation. In fact, the absolute error function has the advantage that it is less influenced by anomalous data than the square error function (Taji et al. 1999 ).
The calibration results for each model (Equations (2-11)) are summarized in Tables 2-11 . The minimum error is obtained for the model expressed by Equation (11) with MAE ¼ 26.7 m 2 /s (Table 11) . As also seen in Table 11 , all the runs for this model produced errors less than 30 m 2 /s.
Equations (3), (5), (6) (2) and (4) yielded 
Equation (14) implies that K can be predicted from Q data using the optimal parameter values predicted by the GA model. This is in agreement with Tayfur & Singh (2005) and
The performance of these constructed models (Equations (2-11)) was also tested against the validation data set (see Appendix). For this purpose, for each equation, the corresponding optimal parameter values obtained by the GA using the calibration dataset were employed (see Tables 2 -11 ). These equations were applied to predict the 26 measured dispersion coefficients in the validation dataset. Equation (11) is followed by Equation (10) with 69% accuracy. Most of the other equations showed comparable accuracy around 60% while Equations (2) and (4) produced the largest MAE and RMSE values.
COMPARATIVE ANALYSIS AND DISCUSSION
As presented above, among the proposed Equations (2-11), Equation (11) produced minimum errors and maximum accuracy for both the calibration and validation datasets (Tables 11 and 12 ). Its performance was therefore also tested against the existing models. by Equation (14) and the existing equations. According to Table 13 , 12 of 26 measured data were closely predicted by the GA-optimized model (Equation (14)). It predicted 46% of the measured data better, which is the highest of all.
The comparison results are also presented in Figure 2 as a bar chart and in Figure 3 as scatter diagrams. As seen in these figures, the GA-optimized model (Equation (14)) performs, in general, satisfactorily in predicting low and as well as high values of the dispersion coefficient.
In those figures, the extreme values, namely #10 and #21
in Table 13 , were not shown for the sake of clarity.
In order to objectively evaluate the model performances, MAE, RMSE and DR values were also computed for each model. Table 14 shows the computed MAE, RMSE
and accuracy for each model. As seen in Table 14, The models developed by Kashefipour & Falconer (2002) and Deng et al. (2001) have comparable performances (Table 14) . As seen in Table 14 , the accuracy of the GAoptimized model (Equation (14)) is 81%, which is the highest of all. The performances of the models were finally subjected to the t-test. Note that the sample size is 26 (the number of verification data sets in Table 13 ) and therefore the degree of freedom (DF) is 25 (Mason et al. 1998) . For a ¼ 0.05 level of significance and DF ¼ 25, the critical value of t-distribution for one-tailed test is 1.708 (Mason et al. 1998) . Table 14 presents the computed t-values for each model in Table 13 . As seen, with the exception of the model of Seo and Cheong, other models produced t-values below the critical value of 1.708. The GA-based optimized model (Equation (14)) and the model of Kashefipour and Falconer produced the lowest t-values. In short, all the models (except for the model of Seo & Cheong) passed the t-test.
Above qualitative results imply that the GA-optimized model, which is very simple to develop and implement, has superiority over the existing models; it can also be employed for predictive purposes. It should be noted, however, that Equation (14) is derived using data from widely seen natural streams whose width is mostly wide (on average 54 m) On the other hand, mountainous streams have generally higher bed slopes and narrower cross-sections with lower flow depths but faster flow velocities. Hence, for the same flow discharge, the intensity of the dispersion process is expected to be different in mountainous and commonly seen natural streams. On the other hand, according to Equation (14), one would predict the same K value for the same Q value from two different streams: a fast-flowing mountainous stream and a normally flowing natural stream.
Therefore, one needs to be cautious when employing Equation (14) to predict K in fast-flowing mountainous streams. Furthermore, one also needs to pay attention when using Equation (14) to predict K in a stream whose discharge rate is very low. Equation (14) would over-predict K for a very low Q value (i.e. when Q ¼ 0.0, Equation (14) yields K ¼ 9.94 m 2 /s).
SUMMARY AND CONCLUSIONS
Several linear and nonlinear models that are consistent with the literature were first constructed and a GA model was employed to predict the optimal values of the parameters of the models. Eighty sets of data from 30 natural streams were separated into two groups as calibration and validation sets.
The calibration set consisting of 56 data samples was used for calibrating the models. The minimum error was obtained for the case where the linear model expressed by Equation (11) (Equation (14)) predicts the coefficient (K) from flow discharge (Q). The GA-optimized constructed models (Equations (2-11)) were also tested against the validation set, consisting of 26 data samples. The GAoptimized model expressed by Equation (11) (Equation (14)) also produced minimum errors and maximum accuracy among the constructed models.
The performance of the GA-optimized model (Equation (14) 
