Abstract-We deal with one of the computationally most critical steps of the Phase-Only synthesis of aperiodic reflectarrays, namely the fast evaluation of the radiation operator. We present an approach exploiting the use of a fast numerical algorithm using 2D Non-Uniform FFTs (NUFFTs) of NED (NonEquispaced Data) and NER (Non-Equispaced Results) type and of parallel processing on Graphics Processing Units (GPUs). We extend the approach in K. Fourmont, J. Fourier Anal. Appl., Vol. 9, No. 5, 431-540, 2013 for implementing NUFFT routines to the 2D case and illustrate the parallel strategies to accelerate the approach. In particular, we show how the two levels of parallelism intrinsic in the interpolation step of the 2D NED-NUFFT can be fruitfully exploited by adopting dynamic parallelism, a feature made available in one of the latest architecture of NVIDIA cards. The presented synthesis results show that the introduction of further degrees of freedom (positions) allows improving the performance with respect to periodic reflectarrays. Also, the possibility of adopting aperiodic reflectarrays of reduced number of elements for fixed performance is demonstrated.
INTRODUCTION
The application of numerical computing has come to occupy a major role in the field of applied electromagnetism [1] . Indeed, many accurate and fast numerical methods have been developed in the last decades for scattering calculations, fast antenna analysis and RCS predictions, facing the important trade-off between the accuracy of the results and the rapidity of the simulations [2] [3] [4] [5] [6] [7] .
In the very last years, the cost of computing has decreased significantly, thanks to the exploitation of Graphics Processing Units (GPUs) to speed up the computations. This has come following the introduction, in 2007, of the NVIDIA Compute Unified Device Architecture (CUDA) [8] , a powerful and simple-to-use extension of C++, which makes GPU computing accessible to developers not expert in the field of computer graphics.
Parallelism is the future of computing [9] and the interest of the Antennas and Propagation community in topics of high performance computing and, in particular, of parallel programming on GPUs to face computationally burdened problems has been remarkable, as witnessed by [2] [3] [4] [5] [6] [7] and by other electromagnetic numerical methods which have benefitted from GPU computing [10] [11] [12] [13] [14] [15] [16] [17] . From this starting point, it is clear that the electromagnetic community can take advantage of this technological evolution to employ ever-more sophisticated numerical methods. These are especially required in the framework of iterative design approaches, when the use of fast and accurate simulation tools as direct solvers must be guaranteed and repeated many times. Indeed, to achieve high performance electromagnetic devices, as microwave circuits or antennas, exploiting all the available degrees of freedom of the structure is required. Of course, higher performance is attained at the cost of more burdened models and synthesis procedures, based on more refined optimization processes. Such a higher computational complexity, arising, for example, from the use of global optimization approaches, must be properly managed to make the design affordable. Accordingly, properly conceived efficient and effective design strategies are requested.
Efficiency and effectiveness can be pursued along two lines: the use of efficient and effective numerical algorithms capable to reduce the computational complexity and the exploitation of high performance, massively parallel computing platforms as GPUs. These two aspects are not disjoined since the appropriate exploitation of parallel hardware requires the choice of conveniently parallelizable numerical algorithms. From this point of view, a new paradigm emerges in electromagnetic numerical computing. Reaching advanced numerical computations is not anymore limited to devise and exploit numerical tricks, but requires picking new or well assessed numerical approaches from fields other than applied electromagnetics (including, but not limited to, numerical parallel computing), a deep knowledge of the new available computing architectures and a clever exploitation of their features by smart programming practices and profiling tools. Failing to set up proper implementations on such new architectures entails failing to fully exploit their capabilities, dramatically limiting also their performance.
The purpose of this paper is to apply this new paradigm of numerical computing to a case of interest in the analysis and design of a particular class of antennas, namely, reflectarrays.
Microstrip reflectarrays are a special class of antennas combining some of the appealing features reflectarray is able to outperform a periodic reflectarray in terms of different quality parameters. The conclusions are gathered in Section 7.
THE PO RADIATING MODEL
In this section, we shortly illustrate the PO radiative model, of interest in this paper, which is employed in the synthesis algorithm recalled in Section 5. To this end, we consider the planar microstrip reflectarray in Fig. 2 . Figure 2 . Geometry of the planar, aperiodic microstrip reflectarray.
The reflecting surface is illuminated by a primary source F , located at the origin of the Oxyz reference system and radiating a field E f . On assuming each reflectarray patch to be located in the far-zone of F and under the phase-only (PO) model [27] , the far-field pattern of the reflectarray can be written as
jβ(uxn+vyn) (1) where N is the total number of reflectarray elements, E co and E cr are the co-polar and cross-polar components of the far-field, respectively, u = sin θ cos ϕ, v = sin θ sin ϕ, S 0 is a term common to the scattering matrices S n 's of all the elements so that S n (u, v) ∼ = S 0 (u, v) exp(jψ n ), ψ n are the patch control phases, r n is the distance between the feed phase center and the n-th element, the (x n , y n )'s are the aperiodic positions of the patches on the reflecting surface, Q is the matrix converting the Cartesian components in the Oxyz system of the field scattered by the n-th patch to the co-polar and cross-polar components of the reflectarray far-field, and β = 2π/λ is the wavenumber, λ being the wavelength. Regarding the primary source field,Ẽ f accounts for its vector aspects (assuming that the angle subtended by the reflecting surface at O is sufficiently small, see [27] ), and a cos m f (θ n ) type pattern, typically sufficient for PO applications, has been assumed (θ n is defined in Fig. 2 ). According to Eq. (1), under the PO model, the field radiated by an aperiodic reflectarray can be written as the product between an "element factor" Q(u, v) · S 0 (u, v) ·Ẽ f and an "array factor"
where w m f n = cos m f (θ n ). Let us observe that reflectarray elements are meant to introduce a phase shift only without scattering amplitude changes and this justifies the use of the PO model at first. In practice, PO is an approximated model which, nevertheless, can be refined by subsequent stages, as suggested by Fig. 1 . This has been widely detailed in the synthesis procedure introduced in [21] .
The validity of the PO model for the common case of a rectangular patch has been discussed in [27] . Furthermore, the PO approach is able to take into account, although of course in an approximate way, the mutual coupling effects between each element and the surrounding reflectarray elements as well as the specular reflection from the ground plane supporting the patches. This point has been extensively discussed in [35, 36] . As indicated, to include mutual interactions, the scattering behavior of a reflecting element in an aperiodic lattice can be evaluated by embedding the element into a "computational cell" recreating, in an approximate way, the influence of the "environment". The finite cell includes, apart from the current one, a proper number of rings of surrounding patches, trading off accuracy and computational burden. Two cases are possible. In the first case, the representation of the field radiated by the reflectarray through the array factor is retained, as it occurs in this paper, and S 0 (u, v) takes into account for the "environment" "on average". In the second case, the representation of the radiated field through the array factor is dismissed and S 0 (u, v) is replaced by a matrix S n (u, v) which depends on the environment and takes into account for it in a more accurate way. This "more accurate" POS possibility is represented by the "Accurate Phase-Only synthesis" stage of Fig. 1 .
Finally, numerical simulations have indicated that the radiation of reflectarrays synthesized under the PO model have already a good degree of matching with the radiation of the same reflectarray as evaluated by more "accurate" models [37] .
The PO approximation is then in many cases adequate enough and very convenient at a first stage or can be refined by further synthesis stages (the accurate synthesis step of Fig. 1 ). Whenever very high performance is not required, PO synthesis can provide already satisfactory results.
FAST EVALUATION OF THE RADIATED FIELD AND THE 2D NED-NUFFT ALGORITHM
Let us now describe in detail the approach adopted in this paper for the fast evaluation of the "array factor" F in Eq. (2) .
Throughout the paper, we will assume to be interested in the calculation of the radiated field at a regular (Cartesian) spectral grid (
so that the array factor (2) can be recast as
where N u × N v is the number of spectral grid points. To save computing time, the design specifications will be enforced, for the test cases reported in Section 6, only on a sub-domain of the visible space. It should be also noticed that the sampling points (x n , y n ) are written using one index and, at variance with the spectral points, they do not form a tensor product of two coordinates. Obviously, for the CUDA implementations detailed in Section 4, they are stored as one dimensional vectors.
Equation (3) can be recast as a matrix-vector multiplication
B hkn a n
where
Equation (5), in turn, is amenable to be evaluated by optimized matrix-vector multiplication routines [12] which, in general, perform as O(N 2 ) or, in the case of particular symmetries of B, as O(M log 5 M ) [38, 39] . Fortunately, apart from conjugation operations, Eq. (3) is the expression of a 2D Non-Uniform Discrete Fourier Transform (NUDFT) of NED type [28] . As known, NUDFTs can be efficiently and effectively calculated by NUFFT routines, with a computational complexity close to that of standard FFTs. Accordingly, since we are interested here in the clever implementation of the calculation of the "array factor" on GPUs exploiting at the best the potentialities of such computing platforms, an illustration of the 2D NED-NUFFT calculation scheme is now in order. In this paper, the approach devised in [28] for the implementation of the NUFFT algorithm is adopted and properly extended from the 1D case to the 2D case. In the sequel, such an extension, far from being trivial, is detailed by retaining the same symbols and indices used in [28] , as far as it is possible. A detailed discussion will be useful to all the Readers aiming to implement their own version of the approach.
The expression of a 2D NED-NUDFT is the followinĝ
where the z i 's represent the sequence to be transformed, theẑ kl 's the transformed sequence and the (x i , y i )'s the non-uniform sampling points of the input sequence. The 2D NED-NUFFT exploits the Poisson summation formula expressing each "non-uniformly sampled" exponential exp(−j2πx i k/N 1 ) and exp(−j2πy i l/N 2 ) into an infinite number of "uniformly sampled" exponentials exp(−j2πmk/(cN 1 )) and exp(−j2πnl/(cN 2 )), i.e.,
where φ is a proper window function having support in (−π/c, π/c);φ is its Fourier transform; c is an oversampling factor [28] . The Poisson summation formula is exploited by the NUFFT schemes as an interpolator specifically tailored to "non-uniformly sampled" exponentials exp(−j2πx i k/N 1 ) and exp(−j2πy i l/N 2 ).
Assuming thatφ has support in (−K, K), then the series in Eq. (8) can be truncated as follows
Let us now define φ
, where the index t stands for m or n. On substituting Eq. (9) into Eq. (7), then we haveẑ
If we redefineφ it andψ it so that it is vanishing outside the indices ranges 1 ≤ i ≤ M and −K ≤ t ≤ K, then the summations in Eq. (10) can be extended between −∞ and +∞ aŝ
Finally, since exp(−j2π(m + cN 1 )k/(cN 1 )) = exp(−j2πmk/(cN 1 )) and exp(−j2π(n + cN 2 )l/(cN 2 )) = exp(−j2πnl/(cN 2 )), then the two infinite summations in m and n can be rewritten as four infinite summations as:
Standard FFT on cN points
Scaling and decimation (12) Equation (12) highlights the three main steps needed for the implementation of the 2D NED-NUFFT. The first one is an interpolation step needed to calculate
Note that nonzero terms ofφ i,
Accordingly, since typical values for K are 3 or 6, each u mn receives contributions from only a very limited number of interpolation terms. Accordingly, the computational cost of such an interpolation is
The second step consists in the calculation of the standard FFT on cN 1 ×cN 2 points of the sequence u mn and costs O((cN ) 2 log(cN )) operations in the typical case
Finally, in the third step, decimation and scaling, is performed, requiring
, proportional to that of a standard FFT.
It should be finally noticed that the computational cost associated to the calculation of the spatial and spectral windows φ andφ depends on the particular choice of the windows functions and on the accuracy required by their calculations. However, typical window functions have a computational cost which is significantly smaller than that needed by the above mentioned three steps and also they must be computed only once for fixed computational grids. Although slightly suboptimal, in this paper we will exploit the convenient choice of φ andφ adopted in [28] . In particular, an approximation of the Prolate Spheroidal Wave Function of zero-th order is adopted for φ as
where I 0 is the modified Bessel function of zeroth order, and α is a constant slightly smaller than π(2 − 1/c). The Fourier transform of φ is the Kaiser window function
Let us now finally assess the accuracy of the 2D NED-NUFFT. Throughout the cases in this paper, we have considered c = 2 and K = 6. Fig. 3 shows the percentage Root Mean Square (RMS) error achieved by the implemented 2D NED-NUFFT against the exact evaluation of the corresponding 2D NUDFT. For that results, the implemented 2D NUFFT algorithm has been run on stochastic complex data with real and imaginary parts uniformly distributed in (0, 1) and assuming input sampling point coordinates x n and y n uniformly distributed in (−M /2, M /2). The output sequences have been chosen so that N 1 N 2 = M 2 , M being the array dimension. As it can be seen, a very high accuracy, close to that dictated by IEEE double precision arithmetics, is reached. This clearly shows that, whenever a 2D NED-NUDFT is to be calculated, choosing a 2D NED-NUFFT is a very convenient choice in terms of accuracy. 
FAST EVAUATION OF THE RADIATED FIELD BY THE CUDA IMPLEMENTATION OF THE 2D NED-NUFFT ALGORITHM
The 2D NED-NUFFT has been implemented in CUDA language both avoiding dynamic parallelism and by using it. In this section, both, a "standard" CUDA version avoiding dynamic parallelism and a version using dynamic parallelism are sketched, to highlight how the different versions require different implementations of the interpolation scheme in Eq. (13).
Computation of the Window Functions
Concerning the evaluation of the spatial window function φ, it should be noticed that the Bessel function I 0 is not available in CUDA. Consequently, a customized implementation has been set up according to the Blair's approach [40] . It is based on a rational Chebyshev approximation of I 0 and is a good compromise between accuracy and calculation efficiency. The window function φ over all the points of interest is calculated in advance by a specific kernel, while its Fourier transform is evaluated on-the-fly in the interpolation step. This step is common to the "standard" CUDA implementation and to the version of the code using dynamic parallelism.
Interpolation Step for the "Standard" Implementation
The interpolation step appearing in Eq. (13) is the most difficult part of the 2D NED-NUFFT to be parallelized and has been implemented by a specific kernel. The devised computational scheme is illustrated in Fig. 4 . More in detail, each thread of the computational grid is assigned to a different input index i and is appointed to accumulate the contribution z iφi,m+cpN 1 −μ iψ i,n+cqN 2 −ν i to different output locations m and n. The accumulation is performed by each thread through two nested for loops and, thanks to conditions (14) , each for loop spans only a reduced number of cycles 2K + 1. In other words, each input term z i contributes to only a small number of (2K +1)×(2K +1) output terms u mn or, saying it differently, each thread is in charge to spread the contribution of z i to a number of (2K +1)× (2K +1) output locations mn. It should be noticed that, since different input terms z i can contribute to the same output value u mn , then race conditions could occur. To avoid them, the accumulation process needs the use of atomic operations (atomicAdd) which serialize the accesses of the different threads to the global memory location of the output value u mn . Although atomic operations imply slowing down the memory accesses, it should be mentioned that they benefit of a very fast implementation for the Kepler architecture.
CUDA Dynamic Parallelism
Prior to the Kepler architecture, CUDA kernels could only be launched from the host code so that only the CPU was appointed to provide work to the GPU [8] .
CUDA dynamic parallelism, introduced with the Kepler architecture, is an extension to the CUDA programming model enabling a CUDA kernel to launch new kernels and thus enabling a GPU to give work to itself. Dynamic parallelism improves the CUDA programming model since:
1. It supports algorithms that dynamically discover new work to prepare and launch kernels without burdening the host with kernel launch overheads. 2. It supports algorithms that involve recursion for applications such as hierarchical grid evaluations; in general, it supports algorithms that do not fit a flat single level of parallelism, but need to be implemented with multiple kernel launches. 3. It simplifies programming as it avoids, besides other things, the tedious coding of returning the command to the host whenever required to launch new operations.
Interpolation Step for the Version Exploiting Dynamic Parallelism
As mentioned in the previous Subsection, dynamic parallelism potentially improves the implementation of algorithms with nested levels of parallelism, so that it is highly suitable to be used to code the interpolation step in Eq. (13), as it was recognized for the very first time in [29] . The idea behind implementing the interpolation step in Eq. (13) by dynamic parallelism is to parallelize the two nested summations in p and q, thus creating a newer level of parallelism. More in detail, and as in the "standard" CUDA implementation, a different parent thread is assigned to a different input index i of Eq. (13). However, opposite to the previous case, each parent thread (first level of parallelism) now generates a number of (2K + 1) × (2K + 1) child threads (second level of parallelism). Each child threads takes now care of a different loop cycle (nested summations) of the previous approach (see Fig. 4 ). In particular, it is assigned to unique values of i, m, n, p and q and its purpose is to sum a specific value z iφi,m+cpN 1 −μ iψ i,n+cqN 2 −ν i to a specific u mn of interest. Since multiple child threads can contribute to the same output location mn, the contributions must be summed up again by using atomic operations. The approach is illustrated in Fig. 5. 
FFT and Scaling
The last two steps to be considered are the standard FFT on cN 1 × cN 2 points and the scaling and decimation step (see Eq. (10)). The former can be easily implemented by exploiting the functionalities of the cuFFT library. The latter is intrinsically parallel and is implemented by a specific CUDA kernel. 
Computational Performance of the CUDA Implementation of the 2D NED-NUFFT
We finally assess the computational performance of the implemented 2D NED-NUFFT CUDA code on one of the latest CUDA architecture, namely, a Kepler K20c card.
All the CUDA codes developed in this work have been deeply optimized for speed by using different strategies. Indeed, mastering the canonical optimization approaches is a key step to maximize performance.
Furthermore, apart from the mentioned GPU implementation, a CPU version of the 2D NED-NUFFT routine has been also implemented and deeply optimized for comparison and run on an Intel Xeon E5-2650 2.00 GHz Eight Core Processor equipped with 256 GB of RAM. The FFT step needed therein has been accomplished by the FFTW library [41] . In addition, a GPU implementation of the 2D NED-NUDFT has been worked out based on the use of cuBLAS routines, as they will mainly serve to provide a reference for the speed up tests.
In Fig. 6 , the speedup of the GPU implementation as compared to the CPU one for the 2D-NED NUFFT is reported. As it can be seen from Fig. 6 , for values of M corresponding to a 100 × 100 reflectarray, the GPU vs CPU speedup is about 8. For a value of M = 64, the speedup of the CUDA implementation against the cuBLAS based 2D-NUDFT has been around 100. It should be mentioned that using the cuBLAS based 2D-NUDFT has not been possible beyond the mentioned value of M due to the unmanageable memory requirements of optimized and parallel matrix-vector multiplication routines.
THE SYNTHESIS STRATEGY
After having provided the details of the analysis approach and of its implementation, in this section we shortly describe the synthesis scheme.
The synthesis problem is formulated as an optimization one [42] and the approach aims at determining the control phases ψ n and the positions of the patch elements (x n , y n ). The approach enforces also proper constraints on the element locations which is a crucial point due to the need of guaranteeing adequate inter-element spacings [21, [25] [26] [27] 43] .
Since the number of control parameters of typical aperiodic reflectarrays can be very large, using global optimizations becomes impractical. Accordingly, the use of local, gradient-based searches would become mandatory. Unfortunately, although computationally efficient, local, gradient-based searches suffer from the local optima issue.
To face this problem, the synthesis is preceded by a pre-synthesis stage, in which the amplitude and phase distributions of a continuous aperture are efficiently (in terms of computational times) and effectively (in terms of robustness against local minima) determined from the design specifications [21, 27] . The determined amplitude distribution is then interpreted as the equivalent tapering by which choosing the initial positions of the subsequent PO stage [25, 26] . The phase distribution, on the other side, dictates the initial command phase distribution of the patches [25, 26] .
Using the results of the pre-synthesis stage as a starting point, the unknown control phases and element positions are obtained by minimizing the following objective functional Φ given by
where A co denotes the co-polar component of the relevant radiation operator provided by Eq. (1), namely A co = E co , Ψ and P are the 1 × M and 2 × M matrices of the command phases and element positions, respectively, P Uco is the metric projector onto the set U co [44] that contains all the power patterns satisfying the specifications for the co-polar component, and · is a properly chosen norm. The set U co is defined by mask functions (m co , M co ) determining upper and lower bounds for |A co | [44] and the metric projector is given by
Note that, in Eq. (17) the functional Φ refers only to the co-polar term A co operator is relevant for our purposes due to the retained PO model.
When optimizing the functional in Eq. (17), again to mitigate the false solution issue, the unknowns of the problem are given proper representations enabling a progressive enlargement of the number of parameters to be determined as well as a modulation of the computational complexity of the approach [21, [25] [26] [27] 43] . Two steps are so devised. In the first step, few properly chosen polynomials are employed for the command phases and the element positions (Zernike polynomials for the phases and Lagrange polynomials for the positions in this paper) and progressively increased in number [21, [25] [26] [27] 43] . It should be noticed that, thanks to such a polynomial representation, global optimization [45, 46] can be employed at this stage to provide an initial guess for the lowest order (Zernike and Lagrange) polynomial coefficients. The so obtained global solution can be subsequently improved by a progressive enlargement of the unknowns space with higher order polynomial coefficients and by local searches. The choice of the global optimizer is briefly discussed in the following Subsection. In the second stage, impulsive functions are adopted to represent the control phases individually [21, [25] [26] [27] 43] . In order to keep low the number of unknowns, a proper modal representation is introduced also for the element positions.
Finally, let us stress that a critical computational point for the optimization of functional (17) is the calculation of its gradient. Details on how this point has been dealt with are provided in Subsection 5.2.
Choice of the Global Optimization Algorithm
Choosing the global optimization algorithm most suited to the synthesis problem dealt with in this paper is not an easy task since "no free lunch" theorems exist for optimization [47] . Generally speaking, effectiveness in finding the global minimum and computational efficiency are the main criteria for selecting the optimizer and they are problem dependent [45, 46] .
In this paper, global optimization is based on an iterative multistart procedure which efficiently and effectively combines global and local searches. In particular, the procedure randomly generates starting points for local searches in a "feasible region" to obtain a mapping of the local minima and subsequently recovering the global one. As a multistart algorithm, the Multi-Level Single Linkage (MLSL) method [48, 49] is exploited, which is particularly efficient and effective in avoiding useless local searches and in guaranteeing the convergence to the global optimum with probability one within a finite number of iterations (see Theorem 8, Ref. [48] ). Moreover, the total number of local searches started by the MLSL method is finite with probability one even if the sampling continues forever.
Functional Gradient Calculation
Concerning the derivatives of the cost functional against the phase unknowns, when a representation in terms of Zernike polynomials is adopted, thanks to the significantly limited number of unknowns, the gradient of Φ is evaluated by finite differences. Similarly, and regarding the derivatives of the cost functional against the position unknowns, thanks to the representation in terms of Lagrange polynomials significantly limiting the number of unknowns, the gradient of Φ is evaluated again by finite differences.
Finally, when the derivatives of Φ against the ψ n 's are concerned, they can be effectively evaluated as (see Appendix)
where g hk is the co-polar term of Q(u, v) · S 0 (u, v) ·Ẽ f and
As it can be inferred from Eq. (19), the whole gradient of Φ against the ψ n 's can be calculated by a 2D NER-NUFFT. Indeed, the expression of a 2D NER-NUFFT is the following:
where the z kl 's represent the sequence to be transformed, theẑ i 's the transformed sequence and the (x i , y i )'s the non-uniform sampling points of the output sequence. It can be seen that, by exploiting Eq. (10), Eq. (21) can be rewritten aŝ Interpolation (22) which highlights the three different steps necessary to the implementation of the 2D NER-NUFFT.
Using analytical, instead of numerical (finite difference), derivatives is convenient not only from the computational point of view, but also in terms of synthesis performance, as it will be shown in Section 6.
The parallel implementation can be performed in a very similar way to [50] and the details are omitted here.
Performance of the 2D NER-NUFFT
In this Subsection, we assess the computational performance and the accuracy of the implemented 2D NER-NUFFT.
As for the NED case, a GPU implementation of the 2D NER-NUDFT has been worked out based on cuBLAS routines for reference.
In Fig. 7 , the speedup of the GPU implementation as compared to the CPU one for the 2D-NER NUFFT is reported. As it can be seen from Fig. 7 , for values of M corresponding to a 100 × 100 reflectarray, the GPU vs CPU speedup is about 80. The less speedup for the NED implementation (Fig. 6 ) as compared to the NER one is due to the use of atomic operations needed by the former algorithm, which, on the contrary, are not required for the latter one. Once again, for a value of M = 64, the speedup of the CUDA implementation against the cuBLAS based 2D-NUDFT has been around 100. Similarly to the NED case, using the cuBLAS based 2D-NUDFTs has not been possible beyond the mentioned value of M due to the unmanageable memory requirements.
Concerning the accuracy, Fig. 8 shows the percentage Root Mean Square (RMS) error achieved by the implemented 2D NER-NUFFT against the exact evaluation of the corresponding 2D NUDFT. Again, a very high accuracy, close to that dictated by IEEE double precision arithmetics, is reached.
SYNTHESIS RESULTS
In this Section, we report an abstract of the results of an extensive numerical analysis aimed at assessing the performance achievable by the developed technique. Some of the features of the technique are first illustrated with reference to periodic case. Subsequently, we point out the performance achievable with an aperiodic reflectarray and compare it with that of the periodic counterpart.
Periodic Reflectarray
Before discussing the aperiodic case, we first consider the synthesis of a 71 × 71 shaped beam, periodic reflectarray radiating according to the typical European coverage. The periodic reflectarray has been synthesized according to a procedure similar to that indicated above for the synthesis of the aperiodic case, while only avoiding the optimization of the element positions. The coverage masks have been generated by assuming a geostationary satellite reflectarray with position 5E0N and the main antenna For this test-case, we begin by showing in Fig. 9 the result achieved by the application of MLSL optimization algorithm to the first synthesis stage based on the use of Zernike polynomials. On the other side, Fig. 10 illustrates the final result following the application of the last synthesis stage using impulsive basis functions for phase representation and using the result illustrated in Fig. 9 as a starting point. The mean (D mean ) and minimum (D min ) directivities over the whole coverage are reported in Tab. 2. The very good shaping of the beam synthesized by the considered approach can be appreciated.
We remark that the result presented in Fig. 9 has been obtained by using the analytical expression of the gradient reported in Eq. (19) , computed, as mentioned, by aid of the 2D NER-NUFFT algorithm. With this expedient, the computation time has been around 2 hours on the machine whose features have been detailed in Section 4. We have also run the synthesis algorithm with a numerical approximation of the gradient provided by Matlab's finite differences. In this case, the computation time has been significantly longer, about 4 days. Furthermore, the overall performance has been slightly worse than that achieved with the analytical gradient, as detailed in Tab. 2.
The performance of the developed algorithm has been compared with that achievable by the wellknown, so-called iterated projections technique proposed in [32] for which the result is shown in Fig. 11 and summarized in Tab. 2 and which leads to an overall simpler optimization algorithm. Such an approach, however, suffers from a significant local minima problem, so that the solution in Fig. 11 has been obtained in a very large number of subsequent optimization steps in which the number of reflectarray elements has been gradually increased and θ f has been gradually changed from 0 • (centered reflectarray) to 26.9 • [51] . This comparison shows that, already for the simpler case of a periodic reflectarray for which the cost functional is less affected from local minima, the developed synthesis strategy outperforms the approach in [32] . Obviously, when moving from a periodic reflectarray to an aperiodic one and so when increasing the number of unknowns and changing the functional topology, the local minima trapping issue is expected to become more relevant, as typically stressed in the literature concerning optimization. This suggests trusting in the generalized projections method for the optimization of the cost functional relevant to this paper.
Aperiodic Reflectarray
Let us consider now the synthesis of an aperiodic, 44 × 44 elements reflectarray, radiating the "Galaxy 17" coverage made up of Continental USA (ConUS) and Canada [35, 36] , whose details are reported in Tab. 3. The directivity pattern of the synthesized aperiodic reflectarray is reported in Fig. 12 , the achieved element positioning is displayed in Fig. 13 , while the command phases are displayed in Fig. 14 . The mean (D mean ) and minimum (D min ) directivities over the whole coverage as well as over the ConUS and Canada partial coverages are reported in Tab. 4. The whole synthesis has required approximately 3 hours to be accomplished on an a Genesis Tesla I-7950 workstation, with a 8-core Intel CPU i7-950, working at 3.06 GHz and with 6 GB of RAM, and equipped with an NVIDIA Tesla C2050 card.
For the sake of comparison, the directivity pattern of a periodic reflectarray, with elements arranged on a grid with λ/2 spacing, and synthesized according to a PO model, is reported in Fig. 15 , while Tab. 5 summarizes the mean and minimum directivities over the coverages. As it can be seen, an aperiodic arrangement of the reflectarray elements allows better performance. 
CONCLUSIONS AND FUTURE DEVELOPMENTS
We have dealt with one of the computationally most critical steps of the PO synthesis of aperiodic reflectarrays, namely the fast evaluation of the radiation operator.
We have presented an approach exploiting the joint use of a fast numerical algorithm based on 2D NED-and NER-NUFFTs and on parallel processing on Graphics Processing Units (GPUs) in Compute Unified Device Architecture (CUDA) language. We have pointed out the programming strategies used to accelerate the implementation of the approach and assessed its computational performance. In particular, we have shown that:
1. when dealing with aperiodic reflectarrays, a 2D NED-NUFFT can be used for the direct radiation with accuracy comparable to that of a standard DFT; 2. the implementation and acceleration of 2D NED-NUFFTs on GPUs enables speedups of about 8/10 for reflectarrays of medium/large size; 3. the generalized projections technique outperforms the iterated projections technique; 4. the implementation of the proposed synthesis technique with analytical gradient calculation outperforms that with numerical gradient calculation;
5. the calculation of the analytical gradient can benefit of the use of a 2D NER-NUFFT which preserves the accuracy and guarantees speedups of about 80 for medium/large sized reflectarrays;
6. the introduction of further degrees of freedom (positions in aperiodic reflectarrays) allows improving the performance with respect to periodic reflectarrays; 7. it is possible to adopt aperiodic reflectarrays of reduced number of elements for fixed performance which is a very appealing feature to reduce the number of unknowns of interest, especially in the case of electronically reconfigurable reflectarray antennas;
8. the two levels of parallelism intrinsic in the interpolation step of the 2D NED-NUFFT can be fruitfully exploited by the use of dynamic parallelism made available in one of the latest architecture of CUDA cards.
Concerning the difficulty and the cost of constructing reflectarray antennas, it should be mentioned that these antennas are typically manufactured with printed technology which is cheap and simplifies their fabrication, especially regarding mispositioning errors. In other words, printing aperiodic reflectarrays does not appear more critical than printing periodic reflectarrays. Likewise, the feed alignment issue does not appear more critical in aperiodic reflectarrays than in periodic ones.
The use of an accurate radiative model [35, 36] , the control of the shape of the reflecting surface by the use of conformal surfaces [35, 36, 52] , for which fast analysis tools have been already developed [12] , the use of the orientation of the reflecting elements [36] , and the extension to multi-frequency design specifications [36] are continuations of the presented activity that we have already performed. A further future computational development will consist in the possibility of enforcing the design specifications on an arbitrary (non-Cartesian) spectral grid. This will require using Type-3 NUFFT algorithms [53] even for flat reflectarrays.
ACKNOWLEDGMENT
The Authors wish to thank the European Space Agency (ESA) and Space Engineering S.p.A. for the support provided during the LET-SME 2009 ESA Activity.
APPENDIX A.
First of all, let us remark that the discrete version of the operator Φ in Eq. (17) which is optimized by the algorithm is
where E co hk is the co-polar component of the field radiated at the regular (u h , v k ) (Cartesian) spectral grid location expressed as 
