Dual processes and their application to infinite interacting systems  by Holley, R & Stroock, D
ADVANCES IN MATHEMATICS 32, 149-174 (1979) 
Dual Processes and Their Application to 
Infinite Interacting Systems* 
R. HOLLEY AND D. STROOCK 
Depnvtment of Mathematics, Uniwersity of Colorado, Boulder, Colomdo 80309 
0. INTRODUCTION 
Given a countable set S, define E = (t-1, I))s and 8 = (F c S: F is finite}. 
Think of E as the compact multiplicative group obtained by raising the multi- 
plicative group {-I, t) to the power S. Given FE 8, define xF on E so that 
x&) = nIIEF Q for rl E E. It is easy to see that F+ xF is a one-to-one map 
from i? onto the character group of E, and this map is a group isomorphism when 
the group operation on J? is given by symmetric difference {i.e., P Q G -+ xF * xc 
for F, GE@. Thus we can identify J? with the character group of E. The 
contents of this paper are based on the observation that certain Markov processes 
on E can be associated naturally with a Markov process on i? in such a way 
that ergodic properties for the process on E correspond to special long time 
behavior of the associated process on i?. In order to explain what it is that we have 
in mind, we will give the following example from a more familiar context. 
Let i? = {z E C: 1 z ] = 1) be the unit circle in the complex plane and set 
Y’((y-- cos O)(~z~W), where y > 1. It is easy to show that Y is the generator 
of a unique diffusion process e(t) on 1;: Let (T,: t > 0) be the Feller semi-group 
on C(X) associated with this diffusion. Next, identify 2 with the character group 
on 1: by the isomorphism n + e(n, *), where e(n, 0) = eins, and introduce the 
notation eJ .) = e(n, a) and e,( .) = e( ., 0). Then 
[Ye71](e) == a2 ( 
e&z -t 1) + fb(fl - 1) 
2 
~ q+(n)) - n”(y ‘1-1 ) ee(n) 
Thus, if we define 5? on B(Z) (=-7 the bounded functions on Z) by 
then 
[Life,](B) = [9eo](n) - n2(y - 1) e,(n). P-1) 
But .d generates a unique Markov process n(t) on 2. In fact, n(t) is easily obtained 
from the standard symmetric independent increment process on Z via a random 
* This research was supported in part by NSF Grant MPS74-18926. 
149 
ooOl-87013179/050149-26$05.00/O 
Copyright 0 1979 by AcadcmicPress, Inc. 
A,, k.h,< n+r*nmA,.rtinn ;- .>“,. Lr-. mror....rl 
150 HOLLEY AND STROOCK 
time change. Using (0.1) and applying the Feynman-Rae formula, we now see 
that 
[~AJI~~ = En [e,(49) exp [ -(Y - 1) c 44 dl]] , VW 
where E, E.3 means integration with respect to the distribution of n( .) conditioned 
to start at n. For probability measures p on Z, define fi on Z by /Z(n) = 
Jz e,(O) p(d). Then (0.2) yields 
5$(n) x Ee [&z(i)) cxp( -(y - 1) 1”’ rP(s) A)] , (0.3) 
where (Tf: t 2 O> acting on C*(X) is the adjoint semi-group to {T,: t 22 0). 
Clearly (0.3) is ideally suited for studying the ergodic properties of e(a). Indeed, 
let 5 = inf{(t > 0: (t) = 01. If y > 1, then from (0.3) and the fact that 0 is a 
trap for n(a), we have that 
(O-4) 
and the convergence happens exponentially fast. (LNot only does (0.4) prove that 
8( .) is ergodic when y > 1, but it also allows one to compute the Fourier coeffi- 
cients of the unique invariant measure p,, . In the present example this can be 
done explicitly by noting that E,[exp(-(y - 1) si G(S) ds)] = E,“[e-(Y-l)~], 
where E,O is defined relative to the standard symmetric independent increment 
process on 2.) When y = 1, (0.3) I a one is not sufficient to allow us to conclude 
that limttm Gh exists and is independent of p. However, from the recurrence 
of the standard symmetric independent increment process on 2, one sees that 
5 < a3 almost surely; and therefore (0.3) shows that limttm T:p(n) = 1 = 
8&z), where 6, is the delta mass at 0. Thus, even when y = 1, 8(-) is ergodic. 
A more interesting example is provided by considering the analogous situation 
on Ea. We now take 
2 ‘= fy - gcos e1 + cos ez + cos iqf (-& + & ’ a32 ) ‘T&c. 
In this case, 
where the notation is defined by analogy with the preceding example and n(*) 
is the Markov process on Za generated by 
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with e, = (1, 0, 0), e, 2 (0, I, 0), and es = (0, 0, 1). I f  y  > I, there is no 
new phenomenon, and as before: 
(0.6) 
the convergence being exponentially fast. If, on the other hand, y  --.= 1, we can 
use (0.5) to show that the diffusion 8(.) associated with 9 now is not ergodic. 
IT&cd, when f2 =: s, ) the delta mass at (0, 0, O), it is clear from {O.S) that 
T:8, 1 6, , and thcrcforc that 6, is invariant. Next take TV A, the normalized 
Haar measure on 9. Then (0.5) shows that 
Letting t r co, we see that TTA converges weakly to the probability measure 
~~~ on Z3 with Fourier coefficients i&(n) = P”([ < m). Since the standard 
symmetric independent increment process no(.) on Z” is transient and n(.) is 
obtained from nO( .) by a simple random time change, P&c < S) f  I for n + 0. 
Hence p0 + 8, and yet p,) is obviously invariant. This proves that 9(.) is not 
ergodic when y  == 1. A slight refinement of our argument shows that every 
invariant measure when y  = I is a convex combination of 6, and pa To SW this, 
let FL be an invariant measure which is singular with respect to 6, . Then p < A. 
In fact, if P(f, 0, dg) is the transition function for e(s), then P(l, 0, .) G< A for 
0 # 0, and so p(.) = sP(I, 9, .) p(&) +< h. Thus, by the Riemann Lcbque 
Lemma, p(n) -+ 0 as 1 n ! F x2. Rut 
and 1 n(f)] -+ co as 5 f  cc on those paths for which 5 = co. Thus 
Nothing really new is gained by considering the analogous set up in Ed with 
d := 2 or d > 3: when d = 2, P,([ < a) = 1 for all n F 2? and so ergodicity 
obtains for y  3 1; when d > 3, the situation is the same as when d = 3. The 
lesson to be drawn from this is that the ergodic properties of 0( .) arc governed 
by the ability of n(.) to reach 0. This duality is even reflected in a small difference 
between d = 1 and d ‘. 2. Karnely, the time 5 at which n(.) gets to 0 in .X2 has 
no finite moments whereas it does when d = 1. This fact manifests itself in the 
A---x 
ergodic properties of e(.) . t rn erms of rates of convergence of T*p when y  :: I. 
The purpose of this paper is to carry out the program outlined above for a class 
of processes on B The associated &a1 process will live on X?. Thus, in our 
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analogy with the preceding examples, Z is replaced by (-- 1, l}, 2 is replaced by 
{O, I), and d is replaced by m. There are special difficulties introduced by the 
fact that the dimension is infinite, but these are somewhat compensated for by 
the extreme simplicity of the underlying group (-1, l}. The idea of introducing 
dual processes on a discrete state space to study infinite interacting systems is due, 
in a slightly different context, to F. Spitzer [lo], section 3b. 
In section (11, we introduce the class of processes on 8 which will play the role 
of dual processes for those on E. Section (2) is concerned with proving the basic 
duality result: that is, the analogue of (0.5). The remainder of the paper is 
devoted to application of this duality to the study of the ergodic properties of the 
processes on E. 
1. PRELIMINARIES 
Let S be an infinite countable set, define Z? to be the collection of finite subsets 
of S, give J? the discrete topology, and put J2 = D([O, a), 2) (the space of maps 
w from [0, co) to 8 which are right-continuous and have left limits), and endow R 
with the usual Skorohod topology. For t >, 0 and w E Q, Iet A(t, w) denote the 
position of w at time t. Define At = $[A($): 0 < s < t] for t > 0 and set 
+4’ = a(&,, J&!J (Note that J# coincides with the Bore1 field of ~2.) 
Given a function y: l? -+ [O, CO) for which there is a constant C < 00 satis- 
fying : 
~~yb%B)(lBl -cl) < C’A!! AE& (I.11 
where ) * / denotes the cardinality of *, define 2 = pY by 
for f~ B(E) (the space of bounded functions on El. (Here, and throughout, 
A d B E (A\B) u (Z&4), the symmetric difference of A and B.) Alprobability 
measure P on <Q J2> is said to solve the nznytingale $~obIem fw 2 starting at 
AEI? if &4(O) = A) = 1 and, for all Jo B(8), f(A(t)) - si pf (A(s)) ds is a 
p-martingale (Le., ( f(A(t)) - $, &f(A(s)) ds, &I , P) is a martingale). The 
purpose of this section is to establish that for each A E ,?? there is exactly one 
solution p, = F,Y to the martingale problem for 2 starting from A. It follows 
from this that the family {PA: A E e} fo rms a strong Markov process. Finally, 
we will show that p:n converges weakly to pAv if yn tends to y in an appropriate 
sense. 
sup c AK 19) -=c co. A E 
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Then for each A E E there is a unique solution PA to the martingale problem for 9 
starting from A; and therefore thefamily {PA : A E E> is strongly Markouian in the 
sense that if 7 is a stopping time and w -+ Fur is a regular conditBnaE probability 
distribution of pA given &, , then pC:,r = 8, (Z&,) ~~$~j,,,forallw outsideon 
&,-measurable p.4-nzsEl set. (Here 0,: L? + i2 is the time shift operator and 
sul 0: e4:i,lu is the measure on (S2, Jt> which is concentrated on the atom in -K, 
containing w and equals p2LS’,u, on tl;‘&. See [5] for more details.) Moreover, if 
~a s 0 and 7, = inf{t > ~,_r: A(t) + A(T,...~)} for n > 1, then for n > I, 
t >O, andAEE: 
&(T, < t and A(i,) d A(T,-,) -; B I ~2’7,-,) 
I= (1 - exp(--y(A(~~-~))(t - T&) @(T,-J, B) (a4 PA), (I -5) 
where r(A) = Ce y(A, B) und 
where C is the constant in (1.1). 
Proof. The existence of p,, follows easily from an obvious modification of 
theorem (2.1) in [I 31. The uniqueness and equation (1.5) follow from a similar 
modification of Theorem (3.3) of the same article. The estimate (1.8) is an 
immediate consequence of (1.1) and (1.5) and (1.5) is obvious from (1.7). To 
prove (1.7), Iet {IM}r be an increasing sequence of finite subsets of S such that 
S = Ur I, and setfM(A) = [ A n IItI j, A E e. Thenf,,(A(t)) - ji 2fM(A(s))ds 
is a p-martingale and 2’&[(A) < CB y(A, B) 1 B 1 < C 1 ,4 j. Hence 
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Letting M t co, we see that E’A[~ A(t A lN)l] < ] A 1 + CNt and 
Clearly (1.7) follows by Gronwall’s inequality. Q.E.D. 
(1.9) THEOREM. Let y  satisfy (1.1) and define 2 = 2f’Y accordingly. Then, 
for each ,4 E 8, there is exactly one soZzcfion p, = pAv to the martingale problem 
or 9 starting for A; and therefore the famdy {PA: A E .??} salti$es the strong 
Markou property in the sense described in Lemma (1.3). Moreover, pA satis$es the 
relations (1.5)-( 1 A). 
Proof. For N > 1, set 
y&4 B) = 0 if IAlaN 
= r(A, q if IAI<N 
and define &N accordingly. By (l.l), Lemma (I .3) applies to pN. Let piN’ = 
PIN, N > 1 and A f 8, and note that forfE B(g) and 1 < M < N: 
is a .PiN’-martingale. Hence, by uniqueness, pj4N’ equals pL”’ on At, for 
1 < M < N. Since, by (l-5), p(/“(<, < t) .< (I A I/N)ect += 0 as IV -+ CJZ for 
each t > 0, it follows from standard extension theorems that there is a unique 
PA on (!2, A%‘> such that PA equals p,“’ on A!:, for al1 iV 3 1. Clearly, P,(A(O) = 
A) = 1. Moreover, if f~ B(e), then it is easy to check that f(A(t A IN)) - 
Sk”‘” A?f(A(s)) ds is a PA-martingale for each N 2 1. To complete the proof that 
p,, solves the martingale problem for 2 starting from A, it suffices to check that 
f(A(t A 5,)) - j-“*‘” L&+(A(s)) ds --(A(t)) - i’ @f(A(s)) ds 
n a 
inI? for each t > 0. SinAce $({, < t) --f 0 as N + co, this will follow once 
we show that s=P~~.~~~E [I ~fWO1 < 03. But 1 @V)l G Wfll I A 1, 
and so (I .6) can be applied. 
To prove uniqueness, observe that if P is any solution, thenf(A(t A cN)) - 
.fi =@?f(4s * Lw)) ds is a p-martingale for all f E B(e) and N > 1. Thus 
P = pLN1 on AcN for all N 2 1, and so p equals the PA just constructed. Finally, 
(1.5)-(1.8) are all easy consequences of the fact that PA equals p,“’ on AaN for 
eachN> 1. Q.E.D. 
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(I .lO) COROLLARY. If y, P, aad 1’., , 4 E &‘, are gken as in Theorem (I .9), _ 
fheajiw T > 0 andf f  B([O, 7’1 b< IT) having the property thatf( ., A) E C1( [O, T)), 
z4 F .@, and SU~~~(,,,~) sup,4,fl j (8~~ht)(f, A)l/ A 1 < rm, f(t h T, d(t A T)) -- 
$“‘( i;fi’i:s 1 L$f)(s, A(s)) ds is a p.4-martingale. 
Proof. The derivation of this fact from Theorem (I .I) is eletncntary (cf. 
‘rhcorem (2.1) in [I I]). Q.E.D. 
‘rhc remainder of this section is devoted to proving that if y,il - y  is a suitable 
sense then Py,v I I A + 1>,,~ weakly. Since u-c will not be making an>’ use of this fact 
in that applications which follow, the reader may want to skip directly to the next 
section. 
(1.1 I) JmmlA. Suppose r is a set of maps y: I? + [O, w;o) satisJyinsy 
sLlp~y(A,B)(IR~ I-1) :ci,+, A,4 E 17, (1.12) 
YEI- 8 
lim sup 1 y(=l, B) =:: 0, -4 E I? (1.13) 
.VP *el- @Is 
where C is ajbaite constant, {IN)? r I? is an increasirzg sequence such that 1 IN i = N 
and S = Uy I,, and 7 is dejbted f  ram y  as in Lemma (I 3). Then for euch 9 f  B, 
the.fwnib {P,4Y: y  f  r} . p zs re-compact in the ueak topology. 
PYOC$ Given t :r 0 and 6 .Y, 0, we mill show that thtx exists a 8 :> 0 and 
an M 1;: 1 so that 
inf Ii,l’((Vk : .: 1)~~; c.: t Q- 7,. F:: 76. 1 j- 6) 1:: 1 c 
ytr 
(1.15) 
an d 
$3 P,qv’s -c; t) d(s) c /,J .3 1 - c. (1.15) 
l’rohorov’s theorem will then imply that {p),“: y  t 1’) is weakly pre-compact. 
To prove (I .14), choose N 1;: 1, n >:.r 1, and 8 ::> 0 so that 
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By (lS), ~J(L,, d t) < (I A l/N)@; and by (M), pAy(h > f 2 7,J < 
PA~(.+n < t and pnul < tN) < (Clvt)njn!. Finally, by (1.4) 
To prove (1.15), again choose N 2 1 and II 2 1 so that (I A I,IN)eCt v 
(Chil)a/n! < r/3. Next, choose II&, so that A L IM, and, for 1 < R < ~1, 
choose M, > AI*-, so that for all y E I’, 
A;;P- *zM %A, B) -c P, 
k 1 x 
where p > 0 satisfies (1 - p)” 2 1 - ~13. Set A4 = M, . Then for y E I? 
By (1.5) and (1.8), 
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Thus, by induction, 
and 
(1.17) 
(1.18) 
where C is a$nite constant, {I,}: (1 l? is an increasing sequence such that 1 IN 1 = N 
arzd S = !Jy I,, and yn is dejfined from yR as in Lemma (I .3). If y&l, B) -+ 
y(A, 3) as n -+ CO for each A, B E I?, then y  satisfies (1.1) and p;n -+ pti,,v we&y 
for all A E E. 
Proof. That y  satisfies (1.1) is clear. Moreover, by Lemma (1.1 l), (p,‘$: 112 l} 
is pre-compact. Hence, it is enough for us to check that if P is a limit point of 
{P2}:, then I? = I=,& W e will first do thii under the additional assumption that 
supm sup,, &, r(A, B) < cg. Let p,, = fj? and pn = pYn. For notational 
convenience, we wilI assume that p, + P weakly. Clearly, p(A(O) = A) = 1, 
Givenf E B(e), we must show that f(A(t)) - si yf(A(s)) ds is a p-martingale, 
where P = 2$. To prove this, it suffices for us to show that if t > 0, @ is 
bounded continuous A’,-measurable function, andfc B(I?), then 
Epll [ @ jut $&A(s)) d”l + EP [CD jot L@(A(s)) ds] . 
-I- 1 EP* [CD J‘,I pf(A(s)) ds, uM < t] 1 
+ ! Epn [@ j; gf (A(s)) ds] - E” [@ j’ L&A(s)) ds] ! . 
0 
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Under our additional assumption, supla 11 pnj 11 v iI &jll < co. Thus, since 
Ptx is pre-compact, the first and third terms tend to 0 uniformly in rz as M f co. 
On the other hand, for each M :z 1, it folIows from (1.17) and the convergence 
of yla to y that lim,,, supAcIM j(Li$ - @)f(A)l = 0. Thus, the second term 
tends to 0 as PE -+ co for each-&I > 1. Finally, under our additional assumption, 
@ .fi ,LPf(-W) d s IS ’ b oundcd and continuous on fi, and so the last term tends to 0 
asn+ c0. 
To complete the proof, we must drop our additional assumption. Let 
yy4 B) = y (A B) n 3 ?l t if IA4i<A7 
:= 0 if 1 A j > N 
and 
pyb?, B) = ytA4, B) if jAl<iV 
-0 if IAl‘,N 
for N > 1, and define p,“) and p(N) accordingIy. Given t > 0 and a bounded 
continuous &,-measurable @ on 9, we have: 
1 Eqq - Eqq 
By the preceding paragraph, pi:) + P(N) for each N > 1 as it + 00, and so 
Ep2[@] 3 EpYA[@] as n + c0. Q.E.D. 
2. THE DUALITY THEOREM 
Let S be a countable set and for each k E S let cx be a non-negative continuous 
function on E = (-1, 15”. (The topology on I? is the product topology.) We 
denote the elements of E by 7, ?r being the value (fl) at k e S. 9 denotes the set 
of real valued functions on E which depend on only finitely many coordinates, 
and g(E) denotes the set of all real valued continuous functions on E. Of course 
9C~(E).Ifk~Sletd,:~(~)~~(E)b g e iven by A k f(7) = f(&a> - f (T), where 
(kdr = % if j#k 
= --% if j = k. 
Let P = D([O, CO), E) (the Skorohod space of right continuous functions on 
10, a~) to E having left limits), define ~(t, w), t > 0 and w E A?, to be the position 
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of w at time t, and let ,A, be the o-algebra generated by T(S), 0 < s < t. Define 
an operator 9: 3 -P V(E) by the formula 
We say that a probability measure Pon the Borcl sets of 12 solves the martingale 
problem for X (or {ck: R E S)) starting from 17 if 
l+(O) = 71) = 1 
and for all f E 3 
is a P-martingale. It is known (see [5]) that there is always at least one soIution 
to the martingale problem for 3 starting from each 77 E E. If there is exactly one 
solution for each 7 E E, we will denote the set of solutions by (P, , v E El. In the 
case of uniqueness it is known that {E’,, ,T E E} forms a strong Markov, F&r 
continuous famiIy (see [S]). Shortly, we will put restrictions on the cx. ((2.2)~(2.5) 
below) and it is easiIy checked, using the results of [7] or [5], that these restrictions 
imply uniqueness. Thus, we wiil assume throughout the rest of this paper that 
the somtion of the martingale problem is unique for each 17 E E. Given .Y and the 
associated family {P,,: 7 E E}, define T,: C(E) + C(E) by T,f(?) = F’lff(y(t))] 
and let T$: C(E)* --+ C(E)* be the adjoint map (i.e., s 3Ytf(7/) cc(&) = 
kf(d E&h))~ 
The special assumptions about the clc’s with which we will be concerned are 
described now. 
Let co be a point which is not in S and let ,!? = {A : A is a finite subset of 
S u (03)). If A f 8 let A = A n S and A” = A n {m}. Given 01 = {Ed: 
iE E S> C [0, I], A E e, and q E E, define 
(The product over the empty set is taken to be one.) 
We assume that there is a sequence {+ , R E S} C (0, co) and an 01 = (01~ , 
k E 5’) C [0, I] such that cK can be written 
(2-2) 
For fixed a: C [0, l] any function ck E 9 can be written in the farm (2.2), as can 
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many functions in %?(E)\g. Moreover the p(k,F)‘s are uniquely determined if 
we require, as we shall, that 
IQ, F> 3 0 for all k E S and FEE. (2.3) 
The point here is that if A is a finite subset of S, then the functions on ({-- 1, 1))” 
form a vector space of dimension 21”l and the set {xF*: F C A} is a basis in this 
vector space. The set (xF”: P !E (1) = {xF”: F C A} u (-xFu: F C A), and there- 
fore we can always choose nonnegative coefficients if we admit all the xFa such 
that P C A. The trick of putting in an extra dimension was also used by Diane 
Schwartz in her thesis [9]. 
The crucial assumption is that 
;p(k,F) =b, < 1 forall kES, (2.4~ 
and for technical reasons we also assume that 
sup ak [~p(U?(l F I + l)] = C < a. 
kES F 
(25) 
We will use the following easily verified facts about the xpm’s. Denote the 
indicator function of F by IF . Then 
where Q(F) = flleF 2oijj( 1 + aj) and R(F) = n,EF (1 - CQ)/( 1 - cy,). 
(Q(B) = R{ aa) = 1). Note thatQ{F) and R(F) are nonnegative and 
WJ) 
(2.7) 
(2.8) 
(2.9) 
(2.10) 
Now using (2.6)-(2.9), we see that 
DUAL PROCESSES 
(2.11) 
with 
$(A, 3) = {(k, D> E A ‘< e: Bd{k)dD c {Ad(k)) n D}. 
Sate that y(A, B) 2 0 for at1 A, BE i?, and if .q = ti then &(A, B) = G and 
~(~4, 3) = 0 for all 3 t E. 
Next, 
In deriving the first of these inequalities, use the fact that if B.A(~}L.IL) 2 
@i(k)) n D C D, th en BA(k)CD and so IB! <lDl+l. The second 
inequality follows from (2.10) and (2.5). 
Therefore, by Theorem f  1.9) and Corollary (1 .lO), for each A E .8 there is a 
unique measure p,., on D([O, 30), 8) such that pA(A(0) = .4) = I and for all 
607/32/z-6 
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f~ 9([0, 03) x 2) satisfying the conditions that I(., A) E Ul([O, co)) for all 
A E l? and supA+ o I ww~ 4/l A i < m 
is a PA-martingale. Here &f(A) = CB y(A, B)[J(AdB) - f(A)], 
It is difficult to understand the behavior of the process with generator 8 
directIy from the definition of y(A, B); h owever, from the last equality in (2.11) 
we get a nice intuitive interpretation. We see from that equation that if at time t 
the process is in state A(t) t ,%‘, then each of the elements K E A(t) attempts to 
branch at the rate dk = uk CF p(K, F), each independent of all the others. If  the 
element K t d(t) is the first to branch then it is removed and tries to replace itself 
with the set F with probability a, p(k, F)/d, . The elements of F\(A(t)\(k}) are 
then just added to A(t)\(k), but at the sites of F n (A(t)\(k)) there is resistance. 
If  i E F n (A(t)\(K)) then the two particles now at j have a battle from which 
survivors number one with probability 201,/(1 + olj) and zero with probability 
(1 - tiJ/(l + DQ). These battles take place independently at each of the sites 
of F n (A(t)\(K)). To fit co into this description one takes “a,” = 0. Note, 
however, that 00 is different in that the only way 00 is put in or taken out is as the 
result of some other point branching and trying to put a point at 03. After each 
branching and the ensuing battle (which take place instantaneousIy) the process 
begins again. 
Now let 7 E E be fixed and set 
Then, since xAm is in the domain of the generator of Tt (see [7] or [5]), we have 
from (2.11) that 
& u#, A) = Tt~xArl) = W&A%) - VA) XA%)) 
= J&(t, A) - V(A) u,(t, A). (2.13) 
Since u,(T, A) f  9([0, co) x R), we see from (2.12) and (2.13) that 
/ Z/at ~,(t, A)1 < constant 1 A 1. Therefore by an obvious modification of 
of Lemmas (4.1) and (4.2) of [12] we obtain the following Feynman-Kac repre- 
sentation of u(t, A): 
Integrating both sides of (2.14) with respect to a probability measure p on E, 
one gets the foIlowing theorem. 
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(2.15) THEOREM. Suppose that 9 = Eke5 ck A, and that the clc’s can be 
expressed as in (2.2) for some (a,; k E S} C R+ and a: = {mR: k E S> C [O, I], 
where p&F) and a, satisfy (2.3), (2.4), and (2.5). I f  p is a probability measure 
on E, set pT(Al =L J” xAa(q) dp(~), where X,,*(T) is giwen by (2.1). Let pt = T:p. 
Thei 
(2.16) 
Another consequence of (2.14) is the following theorem which generalizes 
Theorem (1.8) in [6] and Theorem (7.10) in 151. 
(2.17) THEOREM. If cc = (~1~: k E S) C [-1, l] dejne ~~~(7) as in (2.1), 
except replace 1 -t mj by 1 + 1 tij j in the denominator. Suppose that there is an 
CY. C [--I, I] and {ai,: k E S} C R,i- such that cg can be written in the form 
i;!f ak( 1 - bk) = e 1, 0. (2.18) 
Then there is a un@e stationary measure pjor {P,: 7 E E), andfor allf E 9 
(2.19) 
whew K(f) = CAEk.f(A), and the f(A), A E 2, me non-negative numbers such 
~~a~ f  = LP(A) x?ig. 
Proof. Let 1 o! 1 = (1 olj 1 :j E S} and define ‘p: E + E by am = sgn(a,J qk, 
where sgn 0 = 1. Then we have 
If sgn a, njEp sgn aj = I set 9(k, F) = p(k, F), and if it is equal -1 set 
q(k, Ffl{co)) = q(t, F). Let 
Then 4d7)~ = ca+(?). Now let Y+ = Cn: ck+ d, and let P,,+ be the unique 
solution to the martingaIe problem for =.P’+ starting from 7. Define 4: D -+ R 
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by +(w)(t) = q(w(r)), and set QV = P,+ o $F1. Note that 9-r = $. We first show 
that QV = Pa(,) , the unique solution to the martingale problem for 9 starting 
fiomd7)m C144m233(7(Ol = ~(7) = P,+(d7(0)) = v(7)) = p,+(7(0) = 7) = 1. 
Given f E 9, Iet f(7) = f 0 ~(7) E 58. Then 
Lett>sandME&,.Then 
HenceJhM - ~bM4 d ec is aQn martingale for aIlfE 9 and so, by uniqueness, 
Qv = Pp(n) . Since 
it suffices to prove the theorem under the additiona assumption that E C [0, 11. 
Let 7 be the stopping time on D( [0, to), I?) defined by 
7 = inf{t: A(t) E { 0, (00))). (2.20) 
Noting that the dual process is absorbed at E or 103) at the time T, and that 
V(0) = Y{co)} = 0, we have from (2.14) 
T,X”“(7) = Eye-J:v(A(~‘)ds g&j(~)] 
_ EKi[e-J~vLi(d~ds x&,(?)); 7 < t] + E~[,-J~v(d(.~))~.x~(t)(7); T > 61. 
Therefore 
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Since T/(A) > e if ,4 + ,Y, (co}, it follows that 
The concIusion forftz LS follows immediately from this. Q.E.D. 
(2.21) Remark. Theorem (2.17) is true under the assumption (2.18) without 
the assumption (2.5). In fact, if (2.18) holds, then P, , the solution to the martin- 
gale problem for L8 starting from 71, is unique (see section 6 of [5] or section I 
of [6]). The functions cR may be approximated by a sequence of functions cp’ 
which have the form (2.2) and satisfy (2.5) and are such that supn ] C?)(T) - 
c~(Y)] -+ 0 as n --+ CO for each fixed k. Moreover the cp’ may be taken so that 
(2.18), with the same E, holds for all n. Now the solution P,” for Ck cr’ A, con- 
verges weakly to P, (see Theorem (2.3) in [S]). Also (2.19) holds uniformly in II 
(of course the limiting measure p*n also depends on K) It follows that (2.19) also 
holds for P,, . 
Several applications of Theorem (2.17) to problems in statistical physics can be 
found in [5] and [6j. We close this section with an application to a problem 
which is one of the important open questions in the subject. As the reader will 
see, Theorem (2.17) only manages to “close” this question part way. For this 
example let S be the integers and let c~(T) = 1 + a~~ f  hqe+r + +J~+~ , where 
a, b, c are any numbers such that c,(q) > 0 for all 7, Every function ch. which 
depends onIy on 7k and ~~,r can be written, to within a constant multiple, in 
this form. The conjecture is that if each ck can be written this way for the same 
a, b, c and if (P,, ,T E E) is the set of solutions for the martingale problem for 
x:I: ck A, , then there is an E > 0 such that (2.19) holds (with K(f) possibly some 
other finite functional off). Assume first that a, 6, c are all non-zero. Then there 
are eight possible choices of the signs of a, b, and c. We prove the conjecture 
is true in six of them. Consider the four cases (i) a, 6, c < 0; (ii) a, b > 0, c < 0; 
(iii) a, c > 0, Ir < 0; (iv) 6, c > 0, a < 0. By taking pk. = -sgn a and qic +r == 
--sgn b we see that ~~(7) = 1 - 1 a 1 ~ ) 1) 1 - i c 1 > 0. In case (i) for example 
we may take 01~ = 0 and write 
Then the hypotheses of Theorem (2.17) hold with E = 2(1 - / a ( - ( b ( - 
1 E 1) > 0. Cases (ii)- are handled similarly except that one must use the 
point IX, to make the signs come out right. Also if one or more of a, 6, c is zero, 
the same argument works. Consider next the cases (v) a > 0, b, c < 0; and 
(vi) b > 0, a, c < 0. These two cases are handIed in similar ways (in case (vi) 
one takes N < 0), and so we deal only with case (v). In this case we may write 
~~(9) = I -1” ~7, - by,, r - c7L?i;+1 where a, b, c > 0. Then taking afi mm 
a: E [0, l] one checks that 
607/32/z-7 
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Thus we need to choose E so that 
(1 + a)(1 + q > I a: -I- bc? - u - cc4 [ + (1 + a) 1 c - ba 1 + b(l + a)“. (2.22) 
IfcZbtaked=l,ifc<bandab~ctakea=cjb,andifc<bandab>c 
take 
a= 
c - 1 + (1 - 2c + 8 + 4ab)l12 
2b 
We leave it to the reader to check, by using the assumptions that C&T) > 0 for all 
v, that in each of these cases (2.22) holds. Thus the conjecture is true in cases (v) 
and (vi). In the remaining cases, (vii}, a, b, c > 0 and (viii) a, b < 0, c > 0, 
Theorem (2.17) can be applied to some, but not alI choices of a, b, and c. For 
example if o = b = c > 0, then one can find an o? such that Theorem (2.17) 
applies if and only if a < 317. 
3. APPLICATIONS WHEN b, e 1 
If b, in (2.4) is one for all K, then Y(A) = 0 for all A E E and (2.16) becomes 
Piw = ; P4(4) = w PLoaP) 
= k(4) = D) - 84(4f) = Im>> + c uw = B) POW. 
Bit P;.(a) 
If p0 is the product measure 
(3-l) 
(3.2) 
then p,,(B) = 0 for all B # 0 or {co}. Let T be the hitting time of (0, (00)). 
Then from (3.1) we have, 
(EL”%4 = e&w = .a) - ~&w) = (4) 
d P&4(T) = !z, 7 < co) - P&4(7) = (co}, T < co)- (3.31 
Since the space of probability measures on E is weakly compact and (xADL; A E 8} 
is a determining class, it folIows from (3.3) that pLt converges weakly to the 
measure Y determined by 
P(A) = P&4(T) = m, 7 < 00) - R@(T) = (a>, T < 001, (3-4) 
and moreover Y is stationary for the family {P,: VJ E E} of solutions to the martin- 
gale problem for 9. 
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(3.5) THEOREM. Let9 =&ckAK, where ck has the form (2.2) and satisfies 
(2.3), (2.4) with b, = 1, and (2.5). Let {P,, , 7 E E) be the solutions to the martingale 
problem for 9, and let v  be the probability measure satisfying (3.4). Then 
f(TPN dP, - s f  dv as t -+ CQ for allf f  V(E) and all7 E E ifand only if (3.6) 
lim c or 
f  “O Bf 0,(tq 
P‘@(t) = B) pu,qlq = Of all A G p and aEE initial distributions pLo. 
(3.7) 
Proof. This follows immediately from (3.1) since linear combination of the 
function xAti, A IZ I? are dense in C(E). Q.E.D. 
There are various reasons for which (3.7) might hoId. For example, since 
I&B)1 < 1 foralIBEg 
2 &&4(t) = B) /LO”(B) 1 < c P,@(t) = B) = &(t < 7). 
B#Z.(sJ B#0,(4 
Thus we have the following corollary. 
(3.8) COROLLARY. Under the hypotheses of Theorem (3.5) ifpA(~ < ~3) = 1 
for all A E 8 then (3.6) holds. 
Observe that v is not in general the only stationary distribution. Indeed, 
suppose that p(k, F) = 0 for all F containing co. Then 
P/&3 E AdA( = 0, AEI? and 1 > 0. (3.9) 
Thus if vl denotes the delta mass at the configuration qk = 1, k E S, then 
(v,$(A) = (-I)‘“” T- v,a(A), and so y1 is stationary (this fact is obvious by 
inspection and doesn’t require all our machinery). Of course, if pAk(r < co) = 1 
for all A, then y1 = V. On the other hand, if pA(~ < W) < 1 for some A, then 
v1 is a second stationary distribution, and so the corresponding process cannot 
be ergodic. In this connection, we have the following result. 
(3.10) c OROLLARY. In addition to the hypotheses of Theorem (3.5) assume that 
p(k,F) = OforF3 co. Then(3.6)( i.e., ergodicity) is equkalent to p,,(, < co) -= 1 
for all A. 
(3.11) Remark. If ay == 1, then the proximity processes of [4] are exactly 
the processes satisfying the hypotheses of Corollary (3.10). There are several 
examples in [4] of techniques that can he used to prove that pA(7 < co) = 1. 
(3.12) Remark. Let the ck’s have the form (2.2) and put p(K, 5’) = p(k, F) + 
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p(k, F u (co}) when 00 #F and q(k, F) = 0 when co f F. Assume that Zk(*) > 0 
where Z~ is defined by (2.2) with p(k, F) in place of p(k, F). (In the case that elk is 
the same for all k’s, the non-negativity of Z& follows automatically from that of 
clc .) If A(t)(A(t)) is the dual process for the cg’s (Zb’s) then the distributions of 
A(t) n 5’ and m(t) n S are the same when started from the same A E e. Thus 
pA(~ < co) is the same for both processes. But l(t) satisfies (3.9) and therefore, 
by Corollaries (3.8) and (3.10), if th e Zti process has only one stationary measure 
the same is true for the c, process, and, in fact, (3.6) holds. We wilI see below that 
this sufficient condition is not necessary. That is, ergodicity can hold for the 
process associated with the ck’s without its holding for the Zti-process (cf. 3.16 
below). 
Another test to check when (3.7) o bt ains is based on the observation pOu(A) = 
--p,,a(A n (00)). This, together with the bound [ pLocL(A)I < 1, yields the proof 
of the following corollary. 
(3.13) COROLLARY. I f  for all A E I? 
lim z 1 PA(A(t) = B) ~ P,4(A(t) = B U {a})[ = 0, 
t-pa: Bcs (3.14) 
Be 0 
then (3.7), and hence (34, hold. 
Proof. 
< c ! h(A(t) = B) - &A(t) = B u {a})1 Q.E.D. 
KS 
B#5 
(3.15) Remurk. Ifp(k,F) = Of or allF 3 co, the condition stated in Corollary 
(3.8) coincides with the one just given in Corollary (3.13). Thus Corollary (3.13) 
gives something new only if p(k, F) > 0 for some F containing co. The following 
is an example of a situation to which the condition in Corollary (3.13), but not 
Corollary 3.8, applies. Notice that, at the same time, this example displays the 
phenomenon mentioned at the end of Remark (3.12) 
(3.16) EXAMPLE: The anti-aoter model. The anti-voter model has already 
been studied extensively by Mattloff [S] using a different duality theorem; there- 
fore we content ourselves with considering the simplest case. In this mode1 the 
cw’s are given by 
where p(k, i) is the transition function of a Markov chain on S. Taking C+ F 0 
we may write c,, in the form (2.2) as follows. Let 
p(k q 1 P(k j) if F={j, W} 
-0 otherwise 
Then 4d = 1 - rlk LpP(k F) xF”(+ W e make the following assumptions 
By Orey’s Theorem (cf. [I]), (3.17) holds if the Markov chain with transition 
function p(li,j) is recurrent and S is an indecomposable set of non-periodic 
states. In order to understand what (3.18) means, let X(t) be the Markov 
process with state space S and transition function p,(*, -) == et(“-lJ. Now the 
dual process for the anti-voter model, when intersected with S, behaves like 
several copies of x(t) w IC h’ h move independentIy of each other until two of them 
collide, at which time the two involved in the collision disappear and the rest 
continue as before. Thus (3.18) means that two independent copies of X(t) will 
occupy the same site simultaneously at some finite time with probability one, 
no matter where they are started. 
We now set about proving that (3.14) f  o ows from (3.17) and (3.18). Note that 11 
since 1 A(t) n S 1, when it changes, dccroases by two, pA(, < m) = 0 for A 
with ] A n S 1 odd. Thus Corollary (3.8) is not applicable. In order to apply 
Corollary (3.13) we note that A(t) n (00) changes every time that .il(t) makes 
a jump. ($(A, I;) > 0 implies that 03 EF). Thus for 13 C S 
j P,&) = B) - ri,(A(t) = B u {co)); 
= 1 p,1(x(t) == B after an even number of jumps) 
- pA(A(f) = B after an odd number of jumps)[ 
By appIying (3.18) and the Strong Markov property one easiIy sets that 
pA(~ < a) = I if 1 A n S j is even. Hence, just as in Corollary (3.Q (3.6) 
holds if 1 A n S j is even. Similarly, if 1 A n S 1 is odd then pA([ A(t) n S): = 1 
for all Iargc t) = 1. By applying the Strong Markov property to the first time 
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that IA(t)nS] = 1, one sees that in order to prove (3.14) it suffices to prove 
that 
c 1 P,(X(t) = i after an even number of jumps) 
jeS 
-.Pk(X(t) = i after an odd number of jumps)! 
goes to zero as t goes to infinity. But 
Pk(X(t) = i after an even number of jumps) 
-Pk(X(t) = J’ after an odd number of jumps) 
+e-i~o& l-2& ( - p”“+‘(k,j). 1 
Therefore (3.19) is bounded by 
which goes to zero because of (3.17). Thus (3.17) and (3.18) imply ergodicity for 
the anti-voter model. In his thesis [S] Mattloff proved that (3.17) alone is neces- 
sary and sufficient for ergodicity of the anti-voter model, With a little work 
one can show that (3.17) implies (3.14) for the anti-voter model. This, 
together with Corollary (3.10) and remark (3.15), might Iead one to believe that 
under the hypothesis of Theorem (3.5), (3.14) is necessary and sufficient for 
ergodicity of {P,, ,y E E}. This turns out to be false. We leave it to the reader 
to construct a counter-example with the help of the following modification of 
Theorem (3.5). 
(3.20) THEOREM. Let the hypotheses of Theorem (3.5) hoEd. Let 
c.&‘(9) = lp, : for aZZ A E I? 3 an s 2 0 such that 
lim t-co 1 Bf !a*[=) 
where ps = T$po , Then for p. E A’(U), pLt canverges weakly to v, where Y is as in 
(3.4). 
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Proof. I f  t > S, then by (3.1) 
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which converges to v,?(A) if p. E J?(Y). Q.E.Il. 
(3.21) COROLLARY. Let the hypotheses of Tlx~~ern (3.5) hold. Su$pxe that 
for all A E i? and all n 
piI Pd(O < 1 A(t) f-l s 1 < 8) = 0, 
and that cc0 is such fhat for some s > 0 
(3.22) 
(3.23) 
then pl converges weakly to v  
Proof. (3.22) and (3.23) imply that pu E&(S). Q.E.D. 
The ideas behind Theorem (3.70) and Corollary (3.21) have already been 
effectively exploited by Harris in section 9 of [3] in the case that C+ = 1. All of 
the ideas there generalize to elk’s such that inf, CQ > 0. The only new observation 
which we have to make is that if the cR’s are uniformly positive and the hypo- 
theses of Theorem (3.5) hold, then every probability measure satisfies (3.23) 
for cvcry s > 0. We leave the verification of this to the reader. 
WC now consider the case when the stationary measure for (P, ,q E E) is not 
unique. The situation is simplest when p(k, F) = 0 if co E F. In this case we see 
from Corollary (3.10) that (under the hypotheses of that corollary) in order to 
have non-uniqueness of the stationary measure we must have PJ, < co) < 1 
for some A E Z?. In this case v  given by (3.4) and v1 concentrated on rlk :-: 1 are 
both stationary. If  p,,(+- < co} -: 0 for some A, then there n~ay be lots of 
stationary measures (see [4] or [Xl). H arris [3] has proved under very general 
conditions that if everything is translation invariant and if $‘A(7 < 03) >, 0 for 
all A, then v  and V~ are the only extreme points among the stationary measures 
which are also translation invariant. (Harris only gives the proof for CQ ~7 1, 
but it goes over to ‘Lo YP constant > 0.) ‘Vlre now show that even if pA(r < 00) ) 0 
for all ,4 it is yossiblc that there are stationary measures which are not a linear 
combination of v  and vL (Of course if the conditions of Harris’ theorem hold, 
then such a measure will not be translation invariant). 
(3.24) THEOREM. Let the hypotheses of Theorem (3.5) hold and assume that 
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p(k, 8’) = 0 zy co EF. Suppose that there is a set B _C S such that zy VB(A) = 
I: kEBnA aR then for some A E 8 
Then there is a measwe v8 such that for all D E i? 
Moremer v, is stationary for (I’, , T E E) ad vs is not a linear combinatim of v  
and v, . 
(3.26) Remark. When pAA(~ < co) = 0 f  or some A, we have already pointed 
out that {P,,: 7 E E} can admit stationary distributions which are not convex 
combinations of v  and vx . The origin of these distributions will not always be 
be covered by Theorem (3.24). However, the phenomenon discussed in Theorem 
(3.24) is, in a different guise, what underlies the analysis (cf. the Iast paragraph 
of [4]) giving the structure of the stationary distributions for the voter model 
in the case that the one particle motion has non-constant bounded harmonic 
functions. 
We now give our example of a translation invariant situation to which Harris’ 
results [3] apply and for which we can use Theorem (3.24) to construct a stationary 
non-translation invariant distribution (i.e., one which isn’t a convex combination 
of v and q). Let 5’ = Z2, p((k, I), ((h + 1, E))) = p((k, I), 0) = A, $((A, Z), 
{(k, Z), (k, Z + I)}) = 1 - 2A, and p((K, 1),F) = 0 for all other F, where 
0 < h < l/Z. Set 
c(Jr,l) = c1 + ‘7(W)) - 2?(Jc,Z) ~p@s E)>F) xP’* 
F 
Using the results of section (9) in [2], one can check that for h sufficiently small 
the hypotheses of Theorem (3.24) are satisfied with B = ((0, l): 2 E Z). 
Proof of Theorem (3.24). Let B satisfying (3.25) be fixed and set 
Let (Pn,E: 7 E E} be the solution to the martingale problem for gC = & ciZIE d, . 
If we let pLo be the measure concentrated on Q E 1, then by Theorem (2.15) 
and (3.9) we have 
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Thus the measure pe with 
is stationary for {P,,F , 71 E IZ}, By Theorem (2.3) of [5] P,,L converges weakly to 
P,, as E - 0, and since pG converges weakly to v, , where 
it follows that v, is stationary for (I’, , 17 E E). 
It only remains to show that Ye is not a linear combination of Y and vr _ WC 
proceed by contradiction. Suppose that vB = 8vI -t- (1 - 8)~. By (3.25) we see 
that 0 < 6 < 1. The equality Y,*(D) = 1 for all D C S together with (3.25) 
gives us 
1 > kc:cf Ys’(II) =- p 2: 6 >- 0. 
We arrive at a contradiction by showing that p 2: I. Let y  > 0 bc given and 
choose D C S so that 
,i3 < & (jm V&4(s)) ds < co) L v,y(U) < p + ye 
0 
Let N be so large that p&y vR(A(s)) ds < N) = c 2 p/2, and let YIN := 
inf{t: si IT(A(s)) ds > N}. Then 
and 
P&y < co) == 1 - E 
Hence y  ~ c > --PC, i.e., 1 - y/c < /3. But c > p/2. Thus 1 - 2y//3 < p, 
and since y  is arbitrary fl > 1. Q.E.D. 
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