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Abstract. Let fi, . . . ,fk be k muitivariate polynomial? which have a finite number of common 
zeros in the algebraic losure of the ground field, counting the common zeros at infinity. An 
algorithm is given and proved which reduces the computations of these zeros to the resolution of a 
sinf$e univariate quation which degree is the number of common zeros. This algorithm gives the 
whole algebraic and geometric structure of the set of zeros (multiplicities, conjugate zeros,. . . ). 
When all the polynomials have the same degree, the complexity of this algorithm is polynomial 
relatively to the generic number of solutions. 
1. Introduction 
La r6solution des systkmes d’Cqustions algkbriques est un probEme crucial de 
l’algorithmique algkbrjque. Nous u’envisagerons pas ici les methodcs issues de 
l’analyse (mCthode de Newton, optimisation, etc . . . ) qui sont rapides, mais ne 
donnent aucun renseignement sur le nombre, oil mEme l’existence des solutions. 
Les m&bodes algdbriques, au contraire, peuvent dormer tous les reaseigrnemeuts 
desirables tir l’espace des solutions (dimension, degr6, multiplicite, corps de 
dbfinition, etc. . .) mais sont extramement lentes. Aussi, pour am6liorer leurs 
perfoilnances, a-t-on 6t6 amen6 & utiliser tout l’arsenal des techniques de 
manipulation symbolique (cf. [ i2]). 
Les techniques antkieurement d&elopp&s pour la r6aolutioin des syat&mes 
d’dquations algebriques se ram&nent toutes A Climiner les inconnues l’une apr&s 
l’autre 1 l’aide de r6sultants ou de mkthodes analogues. Cela am&ne Bmanipuler des 
polynam+s de degri t&s 61ev6 afin ‘de calculer des r&ultants de rkulltants. 11 en 
r&u.lte que la complexit& du problkme, qui est deja tr$s grande, est al:gmentee dans 
une proportion consid&ab!e; nous reviendions plus bas sur cette question. 
11 ,est par klliztirs surprenant de constatcr que les techniques modernes de 
g6oh6tik $$!%~i~ue ti sont pas ultilis6es pour risoudre explicitement les syst6mes 
d’equatioks algebriques; c’est t&s etonnant, car la gkometrie algkbrique est 
g6nCralement dCfinie comme 1’6tude ‘de l’ensemble des solutions de tels systGmes. 
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L? methode de resolution qui est developpee dans cet article est nouvelle; elle tire 
ses arigines, dune part de la ‘theorie classique de l’blimination’, et en particuiier de la 
mirhode du U-resultant [ll, 81, et d’autre part des travaux de l’auteur sur la 
resolution des systemes d’equations lineaires sur les anneaux de p~~iyn6mes [6]. 
Cette m&ode est ‘geometrique’, en ce sens qu’elle ne detruit gas la nature 
g&m&trique du’prob!tme; en particulier, l’invariance par transfornation lineaire 
sur les inconnues est conservee. 
Cette methode consiste ssentiellement a &ire une certaine matricc rectangulaire 
de polynSmes du premier degrC et a la reduire selon une methode voieine de celle de 
Gauss afin d’obtenir une matrice carree dont les coefficients ont encore du premier 
degre. I1 se trouve que le determinant de cette matrice est prod&t de facteurs 
lintaires qui sont en correspondance avec les solutions, les coordonnees d’une 
solution etant les coefficients du facteur correspondant. 
Cet algorithme ne fonctionne que quhnd l’espace des solutions esc de dimension 
zero; comme de tels espaces ont ‘triviaux’ en geometric algebrique, &es techniques 
geometriques employees ont relativement Umentaires, et se limitent aux relations 
entre espaces affine et projectif, a la notion de multiplicite et au theoreme des zeros 
de Hilbert. Les techniques algebriques e ramenent essentiellement aux propriMs 
des anneaux et modules grad&s de dimension un. I1 faut y ajouter le theorkme 
permettant de borner les degres 5 considerer (theoreme 3.3) dont la demonstration 
utilise l’homologie du complexe de Koszul. 
La redaction de cet article posait quelque problbme, car il n’etait pas possible de 
&parer la description de l’algorithme, sous une forme facilement programmable, de 
son interpretation dans un langage abstrait qui, seule, permet de justifier les 
opkations effect&es. Nous avons essay6 de rboudre cette difficult& en structurant 
I’artide de la man&e suivante: 
Le pa.ragraphe 2 d&it comment l’algorithme opere sur un exemple particuliere- 
ment simple. 
Au paragraphe 3, nous posons le problhme dune man&e precise, et le tran- 
scrivcns dans le langage algebrique qui permet de justifier l’algorithme. Aux 
paragraphes 4 et 5, nous decrivoas et justifions l’algorithme; cette description &tant 
assez abstraite, nous en donnons une forme aisement programmable dans l’appen- 
dice A.4. 
Au paragraphe 6, nous expliquons comment erminer les calculs, notamment en 
utilisant B nouvealV I’algorithme du paragraphe 5. Le paragraphe 7 est consacre a 
l’etude die la multiplicite des solutions. 
L’objet du paragraphe 8 lest l’etude de la complexit de notre algorithme et de sa 
comparaison avec celle de la methode classique. En conclusion (paragraphe 9), nous 
drscutons les avantages de notre methode. 
Enfin, npus regroupons dans les appendices A.l, A.2 et A.3 les di5monstratior.b 
des theoremes du paragraphe 3; bien que les deux premiers de ces thboremes oient, 
en principe, ‘bien connus’, nous n’avons pas trouve les &on&, dont nous avions 
beaoin dans la litterature. Le troisieme est implicitement demontrd dans [a], mais il 
nous it semblC utile d’en donwr une d6monstration directe. 
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2. Un exemple 
Dans ce paragraphe, nous montrons comment I’algorithme qui fait I’objet de cet 
article opere sur un exemple particuiierement simple. Nous ne donnons g&e de 
justifications et nous nous referons souvent a la suite de I’article. Cependant, nous 
pensons que cet exemple peut aider a la comprehension des paragraphes u!t&rieurs. 
Considerons Ic aysteme, tres simple, d’equations 
XZ+Xy+2x+y-1 =o, (1) 
X2 -y2+3x+2y-l=O (2) 
qui a trois solutions a distance finie, (0, l), (1, - 1) et (-3, 1) et une solution i i’infint 
dans la direction (-1,l) (direction asymptotique commune). 
DCsignons par f0 et fl les premiers membres de (I) et (2); ainsi 
f,=-:+2x fy+x’+xy, f,-z--1+3x+2y+x2-y*. 
Posons 
f2=U+Vx+Wy 
oii U, V et W sont des indeterminCes. 
L’entier D introduit par Ile theoreme 3.3 &ant egal B trois, contruisons le tableau 
suivant air les points representent des zeros: 
1 x Y 1 x Y 1 x y x2 xy y* 
1 
X 
Y 
X2 
42 
Y2 
X3 
x2Y 
xY* 
Y3 
r I -1 . . (-1 . . 
2 __ 1 .;3-1. 
1 . -1 1 2 . -1 
12 .I1 3. 
1 1 21. 1 2 3 
. . 11-l . 2 
1 .1. 1. 
1 1;. . 1 
. 1 ; , -1 . . 
. . ‘. . -1 
I 
cr.. . . . 
vu.. *. 
W.U.. . 
. V.U.. 
. w v . u . 
. . w. u 
. . * v.. 
. . . WV. 
. . II . WV 
. . . . . w 
(3) 
Voici comment ce tableau est construit: la colonne exterieure s! zonstituee par les 
moniimes de degr6 infkieur ou egal a D = 3. Les trois parties du tableau cor- 
respondent aux polynames fo, fl et f2. La ligne exterieure de la partie correspondant 
B fi est constituie par les monbmes de degri 3-degr6 (fi). Si m est un moncime de la 
colonne exterieure et n un mon8me de la ligne exterieure de la partie correspondant 
B fi, alors le coefficient quF aprarait h I’intersection de la ligne et de la colonne 
correspondantes est le coefficient de m dans nfi; ainsi, 2 e3t le coeficient de xp da:: 
xf,. 
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En effectuant une Climination de Gauss sur la matrice qui apparait sur la partie 
gauche du tableau, celui-ci devient 
l..... 
.l.... 
. . 1 . . . 
. . . I . . 
. . . . 1 rn 
. . . * . ¶ 
. , . . . . 
. * . . . . 
. . * . 
. . . . 
. . . . * 
. . l . 
. . . . l 
. . . . . 
u+v-w u+v-w -u-v+w u -g 
-v+w -u+v U u-4v+w ‘2 
-2V+3W -2U+W 3u+v -3v U+‘Fq 
-v+2w -u-v+w 2u+v -U 11 
. 
. 
. 
. 
. 
. 
U 
0 
V 
W 
(4) 
Apres une kduction de Gauss sur la matrice des coefficient? de U dans (4), la 
partie non triviale de (4) devient 
u+v+w 0 0 -v+w v-w -v+w 
-v+w -Lp+2\‘-- w V v-w -v+w v-w 
W -2v u-v+w v-w -v+w v-w 
(5) 
! O 0 0 -v+w v-w -I’d-W 
Des transformations Cvidentes ur les lignes et les colonnes font apparaitre des 
zeros supplementaires: 
u+v- w 0 0 0 0 0 
-v+w -LJ+2v- w v 0 0 0 
W -2rvI II-v+w 0 0 0 (6) 
0 0 0 -v+w 0 0 
Le dQterminant de la partie gawhe de (6) est 
(V+ v- W)(V- W)(U-3v+ w)(u+ W). (7) 
L$es coefficients des facteurs de (7) donnent les coordonn6es projectives des 
wlutions, la‘coordonmk ‘a l’infini’ &ant le coefficient de (V, ile terme constant ck fz. 
Ces solutions sont done: 
(1,1, -I), (091, -0, (1, -3, I), (1, 8, I), 
la seconde &ant la solution B l’infmi. 
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Rtemarques. (ijl Plutbt que de consi~dtrer globalement le tableau (3), comme nous 
vcnons de le faire, l’algorithme que nous decrivons ci-dessous pro&de en deux 
etapes: d’abord reduction de la partie numerique rt c&u1 de la matrice C de la 
rkduction, puis lcalcul des dernieres lignes (ici 4) du produit de C et de la par-tie droite. 
Pour kconomiser de la place en m&moire, il y a lieu de calculer cette matrice C en 
ecrivant successivement dans la m&e zone mCmoire les differentes colonnes de la 
partie gauche d.e (3); c’est ainsi que nous avons pro&de dans l’appendice A4. 
(ii) Nous awns interprCd l’intksur du tableau (3) comme une matrice, dont les 
lignes et les colonnes sent indexees par des mcn6mes (ligne et colonne exterieures). 
On retrouve done la dksinition gi$Crale des matrices de [l]. 11 est, certes, facile de 
numkoter les montimcs B l’aide d’un ordre lexicographique (nous l’avons fait 
implicitement pour rcprkenter la matrice), mais, ce faisant, on perd de l’information; 
en particulier la maniGre dont une colonne se dkduit des voisinta devient obscure. 
(iii) Cet example est si simple que le calcul et la factorisation du determinant de (6) 
est immkdiat. Nous donnerons plus bas (paragraphr 6) des indications sur la maniere 
de procid::r dans le cas g&&al. 
3. Pr&minaIres 
Un systGme d ‘iquations algkbriqnes 
‘ioh 
i 
,...,xn)=O 
. . . . . . . . . . I.*<: . . . . . . 
fl&.x1, . . . , x,) = 0 
(8) 
consiste en la donnee de k polyn&nes fo, . . . , 6-I en n variables et B coefficients 
dans un corps kL On dit alors que le systeme st d@ni SW K. 
On peut associer au systeme (8) qui est defini sur K, l’anneau B = 
Kbl I l l l s &llVo, . . . , fk-1) quotient de l’anneau des polynames par l’idCa1 engen- 
drC par les f;. Get anneau est appel6 l’anneau afine du syst2me. 
Si L est un corps, extension de K, on considGrera souvent l’anneau BL = L C-3&3 = 
Lh ,.~*J”l/Vo,*** fk_1). On appelle solution dans L du sysdme (8) tout Clement 
a, . . . , &) de L.” tel que 
f&r . . . . &)=O pouri=O ,..., k-1. 
Thbokrne 3L Les conditions uivaates ont Pquivalentes: 
(f ) Le systthe (8) n ‘a qu ‘un nombre fini de solutions dans une cloture aighique g 
de K. 
(ii) Pow toute extension L de K, k syst4me (8) n’a qu’un nombre fini de solutions 
dans L. 
(iiij L’anneau B est un K,-espace vecrtoriel de dimension finie. 
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Si ces conditions svlnt v&ifi&s, ie nombre de solutions dans k est au plus &gal au 
nombre de solutions dans gqui est hi-mZme au plus igal h la dimension de B comme 
K-espace vectoriel. En outre, si (61, . . . , &n) est une solution, les & sont al::;t!briques sur 
K. Enfin, lessolutions dansR (etdoac dans toute extension deg) sontaz Eiijection avec 
les idbaux maximaux de BR. 
La demonstration de ce theoreme en principe ‘bien connu’, comme celle du 
theorbme 3.2 ci-dessous, est don&e en appendice. Le thioreme 3.1 ne nous sera 
d’ailleurs guere utile, mais il nous semble indispensable pour la compr5hension du 
thC&me 3.2. 
Appelons di le degrt total du polyname fi (pour i = 0, . . . , k - 1). Nws pouvons 
associer & ce poly&me fi Be polyn6me homogkne 
E wo, .. .,Xn)=x& ( Xl X Tg’. . .,$; 3; 
ainsi 
h(X1, * * - , X,)=E;;:(l, X1, * - * 9 X,). 
Le systbme d’equations 
1 
Fo(Xo, . . ..X.)=O 
. . . . . . . . . . . . . . . . . . . . (9) 
&-1(X0, . . ..X.)-0 
est le syst2me homoghze associe au systkme (8). Si (fbg . . . , &,) est une solution de (9’i, 
il en est de mdme de (A&, . ~ , , A&,) pour tout A. 11 est done nature1 d’identifier deux 
tehes solutions, et done de considerer les solutions de (9) dans un corps L comme des 
ClCments de l’espace projectif P,(L); c’est ce que nous ferons lorsque nous consi- 
dererons le nombre des solations du systeme (9). 
Si (51,. . . , &) est une solution de (8): alors (1, &, . . . , &;I) est une solution‘de (9); 
reciproquement, si (go, . . . , &) est une solution de (9) telle que &# 0, alors 
(51 Bob, . . . , &J&-J est une solution de (8). Aussi, les solutions de (9) seront appelies 
solutions projc,ctives du systeme (8); les solutions projectives pour lesquelles (0 = 0 
sont dites solutions d l’injini du systeme (8); les autres solutions sont dites & distance 
fhie. 
On peut associer aux polynbmes Fi l’anneau gradui A = 
K[Xo, * . . , X,]i(F 0, . . . , FkVl) quotient de l’anneau des polyniimes en n + 1 vari- 
ables Ko, . . . , X, par 1’idCaE engendrC par les Fi. Si L est. une extension de K, on pose 
AL. = U&A = L[Xo, . ., . , X,-J/(&, . . . , Fk-I). 
11 est immddiat que B = A/(X0 - 1)A et que B L = At/(X0 - 1 )A=. Cet anneau A est 
appele anneau du systime (9) ou anneau grad& du syst2me (8). 
Pwr tout anneau ou module gradual X, (par exemple A, AL ou KIXo, . . . , X,,]) on 
note X” l’ensemble des elements homogknes de degre d et on pose X+ = Q&Y’. 
On note enfin dimK (Y) la dimension du K-espace vectoriel V, 
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Th&wGme 3.2. Les conditions suivantes sont equivalentes : 
(i) Le syst4me (8) n’a qu’un nombre fini de solutions projectives dans une cl&we 
algebrique g de K. 
(ii) Pour toute extension L de K, le systt?me (8) n ‘a qu ‘un nombre fini de solutions 
projectives dans L. 
(iii) I1 existe tin entier D tel que 
dim(Ad) = dim(AD) pour tout d a D. 
K K 
(iv) Pour toute (resp. pour une) extension infinie L de K, il e&e un entier D’ et un 
tYt!ment y E Ai teb que la multiplication par y soit une surjection de A:‘-’ sur A:‘. 
Si ces conditions sont veifi6es, alors 
(a) La multiplication par y est une bijection de Ai sur AC1 pour tout ti Z= 
max(D, D’). 
(b) Le nombre de solutions projectives du sysdme (8) est au plus dimK(AD). 
(c) Si L’ est la fermeture algebrique de K duns L, les solutions dans Pn( L) 
appartiennent en fait d P, (L’). 
(d) Le sysdme (8) vt!rifie ler conditions du theoreme 3.1. 
(e) Le sys&me (9) n ‘a ancune soik:ion non triviale dans Rsi et setdcment si AD = 0. 
11 est manifeste que le theoreme 3.2 est l’analogue projectif du thboreme 3.1. 
L’inter& du passage au sysdme homogene (9) peut ne pas sembler evident; en fait 
cet inter$t provient de ce que I’on peut aisement calculer les entiets D et D’. 
Thiorkme 3.3. Si di designe le degrecommun des polyn6mes Fi et f;: et si ces polyndmes 
sont ranges par ordre de degres d&roissants (doad 2 - - 13 dk-& on peut prendre 
D=D’=do+dI+q l l +d,,-- n dans l’t!nonce’ du tht!ort?me 3.2. (Si k s n, on pose 
di=l pouriak). 
Dans les enon& des th$oremes 3.1 et 3.2, les conditions &quivclentes ne 
dependent pas reellement du corps K; en effet, pour tout K-espace vectoriel V, on a 
dimK ( V) = dim,.(L OK V). Nous avons fait intervenir un corps variable L (assertion 
(ii)) ii cause de la situation suivante: Si K est le corps 69 des rationnels, et si les 
conditions des theoremes 3.1 ou 3.2 sont verifiees, il revient au m&e de resoudre le 
systilme (8) dans @ ou dans la c!&ure algebrique de Q. Cette assertion est clairem’ent 
fausse si les conditions equivalentes ne sont pas verifiees (preridre urw seule equation 
&- y3= 0 qui admet comme solution x = v3, y = T*). 
4, RUduction - Premiire partis 
Supposons que le systeme (6) verifie les conditions equivalentes du theoreme 3.2, 
et considerons un Clement quelconque 
y = u&*+ulx*+- * .+u,x,, 
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de degr6 1 de KIXo, . . . , Xn]. Si on ajoute l’equation 
y=o 
au systeme (9), l’anneau A est remplace par A’ = A/yA. Deux ca: zeuvent se 
produire: s’il existe une solution du systkme (9) qui annule aussi y, .,n a AL # 0 
(thCorbme 3.2(e)), ce qui signifie que la multiplication par y de AD-1 dnns AD n’est 
pa:; surjective. Si, au contraire, aucune solution de (9) n’annule y, on a AL = 0 et la 
mrJtiplication par y est surjective. Ainsi Etude de cette multiplicatisr, par y peut 
permettre de calculer les solutions des systkmes (S) et (9). 
&t6t que de faire varier les ni dans K ou z, nous allons introduire des 
indeterminees UO, . . . , U, et poser 
C’est un element de R [ Uo, . . . , U,]. avec R = K[Xo, . . . , XJ. 
Pour simplifier les notations uldrieures, nous poserons toujours: 
R =K[X,, . . .,x,1 
et 
V,=K[Ul),.... Un]OK V pour tout K-espace vectoriel V; 
nous identifierons les elements D de V et leurs images 10 o dans Vu. Ainsi, par 
exemple, 
LE(R’)UC&, 
puisque R est grad& (degre total en X). Nous considkrerons toujours les V; comme 
6tant de degr& zero, c’est-&dire que des notations telles que Rd,, A$ signifieront 
(&J, (A%. 
Ceci &ant, considerons le diagramme commutatif 
D -1 RCJ -t RE 
oii L designe Za multiplication par L et ou les flbches verticales ont ies projections 
canoniques. Ainsi, & est 1’extens:ion 5 I?: de la projection canonique pD : RD -D 
A”, et le noyau de pD est I’ensemble des Gflo+ * 0 l + G~-&-I 06 Gi E Ra-” pour 
tout i. Autrement dit (pD, AD) est le conoyau de l’application lineaire 
&RD-do~RD-d~,<. , .XRD-dk-t_,RD 
definie par @(GO, . . ..Gk-I)=CGiE. 
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11 est facile d’ecrire la matrice @ de 4 quand on prend pour base des K-espaces 
vectoriels qui apparaissent, la base formee par les monbmes. 
Exemple. Dsns I’exemple du paragraphe 2, cette matrice Q> est la par tie gauche du 
tableau (3). 
Nous appellerons riduction de Gaws d’une matrice l’operation r6cursive suivante: 
si la matrice est nulle ou vide, ne rien faire, sinon choisir un element non nul de cette 
matrice (le pivot), ajouter B toutes les lignes autres que celle du pivot un multiple de 
la ltgne du pivot de manike B annuler 1’ClCment correspondant de la colonne du pivot 
et faire une reduction de Gauss de la sous-matrke Jbtenue en supprimant la ligne et 
la colonne du pivot. 
Ainsi une reduction de Gauss sur la matrice @ permet de calculer une nouvelle 
base el,. ._. , e, de RD telle que el,. . . ) e, soit une base de I’image de 4 et que la 
matrice de 4 sur cette ncwt;ile base ait la forme 
li 
1 * I 
1 r 1 
1 I* 
9 1; 
_____---____I-. 
I 
s-r 0 I I 
(5, permutation pres des colonnes et des lignes et g multipliication pres des lignes par 
les inverses des pivots) ol les * dbignent des coefficients quelconques. 11 CSL clair 
que la restriction de pD au sous-espace vsctoriel engendre par ercl, . . . , e, est un 
kmorphisme; en particulier dimK (AD) = s - r ; ii en resulte que, si r = s, le systeme 
d’tquations consider6 n’a pas de solutions.. 
Appellons C la matrice de changement de base que cette reduction de Gauss nous 
a Bermis d’obtenir; on a @’ = CM. 
Remarque. Pour programmer cette reduction de Gauss et calcukr ia matrice C qui 
est seule utile dans la suite, il n’est pas utile d’ecrire d’un seul coup la matrice @; il 
suffit d’ecrire ses colonnes une apres l’autre dans la meme zone memoire: initialisant 
C en matrice unite, on pro&de comme suit pour chaque colonne de @: Ccrire la 
colonne; la multiplier par I’ancienne valeur de C; chercher un pivot dans la colonne 
obtenue et dans les lignes 03 on n’a pas encore trouve de pivot; s’il y a un pivot, les 
operations ur les lignes qui annulent le reste de la colonne consideree correspondent 
;i la multiplication g gauche par une matrice C1; remplacer C par CIC et passer Zi la 
colonne suivante. Cette remarque est utilisee dans l’algorithme explicite de [“I]. 
Revenant aux [ &, . . . , U,, J-modules, II est facile d’icrire la rnatrice de 
L : R $-’ + R g sur les bases constitu6es par les mon6mes, matrice que nous noterons 
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aussi L. I1 est immCdiat que CL est la matrice de E sur la nouvelle base de R f: 
calculke ci-dessus (toute base de RD est aussi une base de I?;). Sur la base de A5 
constituke par les images de e,+a, , . . e,, la matrice de pD& = Lp il D-1 est constituke 
par les s - r dsrnibes lignes de CL, et done aisCe B calculer. 
Exemple. Dans l’exemple du paragraphe 2, la matrice L est la pa&e droite du 
tableau (3) et les s - t dernikres lignes de CL constituent la partie no?\ triviale de la 
matrice (4). 
A ce stade de la Gduction nous devons rcexprimer le problbme afin & lui donner 
une forme plus g&&ale qui nous pemettra d’opker rkusivement. 
Nous avons done affaire B un A-module grad& M engendrk par ses Gments de 
degri! <B (ici M = A); la composante MD-’ de M est exprimCe comme quotient 
d’un K-espace vectoriel Y (ici V = RD-’ ), et l’on connait la matrice A GI composC de 
la multiplication par L et de la projection p : V+MD-‘; 
VU 
I\ PV A L 
ME-‘- ME 
Comme nous supposons vkifikes les conditions Cquivalentes du thCor&me 3.2, 
i pour toute extension infihie K’ de AK, il existe y dans A;# tel que la multiplication par 
y soit.une surjection de A&’ SUF A& et sue bijection de M$ sw Mgi pour tout 
(d 5 I>. Cette condition sera appellbe plus bas condition (Y) 
Lcmme 4.1. Si x E Mf-‘, si z E AL, et si la condition ( Y) est vt+ifi4e, on u : 
yx =0*2x =o. 
En raisan de la commutativitt de A, on a yzx = zyx = 0; comme zx E At @Meg, la 
multiplication par y est injective, ce qui entraPne que zx = 0. 
Proposition 4.1. Si la condition ( Y) est vt!rifu?e, ilexiste wne base de Vdt!“nie par we 
m&ntrice rd coefichts dans K, PW laquelle la matrice de Lpu est de la forme ., 
nr = (A’ 0) 
0G /1’ est une matrice cake. 
xernple. Au paragraphe 2, Ar est la matrice (6). 
Si K est infini, on pew prendre K’ = K et choisir la base de V de manike que le 
noyau tie yp (qui est une application surjective) soit engendre par les derniers 
kl&ments de cette base. Le Lemme 4.1 ifnplique.alors que le noya)a de Lpu contient le 
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noyau de yp, ce qui demontre la proposition, compte tenu des dimensions de V, MD 
et ker(yp). 
Si K est fini, il faut utiliser le lemme 4.1 autrement: si x E Mg-l, alors yx = 0 
implique Xix = 0 pour tout i; autrement dit, ker(yil)c nker(Xip). 11 y a en fait 
egalite car y est combinaison lin&aire (a coefficients da&K’) desXi. On adonc, puisque 
yp est surjectif, 
dim( VKI) = dim(nker(Xip)) + dim(@a ). 
K’ K’ K’ 
UN 
Comme tous ces espaces vectoriels sont, en fait, definis sur K, cette egalite est 
egalement vraie sur K, et il suffit de prendre: une base de V dont les derniers elements 
constituent une base de nker(Xg); comme Lpu s’annule sur r\ker(Xp), l’egalite 
(10) entraine la proposition. 
Th6orime 4.1. Suit r le nombre de lignes de A ; supposorts la condition ( Y) vt+ifiee. 
(a) Le rang de A est igal ci r. 
(b) L’id6al engendre' par les diterminants r x r extraits de A est principal et engendre’ 
par un polyn6me G(Uo, . . . , U,,) homog&e et de degre’ r en Uo, . . . , U,,. 
(c) Si M = A le polynftme G se de’compose, sur une cl&ure atgebrique R de K en 
produits de factews du premier degrk. Le polykme a0 LJO + - l * + a, U,, est un tel facteur 
si et seulement si ((Ye:, . . . , a,) est un zero c~ommu4i aux Fi. 
(a) r6sulte de la surjectivit6 de la multiplication par y : si y = C y&i, la matrice de 
yp s’obtient en substituant les yi aux Vi dans la matrice de A, et cette substitution ne 
peut que diminuer le rang. 
(b) La multiplication par r (cf. proposition 4.1)) peut s’obtenir comme succession 
d’operations consistant soit a multiplier une colonne p&r un Clement de KT soit 5 
ajouter un multiple d’une colonne a une autre colomle. Ces o&rations ne changent 
pas I’idial engendre par les determinants, ce qui montre qut” cet ideal est dgal B l’ideal 
engendrd par le determinant G de A’. 
(c) Pour demontrer la troisibme assertion, adjoignons l’equation u&, + l l 9 + 
us, = 0 aux equations Fi - 0. Cela determine un nouvel anneau A’= 
A/(uxO + 9 l - + u,X,), et AtD = 0 si et seulement si le nouveau systeme n’a pas de 
zero commun. Mais AID = AD/(uOXO +a 9 . + unXn)AD-* et AfD = 0 signifie done 
que la multiplication par u,&+ l l l + u,X, est surjective, c’est-a-dire que 
G(uO,, r . , u,) # 0. Par ailleurs si les (ao,i, . . . , an,i) (j = 1, I . . , h) sont les zeros 
communs de l’ancien systkme, le nouveau systeme n’a pas de zero commun si et 
seulement si 
fl (CYQ,~UQ + * l 9 + a,,ju,) f 0. 
i 
Autrement dit Hi (ao,tUo+ - l m + an,jUn)l et G( Uo, . . . , t’_,) ont les mcmes zeros, ce 
qui donnc le resultat a l’aide du thCori?me cles zeros [S, t%oremq 33, par exemple]. 
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Rmaarque. Nous verrons plus loin (paragraphe 7) que la multiplicite d’un facteur de 
G est egale a ra multiplicite du zero correspondant. Autrement dit, ce theoreme 
permet non seulement de calculer les zeros, mais aussi de determiner leur multi- 
plicite. En partlculier, on peut reconnaitre les zeros multiples (singuiie. s) des autres. 
5. Riduction - Deuxikme partie 
Au stack actuel de l’algorithme, nous ne connaissons pas l’element y, ni a fortiori 
la matrice f, et il esC tres onireux de calculer directement G comme PGCD d’une 
famille de determinants. Aussi, allons-nous prodder a une suite de reductions 
recursives qui vont aboutir B obtenir la matrice A’ sous forme de matrice triangulaire 
par blocs. L’indrtt de cette reduction, outre d’eviter de calculer dcs PGCD, est 
d’obtenir G sous une forme deja partiellement factorisee. Cette :nithode de 
reduction amenera a travailler sur des A-modules M qui seront obtenus comme 
quotients de sous-modules de A. 
Revenons done au diagramme 
Les coefficients de la matrice A sont des polyn6mes homogenes dd premier degre 
en U. Choisissons un indice i tel que Vi apparaisse dans A; par exemple supposons 
que UO apparaisse dans A et prenons Vi = &. 
En pro&dam a une reduction de Gauss sur la matrice des coefficients de UO, et en 
effectuant les rn8mes operations ur les lignes de A il est facile de calculer une matrice 
carree rl a coefhcients dans K telle que 
Z-,A = 
xJ,A,,+A, A2 c A3 > A4 
oti A0 est une mstrice trianguhke inversible, A 1, AZ, A4 sont des matrices indepen- 
dantes de U. et oti A2 peut dependre de Uo. 
Exemple. Au paragraphe 2, la matrice r,A est la matrice (5). &pendant, pour avoir 
des matrices plus simples, nous avons effect& les reductions de Gauss du paragraphr: 
2 aussi bien sur les lignes que sur les colonnes (‘diagonalisation’). C’est pourquoi la 
matrice AO est diagonale et A2 ne depend pas de U (= Uo), 
Deux cas sont ;i considerer: 
Premier cas. Le nombre de lignes de A3 et A4 est nul, i.e. 
GA =(U,A,tA, A,). 
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Decomposons AZ en .A, = U,Ai+Az oh A; est h coefficients dans K et A; ti 
Icoefficients dans K[Ui, . . . , Un]. Posons 
r;! = 
I1 -A,‘A; 
0 12 
oti Ii et 12 sont des matrices unites de dimensions convenables. On a 
&W,=(&A,+A, A;-AIAi’.4;). 
Lemme 5.1, AZ -A,A,‘A” = 0. 
Utilisant les notations de la proposition 4.1, on a 
(&A,+A, A;--A,A,‘A;, = l-‘,(A’ 0)~--‘1‘; = (r1A’ O)Y’f2 
et il existe done deux matrices Al et A2 1 coefficients dans K telles que 
UCAO+AI = flA’AI et A,” -A,A,‘A; =rIA’A2. 
Substituant 1 a UO et 0 aux autres Vi, il vient 
A, = r,A’(l, 0, . . . , O)Al et 0 = r,A’(l, 0,. . . , O)A2 
Ainsi riA’(l, 0,. . . , 0) est inversible et 42 = 0, ce qui demontre le lemme. 
Corollaire. G est le d&erminant des colonnes non nuiles de rIAr2. 
Deuxi$me cas. Le nombre de lignes de A3 et A4 esi r # 0. 
II y a deux man&es de traiter cette situation: on peut montrer que la matrice 
(A3 A,) est la matrice d’une application A : Vu + iWE correspondant hun module A4 
vkrifiant la condition (Y), puis calculer la matrice r telle que (A, A4)S = (A’ 0) pour 
une certaine matrice car&e A’; c’est possible, recursivement, car le nombre de lignes 
de (A, A,) est strictement infCrieur a celui de A. On a alors 
On peut montrer que A” est la matrice d’une autre application A: V,+iWD, 
correspondant A un autre module M satisfaisant la condition (Y). Une autre 
recursion permet done de calculer une matrice r’ tel que A”r’ t= ;A”’ 0) oii A”’ est 
Cgalement une matrice carree. 11 est clair que le polynbme cherche G est le produit 
des determinants de A’ et de A”‘. 
L’inconvenient de cette methode est que la recursion suit un arbre binaire et sa 
programmation est done plus compliquee que la methode que nous allons exposer. 
Celle-ci consiste Cgalement Q interpreter (A, A43 comme la matrlce d’une appli- 
cation A I VU + ME, mais, au lieu de msttre cette matrice sous la forme (A’ U), on iui 
applique simplement la discussion ?I: debut: on choisit une indeterminke Vi, 
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par exemple Ur, et des matrices r:, A& . . . , A: telles que 
‘.: n: 
.!-:(A,, A,> = (“4;” A;) 
que At soit trikgulaire inversible et que n :, A:, A: soient ind6pend;nts de VI (et 
ad, evidemment, de IlO). Si le nombre de lignes de (A: A:> n’est pas nul, on peut 
recommencer, Ccrire 
et iterer jrlsqu’i obtenir un entier k tel que 
1.:(A$-’ A:-‘) = (Uk A;+At; A;). 
Si on pose A,” = &A$ + A$ avec As indkpendant de U,, et 
1;= 
II 
0 
, 
le lemme 5.1 montre que 
r; ,A:-’ A,k-‘)r2 = (&A,“+A: 0). 
Posons, pour tout i, 
I 0 
r’ = o ( ) =i 1 
ou I est une matrice identite de dimension convcnable. On a done 
rkrk-l 
* 9 . I”flArz = 
At A’ 
U,A:+A”; 0 
Aussi l’ideal engendre par les determinants de A est le produit du dbterminant de 
UkA,“+A: par l’ideal engendre par Iies determinants de A’. En apphquant la 
discussion precedante PA’ et en it&ant, on obtient le theorkme suivant, sous reserve 
que l’on puisse app!iquer le Lemme 5.l chaque Eois que n6cessaire. 
Elaremple. Au paragraphe 2, les matrices A$ et A: n’ont aucune lignes (i.e. k = l), la 
matrice f_&ljjg + A: est simplement -V+ W et la matrice A’ est simplement la 
matrice &A,+ Al de I’Ctape preckdente, bordCe de deux colonnes nulles. Sa 
-Cduction est done deja faite. 
Borkme 5.1. L’algorithe prh?demment dicrit permet de calculer le polynhae G 
comme produit des d2termint: nts d ‘un certain nombre de matrices carries de la forme 
i&A; -I- A f oii Ai es? une matrice triangulaire inversible h coeficients dans K et A f une 
matrice carre’e ci coeficient,9 liniaires et homog2nes ett &I, U~+Z, e . . , Ufl. 
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emarqw. La procedure REDUC de I’appendice A.4 est exactement une traduc- 
tion de l’algorithme precedent, Zt un detail prbs: dans REDUC, on a systematique- 
ment multiplie Q droite les matrices qui interviennent par les matrices 
( 
(A$” -(A;)-‘n$ 
0 ) I ’ 
ce qui allonge le temps de calcul, mais simplifie 16gerement la programmation. 
Pour terminer la demonstration du theor5me 5.1, il faut done interpreter la 
signification des matrices (A3 A,)- et A’. Pour cela, designons par Q, , . . , es et 
cl ,..‘, er les bases de V et MD sur lesquelles la matrice de j&p” est 
f,A = 
( 
UoAo+A, A2 
A3 > A4 
. 
En substituant 1 B UO et 0 aux autres v(:, on voit que l’image de la multiplication 
par Xc est engendree par el, . . . , e, oti r est la dimension de AG. Ceci rniontre que 
(A3 A,) est la matrice de l’application compode 
~1: Vu =Mf: -) (M/Xt,M);. 
Posons M’ = M/X&4; il est facile de verifier que M’ v&ifie la condition ( Y) et que 
p1 est l’application compode L’pL oii L’ est la multiplication par L dans M’ et p’ 
l’application compode de p et de la surjection canonique MD-’ -, MD-‘/XflDm2. 
Ceci montre que le lemme 5.1 s’applique bien & la matrice (A3 A,). 
En it&ant ce qui precede, on voit que (A:-* A:-“) correspond B l’application 3 
et que MD =XflDml + * l l +XkMDel. Designons par e\, . . . , e: et E i, . . . , E: ies 
bases de V et MD sur lesquelles la matrice de Lpu est 
( 
A2 A’ 
&A;+A: 0 ) 
et appelons r la dimension de &A$ +A:. La images de ~:_~+t, . . . , E: constituent 
une base de (M/X&4 +- - l +Xk-,M)D et les images de e:_,+l, . . . , e: dans ce 
module sent nulles. 
11 en resulte que.XflD-’ + l l l +Xk-lMDel est de dimension t -- r et a pour base 
t 
e1,*.*9 8 :-, Appelons V’ le sous-espace de V engendre par e:.+l, . . . , e.: ; l’image 
de Vb par Lpv est contenue dans .&.iW~-’ + l .a +&-&ffl,i Posons enfin 
M”=Ap,( V’)+X&Z+ * l a +Xk-!.M. Comme les multiplica ions par Xi et par y 
commutent, on voit facilement que M” vhifie la condition ( Y)l, que la restriction p’ de 
p B V’ a son image dans M”D--l et que la matrice de Lp” est A’. L’application 
pl : v’ + M”D-1 est surjective: raisonnons d’abord sur me extension inhie K’ de K; 
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comme I,p&Vb) c M”:, on obticnt, en substituant les coefficients de y aux Vi, 
l’inclusion yp~e( I$ ) c M$ ; il en r&ulte, par passage au quotient, une application 
surjective de V’l/ V al sur M$/M$, qui est bijective car il y a CgalitQ des 
dimensions; on en de&it que l’application PK’ induit une injection de ! ke/ Vka dans 
M$-l/M$-‘, ce qui entraine que pkO : Vkr + ML?-’ est une surject..on et qu’il en 
est de m&me de pr : If’+ 
Ce qui pre&de montre que la methode d&rite paur reduire ta matrice A 
s’applique a ta matrice A1 et termine la demonstration du thboreme 5. I. 
Remarque. La vahdite de l’autre methode de reduction esquissee plus haut se 
demontre de meme, les matrices A’ et A” correspondant alors aux modules M/XJ4 
et X& + p’( V’). En fait, cette autre m&thode s’est averee meilleure ;13). 
6. Callcub fioaux 
5. I. Cas oli les conditions du thkorime 3.2 ne sont pas v&ifikes 
Si le systeme possede une infinite de solutions projectives, le rang de la matrice A 
que l’on a reduite au paragraphe pr&dent est inferieur h son nombre de lignes et les 
modules qui apparaissent ne verifient pas tous la condition (Y). Au tours du 
deroulement de I’algorithme, cette situation se revble done nkessairement par au 
moins un des deux faits suivants: 
(a) Apparition d’une matrice (Ai Ai) qui est nulle. 
(b) Non validid du lemme 5.1 lors d’une de ses utilisations. 
Ces deux faits se testent en comparant a zero certaines matrices qui apparaissent 
pendant l’execution de I’algorithme. 11 en resulte que l’algorithme permet de verifier 
si les conditions equivalentes du theoreme 3.2 sont satisfaites. 
Remarque. Le fait (a) est automatiqueroent test6 au tours de l’ex.ecution; il n’en est 
pas de m$me lu fait (b); si l’on est certain de la validid des conditions Bquivalentes 
du thCor&me 3.2, on pagne donc du temps d’execution en ne testant pas (b). 
11 est possible que, si le systeme a une infinite de solutions, le fait (a) ait toujours 
lieu. Si tel Ctait le cas, le gain de temps p&&dent serait toujours possible. 
6.2. Solutions aycaril une ctiordonnke rrulk 
L’algorithme decrit au paragraphe pri&dent donne les solutions (a*, . . . , a,) 
c0mme facteurs lineaires (lo U. + l l l + a,@,, de determinants de matrices de la forme 
&At +A: oii Af est une matrice triangulaire inversible & coefficients dans K et A: 
une matrice carree a coefficients lineaires et homogenes relativement & 
uk+l ,a*-, U,. Les facteurs lineaires d’un tel dkerminant sont tous de la forme 
ak& +* ’ ‘+a,& 
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avec ok # 0. Les solutions correspondantes verifient done toutes a0 = al = a . l = 
ak_l = 0 et ak # 0. Pami ces sohtions certaines peuvent v&if& aj = 0 pour un 
certain i > k. I1 est facite de les separer des autres: il suBit de modifier i’ordre 
uk, uk+l, . . l , un 
dans lequel on considere les Ui en 
puis d’appliquer l’algorithme d&it au paragraphe 5 a la matrice uk& +./I:. 
Cette separation des solutions a I’intCr$t de reduire la taille des determinants a 
calculer et peut done simplifier fortement la fin de la resolution. 
L’algorithme separe en particulier les solutions A l’infini (a0 = 0) des autres. Cela 
est particulierement interessant, car l’homogeneisation introduit souvent de 
nombreuses olutions parasites 2 l’infini. 
6.3. Solutions SW un hyperplan particulier 
I1 peut arriver que, pour des raisons’ geometriques, il soit vraisemblable que 
certaines olutions appartiennent a un hyperplan particulier d’iquation 
b&o+. -+b,,X,,=O; 
cela signifie que aobo +. . - + unbn = 0. 
gupposons, par exemple, que ba ne soit pas nul et effectuons le changement lineaire 
de variables 
Vi = Vi +(bi/bo)Uo pour ;>O, Ub = Uo. 
L,e polynbme a0 U0 + l * - + a,, U, devient alors 
Ceci donne un moyen de &parer les solutions verifiant C aibi = 0 des autres: on 
effectue le changement de variables ci-dessus dans la matrice 
k 
ukf&+fi, 
et on applique l’algorithme du paragraphe 5 a la matrice obtenue. Ceci conduit a 
des matrices du type U:A6 + Ai ; celles de ces matrices pour lesqueiles i f 0 cor- 
respondent aux solutions telles que C aibi = 0. 
6.4, Calcul dcs solutions 
I1 y a un cas oti le calcul des solutions correspondant a 
k 
uk&+A, 
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est immediat: c ‘est quand cette matrice est de dimension 1. Son unique coefficient 
a& +. . .+anUn 
est alors egal B son dgterminant et donne done sans calcul la solution 
(Q&P . . . , a,). 
Dans le cas g&r&al, la methode consistant 6 calculer le determinant de F = 
&At+At et 1 factoriser le polynikne obtenu est onireuse. 11 est plus rapide de 
prodder comme suit: on peut supposer A: # 0; sinon le determinant cherchC est 
simplemeat une puissance de U,. Supposons done, par exemple que Uk.+r apparaisse 
dans _4:, et substituons la Uk+i et 0 B t&+2,. . . , LJ,; on obtient une matrice 
oh A,” et A: sont des matrices calaires. Si G( Uk, . . . , U,,) est le d6termiaant de H et 
t?(U,J = G(U,c, 1, 0, . . . , 0) celui de H, il est immediat que, pour tout facteur 
a& + - - .+a& 
de G, on a ak f 0 et -ak+Jak est une racine de G. Comme les solutions et les facteurs 
de G sont d&finis B multiplication par un &&ment de K pr&, on peut supposer ak = 1; 
il en resulte que les coeficients ak+1 des solutions sont les racines de l’equation 
@(-&)=O. 
Supposons pour l’instant cette equation resolue, et soit &+l une de ses racines. Les 
solutions correspondantes sont sur l’hyperplan d’equation 
ak+lXk -xk+l. 
E’argument decrit au paragraphe 6.3 ci-dessus permet, a l’aide d’une nouvelle 
application de i’algotithme du paragraphe 5, de &parer les solutions (1, ak+lr . . . ) 
des autres. Si, en owe il n’y a qu’une solution de la forme (1, &+I, . . . ), ce qui eSt le 
cas le plus frequent, ses coefficients ont obtenus comme foactions rationnelles de 
&+I. S’il y a plusieurs solutions de la fOrme (1, bek+l, . . . ), kdgOrithe du para- 
graphe 5 peut eond:rire B des matrices &At + A’; de dimension supkrieure & 1; mais 
leur dimension est inferieure B celle de la matrice dont on est parti; en faisant jouer 
successivement h uk+& , . . , U, le r&e joue par &+I dans l’argument prkkdent, on 
finit par calculer tous les coefficients des solutions (1, &+I, . , . ). 
I1 reste a voir cowment calculer les racines de G(--uk). Une premibre methode 
cwsiste a calculer ce poly&me, par exemple par interpolation, et k calculer ses 
racines par n’importe quelle mkhode classique. Une seconda m&hode consiste a 
remarquer que les racines de G(-uk) sont exactement les valeurs propres de 
x&l,“)-’ (rappelons que A,” est triangulaire inversible). Les mdthodes de calcul des 
valeurs propres permettent done de risoudre directement l%quation 8(-uk) = 0 
sans calculer le polynijme G. 
Si :‘on s’indresse & la structure algebrique de l’ensemble des solutions, il y a 
toutefois inter& 6 calculer G et a le factoriser en facteurs irreductibles et unitaires. Si 
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f(&) est un tel factrur, on peut travaillet dans le corps K(ak+]) = K[X]/(f(-X)); la 
poursuite de la resolution donne alors les solutions, le plus scwLnt rationnellement, 
en fonction de lzk; en outre, les solutions conjuguees ont regroupees. 
7. Multipliciti 
11 est frequent que certaines des solutions du systeme consider6 soient des 
solutions multiples; par exemple l’intersection d’un cercle et d’une tangente est un 
point double. Ces solutions multiples ont souvent une origne geometrique diffirente 
des solutions simples et doivent Gtre consider&s comme irregulieres. 11 est done utile 
de les reconnaitre et d‘en calculer Cventuellement la multiplicite. L’algorithme que 
nous avons decrit le permet sans calculs supplementaires, comme l’affirme le 
theoreme suivant dont la demonstration est l’objet de ce paragraphe. 
ThborGme 7.1. Dans l’tkonce du lht!orSme 4.1, la multiplicitd d’un facteur aoUo + 
- * * + a&, de G est &gale d la multiplicite’de la solution (no, . . . , a,,) correspondante. 
Pour que cet enonce ait un sens, il faut une defkition precise de la multipiicite 
d’une solution (ao, . . . , a,). Par definition, cette multiplicite sera la multiplicite de 
l’anneau A en l’ideal premier fi engendre par les aiXi - aiXi (voir proposition AL.~ et 
[4, p. 51]), c’est-&dire la longueur de l’anneau artinien A,. 
Effectuons un changement lineaire et homogitne de variables, de maniere que, 
relativement aux nouvelles variables, la solution (a~, . . . , a,,) devienne (0. , . . , 0, 1): 
il suffit de prendre Xr =Xi -(ai/@ ,)X, pour i <n, XL z X,, C/L = 
aoUO+. - - + a,U, et U: = Vi pour i # n (on a suppose a, # 0, ce que l’on peut 
toujours faire apres permutation Cventuelle des variables). 
Lorsqu’on applique l’algorithme du paragraphe 5 le polyn6me G correspondant g 
un module M est decompose n un produit d’un polynbme G’ correspondant B un 
module M’ = M/(X&V + m + - + X;_JW et d’un polyniime G” correspondant B un 
module M” = X&M -I-. . * +XL _! M +pl V’) appelons M”’ le module XI,M + * . * + 
X;_IM. De la suite exacte 
(-)+.&f”‘+M+M’+O, 
on deduit la rslation 
. . . 
mwlt(g, M) = muIt& M”‘) + kilt(h, M’) 
entre les multiplicitCs (mult(,& M) est la longueur de n4,$. Mais, comme ,& est 
engendre par Xl, . . . , X:, -1, l’element X:, est inversible dans A,; il en r&the quc si 
z E p( V’), l’image z/l de z dans Mz est Cgale g Xaz,‘XL, ce qui montre clue 
MS = M,” (car Lp( V’) c M’G) et que M” et M”’ ont mtme multipiicite. 
11 r&&e done de ce qui precede qu’il suffit de demontrer le theoreme lorsqw G 
est le determinant d’une matrice de la forme LJk& + A: correspondant a un certi;in 
module M, et lorsque la solution est (0, . . . , 0, 1). 
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Si k # n G n’a aucun facteur 6gal k X,, ; par ailleurs, Xk est nilpotent et X, 
inversible dans l’anneau artinien A,; comme la multiplication par Xk de Mdql dans 
Md est surjective pour d BD on a, pour tout z de M et pour tout 1, 
xf+‘z = x:t; 
si 1 est assez grand, XL = 0 dgns Ah, ce qui entraine que M,+, =C*, c’est-G-dire 
mult(4, M) = 0. 
Si k = n, on a At - 0, et G = AU;, avec A E K et r = rang(&). 11 existe, d’autre part 
une suite 0 = MO 5 MI s l 9 - s Ml = M de sous-modules grad& de M tels que, pour 
tout i, Mi+l/Mi = (A/pi)(&) 06 hi est UII ideal premier grad& de A et (A/#i)tZi) esc 
d6fini par (A/#)(li)d = (A/#)d*‘i [4, paragraphe I.7.41. Comme dknK (Md) est 
in&pendant de d pour ri assez grand, il en est de m$me dimK (Mt+1/:+44). Si Ai est 
I’idCal #C engendri: par tous les Xi, on a A/A, = K et cette dimension zst nulle; si hi 
est un id6al premier different de UB et A, il existe z E A 1 tel que z E b et .? ti fii ; posons 
z = CyIJ Z&i; en substituant les Zi aux Ui dans U,&, on voit qu,: la multiplication 
par z annule MD-l, et done aussi (Mi+l/Mi)d pour d >D- 1; ceci implique que 
I UMi+l/Mi = 0, ce qui est contraire aux hypothbses, car z ne &vise pas z&o dans 
Mi+l/Mi. Ainsi, si hi #*, on a fbi = 4, et, comme A/b =K[X,,], on a 
dimK(Mf+JMf) = 1 pour n assez grand. 
On a done montri que dimKMD est exactement le nombre d’indices i tels que 
hi = b. 11 est facile de v&ifier que l’anneau artinien A, contient le corps K(X”) et que 
44/f% = K(Xn); ceci montre que 
mult(fi, M) = dim KIX,)(J~~) =c dimllccx,,)(M+1/Mi)b. 
i 
Mais (Mi+~/Mi)~ = (A/hi)@A,; CL’ module est done nul si hi = M et isomorphe A 
K(X,) si pi = p. Ceci montre done que mult(#, M) = dimKJ.lD = r et termine la 
dkmonstration du theorkme 7. T. 
8. Complexlt~ 
La complexit de l’algorithme que nous avons dCcrit depend kidemment du corps 
K sur lequel on travsille. 11 ya trois cas importants que conduisent & des estimations de 
complexit dif%renses: 
(a) La complexit des opkrations de R est constante; c’ea’t le cas lorsque l’on 
travaille dans le corps des complexes. 
(b) La complexitk d;. 3 ophrations de .K cst constante mais pas celle des operations 
de a; c’est le cas lorsque K est un corgs fini. 
(c) La complexit des operations de K n’est pas constante; c’est le cas lorsque K 
est le corps des rationnels. 
Par ailleurs, la rkeolution _=omplbte comprend la r&solution d’une (ou plusieurs) 
&quations en une inconnue. Cette complexit d6pend 6galement du corps sur lequel 
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on travailie. Si, en particulier, le corps K est Q ou un corps fini, cette resolution est, 
en fait, une factorisation, et la complexid totaJ.e de l’algorithme d6crit depend $de 
celle d’une telle resolution-factorisation. 
Enfin, la complexid de notre algorithme depend beaucoup de la structure 
algebrique et geometrique de l’ensemble des solutions. 
D’un autre CM, la difficult6 du problbme depemd de nombreux param&es,, 2 
savoir ie nombre d’equations k. le nombre de variables n et la suite des degres 
d 0,. . . , k-1. 
Tout ceci fait qu’une etude compitte de la complexid sortirait du cadre de cet 
article, et que nous nous limiterons au cas particulier od toutes les equations ont le 
meme degre d, 
Lemme 8.1. Si toutes les equations ont le mgme degre d, le nombre L des lignes et le 
nombre C des colonnes de la matrice Q, du paragraphe 4 v&ifient 
L < (ed)” et C d k(ed)“. 
OnaeneffetD=(n+l)d-n, 
et 
C=k(‘D+l-d)(D+2-~d)~..(D+n-d)<kL -- 
n! 
- . 
Propsition 8.1, L.‘etape de l’algorithme d&rite au debut du paragraphe 4 necessite 
O(k(ed)‘“) operations de K et la mise en memoire simultanee d’au plus O((ed)*“) 
eltfments de K. 
Cela resulte immediatement de la redwtion de Gauss qui est effectuee, compte 
tenu que l’on n’c? pas besoin de stocker lai matrice @, mais seulement la matrice C. 
Proposition 8.2, S’il y a N solution cornat& aver= leur multiplicitei P&ape de 
l’algorithme d&te au paragraphe 5 necessite la mise en memoire simultanee d’au 
plus O(ne”d”N) Uments de K; le nombre d’operations de K est 0(ne”dnN3), mais 
seulement O(ne”d”N*) s’il n’y a pas de solution h l’infini. 
La matrice A du paragraphe 4a done N lignes; son nombre de colonnes est major6 
par (ed)” et chacun de ses cotiticients est eonsritue de n + 1 elements de K. Pour 
6crire cette matrice on a besoin Cgalement des N dernieres lignes de la matrice C qui 
a moins de (ed)” colonnes, 11 en resulte que l’bcriturc de A necessite au plus 
(n + 2)e”d”N memoires; ii est facile de verifier que le calcul de A = CL ne n6cessite 
aucune operation de K. 
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La reduction de A consiste n une suite de rkductions de Gauss; lorsque le nombre 
de pivuts trouves est Cgal au nombre de lignes de A, on sait extrafre de A une 
sous-matrice carree. En general, il n’y a pas de solution a l’infini, et l’etape est 
terminee aprbs un nor&: de pivotages Cg__ ~1 tu nombre de lignes Y de A. Ceci 
conduit done a, au plus Q(N’(n + l)(ed)“) operations. S’il y a beaworlp de solutions 
sur lees hyperplans coordonnees, il peut y avoir jwqu’a N matrices candes WkA$ + A: 
isolees par l’algorithme du paragraphe 5, ce qui yeut conduire jusc;:l’a $N(N + 1) 
pivots, et done 0(ne”d”N3) operations. 
Remaque. Cette estimation est t&s grossi&re, car la separation d’unc sous-matrice 
carree ne ditruit pas completement le pivotage qui a deja et6 effectue sur le reste de 
la matrice. 
Thiiorkme 8.1. Considerons un syst&ze (8) dont toutes les equations sent de degre’ au 
plus d et qui possede N solutions simples dont toutes les coordonn&es sont distinctes et 
non nulles (situation generale). La resolution de ce systeme selon I’algorithme decrit 
ntfcessite au plus 
+O(ke3”d3”) operations de K 
+O(nN4) operations dans des extensions de degre’ N de K ou dans la cMture 
algebrique de K 
+ Le calcul des valeurs propres d ‘une matrice N x Nou la resolution d une equation 
de degre' N en une inconnue et 0(N3.8) operations de K. 
Comme N <dd” (thtoreme de Bezout), on a nN2e”d” C ke3”d3” et les deux 
premieres Ctapes, ensemble, necessitent 0(ke3”d3”) operations. Le calcul des pre- 
mieres coordonnees des solutions necessite, soit le calcul des valeurs propres d’une 
matrice N x N, soit l(e calcul de son polynbme caractbristique t sa factorisation. Le 
calcul du polyn6me par interpolation necessite celui dc N determinants de K, soit 
moins de O(N3V8) operations, la complexid de l’interpolation &ant negligeable. 
Connaissant la prem;%re coordonnee d’une solution, on peut appliquer de nou- 
veau l’algorithme du paragraphe 5 pour obtenir toutes les autres en 0(nN3) 
operations; les N solutions necessitent done, ensemble, 0(nN4) operations dans des 
extensions de K, cc qui demontre le theoreme. 
Corollaire. Si les .so&utions verijient les hypotheses du theoreme 8.1, et si k G 2n et 
d 2: 3, l’algorithme est polynomial relatirement au nombre maximal theorique de 
solutions. 
Ce nombre maximal est d” (thkorbme de Bezout). I1 suffit done de verifier que les 
operations dans une extension algebrique de degre d” de K sont polynomiales en 
terme d’opera;rons rde K, et que la resolution d’une equation zlgebrique l’est 
bgalement. Le premier point est facile. Le second depend beaucoup du corps K 
consider&: si K est le corps des reels ou des complexes, il en est bien ainsi, B condition 
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de se limiter B une prkision do&e. 11 en est de mQme si K est un corps fini, mais le 
resultat correspondant pour le corps des rationnels est encore conjectural [3]. 
L’estimation qui pr&de de la complexite de l’algorithme consider& bien lque tres 
partielle permet de le comparer aux algorithmes bases sur le resultant: 
Proposition 8.3. SOUS les hypothgses du thiorgme 8.1, les algorithmes bases SW le 
r&&ant mfcessitent au moins d2”-l op&ations de K‘ et la mkmorisation d’au mains 
d 2n-1 &ments de K. 
L’utilisation du resultant pour 8’ .:miner lune variable double les degres des 
polyniimes. Cette methode conduit done ti calculer et manipuler un polyn6me: de 
degre d ‘-l. 
Remarques. (1) Ce resultat montre que, pour les grandes kaleurs de 12, notre 
algorithme est plus rspide que ceux bases sur le resultant. 11 faudrait determiner par 
des preuves theoriques et des comparaisons experimentales Bpartir de quelle valeur 
de n notre algorithme est plus performant. Nous conjecturons qu’il en est ainsi d&s 
n =2. 
(2) Les matrices @ et L ressemblent Bdes matrices de Sylvester. Flus precisement, 
!a matrice de Sylvester est la matrice @ dans le cas oti n = k = 2. Or on sait effecteur 
une reduction de Gauss sur une matrice de Sylvester en un nombre d’opkations de 
l’ordre du car& de sa dimension. Comment utiliser, dans le cas general, la structure 
des matrices @ et L pour accelerer la reduction? 
9. Conclusion 
Pour terminer, nous voudrions revenir sur les avantages et les limites de la 
methode qu nous avons d&rite. 
L’inconvenient principal est certainement de ne s’appliquer que lorsqu’il n’y a 
qu’un nombre fini de solutions. Cela peut 6tre g&ant lorsque cette non-finiwde 
provient uniyuement des solutions ;i l’infini qui peuvent &tre sans int6rCt pour le 
probleme consi.der& La generalisatialn ulterieure de la methode au cas d’une infinite 
de solutions semble peu probable; elk necessiterait, en tout cas, tout l’arsenal de la 
geometric algebrique moderne. 
Nous avons deja nentionne que notrz methode permettait d’obtenir tous les 
renseignements algebriques et geometriques possibles sur l’ensemble des solutions, 
mais il nous semble important de souligner que l’algorithme lui meme est 
‘geometrique’. PrCcisons ce qu’il faut entendre par E: tout probleme raisonnable sur 
les polynbmes, par exemple la resolukion des systemes d’bquations alg4briqws, est, 
en un certain sens, invariant par changement lineaire de variables. C’est cette 
invariance qui constitue la nature geometrique du probleme. LJn algorithme peut 
done dtre qualifie de geombtrique s’il n’occulte pas cette invariance. 1% n’est peut &re 
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pas inutile de remarquer que celle-ci, qui provient ici de la linearit en les Ui, est non 
seulement conservhe, mais est utilisBe d’une man&e essentielle au paragraphe 6.11 
no?Js semble que la nature geomktrique des probl&mes ur !es polynbmes a 6tC 
insufisamwent ulilisee dans la plupart des algorithmes les concernant, f:t que, dans la 
plupart des cas, des mdthodes ‘gCom&triques’ devraient &re beaucoup plus efficien- 
tes que les mbthodes classiques oti les polynbmes sont consid&& comme des 
polyniimes 2 une variable & coefficients polynbmes. 
A part la plemibre &ape, la complexit& de notre m&thode dCpend ir combre exact 
de solutions. Cet aspect ne doit pas &re n6gligk pour une etude compl&te de 
complexid, car un probEme interessant n’a en g&&al que peu de solutions. 
Pour ameliorer notre m&thode, et calculer avec pr&cision sa complexfd, il faudrait 
Ctudier en priorit les points suivants: 
- Comment utiliser la structure particulibre de la matrice @, notamment lorsque 
certains des polynBmes don&s sont sporadiques, pour ac&l&er \a premibre 
&ape? 
- Comment cond.uire la r&rsivid de 1’Ctape du paragraphe 5, ou comment en 
calculer la complexid pour rCsoudre le paradoxe suivant? L’existence de solutions 
$ coordonnbes nulles semble augmenter la complexit& alors yu’en pratique cell 
simplafie la rbsolution. 
- Comparaison avec les algorithmes existant; Nous n’avons pu effectuer cette 
comparaison faute de disposer de ceux-ci. C’est un aspect non negligeable de cette 
comparaison que de constater qu”.l est facile d’Ccrire un code pour notre algori- 
thme en utilisant les variabhz pottantes de n’importe quel langage de progtam- 
mation, alors que les algorithmes antkrieurs n&zessitent au pr&Iable d’utiliser ou 
de mcttre au point des programmes de maniements de polynbmes. 
Appendlce A.l. DCmonstration &I tbborkme 3.1 
Le thborkme 3.1 se dCduit facilemcnt des resultats que l’on trouve dans tous lee 
trait& d’algkbre commutative. Nous rnontrons ici comment ilis se d&.luisent de celui 
de Kaplansky [5 1. 
Proposition A.I. Avec les notations du paragrcrphe 3, si L est une extension alge’- 
briquement close de X, l’application (bl, . . . , b,,)M(Xl - bl, . . . , X,, -b,) dt$nit une 
bijection de l’ensemble des solutions dans L du systimp (8) SW I’ensemble des idtfaux 
maximaux de Bt. 
C’est le th6orbm.e des Z&OS de I-Iilbert [S, theorime 321. 
n A.2. Les assertions (i) et (iii) du thtfor$me 3.1. sont 6quivalenks. 
Si dimK B = dimR(Bg) e:gt fini, la longueur de & est finie et tout ideal premier de 
s’ est maximal et minimal IS, thCor$me 891. Ces id&Ax sont done en nombre fini [S, 
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th&or&me 881, et il en est de meme des solutions dans k! du sysdme (8) (proposition 
A.l). RCciproquement, si BE n’a qu’un nombre fini d’idkaux maximaux, il est de 
dimension z&o [5, si l-3, exemple 41 car c’est an anneau de Hilbert obtenu comme 
quotient d’un anneau de polynbmes [5, th&&me 311; cet anneau BE est done de 
longueur finie [S, th6orGme 891, et done aussi de dimension finie en tant que i?? 
espace vectoriek un Bpmodule simple est isomorphe B un quotient de BE par un 
ideal maximal; un tel quotient est isomorphe B J? (proposition A.l), et eet done un 
k!-espace vectoriel de dimension 1 Nous avons ainsi montr6 que ‘les quotients 
successifs d’une suite de composition de Bg sont des K-espaces vectoriek de 
dimension finie; ceci entrafne ilnmddiatement qu’il en est de meme de BR. 
11 est maintenant facile de terminer la demonstration du theorgme 3.1: if est clair 
que (ii) entraine (i); si (iii) est vCrifiCe, on a 
dim(Bt) = dim(B), 
L K 
et la proposition A.2 appliquCe & l’anneau BA montre que le systkme (8) n’p. clu’un 
nombre fini de solutions dans une clbture algCbri.lue de L, et done aussi dans L. 
Soit (61,. . . , &I une solution dans un corps L; quitte B agrandir .L, ora peut 
supposer que L est une extension algkllriquement close de R. Considkrons l’i,dCal 
maximal M = (X1 - &, . . . , X,, - &) de BL (proposition A.l); l’intersection w I7 Ba 
est un ideal premier de BE qui est maximal si (iii) est v&if% (dkmonstration de la 
proposition A.2), et done de la forme (X1 -5, . . . , X,, - &) avec les Ji dans z 
(proposition A. 1). 11 est facile de vkrifier que l’on a si = li pour tout i, ce qui montre 
que les & sont algkbriques ur K. 
Les inCgalitCs ur les nombres de solutions 6tant maintenant evidentes, il reste g 
montrer que le nombre de solutions SW R est major& par dimK(B) = dimg (BE). En 
montrant que dima 6tait fini, on a, en fait, montr6 que ce nombre &it la 
longueur de BE. Si P)C est un ideal maximal de Bz, le module simple BE/M apparatt 
nicessairement comme quotient dans une suite de composition de B, et done d.ans 
toute; ceci montre que le nombre d’idCaux maximaux (i.e. de solutions) est major6 
par la longueur de BE (i.e. dimK (B)), ce qui termine la d6monstration du thCorG;ne 
3.1. 
Appendice A.2. Dkmonstration du th6or8me 3.2. 
Pour dCmontrer ce th$orbme, nous avons besoin d’une autre forme du thCor&: 
des z&os. 
Proposition A.3. Pour toute extension L de K, l’application qui, ti (ao, . . . , ad, 
associe l’idial engendre’ par les a& - a& tels que 0 6 i, j G n est me applicatiofi! 
injective de l’ensemble des solutions [projectives) dans L du sysdme (9) dam 
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l’ensemble des idtfaux premiers gradub de At, maximaux parmi ceux qui ne contien- 
nen t pas A:. 
Si L est algibriquement clos, cette application est une bijection. 
Si (ao, . . . , a,) est une solution, il existe un i tel que ai # 0; s;: t)posons, par 
t2;emple, que i = 0, et app::lons I I’ideal engendre par les a$:) --~a& dans 
UXG, . . . , X,,]. Cet ideal est engendrC par les 
LziXj - lljXi = Qi ( Xj - 2-G) -lZJXi -:X0). 
II en resulte que L[X0, . . . , X,]/I est isomorphe 2 LIXO], ce qui montre que I est 
premier et que le: seul ideal premier grad& contenant I est celui qui est engendrC par 
133 Xi. 
Comme les Fi sont homogenes, 1’CgalitC 
fi(ao,...,a,)=O 
implique 
fi 
( 
X0 X0 X0 a();, al----, . . . , a,z =O. 
a0 ) 
Autrement dit Fi = 0 mod(Xo - ao(Xo/ao), . . . , X, - a,(Xo/ao)), ce qui lnontre 
que I contient tous les Fi, et que, modulo les E; l’ideal I est bien cn ideal grz:du6 de 
AL premier et maximal parmi les ideaux premiers grad&s ne contenant pas: Al,. 
Soit I’ est l’idCa1 engendk par les a:Xj - a;X, pour une autre &ludon 
(4, ’ ’ ‘I a:). I1 est facile de voir que I = I’ si et settlement si les a: sont propbrtion- 
nels aux ai, ce qui m.ontre l’injectivite de I’application. 
t 
Supposons L algebriquement clos, et considerons un ideal premier gradlie J de AL 
ne contenant pas Al,. Le theoreme des zeros [5, theorbme 331 montre qu’iI/ existe 
a0,. . . , an dans L, non tous nuls qui annulent ous les elements de J, ce qui erttraine 
que J est contenu Jans l’ideal engendre par les aXj -a& et que l’application est 
surjective. 
Soient A un anneau gradui tel que A” soit un corps K, et M l’ideal 
engendrk par A ’ : 
(a) L’idt!al +H es6 le seul .idbal premier graduksi et seulement si il existe un entierD tel 
que Ad =OpourdaD. 
(b) Les ide’aux premiers grad& autre que 4~ sent tous minimaux si et seulement si il 
existe un entier D ter’ qve dimK(Ad) = dimK (AD) pour tout d 2 D. 
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Si on localise I’anneau A en l’ideal premier WZ! =AAI, il est immediat que 
n-l 
dim(A,/m”A,) = di$A/m”) = C di$:A’). 
K i=O 
Ainsi, si Ad est nul pour d assez grand, l’anneau A est de dimension 0 et m est un 
ideal premier minimal [ 10, chapitre III, theorbme 11. Si dimK (Ad) est constant pour 
d assez grand, tout idCal premier strictement contenu danr, M est minimal (ibid). 
Reciproquement, comme tout ideal premier minimal de A est grad& [2, chapitre IV, 
Q 3, proposition 11, si GW est le seul ideal premier grad&, c’est un ideal premier 
minimal et l’anneau A, est de dimension zero. Pour d&:nontrer la reciproque de (b), 
consid&ons un ideal premier minimal (grad&) A de A, et un 6lement homogene x 
qui n’appartient pas 5 -4. Un ideal premier minimal co:ntenant: fi et x est grad& [2, 
lot. cit.] et done Cgal a m si tous les autres ideaux premiers grad&s sont minimaux. El 
en resulte qu’il n’existe aucun ideal premier entre b et WP. [5, theoreme 1421 et on 
conclut par le theoreme cite de [lo]. 
Nous pouvons maintenant demontrer le th6oreme 3.2. 
(iv)=$(iii): L’assertion (iv) entraine que dimL(Ai) ddcroit pour d b D”; il existe 
done un entier D tel que diml(Ai) = dimL(AF) pour tout d > D. L’assertion (iii) en 
r&he car dimK(Ad) = dim=(Ai) pour tout d. 
(iii)+(ii): Si (iii) est verifie, on a dimL(Ai) = dimK(AD) pour toute extension L 
de K et tout entier d PD. Si (ao, . . . , a,) est une solution dans L du sysdme (9), la 
proposition A.4 entrak done que I’idCal premier engendrC par les a& - aJi est 
minimal. Ces ideaux sont done en nombre fini [S, thCor&rte 881, ce qui entraine 
l’assertion (ii) (proposition A.3). 
(ii)+(i): Evident. 
(i)+(iv): Montrons d’abord I’assertion (iv) en nous limitant aux corps infinis L 
contenus dans K. Si (~0, . , . , a,) est une solution dans E, le sous-espace vectwie8 de 
Ai engendre par les a& - aJi est un hyperplan dont l’intersection avec AL est un 
sous-espace vectoriel propre. Comme il n’y a qu’un nombre fini de tels sous-espaces 
vectoriels, il existe y = C yzi dans Ai qui n’appartient a aucun d’eaux. 
Comme y est homogene, les ideaux premiers de AK, minimaux parmi ceux 
contenant y sont grad&; comme mAa est le seul ideal premier gradue contenant y 
(proposition A.3), il existe un entier d tel que *'AR c AE~. Par ailleurs l’annulateur 
de y dans Aa est engendre par un nombre fini d’elements homogenes 21, . . . , zn ; soit 
d’ le plus,grand degr& des zia Ainsi, si z est un element homogene de artn~(y) de 
degrQ a d +d’, on a: 
z E C tmdA~zr c z: A~yzi = 0. 
i i 
Considdrons d’autre part I’anneau B = AL/(y - l)&; il satisfait aux conditions du 
th6orGme 3.2, car il y a bijection entre les solutions projectives du systeme (9) et les 
solutions du systeme obtenu en adjoignant I’Cquation c yi.Xi = 1 au systeme (9). 
Ainsi, B est un L-espace vectoriel de type fini et il existe un entier d” te’ que tout 
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Wment de B soit image d’un 6lCment de AL de degrC< d”. Posons D’ = 
max(d”, d + d’). Si t E Al pour i > D’, on a done 
t=(y-l)u+t, 
avec &g&(u) 6 d” < degri(t). Si u’ est la partie homogene de plus ha.ut degr6 de u, on 
a t = yu’, car si yu’ = 0, on aurait degre (u’) 2 d + d’ eb done u’ = 0. 
L’assertion (iv) est done dCmontr6e lorsque L c z, et on a done ii).* {iii). Si L n’est 
pas contenu dans kf et si (i) est verifi6, dimt(Ai> est done constant pour d assez 
grand; on peut appliquer l’bquivalence deja d6montr&e n substituant L & K, ce qui 
demontre completement (iv). 
(a): R&t&e immtdiatement de (iii) et (iv). 
(b) Reprenons les notations de la demonstration de (i)+(iv); les solutions pro- 
jectives du syst&me (8) sont en bijection avec les solutions du systkne obtenu en 
adjoignant y = 1 au sysdme (9); leur nombre est done major6 par dim=(B). 
Montrons que, si d > D’ la surjection de AL sur B induit une bijection de Afsur B: 
soit z E .A:; si on avait z = (y - l)t, le terme de plus haut degr5 de 1* serait annul6 par y 
(car z est homogene); ceci montre que l’application Ai +B est injeclil, ;-. Tout 
dlQment de B est somme d’Clkments qui sont images d%lCments homogbnes de AL; 
or,sizE&aveci<d,onar=yd-’ z mod(y - 1); si z E AZ avec i > d, on a, d’aprks 
(iv), z = yimdt, ce qui montre que l’application Af +B est une bijedion et que 
dimK(Ad) = dim=(d)). 
(c) Toute solution dans L du systime (9) est proportionnelle 5 une solution qui 
verifie y = 1. D’aprks le thCor6me 3.1, cette solution est algkbtique sur K, ce qui 
dCmontre (c). 
(d) Immediat. 
(e) C’est la proposition A&a). 
Appe&ice A.3. D4msruhation du tMor&me 3.3 
Le th6orGme 3.3 rksulte facilement du thdorime 1 de [7]; il n’est peut-etre pas 
inutile den donner une IdeCmonstration directe. 
En raison du theo&me: 3.2, on peut supposer le corps K infini. La demonstration 
se fait par rCcurren.ze sur le nombre n d’indCtermin&es. Pour cela, posons 
R = K[Xo, . * . , XJ, 
et appelons I lid&al de R engendre par F,-,, . , , , Fkvl. L’anneau A que now dtudions 
zst done R/I. Considkrons le complexc de Koszul ou de l’algkbre axtkrieure de I 
(pour la terminologie et les notions de base, on peut consulter n’importe quel livre 
d’algebre homologique, par exemple [9]); c’est le complexe 
‘k ‘k-1 62 81 
A : O-*Ak-+Ak_l-+~ 9 --+A,--+A,-+O 
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dams lequel A, est un R-module iibre ayant pour base les Uments ei, A l - l A Ei_ tek 
que OGiit<i2< l .*<i,<k,et&= R; I’applicztion 8, Hit dCfinie par 
et 
Si on affecte le degr6 di, + l l l -tdi, ti ei, A l ’ l A ei_ (di est Be degrt de I;;), les 
modules ali sent grad&s et les applications Si sent homoggnes; ainsi, pour tout degrk 
d, les restrictions 54 des Si aux partie.s homogknes 164, de degrk d, des Ai ferment un 
complexe Ad de K-t ,spaces vectoriels de type Wri. Notons fff = lccr@:‘)/irn((if+l ) ses 
modules d’homolog ie; on a Hg = A”. 
Supposons les co’ editions Cquivalentes du thkor&me 3.2 I&-=:~~= llrlrrs, et choi&sot& y 
dans A’, tel que la multiplication par y de Ad dans Ad+’ soit bijective pour d asseT 
grand (rappelons que l’on a suppos$ K infini); cet 616ment y provient d’un ClCment Y 
de RI, auquel on peut associer la suite exacte 
O-+Rd-‘Y-Rd-+(R/ YRJd+O. 
En tensorisant le complexe /Id par cette suite exacte, on obtient une suite exacte de 
complexes, et done une suite exacte d’homologie 
‘d Y . . .3 H i+l -*Hf-’ -+H$-&$+. . . 
oti @ dCsigne l’homologie du complexe (1’ = A 0 (I?/ YR). Mais /i’ est le complexe 
de Koszul de l’idCa1 I’ engendri: par les images de Fo, . . . , Fk-1 dans l’anneau R/ YR 
qui est isomorphe & KIXO, . . . , X,-J. Aussi le th&oGme 3.3. va se dCduire du 
thiorkme A.5 ci-dessous qui ~a lui-m&e se dkmontrer par rkurrence sur it. 
ThhorBme A.S. Supposons les Fi ranges par degr& d&roissants et non tous nuls. Si 
Ad = 0 pour tout d sufisamment grand, alors HP E= 0, 
(a) pour tout d si i a k - n, 
(b) pourtoutdz~d~+d~+~ l * I-di+,-nsiick-tan. 
Supposons ce rBsultat dimontrC pour n = 0 et montrons-le par rkurren):e, pour 
tout n. L’hypothke de rkurrence entraine que fif+, = 0 pour tout d sl i + 13 
k--n+1 etpourds;do+.a l +di+, - n + 1 si i < k -n. Supposons que Hi” = 0 pour 
les grandes valeurs de d. La suite exacte 
‘d H i+l +Hf-1 +H; 
montre, par kcurrence descendante sur d que He-l = 0 pour tout d si i b k -n et 
pourd ad,+* + l +di+n - n -t- 1 si i c k - n. Qn est dlonc ramenC aux lenlmes suivants: 
Lemme A.6. Si Ad = 0 pour d assez grand, il en est de mi?me de HP, pour tout i. 
L’hypothese entratne que l’ideal ti = (X0, . . . , X,) est le seul ideal premier 
contenant I. Si fi est un autre ideal premier de R, Ie complexe n OR, t:st le complexe 
de Koszul de l’ideal IO R, du localis A#; mais I@ Rb = R, et Sr @ .R, est surjectif. 
Soit 8 dans AloR, tel ique (St@ R&E)= 1. Posant i a,ei’il A. l l he,_)= 
& A ei, A . l l A t?im, on verifie fadlernent qare car-r 0 (6, 0 R,)+(aO cl OR,) 0 Ed = 
id& 0 R,), ce qui monrre que l’homologie Hi 0 Rb de A @ Rb est nulle pour tout 
b it M. Ainsi, Hi est annul6 par une puissance de m, ce qui entraine le r&ultat. 
Lemme A,7. Le thtfor&ze A.5 est vrai pour n = 0. 
L’assertion (a) est immediate. Si i < k, le lemme preddent .n~ntre que, si 
31’ E ker Sip il existe un entier h tel que Xtx = &+1(z). Les &lCments de base de Ai+r 
6 tant au plus de degre do + dl + - * l + di, leurs coefficients ont divisibles par Xi si 
C.q@(x)~dO+. 6 . + dim On peut alors diviser par X,“, ce qui monrre’que x E im(&+r). 
Le theoreme 3.3 se deduit maintenant res facilement du theoreme A.5 et de la 
suite exacte 
rl: +H0 d-1 :H; -+B;_ 
En effet, le theoreme 3.2 entraine que (R/ YR)! est nul pour d assez grand; il en 
r&t&e par le th&or&me A.5 que # =0 pour tout d si isk-n+l et pour d 
d>do+dl+*+. + di+,-l -n + 1 sinon. Ceci entraine que la mul;iphcation par Y est 
surjective si d 3 do + - v*+d,-1+1-n et injective si k=n ou si d-13 
dol... + d, -n. Ainsi, on peut pregdre (notations du Moreme 3.2) 
D’=do+dl+. m .+d,_,+I-n 
et 
D -do+dl+. l *+d,,-1-n sik=n 
et 
D=do+dl+*.m+d,-n sik>n 
(les hypotheses ei-rtrainent que k 2 n). 
Avec la convention que d, = lsik=n,onadoncmax(D,D’)::=&+***+dn-n, 
ce qui demontre le theorbme 3.3. 
Nous donnons ici une forme explicite de l’algorithme des paragraphes 4 et 5. Les 
commentaires entre rochets permettent de faire le lien entre les deux presentations 
de l’algorithme et utilisent les notations des paragraphez, 4 et 5. 
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1. Don&es d ‘entr&e 
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Ce sent: 
le nombre K des polynbmes, 
le nombre N des variables, 
la liste D(O), D(l), . . . , D(K - 1) des degres des polyn6mes, 
les polynames eux-m&mes, codes par exemple par la liste de leurs coefficients dans 
l’ordre lexicographique, soit F(I, l), . . . , F(I, M) pour le I-&me polynbme, avec 
2. Initialisation 
(11) Si K <N alors faire; Ccrire ‘il y a trap de variables’; fin du programme; fait; 
(12) L&K) * 1; 
(13) Soit E(O), . . . , E(K) les D(Z) ranges dans l’ordre dicroissant; 
(14) DD+E(O)+E(l)+. l .+E(N)-N; 
(15) NLt(DD+l)*(DD+2)*~***(DD+N)/(1*2***+N); 
[NL est le nombre de ligne de la matrice 4 = dimension RD] 
(I6) Creer C, une matrice NL x NL initialisee en matrice unite; 
[ce sera la matrice C du paragraphe 43 
(17) Creer un vecteur PHI de dimension NL; 
[ce sera la colonne courante de 41 
3. Reduction de la matrice @ 
UW 
0-W 
(R3) 
(R4) 
(R% 
(R6) 
(R7) 
(Rg) 
(R9) 
(RIO) 
B(I)+OpourI = 1 P NL; [les I pour lesqgels B(I) # 0 seront les numeros des 
lignes de @ oh on a dej5 trouve un pivot] 
FairepourI=OiiK-1; 
DI+DD-D(I); NCc(DI+l)*(DI+2)*.-+(DI+N)/(1*2**..*N); 
[NC est le nombre de colonnes de @ correspondant au I-&me polyn&ne] 
Faire pour J = 1 a NC; 
PHI(J1) + 0 pour Jl = 1 a NL; [reinitialisation de PI-II] 
Soit E(l), . . . , E(N) les exposants du J-&me monbme de degre DI (pour 
l’ordre lexicographique); 
Faire pour Jl = 1 a NL; 
Soit EE(l), . . . , EE(N) les exposants du Jl-eme mon6me de degrC WD; 
Si, pour J2 = 1 ?r N on a EE(J2) aE(J2): ;Ylors PHI(Jl)+F(I, J3)) 
oli F(I, J3) est le coefficient du mon6me d’,sxposants EE(l)-E(l), . . . , 
EE(N) - E(N) dans le I-bme polyn6me; 
Fait (R7); [PHI est maintenant la J-&me colcrnne de la partie de @ cor- 
respondant au I-bme polynbme] 
(RW PHI * C *PHI; [L’operation * designe le produit de matrices] 
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(~12) Si c’est possible, choisir Jl tel que 1~ Jl <NL et PHI(J1) f 0 et B(J1) = 0; 
[PHI(Jl) est le pivot; le choisir de valeur absolue maximale si les don&es 
sont reelles ou complexes; le choisir de numerateur et de d&ominateur petits 
si les don&es sont rationnelles] 
Sinon aller en (RlS); 
(R13) &(Jl)+l; 
(R14) Pour J2 = 1 B NL, si B(J2) = 0 et PHI(J2) # 0 alors pour J3 = 1 B NL, 
C(J2, J3) + C(J2, J3) - (PHI(J2)/PHI(Jl)) * PHI(Jl,J3); Xduction de 
Gauss; si les don&es sont des entiers ou des polynbmes, ii y a lieu de 
multiplier les deux membres par PHI(J1) et de diviser le rksultat par le pivot 
prikedent, afin de limiter la croissance de la taille des don&es] 
-(R15) Fait (R4); 
(R16) Fait (R2); [la valeur actuelle de C est celle quiest considkee au paragraphe 41 
(R17) SR+ card{l; B(I) = 0); [SR est l’entier s -r du paragraphe 4j 
(H18) Si SR = 0 alors faire ; krire ‘aucune solution’; fin du programmc; fait; 
(Rl9) Soit CC la matrice R x NL obtenue en supprimant de C les lignes telles que 
B(J1) = 1; [c’est la matrice des ‘s - i dcmikes lignes de C’] 
4. R6duction de A 
[I1 fput d’abord &rire cette matrice A] 
((21) 
(C2) 
(C6) 
(C7) 
(W 
NC+ NL* DD/(DD +N); [nombre de colonnes de A] 
CrCer LAM, une matrice SR x NC x (N + 1); [LAM sera consi&ie comme 
une matrice SR x NC de vecteurs de dimension N + 1, les composantes d’un 
tel vecteur etant les coefficients d’un polynbme de degrC l] 
Faire pour I = 1 a NC; 
Faire pour J = 0 B N; 
Pour I1 = 1 a SR, LAM(I1, 1, J) = CC(I1,12) oti I2 est le numero parmi les 
mondmes de degrCs au plus DD du produit de la J-&me variable et du 
mon6me de degr6 au plus DD - 1 de numko I (per convention, la O-&me 
variable est WCment 1); 
Fait (C4); 
Fait (C3); 
Appeler la procedure XEDUC; [La reduction etant faite rkursivement, la 
procedure REDUC s’appelle t:lle-&me] 
Prod&we REDUC: 
{Fl) LPIV c- 0; [ligne du dernier pivot] 
(F2) Pour J = 0 h N faire; [J est l’indice de la variable ccurante] 
(F3) CPIV+ 0; [colonne du dernier pivot] 
(F4) Si, pour I1 = LPIV+ 15 SR et pour I = CPIV+ 1 ti NC on a LAM(I1, I, J) = 
0, alors aller en (Fl 1); Sinon, choisir I1 et I tels que LAM(I1, I, J) Z 0; 
[pivot] 
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(F5) CPIVC CPIV+ 1; LPIVC LPIV+ 1; 
(F6) Permuter les lignes Zl et LBIV et ies colonnes Z et CPIV de LAM; 
(F7) Pour 12 = 1 B SR, pour 13 = CPIV+ 1 g NC, pour 14 := 0 5 N, 
LAM(Z2,13,14) c LAM(Z2,13,14) - (LAM(LPIV, 13,Z)/LAM(LPIV, 
CPIV, J))*LAM(Z2, CPIV, 14); [reduction de Gauss sur les colonnes] 
(F8) Si LPIV = SR alors aller en (F13); 
(F9) Pour 12 = LPIV+ 1 & SR, pour 13 = 1 & NC pour 44 = 0 g N, 
LAM(Z2,13,14) + LAM(Z2,13,14) - (LAM(Z2, CPIV, J)/LAM(LPIV, 
CPIV, J)) * LAM(LPIV, Z3,14); [reduction de Gauss SW les iignes] 
(FlO) Aller en (F4); 
(Fll) Fait (F2); 
(F12) Si LPIV<SR alors faire; ecrire ‘il y a une infinite de soluilons’; fin du 
programme; fait; [en effet le rang de LAM est inf&ieur h son nombre de 
lignes (voir paragraphe 6.1 (a)] 
(F13) Verifier que, pour Zl = SR - CPIVi- 1% SR, pour 12 = CFIV + 1 B NC, pour 
13 = 0 g N, LAM(Zl,Z2,13) = 0; sinon faire; ecrire ‘ii y a une infinite de 
solutions’; fin du programme; fait; [il s’agit de ia wkification (b) du para- 
graphe 6.13 
(F14) MCmoriser la sous-matrice de LAM constituee des coefficients 
LAM(Zi, Z2,13) tels que Zl > SR-CPIV et Z2 s CPW; 
(F15) Supprimer les coefficients LAM(Z l,Z2,13) de LAM teis que Z 1~ SR - CPJV 
ou z2 < CPIV; 
(F16) SR+SR-CPIV; NC&NC-CPIV; 
(F17) Si SR # 0, alors appeller REDUC; 
(Fig) Fin de REDUC; [Le polyn8me G du theoreme 4.1 est le prodult des 
determinants des matrices m&morisCes en (F14)] 
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