Consider a parametric system of n polynomial equations and r polynomial inequations in n unknowns and s parameters, with rational coefficients. A recurrent problem is to determine some open set in the parameter space where the considered parametric system admits a constant number of real solutions. Following the works of Lazard and Rouillier, this can be done by the computation of a discriminant variety. Let d bound the degree of the input's polynomials, and σ bound the bit-size of their coefficients. Based on some usual assumptions for the applications we prove that the degree of the computed minimal discriminant variety is bounded by D := (n+r)d (n+1) . Moreover we provide in this case a deterministic method which computes the minimal discriminant variety in σ O(1) D O(n+s) bit-operations on a deterministic Turing machine.
INTRODUCTION
The parametric polynomial systems are used in many different fields such as robotics, optimization, geometry problems, and so on. In [24] the authors introduce the notion of discriminant variety which allows them to split the parameter space in open cells where the number of real solutions is constant . Even if it is efficient in a practical point of view, their algorithm is based Gröbner bases computations, whose complexity is not yet well understood. Thus it does not allow us to give a better bound than the worst case's one, which is in exponential space ( [17] ).
In this article we prove that, under some assumptions, the computation of the minimal discriminant variety of a parametric system is reducible to the FPSPACE problem of general elimination [25] . The proof of the reduction correctness presented here is non trivial. The reduction itself is simple and preserves the sparsity of the input system.
Our input is a system of polynomial equations and inequations of degrees bounded d, which can be written as: g1(t, x) = 0 . . .
gr(t, x) = 0
(t, x) ∈ C s × C n where x are the unknowns and t are the parameters. Moreover, for all specialization in an open ball of the parameters space, the system has a finite number of simple solutions in the unknowns. Such a system will be said generically simple (see Definition 4) . We prove that the degree of the minimal discriminant variety of a generically simple parametric system is bounded by (n + r)d bit-operations on a deterministic Turing machine.
When we aim to solve a parametric system, we face two kinds of issues: either we want to describe the solutions in terms of the parameters, or else we want to classify the parameters according to properties of the parametric system's solutions. Different methods have been developped to treat these two problems.
Regarding the first one, many algorithms exist in the literature. Among them we may cite rational parametrizations [28] , triangular sets decompositions [31] , comprehensive Gröbner bases [32, 20] . We may also mention numerical algorithms such as the Newton-Raphson or the homotopy continuation method [30, 29] , which can be used after a specialization of the parameters.
Regarding the second problem on the parameters classification, few algorithm are available, whereas many applications face it, such as parametric optimization ( [15] ), robot modelling ( [10] ), geometry problems ( [33] ) or control theory ( [1] ) for example. The C.A.D. [9, 6] is the most widespread method. It computes an exhaustive classification, leading to a complexity doubly exponential in the number of unknowns. Some of the algorithms mentioned above ( [31, 20] ) may also return such kinds of classifications. Especially in [20] the authors compute a complete partition of the parameters space in constructible sets where the vector of multiplicities of the system's solutions is constant. The time complexity of their algorithm is d O(n 2 s) . However, they don't consider inequations and their algorithm is not meant to be implemented. The minimal discriminant variety is included in both of the precedent computations. It describes the maximal open subset of the parameters space where the system's solutions evolve regularly. The computation of this variety is indeed sufficient for a lot of applications.
Our method is a reduction to the general elimination problem. The elimination problem has been widely analysed in the past decades, as it is a key step for quantifier elimination theory (in [21, 26, 3, 2] for example), computation of the dimension of an ideal ( [5] among others) or implicitization theory (see [11] ). Different techniques and software have been developed. We may mention sparse resultants (see [12] and references therein), linear system reductions (in [5] for example), linear systems parametrized with straightline programs (see [26, 22] ), parametric geometric resolution ( [19, 28] ) or Gröbner bases (see [8] and [13, 14] for the last improvements).
This article is divided in two parts. In the first one we reduce the problem of computing the minimal discriminant variety to the elimination problem. In the second part, we bound the degree of the minimal discriminant variety.
Definition and notation
In the following, we assume that
are some polynomials in degrees di = deg(fi) and d j = deg(gj) for 1 ≤ i ≤ n and 1 ≤ j ≤ r. We denote by Pn the projective closure of C n and by π :
the canonical projection onto the parameters space. The exponent h (resp. hi) of a polynomial or of an ideal denotes its homogenization by the variable X0 with respect to the variables X1, · · · , Xn (resp. its homogenization by the variable Xi with respect to the variables X0, · · · ,Xi, · · · , Xn) . The term parameters will refer to the variables T1, · · · , Ts, while the term unknowns will refer to the variables X1, · · · , Xn.
Finally we use the following notation for the specialization of some variable. For I ⊂ Q[Y1, · · · , Y k , Z] and a ∈ Q, we denote:
In order to define the notion of discriminant variety according to our assumptions, we introduce the notion of geometric regularity. Definition 1. Let E be a subset of the parameters space. A parametric system S defining a constructible set C is said to be geometrically regular over E iff for all open set U ⊂ E, π restricted to π −1 (U) ∩ C is an analytic covering.
The minimal discriminant variety is now defined as follows.
Definition 2. [24]
A discriminant variety of the parametric system S is a variety V in the parameters space such that S is geometrically regular over C s \ V .
Among the discriminant varieties we define the minimal one:
The minimal discriminant variety of S is the intersection of all the discriminant varieties of S.
For the computation of the minimal discriminant variety, we will assume some properties on the input parametric systems we consider.
Definition 4. Let S be the parametric system defined by:
Denoting Q r j=1 gj by gS, assume that the ideal in the polynomial ring over the field of fractions of the parameters
] is radical and 0-dimensional. Then S is said generically simple. Remark 1. Note that the ideal I generated by f1, · · · , fn in the polynomial ring Q[T1, · · · , Ts, X1, · · · , Xn] needs neither to be radical nor equidimensional, although it is sufficient to satisfy the hypotheses.
Moreover, given a parametric system S defined by f1 = 0, · · · , fn = 0, g1 = 0, · · · , gr = 0, we introduce these two polynomials: − jS is the determinant of the Jacobian matrix of f1, · · · , fn with respect to the unknowns, of degree denoted by δ − gS is the product of the gi for 1 ≤ i ≤ r of degree denoted by δ Note that we have δ ≤ P n i=1 di − n and δ = P r j=1 d j .
Main results
We can now state our main results.
Theorem 1. Let S be a generically simple parametric system. Then the total degree of the minimal discriminant variety is bounded by
Theorem 2. Let S be a parametric system generically simple defined by f1 = 0, · · · , fn = 0, g1 = 0, · · · , gr = 0. Then the union of the varieties defined by the n + 2 following ideals: (R denotes the ring
is the minimal discriminant variety of S. Corollary 1. A discriminant variety of a generically simple parametric system can be computed in:
steps on a classical Turing machine. The variable σ denotes the maximal binary size of coefficients of f1, · · · , fn and g1, · · · , gr.
Remark 2. If the system is not generically simple, then the the union of the varieties computed is the whole parameter space, which is thus an easy way to check if the initial conditions are verified.
Remark 3. Any elimination algorithm may actually be used to compute a discriminant variety, which is welcomed when it comes to an effective computation. Among others, Gröbner bases with a block ordering [13, 14] , sparse elimination [12] or straight-line programs [26] may lead to efficient computations.
Remark 4. If we allow ourself to use the model of a probabilistic bounded Turing Machine, then at the cost of the sparsity of the system, we may replace the computation of V(I1), . . . , V(In) by the computation of the variety of:
where (γ1, . . . , γn) is chosen randomly in {0, . . . , D − 1} n and D := 3d1 · · · dn. 
LOG-SPACE REDUCTION

Preliminaries
The goal of this section is to show how to reduce the problem of computing the minimal discriminant variety (the discriminant problem) to the elimination problem. We know that the elimination problem is solvable in polynomial space ( [25] ). Thus via the reduction we prove that the problem of computing the minimal discriminant variety is solvable in polynomial space.
To achieve the reduction, we will first describe more precisely how the minimal discriminant variety can be decomposed. In [24] , the authors show that the minimal discriminant variety of a generically simple parametric system S is 1 The remark 4 and the corollary 1 are proved Section 3 the union of 3 varieties, denoted respectively by V inf , Vineq and Vcrit. Let us remind the definitions of these varieties under our assumptions.
Definition 5. Let S be a generically simple parametric system defined by f1 = 0, · · · , fn = 0 and g1 = 0, · · · , gr = 0. The varieties V inf ,Vineq and Vcrit of the parameters space are respectively defined as follow:
where CS is the projective closure of the constructible set defined by S, and H∞ = (C s × Pn) \ (C s × C n ) is the hypersurface at the infinity.
The minimal discriminant variety of a generically simple parametric system is the union of V inf , Vineq and Vcrit.
Geometrically, this theorem characterizes the different varieties in the parameter space over which the generically simple parametric system is not geometrically regular. More precisely, the theorem means that over the minimal discriminant variety, three types of irregularity may appear. The first one is the intersections of the system of equations with the Jacobian. The second one is the intersection with the inequations. And the last one is the intersection in the projective space of the the hypersurface at the infinity with the projective closure of the parametric system's zeros.
Vcrit is already directly the solution of an elimination problem. This is the component for which the generic radicality condition is needed. We will now focus on reducing the computation of each of the two varieties V inf and Vineq to the elimination problem.
Reduction of V inf and correctness
Before going further, it should be clear that the computation of V inf can not be handled by the standard projective elimination methods if we want to certify a singly exponential complexity. All of these methods have no good complexity bounds essentially because of the intersection with the particular hypersurface at the infinity as we will see later. However this doesn't prevent us to use results of the projective elimination theory.
Using the algebraic representation of the projection π of [11] , with the notations of the definition 5 we reformulate V inf :
h . Note that CS = V(JS). And using the reformulation of the ideal homogenization of [11] , we obtain a formulation of JS which match explicitly the input of the problem:
This is however not yet satisfying since this formulation is not trivially reducible to a single elimination problem. The problem here does not come from the saturation by the variables Xi which can be simply handled with the Rabinowitsch trick [27] of adding the new variable Z and the new equation ZXi − 1 to the initial polynomials. Neither is the saturation by gS a problem since again we may add the equation ZgS −1 = 0. The complications arise actually from the variable X0. First we have to saturate by X0 and then we have to specialize X0 with 0 to finally eliminate the variables Xi.
And it is regrettable since this prevents us to use the usual trick to get rid of the saturation, as we saw in introduction. Moreover we don't want to apply successively two Elimination Function since it could lead us to an exponential space algorithm. Fortunately we manage to sort out this problem by proving that for the variety we want to compute, we can commute the specialization of X0 by 0 and the elimination, which is remarkable since this operation will allow us to use the Rabinowitsch trick to localize by X0. Note that the commutation step does not alter the computation only because of the particular structure of V inf .
Proposition 1. Let S be a parametric system. Then the component V inf of the minimal discriminant variety of S is the union of the varieties defined by the n following ideals for 1 ≤ i ≤ n:
Remark 5. Note that the condition generically simple is not needed for the reduction of the computation of V inf . Moreover the proposition remains true even if the number of equations differs from the number of unknowns.
The proof of this proposition is based on the three following lemmas. The first one gives some basic useful equalities, where hi denotes the homogenization by the variable Xi with respect to the variables X0, · · · ,Xi, · · · , Xn. 
Proof. These are classical results that can be recovered from [11] . Now comes the first lemma toward the reduction, which proves essentially that the union of the varieties defined by the elimination ideals of the proposition 1 contains V inf .
Lemma 2. Let J be an ideal of Q[T1, · · · , Ts][X0, · · · , Xn] homogeneous in X0, · · · , Xn. Then, for all 1 ≤ i ≤ n we have:
The polynomial p is homogeneous in X0, . . . , Xn since it depends only on the variables T1, . . . , Ts. Thus with the notations of the lemma 1, we have p ∈ ((J |X 0 =0 ) |X i =1 ) h i . And J |X 0 =0 being homogeneous in X0, · · · , Xn, one can apply the first equality of Lemma 1 to deduce p ∈ J |X 0 =0 : X ∞ i which proves the desired result.
And finally comes the keystone lemma related to the proposition, proving the reciprocal inclusion. 
and k1, · · · , kn ∈ N such that:
p1 := pX
Since the part of pi of degree ki in X0, · · · , Xn belongs also to J, we can assume that p1, · · · , pn are homogeneous in X0, · · · , Xn. Thus, we have in particular:
Now we fix a total degree term order <X on the variables X1, · · · , Xn. Let K denote the field Q(T1, · · · , Ts, X0) and consider p1, · · · , pn as polynomials of K[X1, · · · , Xn]. Denoting by J the ideal they generate, it follows immediately that G := {p1, · · · , pn} form a Gröbner basis of J with respect to <X since the pi have disjoint head terms. Let i be an integer between 1 and n. We first show how to prove the lemma when we have a polynomial of J such that:
-it is univariate in Xi (1) -it has all its coefficients in Q[T1, · · · , Ts, X0]
(2) -its head coefficient is a power of p (3) Assume for a while that ri is such a polynomial, dX i being its degree in Xi. It follows indeed that ri ∈ J c the contraction ideal of J . And since p = lcm{HC(g)|g ∈ G} we have [4] :
Finally J is homogeneous so thatri, the part of degree dX i of p k ri, belongs to J ∩ Q[T1, · · · , Ts][X0, Xi] and can be written as:
i + X0q with l ∈ N and q ∈ Q[T1, · · · , Ts][X0, Xi], which is an equivalent way of writing
It remains us to show the existence of a polynomial satisfying (1),(2) and (3). To carry out this problem, we first notice that J is zero-dimensional in K[X1, · · · , Xn] since the set of the head terms of its Gröbner basis contains a pure power of each variable Xi. So, we may consider the finite dimensional K−space vector A = K[X1, · · · , Xn]/J along with e the monomial basis of A induced by G. More precisely, denoting by x the class of x in A, we define see e as the set of ej for 1 ≤ j ≤ D := dim(A) such that ej is a term of K[X1, · · · , Xn] not multiple of any head term of G. Finally we denote by S the multiplicatively closed set {p k , k ∈ N}. We will follow a classical method to exhibit a monic univariate polynomial from a zero-dimensional ideal, with coefficients in K. And with results of [4] we ensure that its coefficients are not only in K but rather in the ring S −1 Q[T1, · · · , Ts, X0] ⊂ K. Let us introduce the classical linear application of multiplication by Xi:
Then we note Mi the matrix of Φi in the base e:
we notice that the coefficients of Mi come from the reduction of the monomials Xie l for 1 ≤ l ≤ D by the Gröbner basis G. And as we can see in [4] , this kind of reduction only involves division by the head coefficients of G, such that: . Besides by the CayleyHamilton's theorem, Pi applied to the variable Xi is the null element of A, meaning that Pi(Xi) belongs to J and may be written as:
which satisfies all the conditions we wanted to achieve the demonstration.
Finally, a proper combination of the lemmas proves the proposition 1.
Reduction of V ineq and correctness
As to bound the computation of the variety induced by the inequations
the direct approach consists first in performing a saturation and then in using the output along with gS as the input of an elimination algorithm. However this method may not have a single exponential bound on the time complexity in the worst case. Hence both of these algorithms may use a polynomial space in the size of the input, which could finally cost an exponential space if no more care is taken.
In this section we show how to bypass the problem, notably by relaxing the condition on the output and allowing some components of V inf to mix in. Proposition 2. Let S be a parametric system. If we denote by Wineq ⊂ C s the variety defined by the following ideal:
then the following inclusions chain holds:
The first step to prove this proposition is to delay the saturation.
Let us fix < a term order and assume that the head monomial of q shares no variable in common with the monomials of p1, · · · , pm, r. Then we have the following equality:
Proof. The inclusion from left to right is trivial. For the other inclusion, let p ∈ p1, · · · , pm, q : r ∞ . Denoting by M the head monomial of q with respect to <, we obtain by division:
such that no monomial of p is multiple of M . It remains to show that p belongs to p1, · · · , pm : r ∞ and the proof will be complete. By hypothesis, we know that there exists l > 0 and c1, · · · , cm, c ∈ Q[Y1, · · · , Y k ] such that:
We divide each of the ci by q as in (1) and denote by c i the remainder of the division. We thus obtain:
We remark that the polynomial on the left part of the equality has no monomial which is multiple of M , while the head monomial of the right part of the equality is M times the head monomial of c , which means c = 0 and this achieves the proof.
Corollary 2. Let f1, · · · , fn, g be some polynomials of
Thanks to this result, we can now reformulate Vineq as being the variety of:
The reduction is not yet complete and we encounter here the same problem we had for the computation of V inf , that is the saturation by Xn+1 before the specialization of Xn+1 by 0. This is just fine since the lemmas 1,2 and 3 provide us tools to handle it, even if they do not completely solve the problem yet.
For the first inclusion, we note:
it follows that the varieties of the proposition 2 rewrite as:
and we show easily:
which, in term of varieties, proves the first inclusion of the proposition 2.
For the other inclusion we will mainly use the lemma 3. For this, we introduce the homogenization variable X0, and denote with the exponent h the homogenization by X0 with respect to X0, · · · , Xn+1. We need also the following classical lemma, which dissociates the affine part from the component at the infinity of a homogeneous ideal.
. Then the following equality holds:
In term of varieties, the equality follows from the observation that V(J) is the union of V(J) ∩ H∞ and V(J) \ H∞.
We now homogenize I S by X0 and we get:
Using lemma 3, we get directly:
Then we show that (I S h ) |X n+1 =0 contains an ideal which begins to look like what we want:
h S E Then, the lemma 5 allows us to split the ideal JS +˙X0g h Si n:
such that we now have the following inclusion:
! From there, denoting again Q[T1, . . . , Ts] by R, we remark for 0 ≤ j ≤ n:
And:
Which allows us to conclude with:
This proves the theorem 2.
DEGREE ISSUES
The study of the degree of the minimal discriminant variety relies strongly on the Bezout-Inequality [21, 16] . What we call degree of an ideal I (resp. a variety V ) and denote deg(I) (resp. deg(V )) is the sum of the degrees of the prime ideals associated to √ I (resp. the sum of the degrees of the irreducible components of V ). With this definition, from [21, 16] we have for I, J ⊂ Q[T1, . . . , Ts, X0, . . . , Xn] and f ∈ Q[T1, . . . , Ts, X0, . . . , Xn]:
Degree of V inf
Here we use the prime decomposition of √ JS to bound the degree of V inf . This decomposition will also allow us to prove Remark 4.
First we remind that from proposition 1:
Continuing with the properties of the degree we have:
Let P1, . . . , P k be the prime ideals associated to √ JS. Then we have:
Now let denote by λ1, . . . , λj the indices of the prime ideal which do not contain any power of Xi for some 1 ≤ i ≤ n. It follows that:
We use the decomposition of √ JS to prove the remark 4.
Proof. of remark 4: We extend Lemma 1, where we replace Xi by a homogeneous linear form in X0, · · · , Xn, which leads to the following property. If J is an ideal of Q[T1, · · · , Ts][X0, · · · , Xn] homogeneous in X0, · · · , Xn, and L ∈ Q[X0, · · · , Xn] is a homogeneous linear form in X0, · · · , Xn, then:
From there, we know that the prime ideals which contain a power of Xi for all 1 ≤ i ≤ n contain in fact all the homogeneous linear forms of Q[X0, · · · , Xn]. Let denote by E the Qspacevector of homogeneous linear forms of Q[X0, · · · , Xn].
Thus we have for all L ∈ E:
Let B denote the bounded lattice {0, . . . , D−1} n of E, where D = 3d1 · · · dn. And A be defined by:
Such that for L ∈ B \ A, we have:
And since each P λ i ∩ E is a strict linear subspace of E, it follows that A is the union of j ≤
strict linear subspaces of E . Each P λ i ∩ E intersects the lattice B in at most D n−1 points. Thus the probability of choosing L in B ∩ A is
. And for all L ∈ B \ A we have:
Degree of Vineq and Vcrit
The degree of the two other components are obtained easily. By definition:
Thus with the properties of the degree, we have respectively:
Hence we proved the theorem 1.
Degree of representation of the elimination
To compute the Elimination Function in a deterministic way, we follow the ideas of [5] which uses the affine effective Nullstellensatz to reduce the problem to a linear algebra system of non homogeneous linear form. One could use the ideas of [26, 18, 19] to perform this elimination, whose complexity bounds rely on the projective effective Nullstellensatz of [23] . However these bounds only hold in a bounded probabilistic Turing machine.
Here we will use the Brownawell's prime power version of Nullstellensatz (see [7] ), which is a variant of the affine effective Nullstellensatz: Using the proposition 3 of [21] , we know that if P is a prime ideal, then there is n+1 polynomials f1, · · · , fn+1 such that:
with deg(fi) ≤ deg(P) for all 1 ≤ i ≤ n + 1 Thus we deduce the following: Proof. We homogenize the polynomials f1, · · · , fm by H with respect to T1, · · · , Ts, X1, · · · , Xn, and denote by J the ideal they generate. Then with P1, · · · , Pr being prime ideals containing J and verifying the theorem of Brownawell, it follows that the result holds when intersecting J and P1, · · · , Pr by Q[T1, · · · , Ts, H]. Finally we use the Heintz's proposition reminded above on each Pi and specialize H by 1 to conclude. Now consider the coefficients of the polynomials g1, .., gm, g as unknowns. Assume furthermore that g1, · · · , gm contains all the monomials in T1, · · · , Ts, X1, · · · , Xn of degree less or equal to (3/2) µ d1 · · · dµ, and that g contains the monomials in T1, · · · , Ts only. Thus, finding the coefficients satisfying the formula: Hence the complexity of the corollary 1 follows.
CONCLUSION
We provided a deterministic single exponential bit-complexity bound for the computation of the minimal discriminant variety of a generically simple parametric system. Note that the complexity of our algorithm relies on the elimination problem's complexity. Thus in a probabilistic bounded Turing machine, the work of [26] for example leads to a polynomial complexity bound in the size of the output. Or if we are only interested in the real solutions, then the use of the single block elimination routine of [3, 2] improves directly the deterministic complexity bound of our method.
The reduction presented in this article is easy to implement in conjunction with software featuring elimination, as those of [13, 14] , [12] or [19] for example.
It would be worth studying the complexity of the computation of the minimal discriminant variety when we have more equations than unknowns.
