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Abstrat
We onsider the Shrodinger operator on nanoribbons (tight-binding models) in an ex-
ternal eletri potentials V . The orresponding eletri eld is perpendiular to the axis
of the nanoribbon. If V = 0, then the spetrum of the Shrodinger operator onsists
of two spetral bands and the at band (i.e., the eigenvalue with innite multipliity)
between them. If we swith on an weak eletri potential V → 0, then we determine
the asymptotis of the spetral bands for small elds. In partiular, we desribe all po-
tentials when the unperturbed eigenvalue remains the at band and when one beomes
the small band of the ontinuous spetrum.
1 Introdution
After their disovery [Ii℄, arbon nanotubes remain in both theoretial and applied researh
[SDD℄. Last years physiists onsider also nanoribbons and in partiular nanoribbons in
external eletri elds, see [SCL℄. We onsider the Shrodinger operator H = ∆ + V on
the nanoribbon Γ (a tight-binding model of single-wall nanoribbons, see [SDD℄, [N℄) in an
external eletri potential V . The eletri eld is perpendiular to the axis of the nanoribbon.
Our model nanoribbon Γ ⊂ R2 is a graph, whih is a set of verties κn,k and bonds (edges)
Γn,k,j given by
{
κn,2k+1 = (
√
3(2n+ k), 3k), k ∈ N0N
κn,2k = (
√
3(2n + k), 3k − 2), k ∈ NN
,

Γn,k,1 = [κn,2k,κn,2k+1]
Γn,k,2 = [κn,2k,κn,2k−1]
Γn,k,3 = [κn,2k,κn+1,2k−1]
, n ∈ Z, (1.1)
where Nk = {1, .., k} ⊂ N and N0k = Nk ∪ {0}. See Fig 1 for the ase N = 3. We
dene the disrete Hilbert spae ℓ2(Γ) onsisting of funtions fn,k on the set of verties
κ = {κn,k, (n, k) ∈ Z× Np}, p = 2N + 1 equipped with the norm ‖f‖2ℓ2(Γ) =
∑ |fn,k|2. The
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A horizontal nanoribbon at N = 3, k ∈ {1, 2, .., 7} in the vertial eletri eld.
Laplae operator ∆ and the potential V are given by
(∆f)n,2k+1 = fn,2k + fn−1,2k+2 + fn,2k+2, k ∈ N0N ,
(∆f)n,2k = fn,2k−1 + fn+1,2k−1 + fn,2k+1, k ∈ NN , (1.2)
fn,0 = fn,p+1 = 0, p = 2N + 1, n ∈ Z, f = (fn,k)(n,k)∈Z×Np ∈ ℓ2(Γ), (1.3)
(V f)n,k = vkfn,k, (n, k) ∈ Z× Np, (1.4)
Our eletri potential is given by (1.4), sine the eletri eld is perpendiular to the axis of
the nanoribbon. In fat we onsider the Shrodinger operator H on the set Z×Np with the
Dirihlet boundary onditions (1.3). We formulate our preliminary result.
Theorem 1.1. i) The operator H = ∆+V is unitarily equivalent to the operator
∫ ⊕
[0,2π)
Ja
dt
2π
,
where p× p matrix Ja, a = 2| cos t2 | is a Jaobi operator, ating on Cp and given by
(Jay)n = an−1yn−1 + anyn+1 + vnyn, y = (yn)
p
1 ∈ Cp, y0 = 0 = yp+1, p = 2N + 1,
a1 = a2n+1 = a = 2| cos t
2
|, a2n = 1, n ∈ NN . (1.5)
ii) The spetrum of H is given by
σ(H) =
N⋃
k=−N
σn, σk = λk([0, 2]) =
{
[λ−k , λ
+
k ], k > 0
[λ+k , λ
−
k ], k < 0
, (1.6)
where λ−N(a) 6 λ−N+1(a) 6 ... 6 λN(a) are eigenvalues of Ja. Moreover, λn(·) is real
analyti in a ∈ [0, 2] and if a 6= 0, then λ−N(a) < λ−N+1(a) < ... < λN(a).
Remark. 1) The matrix of the operator Ja is given by
Ja =

v1 a 0 .. 0
a v2 1 .. 0
0 1 v3 .. 0
.. .. .. .. ..
0 .. 0 1 vp
 = J0a + diag(vn)p1, v = (vn)p1 ∈ Rp. (1.7)
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2) Exner [Ex℄ obtained a duality between Shrodinger operators on graphs and ertain (de-
pending on energy) Jaobi matries. In our ase the Jaobi matries do not depend on
energy.
We desribe the spetrum of the unperturbed operator ∆. Let λ0−N(a) 6 λ
0
−N+1(a) 6
... 6 λ0N(a) be eigenvalues of J
0
a orresponding to ∆ and let ZN = {−N, ..., N}.
Theorem 1.2. Let V = 0 and let ck = cos
kπ
N+1
, sk = sin
kπ
N+1
, k ∈ ZN . Then
λ0−k(a) = λ
0
k(a) = (a
2 − 2ack + 1) 12 , k ∈ NN , λ00(a) = 0, all a ∈ [0, 2], (1.8)
σ(∆) = σac(∆) ∪ σpp(∆) =
N⋃
−N
σ0k, σpp(∆) = σ
0
0 = {0},
σac(∆) = [−λ0N (2), λ0N(2)] \ (−s1, s1), λ0N(2) = (5 + 4c1)
1
2 , (1.9)
σ0−k = −σ0k, σ0k = [λ0,−k , λ0,+k ] =
{
[sk, λ
0
k(2)], if ck < 0
[1, λ0k(2)], if ck > 0
, all k ∈ NN . (1.10)
Remark. 1) The a.. spetrum σac(∆) onsists of two spetral bands [−λ0N (2),−s1] and
[s1, λ
0
N(2)] separated by the gap γ
0 = (−s1, s1) and ∆ has the at band σ00 = {0}.
2) Note that the gap length |γ0| = 2s1 = 2πN (1 + o(1)) as N →∞ (see also [SCL℄).
3) The following spetral intervals σ0N \ σ0N−1 = (λ0N−1(2), λ0N(2)] and σ01 \ σ02 = [s1, s2) has
the spetrum of ∆ of multipliity 2.
Consider the spetrum of H for a small potential V → 0. In this ase the spetrum of
H will be the small perturbation of the spetrum ∆. Under the perturbation V all spetral
bands σ0k, k 6= 0 of ∆ will be again spetral bands σk, k 6= 0 of the operator H . The more
ompliated ase of σ0 will be onsidered in Theorem 1.4 and 1.5. In the following theorem
we determine asymptotis of σk. Below we will sometimes write λk(a, v), σk(v), .., instead
of λk(a), σk, .., when several potentials are being dealt with. Let ‖v‖2 =
∑p
1 v
2
n.
Theorem 1.3. i) Eah eigenvalue λk(a, v),±k ∈ Nn of Ja is a real analyti funtion of
(a, v) ∈ (0, 2] × Rp and ±∂2aλk(a, v) > 0,±k ∈ Nn for a ∈ [δ, 2] for eah small δ > 0 and
suiently small v. Moreover, λ0(·, ·) is analyti in the neighborhood of (0, 0).
ii) If ‖v‖2 =∑p1 |vn|2 → 0 and k 6= 0, then
λ−k (v) = sk sign k +
∑N+1
n=1 (c
2
nkv2n−1 + s
2
nkv2n)
N + 1
+O(‖v‖2), |k| < N + 1
2
, (1.11)
λ−k (v) = sign k +O(‖v‖), |k| >
N + 1
2
, (1.12)
λ+k (v) = (5− 4ck)
1
2 sign k +
p∑
n=1
χnvn
N + 1
+O(‖v‖2),
{
χ2n = s
2
kn
χ2n+1 =
(snk−2s(n+1)k)
2
(5−4ck)
.
(1.13)
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The following Theorems 1.4 and 1.5 are our main result about the spetral interval σ0 6= ∅
(or the at band σ0) as v → 0. Let H = {f ∈ ℓ2(Γ) : Hf = v1f}.
Theorem 1.4. i) The spetral band σ0(v) of H is a at band and σ0(v) = {λ0(a)} = {v1}
(an eigenvalue of H) i v2k+1 = v1 for all k ∈ NN .
ii) Let σ0(v) = {v1} and let Sh = (hn+1)n∈Z for h = (hn+1)n∈Z ∈ ℓ2(Z). Then
H = {f ∈ ℓ2(Γ) : Hf = v1f} = {f = (fn,k)(n,k)∈Z×Np ∈ ℓ2(Γ) :
(fn,2k+1)n∈Z = (−I − S)kh, (fn,2k)n∈Z = 0, k ∈ NN , h = (hn)n∈Z ∈ ℓ2(Z)}. (1.14)
iii) Let σ0(v) = {v1}. Dene ompatly supported funtions ψm = (ψmn,k)(n,k)∈Z×Np ∈ H, m ∈
Z by
ψmk = (ψ
m
n,k)n∈Z, ψ
m
2k = 0, ψ
m
2k+1 = (−I − S)kem, k ∈ N0N , (1.15)
where em = (δn,m)n∈Z ∈ ℓ2(Z). Then eah f ∈ H has the form
f =
∑
m∈Z
f̂mψ
m, f̂m = fm,1. (1.16)
Moreover, the mapping f → (f̂m)m∈Z is a linear isomorphism between H and ℓ2(Z).
Remark. Due to (1.16) eah ompatly supported eigenfuntion has the form f =
∑β
α f̂mψ
m
for some α, β.
Theorem 1.5. i) Let ‖v‖2 =∑p1 |vn|2 → 0. Then
λ0(a, v) = F (a, v) +O(‖v‖2), F (a, v) =
∑N
k=0 v2k+1a
2k∑N
k=0 a
2k
, (1.17)
λ−0 (v) = min
a∈[0,2]
F (a, v) +O(‖v‖2), λ+0 (v) = max
a∈[0,2]
F (a, v) +O(‖v‖2). (1.18)
ii) Let 0 = v1 6 v3 6 .. 6 vp and 0 < vp. Then the following asymptotis hold true
λ−0 (v) = O(v
2
p), λ
+
0 (v) =
3
4N+1 − 1
N∑
k=1
4kv2k+1 +O(v
2
p) as v → 0. (1.19)
Moreover, if v1 < v3 6 vp 6 Cv3 for some C > 0, then the funtion λ0(·, v) is strongly
inreasing on [0, 2] for suiently small vp and the spetral band σ0(v) has the spetrum of
H of multipliity 2.
Remark. 1) The rst term of asymptotis of σ0 depends on the odd omponents v2k+1
of the potential. Moreover, σ0(v) is a at band i all odd omponents v2k+1 = 0.
2) If v1 6= 0 and all odd v2k+1 = 0, k > 1, then σ0(v) = |v1|(1− 34N+1−1) +O(‖v‖2).
Example of the onstant eletri elds. Consider the eletri eld given by E =
E0(0, 1) ∈ R2, where E0 > 0 is the amplitude. The orresponding eletri potential V(x, y) =
E0y, (x, y) ∈ R2 is inreasing in the vertial diretion and
v2k+1 = εk, k = 0, 1, ., N,
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for some ε > 0. We assume that the eletri eld is weak V → 0 and then ε → 0. Thus
asymptotis (1.19) give
λ−0 (v) = O(ε
2), λ+0 (v) = 4εCp + O(ε
2), Cp =
4N(4N − 1)− 3
3(2p+1 − 1) (1.20)
as ε → 0. Thus if we swith on the onstant eletri eld, then σ(H) = σac(H) and
|σ0(v)| = 4εCp +O(ε2) > 0 for small ε > 0.
Strong eletri elds. We onsider the nanoribbon in strong eletri elds. Our
operator has the form H(t) = ∆ + tV as the oupling onstant t → ∞. In this ase the
orresponding Jaobi operator depends on t and is given by
(Ja(t)y)n = an−1yn−1 + anyn+1 + tvnyn, y = (yn)n∈Z ∈ Cp. (1.21)
We study how the spetral bands σk(tv) = [λ
+
k (t), λ
−
k (t)], k ∈ ZN of the operator H(t)
depend on the oupling onstant t→∞.
Theorem 1.6. Let H(t) = ∆ + tV with v1 < .. < vp and let t→∞. Then
λ±sk−N−1(t) = tvk −
ξ±k +O(t
−1)
t
, ξ±k =
r±k
vk−1 − vk +
r±k+1
vk+1 − vk , s = (−1)
k,
v0 = vp+1 = 0, r
±
1 = r
±
p+1 = 0, r
±
2n+1 = 1, r
−
2n = 0, r
+
2n = 4, n ∈ NN , (1.22)
|σk−N−1(tv)| = 4 +O(t
−1)
t|vk−(−1)k − vk|
, k ∈ Np \ {p}, and |σN (tv)| = O(t−2) (1.23)
for any k ∈ Np, where eah spetral band σk(t), k 6= N has multipliity 2.
Note that (1.22) implies σk(t) ∩ σj(t) = ∅ for any k 6= j, k, j ∈ ZN as t→∞.
A arbon nanoribbon is a strip of the honeyomb lattie, i.e., a ut graphene sheet, see
a horizontal ribbon in Fig. 1. There are mathematial results about Shrodinger operators
on arbon nanotubes (zigzag, armhair and hiral) of Korotyaev and Lobanov [KL℄, [KL1℄,
[K1℄, Kuhment and Post [KuP℄ and Pankrashkin [Pk℄. All these papers onsider so-alled
ontinuous models. But in the physial literature the most ommonly used model is the
tight-binding model. For appliations of our model see ref. in [ARZ℄, [H℄, [SDD℄.
In the proof of our theorems we determine various asymptotis for periodi Jaobi op-
erators with spei oeients, see (1.5). Note that there exist a lot of papers devoted to
asymptotis and estimates both for periodi Jaobi operators and Shrodinger operators see
e.g. [KKu1℄, [KKr℄, [La℄, [vMou℄.
We present the plan of our paper. In Set. 2 we prove Theorems 1.1 and 1.2. In the
proof Theorem 1.1 we use arguments from [KL℄. In Set. 3 we prove Theorems 1.3 -1.6.
2 Preliminaries
Proof of Theorem 1.1. i) For eah (fn,k)(n,k)∈Z×Np ∈ ℓ2(Γ) we introdue the funtion
ψk = (fn,k)n∈Z ∈ ℓ2(Z), k ∈ Np, p = 2N + 1 and ψ = (ψk)k∈Np ∈ (ℓ2(Z))p. Using (1.2) and
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(V f)n,k = vkfn,k for any (n, k) ∈ Z × Np, we obtain that the operator H : ℓ2(Γ) → ℓ2(Γ) is
unitarily equivalent to the operator K : ℓ2(Z)p → ℓ2(Z)p, given by
(Kψ)2k+1 = ψ2k + v2k+1ψ2k+1 + (I + S
−1)ψ2k+2, ψ0 = ψp+1 = 0, k ∈ N0N ,
(Kψ)2k = (I + S)ψ2k−1 + v2kψ2k + ψ2k+1, k ∈ NN .
where the operators Ih = h and Sh = (hn+1)n∈Z, h = (hn)n∈Z. We rewrite K in the matrix
form by
K(ψk)
p
1 =

v1 I + S
−1 0 .. 0
I + S v2 I .. 0
0 I v3 .. 0
.. .. .. .. ..
0 .. 0 I vp


ψ1
ψ2
ψ3
..
ψp
 , ψk ∈ ℓ2(Z). (2.1)
Note that K∗ = K, sine S∗ = S−1. Introdue the unitary operator Φ : ℓ2(Z)p →∫ ⊕
[0,2π)
H0
dt
2π
, H0 = C
p
, by Φ(ψk)
p
1 = (φψk)
p
1, where φ : ℓ
2(Z) → L2(0, 2π) is an unitary
operator given by
φh =
∑
n∈Z
hn
eint√
2π
, h = (hn)n∈Z ∈ ℓ2(Z), t ∈ [0, 2π].
Then we dedue that ΦpKΦ
−1
p =
∫ ⊕
[0,2π)
J˜t
dt
2π
, where the operator J˜t : H0 → H0 has the
matrix given by
J˜ty =

v1 1 + e
it 0 .. 0
1 + e−it v2 1 .. 0
0 1 v3 .. 0
.. .. .. .. ..
0 .. 0 1 vp


y1
y2
y3
..
yp
 , y = (yk)p1 ∈ Cp.
The matrix J˜t is unitarily equivalent to the matrix Ja, a = 2| cos t2 | = |1 + eit|, given by
Ja =

v1 a 0 .. 0
a v2 1 .. 0
0 1 v3 .. 0
.. .. .. .. ..
0 .. 0 1 vp
 = J0a + diag(vn)p1, J0a =

0 a 0 .. 0
a 0 1 .. 0
0 1 0 .. 0
.. .. .. .. ..
0 .. 0 1 0
 . (2.2)
Thus we dedue that the operator H is unitarily equivalent to the operator
∫ ⊕
[0,2π)
Ja
dt
2π
.
ii) From the spetral theory of Jaobi operators [vM℄ we obtain that eigenvalues λk(a), k ∈
ZN of Ja satisfy λ−N(a) 6 λ−N+1(a) 6 ... 6 λN(a). Moreover, if a 6= 0, then λ−N(a) <
λ−N+1(a) < ... < λN(a). The perturbation theory gives that λn(·) is real analyti in a ∈ [0, 2].
Then the standard arguments for periodi operator (see Set. XIII, 16 [RS℄) and i) give the
proof of ii).
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Below we need the well known fats about Jaobi matries. Let a 6= 0. Introdue the
fundamental solutions ϕn = ϕn(λ, a, v), ϑn = ϑn(λ, a, v), (λ, a, v) ∈ C × R+ × R2N+1 of the
system of equations
ay2k − (λ− v2k−1)y2k−1 + y2k−2 = 0, y2k+1 − (λ− v2k)y2k + ay2k−1 = 0, k ∈ NN+1,
with onditions: ϑ0 = 0, ϑ1 = 1, ϕ0 = 0, ϕ1 = 1, and vp+1 = v1. The solution ϕk has the
following form (
ϕ2k
ϕ2k+1
)
= Mk
(
0
1
)
, (2.3)
where Mk is the monodromy matrix, given by
Mk =
(
ϑ2k ϕ2k
ϑ2k+1 ϕ2k+1
)
= Tk..T1, Tk =
1
a
( −1 λ− v2k−1
v2k − λ (λ− v2k)(λ− v2k−1)− a2
)
. (2.4)
Consider the spetrum for the unperturbed operator ∆.
Proof of Theorem 1.2. Using (2.4), (2.3), we have that(
ϕ2k
ϕ2k+1
)
= T k1
(
0
1
)
, T1 =
1
a
( −1 λ
−λ λ2 − a2
)
.
The eigenvalues τ± and eigenvetors e± of the matrix M1 are given by
τ± =
r ±√r2 − 4
2
, e± =
(
λ
a
1
a
+ τ±
)
, r = TrM1 =
λ2
a
− a− 1
a
(2.5)
and satisfy
τ+τ− = detM1 = 1,
(
0
1
)
=
1
τ+ − τ− (e+ − e−).
Then we get τ± = e
±iξ
and cos ξ = r
2
. Assume that τ+ 6= τ−, then(
ϕ2k
ϕ2k+1
)
=
1
τ+ − τ−M
k
1 (e+ − e−) =
1
τ+ − τ− (τ
k
+e+ − τk−e−),
whih yields
ϕ2k =
λ
a
τk+ − τk−
τ+ − τ− =
λ
a
sin kξ
sinκ
, cos ξ =
r
2
ϕ2k+1 =
1
a
τk+ − τk−
τ+ − τ− +
τk+1+ − τk+1−
τ+ − τ− =
sin kξ
a sinκ
+
sin(k + 1)ξ
sin ξ
. (2.6)
All our funtions are analyti, then (2.6) holds true for all λ, exept nite numbers of λ.
Moreover, ϕn is a polynomial, then we obtain (2.6) for all λ ∈ C.
In order to determine λ0k(a) we alulate all zeros of the funtion ϕp+1(·, a) = 0 and (2.6)
yields (1.8), i.e., λ00(a) = 0 and λ
0
−k(a) = −λ0k(a), k ∈ NN , where
λ0k(a) = |a2 − 2ack + 1|
1
2 = |(a− ck)2 + s2k|
1
2 all a ∈ [0, 2]. (2.7)
and ck = cos
kπ
N+1
, sk = sin
kπ
N+1
. The proof of (1.9)-(1.10) follows from the analysis of the
funtion λ0k(a), see (2.7). This funtion is monotoni on the intervals [0, ck], [ck, 2] and has
the extremum at a = ck suh that λ
0
k(ck) = sk. Note that ck ∈ [0, 1] only for |k| 6 N+12 .
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3 Proof of main Theorems
In this setion we onsider the spetrum of H as v → 0. Let ∂a = ∂∂a and ∂j = ∂∂vj .
Proof of Theorem 1.3. i) Consider the ase k > 0, the proof for k < 0 is similar. It
is well known (see e.g. [K2℄) that eah eigenvalue λk(a, v) is a real analyti funtion of
(a, v) ∈ (0, 2]×Rp and in partiular λ0(·, ·) is analyti in the neighborhood of (0, 0). Identity
(1.8) gives that ∂2aλk(a, 0) > 0, a ∈ [δ, 2] for some small δ > 0. Then the analytiity of
λk(a, v) in (a, v) implies ∂
2
aλk(a, v) > 0, for all a ∈ [δ, 2] and for suiently small v.
ii) Consider the ase |k| < N+1
2
. We have
min
a∈[0,2]
λk(a, 0) = λk(ck, 0) = sk, sk < λk(a, 0), a ∈ [0, 2] \ ck. (3.1)
Using ∂aλk(ck, 0) = 0 and ∂
2
aλk(ck, 0) > 0 and the Impliit Funtion Theorem we dedue
that there exists an unique funtion zk(v) (analyti in ‖v‖ 6 δ for some δ > 0) suh that
∂aλk(zk(v), v) = 0 and ∂
2
aλk(zk(v), v) > 0 for all ‖v‖ 6 δ and zk(0) = ck. Finally we have
λ−k (v) = min
a∈[0,2]
λk(a, v) = λk(zk(v), v),
∂jλ
−
k (0) = ∂aλk(ak(0), 0)∂jak(0) + ∂jλk(ak(0), 0) = ∂jλk(ck, 0). (3.2)
Using i) and the perturbation theory, we obtain
∂jλk(ck, 0) =
ϕ2j (sk, ck, 0)∑p
n=1 ϕ
2
n(sk, ck, 0)
. (3.3)
Note that (2.5) and (2.6) gives
2 cos ξk =
s2k
ck
− ck − 1
ck
= −2ck, ξk = π − kπ
N + 1
,
ϕ2n(sk, ck, 0) =
sk sin nκk
ck sinκk
=
(−1)n+1snk
ck
,
ϕ2n−1(sk, ck, 0) =
sinnκk
ck sinκk
+
sinnκk
sinκk
= (−1)n s(n−1)k
cksk
+ (−1)n−1snk
sk
= (−1)n snkck − cnksk
cksk
+ (−1)n−1snk
sk
= (−1)n−1 cnk
ck
. (3.4)
Thus identities (3.2)-(3.4) imply
p∑
n=1
ϕ2n(sk, ck, 0) =
N + 1
c2k
, ∂jλ
−
k (0) =
{
s2
nk
N+1
, j = 2n
c2
nk
N+1
, j = 2n− 1 ,
and the Taylor formula yields (1.11).
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Consider λ−k (v) for the ase |k| > N+12 . Asymptotis (1.12) follow from (1.8), sine
λk(a, 0) is monotoni in a ∈ [0, 2] and λk(0, 0) = sign k.
Consider the asymptotis of λ+k (v) for the ase k > 1, the proof for k < 0 is similar.
We have that
λ+k (v) = max
a∈[0,2]
λk(a, v) = λk(2, v) (3.5)
for suiently small v, sine at v = 0 it follows from (1.8) and for small v it follows from
analytiity of λk(a, v) on (0, 2]× Rp. Then the perturbation theory yields
∂jλk(2, 0) =
ϕ2j(µ, 2, 0)∑p
n=1 ϕ
2
n(µ, 2, 0)
, µ = λ0+k = λk(2, 0) = (5− 4ck)
1
2 . (3.6)
We will alulate ϕn(µ, 2, 0). Using again (2.5) and (2.6) we obtain
2 cos ξk =
µ2
2
− 2− 1
2
= −2ck, ξk = π − kπ
N + 1
,
ϕ22n(µ, 2, 0) =
µ2 sin2 nξk
4 sin2 ξk
=
µ2s2kn
4s2k
=
µ2
8s2k
(1− c2nk),
N∑
n=1
ϕ22n(µ, 2, 0) =
µ2(N + 1)
8s2k
, (3.7)
and
ϕ22n+1(µ, 2, 0) =
(
sinnξk
2 sin ξk
+
sin(n+ 1)ξk
sin ξk
)2
=
(
snk
2sk
− s(n+1)k
sk
)2
=
s2nk
4s2k
+
s2(n+1)k
s2k
− snks(n+1)k
s2k
=
1− c2nk + 4(1− c2(n+1)k)− 4(ck − c(2n+1)k)
8s2k
=
µ2
8s2k
− c2nk + 4c2nk+2k − 4c2nk+k
8s2k
,
N∑
n=0
ϕ22n+1(µ, 2, 0) =
µ2(N + 1)
8s2k
, (3.8)
2N+1∑
n=1
ϕ2n(µ, 2, 0) =
N∑
n=0
ϕ22n+1(µ, 2, 0) +
N∑
n=1
ϕ22n(µ, 2, 0) =
µ2(N + 1)
4s2k
(3.9)
where the identity
∑N
n=0 cnk+α =
∑N
n=0 snk+α = 0 was used for all 1 6 |k| 6 N and α ∈ R.
Then substituting (3.7)-(3.9) into (3.6) and using (3.5), the Taylor formula gives (1.13).
We onsider now the "small spetral band" σ0(v) of H as v → 0.
Proof of Theorem 1.4. i) Suieny. If v1 = v3 = .. = v2N+1 = 0, then (2.4) gives
Tk = Tk(0, a, v) =
1
a
( −1 0
v2k −a2
)
, and TN+1TN ..T1 =
(
.. 0
.. ..
)
,
whih yields ϕp+1(0, a, v) = 0 for all a ∈ (0, 2]. Then λ = 0 is an eigenvalue of eah
Ja, a ∈ [0, 2].
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Neessity. Without loss of generality we assume that v1 = 0. Suppose λ = 0 is an eigenvalue
of H . Then ϕp+1(0, a, v) = 0 for innity numbers of a ∈ (0, 2]. But aN+1ϕp+1 is a polynomial
of a, then we obtain ϕp+1(0, a, v) ≡ 0 for any a. We have
Tk = Tk(0, a, v) =
1
a
( −1 −v2k−1
v2k v2kv2k−1 − a2
)
.
Thus due to (2.4) simple alulations gives
Mk(0, a, v) =
1
ak
(
.. O(a2k−1)
.. (−1)ka2k +O(a2k−1).
)
.
Then
MN+1(0, a, v) =
1
aN+1
( −1 −vp
vp+1 vp+1vp − a2
)(
.. O(a2N−1)
.. (−1)Na2N +O(a2N−1)
)
=
1
aN+1
(
.. (−1)k+1vpa2N +O(a2N−1)
.. ..
)
,
whih yields aN+1ϕp+1(0, a, v) = (−1)N+1vpa2N +O(a2N−1). Using identity ϕp+1(0, a, v) = 0
for all a, we obtain vp = 0 and then
MN+1 =
1
a
( −1 0
v2N+2 −a2
)
MN =
1
aN+1
(
.. −a−1ϕ2N (0, a, v)
.. ..
)
,
whih yields ϕ2N(0, a, v) = −aϕ2N+2(0, a, v) = 0 for all a. Repeat arguments as above for
the funtion ϕ2N(0, a, v) = 0, a ∈ R we obtain v2N−1 = 0 and so on.
ii) Now we desribe eigenfuntion f = (fn,k)Z×Np ∈ ℓ2(Γ) suh that Hf = 0. Reall that
the statement i) yields that eah v2k+1 = 0, k ∈ N0N . Dene ψk = (fn,k)n∈Z, k ∈ Np. Then,
using (2.1), we obtain that ψ = (ψk)
2N+1
1 satises Kψ = 0 and (2.1) gives the rst equation
v1ψ1 + (I + S
−1)ψ2 = (I + S
−1)ψ2 = 0.
Any ψ1 ∈ ℓ2(Z) and ψ2 = 0 are all solutions of this equation. Substituting ψ2 = 0 into the
seond equation in (2.1), we obtain
(I + S)ψ1 + v2ψ2 + ψ3 = (I + S)ψ1 + ψ3 = λ0ψ2 = 0,
whih yields ψ3 = (−I − S)ψ1 and so on.
iii) Let f˜ =
∑
m f̂mψ
m
. The denition of f˜ yields h = (f˜n,k)n∈Z = (fn,k)n∈Z and the
statement ii) gives f˜ = f . The similar arguments imply that the mapping f → (f̂m)m∈Z is
a linear isomorphism between H and ℓ2(Z).
Proof of Theorem 1.5. i) Consider the eigenvalue λ0(a, v), whih is a zero of R(λ, a, v) =
aN+1ϕp+1(λ, a, v) and λ0(a, v) is a perturbation of λ
0
0(a) = λ0(a, 0). Note that R is a poly-
nomial and R(λ, a, v) = λp +O(λ2N) as λ→∞.
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Consider R(λ, a, 0). Reall that λ00(a) = 0 is a simple zero of R(λ, a, 0) for all a ∈ [0, 2].
The funtion R(λ, a, v) is a polynomial of degree p in λ, whose oeients are polynomials
in the omponents of a, v. Therefore, its roots λn, n ∈ ZN are ontinuous funtions of
(a, v) ∈ [0, 2]×Rp. Moreover, these roots are simple, then they are real analyti on [0, 2]×Rp.
Using Theorem 1.3 i), we obtain
λ0(a, v) = λ0(a, 0) +
p∑
k=1
∂kλ0(a, 0)vk +O(‖v‖2),
uniformly in |a|+ |v| 6 δ for some small δ > 0. Using (2.6) and (2.5) we dedue that
ϕ2k(0, a, 0) = 0, ϕ2k+1(0, a, 0) = (−a)k,
p∑
j=1
ϕ2k(0, a, 0) =
N∑
k=0
a2k = A,
whih yields
∂2kλ0(a, 0) =
ϕ22k(0, a, 0)
A
= 0, ∂2k+1λ0(a, 0) =
ϕ22k+1(0, a, 0)
A
=
a2k(a2 − 1)
a2N+2 − 1 .
Thus
λ0(a, v) = F (a, v) +O(‖v‖2), F (a, v) =
∑N
k=0 v2k+1a
2k∑N
k=0 a
2k
.
whih yields (1.17), (1.18).
ii) Let v → 0. Using F (0, v) = 0 and F (2, v) = 3
4N+1−1
∑N
k=1 4
kv2k+1 and (1.17), (1.18)
and Lemma 3.1, we obtain (1.19). Moreover, If v1 < v3 and vk 6 Cv1 then λ0(a, v) is stritly
inreasing for a ∈ [0, 2], see Lemma 3.2.
Lemma 3.1. Let v1 6 v3 6 .. 6 v2N+1 and v1 < v2N+1. Then the funtion F (·, v) is stritly
inreasing on [0, 2] and given by
F (a, v) = v2N+1 −
N∑
k=1
(v2k+1 − v2k−1) a
2k − 1
a2(N+1) − 1 . (3.10)
Proof. We have that
F (a, v) =
(
∑N
0 v2k+1a
2k)(a2 − 1)
a2(N+1) − 1 =
v2N+1a
2(N+1) +
∑N
1 (v2k−1 − v2k+1)a2k − v1
a2(N+1) − 1
=
v2N+1(a
2(N+1) − 1) +∑N1 (v2k−1 − v2k+1)(a2k − 1)
a2(N+1) − 1 = v2N+1−
N∑
k=1
(v2k+1−v2k−1) a
2k − 1
a2(N+1) − 1 .
Then the funtion F (·, v) is strongly inreasing on [0, 2], sine the funtion − x−1
xr−1
is strongly
inreasing in x > 0 for any r > 1 and then − a2k−1
a2(N+1)−1
is stritly inreasing for a > 0.
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Lemma 3.2. The funtion µ(z, v) = λ0(
√
z, v) is real analyti in
(z, v) ∈ Ωδ = Ω1δ × Bδ, Ω1δ = {z ∈ C : dist(z, [0, 4]) < δ}, Bδ = {v ∈ Rp : ‖v‖ < δ},
for some δ > 0. Moreover, the funtion F˜ (z, v) = µ(z, v)− F (√z, v) satises
|F˜ (z, v)|+ |∂zF˜ (z, v)| 6 C0‖v‖2, (z, v) ∈ Ωδ, (3.11)
for some onstant C0. Furthermore, if 0 = v1 < v3 6 .. 6 vp < cv3 for some c > 0, then
∂zµ(z, v) > 0 for all (z, v) ∈ [0, 4]× Bδ for suiently small δ > 0.
Proof. The identities (2.4),(2.3) imply ϕp+1(λ,−a, v) = (−1)N+1ϕp+1(λ, a, v). Then we
obtain λ0(a, v) = λ0(−a, v) for suiently small v, sine ϕp+1(λ0(a, v), a, v) = 0 and λ0(a, v)
is a simple root of the polynomial ϕp+1(λ, a, v) for suiently small v. Then, the Impliit
Funtion Theorem gives that λ0(a, v) is real analyti in Ω3δ and the new funtion µ(z, v) =
λ0(
√
z, v), z = a2 is real analyti in Ω3δ, sine λ0(a, v) = λ0(−a, v).
This result and (1.17) yield |F˜ (z, v)| 6 C1‖v‖2 for all (z, v) ∈ Ω3δ and some C1.
If (z0, v) ∈ Ωδ, then µ(z, v) is analyti in z ∈ {|z − z0| < δ} and the Cauhy integral
implies
∂zF˜ (z0, v) =
1
2πi
∫
|z−z0|=δ
F˜ (z, v)
(z − z0)2dz, |∂zF˜ (z0, v)| 6
C1
δ
‖v‖2,
sine |F˜ (z, v)| 6 C1‖v‖2 for all (z, v) ∈ Ω3δ.
Let fk(z) =
1−zk
zN+1−1
, z > 0, for x k. This funtion is strongly inreasing for z > 0 and
A = minz∈[0,4](f1)
′(z) > 0. Then using (3.10), (3.11), we obtain
∂zµ(z, v) = ∂zG(z, v) + ∂zF˜ (z, v) =
N∑
k=1
(v2k+1 − v2k−1)(fk)′(z) + ∂zF˜ (z, v) > v3A+O(v23)
whih yields ∂zµ(z, v) > 0 for all suiently small v3.
Proof of Theorem 1.6. Using (1.7) we rewrite Ja(tv) in the form
Ja(tv) = t(B + t
−1J0a) = t(B + εJ
0
a), B = diag(vj)
p
1, as ε =
1
t
→ 0.
Then the perturbation theory (see Set. XII, 1, [RS℄) for B + εJ0a gives
λk−N−1(a, tv) = t(vk − αkε2 + O(ε3)), αk =
∑
j∈Np\{k}
u2k,j
vj − vk , uj,k = (e
0
j , J
0
ae
0
k), (3.12)
for any k ∈ Np, here Be0j = vje0j and the vetor e0j = (δj,n)pn=1 ∈ Cp. The matrix J0a = {uk,j}
is given by (2.2), where
uj,k ≡ uj,k(a) =

0, |k − j| 6= 1,
a, j = k + 1, j ∈ 2N, or j = k − 1, k ∈ 2N
1, other cases
. (3.13)
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Then, eah funtion uj,k(a) is strongly inreasing (or onstant) in a ∈ [0, 2]. Using similar
arguments as in Theorem 1.5 and Lemma 3.2, we dedue that eah funtion λk(a, tv), k ∈
ZN \ {N} is strongly inreasing in a ∈ [0, 2] and for suiently large |t|. Note that if k = N ,
then λN (a, tv) = tvp+
1
t(vp−vp−1)
+O(t−2) and our simple arguments do not give that λN(a, tv)
is monotoni in a ∈ [0, 2]. Using these arguments and σk(t) ∩ σn(t) = ∅, k 6= n (see (3.12)),
we dedue that σk(t), k 6= N has multipliity 2 for suiently large t. The endpoints of
σk(t), k 6= N are λk(0, tv) and λk(2, tv), then (3.12), (3.13) yield (1.22), (1.23).
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