In the enduring, fruitful research on spectral differential equations with polynomial eigenfunctions, Koornwinder's generalized Laguerre polynomials are playing a prominent role. Being orthogonal on the positive half-line with respect to the Laguerre weight and an additional point mass N > 0 at the origin, these polynomials satisfy, for any α ∈ N 0 , a linear differential equation of order 2α + 4. In the present paper we establish a new elementary representation of the corresponding 'Laguerre-type' differential operator and show its symmetry with respect to the underlying weighted scalar product. Furthermore, we discuss various other representations of the operator, mainly given in factorized form, and show their equivalence. Finally, by applying a limiting process to the Laguerre-type equation, we deduce new elementary representations for the higherorder differential equation satisfied by the Bessel-type functions on the positive half-line.
Introduction
In 1984, Koornwinder [1] introduced the generalized Jacobi polynomials {P α,β,M,N n (x)} ∞ n=0 with four parameters α, β > −1 and M, N ≥ 0, which are orthogonal with respect to a linear combination of the Jacobi weight function w α,β and, in general, two delta 'functions' at the endpoints of the interval −1 ≤ x ≤ 1,
(1.1)
In the particular case M = 0, N > 0, the so-called Jacobi-type polynomials are given in terms of the classical Jacobi polynomials by where, see [1] [2] [3] [4] , P α,β n (x) = (α + 1) n n! 2 F 1 − n, n + α + β + 1; α + 1;
(1.
3)
The Jacobi-type polynomials, in turn, give rise to the Laguerre-type polynomials {L α,N n (x)} ∞ n=0 , α > −1, N > 0, via the 'confluent' limit
Here, L α n (x) = [(α + 1) n /n!] 1 F 1 (−n; α + 1; x), n ∈ N 0 , denote the Laguerre polynomials, while T α n (x) = −t α n x L α+2 n−1 (x), t α n = (α + 2) n−1 /n!, n ≥ 1, T α 0 (x) = 0.
(1.5)
The Laguerre-type polynomials are orthogonal with respect to a scalar product induced by the Laguerre weight function w α (x) = α! −1 e −x x α plus a delta distribution at the origin, i.e. Explicit representations of Koornwinder's Jacobi-and Laguerre-type polynomials were found by Chen and Griffin [5] , as well. By means of a multiple integral formula due to Heine, they studied the effect of adding point masses involving functions or derivatives to a given weight function. The method also applies to generalized Jacobi and Laguerre polynomials, which are orthogonal with respect to an inner product of Sobolev-type.
In the present paper we are interested in another characteristic features of the Laguerretype polynomials: For any α ∈ N 0 and N > 0, they satisfy a spectral differential equation of order 2α + 4, which may be stated in operational form by
For N = 0, the first component of equation (1.7) comprises the classical Laguerre equation
Here and in the following, D i x ≡ (D x ) i , i ∈ N, denotes an i-fold differentiation with respect to x. Moreover, the order of a differential operator is indicated as another index.
The higher-order component of the differential operator was first determined by J. and R. Koekoek [6, (15) ]. Using some deeper special function arguments, they found the
(1.9) Moreover they showed that the coefficients possess the remarkable properties
For the lowest values of the parameter, α = 0, 1, 2, the respective fourth-, sixth-and eighthorder Laguerre-type equations were previously established by Littlejohn and Krall, see e.g. [7] . Shortly after the discovery of the Laguerre-type operator (1.9), Everitt, Littlejohn, and Wellman [8, 9] established its Lagrange symmetric form
(1.11)
To this end it was shown in [9] that for all n, m ∈ N, both representations (1.9) and (1.11) give rise to the same value of the scalar product
(1.12) The first major purpose of this paper is to introduce another, completely elementary form of the operator L α 2α+4,x , see Theorem 2.1. This result is then used to show that the components (1.5) of the Laguerre-type polynomials themselves are eigenfunctions of the second part of equation (1.7), i.e.
One way to achieve the new representation of the Laguerre-type operator L α 2α+4,x is to apply the limiting process (1.4) to the higher-order differential equation for the Jacobi-type polynomials (1.2) which we recently established for all α ∈ N 0 , β > −1, N > 0 [4] . Alternatively, when inserting the definition of the Laguerre-type polynomials into equation (1.7) for arbitrary N > 0 and taking the identities (1.8) and (1.13) into account, a direct proof of Theorem 2.1 follows by showing that
This, however, is an immediate consequence of the two identities stated in Theorem 2.3. Once knowing the new representation (2.5), it is not hard to verify its equivalence to Koekoek's representation (1.9), see Corollary 2.4. Finally, in Corollaries 2.5 and 2.6, we show that the properties (1.10) of the coefficients in (1.9) and the identity (1.12) follow as well when using the new representation (2.5).
Another central goal of the present paper is pursued in Section 3. Here we discuss no fewer than four more representations of L α 2α+4,x , each being given as a product of α + 2 second-order differential expressions. One of them is a new, completely non-commutative factorization which enables us to set up a recurrence relation for the Laguerre-type operator with respect to the parameter α, see Theorem 3.1, equation (3.5) . The other three factorizations are essentially due to Bavinck [2, Section 2.1-2] and Durán [10] . It is remarkable to observe how these representations are related to each other.
In Section 4 we show that the combined Laguerre-type differential operator
is symmetric with respect to the scalar product (1.6). Consequently, its eigenfunctions form an orthogonal system in the corresponding function space and thus recover the known orthogonality of the Laguerre-type polynomials. By the way, the same result is obtained when utilizing the Lagrange symmetric form (1.11) of the Laguerre-type operator. It would be worthwhile to compare this former representation with ours within a deeper spectral theoretical context. In the last Section 5, we establish new elementary representations of the higher-order Bessel-type differential equation which has been introduced and investigated by Everitt and the author [11] . Its eigenfunctions, the so-called Bessel-type functions {J α,M λ (x)} λ≥0 , α ∈ N 0 , M ≥ 0, 0 ≤ x < ∞, satisfy an orthogonality relation in distributional sense and thus give rise to a generalized Hankel transform and its inverse, cf. [12] . In the present paper we basically use the fact that the Bessel-type functions are determined via another confluent limiting process, now originating from the Laguerre-type polynomials. What is left is to examine how the properties of the Laguerre-type equation carry over to the Bessel-type case.
From a more general point of view, there is a vast literature on orthogonal polynomial systems satisfying a finite order differential equation of a certain spectral type. For a characterization of these so-called Bochner-Krall polynomials and some major contributions in the field see Kwon, Littlejohn, and Yoon [13, 14] as well as [5] . In this context, our new knowledge of the Laguerre-type equation may serve as a pattern for investigating other basic phenomena in more involved situations. Only recently, we established an elementary representation of the differential equation of order 2α + 2β + 6 for the generalized Jacobi polynomials {P [15] . Other promising subjects are the differential equations of Sobolev-type or the higher-order difference equations satisfied by discrete orthogonal polynomials.
New elementary representation of the Laguerre-type equation
In the paper [4] , we stated the higher-order differential equation for the Jacobi-type polynomials P α,β,0,N n
where, for sufficiently smooth functions y(x), the two differential expressions are given by
The two components of equation (2.1) are linked by the constant b α,β = (α + 2)!(β + 1) α+1 , and the eigenvalue parameters are monic polynomials in n of order 2 and 2α + 4, respectively, i.e.
Applying the limit relation (1.4) to equation (2.1)-(2.4), we arrive at the following result.
, where, for sufficiently smooth functions y(x),
(2.5)
Corollary 2.2:
For α ∈ N 0 let L α 2α+4,x be defined in (2.5) . Then for all n ∈ N, the components T α n (x) of the Laguerre-type polynomials (1.4) satisfy the eigenvalue equation (1.13) .
Proof:
We iteratively use the two differentiation formulas for the Laguerre polynomials (cf. (2.9))
Then, by definition (1.5) of T α n (x), it follows that
As carried out in the Introduction, we can prove Theorem 2.1 by combining the following two identities, which readily yields (1.14).
Theorem 2.3:
For α ∈ N 0 and all n ∈ N, there hold
If n = 0, the left-hand sides of the identities (2.7) and (2.8) clearly vanish.
Proof: Identity (2.7) is a direct consequence of the Laguerre equation (1.8) . In fact,
and hence, by definition (1.5),
Concerning equation ( 
Altogether, we obtain
Corollary 2.4:
The representations (1.9) and (2.5) of the operator L α 2α+4,x are equivalent.
Proof: Carrying out the two derivatives in (2.5), we find that
where, in accordance with (1.9),
Corollary 2.5:
Expanding the higher-order differential expression in (2.5) into a series of the form L α 2α+4,x y(x) = 2α+4 i=1 a i (x, α)D i x y(x), the coefficients satisfy the same properties as those stated in (1.10), i.e.
(2.10)
Proof: By definition (2.5) one has
Corollary 2.6: The higher-order differential expression in (2.5) satisfies the identity (1.12).
Proof: Following the lines of proof of Theorem 4.1, we obtain, for all n, m ∈ N,
Factorizations of the Laguerre-type differential operator
For sufficiently smooth functions y(x), the Jacobi-type differential expression L α,β 2α+4,x y(x) may be factorized into the following two products of second-order differential expressions based on the classical Jacobi operator (2.2), see [4, Section 4] .
Here and in the following, a multiple product α+1 j=0 is understood in the sense that the second-order differential expressions under the product sign are successively applied to the respective function on the right-hand side in order from j = 0 to j = α + 1.
Analogously, there are two factorizations of the Laguerre-type differential operator L α 2α+4,x of order 2α + 4 into products of α + 2 factors involving the classical Laguerre differential operator L 
The Laguerre-type differential operator satisfies the recurrence relation
Proof: (i) The first line of (3.2) is stated already in [2, (2.1)]. Both identities follow by applying the limiting process (1.4) to the factorizations (3.1) of the Jacobi-type differential operator.
(ii) The recurrence relation (3.3) is a direct consequence of the first line of (3.2).
Recently, A. J. Durán [10] developed a concept based on so-called D-operators to construct orthogonal polynomial systems that are eigenfunctions of higher-order differential and difference equations. A prominent example deals with the Laguerre-type case. Adjusting the notations used in [10, Section 8.1] to ours, the orthogonal polynomials are in accordance with the Laguerre-type polynomials (1.4-5) . Now, after writing the resulting differential equation in the form (1.7), we identify the higher-order differential operator as the product 
While identity (3.6) is trivial for α = 0, we suppose that it holds true for some α ∈ N 0 . Concerning the step from α to α + 1, we multiply both sides of (3.6) from the left by the differential expression L 2α+3
2,x − α − 2. Hence the new product on the right-hand side runs till j = α + 2 as required. On the left-hand side, we use another elementary commutation relation, i.e.
successively for j = α + 1, α, . . . , 1, to end up with the product α+2 j=1 {L α+2 2,x − j}y(x).
Finally, we note that Bavinck [2, (2. 2)] determined another factorization of the Laguerretype operator which is given, in our notation, by
To see that (3.8 ) is equivalent to the representation (3.4), we first apply the commutation relation (3.5) for j = α + 1 and then, successively for j = α, . . . , 1, the identity (3.7) with α replaced by α − 1.
Symmetry of the Laguerre-type differential operator and orthogonality of its eigenfunctions
In view of (1.15) the differential equation (1.7) for the Laguerre-type polynomials y n (x) = L α,N n (x) takes the form
Theorem 4.1: For α ∈ N 0 and N > 0, the Laguerre-type differential operator L α,N 2α+4,x is symmetric with respect to the scalar product (1.6), i.e.
Proof: By definition (1.8) and (2.5), it follows that
Hence, the left-hand side of identity (4.2) is given by
Integrating the first integral on the right-hand side by parts, the integrated term clearly vanishes at the origin and at infinity, and we are left with
As to the second integral, an (α + 2)-fold integration by parts yields
Since all terms of the sum vanish up to the one for j = α + 1, evaluated at x = 0, its contribution is just
Putting all parts together, the two constant terms compensate, while the remaining intgral expressions are symmetric with respect to the functions f,g. Hence, the scalar product (4.3) coincides with the right-hand side of identity (4.2).
Corollary 4.2:
Let α ∈ N 0 and N > 0. Given the Laguerre-type differential equation (4.1), the following statements are equivalent. Since the eigenvalues α,N 2α+4,n are strictly increasing for n ∈ N 0 , the scalar product (4.4) vanishes for all n = m. Vice versa, a combination of equation (4.1) and the orthogonality relation (4.4) readily yields that for any two Laguerre-type polynomials,
2α+4,x y n , y m w(α,N) = y n , L α,N 2α+4,x y m w(α,N) (4.6)
Since the polynomials are dense in the function space C (2α+4) [0, ∞), equipped with the corresponding Sobolev norm, the symmetry relation (4.2) holds in general.
Elementary representation of the Bessel-type equation
In 1994, Everitt and the author [11] introduced the continuous system of Bessel-type functions {J α,M λ (x)} λ≥0 , α ∈ N 0 , M ≥ 0, 0 ≤ x < ∞ via the limiting process applied to the Laguerre-type polynomials,
The Bessel-type functions are explicitly given by
denote the classical Bessel functions associated with the differential equation
Theorem 5.1: (i) For α ∈ N 0 , M ≥ 0, the Bessel-type functions y λ (x) = J α,M λ (x), λ ≥ 0, satify the eigenvalue equation
where, for sufficiently smooth functions y(x),
and, denoting the 'Bessel derivative' by δ
y(x). (5.5) (ii) For all λ ≥ 0, the second component K α λ (x) of the Bessel-type function (5.2) is an eigenfunction of the equation
Proof: (i) Consider the Laguerre-type equation (4.1) with the new independent variable ξ and N = N(n) as chosen in item (5.1). After multiplication by λ 2 /n, the functions y n (ξ )
Now we substitute ξ = (λx) 2 /(4n) and replace D ξ by (2n/λ 2 ) δ x , δ x = x −1 D x . In the limit n → ∞, we obtain that
Furthermore, since lim n→∞ exp(±ξ) = lim n→∞ exp(±(λx) 2 /(4n)) = 1, with β = α + 2 and y(x) = x −2 J α,M λ (x). The assertion then follows by applying α + 2 times the obvious identity
(ii) Using the identity (5.8) once more and employing the Bessel equation (5.3) with parameter α + 2, we find that
In [11, Theorem 2.4] , the higher-order differential operator in equation (5.4) has been given in the form Inserting the expansion formula [11, (2.8)], i.e.
and interchanging the role of the two resulting summations, we end up with the required representation (5.9).
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