In this article, we propose several decentralized protocols that schedule sensors' active and sleeping periods to prolong the network lifetime while maintain the sensing field sufficiently covered. The proposed protocols are based on a model similar to that of Yan et al. [2003], but improve its results in several senses. First, our approach can significantly reduce the computational complexity incurred, and at the same time achieve better accuracy in determining the coverage of the sensing area. Second, we extend the result such that it can support multilayer coverage of the sensing field. Third, we further enhance it [Yan et al. 2003 ] by proposing several optimization mechanisms to balance or reduce sensors' energy expenditure.
INTRODUCTION
The coverage problem has been widely studied in Huang and Tseng [2003] , Clouqueur et al. [2002] and Meguerdichian et al. [2001] . However, in wireless sensor networks, to maintain sufficient coverage and to achieve long system lifetime are two contradicting factors in topology design. This issue has been extensively studied recently [Ye et al. 2003; Tian and Georganas 2003; Hsin and Liu 2004; Gui and Mohapatra 2004] .
This article proposes several decentralized energy-conserving and coveragepreserving protocols to prolong the network lifetime while maintain the sensing field sufficiently covered. The proposed protocols are based on the model in Yan et al. [2003] , but improve its results in several senses, including lower computational complexity and higher accuracy, extension to support multilayer coverage, and several optimization mechanisms to further balance or reduce sensors' energy expenditure.
This article is organized as follows. Section 2 gives some preliminaries. Our basic solutions for guaranteeing 1-coverage are presented in Section 3.1. Section 3.2 proposes several extensions and optimizations of the above results. Section 4 draws our conclusions.
PRELIMINARIES AND PROBLEM DEFINITION
We are given a set of sensors, S = {s 1 , s 2 , . . . , s n }, in a two-dimensional area A. Each sensor s i , i = 1, . . . , n, knows its own location (x i , y i ) inside A and has a sensing range of r i . A location in A is said to be covered by s i if it is within s i 's sensing range and s i is active. A location in A is said to be k-covered if it is within at least k active sensors' sensing ranges. Two sensors s i and s j are said to be neighbors if they have nonempty overlapping sensing regions. For energy conservation, each sensor is able to switch between the active mode and the sleeping mode. Sensor s i 's current remaining energy is denoted as E i . Definition 1. Given a natural number k and a threshold value γ , 0 < γ ≤ 1, the lifetime (k) (γ ) of a sensor network is the duration from the network being started until the first moment when the ratio of k-covered area over A is below the threshold γ .
For example, lifetime (k) (1) is the duration until the first location in A is no longer k-covered. Our goal is to develop an energy-efficient k-coveragepreserving protocol for the wireless sensor network by scheduling sensors' active and sleeping periods such that the lifetime of the network is as long as possible.
THE PROPOSED PROTOCOLS
3.1 1-Coverage-Preserving Protocols 3.1.1 Basic 1-CP Protocol. Our protocol, which is based on the model in Yan et al. [2003] , divides the time axis into a sequence of working cycles, each of the same length T w cycle . The working cycles of sensors are assumed to be roughly synchronous. Each working cycle consists of two phases, an initialization phase of length T init and a sensing phase of length T sen . The initialization phase is for sensors to exchange information for calculating their working schedules for energy conservation purpose. Then in the sensing phase, sensors will switch between active and sleeping modes according to their working schedules.
• C.-F. Huang et al. Figure 1 illustrates the structure of working cycles. During the initialization phase, each sensor s i has to wake up and broadcast a HELLO packet containing (x i , y i ), r i , and a reference time Re f i , where Re f i is a value generated from some random process. Based on the HELLO packets from neighbors, s i can calculate its working schedule. To avoid collisions, a random backoff should be taken before sending HELLO. The sensing phase is divided into r rounds, each of the same duration T rnd : T sen = r × T rnd . In these r rounds, s i will have a regular active and sleeping pattern.
Intuitively, a sensor will take the responsibility of sensing the environment cooperatively with its neighbors in a time-sharing manner. Let us consider one round in a working cycle, denoted by a duration [0, T rnd and Back i should be carefully selected to ensure that the sensing area is sufficiently covered. We use a theorem stated in Hall [1988] , which claims that if all intersection points between any two sensors' sensing ranges and between any sensor's sensing range and the boundary of A are sufficiently covered, then the target area A is sufficiently covered. More specifically, for each intersection point, we have to schedule at least one sensor to be on-duty at any moment to cover this point.
To g 2 ) for a sensor to decide its working schedule, where r is sensors' sensing range.
Energy-Based 1-CP Protocol.
Below, we try to utilize sensors' remaining energies to balance their energy consumption and prolong network lifetime. This requires each sensor s i to broadcast its remaining energy E i in its HELLO. Observe that in our basic scheme, for each intersection point p, the interval between two adjacent reference times in L p will affect the corresponding sensors' on-duty times in a round. Therefore, the reference times of sensors with more energies should be placed more sparsely in a round than those with less energies. To achieve this goal, each round is logically divided into two zones with different lengths, [0, , T rnd ). Sensors with more energies should randomly choose their reference times from the larger zone, while sensors with less remaining energies should choose from the smaller zone. The criteria to determine sensors' remaining energies may be based on some agreement, such as a threshold. Alternatively, a node finding its remaining energy ranked in the top 50% among its neighbors can choose from the larger zone. Note that lengths of zones can also be tuned.
Parameters Front i and Back i are also chosen based on E i . For any point p, Front p,i and Back p,i are calculated according to sensors' remaining energies: 
Enhancements and Extensions

k-Coverage-Preserving Protocol.
Next, we extend our 1-CP protocol to a k-CP protocol such that each point is always covered by at least k sensors. Note that k must be no larger than the maximum coverage degree of the network. Sensors will cover A in a time-sharing manner. But sensors need to stay awake for longer time to ensure k-coverage. We define two parameters Front
and Back (k) p,i for s i with respect to each intersection point p that is under s i 's coverage: 
3.2.2 Active Time Optimization. Next, we show how to further reduce sensors' on-duty time without hurting coverage. Although the following discussion is based on the 1-CP protocol, it can be applied to other schemes, too. Recall that Front i and Back i of s i are taken from a max function. This might be too conservative. Below, we develop rules for an individual sensor s i to reduce its on-duty time.
(1) To shrink its on-duty time, a sensor s i has to collect the schedules of all its neighbors through HELLO packets. (2) To avoid two neighboring sensors shrinking their on-duty schedules simultaneously, s i has to bid for the opportunity with its neighbors. There are several possibilities to do so. We can let sensors with longer active durations in a round try first (called Longest Schedule First (LSF) 
CONCLUSIONS
This article has proposed several decentralized energy-conserving and coverage-preserving protocols to prolong the network lifetime while maintain the sensing field sufficiently covered. Figure 2 compares the coverage ratios of our protocols in a 100-node network. More simulation results can be found in Lo [2005] .
