Abstract-As we move into the new millennium, it is important that we improve our understanding of radiation effects on humans and nanoelectronic systems. This understanding is essential in a number of areas including radiation therapy for cancer treatment and extended human presence in outer space. Nanodosimetry in low-pressure gases enables measurement of the energy deposition of ionizing radiation on a scale equivalent to the dimensions of the DNA molecule. This is extremely important for not only biological applications but also electronic applications, as the effect of radiation on nanoelectronics needs to be determined before they are installed and deployed in complex radiation fields. However, before nanodosimetry can be widely applied, further investigation is required to link the output of gas-based nanodosimeters to the actual effect of the radiation on a biological or electronic system. The purpose of this research is to conduct nanodosimetric measurements of proton radiation fields at the proton accelerator of Loma Linda University Medical Center (LLUMC) and to develop a Monte Carlo simulation system to validate and support further developments of experimental nanodosimetry. To achieve this, measured ion cluster size distributions are compared to the output from the Monte Carlo simulation system that simulates the characteristics of the LLUMC beam line and the performance of the nanodosimeter installed on one of LLUMC's proton research beam lines.
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I. INTRODUCTION

P
RESENTLY the standard for measuring radiation is absorbed dose, which gives us a macroscopic value for the energy deposited by radiation within a volume of a given mass. However, as our understanding of cellular function and DNA grows it is desirable to measure the effects of radiation on a DNA level, as this could provide us with a much more accurate assessment of the biological effect of various radiation fields.
One such area where this improved understanding would be advantageous is in the use of radiation to treat cancer. Projections are that one in three people will suffer from this terrible disease or side effects of its treatment at one stage in their life [1] . Due to the deleterious effects that cancer and current treatment forms are having on the human population, better treatment techniques are constantly being sought. One of the most exciting and promising of these is proton therapy.
To gain maximum benefit from proton therapy, extensive treatment planning needs to be carried out to optimize beam energies and angles for each individual patient. Current proton treatment planning is based on macroscopic pencil beam algorithms that do not consider individual interactions of the charged particles and ignore the stochastic aspects of the energy deposition on the nanoscopic (DNA) level. This is an important determinant of the biological effectiveness of the radiation, which increases as the protons slow down in the patient. Current planning systems ignore this depth dependence. In order to make proton treatment planning more accurate, one should take the microscopic characteristics of proton radiation into account.
Experimental nanodosimetry provides a means for determining the distribution of radiation-induced ionizations on a nanoscopic or DNA level [2] - [5] . This relatively new technique, which has been developed over the last 10 years, would benefit from support by Monte Carlo track structure simulations, accurately reflecting the experimental radiation conditions. Once the Monte Carlo simulation system has been developed and verified and its accuracy assessed by comparing its predictions with experimental results, it will be possible to include more complex homogeneous and heterogeneous structures into the theoretical model. This may then provide a means for better predicting radiation effects in radiation therapy or assess radiation risks in radiation protection applications in cases where experimental data are not available.
II. EXPERIMENTAL NANODOSIMETRY
The investigators at Loma Linda University Medical Center (LLUMC), in collaboration with the Weizmann Institute of Science and the Santa Cruz Institute of Particle Physics, have built and optimized two ion counting nanodosimeters (NDs) [2] , [3] . One of these nanodosimeters is situated on a research beam line at LLUMC and has been utilized in this research.
The design of the LLUMC nanodosimeter is shown in Fig. 1 . The nanodosimeter detects positive ions, which are induced by the protons (or other charged particles) in a low-pressure propane gas. The use of the low gas pressure (1 Torr or 133.32 Pa) allows scaling down a millimeter-size gas volume from which ions are collected to an equivalent tissue density volume of nanometer size (i.e., by a factor ). The exact scaling factor also depends on mean free path length between ionizations, and for propane of 1 Torr (133.32 Pa), 1 mm in the lab system corresponds to approximately 3 nm in the tissue-equivalent unit-density system.
The nanodosimeter is equipped with a silicon tracking system consisting of four planes of single-sided silicon strip detectors, one X-and Y-plane located at the entrance of the gas volume and the other at its exit. The tracking system has several functions: One is to measure ion cluster size distributions as a function of the primary particle's distance from the sensitive volume. In this case, cluster size is the number of ionizations detected or simulated within a SV representative of a segment of double-stranded DNA. Another function is to adjust for spatially inhomogeneous particle fluence rates or to create a desired beam profile using offline data cuts. A detailed description of the tracking system and its performance can be found elsewhere [4] .
Inside the nanodosimeter, a needle-shaped sensitive volume (SV) is formed by means of an electric field that drifts the radiation-induced positive ions toward a 1 mm diameter aperture at the bottom of the gas volume. An acceleration field below the aperture accelerates the collected ions toward an ion counter, which is operated in vacuum. The SV is defined by the 3D distribution of ion collection efficiency. Based on measured ion transport parameters in propane and the electric field distribution inside the gas volume, the SV efficiency map can be calculated [2] (Figs. 2 and 3) .
The nanodosimeter thus measures the number of ions induced per particle in an approximately cylindrical, wall-less sensitive volume simulating a segment of DNA. The accuracy of this technique is influenced by several factors, which need to be considered when comparing experimental with simulated data. The ion collection efficiency at any given location within the SV equals the product of the probability that the ion drifts through the aperture and the efficiency of ion detection at the ion counter. For the former only a calculated efficiency map is presently available [2] , which we used in the simulation. The accuracy of the calculated map depends on the accuracy of measured ion drift parameters, which is of the order of 10% [5] . The ion detection efficiency of the ion counter in use has been measured to be close to 100% [6] , and this value was also assumed for the simulation. A surplus of ions in the measurements can be caused by (1) ion multiplication in gas and (2) noise in the ion channel. Gas multiplication due to ionization electrons has been observed in our device but can be suppressed effectively by using a pulsed mode of ion extraction [2] . The noise of the ion channel is about 5 Hz, which means that the probability of registering at least one extra ion during the 100 s readout time window is of the order of . The length of the SV can be selected during offline analysis by using appropriate cuts on ion drift time. Ion drift time is defined as the time between the primary proton trigger and the registration of the ion at the ion counter. The mean drift time of ions is linearly related to the drift length in propane. Thus, a symmetric time window placed around an arrival time corresponds to a spatial window symmetrically placed around a location . The center of the SV is typically placed at 15 mm height above aperture. In this case, one can operate with sensitive volume segments of -nm length that are completely wall-less and sufficiently distant from the influence of the bottom and top walls of the ND chamber.
The quantity of interest for applications in radiation therapy and radiation protection is the frequency distribution of ion clusters formed in the DNA-like SV. It has been hypothesized that large clusters, despite being quite rare, are mainly responsible for irreparable DNA damage in a living cell and, therefore, determine the biological effectiveness of the radiation [7] .
In this research, nanodosimetric cluster size distributions (CSDs) were measured using the ion-counting nanodosimeter within a proton radiation field. We report here on a radiation field that would comprise of a beam of 250 MeV protons with keV, which was delivered from the accelerator to the nanodosimeter, passing beam modifying devices upstream from the nanodosimeter (Fig. 4) . From the relatively inhomogeneous broad beam a circular beam profile of 2 cm full-width at half maximum, matching that of the simulated beam at the entrance to the gas volume (see below) was selected offline by using the particle track information from the built-in silicon tracking system. Cluster size distributions were collected from a total number of proton histories and compared with simulated distributions.
III. MONTE CARLO BEAMLINE SIMULATIONS
Monte Carlo codes provide a powerful tool to validate and improve experimental nanodosimetric systems and, once verified, could provide additional data without performing timeconsuming and expensive accelerator experiments. For verification, it is important to accurately simulate the experimental conditions present whilst taking measurements with the nanodosimeter in order to obtain an accurate result. For these simulations it is important to obtain accurate information on the beam incident on the nanodosimeter. To achieve this, the GEANT4.7.0 Toolkit [8] was used to simulate the research beam line at LLUMC (Fig. 4) and output the spectral and fluence distributions of protons as the beam enters the ND. The beam modifying devices and regions that were simulated within the geometry module of this program included the evacuated beam line, secondary emission module (SEM), entrance and exit windows, air gaps between the SEM and ND, and two silicon strip detectors located at the entrance of the ND. Dimensions and composition of these beam modifying devices are provided in Table I . Elements making up materials, utilized within the phantom geometry, would be defined by isotopic abundance. This provided the most accurate composition available and was obtained from an ICRU based program [9] .
The main component of any Monte Carlo program is the physics processes that are to be employed. In this case it was imperative that proton processes be taken into account accurately and effectively to ensure that accurate proton energy spectra and fluence distribution be output by the GEANT4-based application. The PhysicsList generated for this work was based on the modular design of that used in exampleN03 supplied with the GEANT4 distribution. Low energy inelastic scattering, low energy ionization (using ICRU 49) and multiple scattering models were employed for the transport of protons through the geometry of the simulation. The physics of secondary particles was also considered and accounted for, despite these particles being neglected in the spectra of particles entering the second program. In the case of alpha particles, deuterons, triton, and other generic charged ions produced as a result of inelastic proton interactions, the corresponding low energy inelastic scattering, low energy ionization and multiple scattering models would be utilized. The predominant particles generated within the simulation would be electrons resulting from proton ionization interactions. Electron processes supported included low energy ionization, low energy bremsstrahlung, and multiple scattering. In the event of photon generation, the physics processes included were low energy photoelectric effect, low energy Compton scattering, low energy Rayleigh scattering, and low energy pair production. Neutron interactions were also accounted for using the appropriate models. To speed up simulation times, the cut for photons and electrons was set at 1 mm.
In order to match the conditions under which experimental cluster size distributions were obtained, the proton beam entering the beam modifying devices would have a radius of 10mm and an energy of 250 MeV and keV. Simulations were conducted for 5 million incident protons to ensure good statistics.
IV. MONTE CARLO NANODOSIMETER SIMULATIONS
As ionizations within a nanoscopic volume are to be measured and cluster size determined, it is imperative that it be possible to simulate electrons down to the ionization potential of the gas (11eV) in order to be as accurate as possible in our simulations. In order to meet this requirement, the GEANT4-based application provides the energy spectra and fluence distribution of protons (both primary and secondary) incident onto the ND as two separate output files. These output files are used as initial history input for a special Monte Carlo code that has been developed by Dr. Bernd Grosswendt at Physikalisch-Technische Bundesanstalt (PTB), Braunschweig, Germany to simulate proton interactions in water and low-pressure gases [10] . A detailed description of this program can be found in the appendix of [2] .
The PTB Monte Carlo code was written in Fortran and utilizes experimentally obtained cross sections to transport secondary electrons produced by the incident protons down to a cut-off value of 10 eV (as the ionization energy for propane is 11 eV). The geometry utilized within this program, simulating the ND, consisted of a wall-less homogeneous propane gas volume of 1 Torr (133.32Pa) embedded with the sensitive volume (Fig. 2) in which the position and number of ions is registered. The dimensions and shape of the SV were chosen to match that of the experimental ND. As such, the program simulates the internal conditions present within the ND. The output of this program was compared to the experimental results obtained using the ND for 250 MeV incident proton energies.
V. RESULTS AND DISCUSSION
The results obtained by this research were collected as two separate sections that would reflect the output of the two separate Monte Carlo codes. Firstly, the fluence and energy distribution output files from the GEANT4-based application would be obtained and reviewed. These files would then be utilized as input files to obtain theoretical nanodosimetric spectra that would then be compared with experimental results obtained from the low pressure gas nanodosimeter situated a LLUMC.
A. Simulation of Beam Modifying Devices
The simulation of the beam modifying devices provided us with beam fluence and energy spectra data that would allow for an accurate assessment of the beam conditions entering the nanodosimeter. The GEANT4-based application would not only provide accurate peak information but also information regarding low energy protons. These low energy protons are present below the peak energy and range down to energies of only 2 MeV. Whilst not in any great abundance, these low energy protons have an elevated LET that could lead to increased cluster formation within the SV of the nanodosimeter. In order to accurately assess the impact of low energy protons, two files were output from this program. The first file gave the peak energy spectra between 247 MeV and 249.4 MeV while the second gave the low energy spectra of all proton energies below 247 MeV. Each of these separate energy spectra files would be utilized in separate nanodosimetry simulations of histories to ensure good statistics for both. The nanodosimetric cluster frequency distributions from both would then undergo a weighted summation based upon the relative number of histories in each input file to supply the total theoretical cluster distribution.
As per the experimental beam conditions, the incident beam prior to entering the beam modifying devices had a uniform profile and a radius of 1.0 cm (Fig. 6) . Once passing through the beam modifying devices including SEM foils, air gap, nanodosimeter entrance window and Si strip detector, the beam has spread significantly and extends out to a radius of 1.0 cm at FWHM. This fluence distribution would be used as the input for the nanodosimeter simulations.
B. Simulation of Nanodosimetric Cluster Distributions
Simulation of the response of the nanodosimeter would be carried out using the PTB Monte Carlo code. To attain accurate statistics, all simulations were run for histories. This simulation program also had the feature of being able to evaluate the effect of secondary and Auger electrons by being able to include the transport of these particles as required. All simulations would be conducted for the full-length SV (Fig. 2) and selected simulations for a reduced SV of 7 nm length centered on a plane 15 mm above the aperture.
The GEANT4-based application provided information regarding the entire proton energy spectrum entering the nanodosimeter including recoil protons that are produced through nuclear scattering with the beam modifying devices upstream of the device. The effect of these particles was determined by running separate simulations (of histories) for the peak and lower energy spectra and summing these based on the relevant number of histories as provided by the GEANT4-based application program (Fig. 7) .
As could be expected for the same number of histories, the lower energy protons produce a higher probability of clusters within the DNA equivalent volume, which is indicative of their higher LET. However, in actual fact these lower energy protons comprised less than 0.5% of the total number of protons entering the nanodosimeter volume. When this weighting was applied and both results were summed the effect from the lower energy protons is seen as negligible (Fig. 7) . Fig. 8(a) illustrates a comparison between experimental and Monte Carlo cluster size distributions (transport of all secondary electrons considered) including zero-events (proton events without any ion detection in the SV). Fig. 8(b) displays a comparison between experimental and Monte Carlo cluster size distributions excluding zero-events.
The following results should be noted. The experimental cluster size distribution including zero events contains regions where the experimental results display higher frequencies of nonzero cluster sizes than the simulated distribution. This effect is present for small (1 and 2) clusters in the order of 10%-25% and is increasingly present for clusters larger than 8 ions. It is also reflected in the experimental mean cluster size of compared to the theoretical mean cluster size of ions. Thus on average there is a slightly larger than 10% difference between the experimental and theoretical results. For the cluster size distributions excluding zero events [ Fig. 8(b) ] good agreement is observed up to a cluster size of 8 ions. Above cluster sizes of 8 ions, the experimental frequencies Fig. 9 . Energy spectra of electrons entering the nanodosimeter as simulated using the GEANT4-based application created for this study. The spectra was normalized to the total number of events.
become progressively larger than the simulated frequencies as cluster size increases.
The 10%-25% higher frequency of small nonzero clusters under experimental conditions could indicate that particles generating these small clusters are entering the ND gas volume that are not accounted for in the simulation. The simulation only accounts for protons entering the gas volume and as such the source of the additional clusters could be secondary electrons produced in the upstream silicon strip detector as well as neutron contamination of the beam. It is likely that secondary electrons are the main contributor of additional clusters of smaller size (less than 8 ions). To assess this, the spectrum of secondary electrons entering the ND was simulated using the GEANT4-based application.
It is clear from Fig. 9 that electrons of a range of energies produced by the beam modifying devices are entering the nanodosimeter. Electrons ranging in energy from only a few hundred eV, which were most abundant, to just over 600 keV would go on to contribute to cluster formation within the SV. Indeed, there was approximately one electron for every 20 protons entering the nanodosimeter chamber. These secondary electrons could be the cause of the small variation between the experimental and simulated results for small clusters. Increasing discrepancy of the conditional cluster size distributions for ions may be due to stopping electrons or due to neutron contamination, since these would preferentially contribute large clusters, but could also be due to a rare ion multiplication mechanism in the ion acceleration channel below the ND aperture as suggested by Garty et al. [2] .
The effect of secondary and Auger electron generation and transport in the gas volume was also investigated and the results are displayed in Fig. 10 . It is clear that secondary electron interactions within the SV contribute significantly to cluster sizes larger than one ion with only small cluster sizes deriving from direct proton ionization within the SV. This is to be expected as a direct result of a high-energy proton's low LET producing a low-density ionization track as it traverses matter. Secondary electrons that are produced within the gas and traverse the SV can produce further ionizations within the DNA equivalent volume. It is the ionizations produced by these secondary electrons that create most of the clusters larger than 1-2 ions within the SV. Assuming that we simulate the DNA, this means that secondary electrons are significantly enhancing the biological damage produced by the primary particles.
The effect of Auger electrons on cluster size was also studied by including or excluding these electrons from the simulation. (see Fig. 10 ). It is clear that Auger electrons produced within the gas can cause further ionizations within the SV increasing the probability of larger clusters. However, this effect is quantitatively small when compared with the effect of all secondary electrons.
In all previous cases a full length SV has been utilized in comparisons between experimental and simulated nanodosimetric CSDs. However, it is also important to ascertain the accuracy of the simulation program for shorter SVs. To determine this, offline analysis of experimental data using appropriate cuts on ion drift time was conducted to achieve experimental data for an equivalent SV length of 7 nm. These were then compared with simulated data for an equivalent 7 nm SV within the nanodosimeter. As in previous cases, the GEANT4-based application would provide the input of the energy and fluence spectra to the program that determines CSDs within the nanodosimeter.
The simulated and measured CSDs for the 7 nm SV show better agreement for smaller cluster sizes than the simulated and experimental CSDs for the full SV. On the other hand, a larger discrepancy is observed for the larger cluster sizes. The better agreement for smaller cluster sizes is possibly due to a relatively smaller contribution of secondary electrons produced by the Si strip detectors to the smaller clusters. It is important to note that both the simulated and measured frequency of clusters formed within the 7 nm SV is of an order of magnitude smaller than that for the full SV and that for the simulated results this discrepancy between the two SV sizes increases as cluster size increases. The first observation is explained by the difference in the SV size, as the geometrical cross section of the primary beam and SV is about ten times smaller for the 7 nm SV than for the full SV. The second observation can be explained by the fact that many of the larger clusters may not fit into a 7 nm volume and are therefore registered as smaller clusters with part of the cluster lying outside the SV.
The final observation from these results concerns the discrepancy between simulated and measured CSD for larger clusters. For the 7nm SV one observes that the measured cluster frequency departs from the simulated one at a cluster size of about 4-5 and then decreases with a similar slope as the measured CSD for the full SV. This result favors the already mentioned ion multiplication mechanism below the aperture [2] , which would be independent of the selected SV size, as an explanation for the additional large clusters observed experimentally.
VI. CONCLUSION
At this stage of our research, we have investigated the effectiveness of the GEANT4 toolkit in obtaining incident beam data to achieve a simulated input for the nanodosimeter. This was then processed by the PTB simulation code that transports protons and secondary electrons in propane in order to compute nanodosimetric cluster size distributions. The GEANT4-based application created for this work provides a means for simulating the beam modifying devices that the radiation field must pass through before entering the nanodosimeter. This allows a more accurate assessment of the radiation field entering the nanodosimeter that should lead to a better agreement between experimental and simulated cluster size distributions.
The GEANT4-based application provided the entire energy spectra of protons entering the SV including both the peak and low energy recoil protons. Whilst the low energy protons make up less than 0.5% of all protons entering the SV, separate simulations of both the peak and low energy proton spectra were conducted to ascertain their importance, or lack of, to CSDs. Indeed the low number of recoil protons entering the nanodosimeter makes their contribution to CSDs insignificant.
Some discrepancy was observed in comparison between the simulated and experimental mean cluster size and the cluster size distribution. This discrepancy is observed in particular for the full SV and to a smaller extent for the shorter 7 nm SV for small cluster sizes. In both cases this is believed to be due to secondary electrons produced in the up-stream beam modifying devices of the system, in particular, the silicon tracking detector located immediately in front of the gas volume. The propane simulation program in its present form is limited in that it can only account for one type of incident radiation, protons in this case. However, after passing through beam modification devices the radiation field will not only comprise of protons, but low-energy secondary electrons and also neutrons, both of which are likely to contribute to the additional clusters within the nanodosimeter observed experimentally. In order to improve the accuracy of the nanodosimeter simulation program, particles such as secondary electrons and neutrons produced in upstream devices and entering the gas volume also need to be accounted for.
The importance of secondary electrons generated inside the nanodosimeter to cluster size was highlighted in this research. Secondary electrons are the main contributors to cluster sizes larger than two ions for 250 MeV proton irradiation. Auger electrons make a small contribution to larger cluster frequency.
These results have supported the program we have implemented into the investigation of nanodosimetry and its importance to radiation therapy and radiation protection. They have also highlighted the importance of accurate Monte Carlo simulations in further developments into experimental nanodosimetry.
