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Abstract
The rapid increase in the deployment of closed-circuit television systems (CCTV) has
led to a greater demand for algorithms that are able to process incoming video feeds.
These algorithms are designed to extract information of interest for human operators.
During the past several years, there has been a large concentration of effort to detect
abnormal activities through computer vision techniques. Typically, the problem is for-
mulated as a novelty detection task where the system is trained on normal data and is
required to detect events that do not fit the learned ‘normal’ model. Many researchers
have tried various sets of features to train different learning models to detect abnormal
behaviour in video footage. Most of the current researches lack in modelling the tem-
poral and spatial relationship between human actions in the scene and representing the
features peculiar to the context.
This thesis investigates the problem of anomalous event detection of individuals. Major
contributions of this thesis were to develop novel algorithms and a framework that
can be applied to detect individuals performing anomalous activities in both sparsely
crowded and densely crowded environments. This thesis addresses the problem of
abnormal event detection in both an unsupervised and supervised manner.
Different Hidden Markov models (HMMs) are proposed to model the normal activ-
ities of a scene. Varieties of Hidden Markov Models, which include, Semi-2D Hid-
den Markov Model (Semi-2D HMM), Spatial Hidden Markov Model (Spatial HMM)
and Full-2D Hidden Markov Model (Full-2D HMM), are designed to model both the
temporal and spatial causalities of the crowd behaviour. Further a Two dimensional
Markov Random Field on top of the Gaussian Mixture Model (GMM-MRF) is pro-
posed to incorporate spatial context information during the classification. In addition
ii
to the generative learning methods, two versions of discriminative conditional random
field methods, a general Conditional Random Field and a Hidden Conditional Random
Field are proposed to account for the spatial context information in a discriminative
manner.
Feature extraction and representation plays an important role in every computer vision
task. In that way, a different set of features, which are intended to extract the motion
and appearance information from the videos, are proposed. In addition to the proposed
features, other well performing, state-of-the-art features are used in combination with
the proposed features to evaluate the proposed learning methods. All the proposed
approaches are evaluated using the publicly available datasets and performances are
compared with each other and with other state-of-the-art techniques. Most of the pro-
posed approaches comprehensively outperform the state-of-the-art approaches on var-
ious publicly available datasets during the time of publications originating from the
results. Furthermore, limitations of the proposed approaches are explained and possi-
ble future research directions are also discussed.
Finally, these developed algorithms are applied to rail level video footage as an appli-
cation study and the performance is reported.
Contents
List of Tables x
List of Figures xix
Acronyms & Abbreviations xxv
Acknowledgments xxix
Chapter 1 Introduction 1
1.1 Research Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Research Objective and Scope . . . . . . . . . . . . . . . . . . . . . 7
1.3 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4 Original Contributions . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
iv CONTENTS
Chapter 2 Literature Review 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Statistical-based methods . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2.1 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.2 Learning Models . . . . . . . . . . . . . . . . . . . . . . . . 26
2.3 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
Chapter 3 Baseline Methods and Framework 33
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.2.1 Optical flow estimation . . . . . . . . . . . . . . . . . . . . . 35
3.2.2 Background subtraction . . . . . . . . . . . . . . . . . . . . 36
3.3 Baseline Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3.1 K-means++ clustering . . . . . . . . . . . . . . . . . . . . . 40
3.3.2 GMM model . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.3 Hidden Markov Models . . . . . . . . . . . . . . . . . . . . 45
3.4 Datasets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 UCSD Datasets . . . . . . . . . . . . . . . . . . . . . . . . . 50
CONTENTS v
3.4.2 Avenue Dataset . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.4.3 UMN Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5 Evaluation metric . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.6 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
Chapter 4 HMM Variants for Abnormal Event Detection Problem 59
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.1 Spatial Blocks and Observation Sequences . . . . . . . . . . 65
4.4 Semi Two Dimensional Hidden Markov Models . . . . . . . . . . . . 66
4.4.1 Assumptions of our Hidden Markov Model . . . . . . . . . . 68
4.4.2 Parameters of the Hidden Markov Model . . . . . . . . . . . 68
4.4.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.5 Full Two Dimensional Hidden Markov Models . . . . . . . . . . . . 72
4.5.1 Transition Probabilities . . . . . . . . . . . . . . . . . . . . . 74
4.5.2 Forward Procedure . . . . . . . . . . . . . . . . . . . . . . . 74
4.5.3 Backward Procedure . . . . . . . . . . . . . . . . . . . . . . 75
vi CONTENTS
4.5.4 Expectation equations . . . . . . . . . . . . . . . . . . . . . 78
4.6 Spatial Hidden Markov Models . . . . . . . . . . . . . . . . . . . . . 79
4.6.1 Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.6.2 Parameters of the Hidden Markov Model . . . . . . . . . . . 81
4.6.3 Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.7 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7.1 Model Training . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.7.2 Experimental Evaluation . . . . . . . . . . . . . . . . . . . . 91
4.8 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
Chapter 5 An Evaluation of Different Features and Learning Models for
Anomalous Event Detection 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3 Learning Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4 Features . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.5 Perspective Normalization . . . . . . . . . . . . . . . . . . . . . . . 108
5.6 Experimental Results for Perspective Normalization and State-of-the-
art feature combinations . . . . . . . . . . . . . . . . . . . . . . . . 120
CONTENTS vii
5.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
Chapter 6 An MRF based Abnormal Event Detection Approach using Mo-
tion and Appearance Features 125
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3 Proposed GMM-MRF model . . . . . . . . . . . . . . . . . . . . . . 129
6.4 Motion and Appearance Features . . . . . . . . . . . . . . . . . . . . 133
6.4.1 Optical Acceleration . . . . . . . . . . . . . . . . . . . . . . 135
6.4.2 Histogram of Optical Flow Gradients . . . . . . . . . . . . . 136
6.4.3 Histogram of Optical Flow Magnitude Gradients . . . . . . . 140
6.4.4 Raw Optical Flow Vectors . . . . . . . . . . . . . . . . . . . 143
6.5 Combinations of Different Motion and Appearance Features . . . . . 143
6.6 Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . 145
6.6.1 Experimental results for Individual Features . . . . . . . . . . 146
6.6.2 Experimental results for Feature Combinations . . . . . . . . 161
6.6.3 Results on Best Performing Feature Combination . . . . . . . 207
6.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
viii CONTENTS
Chapter 7 Discriminative Approaches to The Abnormal Event Detection
Problem 217
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
7.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218
7.3 Feature Representation . . . . . . . . . . . . . . . . . . . . . . . . . 219
7.4 Conditional Random Field Approaches . . . . . . . . . . . . . . . . . 220
7.4.1 General Conditional Random Field . . . . . . . . . . . . . . 220
7.4.2 Hidden Conditional Random Field . . . . . . . . . . . . . . . 221
7.5 Experimental Set-up . . . . . . . . . . . . . . . . . . . . . . . . . . 224
7.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
7.7 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 228
Chapter 8 Application Study - Detection of Anomalous Activities in Rail
Level-Crossings 231
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
8.2 Related work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 232
8.3 Detection of anomalous activities in rail level-crossings . . . . . . . . 233
8.4 Dataset Specification and Experimental Setup . . . . . . . . . . . . . 234
8.5 Training Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
CONTENTS ix
8.6 Feature Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
8.7 Testing Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236
8.8 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 237
8.9 Chapter Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . 240
Chapter 9 Conclusions and Future Directions 243
9.1 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 246
Bibliography 249
List of Tables
2.1 Summary of Feature Extraction techniques from the literature. . . . . 24
2.2 Summary of Modeling techniques used in the literature. . . . . . . . . 27
4.1 Comparison of proposed 2D-HMMs with regular HMM (1D). Differ-
ent combinations of features are shown: ToF stands for Textures of
Optical Flow [117] and O/F stands for Optical Flow based features
(Equations 5.2 and 5.3). EER stands for Equal Error Rate (given in
fractions) and AUC stands for Area Under Curve. . . . . . . . . . . . 93
4.2 Results on the Ped1 and Ped2 datasets [87]. Equal error rate (EER,
given in fractions) is reported. ToF stands for Textures of Optical Flow
[117] and O/F stands for Optical Flow based features (equations 5.2-5.3). 93
4.3 Results on the UMN and Avenue datasets. Equal error rate (EER, given
in fractions) is reported. ToF stands for Textures of Optical Flow [117]
and O/F stands for Optical Flow based features (equations 5.2-5.3). . . 95
LIST OF TABLES xi
5.1 Comparison of performances of different feature combinations with
different models on Peds1 dataset: PN stands for perspective nor-
malization, ToF stands for Textures of Optical Flow [117], IT stands
for Image Textures, O/F stands for Optical Flow based features, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.2 Comparison of performances of different feature combinations with
different models on Peds2 dataset. The same notation as Table 5.1 is
used here. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.1 Comparison of performances on different patch sizes for the optical
acceleration feature on ped1 dataset using the GMM, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2 Comparison of performances on different patch sizes for the optical
acceleration feature on ped2 dataset using the GMM, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.3 Comparison of performances on different patch sizes for the histogram
of gradients of horizontal optical flow (4 bins) feature on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 148
6.4 Comparison of performances on different patch sizes for the histogram
of gradients of horizontal optical flow (4 bins) feature on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 149
xii LIST OF TABLES
6.5 Comparison of performances on different patch sizes for the histogram
of gradients of horizontal optical flow (8 bins) feature on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 150
6.6 Comparison of performances on different patch sizes for the histogram
of gradients of horizontal optical flow (8 bins) feature on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 151
6.7 Comparison of performances on different patch sizes for the histogram
of gradients of vertical optical flow (4 bins) feature on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 152
6.8 Comparison of performances on different patch sizes for the histogram
of gradients of vertical optical flow (4 bins) feature on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 153
6.9 Comparison of performances on different patch sizes for the histogram
of gradients of vertical optical flow (8 bins) feature on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 153
6.10 Comparison of performances on different patch sizes for the histogram
of gradients of vertical optical flow(8 bins) feature on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 154
LIST OF TABLES xiii
6.11 Comparison of performances on different patch sizes for the histogram
of gradients of vertical and horizontal optical flows (4 + 4 bins) feature
on ped1 dataset using the GMM, EER stands for Equal Error Rate
(given in fractions) and AUC stands for Area Under Curve. . . . . . . 155
6.12 Comparison of performances on different patch sizes for the histogram
of gradients of vertical and horizontal optical flows (4 + 4 bins) feature
on ped2 dataset using the GMM, EER stands for Equal Error Rate
(given in fractions) and AUC stands for Area Under Curve. . . . . . . 156
6.13 Comparison of performances on different patch sizes for the histogram
of gradients of optical flow magnitude feature (4 bins) on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 157
6.14 Comparison of performances on different patch sizes for the histogram
of gradients of optical flow magnitude feature (4 bins) on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions)
and AUC stands for Area Under Curve. . . . . . . . . . . . . . . . . 158
6.15 Comparison of performances of Feature combination 1 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.16 Comparison of performances of Feature combination 1 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
xiv LIST OF TABLES
6.17 Comparison of performances of Feature combination 1 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.18 Comparison of performances of Feature combination 1 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
6.19 Comparison of performances of Feature combination 2 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
6.20 Comparison of performances of Feature combination 2 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
6.21 Comparison of performances of Feature combination 2 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
6.22 Comparison of performances of Feature combination 2 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
LIST OF TABLES xv
6.23 Comparison of performances of Feature combination 3 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
6.24 Comparison of performances of Feature combination 3 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.25 Comparison of performances of Feature combination 3 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
6.26 Comparison of performances of Feature combination 3 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
6.27 Comparison of performances of Feature combination 4 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.28 Comparison of performances of Feature combination 4 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
xvi LIST OF TABLES
6.29 Comparison of performances of Feature combination 4 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
6.30 Comparison of performances of Feature combination 4 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.31 Comparison of performances of Feature combination 5 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
6.32 Comparison of performances of Feature combination 5 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
6.33 Comparison of performances of Feature combination 5 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
6.34 Comparison of performances of Feature combination 5 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
LIST OF TABLES xvii
6.35 Comparison of performances of Feature combination 6 with GMM
model for different patch sizes on UCSD Ped1 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
6.36 Comparison of performances of Feature combination 6 with GMM
model for different patch sizes on UCSD Ped2 dataset, EER stands for
Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189
6.37 Comparison of performances of Feature combination 6 with GMM-
MRF model for different patch sizes on UCSD Ped1 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
6.38 Comparison of performances of Feature combination 6 with GMM-
MRF model for different patch sizes on UCSD Ped2 dataset, EER
stands for Equal Error Rate (given in fractions) and AUC stands for
Area Under Curve. . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
6.39 Comparison of the different feature combinations with models GMM
and GMM-MRF on Avenue Dataset. Equal Error Rate (given in frac-
tions) (EER), area under the curve (AUC) and the corresponding patch-
sizes (XxYxT) are reported. . . . . . . . . . . . . . . . . . . . . . . 197
6.40 Comparison of the different feature combinations with models GMM
and GMM-MRF on View 1 of UMN Dataset. Equal Error Rate (given
in fractions) (EER), area under the curve (AUC) and the corresponding
patch-sizes (XxYxT) are reported. . . . . . . . . . . . . . . . . . . . 200
xviii LIST OF TABLES
6.41 Comparison of the different feature combinations with models GMM
and GMM-MRF on View 2 of UMN Dataset. Equal Error Rate (given
in fractions) (EER), area under the curve (AUC) and the corresponding
patch-sizes (XxYxT) are reported. . . . . . . . . . . . . . . . . . . . 200
6.42 Comparison of the different feature combinations with models GMM
and GMM-MRF on View 3 of UMN Dataset. Equal Error Rate (given
in fractions) (EER), area under the curve (AUC) and the corresponding
patch-sizes (XxYxT) are reported. . . . . . . . . . . . . . . . . . . . 201
6.43 Comparison of the proposed classifiers with state of the art on the
UCSD Ped1 and Ped2 datasets [87]. Equal error rate (EER, given in
fractions) and area under the curve (AUC) are reported. . . . . . . . 209
7.1 Results of the CRF and HCRF classifiers on the UCSD Ped1 dataset.
Equal error rate (EER, given in fractions) and area under the curve
(AUC) are reported. . . . . . . . . . . . . . . . . . . . . . . . . . . 226
8.1 Results of the GMM, GMM-MRF and Semi-2D HMM classifiers on
the rail-level crossing dataset. Equal error rate (EER, given in frac-
tions) and area under the curve (AUC) are reported. . . . . . . . . . . 237
List of Figures
3.1 Flow diagram of the abnormal event detection framework (from [107]). 34
3.2 Examples of anomalies in the UCSD pedestrian one dataset as given
by the researchers who contributed it [87]. . . . . . . . . . . . . . . . 52
3.3 Sample images from UCSD peds2 dataset [87]. . . . . . . . . . . . . 53
3.4 Some masked anomalies from the avenue dataset [82] . . . . . . . . . 54
3.5 Sample images from UMN dataset . . . . . . . . . . . . . . . . . . . 55
4.1 Schematic diagrams of the proposed Semi-2D HMM. . . . . . . . . . 67
4.2 Schematic diagrams of the proposed Full-2D HMM. . . . . . . . . . 73
4.3 Spatial HMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.4 ROC curves of Ped1 of both Semi-2D HMMs with different feature
combinations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5 ROC curves of Ped2 of both Semi-2D HMMs with different feature
combinations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
xx LIST OF FIGURES
4.6 ROC curves of Ped1 of both Full-2D HMMs with different feature
combinations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.7 ROC curves of Ped2 of both Full-2D HMMs with different feature
combinations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.8 ROC curves of Ped1 of both Spatial HMMs with different feature com-
binations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.9 ROC curves of Ped2 of both Spatial HMMs with different feature com-
binations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
4.10 Some of the detections using the proposed algorithm. Right column
represents the detections Ped1 and Left column represents the detec-
tions on Ped2. [87]. . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.1 Images of Gabor wavelets in spatial domain of different orientations. . 106
5.2 Optical flow variation with scene depth due to perspective distortion. . 109
5.3 Geometric correction for perspective distortion. Images from [18]. . . 110
5.4 Some of the detections using the proposed techniques. The left column
is without the proposed techniques and the right column is with the
proposed techniques [87], PN stands for Perspective Normalization . . 113
5.5 ROC curves of Ped1 of different feature combinations with GMM. . . 114
5.6 ROC curves of Ped2 of different feature combinations with GMM. . . 115
5.7 ROC curves of Ped1 of different feature combinations with Y-HMM. . 116
LIST OF FIGURES xxi
5.8 ROC curves of Ped2 of different feature combinations with Y-HMM. . 117
5.9 ROC curves of Ped1 of different feature combinations with X-HMM. . 118
5.10 ROC curves of Ped2 of different feature combinations with X-HMM. . 119
6.1 MRF Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.2 ROC curves for indiviual feature analysis on UCSD Peds1 using GMM. 160
6.3 ROC curves for indiviual feature analysis on UCSD Peds2 using GMM. 161
6.4 ROC curves of UCSD Ped1 of different feature combinations with GMM.193
6.5 ROC curves of UCSD Ped1 of different feature combinations with
GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
6.6 ROC curves of UCSD Ped2 of different feature combinations with GMM.195
6.7 ROC curves of UCSD Ped2 of different feature combinations with
GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
6.8 ROC curves of Avenue Dataset of different feature combinations with
GMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
6.9 ROC curves of Avenue Dataset of different feature combinations with
GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
6.10 ROC curves of UMN Dataset View 01 of different feature combina-
tions with GMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
6.11 ROC curves of UMN Dataset View 01 of different feature combina-
tions with GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . 203
xxii LIST OF FIGURES
6.12 ROC curves of UMN Dataset View 02 of different feature combina-
tions with GMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
6.13 ROC curves of UMN Dataset View 02 of different feature combina-
tions with GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . 205
6.14 ROC curves of UMN Dataset View 03 of different feature combina-
tions with GMM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
6.15 ROC curves of UMN Dataset View 03 of different feature combina-
tions with GMM-MRF. . . . . . . . . . . . . . . . . . . . . . . . . . 207
6.16 Detected anomalies . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
6.17 ROC curves of Ped1 and Ped2 datasets obtained by our proposed
method. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
6.18 Bag Throwing Detection Results on Avenue Dataset using our pro-
posed algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
6.19 Motion related and Wrong direction detection Results on Avenue
Dataset using our proposed algorithms . . . . . . . . . . . . . . . . . 212
6.20 Crowd Escape Anomaly detection Results on UMN Dataset - View 01
using our proposed algorithms . . . . . . . . . . . . . . . . . . . . . 213
6.21 Crowd Escape Anomaly detection Results on UMN Dataset - View 02
using our proposed algorithms . . . . . . . . . . . . . . . . . . . . . 214
6.22 Crowd Escape Anomaly detection Results on UMN Dataset - View 03
using our proposed algorithms . . . . . . . . . . . . . . . . . . . . . 215
LIST OF FIGURES xxiii
7.1 ROC curve of CRF classifier on UCSD Ped1 Dataset. . . . . . . . . . 227
7.2 ROC curve of HCRF classifier on UCSD Ped1 Dataset. . . . . . . . . 228
8.1 ROC curve of GMM classifier on Rail Level Crossing Dataset. . . . . 238
8.2 ROC curve of GMM-MRF classifier on Rail Level Crossing Dataset. . 239
8.3 ROC curve of Semi-2D HMM classifier on Rail Level Crossing Dataset. 240
8.4 Detected anomalies at the rail-level crossing. . . . . . . . . . . . . . 241
8.5 False alarms detected at the rail-level crossing. . . . . . . . . . . . . . 242

List of Abbreviations
Gaussian mixture model GMM
Hidden Markov Model HMM
Markov Random Field MRF
Semi Two Dimentional HMM Semi-2D HMM
Full Two Dimentional HMM Full-2D HMM
Conditional Random Field CRF
Hidden Conditional Random Field HCRF
Expectation maximization EM
Maximum likelihood ML
Perspective Normalization PN
Textures of Optical Flow ToF
Optical Flow O/F
Image Textures IT
Histogram of Oriented Tracklets HOT
Histograms of Optical Flow HoF
Histograms of Gradients HoG
K-Nearest Neighbour KNN
Latent Dirichlet Allocation LDA
Motion Boundary Histogram MBH
xxvi ACRONYMS & ABBREVIATIONS
Motion History Images MHI
Maximum likelihood ML
Principal component analysis PCA
Probabilistic Latent Semantic Analysis PLSA
Sparse Coding SC
Support Vector Machine SVM
Convolutional Neural Network CNN
Multi Scale Histogram of Optical Flow MHOF
Linear Binary Pattern LBP
LBP on three orthogonal planes LBP-TOP
Bayesian Information Criterion BIC
Dynamically Multi-Linked HMM DML-HMM
One Class SVM OCSVM
KullbackLeibler KL
Limited-memory BroydenFletcherGoldfarbShanno LBFGS
Dynamic Oriented Graph DOG
Region of Convergence ROC
Equal Error Rate EER
Area Under Curve AUC
 QUT Verified Signature

Acknowledgments
First and foremost, I would like to thank my principal supervisor, Professor Clinton
Fookes, for his guidance, advice, feedback and continuous support throughout my
candidature and for giving me this PhD opportunity. I would also like to thank my
associate supervisor, Professor Sridha Sridharan, for his guidance throughout this PhD
program and for giving me this PhD opportunity.
Further, I would like to express my gratitude to the other members of my supervisory
team. I thank Dr Simon Denman, for his guidance, support on software development
and feedback on improving my reports and publications. My sincere thanks also go to
Professor Andry Rakotonirainy, for obtaining for me a rail-level crossing dataset and
for all his other supervisory support. I would also like extend my thanks to my fellow
SAIVT member, Dr David Ryan, for his initial guidance and support.
I am very much grateful to Queensland University of Technology and the CRC for
Rail Innovation for funding this PhD program. I am also thankful to QUT’s admin-
istration staff and CRC Rail’s former Research and Education manager, Ms Susan
Doel, for their support. I would like to express my gratitude to all the members of
the SAIVT Lab for their help throughout this PhD journey. I would also like to thank
professional editor, Ms Diane Kolomeitz, for providing copyediting and proofreading
services, according to the guidelines laid out in the university-endorsed guidelines and
the Australian Standards for editing research theses. Finally, I would like to thank my
xxx ACKNOWLEDGMENTS
family for all their support throughout my PhD candidature.
HAJANANTH NALLAIVAROTHAYAN
Queensland University of Technology
2017
Chapter 1
Introduction
Rapid development in the semi-conductor industry has led to the ubiquitous deploy-
ment of surveillance cameras in public and secure places. Due to their affordability,
CCTV cameras are installed everywhere, where monitoring is required. But it is im-
possible to monitor all the video feeds through the human operators. The need for
several human operators and the difficulties in detecting events as they occur are the
main difficulties faced in surveillance these days. Further, it is quite natural that human
operators won’t be able to continuously monitor the video footage due to fatigue; also
they won’t be able to capture all the important content in the surveillance video due to
the nature of human visual perception. This can cause them to miss the most informa-
tive content of the video footage, which eventually results in failures and holes in the
surveillance system. Hence, the rapid increase in the deployment of CCTV systems
and the challenges posed by direct human monitoring have led to a greater demand for
computer algorithms that are able to process the video feeds to extract information of
interest for human operators.
Intelligent video surveillance through the usage of computer vision techniques ad-
dresses real-time observation of people and vehicles within a busy environment, lead-
2ing to a description of their actions and interactions [67], has attracted more attention
and funds as there is a requirement to tackle the security threats arising globally. This
increases the need to make the continuous monitoring of common places in the likes
of airports, railway and bus platforms, shopping complexes, city centres, educational
institutes, stadiums etc, be viable and efficient [107]. Further video surveillance tech-
niques are being used in places like elderly care centers and people’s homes to monitor
the safety of elderly people.
The major issues related to surveillance, being tackled by the current computer vision
researchers, are moving object detection, re-identification and tracking [9, 27, 28, 30,
31, 33, 48], object classification [45], human biometrics analysis [24, 39, 89, 96, 97,
98, 99, 100, 106], crowd monitoring [29, 32, 38, 80, 118, 119, 120, 156, 157], human
motion analysis [44], and activity understanding [108, 135], touching on many of the
core topics of computer vision, pattern analysis, and artificial intelligence [67]. By
utilizing the solutions provided for the above issues, headway is being made into de-
veloping solutions for the problems of human event detection and behavioral analysis.
Abnormal event detection is one sub-category of event detection where human actions
and interactions are categorized as normal and abnormal.
Event detection is used to categorize one person’s action into a pre-learned or pre-
defined action. But when it comes to abnormal event detection, it is a binary classify-
ing process where there can only be two possible results. That is, it can be a normal
event or an abnormal event. An abnormal event is defined subjectively rather than pre-
defined. In certain contexts, an event can be abnormal while in other contexts it can be
very normal. The major aim in general is to classify, recognize, or learn novel events
[107], which in general scenarios are defined as a “suspicious event” [71], “irregu-
lar behavior” [164], “uncommon behavior” [147], “unusual activity/event/behavior”
[169], “abnormal behavior” [58] or “anomaly” [69], in different works.
Abnormal event detection can be divided into three major components in terms of
3process. First is feature extraction from the video footage; the second is training and
learning of the model based on the extracted features from the training video sequence;
and the third is the classification of the testing video sequence as normal or abnormal.
Defining the abnormal events for a particular context is a difficult task in practice.
Further, abnormal events rarely occur, which leads to a lack of training data represent-
ing the abnormal events. Defining events for each and every context will make the
system peculiar to handling the anomalies of a particular scenario. Instead, current re-
searchers prefer to implement a more generic system, which can handle the anomalies
in a broader manner with slight adaptations to the particular contexts.
Based on the level of knowledge and human intervention in the training phase, the
problem of abnormal event detection can be categorized as supervised, unsupervised,
and semi or weakly supervised [107]. In supervised learning, normal events or abnor-
mal events are labeled. Unsupervised learning methods are mostly clustering methods
where un-labeled video data is clustered into a number of activity groups and the out-
liers are classified as anomalies. These methods are a form of online learning methods
and adaptable with context changes over time. The last category is weakly supervised,
where the data is partially annotated. As defining abnormalities is a daunting task,
many methods tend to go with labeled normal data, as collecting the normal data is
somewhat easier.
Feature extraction is the other major component in the process of abnormal event de-
tection. Extracted features have to be descriptive and should contain rich information
about the activities. Feature extraction can be either at the object level or at a lower
level. Object level feature extraction mainly involves object detection and tracking
and the relevant features are trajectory, size, shape and speed of the object, while low
level feature extraction is about extracting the features at pixel level and the relevant
features are spatio-temporal gradient, color, flow vectors, textures and derivations or
combinations of these features [107].
4This thesis investigates the problem of anomalous event detection of individuals. It
aimed to develop novel algorithms and a framework that can be applied to detect indi-
viduals performing anomalous activities in both sparsely crowded and densely crowded
environments. The main application of the algorithms and framework developed dur-
ing this PhD program is identifying the abnormal behavior present in the pedestrian
walkways, with another key application being automatic observation of risky pedes-
trian behaviors in the railway level crossings that will provide a greater situational
awareness of pedestrian behaviour in high-risk rail level crossings and will also enable
a future ability to intervene with pedestrians through intelligent-transportation systems.
In this thesis, the initial focus is on unsupervised learning methods where the statistical
model is trained with video containing normal activities in a particular context and dur-
ing the testing process, outliers are classified as abnormal activities. Different HMM
models are proposed to model the normal activities of a scene. Varieties of HMMs,
which include, Semi-2D HMM, Spatial HMM and Full-2D HMM, are designed to
model both the temporal and spatial causalities of the crowd behavior. Further a two
dimensional Markov Random Field on top of the Gaussian Mixture Model (GMM-
MRF) is proposed to incorporate the spatial context information during the classifica-
tion. In addition to the generative learning methods, two versions of discriminative
conditional random field methods, a general Conditional Random Field and a Hidden
Conditional Random Field are proposed to account for the spatial and temporal context
information in a discriminative manner.
Feature extraction and representation play an important role in every computer vision
task. In that way, a different set of features, which are intended to extract the motion
and appearance information from the videos, is proposed in this PhD thesis. In addition
to the proposed features, other well performing state-of-the-art features are used in
combination with the proposed features to evaluate the proposed learning methods.
All the proposed approaches are evaluated using the publicly available datasets and
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performances are compared with each other and with other state-of-the art techniques.
1.1 Research Motivation
As discussed above, intelligent video surveillance using computer vision techniques
is a popular research area and abnormal event detection is a sub-category of it, where
the outcomes of this category can be used in various applications, which include cir-
cumventing the security threats in public places and other day-to-day monitoring in
elderly and patient care centres. Though there have been lots of methods proposed to
learn the activities present in the scene, there are still a lot of challenges that need to be
addressed, such as modelling various complex human activities, developing methods
to model the activities not only in the constrained scenarios but also in the uncon-
strained scenarios, incorporating spatial and temporal information while modeling etc.
Apart from modeling, feature extraction also has a major role in the problem of ab-
normal event detection. As abnormality depends on the context under consideration,
features must be carefully chosen to provide rich-information about the normal activi-
ties present in the particular context. As there are many different contexts, extracting
the right features for each and every context, which could provide abstract informa-
tion relevant to the peculiar characteristics of the context, still remains a challenge.
The above-mentioned reasons make video-based detection of normal and anomalous
behavior of individuals a challenging task.
The main direction that was pursued in this research program was to improve the ab-
normal event detection performance in different contexts by trying different sets of
feature combinations and, ultimately trying to build a generic training and classifi-
cation framework. Based on the initial study on proposed methods on abnormality
detection in literature, the following research questions investigating the limitations of
current solutions were identified.
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1. What features are most suitable and descriptive to capture the spatial and tem-
poral signatures of the different behaviors under different contexts?
2. What features do explain the peculiar characteristics of the human walking pat-
terns in a scene?
3. How can the perspective distortion of scenes be tackled?
4. What is the best representation of the extracted features (pixel based , spatial
blocks , spatio temporal patches )?
5. How can we ensure that extracted features are robust to occlusions, pose and
lighting changes, and other variations?
6. How can we determine the number of different activity types in the video?
To address these six questions, the following three investigations are proposed:
1. Feature Extraction and Representation
A common limitation in the state-of-the-art feature extraction techniques is
inconsistency to brightness variations, different camera views, occlusions and
clutters in the background. However, various techniques have been used in the
past to tackle the above issues. Features which are being extracted should be
descriptive enough to the activities present in the relevant scene i.e. context
dependent features.
In this task the following items are investigated:
 What are the most descriptive features for different sets of anomaly con-
texts?
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 What is the most effective method of feature representation i.e. motion fea-
tures can be represented by flow vectors, histogram of optical flow, spatio-
temporal gradients etc.
 How can different features be combined to get better performances?
2. Development of training and learning framework
A common limitation of the state-of-the-art models is the level of supervision
required in training. Some models are fully supervised with each and every
activity being labeled, while others are unsupervised. Most contemporary
works use the training video footage containing only normal activities to train
the chosen models. Further, those models tend to fail to catch the spatial and
temporal causal relationship between the activities in the scene.
In this task the following items are investigated:
 Building a generic training frame work of normal activities
 Understanding the spatial and temporal relationships between the activities
 Selection of the appropriate number of clusters or hidden states for the
training model (using the experimental evaluations and using the state of
the art model selection technique called Bayesian Information Criterion)
 Detailed comparison between the performances of the different models de-
veloped
1.2 Research Objective and Scope
The objective of this research is to develop robust techniques for the detection of
anomalous events pertaining to individuals in crowded environments.
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There are numerous examples of research that have been done in the field of anoma-
lous event detection. Ubiquitous deployment of CCTV cameras, and practical issues
with the human operators, have led to a high demand for automated anomalous event
detection. Though there has been significant research done already in this field, there
is still lots of room open for research and testing.
Anomalous event detection is a challenging task due to the following reasons:
 Abnormal and Normal are context dependent [172].
 Scarcity of training data for a particular context [107].
 Difficulties in modeling various kinds of activities in a scene [107], .
 Difficulties in modeling the temporal and spatial relationship between activities
[60] , [66], [69] .
 Problems related to occlusion and clutter [91] , [107].
To address those challenges, this PhD thesis addresses the research problems below:
 Developing methods to detect abnormalities with little, but specific, details about
the context.
 Developing a training method with the limited amount of training or evidence
data
 Identifying most descriptive features for different scenarios or contexts
 Developing feature extraction techniques to handle occlusion, clutter, brightness
variations and view point variations
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From this brief analysis, the broad scope of this research program is defined as de-
veloping a robust, anomalous, event detection algorithm tackling the above-mentioned
challenges. The main objectives of this research are:
 Analyzing different learning methods to model the spatial and temporal causali-
ties of human activities in a scene.
 Analyzing novel features to describe the activities in a scene.
 Application study of the developed algorithms on pedestrian walkway and rail
level crossing data.
1.3 Thesis structure
The remainder of this document is organized as follows:
Chapter 2 provides the literature review on the topic of anomalous event detection.
Various kinds of abnormal event detection techniques proposed over the past years
are discussed. Further techniques proposed in the literature are categorized based on
their various natures and finally, a detailed review is presented for the low level feature
extraction techniques and modeling techniques.
Chapter 3 describes the baseline method and framework. First, it describes how the
abnormal event detection framework is structured and then in the following subsec-
tions, baseline methodology is discussed in detail. Brief descriptions of the back-
ground subtraction, the baseline feature extraction process, and the baseline modeling
techniques are provided.
Chapter 4 describes proposed HMM variants for abnormal event detection problem.
To account for the spatial and temporal information while modeling the normal video
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sequences as well as during the classification process, this work proposes three dif-
ferent hidden Markov model variants. Proposed Semi-2D HMM, Full-2D HMM and
Spatial HMM are described in this chapter in detail and results from experimental
evaluations are discussed.
Chapter 5 describes a detailed evaluation of the proposed Semi-2D HMM (best per-
forming HMM variant from Chapter 4) and baseline GMM model on the best per-
forming features from the literature. Further usage of the perspective normalization
technique is proposed for the problem of abnormal event detection to compensate for
the perspective distortion.
Chapter 6 describes a Markov Random Field based Abnormal Event Detection Ap-
proach. To account for the spatial information during the classification of abnormal
events, this chapter describes a Markov Random Field approach on top of the Gaus-
sian mixture model. Further, this chapter discusses the various proposed features for
the problem of abnormal event detection. Detailed descriptions of the proposed fea-
tures, other utilized features from state-of-the-methods and how the features are com-
bined, are provided. Detailed experimental evaluations of the proposed features are
given, individual-wise and combination-wise. A comparison of the performance of the
proposed MRF-GMM framework over the standard GMM classification is provided.
Chapter 7 describes a discriminative approach for the problem of abnormal event
detection based on the variants of the conditional random field techniques. It describes
a supervised approach for the anomaly detection, using a general conditional random
field technique and a hidden conditional random field technique using pixel level labels
and frame level labels respectively.
Chapter 8 describes the application study for the detection of anomalous activities in
rail level-crossings. Video footage obtained from a rail level crossing is analyzed using
the proposed algorithms and the results are discussed.
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Chapter 9 summarizes and concludes the thesis, highlights the performance of the
proposed methods, discusses the limitations, and provides information related to future
research directions.
1.4 Original Contributions
This thesis has contributed several performance enhancements to the problem of ab-
normal event detection. Different kinds of modeling techniques are proposed to incor-
porate the spatio-temporal information between the features extracted from the video.
Further various motion and appearance features are proposed to increase the detection
performance in the general pedestrian behavior context. Most of the proposed meth-
ods comprehensively outperformed the state-of-the-art approaches during the time of
publications originated from the results. Original contributions of this thesis are listed
below
1. Three different types of Hidden Markov Models are proposed to model both
the temporal and spatial causalities. They are the Semi Two Dimensional Hid-
den Markov Model, Full Two Dimensional Hidden Markov Model and Spatial
Hidden Markov Model. The Semi Two Dimensional Hidden Markov Model
models the current state as being not only dependent on the previous state in the
temporal direction, but also dependent upon the previous states in adjacent spa-
tial locations (either horizontal or vertical). The Full Two Dimensional Hidden
Markov Model is similar to the Semi Two Dimensional Hidden Markov Model
with modifications made to take into account temporal information from the ad-
jacent spatial locations through their main temporal sequences. Spatial Hidden
Markov Models model the current state as being only dependent on the previous
state in the spatial direction.
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2. A detailed evaluation of the proposed Semi-2D HMM (best performing HMM
variant from Chapter 4) and baseline GMM model on the best performing fea-
tures from the literature is conducted. Further usage of the perspective normal-
ization technique is proposed for the problem of abnormal event detection to
compensate for the perspective distortion.
3. Various motion and appearance based features, namely: optical flow accelera-
tion, the histogram of optical flow gradients and histogram of optical flow mag-
nitude gradients are proposed to detect anomalies relating to speed and the pres-
ence of abnormal objects. These features are evaluated individually (combined
with raw optical flow features and location features). Further these proposed fea-
tures are combined with each other, and other state of the art features, to enhance
the detection performance and are evaluated comprehensively.
4. GMM-MRF framework is proposed for unsupervised classification. First, Gaus-
sian mixture models are used to cluster the training data, which contains the
normal data pertaining to the scene and context, and during the testing phase, to
account for the spatial relationship of the activities, usage of Gaussian mixture
model based Markov random field to calculate the likelihoods, is proposed.
5. A discriminative approach for the problem of abnormal event detection is pro-
posed. A general Conditional random field and a Hidden Conditional Random
Field are proposed to discriminatively model the spatial relationship between the
features extracted from the video in a supervised fashion.
6. An evaluation of the proposed algorithms in this research on a rail level crossing
video footage is conducted as an application study. A rail level crossing footage
is obtained and frames of the video are manually annotated as either normal or
abnormal. Performance of the GMM and GMM-MRF classifiers on this dataset
is reported and a discussion on the results is also provided.
7. All the algorithms proposed in this thesis were developed in C++ environment
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by the candidate and other state-of-the-art algorithms were coded in to C++ and
integrated to the existing working system. Matlab scripting was extensively used
for dataset preparations and results visualization.
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Chapter 2
Literature Review
2.1 Introduction
Event detection using computer vision technologies has been an active research
topic for several years. Anomalous event detection is a sub-topic of event detection,
where the events are classified into normal and abnormal activities. Anomalous event
detection is a challenging problem, in that it is difficult to explicitly define an anomaly.
Earlier rule-based methods have been proposed by the researchers, later, particularly
over the last ten years, the main pattern of the research in this area has changed from
rule-based methods to the data driven statistical techniques, which actually are most
robust in terms of scalability and adaptability [107].
We can divide the work done in anomalous event detection into two categories called,
rule-based methods and statistical-based methods. Work done in rule-based methods
is very much less than that of the statistical methods. First, the works done in rule
based methods are briefly analyzed in the next paragraph and then the statistical-based
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methods are vividly analyzed in the next section under different sub categories.
Early event detection research investigated rule-based systems where pre-defined rules
are used to define normal and abnormal activities. Generally, the observed patterns
to be classified are compared with the pre-defined templates of patterns. Their per-
formance was good, but their limitation in defining more and more pre-defined rules
restricted them to be used in only certain kinds of anomalous detection, So these sys-
tems lack in robustness and expandability, particularly when it comes to identifying
novel events that hasn’t occurred in that context before [107]. Forough et al.[41] used
an MLP neural network for precise classification of motions and determination of fall
events, based on the extracted feature vectors. However, their work in abnormal de-
tection is restricted to a specific context of abnormal activities and can’t be applied to
other general scenarios directly. Anderson et al.[3] proposed fuzzy logic for fall de-
tection. Variables and logics in their fuzzy logic system are not learned automatically,
but are determined manually i.e. people create the logic based on their knowledge and
experience about the events.
2.2 Statistical-based methods
Statistical methods provide a means to identify an abnormal event as it occurs, even
that particular event has not ever occurred in the scene [60].
Statistical based methods can be categorized into two types, first being the method
where the model is learned offline from the training data that contains only the normal
behaviour and anomalies are detected based on the learned model and second being the
method that trains itself online or offline, directly from the input data which contains
both normal and anomalous behaviour [107]. All methods have a common two-step
framework:
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1. Feature extraction.
2. Classification using a learned (online or offline) model.
Both these stages are discussed in detail in the following subsections.
2.2.1 Feature Extraction
As the problem of abnormal event detection is context dependent, there is a strong
need for rich-informative features which could represent the normal activities present
in the particular context. Due to the existence of a variety of contexts, researchers have
proposed different features addressing the relevant contexts and there is still a search
for good features to represent the peculiar characteristics of the normal activities
present in these contexts [107]. These features are expected to be invariant and robust
to variations such as brightness change, camera views etc.
Feature extraction can be done using both Bottom-up and Top-Down approaches. The
feature extraction techniques will be analyzed under the above categories in the fol-
lowing sub-sections.
Bottom-up approaches
Bottom-up approaches are stimulus-driven approaches. Instead of tracking individual
objects, features are extracted that represent the underlying scene characteristics
and crowd behavior. These approaches can work very well in densely crowded
environments amidst extensive clutter and dynamic occlusions. Features extracted for
the bottom-up approaches are at pixel level and are generally referred to as low-level
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features.
Low-level features are information such as the location, pixel intensity and intensity
changes, velocities, motion textures and any defined code that combines any of these
simple features. Ideally, features must be descriptive enough to represent the events
related to the context well. At the same time, robustness of feature extraction has to be
consistent throughout the long duration of the process [169].
A scene where a behaviour is present can be encoded either globally or locally;
also it can be done either spatially or temporally or using both as well [107]. The
feature vector for a spatial block centered at the central pixel can be calculated by
applying a spatial filter such as average, sum, etc. to the block pixels around the
central pixel and similarly a feature vector for a spatio-temporal patch can be derived
by applying a spatio temporal filter to the cube of pixels around the central pixel.
Spatio-temporal patch level feature extraction and description has rich information
about activities encoded in them and helps to model the activities precisely. Pixel-level
feature description has disadvantages, like being sensitive to noise, as it ignores the
spatial relationship between the pixels of interest. Further, pixel-level features are
expensive computational-wise, as there will be a large amount of arising pixel-wise
features needed to be processed individually. Hence, patch-based feature description
approaches have been widely investigated by researchers in this field.
Xiang et al. [150] have proposed the Pixel Change History (PCH) to measure the
changes of every pixels temporally in multiple scales. Using PCH, changes are
detected and grouped through a connected component method. Salient pixel groups
are found by thresholding (by the value of pixel change), and a feature vector that
contains motion, location, shape and visual change features is created. Andrei et
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al. [162] have used distributions of spatio-temporal-oriented energy. They had
Spatio-temporal-oriented energy obtained by convolving the spatio-temporal patch of
the video with band-pass filters of different orientations. Responses of the convolution
with the filters oriented parallel to the image-plane are claimed to represent the
information about the image textures, while responses of the convolution with the
filters oriented temporally are claimed to represent the motion information. Ernesto
et al. [4] used optical flow patterns as a low level feature. Zhong et al. [169]
used the speed related information, calculated via applying spatio-temporal filters
to the image-frames and detected moving objects by thresholding the output of the
spatio-temporal filtering. Spatial histograms of the detected objects are used as the
feature.
Bin Zhao et al. [168] proposed a representation based on spatio-temporal cuboids.
Spatio-temporal cuboids are created around salient pixel points (detected using
corner locations [34]) and each detected salient point is described using histograms
of the gradient and optical flow (HoG and HoF). Kim et al. [66] used optical flow
as a low-level measure of activity in local regions. Optical flow is computed with
a multi-scale block-based matching between adjacent frames. Flows obtained at
each scale are summed into a vector, from which they compute a nine dimensional
histogram like optical flow feature (eight for directions and one for speed) for every
pixel. Finally they represent each spatio-temporal cuboid by a 9-d vector obtained by
summing the flow from all pixels within it.
Lavee et al. [71] computed the gradient of the 3D intensity matrix in the x, y and t
directions for four different temporal scales. The 3D intensity matrix used for the
calculations was extracted from the video segment representing the event. After
calculating these gradient values, they transformed these values by taking their
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absolute value and normalizing the gradient vector to a length of one. Before further
processing, the points which have the temporal(t) gradient less than a certain threshold
are taken out of consideration by assuming those points are less relevant to the event.
Then they computed the histogram representations based on the above gradient val-
ues at different locations and reduced the histogram representation into a feature vector.
Zhang et al. [163] extracted features representing motion and color information from
moving-cells, of every image-frame of the video. They have used static background
subtraction technique to segment the foreground cells which contain motion infor-
mation. Segmented foreground image is then divided into a six dimensional grid
structure. number of foreground pixels inside each tile are then concatenated to create
their thirty-six dimensional motion-histogram representing the motion information of
a frame. In the similar manner, they have created a color-histogram for the particular
frame by concatenating the two dimensional color information of each tile in the color
space they used. This have resulted in a seventy-two dimensional color histogram
feature. Finally they have created a 108 dimensional feature, which is then converted
to a feature vector of dimension 36 using PCA. They also claimed that applying PCA
is useful for feature-decorrelation as well.
Lee et al. [73] proposed a feature extraction method, where each video clip is
represented by the motion magnitude and direction histograms, and color histogram.
Zou et al. [176] also used color histograms as the feature for their abnormal detection
algorithm. Wang et al. [146] in their approach, firstly selected the histogram to
describe the color change in the section, and then selected histograms of the frames
from the section to compose the histogram matrix. In order to improve the process
efficiency, principal components analysis (PCA) was used to reduce dimensions of the
histogram matrix.
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Chen et al. [20] and Rougier et al. [116] used the Motion History Image[15], which
could produce the motion direction and intensity. Snoek et al. [127] applied adaptive
background subtraction to segment the person, followed by affine flow computation
over the segmented region for feature extraction. Varadarajan et al. [138] in their work
described a visual activity by three types of features. They are location, motion, and
size features.
Kratz et al. [69] used the distribution of spatio-temporal gradients as the base
representation of non-uniform local spatio-temporal motion patterns. The gradients of
every pixel in the spatial and temporal directions on the whole represent the motion
patterns inside a spatio-temporal patch. Due to this, they modeled the spatio-temporal
gradients inside a patch as a three-dimensional Gaussian distribution and this distribu-
tion is used as the feature representing a particular spatio-temporal patch.
Zweng et al. [177] used the foreground accumulated hit map as a feature. A ”Hitmap”
is computed such that, if a pixel of an image contains motion, i.e: foreground,
the relevant location in the hit map will take the value of one and ”accumulated
hitmap” represents the number of continuous instances the relevant pixel did belong
to foreground. Further they have proposed crowd pace and crowd density to detect
mass panic of the crowds. Their proposed approach represents the motion information
using relevantly simple logical-based techniques such as XOR operator, instead of
the conventional optical flow algorithms with block matching. Their proposed crowd
density feature is computed as a ratio between the summation of foreground-pixels of
a frame and the total number of pixels in a frame. Their crowd pace and crowd density
feature extraction methods are not localized inside the image but are calculated for
the entire image. For this reason, this method may fail to capture the location specific
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abnormal activities.
A new feature called textures of optical flow was proposed by Ryan et al. [117],
to detect the presence of anomalous objects and motion violations in pedestrian
walkways. They have extended the features, that were used to represent the texture
information of the gray scale images, to the optical flow vectors, to represent the
smoothness of the optical flow across the object surface, as well as the motion
information of that object. This may be useful for detecting bicycles or vehicles in a
pedestrian scene, for example the UCSD dataset [87]. Greenspan et al. [47] have used
color features, spatial features and a time feature to create a six dimensional feature
vector, extracted over a patch. The ”time” descriptor (taken as an incremental counter)
is used to extract the spatio-temporal correlation.
After the recent success of deep learning techniques in machine learning and computer
vision, particularly in the field of object recognition, there have been a few techniques
proposed by researchers for the problem of abnormal event detection.
Xu et al. [158] proposed a feature representation called Appearance and Motion
DeepNet, which makes use of the deep learning techniques to learn the features related
to appearance and motion information present in the scene. They have trained a
denoising auto encoder, which contains a common single hidden layer for its encoder
and decoder parts. Initially during the training phase, input data which are corrupted
using a Gaussian White noise are fed to the encoder and the original uncorrupted
data is recovered through the encoder part. After fine tuning the whole network in
the training phase, they use the hidden layer of the whole network to represent the
features. Further, they use three kinds of this DeepNet feature representation, for
motion, appearance and joint representation of both.
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In a similar unsupervised manner, features based on auto-encoders are used as global
descriptors in the system proposed by Sabokrou et al. [122]. Regularity of the
video is modeled by fully convolutional auto-encoder in the technique proposed by
Hasan et al. [51]. They reconstruct the testing sequences using the auto-encoder they
trained, and classify them as normal or abnormal based on the reconstruction error
with high reconstruction error corresponding to the abnormal instants. Interestingly,
handcrafted features are used as the auto-encoder inputs in the above proposed method.
Zhou et al. [171] proposed a feature extracting technique using a spatio-temporal
convolutional neural network (CNN), which consists of four convolutional layers, two
subsampling layers and two fully connected layers. But their system uses supervised
learning, where they use half of the testing data to train their CNN model.
Though there have been many successes in using these deep learning techniques in
the other areas of computer vision, this requires large quantities of input data as well
as labels in many cases. However, in the abnormal event detection problem, we have,
limited to no, input data and mostly with no labels at all. So scarcity of the data has
been a major limitation in incorporating deep learning techniques to the abnormal
event detection framework. Unsupervised techniques from the literature, such as
auto-encoders, has been used to circumvent the issues related to the unavailability of
the labels, but these techniques are still limited by the scarcity of the normal training
data. By looking at the reported results from the proposed techniques of abnormal
event detection using deep features, it is evident that they are lacking in detection
performance compared to most of the state-of-the-art techniques using hand crafted
features. Further deep features don’t have the ability of identifying the type of the
abnormal event whether, it is a motion-related anomaly or an appearance-related
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Feature Extraction Techniques Related Work
Object level features [164], [147], [61], [8], [165],
(Eg : Location, Area, Motion) [16], [172], [94],[111], [101],
[83], [88], [17], [14], [46],
[173], [104], [57], [90], [131]
Other Spatio-temporal features [22], [13], [64], [74]
3D gradient/ Spatio temporal gradient features [68], [69], [82], [78], [6]
Histogram of Oriented Tracklets (HOT) [93]
Fourier spectrum [145], [148], [63]
Convolutional Neural Network (CNN) [171]
Auto-Encoders [158], [122]
Fully Convolutional Autoencoder [51]
Histogram of Oriented Gradients [134], [21]
Histogram of Oriented Optical Flow [134], [21]
Histogram of Optical Flow Magnitude [166], [73]
Histogram of Optical Flow Direction [166], [73]
Histogram of Optical Flow/ Motion Histogram [79], [123], [159], [132] [2],
[169], [163]
Optical Flow Vectors [112], [117], [127], [91], [66],
[148], [56], [75]
Textures of Optical Flow [117]
Multi Scale Histogram of Optical Flow (MHOF) [174], [23]
Histogram of Spatio-Temporal Gradients [153], [71]
Color Histograms [176]
Motion History Image [20], [116]
Pixel Change History [152], [151]
Interaction Energy Potentials [25]
MPEG motion vectors [155]
LBP-TOP [62]
projection histograms of the silhouette [41], [42]
Table 2.1: Summary of Feature Extraction techniques from the literature.
anomaly, whereas hand-crafted features can be used to identify the anomaly category.
A summary of feature extraction techniques from the literature [107] is shown in Table
2.1. This indicates that object level, histograms and optical flow features are the most
popular.
The low level features discussed above were used by different researchers on different
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datasets containing different kinds of anomalies. But as the datasets contain a diverse
set of crowd behaviors and abnormalities, it is difficult to assess how well each feature
works for a general anomaly detection task.
Top-down Approaches
In the context of event detection, a top-down approach means each individual in the
scene is segmented and features are extracted separately. Anomalous event detection
using object tracking is an example of this approach, where an individual’s object tra-
jectories are obtained and the individuals with abnormal trajectories are deemed to be
performing an abnormal event. This approach can be effective in a sparsely crowded
environment, though in densely crowded environments it is very challenging to track
each individual separately, due to clutter and dynamic occlusions. Despite the limita-
tions of trajectory analysis, it has been widely used to detect abnormalities. Zhou et
al. [172] grouped similar trajectories using the Edit Distance (ED). A set of typical
trajectories describing normal events are learned during training, and during testing
all incoming trajectories are compared to these prototypes. Trajectories that have a
large ED to the nearest prototype are classified as abnormal. Hu et al. [56] asso-
ciates foreground pixel masks with extracted trajectories, providing a more descriptive
representation of the activities than trajectories alone. Morris et al. [92] represented
trajectories by a series of flow vectors. Like [172], similar trajectories are grouped
together, and an HMM is trained to represent each characteristic trajectory. These
HMM’s can be used to classify activities, and an online incremental update method us-
ing maximum likelihood linear regression (MLLR) allows new activities to be learned
and incorporated into the model. Stauffer et al [129] proposed a system that leverages
motion segmentation output by totalling the joint co-occurrences of event representa-
tions inside a sequence, creating a hierarchical binary-tree classification of the activity
representations. Activities that don’t fit the common pattern are detected as anomalous
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activities. Polana and Nelson [105] demonstrated that repetitive motion is a strong cue.
By segmenting and normalizing (spatially and temporally) the subject, the activity be-
ing performed can be recognized by matching against a spatio-temporal template of
motion features. While trajectory-based methods allow for rich representations of the
actions being performed, they require object tracking as a first step, which is difficult
and unreliable in crowded scenes. As such, research within this PhD program mainly
focuses on techniques that do not require object tracking.
2.2.2 Learning Models
The various extracted low level features and object level features are the input to a
learning model. Popular learning models include HMM, Petri net, LDA, Support
Vector Machine (SVM) and Markov Random Field (MRF). Work done by using these
methods [107] is summarized in Table 2.2 and popular techniques are thoroughly
analyzed in this section
Typically, the algorithms group the video into different clusters for analysis. This can
be done in the spatial domain, time domain, or a three dimensional spatial-temporal
domain. The remainder of this section discusses the application of various learning
models in detail.
In their approach, Xiang et al. [150] implemented clustering technique by applying
Expectation-Maximization (EM) in an unsupervised manner and they used Bayesian
Information Criterion to determine the number of clusters. They also proposed an
HMM variant called Dynamically Multi-Linked HMM, to model the spatial relation-
ship between the number of temporal processes of interest. Hamid et al. [49] proposed
bags of event ”n-grams” to represent the activities present in a scene, and they used
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Modeling Techniques Related work
Hidden Markov Model Based [127], [61], [160], [111], [83],
[131], [163], [88], [161], [84],
[140], [109], [57], [165], [58]
Coupled HMM [170] , [69]
Multi-observation HMM [151]
Gaussian Mixture model [88], [144], [161], [16], [94],
[176], [117]
Gaussian Process Regression [21]
Markov Random Field [8], [66]
Conditional Random Field [77], [102]
Mixtures of Probabilistic PCA [66]
Spatio-Temporal Compositions [115], [13]
K-Nearest Neighbor (KNN) [123], [55]
Laplacian Eigenmap [132]
Dynamic Bayesian Network [152]
Clustering based methods [172], [65], [73], [56], [17],
[64], [159], [50], [134]
Support Vector Machines [148], [20], [42], [25], [6]
One-class Support Vector Machines (OCSVM) [57] , [160] , [104], [143]
Adaptive OCSVM [79]
Support Vector Data Description (SVDD) [167]
Probabilistic Latent Semantic Allocation(pLSA) [22], [138], [74]
Sparse Coding/Sparse Representation [82], [168], [23], [78], [174]
Social Force Model [91]
Latent Dirichlet Allocation(LDA) [75], [93], [62]
BP Adaboost [167]
Compressed Sensing [63]
KL Divergence [155]
Kernel Density Estimation [112]
Table 2.2: Summary of Modeling techniques used in the literature.
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statistics of the activities obtained locally, to represent the structure information of the
global scene. Zhong et al. [169] used k-means clustering to group the video segments
into disjoint sets and then calculated the inter cluster similarity. Video segments with
low inter cluster similarity are detected as anomalous.
Bin Zhao et al [168] proposed a sparse coding technique to detect abnormal events
in videos. Sparse reconstruction errors of the new observations, when constructing
them from a learned event dictionary, are used to detect the anomalies, where their
learned dictionary forms a sparse-coding base. Here normal events are expected
to be reconstructed from an event dictionary (as they have been observed when
learning the dictionary) with low reconstruction error, whereas unusual events are
expected to produce high reconstruction errors. [66] introduced a spatio-temporal
Markov Random Field (MRF) model, building a MRF graph by dividing a video
into a grid of spatio-temporal local regions. Each region corresponds to a single
node, and neighboring nodes are connected with links. Each node is associated with
continual optical flow observations, and learns atomic motion patterns via a Mixture
of Probabilistic Principal Component Analyzers (MPPCA)[133]. Parameters for the
MRF are computed from the learned patterns. Finally, by carrying out inference on
the graph, [66] obtains a probabilistic estimate of whether each node is normal or
abnormal.
Lavee et al. [71] tried different sets of classifiers to learn and classify their
histogram-based feature vectors. Two Nearest Neighbor classifiers with different
distance functions(Histogram Distance and Euclidean Distance), Neural Networks
and Decision Tree machine learning algorithms were evaluated as classifiers in their
experiment and the Nearest Neighbor classification algorithm, using the histogram
distance measure, performed very well.
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Lee et al. [73] calculated the similarity matrix by using 2 difference or chamfer
difference as the similarity measure of features in different clips. Finally, they applied
n-cut clustering. Clusters with low self-similarity value were reported as unusual
events. Duque et al [35] proposed a technique, named Dynamic Oriented Graph, for
detecting the anomalous events in an unsupervised manner and in real time as well.
Zou et al. [176] proposed the use of a semi-supervised Expectation-Maximization
algorithm followed by a Bayesian classifier, for activity classification. Chen et al.
[20] used a learning method based on the multiple support vector machines, which is
used to learn action types dynamically; they proposed a technique that integrates the
Bayesian framework with the SVM method.
Ryan et al. [117] used a GMM to model the feature vectors, which are extracted
from the training video sequences, that contain only the normal data. During the
classification phase, anomalies present in the testing video sequence are detected, by
comparing the likelihood of the new observations to a threshold value. Greenspan et
al. [47] also utilized GMMs, proposing an extended spatio-temporal modeling system,
called ”piecewise GMM”.
Mahadevan et al. [87] used a generative mixture of dynamic textures. Reddy et al.
[112] modeled their features by a new variant of kernel density estimation and by
an adaptively grown codebook. Varadarajan et al. [138] addressed the challenges
by proposing a probabilistic Latent Semantic Analysis (pLSA), which is trained in
an unsupervised manner, and applied to a rich set of visual features for discovering
relevant activity patterns occurring in busy traffic scenes.
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Insufficient training data has been a problem in training the models and to solve this
problem, Yin et al. [160] in their unsupervised proposed technique, employed a one
class support vector machine, trained using the normal activities. They also used
kernel nonlinear regression to tackle the false positive rate.
The above analyzed models generally do not capture the temporal behavior of the
crowd, such as repetitiveness and continuity of the activities as these techniques fail
to model the interrelationship between individual observations. This will result in
important information relating to the pattern and duration of the normal activities not
being captured by the learning model, making the detection of abnormalities more
challenging.
HMM Learning Models
Hidden Markov Models (HMMs) provide a means to capture temporal dependencies
within the detection process. Andrade [4], [5] proposed the usage of multiple HMMs,
to model the flow patterns of normal behaviours, globally and locally. A sequence is
detected as anomalous when the likelihood falls below a threshold. Kratz et al. [68]
used the symmetric KullbackLeibler (KL) divergence as a distance measure, identified
analogous spatio-temporal patches in the video by relating the local space-time motion
patterns that are separated by a small distance, and modified the parameters of the
clusters of Gaussian distributions in an online manner using the KL distance. After
deriving the prototypes of similar activities represented by the cuboids in the scene,
they modeled the temporal relationship by a Hidden Markov Model for every spatial
location
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Zhang et al. [163] proposed an adapted Hidden Markov Model which uses a
semi-supervised learning method. Snoek et al. [127] used a hidden Markov model to
analyze the temporal progression of the affine features. A single HMM is trained on
sequences of normal staircase use, and a threshold is used to detect unusual events in
new data. They also introduced a temporal segmentation method using a conditional
random field (CRF). Jiang et al. [61] proposed a method based on hidden Markov
models to model the object trajectories in an unsupervised fashion
These models only capture the causality in the temporal direction while the informa-
tion about the adjacent behaviour is missed. Kratz et al. [69] also used coupled HMMs
to capture the spatial relationships. They used separate HMMs for each spatial loca-
tion and during the classification process they computed spatial confidence measures
using the surrounding HMMs of the current HMM, and combined it with a temporal
classifier for the detection of anomalous behaviour. Though they have considered the
spatio-temporal cubes adjacent to the current cube during the classification, there is no
information gathered about the spatial causality during the training process. Utasi et
al. [137] constructed their models at two levels, a region based continuous distribution
HMM, and a higher level HMM to inter-link those regional HMMs that form the first
level. Here, spatial information is missing at the low level HMMs and only limited
spatial causality can be captured by the high level discrete HMM.
2.3 Chapter Summary
In this chapter, A detailed literature review of the video based abnormal event detec-
tion is presented. Different techniques proposed in abnormal event detection research
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domain in the past two decades are discussed and Statical based approaches, which
has been the latest trend in the abnormal event detection domain are vividly analyzed.
A thorough analysis of feature extraction techniques and modeling techniques are pro-
vided by enlisting their strengths and weaknesses.
It has been noted that, although trajectory-based methods allow for rich representations
of the actions being performed, they require object tracking as a first step, which is
difficult and unreliable in crowded scenes. As such, research within this PhD program
mainly focuses on techniques that do not require object tracking.
Further, It has also been noted that, most of the modeling techniques from the literature
generally do not capture the spatial-temporal behavior of the crowd, such as repetitive-
ness and spatial-temporal continuity of the activities as these techniques fail important
information relating to the pattern and duration of the normal activities not being cap-
tured by the learning model, making the detection of abnormalities more challenging.
To address the above limitations in the literature, this thesis focuses on developing
novel modeling techniques capturing both spatial-temporal information in the video.
Chapter 3
Baseline Methods and Framework
3.1 Introduction
This chapter explains how the research is organized to solve the problems in abnor-
mal event detection by providing details about the framework, pre-processing tasks
and the baseline methods. Similar to other computer vision related problems, abnor-
mal event detection also consists of two major tasks. They are feature extraction and
modeling of extracted features. Feature extraction is the task of representing the de-
scriptive information about activities in a scene as feature vectors. Modeling is the
task of understanding the behavior of the scene by training a particular model, using
the extracted features from the video footage. This PhD thesis focuses on both these
tasks. Flow diagram of our abnormal event detection framework is illustrated in Figure
3.1.
The remainder of this chapter is structured as follows: Section 3.2 describes the fea-
ture extraction framework and baseline optical flow feature, Section 3.3 describes the
modeling framework and baseline models, Section 3.4 explains the datasets utilized in
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Figure 3.1: Flow diagram of the abnormal event detection framework (from [107]).
3.2 Feature Extraction 35
this PhD program for the evaluation purposes of the proposed algorithms and Section
3.5 describes the evaluation metrics and Section 3.6 summarizes this chapter.
3.2 Feature Extraction
Feature extraction is an important task in any machine learning application. Extracted
features should contain rich information of the context in hand. In our abnormal event
detection framework, feature extraction is done through numerous steps. It has to be
noted that the feature extraction process is common to both training and testing phases.
First, the individual images of the video sequences are resized into particular dimen-
sions in a way that the computation is made fast and at the same time, making sure the
information is not lost. After the image is resized, baseline Optical flow features are
computed. Further background subtraction is done to segment the foreground parts of
the scene to model only the features from the foreground region in certain cases.
In the following subsections, we describe the baseline optical flow feature and how it
is computed, and also we discuss the background subtraction process as well.
3.2.1 Optical flow estimation
A key component and fundamental step of the feature extraction process in our ab-
normal event detection framework is optical flow computation. Basically optical flow
computation projects the real life motion of the objects, which is three dimensional, to
the two dimensional image domain. If the real world velocity is V = (Vx; Vy; Vz), and
the optical flow is U = (Ux; Uy), then
U = OF (V ),
36 3.2 Feature Extraction
where the function OF denotes the optical flow computation. In our work we use the
optical flow computation method proposed by Black and Anandan [12].
3.2.2 Background subtraction
Background subtraction is one of the basic and important processes in most of the
computer vision applications. These applications are built on top of the outputs ob-
tained from the background subtraction process, thus any errors that occur during the
background subtraction process will be accumulated throughout the entire process and
reflect on the final outcome of the specific computer vision application in considera-
tion. Therefore the background subtraction must be given significant importance as
required for the task in hand.
In the literature, background subtraction is divided in to two main categories based on
how the background image is obtained. The first one is static background method; most
of the early research works have proposed and utilized this technology; the second one
is the dynamic background method and it has been foremost in the current trend of
research and utilization.
A basic way of doing the static background subtraction is frame differencing and the
foreground segment is given by,
Fg[t+ 1] = R[t+ 1] R[t]; (3.1)
Where R[t] is obtained by subtracting the image at time t by the static background
frame and is given by,
R[t+ 1] = I[t] Bg: (3.2)
3.2 Feature Extraction 37
Generally the background is obtained on an occasion where no motion is observed
in the scene. To make this method an adaptive one, some researchers have proposed
the background image, Bg be obtained from averaging the images of the scene over a
specific time interval [129]. But this method assumes that all the foreground objects
are moving in the scene and not stationary for shorter period of times.
A background subtraction method has to tackle several challenges such as variation
in the illumination, dynamic clutter and occlusion. To circumvent these challenges,
many researchers have proposed different methodologies such as dynamic background
modeling techniques. Ridder et al. [114] used a Kalman filter to model each pixel
of a scene over time and showed that their method is robust to the fluctuation in the
illumination. Studies [129] and [175] have proposed Gaussian Mixture Models to
model each pixel of the scene where a single GMM is used to model the intensity
values of each and every pixel. The method proposed in [129] uses an online GMM
with a fixed number of mixture components whereas the model proposed by [175]
supports an adaptive number of mixture components.
There are other advanced methods for background modeling using Markov random
fields and conditional random fields, which incorporate spatial adjacency information
to smooth the outputs obtained from the single site classifiers. Methods proposed in
[124], [113], and [149] are some examples that use MRF technology. Studies [141]
and [103] have proposed methods related to conditional random fields.
For our work of abnormality event detection, an accurate segmentation of foreground
objects from the scene is not needed, but at the same time the background model needs
to be robust enough to tackle the challenges caused by dynamic clutter and illumination
variations. Method proposed by [175] is used in our research and it is briefly outlined
below.
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Zivkoviv’s Background Model
Each and every pixel in the scene is modeled by a GMM. Initially, a GMM is trained
from the observations obtained over a specific time. Observations are denoted as,
Y [t] = fy(t); :::::::; y(t+1)g; (3.3)
where t is the time when the observations were started collecting from and T is the
duration of the initial collection time.
As the new observations arrive after the initial training period, the model will be up-
dated in an online fashion incorporating the information from the new observations
to the model. Likelihood of the the background model given the new observation i.e,
likelihood of the new observation is generated by the background model, is given by,
L(GMMBGjy(t)) = p(y(t)jGMMBG) =
MX
m=1
mN(y
(t);m;m); (3.4)
where m denotes the weight of the mth Gaussian component in the model, and other
parameters m and m denote the mean and the covariance of the mth component
respectively. Here the covariance matrix is assumed to be diagonal.
When the new observation is accommodated to the background model, the following
equations give the updated parameters for themth component:
(t+1)m = 
(t)
m + (o
t
m   (t)m ); (3.5)
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(t+1)m = 
(t)
m + o
t
m(


(t)
m
)(yt   (t)m ); (3.6)
(t+1)m = 
(t)
m + o
t
m(


(t)
m
)((yt   (t)m )(yt   (t)m )T   (t)m ); (3.7)
where the otm is called the ownership is set to one for the new sample’s close compo-
nent, and it will be zero for the rest of the components.
Further, If the likelihood value of the new observation, being generated by the given
background model (given by Equation 3.4) is less than the pre-defined threshold, It
will be deemed as a foreground pixel.
3.3 Baseline Models
In this section we discuss our modeling technique and the baseline models. We exten-
sively use Gaussian Mixture Model for evaluating different proposed features. Further,
our proposed techniques, such as the Hidden Markov Model and its variants (proposed
in Chapter 4) and Gaussian Mixture Model based Markov Random Field (proposed in
Chapter 6), are all built on top of the Gaussian Mixture Model.
Extracted features are modeled using the baseline and proposed modeling techniques
and classification is done in the testing phase using the learned models. A hard clus-
tering technique known as K-means++ clustering is used to initialize the Gaussian
Mixture Models and all the proposed models are built on top of that.
In the following subsections, we describe the K-means++ clustering, Gaussian Mixture
Model and the general one dimensional Hidden Markov Model.
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3.3.1 K-means++ clustering
In our framework, kmeans++ is used as the initial hard clustering tool for the modeling
techniques, both proposed and baseline.
The kmeans algorithm is an extensively used algorithm for clustering in most of the
machine learning applications. It is a hard clustering method that minimizes the
squared distance between the data-points belonging to the same cluster i.e, reducing
the intra-cluster variance. Though finding the exact solution is an NP hard problem,
Lloyed et al. [81] proposed a localized optimization solution which is computationally
effective and extensively used in many places. However, due to its random initializa-
tion of cluster centers from the data points, it may fail to give an accurate solution.
To tackle the above-mentioned issue of the kmeans algorithm, Arthur proposed
kmeans++, which is a randomized seeding technique that proposes a way to initial-
ize the cluster centers of the traditional kmeans algorithm [7]. We use the kmeans++
algorithm due to its robustness in providing a good clustering solution.
The following steps illustrate how kmeans++ works in a brief manner.
 First cluster center c1 of the total k clusters is chosen uniformly arbitrarily from
the data points to be clustered. Next cluster centers are chosen based on the prob-
ability estimate, which is directly proportional to the squared distance between
the randomly chosen data point and the already chosen cluster centers,
ci = argmax
x
D(x; cj) 8j (3.8)
where cj denotes all the cluster centers that have already been chosen.
 The above step will be continued until the required cluster centers are found.
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3.3.2 GMMmodel
In this sub-section, we describe the Gaussian Mixture Model, which is the base line
method of most of the models proposed in this research. Gaussian Mixture Model is
a generative model, which is extensively used as an unsupervised learning technique.
Gaussian Mixture Model is obtained by linearly combining a particular number of
Gaussian distributions. In other words, it is a linear superposition of Gaussian den-
sity functions [11]. By introducing the flexibility of modeling using multiple Gaussian
components, Gaussian Mixture Model identifies the rich characteristics of the distri-
bution of the training data. As the GMM has more freedom related to parameters, it
has more capability to model the data with diverse attributes than the normal single
Gaussian density model, which has the constraints of a limited set of parameters to
adjust during the modeling.
Probability density function of the Gaussian Mixture Model ofN components is given
by:
p(xj) =
n=NX
n=1
nN(xjn); (3.9)
where  denotes the parameters of the Gaussian Mixture Model and n denotes the
parameters of the nth Gaussian component and is given by:
n = [n;n] (3.10)
and the respective probability density function is given by:
N(xjn) = N(xj[n;n]) = 1
(2)
D
2 n
1
2
exp
"
  1
2
(x  n)T 1n (x  n)
#
; (3.11)
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where the n andn are the mean and covariance of the particular Gaussian component
respectively. Data term x can be either single dimensional or multidimensional. For a
multi dimensional data with n dimensions n will be an n dimensional vector and n
will be an n x n dimensional matrix.
n denotes the mixing weight of the nth Gaussian component where mixing weights
of all the Gaussian components sum up to unity,
n=NX
n=0
n = 1: (3.12)
GMM Training and Parameter Estimation
Parameters of the Gaussian mixture model can be estimated using the Maximum-
Likelihood concept, where the likelihood of the model given the data is maximized
by varying the parameters.
The data, that is to be modeled by the GMM is X = fx1; x2; :::; xKg, where K is the
total number of samples and each sample xk is of D dimension.
Likelihood of the all training samples being generated by the particular GMM model,
which is also called as likelihood of the parameters given the data, is given by:
L(jX) = p(Xj[n; n;n]Nn=1) =
KY
k=1
p(xij[n; n;n]Nn=1): (3.13)
Here the data term is fixed, hence the likelihood function is maximized by adjusting
3.3 Baseline Models 43
the parameter values, and the objective function is given by,
EST = argmax

L(jX): (3.14)
Due to the latent variable nature of this model, there is no closed form solution that
can be obtained by directly differentiating the likelihood function by the parameters.
Instead, the Expectation-Maximization method is extensively used to estimate the pa-
rameters of the models which have missing values or unobserved variables.
In the Expectation Maximization learning for the GMM model missing values are in-
troduced in the probability density function where each missing value denotes which
component the data was generated from. These missing values have to be found from
the observed variables that are the data X being modeled.
After the introduction of the latent variables Z = fz1; z1; :::::; zng, the new objective
function is to maximize the likelihood function which depends on the joint distribution
of the data and the latent variables p(X;Y ) and is given by the following equation,
EST = argmax

L(jX;Z): (3.15)
Expectation maximization is comprised of two major steps, namely Expectation Step
(E-step) and Maximization Step (M-step), and these steps are iteratively followed until
the convergence is reached.
During the Expectation step, posterior probability of the latent variable given the cur-
rent model parameters and the data, is calculated and is given by,
(zkn) = P (zknjxk; old) = nN(xkjn;n)PN
i=1 nN(xkji;i)
: (3.16)
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Here (zkn) is the probability of kthdata sample xk being generated from the nth Gaus-
sian component
Once the expectation step is completed, model parameters are updated in the maxi-
mization step by maximizing the expectation of the log likelihood of the joint distribu-
tion between the data and latent variables with respect to the conditional distribution
of the latent variables. The function to be maximized is given by the equation below:
Q(jold) =
X
Z
p(ZjX; old) log p(X;Zj) (3.17)
Parameters are estimated by maximizing theQ(jold) as shown in the equation below,
Q(jEST ) = argmax

Q(jold) (3.18)
Estimated parameters are given below in the equations 3.19 - 3.22:
kn =
KX
k=1
(zkn) (3.19)
ESTn =
kn
K
KX
k=1
(zkn)xk (3.20)
ESTn =
kn
K
KX
k=1
(zkn)(xk   ESTn )(xk   ESTn )T (3.21)
ESTn =
kn
K
(3.22)
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3.3.3 Hidden Markov Models
Hidden Markov model is a causal model based on the Markovian approach, where
the state sequence of the model is not observed i.e. hidden, and observations which
are generated from the state sequence, are the ones observed. A Markov chain that is
of the first order is the basic category of Markov model, consisting of N number of
states, which are processed in the sequence Q = q1; q2; ::::; qT , where the probability
of observing the next state of the sequence qt+1 depends only on the preceding state qt,
which is called transition probability and is denoted by,
ai;j = p(qt+1 = jjqt = i); (3.23)
where i; j 2 f1; :::; Ng,
The transition probability ai;j is consistent across the chain regardless of the position.
The initial probability of having state i observed, is given by,
i = p(q1 = i): (3.24)
In a hidden Markov model, as the name suggests, the state sequence is assumed as
not observed, i.e. hidden, and the set of observations O = fotgTt=1, are assumed to be
generated from the hidden states, and the related probability function is called emission
probability, Eg, a Gaussian distribution,
p(otjqt = j) = N (otjj;j) (3.25)
where j;j denote the mean and covariance of the Gaussian distribution of state j,
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respectively and the Gaussian distribution is given by,
N (xj;) = 1
(2)
D
2 jj 12
exp

 1
2
(x  )T 1(x  )

(3.26)
where D denotes the dimensionality of x.
The complete set of parameters of the Hidden Markov Model are:
 = f;A;Bg (3.27)
= ffig; faijg; fj;jgg (3.28)
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Observation Likelihood
The likelihood of an observation is given by,
bj(t) = p(otjqt = j) = N (otjj;j) (3.29)
The likelihood of an output sequence being observed, is given by,
p(Oj) =
X
8Q
 
q1bq1(1)
TY
t=2
aqt 1qtbqt(t)
!
(3.30)
This observation likelihood is computed by summing across all possible state se-
quences, which is computationally intractable. To overcome this intractability, a for-
ward procedure is utilized for computation of the observation likelihood, p(Oj) more
efficiently using the forward variable. The forward variable is given by the following
equation,
i(t) = p(fo1; o2; o3; : : : ; o(t 1); otg; qt = ij) (3.31)
Forward variable, i(t) is the probability, of a portion of the output sequence until the
time t, being observed, with the state at the time t being i. It is computed using the
forward algorithm and the relevant steps are given below:
1. Initialization:
i(1) = ibi(1) (3.32)
2. Induction:
j(t+ 1) =
"
NX
i=1
i(t)aij
#
bj(t+ 1) (3.33)
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3. Termination:
p(Oj) =
NX
i=1
i(T ) (3.34)
Similarly, the backward procedure is defined and the backward variable is given by,
i(t) = p(fot+1; ot+2; : : : ; oTgjqt = i; ) (3.35)
Backward variable, i(t) is the probability, of a portion of the output sequence from
the time t + 1 until the end, being observed, given the state at time t being i. It is
computed using the backward algorithm and the relevant steps are given below:
1. Initialization:
i(T ) = 1 (3.36)
2. Induction:
i(t) =
NX
j=1
aijbj(t+ 1)j(t+ 1) (3.37)
3. Termination:
p(Oj) =
NX
i=1
i(1)ibi(1) (3.38)
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Parameter Estimation
The HMM model is trained using maximum likelihood approach. HMM is trained by
choosing the parameters  such that they maximize the likelihood p(Oj) of the ob-
served sequences. The Baum-Welch algorithm is used for learning the HMM parame-
ters, which uses the expectation-maximization algorithm [10]. Baum-Welch algorithm
gives a locally optimized solution, where p(Oj) is locally maximized by repeatedly
estimating the parameters iteratively. Variables that involved in this step (called as
expectation step), are given below:
 The probability of the state at time t being i is given by,
i(t) = p(qt = ijO; ) (3.39)
=
p(qt = i; Oj)
p(Oj) (3.40)
=
i(t)i(t)PN
j=1 j(t)j(t)
(3.41)
 The probability of the state at time t being i, and the state at time t + 1 being j,
is given by:
i;j(t) = p(qt = i; qt+1 = jjO; ) (3.42)
=
i(t)aijbj(t+ 1)j(t+ 1)PN
i=1
PN
j=1 i(t)aijbj(t+ 1)j(t+ 1)
(3.43)
Based on the above variable computed during the expectation step are then used to
re-estimate the model parameters, in the maximization step. Re-estimated parameters
are given below:
50 3.4 Datasets
i = i(1) (3.44)
aij =
PT 1
t=1 i;j(t)PT 1
t=1 i(t)
(3.45)
i =
PT
t=1 i(t)otPT
t=1 i(t)
(3.46)
i =
PT
t=1 i(t)(ot   i)(ot   i)TPT
t=1 i(t)
(3.47)
Complete training process involves, computing equations (3.41 and 3.43), and equa-
tions 3.44-3.47, iteratively until the convergence or the maximum number of iterations.
3.4 Datasets
The are several public databases for crowd monitoring available, including the UCSD
ped1 dataset, UCSD ped2 dataset [87], Avenue Dataset, and UMN Crowd Dataset
3.4.1 UCSD Datasets
The UCSD ped1 and ped2 datasets [87] feature bidirectional crowd movement cap-
tured in two different camera views. The datasets contain grey level video and have
a frame rate of 10 fps. Frame resolutions for the ped1 and ped2 datasets are 238 x
158 and 320 x 240 respectively. This dataset contains abnormalities including non-
pedestrian objects, motion violations and spatial anomalies (pedestrians walking out
of the walkways).
The UCSD Abnormal event Detection Dataset was captured using a static camera kept
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at a height, looking over the pedestrian walkways. Movement of people in the walk-
ways was changing over the time from sparsely crowded to densely crowded. In the
normal context, the video has only pedestrians moving in both directions of the walk-
ways [87]. As mentioned in the previous paragraph, non-pedestrian objects, motion
violations and spatial anomalies (pedestrians walking out of the walkways) are consid-
ered as anomalous events [87].
The Peds1 dataset consists of video sequences of groups of pedestrians moving perpen-
dicular to the camera plane, and the images of the video sequences are perspectively
distorted to a certain degree. There are thirty-four training sequences (each of two hun-
dred frames duration) containing only normal events and thirty-six testing sequences
containing both normal and abnormal events. Some of the anomalies as given by the
contributors of the dataset are shown in Figure 3.2.
Peds2 dataset consists of video sequences with pedestrians moving parallel to the cam-
era plane. There are sixteen training sequences containing only normal events, and
fourteen testing sequences containing both normal and abnormal events. Some of the
images from the Ped2 dataset are shown in Figure 3.3.
3.4.2 Avenue Dataset
Lu et al. [82] introduced avenue dataset, which contains sixteen sequences in the train-
ing set, which are mostly normal events. Each sequence is about two minutes long.
In the Testing set it contains twenty-one sequences, which contain both normal and
abnormal events. There are fourteen unusual events including running, throwing ob-
jects, and loitering. We use frame level annotation to evaluate our proposed algorithms
where a frame will be considered as an abnormal one, if at least one of the pixels in
that frame is annotated as an anomaly.
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(a) Cycle (b) Skater
(c) Wheel Chair (d) Cart
Figure 3.2: Examples of anomalies in the UCSD pedestrian one dataset as given by the
researchers who contributed it [87].
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(a) Normal Pedestrian Trafic (b) Presence of abnormal object - Cart
(c) Cycle (d) Multiple Anomalies - Cycles at different speeds
and Skater
Figure 3.3: Sample images from UCSD peds2 dataset [87].
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(a) (b)
(c) (d)
(e) (f)
Figure 3.4: Some masked anomalies from the avenue dataset [82]
Frame resolution of this dataset is 640 x 360. Some of the masked abnormal events of
the avenue dataset are shown in Figure 3.4 as given by the authors.
3.4.3 UMN Dataset
This dataset contains normal and abnormal sequences in three different views. A typ-
ical anomalous event contained in this dataset is rapid crowd movement or sudden
dispersion of crowd. Frame resolution of this dataset is 320 x 240. A few samples of
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(a) (b)
(c) (d)
Figure 3.5: Sample images from UMN dataset
the images from this datset are shown in Figure 3.5
3.5 Evaluation metric
In this subsection we describe how the performance of the proposed algorithms are
evaluated and compared. Evaluation metrics of the performance of the proposed algo-
rithms are computed using receiver operating characteristics (ROC) graphs, and Equal
Error Rate (EER) and Area Under Curve (AUC) are provided for each experiment.
ROC graphs are commonly used in machine learning research as the tool for presenting
the classifiers and demonstrating their performances. In this thesis, the abnormal event
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detection problem is formulated as a two-class detection problem where the normal
events belong to one class and the abnormal events (i.e outliers in the unsupervised
classification setup) belong to another class. As our problem aims to detect the anoma-
lies, if the detection deems a sample as belonging to abnormal, we will consider that
as a positive detection and similarly the normal event will be considered as a negative
detection.
If the likelihood of the testing sample x is less than the threshold, as shown in equa-
tion 3.48, that sample will be positively detected as an anomaly, otherwise it will be
considered as normal and marked as a negative detection
P (xjtheta) < Th (3.48)
For a particular threshold, True Positive Rate (given by equation 3.49), False Positive
Rate (given by equation 3.50), True Negative Rate (given by equation 3.51), and False
Negative Rate (given by equation 3.52) can be calculated
True Positive Rate =
P
Positive Samples Detected as PositivesP
Actual Positive Samples
(3.49)
False Positive Rate =
P
Negative Samples Detected as PositivesP
Actual Negative Samples
(3.50)
True Negative Rate =
P
Negative Samples Detected as NegativesP
Actual Negative Samples
(3.51)
False Negative Rate =
P
Positive Samples Detected as NegativesP
Actual Positive Samples
(3.52)
3.6 Chapter Summary 57
By varying the threshold values from accepting all the samples as positives to rejecting
all the samples as negative, a set of corresponding values for True Positive Rates and
False positive values are obtained. An ROC graph is drawn for False Positive Rate
(FPR) versus True Positive Rate (TPR) and Equal Error Rate (EER) is obtained when
the False Positive Rate and True Positive Rate are equal to each other.
3.6 Chapter Summary
In this chapter, we explained how the research is organized to solve the problems in
abnormal event detection by providing details about the framework and pre-processing
tasks, and the baseline methods. Further, detailed information about datasets utilized
in this PhD program for evaluation purposes of the proposed algorithms are provided
and the evaluation metrics used in the evaluation process are also clearly explained.

Chapter 4
HMM Variants for Abnormal Event
Detection Problem
4.1 Introduction
Event detection using computer vision technologies has been an active research topic
for several years. Anomalous event detection is a sub-category in the field of event
detection, where the events are classified into normal and abnormal activities.
Event detection is used to categorize one person’s action into a pre-learned or pre-
defined action. But when it comes to abnormal event detection, it is a binary classify-
ing process, where there can only be two possible results (normal or abnormal). An
abnormal event is defined subjectively rather than pre-defined. In certain contexts, an
event can be abnormal, while in other contexts it can be very normal. The major aim
in general is to classify, recognize, or learn novel events [107], in which, in general,
scenarios are defined as a “suspicious event” [71], “irregular behavior” [164], “uncom-
mon behavior” [147], “unusual activity/event/behavior” [169], “abnormal behavior”
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[58], “anomaly” [69] etc.
Feature extraction, training and learning of normal activity models based on the ex-
tracted features of the training video and finally the classification of new video as
normal or abnormal are the core components of an anomalous event detection system.
As this is an unsupervised classification process, almost all the models used in the ex-
isting research are clustering algorithms. Many of these algorithms fail to capture the
temporal and spatial correlation of the activities through the models. While some of
the researchers have used HiddenMarkovModels to model the temporal behaviour [4],
[5], [68], the modelling of spatial causality is omitted in all but a minority of systems
[69], [137].
In this chapter we propose three different types of Hidden Markov Models to model
both the temporal and spatial causalities. They are the Semi Two Dimensional Hid-
den Markov Model, Full Two Dimensional Hidden Markov Model and Spatial HMM.
The Semi-2D HMM models the current state as being not only dependent on the pre-
vious state in the temporal direction, but also dependent upon the previous states in
adjacent spatial locations(either horizontal or vertical). The Two Dimensional Hid-
den Markov Model is similar to Semi-2D HMM with modifications made to take into
account temporal information from the adjacent spatial locations through their main
temporal sequences. Spatial HMMs model the current state as being only dependent
on the previous state in the spatial direction.
For the Semi 2D HMM and Spatial HMM, two model structures are investigated, mod-
eling the causalities in either the vertical or horizontal direction. Within the HMM,
outliers are detected to locate abnormal events. The proposed approaches use features
extracted from spatial blocks and spatio-temporal patches. The features used are the
location of the spatio-temporal block to capture the location-specific abnormalities,
flow features to capture speed related abnormalities, and textures of optical flow [117]
to capture the anomalies related to the motion characteristics.
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The remainder of this chapter is structured as follows: Section 4.2 summarises related
work in this field; Section 4.3 describes the features used in the proposed algorithm;
Section 4.4 describes the Semi-2D HMM algorithm; Section 4.5 describes the Full-
2D HMM algorithm; Section 4.6 describes the Spatial HMM algorithm; Section 4.7
presents evaluation on the USCD Ped1 and Ped2 datasets [87] and also describes how
the proposed algorithms can be used in the rail level crossing context; Section 4.8
presents a summary of this chapter.
4.2 Related work
Event detection using computer vision technologies has been an active research topic
for several years. Anomalous event detection is a sub-topic of event detection, where
the events are classified in to normal and abnormal activities. Anomalous event de-
tection is a challenging problem, in that it is difficult to explicitly define an anomaly.
In general, abnormal event detection methods have a common, two-step framework:
feature extraction and classification using a learned model.
Various low level features and object level features that are extracted in the feature
extraction phase, are the input to a learning model. Popular learning models include
GMM [117], HMM, LDA [133], [154], Support Vector Machine and Markov Random
Field (MRF) [66].
Typically, the algorithms group the video into different clusters for analysis. This can
be done in the spatial domain, time domain, or a three-dimensional spatial-temporal
domain. Hierarchical Bayesian Models are used by Wang et al. [154] to detect anoma-
lies in crowded scenes. Similarly, Mehran et al. [91] use LDA and a bag of words
methodology to learn a ’normal’ model, after which ”grames” [91] can be classified
as either abnormal or normal. Adam et al. [2] used histogram binning of the extracted
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features, and to detect the anomalies, an observation buffer of fixed length, is used to
calculate the likelihood of the observations from the test sequences. Kim et al. [66]
used a mixture of probabilistic principal component analyzers to model their proposed
features. Hamid et al. [49] proposed bags of event ”n-grams” to represent the activities
present in a scene, and they used statistics of the activities obtained locally, to represent
the structure information of the global scene. Zhao et al [168] proposed a sparse coding
technique to detect abnormal events in videos. Sparse reconstruction errors of the new
observations, when constructing them from a learned event dictionary, are used to de-
tect the anomalies, where their learned dictionary forms a sparse-coding base. Further,
Ryan et al. [117] and Greenspan et al. [47] utilized GMMs for their feature modeling,
while Zhong et al. [169] used K-means clustering to group the video segments into
disjoint sets. Mahadevan et al. [87] used a generative mixture of dynamic textures.
Reddy et al. [112] modeled their features by a new variant of kernel density estimation
and by an adaptively grown codebook.
While comprehensive, the above analyzed models generally do not capture the tem-
poral behavior of the crowd, such as repetitiveness and continuity of the activities, as
these techniques fail to model the interrelationship between individual observations.
This will result in important information relating to the pattern and duration of the
normal activities not being captured by the learning model, making the detection of
abnormalities more challenging.
Hidden Markov Models (HMMs) provide a means to capture temporal dependencies
within the detection process. Andrade [4], [5] proposed the usage of multiple HMMs,
to model the flow patterns of normal behaviours, globally and locally. A sequence is
detected as anomalous when the likelihood falls below a threshold. Kratz et al [68]
used the symmetric KL divergence as a distance measure, identified analogous spatio-
temporal patches in the video by relating the local space-time motion patterns that are
separated by a small distance. They modified the parameters of the clusters of Gaussian
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distributions in an online manner using the KL distance [68]. After deriving the proto-
types of similar activities represented by the cuboids in the scene, they have modeled
the temporal relationship by a Hidden Markov Model for every spatial location
Zhang et al. [163] proposed an adapted Hidden Markov Model which uses a semi-
supervised learning method; Snoek et al [127] used a hidden Markov model to analyse
the temporal progression of the affine features. Jiang et al. [61] proposed a method
based on hidden Markov models to model the object trajectories in an unsupervised
fashion. Vasquez et el. [139] proposed growing hidden Markov models which they
describe as HMMs that evolve over time. These models only capture the causality in
the temporal direction while the information about the adjacent spatial behaviour is
missed.
Kratz et al. [69] also used coupled HMMs to capture the spatial relationships. They
used separate HMMs for each spatial location and during the classification process
they computed spatial confidence measures using the surrounding HMMs of the cur-
rent HMM, and combined it with a temporal classifier for the detection of anomalous
behaviour. Though they have considered the spatio-temporal cubes adjacent to the cur-
rent cube during the classification, there is no information gathered about the spatial
causality during the training process. Utasi et al. [137] constructed their models at
two levels, a region-based continuous distribution HMM, and a higher level HMM to
inter-link those regional HMMs that form the first level. Here, spatial information is
missing at the low level HMMs and only limited spatial causality can be captured by
the high level discrete HMM.
While a variety of approaches using HMMs have been proposed, none of these ade-
quately capture both the spatial and temporal dependencies in the scene, leading to a
loss of information, and potentially accuracy.
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4.3 Feature Extraction
Three features are used within the proposed system:
1. Location features (center coordinate of a spatial block) to detect the location-
specific anomalies.
2. Motion information (summation of optical flow vectors inside a block) to iden-
tify the anomalies related to speed of movements of the objects.
3. Textures of optical flow [117] to identify the anomalies related to the type of mo-
tion that is occurring. For example, flow may be smooth and constant or highly
variable and turbulent. This feature is useful for detecting abnormal objects (eg:
vans, bicycles, wheelchairs), and can be computed in real time.
Features are extracted in spatial blocks as outlined in Section 4.3.1.
To calculate the optical flow vectors, the algorithm proposed by Black and Anandan is
used [12]. To ensure the proposed approach is computationally efficient, we downsam-
ple the input video. In the proposed system, we place a greater emphasis on having
an accurate optical flow estimate (i.e. using a robust estimator) than requiring high
resolution optical flow images. We feel this is justified as the anomalous events and
objects are still clearly visible, even at lower resolutions.
The motion features across a block B are given by,
u =
X
(x;y)2B
u(x; y); (4.1)
v =
X
(x;y)2B
v(x; y): (4.2)
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where u(x; y) and v(x; y) denote the horizontal and vertical optical flow components
at pixel location (x; y) respectively.
Textures of optical flow, which measures the uniformity of the motion, is computed
from the dot product of flow vectors at different offsets. Having uniformity measures
computed from different offsets inside a feature vector, will make it more descriptive
to detect objects with different sizes [117].
We evaluate our proposed system with the following combinations of the three types
of features:
1. All three features: textures of optical flow (ToF) at various scales fg, motion
information (u; v) and location features (x; y),
f =

(1;1;0); (3;3;0); (5;5;0); u; v; x; y

; (4.3)
where (;;0) is uniformity feature value at  offset [117].
2. Optical flow vectors and location features alone,
f = [u; v; x; y]: (4.4)
4.3.1 Spatial Blocks and Observation Sequences
The spatial blocks and observation sequences used for HMM input are extracted as
follows.
We divide the video frames into non-overlapping spatial blocks and spatio-temporal
patches of different configurable sizes. Features are extracted using each pixel within
a block, and are summed to form the feature vector for the spatial block as well as
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for the spatio-temporal patch. During the training process, an observation sequence of
configurable length is created for each spatial location by collecting the feature vec-
tors of the blocks belonging to the same spatial location for consecutive video frames
from the training video data. The feature vector is again used to compute an observa-
tion sequence’s likelihood in the presence of the particular feature vector; the block is
classified as normal or abnormal based on the likelihood.
The size of the block (7 X 7) is chosen as it is similar to the size of an interesting object
in the testing dataset used, and other previous work done using this dataset has used a
similar block size [117]. The sequence length is chosen as 20 frames. The number of
HMM states chosen is four for the pedestrian two dataset and five for the pedestrian
one dataset, which gave better performance than the other options.
4.4 Semi Two Dimensional Hidden Markov Models
We propose a semi two-dimensional HMM to model the extracted observation se-
quences from the training video, and to detect abnormalities. Generally, Hidden
Markov Models are of one dimension, and model the causality in this single direction.
To capture causalities in more than one direction, various approaches that interconnect
separate Hidden Markov Models have been proposed, leading to alternate HMM-type
models such as the Multi Level HMM [137], and coupled HMMs [69]. In the field of
image classification, a form of two dimensional Hidden Markov Models has been used
to capture the spatial causality of images in both vertical and horizontal directions [86].
However, for a video task, these 2D HMMs create too many observation sequences in
different directions, making it computationally prohibitive. Here, a Semi-2D HMM
is proposed, which captures the causality in the temporal direction and the dependen-
cies in adjacent spatial locations either horizontally (Figure 4.1a) or vertically (Figure
4.1b).
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(a) Temporal and spatial dependency diagram
of the horizontal Semi-2D HMM.
(b) Temporal and spatial dependency diagram
of the vertical Semi-2D HMM.
(c) Overall sequence diagram of a horizontal Semi-2D HMM.
Figure 4.1: Schematic diagrams of the proposed Semi-2D HMM.
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4.4.1 Assumptions of our Hidden Markov Model
The proposed approach makes three key assumptions. These are:
1. The current state is not only dependent on the previous state in the temporal
direction, but also the previous states of the adjacent spatial locations.
2. The main observation sequence is in the temporal direction only (see Figure 4.1c;
the sequence drawn in red is the main observation sequence).
3. Adjacent spatial observations in one sequence are part of another main temporal
sequence.
4.4.2 Parameters of the Hidden Markov Model
Our HMM consists ofN hidden-states which are visited in the sequenceQ = fqt;xgTt=1
at spatial location x with the adjacent spatial dependency states qt;x 1 and qt;x+1 at
time t. The set of observations O = fOtgTt=1 is a Gaussian function of hidden states.
Observations of adjacent spatial locations are denoted as Ot;x 1 and Ot;x+1. Here
both qt;x and qt denote the state at the tth time step at spatial location x while Ot and
Ot;x denote the relevant observation. The proposed model is based on the following
parameters:
Transition Probabilities
The transition probability, ag;i;h;j , denotes the probability of being in state j at time
t + 1, given that the state of the same location at time t is i and the states of the
adjacent spatial locations at time t are g and h. Adjacent locations in the horizontal
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direction are considered in the case of the horizontal HMM, and adjacent locations in
the vertical direction are considered for the vertical HMM. The transition probability
for the horizontal case is,
ag;i;h;j = p(qt+1;x = jjqt;x 1 = g; qt;x = i; qt;x+1 = h): (4.5)
Gaussian Distribution Parameters for Likelihood of Observations
The likelihood of an observation which belongs to a state j is a Gaussian distribution
with mean j and covariance matrix j . The probability of an observation at time t,
given that the state is j, is given by,
bj(Ot) = p(Otjqt = j) = N (Otjj;j): (4.6)
Initial Probabilities
The initial probability of observing state i is denoted by j ,
j = p(qt = j): (4.7)
4.4.3 Algorithm
During the training process model parameters are optimized in such a way as to
maximize the likelihood of the observed sequence. The Baum-Welch algorithm
uses expectation maximization, where the likelihood of the observations is locally
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maximized by iteratively re-estimating the model parameters. The usual procedure
for HMMs [10] is slightly modified for the calculation of our model’s parameters, as
described below, with the remainder of the procedure remaining unchanged.
Forward Procedure
This is the probability of observing the partial main observation sequence,
fo1; o2; ::; otg and tth observations at adjacent spatial locations ot;x 1, ot;x+1 with
qt = i,
t(i) = p(O1; O1; ::::; Ot; Ot;x 1; Ot;x+1; qt = ij): (4.8)
The forward probability is calculated using an inductive algorithm as follows.
Initialization
i(1) = i(1)bi(O1); (4.9)
where i is the state number.
Induction Equation 4.14 states the induction step for calculating the forward
probability, where j is the current state, i is the previous state and g,h are the previous
states of the adjacent spatial locations x  1 and x+ 1 respectively.
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Backward Procedure
This is the probability of observing the main partial observation sequence from t + 1
to the end of the sequence, and the tth observations at adjacent spatial locations ot;x 1
, ot;x+1 given qt = i,
t(i) = p(Ot+1; Ot+2; ::::; OT ; Ot;x 1; Ot;x+1jqt = i; ): (4.10)
The backward probability is calculated using an inductive algorithm as follows.
Initialization
i(T ) = 1; (4.11)
where i is the state number and T is the sequence length.
Induction Equation 4.15 states the induction step for calculating the backward
probability, where i is the state at time t, j is the state at time t + 1 and g,h are the
states at time t in adjacent spatial locations x  1 , x+ 1 respectively.
Expectation equations
The probability of being in state i at time t, given the observations O and the model
parameters (collectively denoted ) is given by,
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j+1(t+ 1) = [
NX
i=1
NX
g=1
;
NX
h=1
i(t)ag;i;h;jbg(Ot;x 1)bh(Ot;x+1)]bj(Ot+1;x); (4.14)
i(t) =
NX
j=1
NX
g=1
NX
h=1
ag;i;h;jbj(Ot+1;x+1)j(t+ 1)bg(Ot;x 1)bh(Ot;x+1); (4.15)
g;i;h;j(t) = p(qt;x 1 = g; qt;x = i; qt;x+1 = h; qt+1;x = jjO; ); (4.16)
g;i;h;j(t) =
i(t)ag;i;h;jbg(Ot;x 1)bh(Ot;x+1)bj(Ot+1;x)j(t+ 1)PN
i
PN
g
PN
h
PN
k i(t)ag;i;h;jbg(Ot;x 1)bh(Ot;x+1)bk(Ot+1;x)k(t+ 1)
:
(4.17)
i(t) = p(q(t) = ijO; ); (4.12)
=
i(t)i(t)PN
j=1 j(t)j(t)
: (4.13)
The probability of being in state i at time t, j at time t + 1 and in states g, h at time
t at spatial locations x   1, x + 1 respectively is denoted as g;i;h;j(t) and the relevant
formulas are given in Equations 4.16 and 4.17.
4.5 Full Two Dimensional Hidden Markov Models
This model is similar to the model described in 4.4 with modifications in the backward
and forward variables as explained below, to take account of temporal information
from the adjacent spatial locations through the main temporal sequence as shown in
the Figure 4.2.
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Figure 4.2: Schematic diagrams of the proposed Full-2D HMM.
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4.5.1 Transition Probabilities
The transition probability, a downg;j , denotes the probability of being in state j at time
t+ 1, given that the state of the adjacent spatial location (x  1) at time t is g.
The transition probability, a directi;j , denotes the probability of being in state j at time
t+ 1, given that the state of the same spatial location (x) at time t is i.
The transition probability, a uph;j , denotes the probability of being in state j at time
t+ 1, given that the state of the adjacent spatial location (x+ 1) at time t is h.
Adjacent locations in the horizontal direction are considered in case of the horizontal
HMM, and the adjacent locations in the vertical direction are considered for vertical
HMM. The transition probabilities for the horizontal case are,
a upg;j = p(qt+1;x = jjqt;x 1 = g): (4.18)
a directi;j = p(qt+1;x = jjqt;x = i): (4.19)
a downh;j = p(qt+1;x = jjqt;x+1 = h): (4.20)
4.5.2 Forward Procedure
This is the probability of observing the partial observation sequence, fo1; o2; ::; otg
and observation sequences at adjacent spatial locations are fo1;x 1; o2;x 1; ::; ot;x 1g ,
fo1;x+1; o2;x+1; ::; ot;x+1g with qt = i. The formula is given by Equation 4.22
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where i is the state number.
The forward probability is calculated using an inductive algorithm as follows.
Induction
Equation 4.23 states the induction step for calculating the forward probability, where j
is the current state, i is the previous state and g,h are the previous states of the adjacent
spatial locations x  1 and x+ 1 respectively.
4.5.3 Backward Procedure
This is the probability of observing the partial observation sequences from t+ 1 to the
end of the sequences at locations x, x  1 and x+ 1 given qt = i. Formula is given by
Equation 4.24
The backward probability is calculated using an inductive algorithm as follows.
Initialization
i(T ) = 1; (4.21)
where i is the state number and T is the sequence length.
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i(t) = p(O1;x; ::; Ot;x; O1;x 1; ::; Ot;x 1; O1;x+1; ::; Ot;x+1; qt = ij): (4.22)
j+1(t+ 1) = [
NX
i=1
NX
g=1
;
NX
h=1
g(t)a downg;jalphai(t)a directi;jalphah(t)a uph;j]bj(Ot+1;x); (4.23)
i(t) = p(Ot+1;x; ::; OT;x; Ot+1;x 1; ::; OT;x 1; Ot+1;x+1; ::; OT;x+1jqt = i; ): (4.24)
i(t) =
NX
j=1
NX
g=1
NX
h=1
a upg;ibg(Ot;x 1)j(t+ 1)a directj;ibj(Ot+1;x+1)j(t+ 1)bh(Ot;x+1)a downh;ih(t+ 1); (4.25)
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Equation 4.25 states the induction step for calculating the backward probability, where
i is the state at time t, j is the state at time t + 1 and g,h are the states at time t in
adjacent spatial locations x  1 , x+ 1 respectively.
4.5.4 Expectation equations
The probability of being in state i at time t, given the observations O and the model
parameters (collectively denoted ) is given by,
i(t) = p(q(t) = ijO; ); (4.26)
=
i(t)i(t)PN
j=1 j(t)j(t)
: (4.27)
The probability of being in state g at spatial location x   1 at time t, j at spatial
location x at time t+ 1 is denoted as  downg;j(t) and the relevant formulas are given
in Equations 4.28 and 4.29.
 downg;j(t) = p(qt;x 1 = g; qt+1;x = jjO; ); (4.28)
 downg;j(t) =
g(t)a downg;jbj(Ot+1;x)j(t+ 1)PN
g
PN
k g(t)a downg;kbk(Ot+1;x)k(t+ 1)
: (4.29)
The probability of being in state i at spatial location x at time t, j at spatial location x at
time t+ 1 is denoted as  directi;j(t) and the relevant formulas are given in Equations
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4.30 and 4.31.
 directi;j(t) = p(qt;x = i; qt+1;x = jjO; ); (4.30)
 downi;j(t) =
i(t)a directi;jbj(Ot+1;x)j(t+ 1)PN
i
PN
k i(t)a directi;kbk(Ot+1;x)k(t+ 1)
: (4.31)
The probability of being in state h at spatial location x+1 at time t, j at spatial location
x at time t+1 is denoted as  uph;j(t) and the relevant formulas are given in Equations
4.32 and 4.33.
 uph;j(t) = p(qt;x+1 = h; qt+1;x = jjO; ); (4.32)
 uph;j(t) =
h(t)a uph;jbj(Ot+1;x)j(t+ 1)PN
h
PN
k h(t)a uph;kbk(Ot+1;x)k(t+ 1)
: (4.33)
4.6 Spatial Hidden Markov Models
A spatial hidden Markov model was designed to model the causality of the scene in
the spatial direction. Features extracted from the spatio-temporal cuboids are used to
create the observation sequences in both the spatial directions. Two HMMs each for a
specific direction are created based on the spatial observation sequences from the par-
ticular directions. To model the horizontal dependencies, the observation sequence is
created for a y value (being constant) by considering the sequential blocks in the hori-
zontal (x) direction, and observation sequences are created for each y value. Similarly
the modeling of the vertical model was done by keeping the x value constant and by
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Figure 4.3: Spatial HMM.
considering the sequential blocks in the vertical (y) direction. Figure 4.3 depicts the
block diagram of the model.
In the following sub-sections, the design of the the horizontal HMM is described.
4.6.1 Assumptions
1. The current state is only dependent on the previous state in the horizontal spatial
direction.
2. State transition probabilities and emission probabilities don’t vary with the spa-
tial location.
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4.6.2 Parameters of the Hidden Markov Model
Our HMM consists ofN hidden-states, which are visited in the sequenceQ = fqxgXx=1.
The set of observations O = fOxgXx=1 is a Gaussian function of hidden states.
Transition Probabilities
The transition probability, ai;j , denotes the probability of being in state j at spatial
location x + 1, given that the state at spatial location x is i. The transition probability
is given by,
ai;j = p(qx+1 = jjqx = i): (4.34)
Gaussian Distribution Parameters for Likelihood of Observations
The likelihood of an observation which belongs to a state j is a Gaussian distribution
with mean j and covariance matrix j . The probability of an observation at spatial
location x, given that the state is j, is given by,
bj(Ot) = p(Otjqt = j) = N (Otjj;j): (4.35)
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Initial Probabilities
The initial probability of observing state i is denoted by j ,
j = p(qt = j): (4.36)
4.6.3 Algorithm
During the training process, model parameters are optimized in such a way as to
maximize the likelihood of the observed sequence. The Baum-Welch algorithm
uses expectation maximization, where the likelihood of the observations is locally
maximized by iteratively re-estimating the model parameters. The usual procedure for
HMMs [10] is followed for the calculation of this proposed model’s parameters, as
described below.
Forward Procedure
This is the probability of observing the partial observation sequence, fo1; o2; ::; oxg
with qx = i,
i(x) = p(O1; ::::; Ox; qx = ij): (4.37)
The forward probability is calculated using an inductive algorithm as follows:
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Initialization
i(1) = i(1)bi(O1); (4.38)
where i is the state number.
Induction
j+1(x+ 1) = [
NX
i=1
i(x)ai;j]bj(Ox+1); (4.39)
Equation 4.39 states the induction step for calculating the forward probability, where
j is the current state, and i is the previous state.
Backward Procedure
This is the probability of observing the partial observation sequence from x+ 1 to the
end of the sequence, given qx = i,
i(x) = p(Ox+1; Ox+2; ::::; OX jqx = i; ): (4.40)
The backward probability is calculated using an inductive algorithm as follows:
Initialization
i(X) = 1; (4.41)
84 4.6 Spatial Hidden Markov Models
where i is the state number and X is the sequence length.
Induction
i(x) =
NX
j=1
ai;jbj(Ox+1)j(x+ 1); (4.42)
Equation 4.42 states the induction step for calculating the backward probability, where
i is the state at spatial location x, j is the state at spatial location x+ 1
Expectation equations
The probability of being in state i at spatial location x, given the observations O and
the model parameters (collectively denoted ) is given by,
i(x) = p(q(x) = ijO; ); (4.43)
=
i(x)i(x)PN
j=1 j(x)j(x)
: (4.44)
i;j(x) = p(qx = i; qx+1 = jjO; ); (4.45)
i;j(x) =
i(x)ai;jbj(Ox+1)j(x+ 1)PN
i
PN
k i(x)ai;jbk(Ox+1)k(x+ 1)
: (4.46)
The probability of being in state i at spatial location x, j at time x + 1 is denoted as
i;j(x) and the relevant formulas are given in Equations 4.45 and 4.46.
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Figure 4.4: ROC curves of Ped1 of both Semi-2D HMMs with different feature com-
binations.
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Figure 4.5: ROC curves of Ped2 of both Semi-2D HMMs with different feature com-
binations.
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Figure 4.6: ROC curves of Ped1 of both Full-2D HMMs with different feature combi-
nations.
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Figure 4.7: ROC curves of Ped2 of both Full-2D HMMs with different feature combi-
nations.
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Figure 4.8: ROC curves of Ped1 of both Spatial HMMs with different feature combi-
nations.
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Figure 4.9: ROC curves of Ped2 of both Spatial HMMs with different feature combi-
nations.
4.7 Evaluation
4.7.1 Model Training
The model is trained on a large video data set containing normal pedestrian activi-
ties. Observation sequences, each of length T , are created from the feature vectors of
the spatial blocks of T consecutive video frames for the Semi-2D HMM and Full-2D
HMM, while observation sequences for spatial HMMs are created from the feature
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vectors of the spatio-temporal cubes aligned in the spatial directions. Created obser-
vation sequences are used to train the proposed HMM models. As mentioned above,
there are two instances of HMMs, which are trained to capture both the horizontal and
vertical spatial causality.
A large number of frames in the training video data results in a huge number of obser-
vations being created, thus making the computation process time consuming. To avoid
this, observation sequences which don’t have any motion information (i.e no fore-
ground pixels), are filtered out. Filtering is done based on the number of foreground
pixels [175] in the particular sequence. A sequence that contains less foreground pixels
than a threshold is omitted from being added to the training process.
The number of states for the HMMs are chosen, and individual observations from all
the created observation sequences are hard clustered initially using the K-Means++
algorithm [7], to find the initial parameters of the Gaussian distributions belonging
to each state. Then, the modified version of the Baum-Welch algorithm is used to
train the model until it reaches convergence or until the maximum number of specified
iterations is reached.
4.7.2 Experimental Evaluation
The proposed algorithms have been tested with the publicly available UCSD datasets
[87]. This video dataset contains bi-directional pedestrian traffic from two camera view
points. Several video sequences (each of 200 frames duration), which contain normal
pedestrian movements are used for the training. The testing video sequences contain
abnormalities, such as the presence of abnormal objects, motion violations and spatial
anomalies. Ground truth is provided for every frame of the testing sequences.
We use two different threshold values for our horizontal and vertical HMMs to detect
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the abnormal blocks and the frame is detected as anomalous, if at-least one of the
blocks inside the frame is abnormal. Detection from both HMMs in our algorithm
is compared with the annotated ground truth at frame level and threshold values are
varied to generate an ROC curve. Corresponding equal error rates (EER) and the area
under the curve (AUC) are obtained.
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Classifier Features EER AUC EER AUC(Ped1) (Ped2)
Proposed Semi 2D-HMM (Vertical) ToF, O/F and Location 0.2764 0.780 0.1167 0.928
Proposed Semi 2D-HMM (Vertical) O/F and Location 0.2168 0.859 0.1662 0.883
Proposed Semi 2D-HMM (Horizontal) ToF, O/F and Location 0.2742 0.790 0.2232 0.882
Proposed Semi 2D-HMM (Horizontal) O/F and Location 0.2279 0.816 0.3118 0.702
Proposed Full 2D-HMM (Vertical) ToF, O/F and Location 0.2592 0.818 0.395 0.691
Proposed Full 2D-HMM (Vertical) O/F and Location 0.2576 0.827 0.3612 0.654
Proposed Full 2D-HMM (Horizontal) ToF, O/F and Location 0.2532 0.821 0.3194 0.753
Proposed Full 2D-HMM (Horizontal) O/F and Location 0.2532 0.821 0.2726 0.788
Proposed Spatial-HMM (Vertical) ToF, O/F and Location 0.3079 0.760 0.1464 0.916
Proposed Spatial-HMM (Vertical) O/F and Location 0.3385 0.735 0.1991 0.881
Proposed Spatial-HMM (Horizontal) ToF, O/F and Location 0.3290 0.757 0.2295 0.861
Proposed Spatial-HMM (Horizontal) O/F and Location 0.3675 0.705 0.2523 0.846
HMM (1D) ToF, O/F and Location 0.3012 0.780 0.162 0.921
HMM (1D) O/F and Location 0.2242 0.831 0.3118 0.716
Table 4.1: Comparison of proposed 2D-HMMs with regular HMM (1D). Different
combinations of features are shown: ToF stands for Textures of Optical Flow [117]
and O/F stands for Optical Flow based features (Equations 5.2 and 5.3). EER stands
for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
System EERPed 1 Ped 2
SF [91] 0.31 0.42
MPPCA [66] 0.40 0.30
SF-MPPCA [87] 0.32 0.36
Adam [2] 0.38 0.42
Mahadevan [87] 0.25 0.25
Ryan [117] 0.231 0.127
Reddy [112] 0.225 0.20
Proposed Semi-2D HMM (With ToF, O/F and Location) 0.2764 0.1167
Proposed Semi-2D HMM (With O/F and Location) 0.2168 0.1662
Table 4.2: Results on the Ped1 and Ped2 datasets [87]. Equal error rate (EER, given in
fractions) is reported. ToF stands for Textures of Optical Flow [117] and O/F stands
for Optical Flow based features (equations 5.2-5.3).
In order to examine the exact effects of our proposed HMMs, The performance of our
proposed methods (using vertical and horizontal configurations) is compared with a
regular HMM (1D) which does not capture spatial causalities. All other parameters
are equal (block size 7  7, sequence length 20 frames). Results (EER and AUC) are
shown in Table 4.1, and Figures 4.4 - 4.9 show the ROC curves for the Semi 2D, Full
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(a) Bicycle and spatial anomaly detection. (b) Skateboard detection.
(c) Skateboard detection. (d) Two bicycles detection.
(e) Spatial abnormality detection. (f) Vehicle and bicycle detection.
(g) Vehicle detection. (h) Slowly moving bicycle detection.
Figure 4.10: Some of the detections using the proposed algorithm. Right column
represents the detections Ped1 and Left column represents the detections on Ped2.
[87].
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Proposed System EERUMN Dataset Avenue
View 01 View 02 View 03 Dataset
Semi-2D X-HMM (With O/F and Location) 0.15 0.16 0.29 0.41
Semi-2D Y-HMM (With O/F and Location) 0.14 0.25 0.41 0.44
Semi-2D X-HMM (With ToF, O/F and Location) 0.09 0.31 0.46 -
Semi-2D Y-HMM (With ToF, O/F and Location) 0.07 0.29 0.39 -
Table 4.3: Results on the UMN and Avenue datasets. Equal error rate (EER, given in
fractions) is reported. ToF stands for Textures of Optical Flow [117] and O/F stands
for Optical Flow based features (equations 5.2-5.3).
2D and Spatial HMMs respectively for both ped1 and ped2 datasets. Table 4.1 shows
that the vertical Semi-2D HMM performs better than the other HMMs and the one di-
mensional version of the proposed approach, and the vertical version of the Semi-2D
HMM performs the best overall. In both training and testing videos, the majority of
moving objects is humans and their height is larger than their width. So the motion
information of humans is spread in the vertical direction rather than the horizontal di-
rection. This results in adjacent locations in the horizontal direction having less useful
motion information than the adjacent locations in the vertical direction, leading to the
poor performance of the horizontal Semi-2D HMM, when compared to the vertical
Semi-2D HMM. The performance of the Full-2D HMM is good for the Ped1 dataset
(close to that of the Semi-2D HMM), though it performs poorly for the Ped 2 dataset.
While Spatial HMM performs well with Ped2 dataset(close to that of the Semi-2D
HMM), it performs poorly for the Ped 1 dataset.
Textures of optical flow feature works well for Ped 2 but not Ped1 as the poor resolu-
tion in the far field of Ped 1 is poorly suited to textural type features, leading to poor
detection in the far field and lower performance overall. Poor performance of Full-2D
HMM in the Ped 2 dataset is due to lack of training data and in future, it can be tested
with datasets containing sufficient data to evaluate the accurate performance. Spatial
HMM performs well for Ped 2 but not Ped1 due to poor resolution in the far field of
Ped1. Semi-2D HMM outperforms the spatial HMM as it better represents both spatial
and temporal dependencies.
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The performance of the proposed algorithm is compared with the outcomes of the other
previous work: the SF model [91], the MPPCA model [66], the SF-MPPCA model
[87], Adam’s proposed approach [2], mixture of dynamic textures [87], textures of
optical flow [117] and cell-based analysis of foreground speed, size and texture [112],
in Table 4.2. Values of the EER and AUC obtained by the above works are depicted in
the table. Equal error rate for the Ped1 dataset from the above works lies between 22.5
- 40%, while that of the Ped2 dataset lies between 12.7 - 42% [112, 117].
Our method’s performance using the Semi-2D vertical HMM is also shown in Table
4.2. When all features are used, the method performs competitively with existing ap-
proaches, with an EER of 27.64% for Ped1 and 11.67% for Ped2. Omitting the textures
of optical flow feature (ToF) degrades performance slightly for the Ped2 dataset, but
improves performance on Ped1 with an EER of 21.68%.
Our system performs well, detecting the anomalies such as bicycles of various speeds,
vans, skateboarders, as well as spatial abnormalities and any combination of these
anomalies. Figure 4.10 shows some video frames from both Ped1 and Ped2 datasets
with blocks detected as containing anomalies, highlighted in red. Further, results of
the best performing Semi-2D HMM on UMN and Avenue datasets are provided in 4.3
Proposed models in this work can be used to model the pedestrian activities at a rail
level crossing. Temporal causalities and spatial causalities both can be captured by the
proposed approaches. Models can be trained from video footage containing the normal
activities of the pedestrians and, during the real time monitoring of the surveillance
video, outliers of the learned models will be detected as anomalies.
At a railway level crossing, there can be two main contexts relating to pedestrian ac-
tivities. They are time period during the arrival of the train and all other time periods.
During the arrival of the train, rail gates are closed and people are not supposed to
move through the level crossings. So, in that context, the presence of any human ob-
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ject should be detected as an anomaly. Using our developed model, a spatial anomaly
can be located in the scene as shown in the Figure 4.10e. During the second con-
text (that is rest of the time period where trains are not supposed to arrive and gates
are opened so that pedestrians can cross the track), anomalies may include a person
running, a person falling and the presence of other abnormal objects such as bicycles
or vehicles. Using our developed model, a person running in the crossing, where the
person walking is the normal activity, can be detected as a speed violation. Similar
anomaly detection is shown in the Figure 4.10c. The presence of any unusual object
in the scene can also be detected as an anomaly, and a similar anomaly detection is
shown in the Figure 4.10g.
Future work will focus on the development of models that enable event detection in
multiple contexts, as well as evaluations of abnormal event detection with railway
level crossing video footage. Regarding the speed of our algorithm, on average it takes
0.09 sec to process a frame (11 fps) on a windows computer with 2.53 GHz Intel i5
processor and 4 GB memory, running in a single-threaded configuration, making the
algorithm suitable for real-time deployment (the UCSD dataset was captured at 10 fps).
4.8 Chapter Summary
In this chapter, new variants of Two Dimensional Hidden Markov Model techniques
have been proposed for anomaly detection. These approaches capture both the tempo-
ral and spatial causality of a training sequence and the Semi-2D HMM performs well
when detecting the anomalies, compared to other state-of-the-art algorithms at the time
of the publication of this work, as well as the equivalent 1D HMM in terms of accuracy
and speed. The Full-2D HMM and Spatial HMM also perform well in certain scenar-
ios, though are less consistent than the Semi-2D HMM due to lack of training data and
lack of ability to model both the temporal and spatial causalities respectively.
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Proposed methods can be used to capture abnormal events, such as a person falling,
person running, presence of skate boarders and presence of other vehicles at the railway
level crossings. Further, these methods can be used to study the normal behaviour on
railway crossings in different contexts.
Chapter 5
An Evaluation of Different Features
and Learning Models for Anomalous
Event Detection
5.1 Introduction
During the recent past years, there has been much effort dedicated to the detection
of abnormal activities through computer vision techniques. Typically, the problem is
formulated as a novelty detection task where the system is trained on normal data and is
required to detect events that do not fit the learned ‘normal’ model. Many researchers
have tried various set of features to train different learning models to detect abnormal
behaviour in video footage.
Although different features were used with different statistical models, performance of
these features varies with the model being used. Furthermore, the feature being used
should be informative and descriptive for the anomaly detection problem in hand.
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Previous research has also failed to account for the effect of the perspective distor-
tion caused by the depth variation in the scene, meaning important information from
distant objects in the scene will lose significance relative to larger objects in the fore-
ground. This can result in some abnormal events being missed, reducing the system’s
effectiveness.
In this chapter, different feature extraction techniques from the literature are evalu-
ated to detect anomalies of various classes: objects moving with excessive speed; the
presence of abnormal objects in a scene; and the presence of objects in restricted or
anomalous regions. The performance of different state-of-the-art features such as opti-
cal flow vectors to detect motion related anomalies, textures of optical flow, and image
textures using Gabor wavelets to detect the presence of the abnormal objects in the
scene, are evaluated. Extracted features in different combinations are modeled using
different statistical modeling techniques, including GMM [119] and Semi 2D HMM
(proposed in chapter 4 ).
In addition, perspective normalisation is applied to features to remove perspective dis-
tortion. As this work is using single camera video footage, no depth information is
available. So, perspective normalization is achieved through the application of a geo-
metric technique applied to a single frame.
The remainder of this chapter is structured as follows: Section 5.2 summarises related
work in this field; Section 5.3 describes the models used in this work; Section 5.4
describes the features used; Section 5.5 describes the perspective normalization; Sec-
tion 5.6 presents experimental results on the USCD Ped1 and Ped2 datasets [87]; and
Section 5.7 presents a summary of this chapter.
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Data driven anomaly detection can be divided into two major processes: feature ex-
traction and model learning. In past researches, there have been different feature sets
proposed for different modeling techniques, and performance of the features varies
with the modeling technique selected.
Due to the existence of a variety of contexts, researchers have proposed different fea-
tures addressing the relevant contexts and there is still a search for good features to
represent the peculiar characteristics of the normal activities present in these contexts
[107]. The features used are expected to be invariant and robust to variations such as
brightness change, occlusion, clutter, etc. Feature extraction can be performed using
both bottom-up and top-down approaches. A top-down approach means each individ-
ual in the scene is segmented and features are extracted separately. Anomalous event
detection using object tracking is an example of this approach, where individual object
trajectories are obtained and the individuals with abnormal trajectories are deemed to
be performing an abnormal event. This approach can be effective in a sparsely crowded
environment, though in densely crowded environments, it is very challenging to track
each individual separately due to clutter and dynamic occlusions. These kind of feature
extraction techniques have been proposed in [76, 92, 148, 165].
Bottom-up approaches are stimulus-driven approaches. Instead of tracking individual
objects, features are extracted that represent the underlying scene characteristics and
crowd behaviour. These approaches can work very well in densely crowded environ-
ments, amidst extensive clutter and dynamic occlusions. Features extracted for the
bottom-up approaches are frequently collected at the pixel level, and are referred to
as ‘low level’ features. Low level features include information such as the location,
pixel intensity and intensity changes, velocities, motion textures and any combination
of these simple features.
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Optical flow has been extensively used to detect speed-related anomalies in a scene.
Optical flow features can be encoded as either flow vectors, histograms or applying
PCA to extract the dominant flow components. Ryan et al. [117] used the optical
flow vector at each pixel summed together in a spatio-temporal cube. Similarly, Reddy
et al. [112] used the optical flow vector at each pixel summed together for a set of
cells in a frame. Optical flow vectors have been used in numerous other works as well
[2, 56, 66, 75, 91, 127]. Andrade et al. [4, 5] calculated a dense optical flow field for
each pixel, followed by dimensionality reduction using PCA. Bin Zhao et al. [168]
and Kim et al. [66] described the motion information as a histogram of optical flow
(HoF) in their work. Ryan et al. [117] proposed a feature called textures of optical
flow, which computes the smoothness in the optical flow across a block, which can be
used to detect motion related anomalies and the presence of abnormal objects in the
scene.
Among other features, Kratz et al. [69] used the distribution of spatio-temporal gradi-
ents as the base representation of non-uniform local spatio-temporal motion patterns.
Xiang et al. [150] proposed the Pixel Change History (PCH) for measuring multi-scale
temporal changes at each pixel. Lee et al. [73] proposed a feature extraction method
where each video clip is represented by the motion magnitude and direction histograms
and colour histogram. Zou et al. [176] also used colour histograms as the feature for
their abnormal detection algorithm. Chen et al. [20] and Rougier et al. [116] used a
motion history image [15] to determine the motion direction and intensity. Reddy et al.
[112] has proposed a technique called image textures which are calculated using Ga-
bor wavelets, and are combined with a size feature based on the number of foreground
pixels inside a cell.
The various low level features and object level features that are extracted serve as
input to a learning model. Popular learning models include Coupled HMM [69, 170],
Multi-observation HMM [151], Semi-2D HMM [95], GMM [117], LDA [53], Support
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Vector Machine [20, 148] and Markov Random Field [8, 66].
In the above works, the feature extraction techniques are typically only tested on a sin-
gle statistical model. This work analyzes different feature combinations with different
models to measure the performance of the features in each model. Furthermore, exist-
ing feature extraction techniques do not consider perspective distortion caused by the
depth of the scene. Consequently, the features related to distant objects in the scene
are diminished, possibly resulting in events being missed.
5.3 Learning Models
Models are trained in an unsupervised manner, using videos containing only normal
events, and the incoming video is classified as either normal or abnormal based on the
likelihood of the clip according to the trained model, i.e. outliers of the model are
classified as abnormal while the rest is classified as normal.
We use Gaussian mixture models [117] and Semi-2D hiddenMarkovmodels (proposed
in chapter 4 ) to model the extracted features. The Gaussian mixture model is used to
model the observations (i.e, feature vectors) as independent, while the Semi-2D HMM
is used to model both the spatial and temporal causalities. The Semi-2d HMM has two
individual models called the X-HMM and Y-HMM to model both the horizontal and
vertical causalities respectively.
For the Gaussian mixture models, following [117] we divide the video sequence into
non-overlapping spatio-temporal cuboids and the low level features extracted at the
pixel level are summed up to encode a feature vector for each and every spatio temporal
cuboid. Dimensions of a spatio-temporal cuboid are chosen to be 7x7(pixels) in the
spatial domain and 21(frames) in the time domain. The Bayesian information criterion
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(BIC) [125] is used to select the optimum number of states for the model.
For the Semi-2D hiddenMarkov model as proposed in [95], we divide a frame from the
video sequence into non-overlapping spatial cells and low level features extracted at
the pixel level are summed up to encode a feature vector for each and every spatial cell.
Then, feature vectors of the spatial cells from consecutive frames at a specific location
are used to create an observation sequence for the HMMs. Observation sequences are
created for all the spatial cells. The spatial cell dimension is set to be 7x7(pixels)
and the observation sequence length is chosen as 20(frames). The number of states
is chosen as 4 and 5 for the models of UCSD Ped2 and UCSD Ped1 datasets [87]
respectively.
Here for both models, the spatial dimension is chosen to be approximately the same
size of the objects of interest in the evaluation dataset, whereas dimension in the time
domain is chosen to be the one that gave better results with the testing dataset.
5.4 Features
We use different set of features to model the normal activities, and to detect different
anomalies related to speed violations, spatial access violations and the presence of ab-
normal objects in the scene. A variety of features are extracted and evaluated including
location, optical flow, textures of optical flow and image texture based features.
Reddy et al. [112] used Gabor wavelets to extract texture information of the objects
in the scene. They used image textures to increase the sensitivity of their size fea-
ture, which has been derived from Gaussian averaging the foreground pixels around
the eight connected cells of a single cell. They modelled these texture features using
a codebook that is trained in an on-line fashion (adaptively grown). Further, Gabor
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wavelet-based methods have been widely used to extract representative features for
face analysis, such as edges with different orientations [72].
We use the Gabor wavelet feature extraction technique, similar to the one used by
Reddy et al. [112] in their work. Gabor wavelets are a frequency decomposition
method similar to Fourier analysis, but instead of decomposing the frequencies in the
global manner Gabor wavelets do it in a localised manner. Here the local spectrum
is established through (intermediate) features that are obtained by filtering the input
image with a set of two-dimensional (2D) Gabor filters [121]. The convolution kernel
of a Gabor wavelet is obtained by multiplying a Gaussian kernel with a cosine function.
Here, the Gabor wavelets have two properties to analyse the texture features. The
first property is the orientation of the wavelet and the second is the spatial frequency.
Further variance of the Gaussian function can be used to fine tune the localisation
property of the Gabor wavelet.
The Gabor function is given below,
 (x; y; !0; ) =
!0p
2k
e 
!20
8k2
(4(x cos +y sin )2+( x sin +y cos )2)
:ei(!0x cos +!0y sin )
(5.1)
where:
!0 =
2

and k = 
Here (x,y) is the element location,  is the orientation and  is the wavelength. Ele-
ments of the kernel matrix are the real part of the function  (x; y; !0; ) and we have
chosen the kernel size as 9 9 and  = 3
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(a) 0 orientation. (b) 45 orientation.
(c) 90 orientation. (d) 135 orientation.
Figure 5.1: Images of Gabor wavelets in spatial domain of different orientations.
Gabor kernels with four different orientations, 0; 45; 90; 135 in the spatial domain
are shown in Figure 5.1.
Gabor filters of these four different orientations (see Figure 5.1) are applied to the im-
age to extract the image texture features. During the preliminary experiments, different
number of orientations (e.g. 4,8) were applied to select the number of orientations pa-
rameter, and four was selected for the extended experiments as it gave the best results.
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In addition to the above features, there are other features such as:
1. Location features
The center coordinate of the spatial block or the spatio temporal cuboid.
2. Motion information (O/F). This is the summation of optical flow vectors inside
a block [117]. To calculate the optical flow vectors, we have used Black and
Anandan’s algorithm [12].The motion features across a block B are given by,
u =
X
(x;y)2B
u(x; y); (5.2)
v =
X
(x;y)2B
v(x; y): (5.3)
3. Textures of optical flow [117] (ToF)
This feature, which measures the uniformity of the motion, is computed from
the dot product of flow vectors at different offsets. Uniformity computed at
different offsets will make the feature vector more descriptive to detect objects
with different sizes [117].
4. Image textures [112] (IT)
Gabor filters of all four orientations are applied to images, as outlined above.
This procedure generates a four-dimensional feature vector.
These features are evaluated with the learning models outlined in Section 5.3. The
following feature combinations are evaluated:
Following feature combinations are evaluated
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1. Optical flow vector only.
f = [u; v]: (5.4)
2. Optical flow and location.
f = [u; v; x; y]: (5.5)
3. Optical flow, location and textures of optical flow (ToF) at various scales fg.
f =

u; v; x; y; (1;1;0); (3;3;0); (5;5;0)

; (5.6)
where (;;0) is uniformity feature value at  offset [117].
4. Optical flow, location, ToF at various scales fg and image textures at different
orientations fg as given in equation 5.7.
f = [u; v; x; y; (1;1;0); (3;3;0);(5;5;0);
0; 45; 90; 135];
(5.7)
where (;;0) is uniformity feature value at  offset [117] and  is image texture
feature value at  degrees of orientation.
5.5 Perspective Normalization
Due to the perspective distortion in a scene, objects near to the camera appear to be
large while distant objects appear to be small. This can significantly affect the feature
extraction methods as the extracted features will vary according to their depth in the
scene. Figure 5.2 shows the variation in the optical flow for the same van at two
different depths.
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(a) Van is closer to the camera (b) Van is distant from the camera
Figure 5.2: Optical flow variation with scene depth due to perspective distortion.
In works related to crowd counting, perspective normalization has been applied exten-
sively [18, 19, 54, 85, 119]. In these approaches, depth maps were created and features
such as areas and edges are scaled appropriately to compensate for distortion, due to
perspective variation.
To create depth maps for a scene, a number of approaches have been used. Firstly, an
infra-red sensor attached to the camera can be used to determine the depth values of
objects in the scene [130]. Another approach is to use stereo images of an object to
estimate the depth information of an object in the scene [37]. However, as most of the
publicly available datasets are monocular videos with no other information about the
camera parameters, the only available solution is to use geometric correction to remove
perspective distortion.
In this work, the geometric correction used in [18] and other crowd counting ap-
proaches is applied. Here, it is assumed that object size varies linearly with the y
coordinate of the image. A perspective map is approximated by linearly interpolating
an object’s size between the two extremes of the scene [18]. As depicted in Figure 5.3,
a rectangular pathway which is lying on the ground is marked and both the width of
the pathway and the height of a pedestrian are measured at two locations in the scene.
Based on these manual annotations, the width of the pathway w(y) and the height of
the pedestrian h(y) are approximated by a linear function of the y coordinate. The
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(a) Reference person at line AB. (b) Reference person at line CD.
Figure 5.3: Geometric correction for perspective distortion. Images from [18].
perspective map, S(y), assigns a weight to each pixel in row y as follows:
S(y) =
h1w1
h(y)w(y)
(5.8)
where w1 and h1 denote fixed references (at line AB in Figure 4). Thus, the perspective
map assigns larger weights to smaller objects in the distant parts of the scene.
We weight raw optical flow by S(y) to compensate for the perspective distortion. The
other features (location, textures of optical flow and image texture) are used without
any change.
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GMM X-HMM Y-HMM
Without PN With PN Without PN With PN Without PN With PN
Saptial Patch Size EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
O/F 0.3207 0.754 0.2646 0.819 0.3130 0.750 0.1993 0.878 0.2909 0.783 0.2126 0.868
O/F, Location 0.2436 0.839 0.2286 0.850 0.2601 0.814 0.2296 0.854 0.2183 0.859 0.2065 0.854
O/F, ToF, Location 0.2394 0.828 0.2069 0.866 0.2971 0.767 0.2286 0.857 0.2614 0.796 0.2213 0.860
O/F, ToF, IT, Location 0.2806 0.783 0.2419 0.822 0.2882 0.779 0.2631 0.826 0.2289 0.833 0.2203 0.855
Table 5.1: Comparison of performances of different feature combinations with different models on Peds1 dataset: PN stands for
perspective normalization, ToF stands for Textures of Optical Flow [117], IT stands for Image Textures, O/F stands for Optical
Flow based features, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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GMM X-HMM Y-HMM
Without PN With PN Without PN With PN Without PN With PN
Feature Combinations EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
O/F 0.1456 0.937 0.2055 0.870 0.1768 0.889 0.2317 0.843 0.1722 0.905 0.2177 0.850
O/F, Location 0.2051 0.862 0.2000 0.902 0.3118 0.693 0.2485 0.832 0.2743 0.810 0.2591 0.812
O/F, ToF, Location 0.1489 0.933 0.1515 0.931 0.2270 0.881 0.2021 0.881 0.1167 0.928 0.1376 0.928
O/F, ToF, IT, Location 0.1202 0.939 0.873 0.970 0.1688 0.904 0.1764 0.878 0.1456 0.930 0.1464 0.922
Table 5.2: Comparison of performances of different feature combinations with different models on Peds2 dataset. The same
notation as Table 5.1 is used here.
5.5 Perspective Normalization 113
(a) A very distant skateboarder is not de-
tected without PN
(b) A very distant skateboarder is detected
with PN
(c) A couple of very distant bicycles is not
detected without PN
(d) A couple of very distant bicycles is de-
tected with PN.
(e) Bicycle with low-speed is not detected
without image textures
(f) Bicycle with low-speed is detected
with image textures.
(g) Bicycle and skate border are not de-
tected without image textures
(h) Bicycle and skate border are detected
with image textures
Figure 5.4: Some of the detections using the proposed techniques. The left column is
without the proposed techniques and the right column is with the proposed techniques
[87], PN stands for Perspective Normalization
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Figure 5.5: ROC curves of Ped1 of different feature combinations with GMM.
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Figure 5.6: ROC curves of Ped2 of different feature combinations with GMM.
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Figure 5.7: ROC curves of Ped1 of different feature combinations with Y-HMM.
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Figure 5.8: ROC curves of Ped2 of different feature combinations with Y-HMM.
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Figure 5.9: ROC curves of Ped1 of different feature combinations with X-HMM.
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Figure 5.10: ROC curves of Ped2 of different feature combinations with X-HMM.
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5.6 Experimental Results for Perspective Normaliza-
tion and State-of-the-art feature combinations
In this work, new feature combinations have been tested with different modelling tech-
niques [95, 117] and other existing feature combinations as outlined in Section 5.4. In
addition, we evaluate the effect of applying perspective normalization on the publicly
available UCSD datasets [87]. This video dataset contains bi-directional pedestrian
traffic from two camera view points. Several video sequences (each of 200 frames
duration), which contain normal pedestrian movements, are used for the training. The
testing video sequences contain abnormalities, such as the presence of abnormal ob-
jects, motion violations and spatial anomalies. Ground truth is provided for every
frame of the testing sequences.
Perspective normalization is applied to different feature combinations and modelled
using different learning models. Table 5.1 and 5.2 show the results for the Peds1 and
Peds2 datasets respectively for these combinations of features with different models
(the best performing feature vector for each learning model is shown in bold, and
the best performing feature vector and learning model combination in each dataset is
underlined). It can be seen that the Ped1 dataset gave best results with perspective
normalization, as most of the motion relating to the objects in the scene happens per-
pendicular to the camera plane, while the Ped2 dataset shows little improvement with
perspective normalization, as objects in the scene move in parallel to the camera plane.
For the Ped1 dataset, modelling only the optical flow features significantly improves
with the perspective normalization. Previously, without perspective normalization, in-
cluding the location feature allowed a system to compensate for the perspective dis-
tortion to some extent. Without location features, results are poor, but once the opti-
cal flow features are perspective normalized, results significantly improve with all the
models. Other feature combinations also show improvements. The GMM gives best
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results for the perspective normalized feature combination of textures of optical flow,
optical flow and location while the X-HMM and Y-HMM give best results for the per-
spectively normalized feature combination of optical flow only and optical flow with
location respectively. Figures 5.5, 5.7, 5.9 show ROC curves for the different feature
combinations with different models and the improvements with the perspective nor-
malization can be seen. Figures 8.5a and 8.5b show failures to detect the presence of
a skateboarder and a couple of bicycles in the far field of the camera without perspec-
tive normalization, whereas Figures 8.4c and 8.4d show that with the application of
perspective normalization, these distant abnormal objects can be detected.
For the Ped2 dataset Gabor wavelets for image textures are applied and the extracted 4
dimensional feature vector (different orientations) is combined with the other optimum
feature combinations [117] to achieve improvement in the results. After applying the
perspective normalization the best result is achieved, allowing events such as the slow
moving bicycle (see Figure 5.4f) to be detected for a longer duration. Here, it can
be observed that with the perspective normalization, the GMM performs well while
the performance of the Y-HMM is better without the perspective normalization, and
X-HMM performs poorly compared to the other models in both cases. Figures 5.6,
5.8, 5.10 show the ROC curves for the different feature combinations with different
models. Figures 5.4e and 5.4g show the failures to detect the slow moving bicycle and
the presence of a partially occluded bicycle and skateboarder, while Figures 5.4f and
5.4h show that the addition of image textures to the previous combination enables the
respective detections.
Regarding the models, it can be seen that X-HMM and Y-HMM perform best with
a single feature (optical flow) for Ped1, but perform best with a more complex fea-
ture vector for Ped2. This is mainly because most of the anomalies in Ped1 can be
detected with only motion information, including the abnormal objects such as vehi-
cles and bicycles, as their speed is significantly high compared to the normal walking
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pedestrians; whereas as in Ped2 abnormal events include slow moving bicycles, which
move at approximately the same speed as pedestrians. Hence the combination of mul-
tiple features with motion features performs well for Ped2. Further, it can be seen that
the GMM performs best with the inclusion of image textures, while the X-HMM and
Y-HMM performance degrades when these features are included. This is due to the
possibility of the background being modelled with the image textures in the case of
the X-HMM and Y-HMM, as their feature vectors are spanning a larger area in the
spatial domain by taking into account observations from the adjacent spatial locations.
The models (and particularly the HMMs) are limited by the amount of data available.
Hence lack of training data degrades the performance when additional features such
as location are added to the HMM systems with a high number of states, which is
especially the case for Ped1.
Overall, Table 5.1 shows that perspective normalization improves performance in every
experiment on Ped1 except in a single case, while Table 5.2 shows that it has no major
effect on Ped2 because perspective plays no significant role in that scene. Furthermore,
the addition of the image textures feature to the state-of-the-art feature combination of
[117] achieves the best results for the Ped2 dataset.
Regarding the speed of the models, on average it takes 0.09 sec to process a frame
(11 fps) for all three models on a computer with a 2.53 GHz Intel i5 processor and 4
GB memory, running in a single threaded configuration. Both versions of the Semi-2D
HMM require significantly more memory compared to the GMM approach.
5.7 Chapter Summary
In this chapter, we have evaluated different feature combinations applied to a variety
of learning models. Perspective normalization was applied to compensate for the per-
5.7 Chapter Summary 123
spective distortion. It can be seen that the application of perspective normalization
improves performance on scenes where the effects of perspective are strong. Optical
flow features modelled by the Semi-2D X-HMM (proposed in chapter 4), yielded the
best EER of 19.91%, compared to other state-of-the-art works at the time of the publi-
cation of this work. For the Ped2 dataset, the combination of optical flow, textures of
optical flow [117], image textures using Gabor wavelets and location with perspective
normalization gave best EER of 8.44%, compared to other state-of-the-art works at the
time of the publication of this work. It was observed that the addition of image textures
using Gabor wavelets doesn’t work as well for the Ped1 dataset, as some background
objects, such as waving trees, are also included in the model captured by the image
textures.

Chapter 6
An MRF based Abnormal Event
Detection Approach using Motion and
Appearance Features
6.1 Introduction
Abnormal event detection has attracted a lot of attention in the computer vision com-
munity in recent years due to the increased focus on automated surveillance systems
to improve security in public places. As the technology evolves, embedded devices
such as CCTV cameras become more affordable, enabling CCTV cameras to be more
widely deployed. However, it is seldom that the CCTV footage is monitored in real
time, due to the scarcity and cost of human resources. This motivates the need for an
automated abnormal event detection framework using computer vision technologies,
to detect abnormal events in real time.
An abnormal event has no consistent definition, as it varies according to the context.
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In general, it is defined as an event that stands out from the normal behavior within
a particular context. In this work, we consider the context of pedestrian walkways,
where the normal behavior is people walking. Events which involve speed violations,
the presence of abnormal objects and trespassing are considered to be abnormal. Due
to occlusions in crowded scenes, bottom-up approaches that involve object detection
and tracking are unsuitable. Thus, we adopt a top-down approach, where low level fea-
tures are extracted at the pixel level and encoded into non-overlapping spatio-temporal
cuboids.
In this chapter Gaussian mixture model is used to cluster the training data, which con-
tains the normal data pertaining to the scene and context. Low level features extracted
at a pixel level are summed for each and every non-overlapping spatio-temporal cuboid
to create a feature vector to represent behavior. During the testing phase, to account
for the spatial causality of the activities, we propose using a Gaussian mixture model
based Markov random field to calculate the likelihoods. Performance of the proposed
method is compared with that of the GMM alone.
We also propose and use varieties of features for the problem of event detection to de-
tect motion and appearance related anomalies. First the proposed features, namely;
Optical Acceleration, Histogram of Optical Flow Gradients, Histogram of Optical
Flow Magnitude Gradients, are explained, and are individually combined with raw op-
tical flow vectors and location features for a comprehensive evaluation using GMMs
on different datasets. Then good features based on this evaluation are combined with
each other in different combinations and these combinations are evaluated on both the
GMM and proposed GMM-MRF model.
The remainder of this chapter is structured as follows: Section 6.2 summarises re-
lated work in this field; Section 6.3 describes the GMM-MRF model proposed in this
work; Section 6.4 describes the proposed motion and appearance features; Section 6.5
describes the various feature combinations to be evaluated, Section 6.6 presents ex-
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perimental results on the publicly available USCD database [87], Avenue Dataset [82]
and UMN dataset [136]; and Section 6.7 summarizes this chapter.
6.2 Related work
Abnormal event detection is a key problem within crowd surveillance, and it has been
an active research topic for several years. The definition of an abnormality differs
with the context, and the events which are considered as abnormal typically occur very
rarely compared to normal events. The above reasons lead to a scarcity of examples of
abnormal events, making it difficult to train event specific models. Due to this scarcity
of training data, the problem of abnormal event detection is typically formulated as a
novelty detection task, where the system is trained on normal data in an unsupervised
manner and events that do not fit the learned ‘normal’ model are detected.
Abnormal event detection can be divided into two major categories: top-down ap-
proaches, and bottom-up approaches. Top-down approaches [107], otherwise called
trajectory analysis, involve object detection and tracking for feature extraction. This
approach can be effective only in sparsely crowded scenarios, and will degrade in
performance in densely crowded areas due to the challenges involved in tracking in
crowded scenes.
In bottom-up approaches, low level features are extracted, which represent the un-
derlying scene characteristics and crowd behavior. As this approach involves feature
extraction at a pixel level instead of at the object level, this can work well in densely
crowded environments and will be robust to extensive clutter and dynamic occlusions.
Due to this robustness, the majority of recent works adopt this approach for feature
extraction. The feature extraction process plays a key role in the abnormal event de-
tection framework, as the features contain the information that describes the events
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present in the scene. Because of the huge variety of contexts, each with unique charac-
teristics, features have to be sufficiently descriptive to capture the unique properties of
the normal behavior, such that any outliers can be distinguished from the normal be-
havior model effectively. Furthermore, the features must also be invariant and robust
to variations such as brightness changes, occlusions, presence of clutter, etc. Features
such as optical flow [107] and spatio-temporal gradients, which contain motion rich
information were proposed to detect anomalies related to speed. Features that contain
shape, size and texture-related information have been used to detect the presence of
any abnormal objects [112]. Other texture [117] and shape related features [66] which
also contain motion information, have also been proposed and can be used to detect
both speed related anomalies, and the presence of abnormal objects.
Ryan et al. [117] used optical flow vectors in their work to model the motion informa-
tion, and they proposed the textures of optical flow feature to capture the smoothness
of the optical flow field across a region enabling the detection of objects such as bicy-
cles and vans. Reddy et al. [112] used foreground texture features extracted through
Gabor filters, a size feature that is calculated based on the number of foreground pixels,
and optical flow vectors to represent the motion characteristics, to detect the presence
of abnormal objects. The histogram of optical flow, which contains both motion and
shape information, was used by Kim et al. [66] and Adam at al. [2]. Kratz et al. [69]
used the distribution of spatio-temporal gradients to model the local spatio-temporal
motion patterns.
Mahadevan [87] proposed a detection framework, which uses mixture of dynamic tex-
tures to represent both motion and appearance features. Andrade et al. [5] calculated
a dense optical flow field for each pixel, followed by dimensionality reduction using
PCA. Though the above feature representations contain motion and appearance infor-
mation, they dont extract the information specifically belonging to human motion (i.e.
leg movements), where optical flow varies temporally and spatially. Extracting this
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information alongside other motion and appearance-related information will enhance
the performance of detection systems.
Extracted features, which contain information about the scene, have to be modeled to
learn the patterns related to normal activities. Popular learning models include GMM
[117], LDA [107], Support Vector Machine [107], Mixture of Probabilistic PCA [66],
and Gaussian kernel based density estimation [112]. There have also been models
proposed to account for the temporal causality of the activities present in the scene.
HMM and Multi observation HMM [151] are two examples of such models. Coupled
HMMs [69] are proposed to account for both the spatial and temporal causality of the
activities, whereas Kim et al [66] proposed an MRF based labeling of abnormal and
normal events to ensure the spatial consistency of the labeling. Most of these state-
of-the-art models do not completely model both the spatial and temporal relationship,
while the MRF based approach proposed by Kim et al [66] has high data requirements
due to the use of location specific model parameters.
6.3 Proposed GMM-MRF model
People inside a crowd tend to show similar behavior, regardless of their own behavior
which varies with every individual. The degree of behavior similarity between the indi-
viduals in the crowd rises with the density of the crowd. Therefore, there is a necessity
to take this similarity into account during the classification of abnormal activities. We
propose a Gaussian mixture model based Markov random field (GMM-MRF) to detect
the abnormal activities during the classification process in our detection framework. A
two dimensional Markov random field is created by connecting the adjacent cuboids in
vertical and horizontal directions in a four-neighbor fashion, as shown in Figure 6.1b.
Initially, during the training process, we divide the video clips that contain the normal
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activities in to non-overlapping spatio-temporal cuboids. Here, the spatio-temporal
cuboids are created around a centre pixel with fixed dimensions. Centre pixels are
chosen so that the created spatio-temporal cuboids cover the entire scene, and avoiding
redundant overlapping. Low level features are extracted for every single pixel and are
then summed to extract the feature vector of each spatio-temporal cuboid.
Feature vectors are created for each and every spatio-temporal cuboid, and are then
modeled using a GMM with the number of mixtures in the model determined through
the Bayesian information criterion [125]. After determining the parameters of the
GMM, the parameters of theMRF framework are estimated based on the co-occurrence
statistics of the spatio-temporal cuboids extracted from the training data. The co-
occurrence statistics contain information about the co-existence of each and every state
of the cuboids in adjacent spatial locations. Here the states refer to the mixtures ob-
tained during the GMM training process, and every cuboid in the plane is considered
to be a node of the particular 2D-MRF network.
We estimate the co-occurrence probabilities for our two-dimensional MRF model in
four spatial directions. We only consider the immediate neighbors of the cuboid, i.e.
those locations adjacent in the up, down, left and right directions. After calculating
the individual co-occurrence probabilities for each instance in the space-time domain,
we estimate the global co-occurrence probabilities for each of the four directions by
summing up the statistics obtained for the individual instances. A schematic diagram
of our MRF model is shown in Figure 6.1. The co-occurrence probability of two states,
q and r, at horizontally adjacent spatial locations, (x; y) and (x+ 1; y), is given by:
P (q; r)(x;y) >(x+1;y) = P (qjO(x;y))P (rjO(x+1;y)); (6.1)
where the posterior probabilities of the states q and r at locations (x; y) and (x+ 1; y)
given the respective observations (O(x;y) and O(x+1;y)), are determined as follows,
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P (qjO(x;y)) =
!qN(O(x;y)jq;q)P
s !sN(O(x;y)js;s)
; (6.2)
P (rjO(x+1;y)) =
!rN(O(x+1;y)jr;r)P
s !sN(O(x+1;y)js;s)
; (6.3)
where N(:) denotes the normal distribution and s is the number of mixtures in the
GMM.
Hence, the global co-occurrence probability in the horizontal-right direction is given
by,
Gright(q; r) =
X
8x;8y;8t
P (q; r)(x;y) >(x+1;y); (6.4)
where t is the total number of cuboids created from the training video in the temporal
direction.
Due to the symmetrical nature of this technique, the global co-occurrence probability
in the right direction is equal to that of the left direction. Similarly, those of the up and
down directions are equivalent to each other, and are given by the following equation,
Gdown(q; r) =
X
8x;8y;8t
P (q; r)(x;y) >(x;y+1): (6.5)
During the testing phase of the detection framework, sub-sequences of video frames
are bundled using a sliding window, and are then used to create a two dimensional
MRF network of spatio-temporal cuboids. The likelihood of each and every node is
calculated using the loopy-belief propagation (sum-product) algorithm.
Based on the minimum likelihood of the node among all the nodes in the MRF net, a
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frame is classified as either normal or abnormal. Here, the length of the bundle is the
length of the spatio-temporal cuboid in the temporal dimension. When a new frame
arrives for processing, it will be added to the bundle, while the first frame will be
removed to keep the length of the bundle constant.
This two dimensional Markov Random Field is defined by two functions: node evi-
dence, and pair wise potential. Node evidence measures the likelihood of the observa-
tion, O(x;y), of a particular node at location (x; y) being generated by the state q, and is
given by the equation,
ne(x;y)(q) = P (O(x;y)jq; q) = N(O(x;y)jq; q): (6.6)
Pairwise potential on the other hand measures the co-existence of two states, q and r,
in adjacent locations in the four specified directions. We use the global co-occurrence
statistics that are obtained from the training data, and the likelihoods of the new obser-
vations belonging to the adjacent locations generated by the states, q and r. Pairwise
potential in the rightward direction for the states q and r of the node at (x; y) is given
by the Equation 6.7, where G (calculated by Equation 6.4) is the global co-occurrence
statistic for the co-existence of a state q with a second state, r at the node in the right-
ward direction; and N(:) denotes the normal distribution. Similarly, pairwise potential
in the leftward, upward and downward directions are given by Equations 6.8, 6.9 and
6.10 respectively.
The joint probability function of all the observations and node variables of the Markov
random field is given by the following equation,
p(Z;O) =
Y
i;j
pp(zi >zj)
Y
i
nezi ; (6.11)
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pp(x;y) >(x+1;y)(q; r) = N(O(x;y)jq; q)N(O(x+1;y)jr; r)Gright(q; r) (6.7)
pp(x;y) >(x 1;y)(q; r) = N(O(x;y)jq; q)N(O(x 1;y)jr; r)Gleft(q; r) (6.8)
pp(x;y) >(x;y 1)(q; r) = N(O(x;y)jq; q)N(O(x;y 1)jr; r)Gup(q; r) (6.9)
pp(x;y) >(x;y+1)(q; r) = N(O(x;y)jq; q)N(O(x;y+1)jr; r)Gdown(q; r) (6.10)
where i; j represent the node index of the MRF net.
Then, the marginal distribution of a particular node Zi at location (x; y) is obtained by
summing up all the configurations of the node variables Z, except Zi,
m(zi) =
X
8z1;8z2;:::;8znzi
p(Z;O): (6.12)
Finally the likelihood of the node Zi at location (x; y) is given by the equation,
l(zi) =
X
8zi
m(zi): (6.13)
6.4 Motion and Appearance Features
Features have to be descriptive enough to extract the important information about the
normal behavior pertaining to the context in consideration. In this work, we consider
the context of pedestrian walkways, and anything which stands out from the normal
behavior, such as high speed objects and the presence of abnormal objects, are consid-
ered to be anomalies. State-of-the-art feature vectors do not completely describe the
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(a) multiple 2D MRF nets along the time axis (b) Neighbors of the proposed 2D MRF Network
Figure 6.1: MRF Structure
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human motion behavior, which has its own unique characteristics such as variation in
the motion features across the human body due to the non-linear nature and the repeti-
tiveness of the limb movements. In this work we propose three features named optical
acceleration, the histogram of optical flow gradients and the histogram of optical flow
magnitude gradients to extract information about the temporal and spatial variations in
the optical flow.
6.4.1 Optical Acceleration
Optical flow features have been used as a very strong cue to detect speed-related
anomalies. In addition to using traditional optical flow features, we propose a new
feature called optical flow acceleration, to extract information about the variation of
optical flow temporally. It can be noticed that the optical flow across the human body
varies over the time due to the nature of the limb movements, particularly due to the
legs. This results in acceleration across the human body varying significantly in direc-
tion, but with a small magnitude. Furthermore, objects like vehicles and bicycles tend
to have high acceleration due to the thrust applied to them, but the direction of their
acceleration is predominately uniform due to their rigid motion.
To model both the acceleration direction and the magnitude, we create a two-
dimensional feature vector, which contains both the horizontal and the vertical compo-
nents of the acceleration. We first calculate the pixel level optical flow vectors for each
and every frame using the method proposed by Black and Anandan [12], and then we
create an optical flow magnitude image for every frame where the magnitude of the
optical flow at position p is given by,
M(p) =
q
U2x + U
2
y ; (6.14)
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where Ux and Uy are the horizontal and vertical components of the optical flow vector
respectively. Acceleration at each pixel is calculated from the time derivative of the
optical flow magnitude image. We choose to use the same algorithm that has been used
for the optical flow calculation instead of using temporal differencing of the magnitude
images, due to the robustness of Black and Anandan’s [12] algorithm in calculating the
flow vectors.
Finally, the acceleration information over a spatio-temporal patch, P , is combined
using a summation of the acceleration vectors at the pixel level to create a two dimen-
sional acceleration feature vector,
[Ax; Ay]: (6.15)
6.4.2 Histogram of Optical Flow Gradients
Due to the non-rigid nature of the human motion caused by the limb movements, op-
tical flow varies across the human body, thus creating a need to extract information
about the spatial variations in the optical flow. At the same time, abnormal objects
such as bicycles and vans have laminar and smooth flow across their surface. So addi-
tional information about the flow variation across an object’s surface can be indicative
of appearance variations, in addition to providing motion information. This can aid in
the detection of abnormal objects such as slow moving bicycles which don’t present
significant motion variation to classify them as anomalies.
We propose a similar feature to the Motion Boundary Histogram used in Human Detec-
tion [26] to differentiate between humans and other abnormal objects in the scene. We
term this feature, the histogram of optical flow gradients. We treat both the horizontal
and vertical optical flow components as separate images and calculate the gradients of
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each image using Sobel operators. Four bins have been used each for the horizontal
and vertical flow components, and a soft binning based approach is used to calculate
the weight assigned to two adjacent bins based on the distance to the bin centers. Fur-
thermore, these soft votes are weighted based on the magnitude of the gradient.
Gradient components of the horizontal flow at a pixel location p are given by,
Uxx(p) = (
d
dx
(Ux))(p); (6.16)
and,
Uxy(p) = (
d
dy
(Ux))(p); (6.17)
where Uxx and Uxy are the horizontal and vertical gradient components of the horizon-
tal flow.
Similarly, gradient components of the vertical flow at a pixel location p are given by,
Uyx(p) = (
d
dx
(Uy))(p); (6.18)
and,
Uyy(p) = (
d
dy
(Uy))(p); (6.19)
where Uyx and Uyy are the horizontal and vertical gradient components of the vertical
flow.
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The orientation of the horizontal optical flow gradient at pixel location p is given by,
h(p) = arctan
Uxy(p)
Uxx(p)
; (6.20)
and the orientation of the vertical flow at pixel location p is given by,
v(p) = arctan
Uyy(p)
Uyx(p)
: (6.21)
After calculating the orientation at each pixel, weights are added to bins based on the
calculated orientation. We don’t consider the sign of the orientation like the techniques
used in human detection, and any negative angle has  radians added to it to convert
it to its positive counter-part. We use four bins and eight bins. For the four bins case,
bins are centered at the angles:

8
;
3
8
;
5
8
;
7
8
.
For the eight bins case, bins are centered at the angles:

16
,
3
16
,
5
16
,
7
16
,
9
16
,
11
16
,
13
16
,
15
16
.
Weights are added to the bins in a soft manner, such that for the gradient orientation
at location p, h(p), which lies between two adjacent bin centers n and n+1 (i.e
n < h(p) < n+1), the soft weight for the nth bin is given by,
hhn(p) =
n+1   h(p)
n+1   n
q
U2xx(p) + U
2
xy(p); (6.22)
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and the weight for the n+ 1th bin is given by,
hhn+1(p) =
h(p)  n
n+1   n
q
U2xx(p) + U
2
xy(p): (6.23)
All other bins will be unchanged for the particular gradient. Similarly, for the vertical
component of the optical flow, gradient orientation at location p, v(p), which lies
between two adjacent bin centers n and n+1 (i.e n < v(p) < n+1), the soft weight
for the nth bin is given by
hvn(p) =
n+1   v(p)
n+1   n
q
U2yx(p) + U
2
yy(p); (6.24)
and the weight for the n+ 1th bin is given by,
hvn+1(p) =
v(p)  n
n+1   n
q
U2yx(p) + U
2
yy(p): (6.25)
Finally, the histogram information over a spatio-temporal patch, P , is combined using
a summation of histogram values at the pixel level, the nth bin of the horizontal optical
flow gradient and vertical optical flow gradient are given by Equations 6.39 and 6.27
respectively.
Hhn =
X
p2P
hhn(p) (6.26)
Hvn =
X
p2P
hvn(p) (6.27)
We create five types of feature vectors for a spatio-temporal patch (of varying patch
sizes) from this histogram of horizontal flow and vertical flow gradients as follows
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1. Histogram of Horizontal flow gradients with four bins: Four dimensional feature
vector created,
[Hh
8
; Hh3
8
; Hh5
8
; Hh7
8
]: (6.28)
2. Histogram of Horizontal flow gradients with eight bins: Eight dimensional fea-
ture vector created,
[Hh
16
; Hh3
16
; Hh5
16
; Hh7
16
; Hh9
16
; Hh11
16
; Hh13
16
; Hh15
16
]: (6.29)
3. Histogram of Vertical flow gradients with four bins: Four dimensional feature
vector created,
[Hv
8
; Hv3
8
; Hv5
8
; Hv7
8
]: (6.30)
4. Histogram of Vertical flow gradients with eight bins: Eight dimensional feature
vector created,
[Hv
16
; Hv3
16
; Hv5
16
; Hv7
16
; Hv9
16
; Hv11
16
; Hv
13 5
16
; Hv
15 7
16
]: (6.31)
5. Histogram of Optical Flow Gradients where the two histograms from horizontal
flow gradients (four bins) and vertical flow gradients (four bins) are concate-
nated: Eight dimensional feature vector created,
[Hh
8
; Hh3
8
; Hh5
8
; Hh7
8
; Hv
8
; Hv3
8
; Hv5
8
; Hv7
8
]: (6.32)
6.4.3 Histogram of Optical Flow Magnitude Gradients
Like the Histogram of Optical flow gradients, we propose another feature called His-
togram of Optical flow Magnitude Gradients to account for the optical flow variation
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across the object surface. Unlike the Histogram of Optical flow gradients, where gra-
dients are computed for the horizontal and vertical flow images separately, here we
compute the gradients of the optical flow magnitude image.
We create an optical flow magnitude image for every frame where the magnitude of
the optical flow at position p is given by,
M(p) =
q
U2x + U
2
y : (6.33)
Gradient components of the Flow Magnitude at a pixel location p are given by,
Mx(p) =
d
dx
(Mx) ; (6.34)
and,
My(p) =
d
dy
(Mx) ; (6.35)
where Mx and My are the horizontal and vertical gradient components of the flow
magnitude.
The orientation of the optical flow magnitude gradient at pixel location p is given by,
m(p) = arctan
My(p)
Mx(p)
: (6.36)
After calculating the orientation at each pixel, weights are added to bins based on the
calculated orientation. We don’t consider the sign of the orientation, and any negative
angle has  radians added to it to convert it to its positive counter-part. For this feature
we only use four bins centered at the angles:
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
8
;
3
8
;
5
8
;
7
8
.
Weights are added to the bins in a soft manner, such that for the gradient orientation
at location p, m(p), which lies between two adjacent bin centers n and n+1 (i.e
n < m(p) < n+1), the soft weight for the nth bin is given by,
hmn (p) =
n+1   m(p)
n+1   n
q
M2x(p) +M
2
y (p); (6.37)
and the weight for the n+ 1th bin is given by,
hmn+1(p) =
m(p)  n
n+1   n
q
M2x(p) +M
2
y (p): (6.38)
All other bins will be unchanged for the particular gradient. Histogram weights for
the gradients of the vertical component of the optical flow are calculated in a similar
manner.
Finally, the histogram information over a spatio-temporal patch, P , is combined using
a summation of histogram values at the pixel level, the nth bin of the optical flow
magnitude gradient is given by,
Hmn =
X
p2P
hmn (p): (6.39)
Finally we create a feature vector for a spatio-temporal patch (of varying patch sizes)
from this histogram of optical flow magnitude gradients as follows,
[Hm
8
; Hm3
8
; Hm5
8
; Hm7
8
]: (6.40)
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6.4.4 Raw Optical Flow Vectors
All of the features proposed in Sections 6.4.1, 6.4.2, 6.4.4 are individually combined
with (by concatenation) raw optical features [ux,uy] and location features (x; y), and
evaluated on different datasets, where the raw optical flow vectors for a spatio-temporal
patch STP is given by,
ux =
X
P2STP
Ux(P ) (6.41)
vy =
X
P2STP
Vy(P ) (6.42)
6.5 Combinations of Different Motion and Appearance
Features
To enhance the performance of our abnormal event detection system, we create new
feature vectors by combining the features proposed in Sections 6.4.1, 6.4.2, 6.4.4 and
the state-of-the-art feature Textures of Optical Flow [117] in different combinations.
Textures of optical flow [117], which measures the uniformity of the motion, is
computed from the dot product of flow vectors at different offsets. Having uniformity
measures computed from different offsets inside a feature vector is useful for detecting
objects of various sizes [117].
1. Feature Combination 1 : Proposed Optical Acceleration (Ax, Ay), Raw Optical
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Flow Vectors (ux; uy), Textures of optical flow (ToF) at various scales fg and
location features (x; y). This results in a nine dimensional feature vector.
f1 =

Ax; Ay; ux; uy; (1;1;0); (3;3;0); (5;5;0); x; y

(6.43)
2. Feature Combination 2 : Proposed Optical Acceleration (Ax, Ay), Raw Optical
Flow Vectors (ux; uy), Proposed Histogram of Optical Flow Magnitude Gra-
dients (Hm
8
, Hm3
8
, Hm5
8
, Hm7
8
) and location features (x; y). This results in a ten
dimensional feature vector.
f2 =
h
Ax; Ay; ux; uy; H
m

8
; Hm3
8
; Hm5
8
; Hm7
8
; x; y
i
(6.44)
3. Feature Combination 3 : Proposed Optical Acceleration (Ax, Ay), Raw Optical
Flow Vectors (ux; uy), Proposed Histogram of Optical Flow Magnitude Gradi-
ents (Hm
8
, Hm3
8
, Hm5
8
, Hm7
8
), Textures of optical flow (ToF) at various scales fg
and location features (x; y). This results in a thirteen dimensional feature vector.
f3 =
h
Ax; Ay; ux; uy; H
m

8
; Hm3
8
; Hm5
8
; Hm7
8
; (1;1;0); (3;3;0); (5;5;0); x; y
i
(6.45)
4. Feature Combination 4 : Raw Optical Flow Vectors (ux; uy), Proposed His-
togram of Optical Flow Magnitude Gradients (Hm
8
, Hm3
8
, Hm5
8
, Hm7
8
), Textures
of optical flow (ToF) at various scales fg and location features (x; y). This
results in an eleven dimensional feature vector.
f4 =
h
ux; uy; H
m

8
; Hm3
8
; Hm5
8
; Hm7
8
; (1;1;0); (3;3;0); (5;5;0); x; y
i
(6.46)
5. Feature Combination 5 : Proposed Optical Acceleration (Ax, Ay), Raw Optical
Flow Vectors (ux; uy), Proposed Histogram of Optical Flow Gradients (Hh
8
,
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Hh3
8
, Hh5
8
, Hh7
8
, Hv
8
, Hv3
8
, Hv5
8
, Hv7
8
) and location features (x; y). This results
in a forteen dimensional feature vector.
f5 =
h
Ax; Ay; ux; uy; H
h

8
; Hh3
8
; Hh5
8
; Hh7
8
; Hv
8
; Hv3
8
; Hv5
8
; Hv7
8
; x; y
i
(6.47)
6. Feature Combination 6 : Raw Optical Flow Vectors (ux; uy), Proposed His-
togram of Optical Flow Gradients (Hh
8
, Hh3
8
, Hh5
8
, Hh7
8
, Hv
8
,Hv3
8
, Hv5
8
, Hv7
8
),
Textures of optical flow (ToF) at various scales fg and location features (x; y).
This results in a fifteen dimensional feature vector.
f6 =
h
ux; uy; H
h

8
; Hh3
8
; Hh5
8
; Hh7
8
; Hv
8
; Hv3
8
; Hv5
8
; Hv7
8
; (1;1;0); (3;3;0); (5;5;0); x; y
i
(6.48)
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In this section, we comprehensively evaluate the features proposed in Sections 6.4.1,
6.4.2, 6.4.4 individually using the Gaussian Mixture Model for different patch sizes
on UCSD Ped1 and UCSD Ped2 datasets. Further, we comprehensively evaluate the
combinations of the features described in Section 6.5 using GMM and our proposed
GMM-MRF (Section 6.3) classifiers for different patch sizes on UCSD Ped1, UCSD
Ped2, Avenue and UMN datasets.
The UCSD video dataset contains bi-directional pedestrian traffic from two camera
view points. Several video sequences (each of 200 frames duration), which contain
normal pedestrian movements, are used for training. The testing video sequences con-
tain abnormalities, such as the presence of abnormal objects, motion violations and
spatial anomalies. Ground truth is provided for every frame of the testing sequences.
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The avenue dataset [82] contains 16 sequences in the training set, which are mostly
normal events. Each sequence is about two minutes long. The Testing set contains 21
sequences, which comprise both normal and abnormal events. There are 14 unusual
events including running, throwing objects, and loitering.
The UMN dataset [136] contains normal and abnormal sequences in three different
views. A typical anomalous event contained in this dataset is rapid crowd movement
or sudden dispersion of crowd.
6.6.1 Experimental results for Individual Features
In this sub-section we comprehensively evaluate the features proposed in Sections
6.4.1, 6.4.2, 6.4.4 individually using the Gaussian Mixture Model for different patch
sizes on UCSD Ped1 and UCSD Ped2 datasets. Though we have evaluated a complete
range of patch configurations, with spatial and temporal sizes ranging from 3 to 21,
we have only presented a subset of these configurations in the table due to the space
constraints.
An optical acceleration feature (proposed in Section 6.4.1 and given by Equation
6.15), concatenated with raw optical flow vectors and location features, is modeled
using Gaussian Mixture Model and evaluated on both UCSD Peds1 and UCSD Peds2
datasets for different patch sizes. Equal Error Rate and Area Under Curve are reported.
Results for this feature are summarized in Tables 6.1 and 6.2 for Peds1 and Peds2 re-
spectively.
Histogram of horizontal flow gradients of the histogram bin size of four (proposed in
Section 6.4.2 and given by Equation 6.28), concatenated with raw optical flow vectors
and location features, is modeled using Gaussian Mixture Model and evaluated on both
UCSD Peds1 and UCSD Peds2 datasets for different patch sizes. Equal Error Rate and
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.19 0.88 0.20 0.87 0.20 0.87 0.20 0.87
7x7 0.17 0.88 0.18 0.88 0.19 0.88 0.20 0.87
9x9 0.18 0.88 0.18 0.89 0.18 0.88 0.20 0.88
11x11 0.18 0.89 0.18 0.89 0.19 0.87 0.20 0.87
13x13 0.18 0.89 0.17 0.89 0.18 0.88 0.20 0.88
15x15 0.19 0.88 0.18 0.89 0.19 0.87 0.18 0.88
Table 6.1: Comparison of performances on different patch sizes for the optical acceler-
ation feature on ped1 dataset using the GMM, EER stands for Equal Error Rate (given
in fractions) and AUC stands for Area Under Curve.
Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.12 0.93 0.14 0.93 0.12 0.94 0.13 0.94
7x7 0.13 0.93 0.11 0.94 0.10 0.95 0.13 0.94
9x9 0.13 0.92 0.10 0.94 0.13 0.94 0.12 0.94
11x11 0.12 0.94 0.09 0.95 0.11 0.95 0.13 0.92
13x13 0.11 0.94 0.16 0.93 0.15 0.92 0.16 0.91
15x15 0.16 0.92 0.12 0.94 0.14 0.93 0.11 0.93
Table 6.2: Comparison of performances on different patch sizes for the optical acceler-
ation feature on ped2 dataset using the GMM, EER stands for Equal Error Rate (given
in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.22 0.85 0.22 0.85 0.21 0.86 0.24 0.84
7x7 0.20 0.88 0.20 0.87 0.22 0.85 0.24 0.84
9x9 0.21 0.87 0.20 0.88 0.21 0.87 0.24 0.85
11x11 0.20 0.87 0.22 0.86 0.22 0.86 0.24 0.84
13x13 0.20 0.88 0.21 0.87 0.22 0.86 0.25 0.84
15x15 0.22 0.85 0.19 0.87 0.20 0.86 0.22 0.86
Table 6.3: Comparison of performances on different patch sizes for the histogram of
gradients of horizontal optical flow (4 bins) feature on ped1 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
Area Under Curve are reported. Results for this feature are summarized in Tables 6.3
and 6.4 for Peds1 and Peds2 respectively.
Histogram of horizontal flow gradients of the histogram bin size of eight (proposed in
Section 6.4.2 and given by Equation 6.29), concatenated with raw optical flow vectors
and location features, is modeled using Gaussian Mixture Model and evaluated on both
UCSD Peds1 and UCSD Peds2 datasets for different patch sizes. Equal Error Rate and
Area Under Curve are reported. Results for this feature are summarized in Tables 6.5
and 6.6 for Peds1 and Peds2 respectively.
Histogram of vertical flow gradients of the histogram bin size of four (proposed in
Section 6.4.2 and given by Equation 6.30), concatenated with raw optical flow vectors
and location features, is modeled using Gaussian Mixture Model and evaluated on both
UCSD Peds1 and UCSD Peds2 datasets for different patch sizes. Equal Error Rate and
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.19 0.90 0.16 0.90 0.21 0.88 0.15 0.90
7x7 0.18 0.92 0.14 0.92 0.14 0.94 0.12 0.94
9x9 0.17 0.92 0.12 0.95 0.14 0.94 0.14 0.93
11x11 0.11 0.96 0.11 0.95 0.14 0.93 0.11 0.95
13x13 0.11 0.96 0.11 0.96 0.12 0.96 0.11 0.96
15x15 0.09 0.96 0.11 0.96 0.10 0.96 0.10 0.96
Table 6.4: Comparison of performances on different patch sizes for the histogram of
gradients of horizontal optical flow (4 bins) feature on ped2 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.26 0.81 0.25 0.83 0.27 0.82 0.26 0.82
7x7 0.26 0.81 0.23 0.86 0.24 0.85 0.24 0.84
9x9 0.22 0.86 0.21 0.87 0.22 0.86 0.27 0.83
11x11 0.24 0.85 0.21 0.87 0.22 0.85 0.24 0.84
13x13 0.20 0.87 0.20 0.88 0.22 0.85 0.24 0.85
15x15 0.22 0.86 0.20 0.88 0.23 0.85 0.26 0.83
Table 6.5: Comparison of performances on different patch sizes for the histogram of
gradients of horizontal optical flow (8 bins) feature on ped1 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.22 0.87 0.19 0.88 0.18 0.89 0.19 0.90
7x7 0.19 0.89 0.18 0.90 0.20 0.89 0.18 0.88
9x9 0.20 0.88 0.17 0.88 0.19 0.88 0.16 0.92
11x11 0.15 0.90 0.19 0.90 0.17 0.92 0.18 0.91
13x13 0.15 0.91 0.18 0.89 0.17 0.90 0.15 0.93
15x15 0.16 0.90 0.19 0.88 0.18 0.90 0.18 0.90
Table 6.6: Comparison of performances on different patch sizes for the histogram of
gradients of horizontal optical flow (8 bins) feature on ped2 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.22 0.85 0.24 0.84 0.23 0.84 0.27 0.80
7x7 0.20 0.87 0.22 0.86 0.22 0.85 0.26 0.82
9x9 0.20 0.88 0.21 0.87 0.24 0.85 0.27 0.82
11x11 0.20 0.87 0.21 0.88 0.23 0.85 0.26 0.82
13x13 0.20 0.88 0.22 0.87 0.24 0.84 0.29 0.79
15x15 0.19 0.89 0.21 0.88 0.23 0.86 0.23 0.85
Table 6.7: Comparison of performances on different patch sizes for the histogram of
gradients of vertical optical flow (4 bins) feature on ped1 dataset using the GMM, EER
stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
Area Under Curve are reported. Results for this feature are summarized in Tables 6.7
and 6.8 for Peds1 and Peds2 respectively.
Histogram of vertical flow gradients of the histogram bin size of four (proposed in
Section 6.4.2 and given by Equation 6.31), concatenated with raw optical flow vectors
and location features, is modeled using Gaussian Mixture Model and evaluated on both
UCSD Peds1 and UCSD Peds2 datasets for different patch sizes. Equal Error Rate and
Area Under Curve are reported. Results for this feature are summarized in Tables 6.9
and 6.10 for Peds1 and Peds2 respectively.
Histogram of optical flow gradients of the histogram bin size of four for both hori-
zontal and vertical flow gradients (proposed in Section 6.4.2 and given by Equation
6.32), concatenated with raw optical flow vectors and location features, is modeled
using Gaussian Mixture Model and evaluated on both UCSD Peds1 and UCSD Peds2
datasets for different patch sizes. Equal Error Rate and Area Under Curve are reported.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.28 0.81 0.25 0.79 0.32 0.75 0.34 0.76
7x7 0.29 0.78 0.28 0.81 0.24 0.82 0.20 0.86
9x9 0.25 0.81 0.21 0.86 0.25 0.80 0.18 0.87
11x11 0.28 0.79 0.25 0.83 0.28 0.81 0.29 0.79
13x13 0.21 0.86 0.18 0.90 0.21 0.86 0.19 0.88
15x15 0.21 0.87 0.19 0.88 0.18 0.90 0.18 0.88
Table 6.8: Comparison of performances on different patch sizes for the histogram of
gradients of vertical optical flow (4 bins) feature on ped2 dataset using the GMM, EER
stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.25 0.83 0.24 0.84 0.25 0.83 0.27 0.81
7x7 0.23 0.85 0.24 0.84 0.23 0.85 0.26 0.82
9x9 0.21 0.86 0.22 0.86 0.25 0.83 0.25 0.82
11x11 0.21 0.87 0.22 0.86 0.23 0.84 0.24 0.84
13x13 0.21 0.87 0.23 0.86 0.24 0.84 0.24 0.83
15x15 0.20 0.88 0.22 0.87 0.23 0.85 0.26 0.83
Table 6.9: Comparison of performances on different patch sizes for the histogram of
gradients of vertical optical flow (8 bins) feature on ped1 dataset using the GMM, EER
stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
154 6.6 Experimental results
Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.29 0.77 0.36 0.72 0.34 0.72 0.30 0.74
7x7 0.31 0.74 0.36 0.72 0.33 0.73 0.25 0.79
9x9 0.37 0.69 0.29 0.75 0.37 0.70 0.31 0.76
11x11 0.34 0.71 0.32 0.74 0.33 0.71 0.27 0.79
13x13 0.30 0.77 0.33 0.77 0.29 0.77 0.28 0.81
15x15 0.27 0.78 0.32 0.74 0.28 0.82 0.30 0.79
Table 6.10: Comparison of performances on different patch sizes for the histogram of
gradients of vertical optical flow(8 bins) feature on ped2 dataset using the GMM, EER
stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.00 0.00 0.23 0.85 0.24 0.84 0.23 0.84
7x7 0.00 0.00 0.20 0.87 0.21 0.86 0.22 0.85
9x9 0.19 0.88 0.19 0.88 0.22 0.86 0.24 0.85
11x11 0.19 0.89 0.20 0.88 0.20 0.87 0.26 0.83
13x13 0.19 0.88 0.20 0.88 0.21 0.86 0.23 0.84
15x15 0.18 0.90 0.19 0.88 0.21 0.86 0.22 0.85
Table 6.11: Comparison of performances on different patch sizes for the histogram of
gradients of vertical and horizontal optical flows (4 + 4 bins) feature on ped1 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions) and AUC stands
for Area Under Curve.
Results for this feature are summarized in Tables 6.11 and 6.12 for Peds1 and Peds2
respectively.
Histogram of optical flow magnitude gradients of the histogram bin size of four (pro-
posed in Section 6.4.4 and given by Equation 6.40), concatenated with raw optical flow
vectors and location features, is modeled using Gaussian Mixture Model and evaluated
on both UCSD Peds1 and UCSD Peds2 datasets for different patch sizes. Equal Error
Rate and Area Under Curve are reported. Results for this feature are summarized in
Tables 6.13 and 6.14 for Peds1 and Peds2 respectively.
From the individual analysis of features over the varying patch sizes, it can be seen
that the histogram bin size of four performs better than the histogram bin size of eight,
for both histogram of horizontal flow gradients and histogram of vertical flow gradi-
ents. So we have chosen the bin size to be four each for the histogram of horizontal
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.23 0.85 0.23 0.87 0.21 0.86 0.19 0.89
7x7 0.21 0.88 0.21 0.88 0.22 0.88 0.17 0.91
9x9 0.21 0.87 0.16 0.91 0.17 0.90 0.19 0.89
11x11 0.19 0.89 0.17 0.90 0.17 0.91 0.18 0.89
13x13 0.19 0.89 0.14 0.93 0.15 0.93 0.14 0.93
15x15 0.15 0.92 0.20 0.89 0.16 0.93 0.19 0.91
Table 6.12: Comparison of performances on different patch sizes for the histogram of
gradients of vertical and horizontal optical flows (4 + 4 bins) feature on ped2 dataset
using the GMM, EER stands for Equal Error Rate (given in fractions) and AUC stands
for Area Under Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.21 0.86 0.21 0.85 0.20 0.86 0.22 0.85
7x7 0.21 0.86 0.19 0.88 0.22 0.86 0.21 0.86
9x9 0.19 0.88 0.20 0.87 0.20 0.87 0.21 0.87
11x11 0.19 0.88 0.19 0.88 0.20 0.87 0.21 0.87
13x13 0.18 0.89 0.18 0.89 0.20 0.87 0.20 0.87
15x15 0.18 0.88 0.20 0.89 0.19 0.88 0.19 0.87
Table 6.13: Comparison of performances on different patch sizes for the histogram of
gradients of optical flow magnitude feature (4 bins) on ped1 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
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Temporal Patch Sizes
6 11 15 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC
5x5 0.19 0.90 0.17 0.92 0.12 0.95 0.11 0.96
7x7 0.18 0.91 0.14 0.92 0.13 0.95 0.11 0.96
9x9 0.19 0.90 0.13 0.95 0.10 0.96 0.11 0.96
11x11 0.14 0.92 0.13 0.94 0.10 0.96 0.09 0.97
13x13 0.13 0.94 0.09 0.96 0.08 0.97 0.09 0.97
15x15 0.13 0.94 0.08 0.96 0.10 0.97 0.14 0.93
Table 6.14: Comparison of performances on different patch sizes for the histogram of
gradients of optical flow magnitude feature (4 bins) on ped2 dataset using the GMM,
EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under
Curve.
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flow gradients and histogram of vertical flow gradients, when creating the Histogram
of Optical Flow Gradients feature. Further as this Histogram of Optical flow gradients
feature performs better in general than the separated versions histogram of horizon-
tal flow gradients and histogram of vertical flow gradients on both Peds1 and Peds2
datasets, we choose the Histogram of Optical Flow Gradients to be used in the evalua-
tion of feature combinations.
It can also be seen that the histogram of vertical flow gradients is very much lacking in
performance on the UCSD Ped2 dataset when compared to other features. This may
be due to the lack of presence of vertical motion in the Ped2 dataset, as most of the
entities in the scene move in the horizontal direction. Further, Optical acceleration and
Histogram of Optical Flow Magnitude gradients perform well with both the Ped1 and
Ped2 datasets.
Region of Convergence (ROC) curves for the best performing patch configurations of
each feature type are shown in the Figures 6.2 and 6.3 respectively. Based on these
individual experiments, Optical Acceleration feature, Histogram Optical Flow Magni-
tude gradients feature and Histogram of Optical Flow gradients feature are chosen to
create the feature combinations described in Section 6.5.
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Figure 6.2: ROC curves for indiviual feature analysis on UCSD Peds1 using GMM.
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Figure 6.3: ROC curves for indiviual feature analysis on UCSD Peds2 using GMM.
6.6.2 Experimental results for Feature Combinations
In this sub-section, we comprehensively evaluate the combinations of the features de-
scribed in Section 6.5 using GMM and our proposed GMM-MRF (Section 6.3) classi-
fiers for different patch sizes on UCSD Ped1, UCSD Ped2, Avenue and UMN datasets.
Though we have evaluated a complete range of patch configurations, with spatial and
temporal sizes ranging from 3 to 21, we have only presented a subset of these config-
urations in the table due to the space constraints.
Feature combination 1 (proposed in Section 6.5 and given by Equation 6.43) is eval-
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uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, Avenue
and UMN datasets for different patch sizes. Equal Error Rate and Area Under Curve
are reported. Results using GMM Classifier for this feature combination are summa-
rized in Tables 6.15 and 6.16 for Peds1 and Peds2 respectively. Results using GMM-
MRF Classifier for this feature combination are summarized in Tables 6.17 and 6.18
for Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.21 0.87
9x9 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.88 0.18 0.89 0.19 0.89 0.18 0.88 0.19 0.88
11x11 0.19 0.88 0.19 0.88 0.18 0.89 0.20 0.88 0.20 0.88 0.18 0.88 0.19 0.88 0.20 0.88
13x13 0.18 0.89 0.18 0.89 0.18 0.90 0.18 0.89 0.17 0.89 0.16 0.89 0.17 0.89 0.19 0.88
14x14 0.18 0.89 0.18 0.89 0.18 0.88 0.17 0.89 0.19 0.89 0.18 0.89 0.20 0.88 0.20 0.89
15x15 0.19 0.88 0.18 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.19 0.88
16x16 0.18 0.89 0.18 0.88 0.18 0.88 0.19 0.89 0.18 0.88 0.18 0.89 0.19 0.89 0.19 0.88
17x17 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.89 0.19 0.89 0.17 0.89 0.19 0.88 0.18 0.88
18x18 0.19 0.88 0.18 0.89 0.19 0.88 0.19 0.88 0.20 0.88 0.18 0.89 0.18 0.89 0.19 0.88
19x19 0.18 0.89 0.17 0.89 0.18 0.89 0.17 0.89 0.17 0.89 0.19 0.89 0.18 0.89 0.18 0.88
20x20 0.18 0.88 0.19 0.88 0.20 0.88 0.19 0.88 0.18 0.89 0.19 0.88 0.20 0.88 0.18 0.89
21x21 0.19 0.88 0.19 0.87 0.19 0.88 0.19 0.88 0.19 0.88 0.18 0.88 0.19 0.88 0.19 0.88
Table 6.15: Comparison of performances of Feature combination 1 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.15 0.92 0.14 0.93 0.14 0.92 0.14 0.93 0.14 0.93 0.14 0.93 0.14 0.94 0.12 0.94
9x9 0.15 0.92 0.15 0.93 0.13 0.93 0.12 0.94 0.13 0.94 0.13 0.94 0.13 0.94 0.12 0.94
11x11 0.12 0.94 0.14 0.94 0.09 0.96 0.11 0.96 0.11 0.96 0.12 0.95 0.12 0.94 0.10 0.95
13x13 0.11 0.96 0.10 0.96 0.10 0.95 0.11 0.96 0.09 0.96 0.10 0.96 0.09 0.96 0.09 0.97
14x14 0.14 0.94 0.08 0.96 0.10 0.95 0.12 0.94 0.12 0.94 0.11 0.95 0.10 0.94 0.11 0.95
15x15 0.13 0.94 0.08 0.97 0.10 0.96 0.10 0.96 0.12 0.93 0.14 0.93 0.13 0.93 0.14 0.94
16x16 0.13 0.94 0.11 0.95 0.15 0.93 0.10 0.95 0.13 0.93 0.16 0.92 0.17 0.90 0.17 0.90
17x17 0.14 0.93 0.13 0.93 0.13 0.94 0.12 0.94 0.12 0.94 0.15 0.92 0.18 0.92 0.11 0.94
18x18 0.15 0.92 0.13 0.94 0.10 0.94 0.15 0.93 0.14 0.93 0.12 0.93 0.17 0.91 0.16 0.91
19x19 0.18 0.91 0.20 0.88 0.15 0.92 0.17 0.92 0.12 0.93 0.19 0.91 0.15 0.92 0.18 0.90
20x20 0.18 0.91 0.21 0.88 0.24 0.85 0.16 0.92 0.16 0.91 0.24 0.85 0.24 0.85 0.17 0.90
21x21 0.21 0.87 0.21 0.87 0.22 0.86 0.20 0.88 0.19 0.90 0.23 0.87 0.14 0.92 0.21 0.89
Table 6.16: Comparison of performances of Feature combination 1 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
6.6
E
xperim
entalresults
165
Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.19 0.88 0.19 0.87 0.18 0.88 0.19 0.88 0.17 0.89 0.17 0.89 0.19 0.87 0.20 0.87
9x9 0.18 0.88 0.20 0.89 0.18 0.89 0.19 0.89 0.18 0.88 0.19 0.88 0.18 0.88 0.19 0.88
11x11 0.18 0.88 0.18 0.88 0.19 0.88 0.18 0.88 0.17 0.89 0.18 0.88 0.17 0.88 0.17 0.89
13x13 0.19 0.88 0.18 0.88 0.20 0.88 0.18 0.88 0.19 0.88 0.19 0.87 0.18 0.88 0.20 0.87
14x14 0.19 0.87 0.20 0.87 0.19 0.87 0.21 0.87 0.18 0.88 0.18 0.88 0.18 0.88 0.19 0.87
15x15 0.19 0.88 0.18 0.88 0.19 0.88 0.17 0.89 0.19 0.88 0.18 0.88 0.17 0.88 0.18 0.88
16x16 0.20 0.86 0.20 0.87 0.21 0.86 0.19 0.88 0.22 0.85 0.18 0.88 0.20 0.87 0.21 0.86
17x17 0.19 0.88 0.21 0.85 0.21 0.85 0.22 0.85 0.22 0.86 0.19 0.88 0.19 0.87 0.22 0.85
18x18 0.21 0.86 0.23 0.85 0.20 0.87 0.22 0.85 0.22 0.85 0.20 0.86 0.20 0.86 0.23 0.84
19x19 0.22 0.85 0.20 0.86 0.22 0.86 0.22 0.85 0.18 0.88 0.23 0.85 0.22 0.85 0.22 0.84
20x20 0.22 0.85 0.23 0.83 0.22 0.84 0.23 0.84 0.22 0.84 0.22 0.85 0.20 0.86 0.22 0.85
21x21 0.21 0.86 0.22 0.83 0.23 0.84 0.22 0.84 0.21 0.85 0.21 0.85 0.20 0.85 0.23 0.84
Table 6.17: Comparison of performances of Feature combination 1 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.17 0.89 0.14 0.92 0.14 0.91 0.12 0.93 0.13 0.92 0.15 0.92 0.11 0.94 0.12 0.93
9x9 0.18 0.90 0.15 0.93 0.13 0.94 0.15 0.92 0.11 0.94 0.13 0.94 0.14 0.94 0.13 0.93
11x11 0.17 0.91 0.32 0.77 0.16 0.93 0.17 0.90 0.15 0.92 0.15 0.92 0.13 0.93 0.19 0.88
13x13 0.14 0.93 0.14 0.93 0.15 0.92 0.29 0.79 0.13 0.93 0.17 0.91 0.14 0.93 0.12 0.94
14x14 0.20 0.88 0.16 0.92 0.16 0.92 0.15 0.92 0.17 0.91 0.14 0.93 0.15 0.92 0.16 0.92
15x15 0.29 0.81 0.13 0.94 0.17 0.90 0.14 0.92 0.14 0.94 0.22 0.90 0.14 0.93 0.14 0.92
16x16 0.22 0.86 0.31 0.81 0.34 0.78 0.20 0.88 0.18 0.88 0.15 0.92 0.15 0.90 0.13 0.92
17x17 0.17 0.90 0.15 0.92 0.15 0.92 0.14 0.92 0.14 0.92 0.16 0.91 0.13 0.93 0.15 0.92
18x18 0.22 0.86 0.21 0.88 0.21 0.87 0.19 0.88 0.19 0.89 0.24 0.84 0.21 0.88 0.24 0.85
19x19 0.33 0.76 0.38 0.71 0.23 0.87 0.31 0.78 0.36 0.71 0.34 0.75 0.13 0.92 0.38 0.69
20x20 0.33 0.73 0.28 0.82 0.21 0.86 0.18 0.87 0.38 0.70 0.35 0.72 0.29 0.76 0.40 0.67
21x21 0.31 0.77 0.17 0.89 0.15 0.90 0.37 0.72 0.21 0.86 0.32 0.77 0.15 0.90 0.11 0.93
Table 6.18: Comparison of performances of Feature combination 1 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Feature combination 2 (proposed in Section 6.5 and given by Equation 6.44) is eval-
uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, and Av-
enue datasets for different patch sizes. Equal Error Rate and Area Under Curve are
reported. Results using GMM Classifier for this feature combination are summarized
in Tables 6.19 and 6.20 for Peds1 and Peds2 respectively. Results using GMM-MRF
Classifier for this feature combination are summarized in Tables 6.21 and 6.22 for
Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.88 0.18 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.87 0.20 0.87
9x9 0.18 0.88 0.19 0.88 0.19 0.88 0.18 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.20 0.87
11x11 0.18 0.89 0.18 0.89 0.17 0.89 0.20 0.88 0.18 0.89 0.18 0.88 0.19 0.88 0.19 0.88
13x13 0.17 0.89 0.18 0.89 0.17 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.88
14x14 0.18 0.89 0.17 0.90 0.18 0.89 0.17 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.18 0.89
15x15 0.18 0.89 0.18 0.89 0.17 0.89 0.17 0.89 0.17 0.89 0.18 0.88 0.18 0.89 0.18 0.88
16x16 0.18 0.89 0.17 0.89 0.17 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.18 0.88 0.18 0.88
17x17 0.18 0.89 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.17 0.89 0.17 0.90 0.17 0.88
18x18 0.17 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.19 0.88 0.18 0.88 0.18 0.89 0.18 0.88
19x19 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.17 0.88 0.17 0.89
20x20 0.17 0.89 0.18 0.89 0.19 0.88 0.17 0.89 0.18 0.88 0.17 0.89 0.17 0.89 0.18 0.89
21x21 0.19 0.88 0.19 0.88 0.18 0.88 0.18 0.88 0.17 0.89 0.18 0.88 0.19 0.89 0.18 0.88
Table 6.19: Comparison of performances of Feature combination 2 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.92 0.17 0.93 0.15 0.94 0.15 0.93 0.16 0.93 0.16 0.93 0.13 0.94 0.12 0.94
9x9 0.17 0.93 0.14 0.94 0.15 0.94 0.13 0.94 0.14 0.94 0.14 0.94 0.14 0.94 0.15 0.93
11x11 0.12 0.95 0.13 0.94 0.12 0.95 0.10 0.96 0.15 0.93 0.13 0.94 0.12 0.96 0.12 0.95
13x13 0.12 0.94 0.11 0.95 0.10 0.96 0.11 0.96 0.11 0.96 0.06 0.97 0.09 0.96 0.12 0.94
14x14 0.13 0.95 0.09 0.95 0.10 0.95 0.08 0.97 0.08 0.97 0.11 0.96 0.12 0.96 0.10 0.96
15x15 0.13 0.95 0.10 0.96 0.13 0.95 0.11 0.96 0.10 0.97 0.08 0.97 0.09 0.96 0.11 0.96
16x16 0.17 0.92 0.14 0.93 0.13 0.95 0.11 0.95 0.15 0.93 0.09 0.96 0.14 0.94 0.10 0.95
17x17 0.13 0.95 0.13 0.94 0.13 0.94 0.12 0.95 0.15 0.95 0.13 0.95 0.15 0.94 0.13 0.95
18x18 0.16 0.94 0.12 0.94 0.11 0.96 0.14 0.95 0.11 0.96 0.13 0.95 0.13 0.94 0.20 0.91
19x19 0.14 0.93 0.10 0.96 0.09 0.96 0.11 0.96 0.11 0.96 0.12 0.96 0.12 0.95 0.12 0.96
20x20 0.19 0.90 0.14 0.94 0.18 0.91 0.12 0.95 0.14 0.93 0.12 0.95 0.11 0.94 0.11 0.96
21x21 0.17 0.91 0.19 0.91 0.16 0.93 0.16 0.92 0.13 0.94 0.17 0.91 0.14 0.94 0.11 0.96
Table 6.20: Comparison of performances of Feature combination 2 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.19 0.88 0.18 0.89 0.18 0.88 0.17 0.88 0.18 0.89 0.19 0.87 0.18 0.87 0.19 0.87
9x9 0.18 0.88 0.18 0.88 0.18 0.88 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.88 0.18 0.88
11x11 0.19 0.88 0.19 0.88 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.88
13x13 0.18 0.88 0.18 0.88 0.18 0.89 0.19 0.88 0.18 0.88 0.18 0.88 0.19 0.88 0.18 0.88
14x14 0.18 0.88 0.19 0.88 0.18 0.88 0.18 0.88 0.18 0.88 0.19 0.87 0.18 0.88 0.18 0.88
15x15 0.18 0.88 0.19 0.88 0.18 0.89 0.17 0.88 0.18 0.88 0.18 0.88 0.17 0.88 0.18 0.88
16x16 0.19 0.89 0.18 0.89 0.18 0.88 0.17 0.89 0.17 0.90 0.18 0.89 0.18 0.89 0.18 0.88
17x17 0.19 0.88 0.19 0.87 0.20 0.87 0.19 0.88 0.18 0.89 0.19 0.87 0.19 0.88 0.19 0.88
18x18 0.19 0.88 0.18 0.88 0.19 0.88 0.20 0.88 0.19 0.87 0.19 0.88 0.18 0.87 0.19 0.88
19x19 0.20 0.87 0.18 0.89 0.19 0.88 0.20 0.87 0.19 0.87 0.18 0.88 0.21 0.85 0.20 0.87
20x20 0.19 0.87 0.20 0.87 0.19 0.87 0.20 0.86 0.20 0.86 0.20 0.86 0.20 0.86 0.20 0.86
21x21 0.20 0.87 0.21 0.86 0.20 0.87 0.20 0.86 0.20 0.86 0.20 0.87 0.21 0.86 0.20 0.86
Table 6.21: Comparison of performances of Feature combination 2 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.15 0.93 0.14 0.94 0.13 0.94 0.12 0.94 0.12 0.93 0.13 0.93 0.11 0.94 0.13 0.94
9x9 0.15 0.93 0.16 0.92 0.12 0.95 0.14 0.94 0.11 0.95 0.12 0.95 0.08 0.97 0.14 0.93
11x11 0.19 0.89 0.21 0.88 0.15 0.92 0.15 0.92 0.14 0.93 0.18 0.89 0.15 0.93 0.18 0.92
13x13 0.16 0.90 0.17 0.90 0.15 0.92 0.16 0.92 0.21 0.88 0.17 0.90 0.13 0.93 0.22 0.87
14x14 0.14 0.92 0.14 0.92 0.12 0.94 0.21 0.86 0.13 0.93 0.12 0.95 0.13 0.92 0.18 0.91
15x15 0.19 0.88 0.15 0.91 0.16 0.91 0.23 0.84 0.18 0.90 0.15 0.92 0.16 0.94 0.15 0.91
16x16 0.23 0.85 0.17 0.90 0.15 0.93 0.12 0.94 0.15 0.85 0.20 0.81 0.11 0.95 0.12 0.95
17x17 0.20 0.88 0.15 0.91 0.19 0.87 0.15 0.93 0.18 0.88 0.18 0.88 0.16 0.90 0.15 0.91
18x18 0.20 0.89 0.23 0.86 0.21 0.89 0.29 0.81 0.18 0.90 0.18 0.91 0.17 0.91 0.25 0.86
19x19 0.21 0.87 0.19 0.88 0.18 0.89 0.18 0.89 0.18 0.87 0.21 0.85 0.19 0.89 0.18 0.89
20x20 0.18 0.88 0.20 0.86 0.17 0.87 0.23 0.84 0.19 0.87 0.32 0.77 0.19 0.87 0.29 0.75
21x21 0.18 0.84 0.20 0.86 0.20 0.86 0.20 0.86 0.17 0.87 0.16 0.90 0.28 0.78 0.19 0.83
Table 6.22: Comparison of performances of Feature combination 2 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Feature combination 3 (proposed in Section 6.5 and given by Equation 6.45) is eval-
uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, Avenue
and UMN datasets for different patch sizes. Equal Error Rate and Area Under Curve
are reported. Results using GMM Classifier for this feature combination are summa-
rized in Tables 6.23 and 6.24 for Peds1 and Peds2 respectively. Results using GMM-
MRF Classifier for this feature combination are summarized in Tables 6.25 and 6.26
for Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.20 0.87 0.20 0.87 0.21 0.87
9x9 0.18 0.88 0.19 0.89 0.19 0.89 0.18 0.89 0.19 0.89 0.19 0.88 0.19 0.89 0.18 0.88
11x11 0.19 0.89 0.18 0.89 0.19 0.88 0.19 0.89 0.19 0.88 0.20 0.88 0.19 0.88 0.21 0.88
13x13 0.19 0.89 0.19 0.88 0.18 0.90 0.17 0.89 0.18 0.89 0.17 0.90 0.19 0.89 0.18 0.89
14x14 0.18 0.89 0.19 0.89 0.17 0.89 0.18 0.89 0.17 0.90 0.19 0.89 0.18 0.89 0.19 0.88
15x15 0.18 0.88 0.18 0.89 0.18 0.89 0.19 0.89 0.18 0.89 0.18 0.89 0.19 0.89 0.20 0.88
16x16 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.19 0.89 0.20 0.88
17x17 0.19 0.89 0.19 0.89 0.19 0.89 0.18 0.89 0.19 0.89 0.19 0.89 0.19 0.89 0.18 0.88
18x18 0.18 0.89 0.18 0.89 0.19 0.89 0.19 0.89 0.19 0.88 0.19 0.89 0.19 0.89 0.19 0.89
19x19 0.19 0.89 0.18 0.89 0.19 0.89 0.18 0.89 0.17 0.90 0.18 0.89 0.19 0.89 0.19 0.89
20x20 0.19 0.88 0.19 0.89 0.19 0.88 0.18 0.89 0.18 0.89 0.19 0.88 0.18 0.89 0.19 0.89
21x21 0.20 0.88 0.19 0.88 0.20 0.88 0.20 0.88 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89
Table 6.23: Comparison of performances of Feature combination 3 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.15 0.93 0.13 0.94 0.12 0.95 0.11 0.96 0.11 0.95 0.12 0.95 0.12 0.95 0.11 0.96
9x9 0.14 0.94 0.11 0.96 0.10 0.96 0.10 0.96 0.10 0.96 0.10 0.96 0.08 0.97 0.09 0.96
11x11 0.11 0.95 0.10 0.96 0.06 0.97 0.07 0.97 0.05 0.97 0.06 0.97 0.05 0.97 0.07 0.96
13x13 0.11 0.95 0.10 0.96 0.10 0.96 0.10 0.96 0.08 0.97 0.07 0.97 0.08 0.96 0.07 0.97
14x14 0.11 0.96 0.10 0.97 0.07 0.97 0.08 0.97 0.07 0.97 0.07 0.97 0.07 0.97 0.06 0.97
15x15 0.13 0.94 0.11 0.95 0.08 0.97 0.08 0.97 0.09 0.97 0.12 0.95 0.11 0.95 0.12 0.94
16x16 0.12 0.95 0.09 0.96 0.15 0.92 0.12 0.95 0.14 0.93 0.18 0.90 0.16 0.93 0.14 0.92
17x17 0.12 0.95 0.11 0.95 0.12 0.95 0.10 0.96 0.10 0.96 0.11 0.96 0.11 0.95 0.14 0.94
18x18 0.13 0.95 0.12 0.94 0.11 0.94 0.13 0.95 0.14 0.95 0.08 0.96 0.12 0.94 0.13 0.93
19x19 0.20 0.89 0.12 0.94 0.14 0.93 0.09 0.96 0.15 0.92 0.14 0.93 0.13 0.93 0.08 0.96
20x20 0.17 0.91 0.19 0.89 0.22 0.88 0.16 0.92 0.21 0.87 0.16 0.90 0.19 0.90 0.17 0.90
21x21 0.17 0.91 0.23 0.88 0.22 0.86 0.21 0.88 0.20 0.89 0.21 0.89 0.16 0.92 0.19 0.90
Table 6.24: Comparison of performances of Feature combination 3 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.88 0.18 0.88 0.17 0.89 0.17 0.89 0.17 0.89 0.18 0.88 0.19 0.88 0.18 0.88
9x9 0.19 0.88 0.18 0.88 0.17 0.89 0.18 0.89 0.19 0.88 0.19 0.88 0.19 0.88 0.18 0.88
11x11 0.19 0.88 0.18 0.88 0.20 0.87 0.18 0.88 0.17 0.89 0.18 0.89 0.18 0.88 0.18 0.89
13x13 0.19 0.88 0.19 0.88 0.19 0.88 0.18 0.88 0.18 0.88 0.18 0.88 0.19 0.87 0.19 0.87
14x14 0.20 0.86 0.19 0.88 0.20 0.86 0.21 0.86 0.23 0.84 0.19 0.87 0.18 0.87 0.20 0.86
15x15 0.20 0.87 0.22 0.85 0.19 0.87 0.22 0.86 0.21 0.85 0.21 0.86 0.19 0.87 0.21 0.86
16x16 0.19 0.88 0.22 0.85 0.20 0.87 0.23 0.84 0.19 0.88 0.22 0.85 0.23 0.84 0.23 0.83
17x17 0.22 0.85 0.22 0.85 0.21 0.85 0.25 0.82 0.23 0.85 0.22 0.85 0.22 0.84 0.23 0.84
18x18 0.23 0.83 0.22 0.85 0.25 0.82 0.24 0.83 0.24 0.84 0.24 0.83 0.25 0.82 0.23 0.84
19x19 0.22 0.85 0.25 0.81 0.24 0.83 0.23 0.85 0.26 0.81 0.23 0.84 0.22 0.85 0.24 0.83
20x20 0.20 0.87 0.23 0.82 0.23 0.82 0.24 0.82 0.26 0.80 0.23 0.84 0.24 0.82 0.25 0.81
21x21 0.23 0.83 0.24 0.81 0.25 0.80 0.23 0.83 0.23 0.83 0.23 0.83 0.25 0.81 0.22 0.84
Table 6.25: Comparison of performances of Feature combination 3 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.16 0.91 0.16 0.91 0.15 0.92 0.15 0.92 0.12 0.93 0.11 0.95 0.14 0.91 0.11 0.95
9x9 0.17 0.92 0.19 0.91 0.15 0.91 0.12 0.94 0.12 0.95 0.17 0.89 0.12 0.94 0.09 0.96
11x11 0.20 0.89 0.18 0.91 0.17 0.91 0.16 0.91 0.18 0.89 0.14 0.93 0.15 0.93 0.15 0.91
13x13 0.18 0.89 0.18 0.90 0.18 0.91 0.15 0.91 0.13 0.93 0.16 0.91 0.16 0.91 0.15 0.92
14x14 0.22 0.86 0.27 0.82 0.28 0.79 0.14 0.92 0.18 0.89 0.21 0.87 0.22 0.86 0.19 0.88
15x15 0.20 0.86 0.18 0.90 0.32 0.77 0.20 0.87 0.28 0.80 0.19 0.89 0.22 0.85 0.24 0.86
16x16 0.18 0.89 0.19 0.88 0.13 0.94 0.34 0.75 0.19 0.88 0.18 0.90 0.17 0.89 0.17 0.90
17x17 0.20 0.87 0.15 0.91 0.13 0.93 0.18 0.88 0.12 0.94 0.13 0.93 0.14 0.92 0.14 0.93
18x18 0.34 0.75 0.19 0.88 0.20 0.86 0.28 0.81 0.24 0.84 0.20 0.88 0.17 0.90 0.32 0.76
19x19 0.38 0.69 0.38 0.70 0.41 0.67 0.32 0.74 0.36 0.73 0.22 0.86 0.38 0.67 0.25 0.84
20x20 0.19 0.88 0.30 0.79 0.29 0.74 0.16 0.88 0.37 0.68 0.31 0.78 0.29 0.77 0.41 0.66
21x21 0.28 0.79 0.21 0.86 0.22 0.84 0.19 0.86 0.25 0.80 0.20 0.87 0.37 0.68 0.24 0.83
Table 6.26: Comparison of performances of Feature combination 3 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Feature combination 4 (proposed in Section 6.5 and given by Equation 6.46) is eval-
uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, Avenue
and UMN datasets for different patch sizes. Equal Error Rate and Area Under Curve
are reported. Results using GMM Classifier for this feature combination are summa-
rized in Tables 6.27 and 6.28 for Peds1 and Peds2 respectively. Results using GMM-
MRF Classifier for this feature combination are summarized in Tables 6.29 and 6.30
for Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.88 0.19 0.88 0.19 0.88 0.20 0.87 0.20 0.87 0.19 0.87 0.22 0.86 0.22 0.85
9x9 0.18 0.88 0.19 0.88 0.19 0.89 0.18 0.89 0.19 0.88 0.19 0.88 0.19 0.88 0.21 0.86
11x11 0.19 0.88 0.18 0.89 0.19 0.88 0.19 0.88 0.19 0.88 0.20 0.88 0.20 0.88 0.19 0.88
13x13 0.19 0.89 0.19 0.89 0.19 0.89 0.18 0.89 0.19 0.89 0.17 0.89 0.19 0.89 0.20 0.88
14x14 0.18 0.89 0.20 0.89 0.18 0.89 0.19 0.89 0.19 0.88 0.20 0.88 0.20 0.88 0.19 0.89
15x15 0.18 0.88 0.21 0.88 0.19 0.89 0.20 0.89 0.19 0.89 0.20 0.88 0.20 0.88 0.20 0.88
16x16 0.19 0.89 0.19 0.88 0.19 0.89 0.20 0.89 0.19 0.89 0.19 0.89 0.20 0.88 0.19 0.88
17x17 0.19 0.89 0.19 0.88 0.18 0.89 0.19 0.89 0.19 0.89 0.18 0.88 0.19 0.89 0.20 0.88
18x18 0.20 0.88 0.19 0.88 0.19 0.88 0.20 0.88 0.20 0.88 0.19 0.89 0.19 0.88 0.20 0.88
19x19 0.19 0.89 0.18 0.88 0.18 0.89 0.18 0.89 0.19 0.89 0.20 0.89 0.20 0.88 0.19 0.89
20x20 0.20 0.88 0.19 0.88 0.21 0.87 0.19 0.89 0.19 0.89 0.19 0.89 0.19 0.89 0.19 0.88
21x21 0.20 0.88 0.20 0.88 0.19 0.88 0.20 0.88 0.19 0.89 0.19 0.87 0.19 0.88 0.19 0.88
Table 6.27: Comparison of performances of Feature combination 4 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.14 0.93 0.12 0.94 0.13 0.94 0.13 0.95 0.12 0.96 0.12 0.95 0.12 0.94 0.11 0.96
9x9 0.12 0.95 0.11 0.96 0.11 0.95 0.10 0.97 0.10 0.97 0.10 0.96 0.10 0.95 0.09 0.96
11x11 0.11 0.95 0.09 0.96 0.10 0.96 0.08 0.96 0.07 0.98 0.07 0.97 0.05 0.97 0.07 0.97
13x13 0.12 0.94 0.09 0.96 0.10 0.96 0.11 0.95 0.07 0.98 0.07 0.97 0.06 0.97 0.06 0.97
14x14 0.12 0.94 0.11 0.95 0.09 0.96 0.07 0.97 0.05 0.97 0.05 0.97 0.04 0.98 0.06 0.97
15x15 0.14 0.93 0.09 0.96 0.06 0.97 0.06 0.98 0.08 0.96 0.09 0.96 0.14 0.94 0.10 0.96
16x16 0.12 0.93 0.07 0.97 0.08 0.97 0.10 0.96 0.13 0.94 0.18 0.91 0.15 0.93 0.12 0.95
17x17 0.14 0.93 0.09 0.96 0.09 0.96 0.06 0.97 0.10 0.96 0.09 0.96 0.11 0.96 0.13 0.95
18x18 0.11 0.96 0.06 0.97 0.10 0.95 0.12 0.96 0.11 0.95 0.11 0.94 0.12 0.95 0.14 0.91
19x19 0.21 0.88 0.23 0.87 0.13 0.93 0.12 0.94 0.15 0.94 0.16 0.92 0.14 0.93 0.17 0.91
20x20 0.17 0.89 0.22 0.87 0.24 0.86 0.24 0.87 0.18 0.91 0.20 0.89 0.20 0.90 0.18 0.90
21x21 0.17 0.90 0.18 0.89 0.21 0.86 0.21 0.86 0.18 0.90 0.20 0.88 0.19 0.88 0.12 0.94
Table 6.28: Comparison of performances of Feature combination 4 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.19 0.88 0.18 0.88 0.17 0.88 0.18 0.88 0.18 0.88 0.19 0.87 0.19 0.88 0.19 0.87
9x9 0.20 0.88 0.21 0.87 0.19 0.88 0.19 0.88 0.19 0.88 0.18 0.88 0.20 0.87 0.20 0.87
11x11 0.20 0.87 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.88 0.19 0.87 0.20 0.87 0.20 0.88
13x13 0.23 0.85 0.19 0.87 0.19 0.87 0.19 0.87 0.22 0.84 0.20 0.86 0.21 0.86 0.20 0.87
14x14 0.21 0.86 0.23 0.83 0.22 0.84 0.20 0.87 0.22 0.84 0.20 0.86 0.22 0.85 0.21 0.86
15x15 0.20 0.87 0.21 0.85 0.20 0.86 0.22 0.85 0.22 0.86 0.22 0.85 0.19 0.87 0.20 0.87
16x16 0.23 0.84 0.24 0.83 0.24 0.83 0.22 0.85 0.24 0.84 0.22 0.85 0.21 0.86 0.20 0.86
17x17 0.22 0.85 0.23 0.84 0.24 0.83 0.23 0.84 0.22 0.85 0.22 0.85 0.24 0.83 0.22 0.86
18x18 0.22 0.85 0.21 0.86 0.23 0.84 0.22 0.85 0.22 0.85 0.22 0.85 0.23 0.84 0.22 0.85
19x19 0.21 0.86 0.23 0.85 0.23 0.84 0.20 0.87 0.23 0.84 0.23 0.84 0.24 0.82 0.23 0.85
20x20 0.23 0.83 0.23 0.83 0.24 0.82 0.22 0.84 0.23 0.84 0.22 0.84 0.22 0.85 0.23 0.84
21x21 0.23 0.83 0.23 0.83 0.22 0.84 0.22 0.84 0.23 0.84 0.24 0.83 0.21 0.84 0.21 0.85
Table 6.29: Comparison of performances of Feature combination 4 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.89 0.20 0.87 0.19 0.88 0.15 0.92 0.19 0.87 0.11 0.95 0.15 0.93 0.15 0.90
9x9 0.18 0.89 0.18 0.90 0.10 0.95 0.15 0.92 0.17 0.89 0.18 0.88 0.18 0.89 0.10 0.95
11x11 0.16 0.92 0.16 0.89 0.16 0.92 0.13 0.94 0.15 0.93 0.15 0.93 0.17 0.90 0.16 0.91
13x13 0.19 0.89 0.18 0.90 0.20 0.89 0.19 0.90 0.15 0.93 0.12 0.94 0.15 0.92 0.16 0.92
14x14 0.22 0.88 0.22 0.87 0.24 0.86 0.18 0.89 0.19 0.90 0.13 0.93 0.11 0.94 0.13 0.94
15x15 0.26 0.83 0.20 0.88 0.27 0.82 0.31 0.79 0.32 0.77 0.21 0.88 0.23 0.86 0.29 0.80
16x16 0.21 0.87 0.18 0.89 0.18 0.90 0.15 0.90 0.36 0.77 0.25 0.83 0.24 0.84 0.14 0.93
17x17 0.17 0.90 0.15 0.90 0.21 0.87 0.13 0.93 0.17 0.90 0.12 0.94 0.12 0.94 0.11 0.95
18x18 0.29 0.80 0.22 0.85 0.21 0.86 0.22 0.86 0.21 0.87 0.23 0.84 0.20 0.88 0.23 0.87
19x19 0.35 0.75 0.35 0.73 0.27 0.84 0.39 0.68 0.36 0.71 0.28 0.83 0.36 0.70 0.35 0.72
20x20 0.31 0.78 0.15 0.92 0.21 0.87 0.28 0.80 0.29 0.79 0.33 0.72 0.35 0.68 0.36 0.69
21x21 0.19 0.88 0.27 0.80 0.15 0.92 0.23 0.85 0.16 0.91 0.24 0.83 0.16 0.90 0.19 0.87
Table 6.30: Comparison of performances of Feature combination 4 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Feature combination 5 (proposed in Section 6.5 and given by Equation 6.47) is eval-
uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, Avenue
and UMN datasets for different patch sizes. Equal Error Rate and Area Under Curve
are reported. Results using GMM Classifier for this feature combination are summa-
rized in Tables 6.31 and 6.32 for Peds1 and Peds2 respectively. Results using GMM-
MRF Classifier for this feature combination are summarized in Tables 6.33 and 6.34
for Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.88 0.19 0.88 0.19 0.88
9x9 0.17 0.89 0.17 0.90 0.17 0.90 0.17 0.89 0.18 0.89 0.20 0.88 0.18 0.89 0.21 0.87
11x11 0.17 0.89 0.17 0.90 0.17 0.90 0.17 0.89 0.18 0.90 0.17 0.90 0.18 0.89 0.21 0.87
13x13 0.17 0.90 0.18 0.90 0.17 0.90 0.17 0.90 0.18 0.89 0.19 0.88 0.20 0.88 0.19 0.88
14x14 0.17 0.90 0.17 0.90 0.18 0.90 0.17 0.90 0.17 0.90 0.19 0.89 0.19 0.89 0.19 0.89
15x15 0.17 0.90 0.17 0.90 0.17 0.90 0.18 0.89 0.16 0.90 0.18 0.90 0.19 0.89 0.20 0.88
16x16 0.17 0.90 0.17 0.90 0.17 0.90 0.18 0.90 0.19 0.89 0.19 0.89 0.19 0.89 0.19 0.89
17x17 0.17 0.90 0.17 0.90 0.17 0.90 0.17 0.90 0.18 0.90 0.18 0.89 0.19 0.89 0.19 0.89
18x18 0.17 0.90 0.17 0.91 0.17 0.90 0.18 0.90 0.18 0.89 0.19 0.89 0.20 0.89 0.21 0.88
19x19 0.18 0.90 0.18 0.90 0.17 0.91 0.18 0.90 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89
20x20 0.17 0.90 0.17 0.90 0.18 0.89 0.17 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.17 0.89
21x21 0.17 0.90 0.18 0.90 0.18 0.90 0.17 0.90 0.17 0.89 0.18 0.89 0.19 0.89 0.18 0.89
Table 6.31: Comparison of performances of Feature combination 5 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.14 0.94 0.12 0.93 0.09 0.96 0.11 0.96 0.12 0.95 0.13 0.95 0.10 0.97 0.10 0.94
9x9 0.12 0.95 0.12 0.95 0.10 0.96 0.09 0.96 0.10 0.96 0.10 0.96 0.08 0.96 0.10 0.96
11x11 0.09 0.97 0.09 0.96 0.08 0.97 0.05 0.98 0.08 0.97 0.08 0.96 0.08 0.96 0.10 0.96
13x13 0.09 0.97 0.08 0.97 0.07 0.97 0.07 0.97 0.08 0.97 0.07 0.98 0.06 0.98 0.05 0.98
14x14 0.10 0.97 0.10 0.97 0.06 0.98 0.06 0.98 0.06 0.98 0.05 0.98 0.12 0.96 0.09 0.97
15x15 0.09 0.97 0.08 0.97 0.05 0.98 0.07 0.97 0.05 0.98 0.07 0.97 0.06 0.97 0.07 0.97
16x16 0.11 0.96 0.11 0.96 0.13 0.95 0.10 0.96 0.11 0.96 0.09 0.97 0.08 0.96 0.08 0.96
17x17 0.14 0.94 0.12 0.95 0.13 0.95 0.11 0.96 0.09 0.96 0.14 0.93 0.16 0.93 0.15 0.93
18x18 0.14 0.94 0.12 0.95 0.12 0.95 0.13 0.95 0.13 0.95 0.10 0.96 0.12 0.94 0.14 0.95
19x19 0.12 0.94 0.11 0.95 0.08 0.96 0.11 0.96 0.11 0.96 0.12 0.96 0.07 0.97 0.14 0.94
20x20 0.15 0.93 0.11 0.94 0.11 0.95 0.09 0.96 0.11 0.95 0.13 0.94 0.14 0.91 0.13 0.95
21x21 0.15 0.93 0.18 0.90 0.22 0.87 0.16 0.91 0.11 0.94 0.09 0.96 0.13 0.94 0.18 0.91
Table 6.32: Comparison of performances of Feature combination 5 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.88 0.19 0.88 0.20 0.88
9x9 0.18 0.89 0.17 0.90 0.17 0.90 0.17 0.89 0.17 0.89 0.18 0.88 0.19 0.89 0.18 0.88
11x11 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.90 0.18 0.89 0.18 0.89 0.19 0.89 0.19 0.88
13x13 0.18 0.89 0.17 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.88 0.19 0.88 0.20 0.88
14x14 0.18 0.89 0.17 0.90 0.17 0.89 0.17 0.89 0.18 0.88 0.18 0.88 0.18 0.88 0.18 0.88
15x15 0.18 0.89 0.17 0.90 0.18 0.89 0.17 0.89 0.17 0.89 0.18 0.88 0.16 0.90 0.18 0.89
16x16 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.89 0.18 0.89 0.18 0.89 0.17 0.89 0.20 0.88
17x17 0.18 0.89 0.18 0.89 0.18 0.89 0.18 0.89 0.19 0.89 0.19 0.89 0.19 0.88 0.18 0.89
18x18 0.19 0.88 0.19 0.89 0.18 0.89 0.18 0.89 0.20 0.87 0.18 0.89 0.19 0.88 0.19 0.88
19x19 0.18 0.89 0.20 0.89 0.18 0.89 0.19 0.89 0.20 0.87 0.20 0.87 0.19 0.88 0.20 0.87
20x20 0.20 0.87 0.20 0.89 0.19 0.88 0.20 0.88 0.20 0.87 0.20 0.87 0.19 0.87 0.20 0.87
21x21 0.20 0.87 0.18 0.89 0.20 0.87 0.20 0.87 0.19 0.87 0.19 0.88 0.20 0.87 0.20 0.87
Table 6.33: Comparison of performances of Feature combination 5 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
186
6.6
E
xperim
entalresults
Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.14 0.94 0.14 0.92 0.11 0.95 0.12 0.95 0.12 0.95 0.13 0.96 0.11 0.97 0.11 0.96
9x9 0.09 0.96 0.13 0.95 0.11 0.95 0.08 0.97 0.09 0.96 0.08 0.96 0.10 0.96 0.11 0.95
11x11 0.17 0.91 0.17 0.92 0.15 0.93 0.13 0.93 0.14 0.93 0.12 0.94 0.18 0.89 0.13 0.93
13x13 0.16 0.91 0.19 0.91 0.25 0.84 0.14 0.93 0.12 0.95 0.24 0.84 0.15 0.94 0.14 0.94
14x14 0.17 0.90 0.17 0.92 0.17 0.91 0.21 0.87 0.16 0.93 0.15 0.93 0.14 0.93 0.18 0.92
15x15 0.18 0.89 0.21 0.88 0.15 0.91 0.14 0.92 0.15 0.90 0.14 0.93 0.14 0.93 0.14 0.93
16x16 0.22 0.87 0.15 0.91 0.17 0.88 0.12 0.94 0.18 0.90 0.18 0.91 0.12 0.95 0.12 0.95
17x17 0.16 0.91 0.14 0.92 0.25 0.83 0.24 0.84 0.25 0.81 0.09 0.96 0.15 0.91 0.12 0.95
18x18 0.24 0.85 0.18 0.90 0.14 0.92 0.15 0.93 0.15 0.92 0.30 0.77 0.11 0.94 0.14 0.92
19x19 0.15 0.91 0.24 0.84 0.20 0.87 0.14 0.92 0.30 0.77 0.37 0.73 0.24 0.85 0.26 0.84
20x20 0.24 0.81 0.23 0.82 0.28 0.80 0.21 0.88 0.21 0.88 0.24 0.84 0.26 0.81 0.19 0.90
21x21 0.24 0.83 0.17 0.90 0.25 0.82 0.15 0.91 0.28 0.78 0.19 0.87 0.29 0.78 0.15 0.91
Table 6.34: Comparison of performances of Feature combination 5 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Feature combination 6 (proposed in Section 6.5 and given by Equation 6.43) is eval-
uated using GMM and GMM-MRF classifiers on UCSD Peds1,UCSD Peds2, Avenue
and UMN datasets for different patch sizes. Equal Error Rate and Area Under Curve
are reported. Results using GMM Classifier for this feature combination are summa-
rized in Tables 6.35 and 6.36 for Peds1 and Peds2 respectively. Results using GMM-
MRF Classifier for this feature combination are summarized in Tables 6.37 and 6.38
for Peds1 and Peds2 respectively.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.20 0.88 0.18 0.89 0.19 0.88 0.19 0.88 0.20 0.88 0.21 0.86 0.21 0.87 0.22 0.86
9x9 0.19 0.88 0.19 0.88 0.19 0.89 0.19 0.89 0.19 0.88 0.18 0.88 0.20 0.87 0.21 0.87
11x11 0.17 0.90 0.18 0.90 0.18 0.89 0.18 0.89 0.17 0.89 0.18 0.89 0.19 0.89 0.21 0.86
13x13 0.17 0.90 0.18 0.89 0.17 0.90 0.18 0.89 0.17 0.90 0.19 0.88 0.19 0.89 0.19 0.89
14x14 0.17 0.90 0.18 0.90 0.17 0.91 0.17 0.90 0.17 0.90 0.18 0.89 0.18 0.88 0.18 0.89
15x15 0.18 0.89 0.18 0.90 0.17 0.90 0.17 0.90 0.17 0.90 0.18 0.89 0.18 0.90 0.17 0.89
16x16 0.18 0.90 0.18 0.90 0.18 0.89 0.17 0.90 0.18 0.90 0.18 0.89 0.18 0.89 0.17 0.89
17x17 0.18 0.90 0.18 0.90 0.18 0.90 0.18 0.90 0.17 0.90 0.18 0.90 0.17 0.90 0.19 0.89
18x18 0.18 0.90 0.18 0.90 0.17 0.90 0.18 0.90 0.18 0.89 0.17 0.90 0.18 0.90 0.18 0.89
19x19 0.18 0.90 0.17 0.90 0.18 0.90 0.18 0.89 0.18 0.90 0.18 0.90 0.18 0.90 0.19 0.88
20x20 0.18 0.89 0.17 0.90 0.18 0.90 0.17 0.90 0.18 0.90 0.18 0.90 0.18 0.90 0.17 0.89
21x21 0.19 0.89 0.19 0.89 0.18 0.90 0.18 0.90 0.18 0.89 0.18 0.89 0.19 0.89 0.18 0.88
Table 6.35: Comparison of performances of Feature combination 6 with GMM model for different patch sizes on UCSD Ped1
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.15 0.93 0.13 0.94 0.13 0.93 0.12 0.94 0.11 0.94 0.15 0.94 0.13 0.94 0.12 0.94
9x9 0.13 0.94 0.11 0.95 0.11 0.95 0.11 0.95 0.10 0.96 0.13 0.95 0.14 0.94 0.11 0.95
11x11 0.12 0.94 0.11 0.95 0.12 0.93 0.09 0.96 0.13 0.94 0.10 0.95 0.10 0.96 0.12 0.95
13x13 0.13 0.94 0.11 0.95 0.09 0.96 0.09 0.96 0.08 0.97 0.07 0.97 0.09 0.96 0.13 0.94
14x14 0.15 0.94 0.11 0.96 0.09 0.96 0.07 0.96 0.06 0.97 0.10 0.96 0.08 0.96 0.08 0.96
15x15 0.11 0.96 0.11 0.95 0.07 0.97 0.09 0.96 0.08 0.96 0.11 0.95 0.12 0.94 0.10 0.95
16x16 0.12 0.94 0.10 0.95 0.09 0.96 0.11 0.95 0.15 0.93 0.20 0.88 0.15 0.93 0.11 0.94
17x17 0.12 0.94 0.12 0.95 0.10 0.95 0.11 0.95 0.11 0.94 0.13 0.93 0.11 0.95 0.13 0.92
18x18 0.14 0.94 0.09 0.96 0.12 0.94 0.13 0.94 0.09 0.96 0.12 0.94 0.12 0.95 0.14 0.92
19x19 0.21 0.89 0.24 0.87 0.11 0.95 0.15 0.93 0.13 0.94 0.18 0.90 0.13 0.94 0.12 0.94
20x20 0.18 0.91 0.24 0.86 0.26 0.84 0.16 0.91 0.17 0.90 0.22 0.87 0.16 0.92 0.16 0.91
21x21 0.18 0.91 0.17 0.91 0.25 0.85 0.25 0.87 0.23 0.88 0.20 0.88 0.21 0.89 0.21 0.88
Table 6.36: Comparison of performances of Feature combination 6 with GMM model for different patch sizes on UCSD Ped2
dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.22 0.85 0.22 0.85 0.18 0.88 0.18 0.88 0.19 0.88 0.20 0.87 0.20 0.87 0.20 0.87
9x9 0.20 0.87 0.21 0.86 0.22 0.85 0.20 0.88 0.20 0.88 0.20 0.88 0.21 0.86 0.19 0.88
11x11 0.23 0.84 0.25 0.83 0.24 0.84 0.21 0.87 0.20 0.87 0.20 0.88 0.21 0.86 0.19 0.88
13x13 0.19 0.88 0.22 0.85 0.22 0.85 0.22 0.86 0.23 0.84 0.20 0.88 0.23 0.84 0.22 0.86
14x14 0.23 0.83 0.23 0.84 0.21 0.86 0.22 0.85 0.23 0.84 0.22 0.86 0.22 0.85 0.21 0.87
15x15 0.23 0.84 0.23 0.84 0.24 0.83 0.23 0.84 0.24 0.83 0.23 0.85 0.21 0.86 0.22 0.85
16x16 0.23 0.84 0.24 0.84 0.22 0.84 0.22 0.85 0.23 0.84 0.21 0.85 0.22 0.86 0.24 0.84
17x17 0.21 0.86 0.23 0.85 0.23 0.85 0.22 0.85 0.22 0.85 0.22 0.86 0.21 0.86 0.23 0.84
18x18 0.22 0.85 0.23 0.84 0.23 0.83 0.24 0.83 0.23 0.83 0.23 0.83 0.23 0.83 0.22 0.85
19x19 0.24 0.84 0.22 0.86 0.23 0.84 0.22 0.85 0.23 0.85 0.24 0.83 0.24 0.84 0.23 0.85
20x20 0.22 0.84 0.24 0.83 0.24 0.82 0.23 0.84 0.22 0.84 0.23 0.83 0.23 0.83 0.22 0.84
21x21 0.23 0.84 0.21 0.85 0.23 0.83 0.23 0.83 0.23 0.83 0.22 0.84 0.22 0.83 0.22 0.85
Table 6.37: Comparison of performances of Feature combination 6 with GMM-MRF model for different patch sizes on UCSD
Ped1 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Temporal Patch Sizes
7 9 11 13 15 17 19 21
Spatial Patch Sizes EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC EER AUC
7x7 0.21 0.88 0.18 0.89 0.21 0.86 0.17 0.89 0.14 0.93 0.14 0.93 0.16 0.92 0.15 0.92
9x9 0.21 0.87 0.17 0.91 0.18 0.90 0.15 0.91 0.13 0.93 0.13 0.94 0.15 0.91 0.14 0.94
11x11 0.18 0.89 0.22 0.86 0.18 0.89 0.18 0.88 0.14 0.93 0.15 0.92 0.18 0.90 0.14 0.93
13x13 0.18 0.90 0.20 0.88 0.19 0.89 0.19 0.89 0.18 0.89 0.18 0.89 0.18 0.90 0.17 0.91
14x14 0.20 0.90 0.19 0.88 0.25 0.84 0.14 0.93 0.17 0.91 0.15 0.93 0.15 0.92 0.25 0.83
15x15 0.22 0.86 0.22 0.87 0.24 0.86 0.24 0.86 0.31 0.77 0.20 0.87 0.18 0.90 0.23 0.84
16x16 0.15 0.93 0.16 0.91 0.15 0.92 0.21 0.86 0.23 0.85 0.11 0.94 0.14 0.93 0.17 0.92
17x17 0.21 0.88 0.18 0.90 0.14 0.93 0.13 0.93 0.12 0.95 0.10 0.95 0.11 0.95 0.12 0.95
18x18 0.22 0.85 0.32 0.74 0.27 0.81 0.17 0.89 0.15 0.91 0.16 0.92 0.22 0.88 0.15 0.92
19x19 0.17 0.90 0.31 0.75 0.22 0.86 0.34 0.70 0.26 0.78 0.19 0.90 0.31 0.74 0.34 0.74
20x20 0.27 0.77 0.25 0.83 0.26 0.80 0.30 0.74 0.23 0.84 0.32 0.71 0.30 0.72 0.30 0.78
21x21 0.31 0.79 0.31 0.79 0.26 0.80 0.24 0.84 0.23 0.81 0.17 0.87 0.19 0.88 0.24 0.81
Table 6.38: Comparison of performances of Feature combination 6 with GMM-MRF model for different patch sizes on UCSD
Ped2 dataset, EER stands for Equal Error Rate (given in fractions) and AUC stands for Area Under Curve.
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Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
UCSD Ped1 Dataset are shown in Figures 6.4 and 6.5 respectively.
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Figure 6.4: ROC curves of UCSD Ped1 of different feature combinations with GMM.
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Figure 6.5: ROC curves of UCSD Ped1 of different feature combinations with GMM-
MRF.
Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
UCSD Ped2 Dataset are shown in Figures 6.6 and 6.7 respectively.
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Figure 6.6: ROC curves of UCSD Ped2 of different feature combinations with GMM.
196 6.6 Experimental results
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False positive rate
Tr
ue
 p
os
itiv
e 
ra
te
Results of Feature Combinations for the UCSD Peds2 dataset with MRF
 
 
Feature Combination 1
Feature Combination 2
Feature Combination 3
Feature Combination 4
Feature Combination 5
Feature Combination 6
Figure 6.7: ROC curves of UCSD Ped2 of different feature combinations with GMM-
MRF.
Results on the avenue dataset for GMM and GMM-MRF classifier are shown in Table
6.39. Here, only the Equal Error Rate and Area Under Curve of the best performing
patch configuration is reported for the Feature Combinations 1,2,3,4,5 and 6. From
the results, It can be seen that the Feature Combination 4 gives better performance
for the GMM classifier and Feature Combination 5 gives better performance for the
GMM-MRF classifier.
Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
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Features EER AUC CONFIG EER AUC CONFIG
(GMM) (GMM-MRF)
Feature Combination 1 0.27 0.78 13x13x16 0.28 0.77 7x7x11
Feature Combination 2 0.25 0.79 7x7x11 0.25 0.79 7x7x11
Feature Combination 3 0.28 0.78 5x5x16 0.27 0.78 5x5x11
Feature Combination 4 0.20 0.85 9x9x11 0.24 0.85 13x13x16
Feature Combination 5 0.23 0.82 9x9x21 0.20 0.88 5x5x6
Feature Combination 6 0.21 0.84 11x11x21 0.21 0.85 11x11x21
Table 6.39: Comparison of the different feature combinations with models GMM and
GMM-MRF on Avenue Dataset. Equal Error Rate (given in fractions) (EER), area
under the curve (AUC) and the corresponding patch-sizes (XxYxT) are reported.
Avenue Dataset are shown in Figures 6.8 and 6.9 respectively.
198 6.6 Experimental results
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False positive rate
Tr
ue
 p
os
itiv
e 
ra
te
Results of Feature Combinations for the Avenue dataset with GMM
 
 
Feature Combination 1
Feature Combination 2
Feature Combination 3
Feature Combination 4
Feature Combination 5
Feature Combination 6
Figure 6.8: ROC curves of Avenue Dataset of different feature combinations with
GMM.
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Figure 6.9: ROC curves of Avenue Dataset of different feature combinations with
GMM-MRF.
Results on the umn dataset view 01 for GMM and GMM-MRF classifier are shown in
Table 6.40. Here, only the Equal Error Rate and Area Under Curve of the best perform-
ing patch configuration is reported for the Feature Combinations 1,3,4,5 and 6. From
the results, It can be seen that the Feature Combination 4 gives better performance for
the both GMM and GMM-MRF classifiers.
Results on the umn dataset view 02 for GMM and GMM-MRF classifier are shown
in Table 6.41. Here only the Equal Error Rate and Area Under Curve of the best
performing patch configuration is reported for the Feature Combinations 1,3,4,5 and
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Features EER AUC CONFIG EER AUC CONFIG
(GMM) (GMM-MRF)
Feature Combination 1 0.00 1.00 9x9x21 0.03 0.99 5x5x6
Feature Combination 3 0.00 1.00 9x9x21 0.06 0.96 5x5x6
Feature Combination 4 0.00 1.00 15x15x21 0.02 0.99 5x5x21
Feature Combination 5 0.00 1.00 11x11x21 0.03 0.99 5x5x21
Feature Combination 6 0.01 1.00 9x9x21 0.09 0.95 5x5x21
Table 6.40: Comparison of the different feature combinations with models GMM and
GMM-MRF on View 1 of UMN Dataset. Equal Error Rate (given in fractions) (EER),
area under the curve (AUC) and the corresponding patch-sizes (XxYxT) are reported.
Features EER AUC CONFIG EER AUC CONFIG
(GMM) (GMM-MRF)
Feature Combination 1 0.05 0.98 15x15x21 0.08 0.97 7x7x21
Feature Combination 3 0.05 0.98 13x13x21 0.07 0.97 7x7x21
Feature Combination 4 0.06 0.98 5x5x21 0.07 0.97 5x5x21
Feature Combination 5 0.03 0.99 9x9x21 0.05 0.98 7x7x21
Feature Combination 6 0.05 0.98 11x11x21 0.11 0.95 5x5x21
Table 6.41: Comparison of the different feature combinations with models GMM and
GMM-MRF on View 2 of UMN Dataset. Equal Error Rate (given in fractions) (EER),
area under the curve (AUC) and the corresponding patch-sizes (XxYxT) are reported.
6. It can be seen that the Feature Combination 5 gives better performance for the both
GMM and GMM-MRF classifiers.
Results on the umn dataset view 03 for GMM and GMM-MRF classifier are shown
in Table 6.42. Here only the Equal Error Rate and Area Under Curve of the best per-
forming patch configuration is reported for the Feature Combinations 1,3,4,5 and 6.
From the results, It can be seen that the Feature Combination 1 and 3 give better per-
formance for the GMM classifier and Feature Combination 5 gives better performance
for the GMM-MRF classifier.
Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
UMN Dataset View 01 are shown in Figures 6.10 and 6.11 respectively.
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Features EER AUC CONFIG EER AUC CONFIG
(GMM) (GMM-MRF)
Feature Combination 1 0.04 0.97 9x9x21 0.09 0.96 5x5x21
Feature Combination 3 0.04 0.97 11x11x21 0.09 0.96 5x5x6
Feature Combination 4 0.08 0.98 9x9x21 0.11 0.95 5x5x21
Feature Combination 5 0.05 0.98 5x5x21 0.05 0.99 5x5x21
Feature Combination 6 0.09 0.98 13x13x21 0.13 0.90 9x9x11
Table 6.42: Comparison of the different feature combinations with models GMM and
GMM-MRF on View 3 of UMN Dataset. Equal Error Rate (given in fractions) (EER),
area under the curve (AUC) and the corresponding patch-sizes (XxYxT) are reported.
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Figure 6.10: ROC curves of UMN Dataset View 01 of different feature combinations
with GMM.
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Figure 6.11: ROC curves of UMN Dataset View 01 of different feature combinations
with GMM-MRF.
Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
UMN Dataset View 02 are shown in Figures 6.12 and 6.13 respectively.
204 6.6 Experimental results
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
False positive rate
Tr
ue
 p
os
itiv
e 
ra
te
Results of Feature Combinations for the UMN dataset − View 2 with GMM
 
 
Feature Combination 1
Feature Combination 3
Feature Combination 4
Feature Combination 5
Feature Combination 6
Figure 6.12: ROC curves of UMN Dataset View 02 of different feature combinations
with GMM.
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Figure 6.13: ROC curves of UMN Dataset View 02 of different feature combinations
with GMM-MRF.
Region of convergence (ROC) curves of the best performing configurations of the re-
spective feature combinations with GMM classifier and GMM-MRF classifier for the
UMN Dataset View 03 are shown in Figures 6.14 and 6.15 respectively.
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Figure 6.14: ROC curves of UMN Dataset View 03 of different feature combinations
with GMM.
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Figure 6.15: ROC curves of UMN Dataset View 03 of different feature combinations
with GMM-MRF.
6.6.3 Results on Best Performing Feature Combination
In this sub-section, we describe the best performing feature combination based on
the analysis done in Section 6.6.2. Feature Combination 5, which contains Optical
Acceleration, Histogram of Optical Flow Gradients, Raw Optical Flow Vectors and
Location features gives better performance in general for Ped1 and Peds2 datasets
with GMM and GMM-MRF classifiers. So we use the best results from this feature
combination to compare the performances of the GMM and GMM-MRF classifiers
as well as with the other state-of-the-art methods on UCSD Peds1 and UCSD Peds2
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datasets.
The better performing dimensions of the spatio-temporal cuboids are 11x11 spatially
and 13 temporally for the Ped2 dataset with GMM classifier, 9x9 spatially and 13
temporally for the Ped2 dataset with GMM-MRF classifier. While it is 15x15 spatially
and 15 temporally for the Ped1 dataset with GMM classifier and 15x15 spatially and
20 temporally for the Ped1 dataset with GMM-MRF classifier. Dimensions reported
here are based on the best results among the several configurations tested during the
experiments for this Feature Combination 5.
Table 6.43 shows the equal error rate and area under the curve obtained for both clas-
sifiers for the Ped1 and Ped2 dataset, and examples of detected anomalies are shown
in Figure 6.16. Examples of the detected anomalies on the avenue dataset are shown
in Figure 6.18 and 6.19. Examples of the detected anomalies on the umn dataset are
shown in Figure 6.20, 6.21 and 6.22 for view one, two and three respectively. From
the best results, it can be seen that for the ped1 dataset, using the MRF with the GMM
gives better performance compared to using the GMM alone, whereas for the Ped2
dataset, using the MRF with the GMM doesn’t give the same improvement compared
to using the GMM alone. This lack of performance in ped2 can be attributed to the
lack of training data for the ped2 dataset, which causes incompleteness in estimating
the co-occurrence statistics of the MRF network.
Furthermore, ranks of both the GMM and the GMM-MRF classifier scores are calcu-
lated and the addition of these ranks is used to create a combined classifier. The equal
error rate and the area under the curve are reported for this classifier, and shown in Ta-
ble 6.43. ROC curves for our proposed approach for both the Ped1 and Peds2 datasets
are shown in Figure 6.17. This proposed approach outperforms all the state-of-the art
approaches for the Ped2 dataset, and narrowly beats the best performing state of the art
approach [115] for the Ped1 dataset at the time of the publication of this work.
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System EER AUC EER AUC
(Ped1) (Ped2)
GMM 0.165 0.903 0.544 0.979
GMM-MRF 0.160 0.891 0.780 0.966
Combined 0.149 0.908 0.489 0.979
Roshtkhari et al [115] 0.150 - - -
Ryan et al [117] 0.231 0.838 0.127 0.939
Reddy et al [112] 0.225 - 0.200 -
Mahadevan et al [87] 0.250 - 0.250 -
Table 6.43: Comparison of the proposed classifiers with state of the art on the UCSD
Ped1 and Ped2 datasets [87]. Equal error rate (EER, given in fractions) and area under
the curve (AUC) are reported.
(a) Vehicle is detected (b) Bicycle is detected
(c) Bicycle with low-speed is detected (d) Bicycle and skateboarder are detected.
Figure 6.16: Detected anomalies
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Figure 6.17: ROC curves of Ped1 and Ped2 datasets obtained by our proposed method.
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(a) (b)
(c) (d)
(e) (f)
Figure 6.18: Bag Throwing Detection Results on Avenue Dataset using our proposed
algorithms
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(a) (b)
(c) (d)
(e) (f)
Figure 6.19: Motion related and Wrong direction detection Results on Avenue Dataset
using our proposed algorithms
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(a) (b)
(c) (d)
(e) (f)
Figure 6.20: Crowd Escape Anomaly detection Results on UMN Dataset - View 01
using our proposed algorithms
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(a) (b)
(c) (d)
(e) (f)
Figure 6.21: Crowd Escape Anomaly detection Results on UMN Dataset - View 02
using our proposed algorithms
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(a) (b)
(c) (d)
(e) (f)
Figure 6.22: Crowd Escape Anomaly detection Results on UMN Dataset - View 03
using our proposed algorithms
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6.7 Chapter Summary
In this chapter, We proposed a GMM based Markov random field approach for ab-
normal event detection, which accounts for the spatial causality of motion patterns in
the scene, enhancing the performance of the GMM based abnormal event detection
framework. Furthermore, we proposed three new features, optical acceleration, his-
togram of optical flow gradients and histogram of optical flow magnitude gradients,
to extract information about the temporal and spatial variations of the optical flow re-
spectively. We comprehensively evaluated the proposed features individually and in
combinations. Finally better feature combination is chosen for the comparison. Both
the traditional GMM and proposed GMM-MRF classifiers are combined by adding
their ranks to create a new combined classifier, which clearly outperforms all state-
of-the-art approaches for the Ped2 dataset with an EER of 4.89 %, while also slightly
outperforming the best state-of-the-art approach for the Ped1 dataset [115] with an
EER of 14.90 % at the time of the publication of this work.
Chapter 7
Discriminative Approaches to The
Abnormal Event Detection Problem
7.1 Introduction
In this chapter, we propose two discriminative approaches to the problem of abnormal
event detection. In this thesis, all other proposed approaches described in Chapters
4 and 6 are generative unsupervised modeling techniques. In this chapter, we adapt
a different discriminative technique to model the training data and the relationships
among them in spatial direction. This approach is a two-class classification approach,
which is a supervised algorithm and it requires samples from the abnormal class as
well. First, a general conditional random field approach is used to train the model in a
grid-like fashion where the localized abnormal event labels are used to train the model.
In another approach, a Hidden conditional Random Field (HCRF) approach is used to
train the model in the same grid-like fashion, where the frame level labels are used to
train the model.
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The remainder of this chapter is structured as follows: Section 7.2 summarises re-
lated work in this field; Section 7.3 describes the feature representation; Section 7.4
describes the proposed models; Section 7.5 provides details about the experimental set-
up, Section 7.6 presents experimental results; and Section 7.7 summarizes this chapter.
7.2 Related work
Conditional Random Field is one of the popular structure learning method which has
been extensively used in the fields of Machine Learning and Computer Vision. Nat-
ural language processing, Text mining, Object Classification, Object Recognition and
Object Segmentation, and Video Segmentation are a few examples to mention.
Sha and Pereira proposed CRF for the problem for segmenting noun phrases for text
in a big scale [126]. Thereafter, Linear chain conditional random fields have become
popular in the area of natural language processing and many researchers have used
CRF for different kinds of natural language processing problems.
In the field of computer vision, conditional random field methods have been used for
the task of object labeling and segmentation. Kumar et al. [70] and He et al. [52] used
CRFs in a grid-shape for their tasks of labeling and segmentation of images. Mean-
while, Quattoni et al. proposed CRFs for object recognition, using a tree-structured
CRF, where characteristic parts of the objects are meant to be represented by the hid-
den states of the hidden conditional random field model.
Wang et al. [142] proposed hidden conditional random fields for the problem of hu-
man action recognition in video sequences, where they modeled human action as a
global root template and a constellation of several parts; the parts are denoted by the
hidden states of the proposed hidden conditional random field. They used max-margin
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approach for the model learning and to estimate the model parameters. Further, Hid-
den conditional random field has been extensively used for the applications of human
gesture recognition. Wang et al. [141] proposed a dynamic conditional random field
approach for the problem of foreground and shadow segmentation. In a similar line
of research, Pecot et al. [103] used a conditional random field approach for the back-
ground estimation problem.
A similar technology to the one-class svm technique for structured learning is proposed
by Song et al. [128]. They named it One class conditional random field; this uses the
max margin approach to learn the parameters of the conditional random field. Further,
In the abnormal event detection domain, Li et al [77] proposed a Conditional Random
Field technique to combine their spatial and temporal anomaly scores, obtained across
multiple spatial scales, to ensure consistency in the localized anomaly labeling.
7.3 Feature Representation
Unlike the generative models proposed in the previous chapters, this Conditional Ran-
dom Field can accommodate high dimensional feature vectors. Features are extracted
from spatio-temporal cubes for spatial grid like structures and from spatial cells for
the temporal sequences. Raw optical flow vectors are used to derive different feature
representations for the CRF model. Node or Unary features of the CRF model can be
used in two forms and are explained below
1. Histogram of optical flow features are created for spatio-temporal cuboids for
different bin sizes and different scales.
2. Anomaly scores for different scale of patch sizes obtained from the Gaussian
mixture model are used as features
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In this proposed method, histogram of optical flow features are used as unary features.
Pairwise features which capture the similarity between the adjacent spatial and tempo-
ral locations are derived from different histogram distances of the unary features of the
adjacent nodes in consideration
7.4 Conditional Random Field Approaches
In this section, we formulate the problem of abnormal event detection as a two class
problem, where both normal and abnormal data are used to train the versions of the
conditional random field models in a supervised fashion.
7.4.1 General Conditional Random Field
A general version of the conditional random field approach is applied in a grid-like
fashion (
p
G x
p
G grid is formed). Let X = fx1; x2; :::; xGg be the feature vectors
extracted from the spatial grid and Y = fy1; y2; :::; yGg be the corresponding labels.
Then the probability of the label sequence conditioned on the data is given by,
P (Y jX; ; ) = 1
Z(X)
exp
n GX
i=1
Tf(yi; xi) +
X
(i;j)2N
Tg(yi; yj; xi; xj)
o
: (7.1)
where f(yi; xi) is the node feature, g(yi; yj; xi; xj) is the pairwise feature, and  and 
are their respective parameters. N defines the spatial (horizontal and vertical) neigh-
bourhoods of all the tiles in the grid sequence andG denotes the number of tiles (nodes)
in the grid.
7.4 Conditional Random Field Approaches 221
where Z(x) is the partition function and is given by,
Z(X) =
X
8(y1;y2;:::;yG)
exp
n GX
i=1
Tf(yi; xi) +
X
(i;j)2N
Tg(yi; yj; xi; xj)
o
: (7.2)
Parameter Estimation
Parameters are calculated by maximizing the likelihood of the training data over the
parameters. In this work we use the LBFGS method, which itself uses the gradient de-
cent technique to calculate the parameters. Further loopy belief propagation algorithm
is used to compute the marginal probabilities that are required to compute the model
parameters.
Gradient of the log likelihood function with respect to  is given by,
@L
@
=
X
i
f(yi; xi) 
X
yi;i
p(yijX)f(yi; xi): (7.3)
Similarly, the gradient of the likelihood function with respect to  is given by,
@L
@
=
X
(i;j)2N
g(yi; yj; xi; xj) 
X
yi;yj ;(i;j)2N
p(yi; yjjX)g(yi; yj; xi; xj): (7.4)
7.4.2 Hidden Conditional Random Field
A Hidden conditional random field approach is applied in a grid-like fashion (
p
G x
p
G grid is formed). LetX = fx1; x2; :::; xGg be the feature vectors extracted from the
spatial grid and H = fh1; h2; :::; hGg be the corresponding hidden states of the spatial
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grid and Y be the corresponding frame level label of the grid. Then the probability of
the label of the sequence conditioned on the data is given by Equation 7.5.
where f(hi; xi) is the node feature, g(y; hi; hj; xi; xj) is the pairwise feature, e(y; hi)
is the label edge feature and ,  and  are their respective parameters. N defines the
spatial (horizontal and vertical) neighbourhoods of all the tiles in the grid sequence.
where Z(x) is the partition function and is given by Equation 7.6.
7.4
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P (Y jX; ; ) = 1
Z(X)
exp
n GX
i=1
Tf(hi; xi) +
X
(i;j)2N
Tg(y; hi; hj; xi; xj) +
GX
i=1
T e(y; hi)
o
(7.5)
Z(X) =
X
8(y)
X
8(h1;h2;:::;hG)
exp
n GX
i=1
Tf(hi; xi) +
X
(i;j)2N
Tg(y; hi; hj; xi; xj) +
GX
i=1
T e(y; hi)
o
(7.6)
@L
@
=
X
(i;j)2N;hi;hj
p(hi; hjjy;X)g(y; hi; hj; xi; xj) 
X
y0;(i;j)2N;hi;hj
p(y0; hi; hjjX)g(y0; hi; hj; xi; xj) (7.7)
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Parameter Estimation
Parameters are calculated by maximizing the likelihood of the training data over the
parameters. In this work, we use LBFGS method, which itself uses the gradient decent
technique to calculate the parameters. Further loopy belief propagation algorithm is
used to compute the marginal probabilities that are required to compute the model
parameters.
Gradient of the log likelihood function with respect to  is given by,
@L
@
=
X
i;hi
p(hijy;X)f(hi; xi) 
X
y0;i;hi
p(y0; hijX)f(hi; xi): (7.8)
Similarly gradient of the likelihood function with respect to  is given by Equation 7.7.
Gradient of the likelihood function with respect to  is given by,
@L
@
=
X
i;hi
p(hijy;X)e(hi; y) 
X
y0;i;hi
p(y0; hijX)e(hi; y): (7.9)
7.5 Experimental Set-up
We use the UCSD Ped1 dataset to evaluate the proposed Conditional Random Field and
Hidden Conditional Random Field Approaches. Thirty-six of the testing sequences are
divided into three portions. Initially the first portion is used for the training and the
other two are used for testing, This is repeated two times such that second and third
portions are used to train the models in turn [77]. Equal Error Rate and Area Under
Curve are obtained by combining the outputs over the three sets of evaluations.
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For the general conditional random field approach, localized annotated data is used to
train the model, whereas for the hidden conditional random field, frame level labels
are used to train the model. In our experiments, we use the single scale representation
(both spatial and temporal wise) of the histogram of optical flow with four bins as
our node feature. For the pairwise feature we used the Chi-Square distance of the
histogram of the optical flow feature of the adjacent nodes creating the particular edge.
7.6 Results
Results for the UCSD dataset on the proposed conditional random field and hidden
conditional random field techniques are given in Table 7.1. Further ROC curves for
these CRF and HCRF classifiers are shown in Figures 7.1 and 7.2. From the results, it
can be seen that CRF slightly performs better than the HCRF. More localized anomaly
labels used in training the CRF model can be the reason for the better performance.
It can also be further noted that performance of these discriminative classifiers lack in
performance when compared to the other proposed generative classifiers of this thesis.
This may be due to the lack of discriminative training data. One possible way to
overcome this issue can be using anomaly scores from generative classifiers as features
for these discriminative models.
Further it is noted that training the conditional random field models (both the general
and with hidden states) for an unconstrained video data is a complex task in-terms
of memory and processing time. In this work, LBFGS technique and loopy belief
propagation is used during every step of the training process. Further Loopy belief
propagation algorithm is run on multiple iterations for every sequence during the ev-
ery iteration of the LBFGS method. These factors result in the requirement of more
computational resources. Therefore in the future, with more resources, We can try
using feature vectors extracted from cuboids of multi-scale sizes to provide more rich
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System EER AUC
CRF 0.2604 0.8190
HCRF 0.2780 0.8085
Table 7.1: Results of the CRF and HCRF classifiers on the UCSD Ped1 dataset. Equal
error rate (EER, given in fractions) and area under the curve (AUC) are reported.
information to the models.
To enhance the performance of the proposed discriminative approaches, in addition to
the feature level improvements, the popular max-margin technique can be used as a
replacement for the maximum likelihood technique to train the model in the future.
Further, the sequence type, that is chosen (grid-like) in this method, might have con-
tributed to the lack of performance and different sequence types will be tried in the
future as well to enhance the performance.
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Figure 7.1: ROC curve of CRF classifier on UCSD Ped1 Dataset.
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Figure 7.2: ROC curve of HCRF classifier on UCSD Ped1 Dataset.
7.7 Chapter Summary
In this chapter we proposed two discriminative approaches to the problem of abnormal
event detection. We adapt a different discriminative technique to model the training
data and the relationship among them in spatial direction. This approach is a two class
classification approach which is a supervised algorithm and it requires samples from
abnormal class as well. First a general conditional random field approach is used to
train the model in a grid like fashion where the localized abnormal event labels are
used to train the model. In another approach, a Hidden conditional Random Field
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approach is used to train the model in the same grid-like fashion. From the results, it
can be seen that CRF slightly performs better than the HCRF. It was also noted that
performance of these discriminative classifiers lack in performance when compared
to the other proposed generative classifiers of this thesis. Furthermore, the ways, to
enhance the performance of these proposed techniques in the future also discussed.

Chapter 8
Application Study - Detection of
Anomalous Activities in Rail
Level-Crossings
8.1 Introduction
As per the information provided by the The Rail Industry Safety and Standards Board
(RISSB) of Australia, roads intersect the railway lines at more than twenty three thou-
sand, five hundred locations and these locations are referred as Rail Level Crossings
[110]. There are about one hundred incidents that happen annually at level crossings
resulting in approximately thirty-seven deaths per year [110].
Therefore, pedestrian safety is of paramount importance to the rail industry and one of
the biggest sources of risk for pedestrians, road and rail users alike are the rail level
crossings. The continued impact and resulting human, financial, and other economic
costs associated with rail level crossing incidents have driven various organizations
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to direct more effort to reduce the number of incidents. However, despite the invest-
ment and motivation to improve safety, most analysis conducted to date continues to
reveal that errors or violations on the part of the road user or pedestrian are the largest
contributor to level crossing incidents.
In this chapter, we discuss how the better performing proposed techniques in this PhD
thesis can be applied to the problem of detection of anomalous activities in rail level-
crossings. The remainder of this section is structured as follows : Section 8.2 describes
the related work in this area, Section 8.4 gives details about the dataset specification
and experimental setup, Section 8.5 explains the training phase, Section 8.6 describes
the feature extraction process, Section 8.7 explains the testing phase, Section 8.8 dis-
cusses the results and Section 8.9 summarizes this chapter.
8.2 Related work
An incident between a train and a pedestrian will mostly result in a fatal casualty
[43]. There has been much effort directed at reducing collisions between trains and
pedestrians. In a normal setting, a rail level crossing is protected by either passive
warning devices or active control devices [43]. Signs and markings are examples for
passive warning devices where as signals and gates are considered as active control
devices [43].
Much research has been done in the past to identify the causes of risky pedestrian
behaviors and how that can be circumvented. Jeng et al. found that traffic control
devices, such as signals near the level crossing, can confuse drivers and eventually
may lead to collisions [59]. Their study suggested that this must be taken care of as
this is also a factor contributing to rail level crossing incidents. Wallace et al have
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mentioned that pedestrians being unaware of penalties incurred due to their illegal
crossings at the level crossings can be a significant contributor to level crossing
incidents. Their finding is supported by a study where half of the people who were
surveyed, reported that they were unaware of the fact that it is illegal to cross on a
level crossing while a moving train is in the vicinity [1].
Apart from the above limited psychological-based research studies, there are very few
studies which involve intelligent surveillance systems using computer vision technolo-
gies. Fakhfakh et al. proposed a method called moving object detection using a back-
ground subtraction technique to detect any objects present at a rail level crossing [36].
As their background modeling technique uses color information, there is no clear in-
formation given on how it can be used for gray scale videos. Further, this method needs
a region of interest to be given prior to detecting the presence of moving objects as the
camera mounted on a rail level crossing may cover a wide area beyond the level cross-
ing. Foresti [40] has proposed a system called ”A Real-Time System for Video Surveil-
lance”, which enables the automated monitoring of outdoor environments. They have
chosen a rail level-crossing site to test their system. As their method involves object
detection, localization and tracking, Its performance will suffer in densely crowded
scenarios.
8.3 Detection of anomalous activities in rail level-
crossings
Proposed models in this thesis can be used to model the pedestrian activities in a rail
level crossing. Temporal causalities and spatial causalities both can be captured by the
developed models. Models can be trained by the video footage containing the normal
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activities of pedestrians; during the real time monitoring of the surveillance video,
outliers of the learned models will be detected as anomalies.
In a railway level crossing there can be two main contexts relating to pedestrian
activities and trains. They are time period during the arrival of the train and the rest of
the time period. During the arrival of the train, rail gates are closed and people are not
supposed to move through the level crossings. So in that context, the presence of any
human object should be detected as an anomaly. Using our developed models, a spatial
anomaly can be detected and located in the scene. During the second context that is
rest of the time period where trains are not supposed to arrive and gates are opened so
that pedestrians can cross the track, anomalies can be person running, person falling
and presence of other abnormal objects such as bicycles. Using our developed models,
a person running on the crossing, where people walking is the normal activity, can
be detected as a speed violation anomaly. The presence of any unusual object in the
scene can also be detected as an anomaly (if that object is considered as an anomaly
and not present in the normal training data). Context can be switched based on the
traffic signals i.e First context can be enabled with the arrival of the trains and the
other context can be set as the default.
8.4 Dataset Specification and Experimental Setup
Video footage : 2 clips, each of duration 15 minutes
Frame rate : 25 frames per second
Frame Dimensions : Width - 720 Height - 576
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 Video frames belonging to the period of the closure of the level-crossing gates
are extracted from both clips.
 Context of anomaly : People are crossing the level crossing while the gates
are closed (This is considered as an illegal behavior as they are supposed to
stay behind the gate bars during this period). This problem is formulated as
the detection of human access in the restricted areas, where the spaces which
contains the railway tracks (in between the gate bars of both sides) i.e., the level
crossings, are considered as restricted areas.
 Extracted video frames are divided into two groups; the first one contains the
normal activities (where people are moving behind the gates but no-one crosses
the level-crossing) and the second one contains abnormal activities (pedestrians,
cyclists crossing the level crossing).
 Gates are closed and opened multiple times during the 30 minute period of video
thus there are multiple sequences of extracted frames during different time peri-
ods of gate closure(within the 30 minutes).
 Decomposition of video frames
Total number of frames that contain normal activities : 17450 (698 seconds)
Total number of frames that contain abnormal activities : 2101 (84 seconds)
(Due to the memory intensive nature of this process, these frames are divided
into shorter clips each containing 500 frames approximately and the continuity
of the frames with time remains unaltered)
 Frames used for Training
Number of video frames that contain normal activities : 14713
 Frames used for Testing
Number of video frames that contain normal activities : 2737
Number of video frames that contain abnormal activities : 2101
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8.5 Training Phase
Unsupervised learning method is used to train the Gaussian Mixture Model, which
models the normal motion patterns of the entities (pedestrians and vehicles) with the
location of occurrence of those motion patterns, i.e. joint distribution of the motion
features and location features. Features are extracted from the training video footage,
which contains only the normal activities. Further co-occurrence statistics are learned
for our proposed GMM-MRF classifier as well.
8.6 Feature Extraction
Low level features are extracted at pixel level. To represent the motion information,
optical flow features are extracted for each pixel in a frame. Extracted features are
finally encoded in Spatio Temporal Volume (STV) fashion, where certain amount of
consecutive frames are bundled (twenty in this case) to create non-overlapping (in
both spatial and temporal dimensions) STVs. Optical flow features of all pixels inside
an STV is summed up to create a two-dimensional motion vector (consisting of both
vertical and horizontal flow components of the flow) for that particular STV. Spatial
centre coordinates of these Spatio-Temporal Volumes, i.e. (x,y) are used as location
features. The dimension of the spatio-temporal cuboid for this case are chosen as 7x7
spatially and 20 temporally.
8.7 Testing Phase
In this phase, classification of new videos as normal or abnormal is done. Abnormal
frames and portion of the normal frames (apart from the frame used for training, num-
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System EER AUC
GMM 0.1592 0.9092
GMM-MRF 0.1745 0.9128
Semi-2D X-HMM 0.4078 0.6805
Semi-2D Y-HMM 0.3656 0.7177
Table 8.1: Results of the GMM, GMM-MRF and Semi-2D HMM classifiers on the
rail-level crossing dataset. Equal error rate (EER, given in fractions) and area under
the curve (AUC) are reported.
bers are mentioned above) are used in the classification process. Likelihood values are
calculated for each incoming frame. The ground truth of the frames is annotated man-
ually. Based on the ground truth and calculated likelihood values, Equal Error Rate
and Area under Curve are reported for the testing frames.
8.8 Results
Results for the rail level crossing footage on our proposed techniques are given in Table
8.1 ROC curves for the GMM, GMM-MRF, Semi-2D HMM classifiers are shown in
Figures 8.1, 8.2 and 8.3 respectively. Abnormal events detected using the algorithms
proposed in this thesis are shown in Figure 8.4 and the false alarms are shown in Figure
8.5.
The reason for the false alarm is mainly due to the scarcity of the training data. The
motion patterns detected as anomalies in the testing video have not been observed
in the training video footage (bicycle and motorbike are going away from the level
crossing, which is actually a new behavior compared to the activities in the normal
video, where vehicles used to come towards the level crossing and stop in front of the
gates). So the learned model sees these patterns as new and produces less likelihood.
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Figure 8.1: ROC curve of GMM classifier on Rail Level Crossing Dataset.
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Figure 8.2: ROC curve of GMM-MRF classifier on Rail Level Crossing Dataset.
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Figure 8.3: ROC curve of Semi-2D HMM classifier on Rail Level Crossing Dataset.
8.9 Chapter Summary
In this chapter, how the proposed techniques in this PhD thesis can be applied to the
problem of detection of anomalous activities in rail level-crossings was discussed. A
detailed description of the rail level crossing dataset was also provided. Further Equal
error rate and Area Under Curve of the ROC curves of the GMM and GMM-MRF
classifiers are reported for the rail level crossing dataset. Some detection results are
also provided, with detailed reasoning for the occurrence of the false alarms.
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(a) (b)
(c) (d)
(e) (f)
Figure 8.4: Detected anomalies at the rail-level crossing.
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(a) (b)
Figure 8.5: False alarms detected at the rail-level crossing.
Chapter 9
Conclusions and Future Directions
The huge amount of CCTV footage available makes it very burdensome to process
these videos manually through human operators. This has made automated processing
of video footage through computer vision technologies necessary. During the past sev-
eral years, there has been a large effort to detect abnormal activities through computer
vision techniques. There have been various kind of methods proposed in the literature
and they have their own limitations in different circumstances. This thesis proposes
different techniques addressing the challenges and limitations in the state-of-the-art
methods. Various training models are proposed to account for the spatial and temporal
relationship in the video and extensive set of features are proposed to detect the various
abnormal events in different contexts.
The contribution of this thesis are given below
1. Chapter 4 : In this chapter, three different types of Hidden Markov Models
are proposed to model both the temporal and spatial causalities. They are the
Semi Two Dimensional Hidden Markov Model, Full Two Dimensional Hidden
Markov Model and Spatial Hidden Markov Model. The Semi Two Dimensional
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Hidden Markov Model models the current state as being not only dependent on
the previous state in the temporal direction, but also dependent upon the previous
states in adjacent spatial locations (either horizontal or vertical). The Full Two
Dimensional Hidden Markov Model is similar to the Semi Two Dimensional
Hidden Markov Model with modifications made to take into account temporal
information from the adjacent spatial locations through their main temporal se-
quences. Spatial Hidden Markov Models model the current state as being only
dependent on the previous state in the spatial direction.
These proposed approaches capture both the temporal and spatial causality of
a training sequence and the Semi-2D HMM performs well when detecting the
anomalies, compared to other state-of-the-art algorithms at the time of the publi-
cation of this work, as well as the equivalent 1D HMM in terms of accuracy and
speed. The Full-2D HMM and Spatial HMM also perform well in certain sce-
narios, though are less consistent than the Semi 2D HMM due to lack of training
data and lack of ability to model both the temporal and spatial causalities respec-
tively.
2. Chapter 5 : In this chapter, a detailed evaluation of the proposed Semi-2D HMM
(best performing HMM variant from Chapter 4) and baseline GMM model on
the best performing features from the literature is conducted. Further usage of
the perspective normalization technique is proposed for the problem of abnormal
event detection to compensate for the perspective distortion.
It was seen that the application of perspective normalization improves perfor-
mance on scenes where the effects of perspective are strong. Optical flow fea-
tures modelled by the Semi-2D X-HMM (proposed in chapter 4), yielded the
best EER of 19.91%, compared to other state-of-the-art works at the time of the
publication of this work. For the Ped2 dataset, the combination of optical flow,
textures of optical flow [117], image textures using Gabor wavelets and loca-
tion with perspective normalization gave best EER of 8.44%, compared to other
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state-of-the-art works at the time of the publication of this work. It was observed
that the addition of image textures using Gabor wavelets doesn’t work as well
for the Ped1 dataset, as some background objects, such as waving trees, are also
included in the model captured by the image textures.
3. Chapter 6 : In this chapter, various motion and appearance based features,
namely: optical flow acceleration, the histogram of optical flow gradients and
histogram of optical flow magnitude gradients are proposed to detect anoma-
lies relating to speed and the presence of abnormal objects. These features are
evaluated individually(combined with raw optical flow features and location fea-
tures). Further these proposed features are combined with each other, and other
state of the art features, to enhance the detection performance and are evaluated
comprehensively. Further, GMM-MRF framework is proposed for unsupervised
classification. First, Gaussian mixture models are used to cluster the training
data, which contains the normal data pertaining to the scene and context, and
during the testing phase, to account for the spatial relationship of the activities,
usage of Gaussian mixture model based Markov random field to calculate the
likelihoods, is proposed.
We comprehensively evaluated the proposed features individually and in com-
binations. Finally better feature combination is chosen for the comparison.
Both the traditional GMM and proposed GMM-MRF classifiers are combined
by adding their ranks to create a new combined classifier, which clearly outper-
forms all state-of-the-art approaches for the Ped2 dataset with an EER of 4.89
%, while also slightly outperforming the best state-of-the-art approach for the
Ped1 dataset [115] with an EER of 14.90 % at the time of the publication of this
work.
4. Chapter 7 : In this chapter, a discriminative approach for the problem of ab-
normal event detection is proposed. a general Conditional random field and
a Hidden Conditional Random Field are proposed to discriminatively model the
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spatial relationship between the features extracted from the video in a supervised
fashion.
From the results, it was seen that CRF slightly performs better than the HCRF. It
was also noted that performance of these discriminative classifiers lack in perfor-
mance when compared to the other proposed generative classifiers of this thesis.
Furthermore, the ways to enhance the performance of these proposed techniques
in the future are also discussed.
5. Chapter 8 : In this chapter, an evaluation of the proposed algorithms in this re-
search on a rail level crossing video footage is conducted as an application study.
A rail level crossing footage is obtained and frames of the video are manually an-
notated as either normal or abnormal. Equal error rate and Area Under Curve of
the ROC curves of the GMM and GMM-MRF classifiers are reported for the rail
level crossing dataset. Some detection results are also provided, with detailed
reasoning for the occurrence of the false alarms.
9.1 Future Work
In this section, directions that can be extended from the contributions of this thesis, are
presented. This thesis proposes different modeling techniques and feature representa-
tion techniques to the problem of abnormal event detection. Possible future works that
can be continued from this research are listed below
1. Deep Neural Networks are a trending research topic in both machine learning
and computer vision in recent times. They have been outperforming most of the
state of the art performances in the fields of object classification and recognition.
Despite their popularity in the other areas of computer vision, their performance
on the abnormal event detection task is not yet up to the mark with other state-
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of-the-art techniques. With only a few proposed approaches using deep neural
networks for abnormal event detection problem todate, there needs to be lot of
research done. So a Potential future direction can be using the Deep Neural
Network techniques to learn the different set of features of interest, from the
video as a replacement for the handcrafted features proposed in this research.
2. In the proposed models, we assume different kinds of probabilistic graphical
structures to model the spatio-temporal relationships between the adjacent vari-
ables. A potential future direction in this area can be the automatic learning of
graph structure to model the spatio-temporal relationships.
3. Most of the discriminative classification approaches use supervised learning to
train the models. There are a few discriminative models such as One class
support vector machine and One class conditional random field, that use un-
supervised learning. A possible future direction is extending this work with one
class conditional random field, which is an unsupervised discriminative struc-
tured learning approach and has not been applied to the problem of video based
abnormal event detection yet.
4. Though there are cameras installed everywhere in the world, there is still a search
for abnormal event detection datasets defining different contexts. With other ar-
eas of computer vision have more and more data including comparable large set
of annotated data, A possible and needed future direction in the field of abnormal
detection can be collection of new data to define new contexts.
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