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自問
前報告において，筆者は，空[間的自己i{1菊の問題が計量地理学における基礎的かつ最も重要な問題
のlつであり， さらにそれの研究が地理学自有の課題で、ある地域性の解明に係わっていることを指摘
した(奥野， 1981). そして， 各種の空間データにおける空間的自己相関の有無と強度を検出するた
めの諸?11IJ支について，従来の多数の研究に恭づいて説述した.
この空間的自己相関問題に関する研究の系譜は，田中 (1982)によって指摘されたように，概略的
には，計量経済学における時系列自己相関研究および計量植物生態学における分布生成過程研究と深
く関係しながら，初めに，空間的自己~:13関の存在に対する認識とその存在の検出のための測度の定式
化，次いで，各種の既存統計量に対する，gl己相関の影響の硲認とそれの除去，最近においては自己相
関自体のモデノレ化という潮流を示している.この研究系詳に従うならば，前報告は初期段階の成果を
まとめたものといえる.本報告は，それに継続する，空間的自己相関の既存統計量に対する影響一一ー
後述のようにこれは明らかにノイズ効果である一ーとそれの除去について説述する.
立 空間的自己相関の既存続計量に対する影響
われわれは，空間過程を計量的に解明するに際しては， ¥li}外観察や間取りなどをとおして数値デー
タを収集しそれを各種の手法によって分訴し，その成果に関する仮説をたて，それを検定するとい
う接近法を取る場合が多い.この仮説の検定は，一般的には統計的推定法の利用によって行なわれる.
衆知のように， この推定法は，n儲の互いに独立i拘に分布するサンフ。ノレ観測体に関する変数値(属性
値)Xi (i=l， 2， •"， n)を前提として構築されている.すなわち3 観測体を地点とすれば，n の地点
に関して入手された変数値は互いに独立しているという前提のもとで，統計的推測が行なわれるとい
うことである. ßíJ !(:I~告で、述べたように，空間的，~，己相関は，空間的に隣接した複数の地点の変数値間
にみられる相関のことであり，そのような相関を示す変数値は，上述の前提を満たすものではないこ
とは明白である. したがって，空間的自己相|認を呈する変数値に対する統計的推測は，その相関の存
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在ゆえに何らかの影響を受けることは容易に理解できるであろう 1) 変数値にプラスの空間的，gj己相
関がみられる場合(互いにほぼ|可等の変数値が特定の場所に叢集する場合)は，ある 1j也点の変数値
が，その隣接地点のそれによって部分的に説明されるので，その変数値が有する清幸I~は，それが空 11，\J
1拾に独立している場合に比べて減少する.したがって，地点が増加すればするほど，情報は全体とし
て減少するであろう.このような空間的自己相関によってもたらされる統計的推測の変動を，従来の
諾研究を参照しながら，この推測において頻j甘される t統計量および回帰パラメータについて述べる.
l. t統計量について
Cli百&Ord (1975a)は，空間的自己柏関を有する変数値が，互いに独立した変数値を前提として
構築されている f統計量に如何なる偏性をもたらすかについて考察している.
彼らの扱った f統計量は， 2変数それぞれの平均の間の差の有意性検定に利用されるものであり，
これは次のように定義されている N(P1，σi 1)なる分布をもっ母集団X1から 121自のサンフ。ノレfl査を，
そして， N(μ2， σ~I) なる分布をもっ母集団 X2 から 12 2 偲のサンフ。/レ備をそれぞれ抽出し， σ?=イ=
σ2と仮定すれば， 母平均 μlとμ2の間には差がないという帰無仮説のもとでは，次の統計量は自由
度 (n1十n2-2)をもっ t分布に従う， というのがそれである.
t ( 1 ) 
σ正1一正2
ここでのぬと %2は母集団 X1とX2から抽出された2サンブ。ノレ値群それぞれの平均， σ正1-X2 は2サ
ンフ。ノレ平均関の差の標準誤差の推定{直で、あり，次式によって与えられる.
九千(1172î~ y/2(勺;L)ν2 ( 2 ) 
ここでの 5iとS3は2サンフ。ノレ億群それぞれの分散である.
Cliff & Ordは，次に述べる手続きによって，空間的自己相関を有する 2変数を実験的に生成し，
その成果に基づく t確率限界値を求め，独立的な変数の場合の同様の限界値(これは t分布表に記さ
れている〉と比較している.
ステップ 1: 3 x 3， 5 x 5， 7 x 7， 10 x 10の4種類の方格メッシュの人工的な地区およびアイ
ノレランド(ダプリン郡は除く)の 111~単位の地区2) を取りあげ，それぞれにおいて 2 変数 X1 と X2 の
サンフ。ノレ値が計測されるとする.IiJ者の人工的な 4地区については，境界効果を除くためトーラス面
に写像する.接合係数に関して， メッシュ方格または君1)iとjが辺または境界を共有するときは Wij
=1，そうでないときは WijニOとし， I; wij=lとなるように尺度化する(後述する Wijはすべて尺
度化されたものであり iキjである)• 
ステップ 2: X1とX2それぞれに対して，T記のような10対の自己相関パラメータ (ρ1，ρ2)を導入
する.すなわち， (0.0， 0.0)， (0.0， 0.5)， (0.0， 0.9)， (0.5， 0.5)， (0.5， 0.9)， (0.9， 0.9)， 
( -0.5， -0.5)， (-0.9， -0.9)， (0.5， -0.5)， (0.9， -0.9)の10対であり， 各パラメータ値は
X1と X2それぞれにおける自己相関の水準を示す3)
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第 l表 独立的変数と空間的 I~I 己柱|関変数に i到する t j出来限界値 (7X7方格メッシュの場合〉
ノミー セント点 独の立t分的変布数 I 空間的自己キI~l 関変数の t 分布α 
(0.0， (0.0， (0.0， (0.5， (0.5， (0.9， (-0.5， (-0.9， (0.5， (0.9， 
O. 5) 0.9) 0.5) 0.9) 0.9) -0.5 -0.9 -0.5) -0.9) 
0.10 1. 29 1. 30 1. 88 7.30 2.39 7.21 8.51 O. 77 0.37 1. 77 5.50 
0.05 1. 66 1. 61 2.53 9.20 3.01 9.08 10.98 0.99 0.47 2.25 7.08 
0.025 1.98 1. 97 2.94 10.90 3.63 1'1. 05 12.88 1. 17 0.56 2.65 8. 12 
0.010 2.36 2.23 3.40 13.22 4.05 13.38 14.99 1. 35 0.65 3.14 10.02 
0.005 2.62 2.42 3.71 14.69 4.47 16.63 16.35 1. 47 0.73 3.53 11.48 
注 j).;t コj)'l数{直は 2変数それぞれの自己中間関パラメータ.01とρ2・ (Cli妊&Ord， 1975aより)
ステップ 3:上の 2つのステップにおいて与えられた ω!)および ρ，(h=l，2)に基づいて， 次式で
される自己相関オベレータを求める.
(1一九WfI)-l ( 3 ) 
ここでの Iは単位行列， W は Wijを要素とする 11，)(11， の接合係数行列である.
ステップ 4 標準正規母集団からの乱数として撹乱項ベクトノレe"を生成する.
ステップ 5 相際オベレータとj賛否L項ベクトノレから， 空間的自己相腐を有する変数値ベクトノレ Xk
を次式によって導く.
xk=(I-ρk W，J-le;， ( 4 ) 
ステップ6:ステップ4と5の作業を1， 2001互l反復する.
このような手続きによってシミュレートされた， 自己~;!~関を有する変数値に関する t 確率限界値と，
独立的な変数値にi認するそれとを対比すると， 第 1表のようになる (7 x 7方格メッシュの場合). 
この表から明らかなように，両種の変数i習の t{直の差は著しく，空間的自己相関を有する変数に対す
るf検定は，誤った推測を導くことになろう.ここで注目すべきは，X1 と X2の両方または一方に
プラスの自己相関がみられる場合は，非相関の場合に比べて t1直が大となり，相関が高水準になるほ
どf値が増大すること，および， 2変数の両方にマイナスの自己相関がある場合は，逆に t値は小と
なり，相関が高水準になるほど減少することである.このことは，プラスの自己相関がある場合は，
帰無仮説の棄却域が拡大し，式(1)と(2)に拠るならば，帰無仮説が棄却される確率が増大し，マイナ
スの自己相関がある場合は，正反対の状況が生ずることを意味する.
このような空間的自己相践の t統計量に対する偏性が生ずる原因は，その相関を有する変数の平均
が独立的変数のそれと異なることに求められる.すなわち，ある地区の変数値 Xiが，産援隣合った
地誌のそれ幻と相関するという l 階の I~I 己相関がみられ，その相1*1がどの方向についても向ーであ
るとすれば， この自己相関は次のように表わせる.
お1ニρL;Wij勾 +ei (i=1，2，… ， n) ( 5 ) 
ここでの ρ，Wij， eiは以前に定義されたものと l奇様である.このような変数Xの平均は，最尤推定
法によると， ρが既知の場合は次のように推定される.
4 
11 
Zαi. Xi 
/'-. x'Al i=l 
μ 二二一一一一一一一二二一一二局
l'Alι-
Ll Ikr. 
( 6 ) 
ここでの A=(1-ρ鴨T)'(1一一ρ明T)，1は lを要素とする列ベクトノレ，
/'-. 
る.また，Xの分散の最尤推定量 (J2は，
αはAの要素， α1・=2:;αijであ
j=1 
〈
???， ???
〈??
?
??? ?
?
?
?
? ?
〈 ?
( 7 ) 
である.これらの平均と分散は，通常のものと比べて αijによって加重されていることが理解できる
であろう.
2. 回帰パラメータについて
空間的自己相関の回帰パラメータに対ーする影響は，回帰モデノレを構成する変数や誤差項に何らかの
系列的な自己相関がみられる場合に，通常の最小2乗法によって1m帰パラメータを推定すると，その
推定i直は最長不備性をもたなくなる， ということであり，古くから Student(1914)や Yule(1926)な
どによって指摘されてきた問題である.とりわけ，時系列車:象を扱う計量経済学では最重要問題の 1
つとされ，多数の成果が報告されている 4) 空間系列の自己相関に関する研究は) Cliff & Ord (1972) 
以来活発になってきている.このような自己椙関の回帰パラメータへの影響に対する注目の増大は，
回帰分析が諸分野できわめて頻用されていることに由来しているのはいうまでもない.
線形@帰モデノレは，Yを従属変数， m1eiのXを独立変数， 戸を未知の回帰パラメータ eを誤差，
tを観測体とすると 3 一般に次のように表現される
Yi= .80+.81 Xli+.82 X2i十・・・】ト.8mXmi十θi(i= 1， 2， ."， n) ( 8 ) 
または， y=xβ十e ( 8 ')
しかし， これには4つの基本的な仮定が設けられてし、る. それは， (1) E (e)=O， (2) E (ee') =σ21， 
(3)Xは固定された数の集合で、あること， (4)Xの階数 <nであること，である. (1)は eiの期待値
がすべてゼロであることを述べており，不備性の仮定といわれる. (2)は eiがすべて一定の分散 σ2
をもつこと，および引を2つずつ取りあげた場合に互いに独立的であることを意味しており，分散
一様性および独立性の仮定といわれる. (3)は， Yの変動がeの変動によってもたらされるものであ
り， Xはeとは独立していることを述べている. (4)は，サンブ。ノレ(観測体)の倍数が推定されるべ
き@]帰パラメータの個数より大であり，かつmイi誌のXの j習は無柏I~~Jであることを述べている.回帰モ
デノレにおける未知の戸の推定法として，最小2乗法が最も著名であり， どの統計ー学の教科書にもこの
推定法が説明されている.この方法は，上述の 4つの仮定のもとで，むをすべてのサンプノレについて
/'-. 11 
最小にするような推定量βを求める方法である.すなわちpL=Zle?とおけ-vf，Lの行列形式は次の
ように記すことができる.
L=e'e=(Y -Xs)' (Y-Xβ) 
これは次のように改書することができる.
( 9 ) 
L=Y/Y=2s1X/Y十点IX/Xs
この式のLを点にiおして偏微分して得られる次の偏導関数をゼロとおき，
aL 3戸ニ-2X/y十2X/Xs
それを解けば，次式が導かれる.。=(X/X)-lXY
/'.. 
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(10) 
(11) 
(12) 
上式から得られる同は最良線形不偏推定量で、ある. r最良jとは， この推定量がすべての線形不偏推
定量のうち最小の分散をもっていることを意味し，推定値としては最も正確なものである.また，
「線形Jとは，推定量がYの測定値の線形結合(1次i現数)として表現できることを意味する5) 最良
という性質は推定量としては最も望まれるものであり(正確な推定値はその典型である)， 線形とい
/'-. 
う性質は上述の(3)の仮定を，不偏という性質は(1)の仮定をそれぞれ反映している.また，sが得られ
ることは，式(12)にみられる逆行列(X1X)-lが存在することに他ならないので3 この推定量は (4)の
仮定をも満たすことになる.このようなことから，最小2乗法は回帰パラメータの推定法としてきわ
めて好ましいものとの評備を受けているのである.
しかし，空間的自己相関を示す事象に関する回帰モデノレに対して;最小2乗法を利用した場合はどう
なるであろうか.地理的事象は，前報告で述べたように，空間的 I~I 己相関を有する場合が多いのであ
る.従属変数Yで、表わされる事象に自己相関がみられるとすると， J二述の仮定 (3)から，その相関は
誤差項eVこみられることになる.そうすると，仮定 (2)を満たしえなくなることが容易に理解できる
であろう.つまり， I忌i帰パラメータの最良線形不偏推定量が得られなくなるわけーで、ある.それでは，
どのような推定量が得ーられるあろうか.式 (8)の@帰モデノレを次のようであるとしよう.
Y=Xs+u (13) 
そして，次式で定義されるような 1惜の自己相関がuにみられるとする.
Ui=ρ2ωij Uj十ei (14) 
または uニρWu-トe (14/) 
上式で‘の eについては， N(O，a2I)の分布に従うものとする. ρとW は以前の定義とi司様である.
式 (141) は次のように改書することができる.
u=(I-ρW)-le (15) 
この式での行列 (1-ρW)は正鑑定符号であるとすれば， uの期待値と分散は次のようになる.
E(u)=u (16) 
E (uu/)ヱペ [(1-ρW)(I-ρWYJ-l (17) 
能単にするために，上式での [(1-ρW)(I-pW)つ-1を M とおくと，
E (uu/) = σ~M (18) 
明らかに班キIであるので， IEi])吊モデ‘/レの誤差項は， :#1:スカラーの共分散行列をもつことになる.
このことは，復定 (2)を乱すことを意味するであろう.式 (13)に最小2乗法を適用すると， 戸は次
式で与えられる.
戸=(X/X)-lX/y (19) 
6 
/へ
このことから， βの期待値は次のようになる.
E(声)=E[(X'X)-l(X'X)何十E[(X'X)-lX'U]
=β十(X'X)-lX'E(u) (20) 
/'. 
E(u)=Oであるので， E( 戸 β である.したがって， X と u が互いに独立'~I仏つまり E(X'u)=0で
/'. あるならば， J比自己~:131認が存在していても不備推定量である 同の分散については，式(19)か
ら次のようになるの.
E(a一戸)(去一s)'=E[α(X'X)γ一lX'、uu叫1
) :σ:ぷ(X'X)一→1[口(X'MX)(X'X)γ一1ワJ (ω21υ 
/'-. 
この式での最初の項ぺ(X'X)-lは， 自己相I~~jがみられないときの β の分散である. [(X'MX)(X'X)一1J
を調べると，この項は， ρ=0の場合， つまり誤差項に自己相関がみられない場合，および独立変数
に自己相関がない場合には Iになることがわかる. したがって，誤差項に自己i:I~11苅がみられるか否か
は別として独立変数に自己相関がなければ，最小2乗法による回帰パラメータの推定量は最良推定量
になるといえる. しかし， このような状況は実際にはほとんどなく， もし， ρ>0であり， 1つまた
はそれ以上の独立変数が自己1:131認を有するならば，上述の行列の各要素は 1より大となり，最小 2乗
法による推定量は不偏性をもつものの， その分散は真の分散に比べて過小に推定されることになる
(このことは後述の数値例によって確かめられる)• 要するに， (X'MX) (X'X)-l =Iの場合以外に
は，最小 2乗推定量は， [(X'MX) (X'X)-l-1]の量だけ偏るわけーで、ある.
/'. 
このようなFの分散に対ーする偏りに加えて，いま 1つの儒りが生ずる.それは，誤差項uの分散に
対してのものである.この分散の最小2乗推定量 S2は， @~'11~からの最小 2 乗推定誤差のベクトノレを
/'. 
uとすると 3 次式で、表わせる.
/'. /'. 
S2=~'u 
n-m-l 
これの期待値は次のようである.
E(S2)=ztZEda 
=ztzE(trM一位[(X'X)-lX'MXJ} 
(22) 
(23) 
このことから，誤差項のプラスの自己相関がある場合は，大カッコの表現式の(n-m-l)からの差だ
け，誤差の分散は過小に推定されるといえる.この種の推定量は，1:9:1婦の有意性を検定する 1¥祭に月弘、ら
れる f統計量やF統計量の分母に現われるので¥誤差の分散の過小推定は t値やF{I直を過大にする.
またう重相関係数の定義式にも誤差の分散が記されているので， この係数をも過大にするのである.
E 空間的自己相関の除去
上述のような既存の各種の統計量に対する空間的自己相関の影響は，既存の統計量に頼る研究者に
とっては明らかにノイズといえる. したがって， このノイズを取り除く方法が当然のことながら要請
されるであろう. しかし， このことは，投入データ値に空間的自己相関が存在するか否かの克定めの
7 
後のことである.この見定めは，前報告で述べられた空間的自己相関に関する諮問j支の適用によって
行なわれるが，それに関して注目すべき事柄が2つある. 1つは， Cli百&Ord (1975b)ゃ Haining
(1977， 1978)などの研究成果をもとにして，空間的自己相関に関する諸測度の検定力について Cli百
& Ordが下した次のような結論である (Cliff& Ord， 1981， p.178). すなわち， (1)データ数値が区間
尺度の場合は， Moranの I統計量が， GearyのC統計量や BB，BWのような接合統計量より秀れて
いる.このことは，正規分布のデータについてのみ成立するが，データのタイプより単位地症の形状の
方がむしろ重要である. (2)順序尺度の場合は， 1統計量を利用すべきである. (3)パイナリー尺度の
場合は，BVV統討量:を利用すべきである.しかし， (B)をもっ地区が全体のほぼ50%を占める状
況においての利用が望ましい?というのがそれである.いま Iつは，Brandsma & Ketellapper (1979) 
が指摘しているように，@帰モデノレの誤差(残差)項に関する空間的自己相関の有無の検討には，次
の統計量を用し、ることが望ましいということである7)
^ ^ 
lh=!_明Te-ー
k- ^^ 
e' e 
(24) 
このような統計量の適用によってデータに自己相関の存在が認められた場合，データからこの相関
を除去することが要請されるが，それには 2つの戦術が考えられる. 1つは， 自己相i認が存在するデ
ータ数値を無~{ll認のそれに変換する方法であり，いま 1 つは，既存の統計量を， I~ì 己相関が存在して
いても正しい推測結果を導く統計量に修正する方法である.前者に関しては減算法(differencing 
method)，後者に関しては， 前章第 l節に対j忘する鯵正 t統計量， および前章第2節に対応する一般
化最小2乗法とj最尤法をそれぞれ述べる.
1.訴え算法
この方法は，基本的には，データ数値引(i=l，2， "'， n)から空間的自己相関成分を減ずることによ
って， n {I誌のサンプノレについて互し、に独立した数値に変換しようとする方法である.すなわち，空間
的自己杓関成分は ρI:'Wij幻によって表現されると仮定して，
!lXiニ Xi-ρI:'Wij Xj (25) 
または， X*=X-ρWX=(I-ρW) X (25') 
なる 11唱の階差式によっておを !lXiに変換するのである.一般均には， ρェ1とおいたときの次式
が用いられるとされている (Upton& Fingleton， 1985， p.283). 
X*=X一明TX=(I-W)X (26) 
しかし， ここでは O<IPIζ1として論をすすめる. この式を調べると !lXiは， サンフ勺レ地区 iと
隣接したすべての地!玄 jでのおの加重平均をおから減じたものであることが理解されよう.
この減算法は，データ数値の独立化に対してどのような効果があるであろうか. Martin (1974)は，
回帰パラメータの推定問題と関連させて，この効果を実験的に評価している.すなわち，初めに回帰
モデルを次のように想定しておき，
Yiニ1.0十0.5Xd-Ui (i=l， 2， '， nブ汁各) (27) 
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おと ur: それぞれが次式で、示されるような空間的自己1;1~I羽を示すとする.
?
?
?
?
、
?
?
?、
?
???
?
、??? ??
?
?
(28) 
(28') 
Ui=ρI: Wij uj-l-ei 
または uニρWu十e
これら 2式について Vの分布は N(O，σ;1)，eの分布は N(O，a~ 1)であると仮定する.次いで，下記
のような手続きによってXとロをシミュレートさせる.当然のことながら， Xとuが得られると， Y
(29) 
(29') 
もまた式(27)から得られる.
ステップ 1 サンプノレ地区として， 5X5， 6x6， 7X7の3種の方格メッシュを取りあげる.
ステップ 2 式(28)のJとして O.0， O. 4， O. 8，式(29)のρとして0.0，0.2， 0.4， 0.6， 0.8， 1.0 
を与える.
ステップ 3:正規分布すると仮定された Vfこっし、て平均75，分散201，e については平均 0，分散251
をそれぞれとるように Vとeをサン/プノレ地区数ーだけ乱数を発生させる.
ステップ4: Xを次式から計算する.
X=(I -2W)-lV (30) 
これによって， 1え1>0の場合は X は空間的自己棺闘を有することになる. I可様に uを次式から計
算する.
u=(I-ρW e 
ステップ 5 計算されたXとuを式(27)に代入してYを求める.
ステップ 6:このような手続きによってシミュレートされたYとXの数値に対して最小2乗法を適
(31) 
/'. '^' 
用し， sとそれの分散 var(戸)を求める.
ステップ 7 同様の数値を減算法によって独立I~I守数値に変換し，その結果に対して設小 2 乗法を illi
用し， sとvar(s)を求める.
'^' '^' ステップ 8:ステップ 3~7 を 100 1TI1反復し，変換I誌の場合の3とvar(s)それぞれの平均値と，
変換後の場合のそれらを求める.そして，それらの結果値を両方の場合について比較する.
この比較の結果は第 2表と第 3表に示されるとおりである.陣表にみられる平均平方誤差 (MSE)
/'、/、、
は，E(s一真の，8)2と定義されるものであっ(真のFは式(27)にみられる 0.5である)， sの真の分散
'^' を意味する.これを基準にすれば， var (戸)の偏りの程度を評価することができる.
第2表¥，立， yとXの両方に空間的自己相関がある(したがって Uvこも|司擦のi:131認がある)場合の含，
o /'. 
var (s)， MSEを示している.この表によると，sに関しては， ，{と ρが大になるに伴い，真の戸{重
からの偏りは全体的に拡大し， その傾向は地区数が小なほど著しいこと， しかし， その偏りが真の
F値を上回るものか否カミについては一定の傾向が認められないことが読み取れる var(s)に関して
'^' は興味ある 4つの傾向がみられる.それは， (1) var(ß) は真の分散に比べて全体的に過ノj、に~jZ {[lli さ
/ヘ
れている. (2)地区数とえを一定にすると， ρの増大に伴って var(戸)は大になり，真の分散からの
嬬りは拡大する. ρが0.6以上になるとその偏りは急激に拡大し， (5 x 5)の場合では p=1.0のと
空間的 I~I 己 i
iq~I*1パラメータ|
え ρ 
一一
0.0 
0.2 
0.4 
0.0 
0.6 
0.8 
1.0 
0.0 
O. 2 
0.4 
0.4 
0.6 
0.8 
l.0 
。。
0.2 
O. 4 
0.8 
0.6 
0.8 
l.0 
戸
0.515 
0.577 
0.534 
0.436 
0.514 
0.631 
0.534 
0.481 
0.479 
0.488 
0.433 
0.481 
0.519 
0.538 
O. 568 
0.502 
0.495 
0.476 
第 2表 ~I~変換の場合の最小 2 乗推定結果
(5 x 5) (6 x 6) 
var (戸) MSE 戸 var (戸) MSE 
0.127 O. 136 0.495 0.085 0.091 
O. 126 O. 139 0.574 0.086 0.085 
0.131 O. 145 0.466 0.101 O. 107 
0.190 0.217 0.527 0.111 0.118 
0.246 0.381 O. 544 0.176 0.178 
0.504 1. 197 0.488 0.627 0.914 
0.113 0.124 0.495 0.074 0.075 
0.113 O. 153 0.490 0.077 O. 097 
0.119 0.159 0.473 0.089 O. 103 
0.154 0.207 O. 531 0.098 0.115 
0.251 0.552 0.529 0.153 O. 233 
0.635 1.264 0.490 0.501 O. 880 
0.071 0.080 0.492 O. 042 O. 044 
O. 077 0.099 O. 528 0.043 0.055 
O. 079 O. 124 0.490 0.048 O. 078 
O. 088 O. 140 0.531 0.053 0.091 
O. 153 O. 402 O. 516 0.082 0.215 
O. 454 0.965 O. 513 O. 407 0.800 
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(7 x 7) 
s var (戸) MSE 
0.524 0.061 0.065 
0.493 0.066 0.069 
0.525 0.069 0.070 
0.541 0.084 0.099 
0.499 0.138 O. 154 
0.561 0.608 0.877 
O. 534 O. 052 O. 059 
0.497 O. 058 O. 059 
O. 529 O. 060 0.063 
O. 533 0.073 0.115 
O. 503 O. 136 O. 193 
0.514 0.494 0.861 
0.516 0.027 0.034 
0.499 0.030 0.038 
0.513 0.032 0.044 
O. 516 0.038 0.090 
O. 503 0.071 0.211 
O. 490 O. 349 O. 736 
(Martin， 1974より)
きvar(s) !ti真の分散の 1/2にも減じている. (3)地i玄数と ρを一定にすると， えのj曽大につれて
/'.. 
var (s)は ρの場合とは逆に減少する. しかし，真の分散からの錦りは拡大する.例えば， (6 x 6) 
/'.. 
での pニ1.0の場合， )，=0.0のときの var( s)は真の分散の 7/10であるが，え=0.8のときでは 1/2
/'.. 
にも減少している. (4) Pとえを一定にすると，地区数が大になるほど var( s)は小になり， これの
偏りもまた縮小する. これらのことから， 一定の地区数のもとでは， 誤差項での自己相関は， その
/'.. 
棺関の増大に伴って var(s)を大にさせ，他方，独立変数での自己相関は，その相関の増大に伴って
/'.. 
その分散を逆に小さくさせるという正反対の効果を示すが，し、ずれの自己相模jもvar( s)を真の分散
よ1)小にさせ，相関が高くなるにつれて両者の差を拡大させるといえる.
/'.. 
第3表に関しては，sの偏りは第2表の場合より縮小し，それは地区数がふえるにつれて著しくな
/'.. /'.. 
る.このことは，減算法が一層正確なFを導いていることを示唆している. var(戸)については，第
/'.. 
2表の場合と若干異なる傾向を呈している.それは， (1)一定のえのもとで， var (戸)の値とその
/'.. 
{語りはともにρの増大に伴って減少し， ρ;>0.6のときに編りがきわめて小になっている. (2)var( s ) 
/'、
の範聞が全体的に縮小している.このことは，減算法によってPが最良性を示すようになることを物
ノ¥
諮る. (3)えの増大に伴う var( s )の値の変動は第2表の;場合とは異なり，増加傾向を示すが， その
嬬りは ρの場合と!弓様に縮小している.これらのことから，減算法は偏りを相当改善させているとい
10 
空間的自己 i
ホ1~1*lパラメータ i
λ ρ 
0.0 
O. 2 
O. 4 
0.0 
0.6 
0.8 
1.0 
0.0 
O. 2 
0.4 
O. 4 
0.6 
0.8 
1.0 
0.2 
0.8 
0.4 
0.6 
0.8 
1.0 
えるであろう.
J8 ¥ 
0.547 
0.559 
0.510 
0.450 
0.470 
0.489 
0.555 
O. 507 
0.479 
O. 516 
0.496 
O. 506 
O. 495 
0.536 
0.532 
0.482 
0.481 
0.500 
第 3表 変換のJ場合の最小 2乗推定結果
(5 x 5) (6 x 6) 
var ( s) MSE F var (，8) MSE 
O. 132 0.147 0.529 0.090 0.146 
O. 107 O. 145 0.509 0.072 0.118 
0.106 0.144 0.45] 0.068 0.096 
O. 100 O. 130 0.517 0.062 O. 069 
0.085 0.086 0.507 0.056 O. 060 
0.082 0.082 0.497 0.055 O. 056 
0.172 O. 236 0.507 0.118 O. 162 
O. 138 0.179 0.497 0.099 O. 135 
0.117 O. 145 0.529 0.094 O. 124 
0.116 O. 140 0.486 0.086 0.111 
O. 104 0.138 O. 522 O. 077 0.086 
O. 104 O. 103 0.511 0.076 0.078 
O. 185 O. 191 O. 521 0.129 O. 173 
O. 157 O. 163 O. 507 0.104 O. 127 
O. 142 O. 143 0.496 0.098 0.112 
O. 130 0.131 O. 520 0.092 O. 103 
O. 127 O. 127 O. 513 O. 086 0.096 
O. 124 O. 123 O. 500 O. 084 0.086 
(7 x 7) 
P var (s) MSE 
0.489 0.062 0.099 
0.513 0.054 0.088 
0.501 0.047 0.068 
0.541 0.044 0.057 
0.490 0.043 0.056 
O. 500 0.050 0.056 
O. 529 0.082 O. 109 
O. 486 0.071 0.103 
O. 505 O. 061 0.080 
O. 556 0.057 0.074 
0.490 0.056 0.063 
O. 515 O. 056 O. 056 
O. 558 O. 090 O. 099 
0.498 0.078 O. 101 
0.510 0.068 O. 076 
0.516 0.038 O. 070 
0.489 0.034 0.068 
0.498 0.032 O. 033 
(Martin， 1974より)
減算法の実際問題に対する利用に関して， Cli妊&Ordは，前述の平均|習の差の有意性検定の議論
および上述の Martinによる成果を踏えて，次のような限定的ではあるが，有用な指針を提示してい
る(Cliff& Ord， 1981， p.193).すなわち， (1) マイナスの自己i:I~11調がみられる場合は，その相践を含
むデータ数値を利用すると，帰無{反説を棄却する可能性が小さくなる. (2)無栴関に近い場合は， l~ 
己相関を含むデータ数値の利用は，帰無仮説を棄却する可能性をわずかに高め，減算法によって変J良
されたデータ数値は，その可能性を若干減少させる. (3)プラスの高自己相関を示す場合は，被変換
のデータ数値の利用は，帰無仮説を棄却する可能性を若干低下させ， 自己相関を示すデータ数値を利
用する場合より検定は信頼の高いものとなる.
このことは，マイナスの自己相関がみられる場合は，その相関を含むデータ数値を利用しても推測
結果に偏りが生ずることはないが，プラスの I~l 己 *131認がみられる場合は，減算法による変換を施すべ
きであることを示唆している. Martinの研究結果から明らかなように， とりわけ 0.4< pζ 1.0の場
合は減算法は有効である.しかし，注意すべきは， 1つの平均に関する有意性検定に対してはこの方
法が利用できないことで、ある それは， EIUJι とされている凶 JXiの平均はれとなるから
である.
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減算法の利用に際して 1つの問題となることは，データ数値にみられる空間的自己相関の方向と強
度を表わす係数ρをどのように見定めるかである.この問題は後述する事項にも深く関連する.係数
ρの最も正式な推定法は最尤法であるが， これの難点は煩Jjiえな手続きを伴うことである.そこで，
Cliff & Ord (1981)は{話日更な推定法を提唱している.それは MoranのI統計量を利用する方法であ
る.しかし， この統計量は，その定義式から理解されるようにめ， ピアソン積率相関係数の場合のよ
うな[-1，十1Jの範IEを取らず， この íl割強を逸JJ~~することがしばしば起こる.それゆえ， 1 
'^' を直故l:l~Vこ ρ とすることはできない.それに対処するために， Cli百&Ordは{jとのような変換式をH=j
7玄している.
??=f 
max/1/ 
ここでの maxl11は次式によって定義されるものである.
r var ( .I;ωij Zj)寸 11
max 11/= I一τ古-)J ( iキj)
(32) 
(33) 
ただし， Ziニエi-Xである.このような推定法は実用上きわめて便利なものであるが， Cli在&Ord 
'^' (1975a)が指織しているように， この方法による ρはあくまでも近似備であり，サンフ。ノレ地芭数が 25
以上の状況にその使用が線定されることに注意すべきである.
2. 修正 f統計量
前撃で、述べた平均niJの差の有意性検定に関する t統計量に対する空間的自己相関のノイズ効果を
除くために， Cli任&Ord (1975a)は修正 f というべきものを考案している.この統計量は，
自己相関を含むデータ数値に適用しても偏りを生じないものである. 彼らは初めに， N(μゎ σ2A;1)
の分布をもっ変数 X"(た=1，2，"'， m)を想定する.ここでの A/?= (1一向Wk)' (I-ρIlW，)である.
つまり， mf闘の変数Xはそれぞれ異なる方向と強度の l階の空間的自己相関を呈するとするのであ
る.そうすると，前掲の式(6)と(7)の拡張として， この変数の平均と分散の推定値が次のように定義
できる.
'^' x'"Ak1 
PI< - l'A"l 
-;;'2=(nl十幻2十 十nm)-l[子FGjj〉(X11一五)(XI)・一五)
十~ .I; a;) (X2i-;;) (勾j-32)十
十2手471)(χml一戸η
(34) 
(35) 
次いで， これに基づいて， 2変数(た =2)の場合に関する母平均i喝の差には有意性はないという帰無
仮説日。:μ].=μ2の対立仮説 H1:μ1キ内に対する検定を考えるとれ、ず、れの仮説でも σ2は未知)，
尤度比の利用から次式が導かれる.
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/'- /'-
μ1-fl2 
σ(11111十m21)1/2
(36) 
ここでの分散(不偏〉推定量';;2=(附幻2)ρ/(n14-712-2)，mjzzlrA1212P号外?〕である 利用し
やすくするために，ら=x"，問幻1;，(1ー ら)2として上式を書き改めると，次のようになる
Jピγ-X2 
t= _____(一一一 ← 1 V12 
ぴ{ム〈十 -;:;-) 
(37) 
'1，1 (1-P1)2 nl1-ρ/ 
二五ニ(幻1+均一2)-1[Xl' A民十X2'A2X2-xi(l一命2_X~(1ー ρ2)2J (38) 
これが修正 t統計量である.
この統計量の有効性を検討するために， Cliff & Ordは，前述の手続きに従って生成された空間的
自己相腐を有する2変数の数値を式(37)と(38)に投入し， 5つの有意水準ごとの f確率限界値を求め
ている.さらに，分散推定量について次式で定義される通常のものを用意し
"-' 11，lSi+ 11，2S~ 
(39) 
σ“一 η1十1，2-2
変数値を式(37)と(39)にも投入して同様の限界値を求めている(式(39)の記号は前掲の式 (2)と同様
である). 7 x 7方格メッシュの場合での数値を用いすこときの結果は，第 4表のとおりである.なお，
この作業に際しての ρ1とρ2の推定式は前節で述べられた方法によるものである.第4表を調べると，
自己相関がみられるデータ数値を通常の f統計量に投入して場合(第 1表参JIのと北ベて，偏りは相
当除去され，修正 t統計量による確率限界値が通常のそれに接近していることが読み取れる.しかし，
ρ1とρ2がともにあるいは一方がプラスの場合は，式(38)を丹弘、たときの限界値段ミ中の欄 a)は依
然としてかなりの偏りを示し，式(39)を用いたときの方が改善の程度がはるかに高い.んと ρ2がと
第4表修正t統計量に関する t確率眼界値 (7x 7方絡メッシュの場合)
パーセン 独立的 修正 t統計量に関する t分布
ト点
(0.0，0.0) (0.0，0.5) (0.0， O.9) (0.5， O.5) (0.5，0.9) 
α f分布 a b a b a b a b a 
O. 10 1. 29 1. 36 1. 34 1. 41 1. 28 2.35 1. 34 2. 33 1.26 
0.05 1. 66 1.72 1. 69 l. 96 1. 86 4.04 1. 59 I 1. 93 l. 74 3. 97 1. 65 
O. 025 1. 98 1.96 1. 94 2.34 2.17 6.08 2. 12 i 2.34 2.09 6. 34 2.14 
2.34 2. 35 2. 76 2.61 10. 09 3.28 2.71 2.49 10. 12 2. 60 
0.005 I 2.62 2. 56 2. 54 2. 85 2. 70 20.34 3.55 2.98 2.67 11. 00 2.87 
(0.9，0.9) (-0.5， -0.5) ¥ (-0.9， -0.9) (0.5， -0.5) (0.9， -0.9) 
a b a b a b a b a b 
0.10 1. 29 2. 50 1. 01 1. 31 1. 16 1. 27 O. 68 1. 60 1. 36 2. 27 1. 08 
0.05 1. 66 4.09 1.25 l. 66 1. 41 l. 52 0.88 1. 98 1. 78 3. 77 1. 49 
0.025 1. 98 6.34 L 45 1. 88 1. 76 1. 87 1. 02 2.56 2. 28 5.46 1.80 
0.01 2.36 9.88 1. 84 2. 24 1. 86 1. 99 l. 14 3.24 2.82 10.05 2. 24 
0.005 2. 62 12.17 2. 71 2. 27 1. 98 2. 18 1. 20 3. 78 3.20 12.48 2.48 
注 a は分散推定量;として式 (38) を Ji~¥，、た場合， bは式 (39)をJ!弘、た
場合である. カッコ内数値は第 1表と問機.
(Cli百 &Ord，1975aより〉
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もにマイナスの場合は，式(38)を)=1弘、すこときの方が式(39)を)'1礼、たときょっ儒りが少ない.このよう
なことから， ρ1とρ2の両方または一方がプラスの;場合は式 (39)を用し、た修正 f統計量が，地方， ρ1
とρ2の両方がマイナスの場合は式(38)をPI弘、た修正 t統計量がそれぞれ適切で、あるといえる
3. 一般化最小2乗法
線形巨H需モデノレにおける誤差項に空間的自己相関がみられる場合に回帰パラメータの最良線形不備
推定量を求める方法として，最も衆知のものは Aitken(1934)による一般化最小2乗法である.ここ
で注意すべきは， ，-誤差項に空 I~=\'j的自己相関がみられる線形回帰モデノレJ とは， Haggettらが述べて
いるように，線形回帰モデノレとして正しく特定化され，従属変数と独立変数それぞれのサンフ。ノレ{j直に
極値が余りみられない場合のモデノレで・ある，ということである (Haggett，et al.， 1977， p.p. 364.--.J365). 
一般化最小2乗法のI':J題は衆知のように， IT帰モデノレの誤差の分散共分散行列 Vがv=σ2D(Dキ1)
の形を!なるときに，回帰パラメータ βの最良線形不偏推定量をどのように導くかである.このことは，
Y*=X*b十e*かっ var(Yホ)=σ21になるように，Y=XfJ十eにおけるYとXを，新しい変数 Y*と
X*にそれぞれ変換することに帰着する.この変換にはDが正値定符号であることが必要とされるが，
この条例こが満たされるならば， Dは非特異行列JPによって次のように表現することができる.
D=PP' (40) 
そこで， Y*=P-l Y， X*=P-IXなる変換を行なう.そうすると，次式が得られる.
E(Y*)=X*b 
e北=P-1e
式(42)から次のことが判明する.
E(eキe*')=E [P-1e e'(P-l)'Jニσ2P-ID(P-l)1
=σ21 
(41) 
(42) 
(43) 
かくして， Y*=X*b十句に通常の最小2乗法を施せば，パラメータの最良線形不備推定量が得られ
/'-. 
ることが理解できょう.したがって，式(41)のbの推定量bは次式によって与えられる(式(19)と対
比されたし、). 
'^、b =(X*'X*)-lX/Y，ド (44) 
これをもとに戻せば，次のように表わせる.
/'、
b =(X'D-IX)-lX'D-IY (45) 
この推定量の分散は次のようになる.
/'-. 
var (b)=σ2 (X/X*)-l =σ2 (X'D-IX)-l (46) 
ここでの σ2は次式によって推定される.
σ2=e*1ら!(η-m)ニ21Dーヰ!(n-m) (47) 
!互i帰モデノレの誤差項に空間的自己相関がみられるという状況は，前章第2節に述べられたように，
1階の自己相i認を仮定すれば，次のように表わせる
Y=XfJ十u (48) 
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u=ρWu十e
(49) 
ただし eは N(O，σ2J)の分布をもっとする.式(49)は次のように改書:で、きる.
e=(1-ρ明l)U (50) 
もし uの分布が N(O，02D)であるならば， J二式から次の式が成立する(ここでの D-lは，前章第
l節および本章第 2節で定義されたAに他ならない)• 
D-l=(1-ρ明T)'(1一ρW)
v=σ2 [(1-ρW)' (1-ρW) J-1 
(51) 
=σ2(1ー ρW)-l[(1-ρW)' J-1 (52) 
したがって，誤差項に空間的自己相関がみられる場合の一般化最小2乗法は，式(45)，(46)， (47)に
式(51)を代入したものになる.
このような一般化最小2乗法の利用は， Upton & Fingletonが指摘するように，計算が比較的容
易であることや各種の変数値の@帰モデノレに適用が可能でトあることなどから， さまざまな問題状況に
対して行なうことができる (Upton& Fingleton， 1985， p.p. 277，_283). しかし，注意すべきは， こ
の方法の利用に先立って，上述の行列Dが完全に知られていなければならないことである.このこと
は，前述のようにρの推定法が提唱されているとはいえ， Hepple (1976)が論ずるように，ほとんど
不可能に近い. したがって，一般化最小2乗法の利用はこの意味ではかなり限定的であるといえる.
このことを解決するためには，次に述べる最尤法を利用することができる.
4. 最尤法
1) 基本原理
最尤法は，@帰パラメータの推定法としては最小2乗法とともにきわめて魅力のある方法であると
いわれているめ. それは， この方法が，データが与えられているとき，あるパラメータはそのデータ
をもっともらしくさせる値を取るべきである，という考えに基づいているからである.この考え方
は，データにおけるY値をいくつかのノミラメータに割り当てたとき，その割り当ての方式が何通りも
あり，その方式を，もっともらしさを表現する尤度によって示すことで具体化される.この尤度全体，
つまり結合尤j立が最大になることは，パラメータがデータを最ももっともらしくさせる値を取ること
に他ならないのである.したがって，パラメータの望ましい推定値は結合尤度を最大にさせるもので
あるといえる.最尤法は，最大の結合尤度をもたらすようなノξ ラメータ推定値を求める方法である.
この方法の基本的前提は，一般的には，問題対象とされた事象に関する確率分布について想定され
ている前提であり，回帰モテソレに関しては，従属変数，換言すれば誤差 eの確率分布に対しての前提
である.@帰モデノレの eの確率分布は，前述のように，正規であると前提されている.
一般に，正規分布の確率密度!関数は衆知のように次のように記されている.
一「一(x-μ)2l f(x)=_._"'/" expl \'~~/"/ I = OV27r L--2σ~J (53) 
ここでの μとσはXの平均と標準偏差である. したがって，サンプノレ地IKiでの誤差出が正規分布
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するとすれば，それの確率密度関数は次のようになる.
j(山寸言叫(手) (54) 
ここでの σは eの標準偏差である.n 181のサンフ。ノレ地区全体を考え，eiが独立かつ均等に分布すると
仮定すれば，結合尤j支を表わす関数Lは，次のような個々の密度関数の積になる.
L=立サ27reXP(~:J) 
I { -e' e ¥ 計 h は，L=一一土;-::-t;;exp(一一一 j
ぴ1(2π)n12~"~l:" ¥ 2σ2 ) 
通常は， この関数が次のように対数変換された対数尤度関数が利用される.
ln L=ーとin(2M)-4ず(日)
ソ/打μ
ln L=co凶 ant-竺lna2- ()~') (e'e) 2 -- ~ak 
この式(56/)を回帰モデノレの点から改書すると，次のようになる.
(5) 
(5/) 
(56) 
(56/) 
n っ 1 (V'V C) t:)'V'V I t:)'V' ln L= constant一一lnσ一一一(Y'Y-2s'X'Y十点 X'Xs) (57) 2 .. - 2σ2 
@Hr}モデノレの関する最尤法の問題は， YとXを与えるとき，上式の lnLを最大にするような誤差 6
の分散 σ2と@帰パラメータ戸を推定することである.この方法で推定される最尤推定量は， いくつ
かの望ましい性質をもっている.それは，多くの場合，推定量が不偏であり，比較的小さい分散をも
ち，サンフ。ノレ規模が大で、あるならば，それの分布が近似J~fJに正規になるということである (Norden，
1972・1973). 
2) 空間的自己相関に関連する最尤法
空間的自己相関を示す誤差項を伴う回帰モデノレに関しては，上述の諸式は独立的な誤差を前提とし
た場合のものであるので，それらを修正する必要があることはいうまでもない.前節でト述べたような
e = (1一ρW)u=Au (これ以後任一ρW)=Aとおく〉なる自己回帰形式の相関があるとすれば，尤
度関数は次のようになるであろう.
LzlA11 叫 i-=(Au)'A~l (58) 1 (2π)η12 ~"'l:" L 2σ2 J 
この式が式 (55')と大きく異なる点は， Aの行列式 IAIが力1:えられていることである.これは，
般にヤコビ行列式と呼ばれる変換因であり，上式の uをeに変換させる因子である.式(58)を対数変
換すると，次のようになる.
ln L=constant-~ ln (J2- "，1.， (u' A' Au) ート lnlAI 2 ~~~ - 2σ2 
この式(59)を@帰モデノレの点から改書すると，次のようになる.
ln L=c…nt-fM一歩 (Y'A'AY-2s'X'A'AY
十β'X'A'AXs)+lnIAI 
(59) 
(60) 
ここで注意すべきは， この式では推定されるべきものは σ2とsに加えて， Aの中に含まれている ρ
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の合計3つのノミラメータであることである.
上式に関して， YとXのデータイ直を与えて， 1n Lを最大にするような σ2とsとρの推定{践を求め
る問題は，産党1'守に?求めるべき 3つのパラメータに関して 1nLをそれぞれ偏微分して儒導関数を
導き，それをゼ;コとおいた尤度方程式を連立方程式化すれば解きうるであろうと考えられる
ρ が既知:1の場合Vì(式 (32) を忠弘、 IJ~ されたしう，戸と σ2 の最尤推定量は，点と σ2 に|持する 1n Lの
偏導関数をゼ lコとおくことによって次のように得られる.すなわち 3 偏導関数は次式のとおりであり，
主計=一歩(一山'AY十川'AXs)
o (1n L) ___!!__十」τ(e'e)
3σ2 2σ2 山u
それゆえ，推定方程式は次のようになる.
/ヘ
s= (X'A'AX)-l X'A'AY 
2aみ2=
→こ
(61) 
(62) 
(63) 
ここでで、注1'3ヨすべきは， 前i節号部3において A'A=D一→1とおい7たこが(式(何51υ)を参!照開されたい)， この D-lを
式(63)に対して用いると， この式は前掲の式(45)と全く同等になることである
ρが未知の場合は， このノミラメータが式(60)にみられるAの一部を構成しているので， ρl!こ関する
1n Lの尤度方程式を，sとσ2それぞれに関する尤度方程式を連立方程式化することによって， ρが
σ2と戸とともに同時に推定できると考えられる.これを達成しうる方法の lつが Doreian(1980)に
よって提示されている.式(64)を式(60)に代入すると，式(60)は次式のように簡単化される.
ln L=C011star1t-111n JK÷ln iA ( 65〉2 
./'-_ /'-_ /'-_ 
そうすると， この式の 1nLのρに関する偏導関数から 02と戸が既知の場合の ρが得られる. この
手続きは，次式を最小化することとi司等である.
/'-_制
M=lM2-flロIAI (66) 
/'-_ 
ここにおいて，02=(Y'A'PAY)とする. Pは次式によって与えられるものである.
P=Iー (AX)[(AX)' AXJ-1 (AXY (67) 
したがって，式(66)を最小化することは次式を最小化することになる.
Mネニln(Y'A'PAY)-~ 1nlAI (侃)
この式を用いれば，戸と σ2とは無関係に ρの推定量を導くことができるであろう.
以上の説明から， IiI帰分析において必要とされる戸と σ2 とρの3推定量を求める手JI震は，初めに
/'-_ 
式(68)に基づいて ρを得，次いで、これを式(63)に投入することによって去を求め，最後にその結果を
/'-_ 
式(64)に利用することによって σ2を導く， というようになると理解されよう.しかし 3つのノミラメ
ータの推定量は式(60)から明らかなように相互に関連しており，それぞれが個別にi尊かれるものでは
ない.厳密な推定量が必要とされる場合は 3つのパラメータが向B寺に推定できる枠組，つまり 3パ
ラメータそれぞれに関する 1nLの尤度方程式からなる連立方程式を解くという枠組が必要になるで
あろう.しかし， Hepple (1976)が指摘するように， 3パラメータを同時に推定する方法は， 2パラ
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メータを推定する方法よりはるかに複雑となり，式 (63)や (64)のような推定式を導きえないのであ
る.その場合は， 3つの尤j支方程式からなる連立方程式を解くことになるが nxnの行列の逆行列
を伴うここでの状況のような場合で、はその解法計算は煩現になり， また長H寺間を要する.
3) 計算法
このようなことから，多数の未知数を推定するため考案されている非線形最適化法の利用が行なわ
れる.非線形最適化法にはさまざまな方法があり，最適解を直接解析的に求める方法(上述の 2パラ
メータに関する最尤法はこれに当たる)， モンテカノレ 1コ法を用いる確率的方法， 近似解を逐次改良す
る逐次近似法に大別されるが (OR事典編集委員会編， 1975， p.84)， Hepple (1976)は，多数の未知数
(ここでは 3パラメータ)を， 短時間にしかもわずかな誤差でj在定する方法として， Powell (1964) 
によって考案された共役方向 (conjugatedirection)アルゴリズムの利用を薦めている10)
Powell の方法は，最小化または最大化さるべき lヨ的関数〈尤度関数〉の尤度方程式を使用しない
ことに特徴があり， 2次関数に関するベクトノレの共役性を巧みに利用している.一般に， 2次関数の
21措偏導関数行チIJGが対称であり ， Idl誌のベクトノレ d(l)，d(2)，…， d(/')がある場合， 次の条件を満た
すとき，
d(か (69) 
Id屈のベクトノレはGvこ関して互いに共役であるといわれる 11) これに隠して 1つの基本的定理がある.
それは， iGが対称行列であるならば，Gvこ関して互いに共役なn個のゼロでないベクトノレが存在し，
さらにGが正値定符号であるならば， G vこ関して互いに共役なゼロでないベクトノレは 1次独立であ
るJである.そして， 2次i菊数の最小値を見出すための探索において iJ'Z個の共役な方向の各々に沿
って探索を順次行なうならば， 2次関数の最小点が得られる」という定理がある.Powellの方法を
初めとする多くの共役方向法は， これらの2つの定理を基礎にしており p それら以外の付加的な定理
や計算効率に関する概念などを導入することによって，さまざまな工夫が施されている12)
Pmvellの方法のアルゴリズムはかなり複雑であり p 推定すべき未知数が多い場合は計算反復回数
が増大すること， また，その過程で新しい共役方向ベクトノレが仲々うまく採用されないことなどの難
点があるが，多くの共役方向法のうちで最も有効なものの 1つであると評価されている(今野・山下，
1978). Powell法のアノレゴリズムは次のとおりである13)
ステップo: 1次独立!めな共役方向の初期ベクトノレ針。) diO)，..， d~02_ l (ηは未知数のil!il数) と
推定すべき未知数の初期ベクトノレxy〉を用意し， k =0とする.
ステップ 1: x6k) =xSP とおき，次式で、表わされる xjP1をtェ0，1， "'，n -1 (iは探索方向)に
ついて求める.
X~~~l =x~k) 十αf!?) d?h)εαjh):nlinf(xjjt)十αdf!?) (70) 
ステップ 2: d1~k) =X，~k) -XJf?)とおいて，次式から X21を求める.
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X~:_?-l =X (71) 
ステップ 3: X~k+l) =X~~l とおく.
ステップ 4 次式が成立するならば，作業終了， X~<) が最適解 e 成立しないときは次ステップを行
なう.
1 X~?"-1-l) -X~?) 1 ~ 0 
ステップ 5:次式によって戸を見定める.
f (x~;) ) -f(x~前1) ニ max [f (X~k) ) -f (X~~l)J 
r "- 0ミi";;n-l
(72) 
(73) 
そして，次式が満たされるか否かを判別する.
一 rf(x~<) )-f(X~~l) 寸
!α;}?) 1< I I 
日 Lf (X1k) ) -f (x払)_j 
満たされる場合は， d~k+l) =d~k) とし，満たされない場合は，
(74) 
( d51?) 
d)1?十1) ェ 1ι
d1djf1 
(i=O，…，戸-1)
(i=丸"'， n-l) 
として，l?-=k十1とおいてステップ1へゆく 14)
なお，最小化・最大化問題のコンピュータプログラムが GLIMや GENSTATのノミッケージにあ
るといわれているが， どのようなアルゴリズムに拠るのかは未詳である 15)
4)推測
上述のような手続きによって回帰パラメータの最尤推定量が得られると， この推定量からなる回帰
モデノレの適合性の検定およひ、パラメータ推定量の有意性の検定が必須の作業となる.この作業に!探し
ては，通常の最小2乗法推定量の場合は，前者に関しては重決定係数および後者に関しては t統計量
がそれぞれ利用されるが，最尤推定量の場合は，それらを直裁的には適用しえない.とりわけ t統
計量についてはそうである.
回帰モデノレの適合性の検討については， ilil帰モデ、ノレの適合性は，それがどのようなものであって
も，回帰分散の全分散に対する比によって表現されるj という考え方が， ここの場合においても基本
原理であり，通常の重決定係数ときわめて類似した次式を利用する.
〈 ?
??
?
?
?
? 〈 ?
?
〈 ? ?
? ?
?
??
?
?
ゃ??
?? ?? (75) 
，/'._ 
この式の σ2が最小2乗推定量であるならば， この式は通常の重決定係数 (1必)と同等になる.
@帰パラメータの最尤推定量の有意性検定については.最尤推定量が漸近(大標本〉的に正規性と
独立性を有するということを前提として行なわれ， (各パラメータの推定値/それの標準誤差)と正
規確率限界値とが比較される.この際に問題となることは，各パラメータの標準誤差をどのように求
めるかである.この標準誤差は， Kendall & Stuartが提示したパラメータに関する分散共分散行列
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Vのにiコに含まれているので (Kendall& Stuart， 1961， p.51)， この分散共分散行列を求めればよいこ
とになる.この行列は次のように表わされ，行列の各要素は対数尤度関数の各パラメータに関する 2
¥)皆偏導関数の期待値である.
V=[ 一E(伊川2汁lr叫]一41 
oOroOs (76) 
ここでの OrとOsはそれぞれ f若干自と 5番目のノミラメータである.ml帰モデノレにおけるノミラメータは
戸と σ2とρの3つであるが，そのうちの戸と σ2に関する 1階偏導関数はそれぞれ前掲の式(61)と
(62)のとおりであるが， ρに関するそれは次式で、与えられる.
盟主旦ニ-Î: ~+~v'Wu日ρ/;;;'11-PAi' (J2 (77) 
ここでのんは行列W のi番自の思有値，vは式(52)で定義される誤差項の分散共分散行列 (=σ2[A'
A]一りである.上式および式(61)と(62)に基づいて導出される 2階儒導関数の期待値は次のとおりで
ある.
E[~2 (1ロ Djz--LUFAX
osos υ 
E[~2 (1nD]=-in 
8σ20σ2 J 2σ4 
Eド2(lnοJ=αーゆB)BρBρ 
EI~2(iU)_ 1 =-+tr(B) 
し 0σムcρ 」 σム
(78) 
(79) 
(80) 
(81) 
ここでのα=-L; A7!C1一ρん)2，B=WA-1である. J二式で、示される 4つの 2階矯導関数以外の 2つの
もの，つまり E[32 (ln L)(os3ρ]とE[32 (ln L)/eJ s eJσ2Jはゼロである.かくして， 3つの@帰パラメ
ター s，02， ρの最尤推定量に関する分散共分散行列は次のように示される.
r n/2 σ2tr(B) 0 l-l 
^^^ I I V(σ2，ρ?戸 σ41σ2tr(B) σ4 tr (B'B)ー がα o I (82) 
I 0 0σ2X'A'AX I 
この行列の主対角要素の平方根が，各パラメータの推定量の漸近標準誤差である.したがって，上式
(82)にデータ数値を投入すれば，検定のための標準誤差が得られる.
上述の有意性検定において利用されるWの固有値えについて注屈すべき事柄が2つある.その 1つ
は， A=(I-ρW)とおいていることから，次式が成立することである.
IAI=二日 (1-ρん) (83) 
ln I AI = L; ln (1-ρん) (84) 
つまり， η{患のんの積は IA¥を与えるということである.前掲の式 (60)の lnLを最大にするよう
な3つのパラメータのうちの ρの推定量は，式(84)を式(60)に代入して求められ，また，式(77)の導
出もこれに拠っているのである.いま lつは，サンフ。ノレ地区数nが大な場合は酉有値を求めることが
煩墳になるが， Ord (1975)によって，ある状況下でこれを簡単に入手できる方法が提示されているこ
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とである.さまざまな状況下での方法が示されているが，そのうちで最も利用度の高し、ものは次のと
おりである.ρ行'q列の四角形メッシュ (n=ρxq)を想定しそのメッシュにおける行 f列 Sに当た
るメッシュ方格での変数 }'rsが，次に示されるような1i昔の空間的自己相闘を呈するとする(ただし，
メッシュの境界に接する方格での変数値は調整されているとする ). 
日士山Ir-1.5十}'r+1.5十Yr.5-1十Yr.s-H)+el (85) 
このような状況下‘での行列 W は tqxqp( =nX n)の対称行列になるが， メッシュでの行r列 sに当
たる方格に関するWの詔有{@:). rsは次式で、与えられる.
んS= ÷ 凶 7何叫π刈州内/パ/(tωρ十刊叫Iわ)J凶十れC∞ω州OωM仲S心[ドS7r/( 川)] } (86) 
@帰パラメータの最尤推定量の有意性検定においては， J二述のような襟準誤差を利用する方法の他
に，尤度1ヒを利用する方法もある.この方法は，概述すれば， -2111 (LR/ Lu)=21n(Lu I LR)がカイ
2乗分布に従うことに基づいている Luは非制約モデノレの尤度関数であり LR はtl到来ワモデノレのそ
れで、ある.ここでの非制約モデノレは，すべての最尤推定量を含む田町iモデノレに関する尤度関数である
(式 (60)を参照された¥.，、). 後者の制約モテ、ノレについては， m1自の回帰ノミラメー タのに|二1のた番iヨのノミ
/'、
ラメータんに関して帰無仮説日。 :s!?=O (対立仮説 H1:んJキ0)を検定しようとする場合は，sliニO
としたときの回帰モデノレに関する尤度関数がこれに該当する.
上述の回帰パラメータの最尤推定量の有意性検定の 2方法の他に，非制約モデノレの対数尤度関数の
。に関する 2階偏導関数のみを問題にする Wald統計量による検定法や16)，制約モデノレの対数尤度
関数のsに関する 1階と 21惜の両方の偏導関数を問題にする Lagrange乗数による検定法などもある
(Pickles， 1986). ¥^1 ald統計量および Lagrange乗数ともにカイ 2乗分布に従う.
ここで注目すべきは，河ーの推測問題に各種の検定法を適用すると，その結果は検定法によって少
しずつ異なることである.どの検定法が最適であるかは未解決の問題である.
1 )このような影響を最初に指摘したのは Student
(1914)であり，彼は，今日でいう傾向函分析によ
ってデータ数値から '~I 己相関成分を除去し，その結
果値による平均の推定法を提案している
2) Geary (1954)にこれのj京図が3己1まされている
3) (ρ1，ρ2)=(0. 0， O.0)の場合は， 2 変数ともに I~l 己
椙闘をもたないことを意味し， 2変数それぞれが独
立的に分布する状況で、ある
4)例えば， Durbin & '¥九Tatson(1950・1951・1971)，
Christ (1966)， Johnston (1972)などがあげられる
5) Johnston (1972)のp.p.18~19 を参照されたい.
/'-. 
6 )β=(X〆X)-lXY=β+(X'X)一lX'Uなることを利
用する.
?
7)正規分布の{反定のもとで h の平均と分散は次
のように導かれている.
E(h)= tr(MW)/(n -m) 
var (h)=J:_r (MWMWノ)十tr(MWMW)十[tr
(η-m) (η-m十2)
恒主立二-E(h)2
ここでの M=I-X(X'xt1X. Cli百&Ord (1972)も
また次の統計量を導いている
11η ノ¥ノ'- 1 /".. 
1 =(n/W) 22 1(}ij e iむ/2ん2
? ???
? ? ? ??? ? ?? ??、 ???
8)詐事は奥野 (1981)を参照されたい.
9) 1豆町jパラメータの推定!日]泌を含む各種の地3~1~;..:的
問題に対する最尤法の利用が， Pickles (1986) に
よって平易に解説されている. また， J'長尤法の3m論
については福原 (1981)の p噛p.37"'-'59に詳述され
ている
10) Powell (1964)によって考案されたアノレゴリズム
に対してさまざまな解釈が行なオつれており， J疑似ニ
ュートン法の一都 (OR事典編集委員会編L 1975)， 
共役傾斜法の一種 (Kowalik& Osborne， 1968)，直接
探索法の 1つである共役方向法 (Dixon，1972)など
と解されている. Heppleは共役傾斜法としている
が，後述するアルゴリズムからみれば，共役方向法
と解すべきであろう
11) G=Iのときは d(i)'d(j)= 0になり， d (i)'と d(jJ
はGvこ関して五L、に直交関係にあることになる. し
たがって，共役は直交の概念を一般化したものとい
える
12) このことについては， Dixon (1972)のp.p.49"'"'-'87 
およびその訳醤松原訳 (1974)のp.p.53~97 と今野
・I-Li下 (1978)の p.p.169~195 を参照されたい.
13) ここで述べるアルゴリズムは， 1.京若のものを平易
な形で整理された今野・ 11下 (1978)の p.p.178"'-' 
182に準j越してし、る
14) このアノレゴソズムの足解のため， 1つの計算19'Uを
示す.最小化すべき i二i的関数は次のとおりであり，
推定すべき未知数は X1，X2， Xsの3つである
f (X1' Xz， XS)=(Xl-X2十X3)2十(-X1十む十X3)2十(X1
十X2-X3)2
この様!数の 21惜備導関数行例Gは次のように得られ
る
f 6 -2 -2¥ 
G=I -2 6 -21 
¥-2 -2 6/ 
ステップo 未知数初期ベクトノレXTおよび共役
方向初期ベクトノレ daO)，d~O) ， d~O) として次のように
おくことにする (Powellは共役方向初期ベクトノレと
して単位ベクトルを薦めている)
x ~O) =(1/2， 1， 1/2)' (この場合はf(X60))=2となる)， 
daO) = (1， 0，0)'， diO)=(O， 1， 0)'， d~O)=(O ， 0，1)' 
ステップ 1
① dJO)方向の直線探索を行なう xaO)=x)JO)とおい
て，初めに式刊にみられるような， f(xaO)十αdaO)
21 
を最小化する αjO)を，次のような作業で見出す
f (xaO) +αd~0))=! [(1 /2 ， 1， 1/2)'十α(1，0， 0)〆)
ニパ1/2+α， 1， 1/2)' =(1/2十α1十1/2)2
十(-1/2-α十1+ 1/2)2十(1/2+α十1-1/2)2
=2十3a2
af/aα=6α=0 ..α=0 
次に， ここで見出された α に基づいて式刊から x~O)
を次のように求める
x}u) =X60 ) →-a~O)d60) 二二 (1/2，1， 1/2)' +0 x (1， 0， 0)' 
=(1/2， 1， 1/2)' 
このときの f(x;0))=2であり ，f (xaO) と|司等のi主i
数組を取る
② dJO)方向の直線探索を行なう.①の場合と同様
な作業でf(X}O) +αd}O))を最小化する αjo)を見出す.
f(x}O)十α針。J)=2十4α+3a2
af/aα=4+6α=0 ..α=-2/3 
したがって，
x~O) = x}O)十α}O)d[O) =(1/2， 1， 1/2)'-2/3 (0，1，0)' 
=(1/2， 1/3， 1/2)' 
このときの f(x~O))=2/3 であり，上述の !(x1(O)) よ
り4/3だけ減少している.
@ d~O) 方向の直線探索を行なう.①と②の場合と
同様にして!(xiO) + αd~O)) を最小化する αjo)を見出
f(xiO)十αdiO)=6/9十(4/3)α+3α2
B刀3α=4/3十6α=0 ..α=-2/9 
したがって，
x~O) = x?) + aiO)d~OJ =(1/2， 1/3， 1/2)' 
-2/9 (0， 0， 1)' =(1/2， 1/3， 5/18)' 
このときの f(点。))=14/27であり， f(x~O)) より 4/27
だけ減少している
以上によって，初めに設定された未知数ベクトノレ
に関する 3方向それぞれについての探索が終7し3
f(xaO) より小の関数値をもたらす未知数ベクトノレ
xjo)があることが判明した.換言すれば， 3次元空
I;，¥Jで、の初期座標点xaO)が3箆擦iMJに沿って新しい座
標点 xiO)vこ移動したのである.そこで， この座標点
が最適解であるか否かを検討するとともに，次段階
の探索の準備を行なう.
ステップ 2: diO)=x~0)-xáO)= (1 /2 ， 1/3， 5/18)'-
0/2， 1， 1/2)'ニ (0，ー 2/3，-2/9)'とおき， f(xiO)十
22 
αd~O)) を最小化する αjD) を見出す
f(x~O) 十 αd~O))=14/27一(8/27)α+(32/27)α2
3f/aα=-8/27十(64/27)α=0 ..α=1/8 
しずょカ;って，
xtl=X~O) 十 αiOld~O)=(1/2 ， 1/3，5/18)' 
十1/8(0， -2/3， -2/9)'=(1/2，1/4，1/4)' 
このときの f(x~O))= 1/2であり ， f(x~O)) に比べて
わずか 1/54だけ減少しているにすぎない.
ステップ 3: x~})=x.~0)= (1 /2 ， 1/4， 1/4)'とおく
ステップ 4 式刊が成立するか否かを検討する
Ilx~/) _x~O) 1 = Ji(1/2， 1/4， 1/4)'-(1/2， 1，ν2)' 1
ェ(0，3/4，1/4)'キO
したがって，最適解が得られていないことが判明す
る.そこでステップ 5へ進む.
ステップ 5 式仰の右辺を誠べることによって戸
を見定める.
f(xaO) -f(x{日))=2-2=0 
((x{D))-f(xiO) =2-2/3=4/3 
f(x~O))-f (x~O)) =2/3 -14/27 =4/27 
f(x~O)) -f (x~O)) = 14/27 -1 /2= 1/54 
であるので，各誌の関数{患の最大差は， f(xi01) 
-f(x~O))=4/3 のものである.それゆえ ， P =1と見
定められる.そこで，次に式刊の不等式を調べる
その結果は，
!竺竺三竺~Jパ=(1422)1~ょ~ol\ F(v(O)¥J ¥ 4/3ノゾnf(x}O))-f(x~O))J ¥'1 0/ 
と得られ， これは叫0)=1/8より小である.それゆ
え，式同は満たされないそこで， d~1)=d~O)=(1 ， 0 ， 
0)/， d(l?=d~O)=(O， O ， l)' ， dP)ニ d10)= (0， -2/3， 
-2/9)' として，ステップ 1へゆく (x~O)=x;，l)= 
(1/2，1/4， 1/4)'.つまり xjo)が2段階自の作業の初
期座標点になる)• このことは， 2段階iヨ(1<=1)の
探 J来を行なうにi捺して共役方向ベクトノレが改められ
たことを意味する
2段階!ヨの探索では， x)Jl)ェ(1/2，1/4， 1/4)'を出
発点として， _Iこ述の 3つの共役方向ベクトノLの直線
探索を行なう.その結果は次のとおりである
x~1)= (1 /2 ， 1/4， 1/4)'， f(Xd1) =1/2， 
ad1)=ー1/3
dd1) : x~ l) =(1/6， 1/4， 1/4)'， f(X}ll) = 1/6， 
=-1/9 
d~l) : x~ll =(1/6， 1/4， 5/36)'， f(x?)) =7/54， 
αPl=1/4 
d~ll: x~1)=(1/6 ， 1/12， 1/12)'， f(xi1) =1/18， 
αi1 =1/2 
d~I)=(-1/3 ， -1/6， -1/6)'， XJ1)=(0， 0， 0)'， 
f(X~11) =0 
この場合では P=0となり， \[f(xPl)-f(x~1)) J / 
[パX~l)) -f(xPl) J} 1/2= 1/.v6と求められる.これは
ai1)=1/2 より小である.それゆえ， 3段階段(!?
= 2)の探索に際しての共役方向ベクトノレは， db2) 
=d}l) =(0， 0， 1)'， di21 =d~l) =(0， -2/3， -2/9)'， dF) 
=(WJ = (-1/3，ー 1/6，ー 1/6)'と改められる.
3 段階 I~l の探索における出発点は x;/) =(0， 0， 0)' 
であり，改められた上述の 3つの共役方向ベクトノレ
の直線探紫を行なうと， X~2) = (0， 0， 0)'となり，ス
テップ3・4によれば， X13)=X~2) とおかれ， X~3) は
X}/)(=X~l)) と全く等しく， (0， 0， 0)'である. した
がって3 作業はこの段階で終了し， fi}られた最適j停
は， (Xj， X2， Xg)=(O， 0， 0)である. この場合での関数
{直はゼ口になる
15) 1984年現在のイギリスにおし、て入手しうるマイク
1ココンピュータj刊のソフトウェアーパッケージにつ
いて， O'Brien (1986)が紹介している
16) mト揺ノミラメータの最尤推定量の有意性検定にi捺し
ては， Wald統計量の利用が比較的簡単で、あるとい
われてt、る (Pickles，1986). それは， Ho: sIi=Oの
/'-. /'-. 
場合， この統計量はw=s7，/var (.81，)に縮小され，
/'-. 
va叫ん)は式帥に定義された行列にみられる戸に
i却する主対角要素によって示されるからである
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Discussio11 01 Spatial Autocorrelation 
一一-l¥1ainly0口ItsNoise Effect and Ren10val Methods一一一
Takashj OKUNO 
Spatial autocorrelation is one of the most important and fundamental themes in quantita-
tive geographical research. In fact， ¥vhen A. D. Cliff and J. K. Ord reported some characteris-
tics of modelling and analyzing in spatial context to statisticians in the joint meeting of the 
Royal Statistical Society and the Institute of British Geographers of 1975， they proposed tbat to 
develop this correlation was the one of four main tasks for the application of statistical concepts 
and methods to human geographic phenomena. They c1aimed tbat some aspects of spatial auto-
correlation are obviously associated with an essential subject of geography and a much impor-
tant technical problem of quantitative geography. In the previous paper (Okuno， 1981)， the 
author reviewed the advantages and disadvatages of five measures and their statistical mo-
ments， beginning with P. A. P. Morarずsproposa1 of 1948. This continued paper， based on more 
recent contributions of spatial autocorrelation， aims firstly to investigate various biases which 
spatial correlation in cross-sectional data takes carry into the statistical test and Inferential 
resu1t and secondly to review some methods to remove the biases. '¥九Tiththe first point， two 
kinds of biases， w hich are regarded "noise e百ect"by traditional statisticians， are considered. 
These are for the t-test statistics used in testing the significant difference between two sample 
means， as shown in Cli百andOrd (1975a)， and a1so for the ordinary least船S司uaresestimator of 
linear regression parameter with spatially autocorrelated error term. ¥Vith the second point， 
two ¥vays of overcoming these problems are discussed from the seηse of practically treating 
cross-sectional data. One is the spatial differencing method as a filter of the data to remove 
the spatial correlation in straightforward manner. Another is the modified t-statistics by Cliff 
and Ord (1975a) and the genetalized leastωsquares and the maximum likelihood method， which 
produce the modified regression models alO¥ving for the correlation. 1n the context of calculat-
ing maximum of the logarithmic likelihood function， the Powell's method (Powell， 1964)， being 
one of the conjugate direction methods， particularly is recommended as the most effective aト
gorithm. 
