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Résumé
Cet article propose une méthode pour représenter les variations entre deux cas dans le cadre
d’une représentation des cas par des couples attributs-ensembles de valeurs (ce qui généralise
le formalisme, classique dans le cadre du raisonnement à partir de cas, des couples attributs-
valeurs). Pour effectuer une telle représentation, on met en évidence tout d’abord les attributs qui
ne sont pas communs aux deux cas puis, pour les autres, on compare les ensembles de valeurs
par des ensembles de relations binaires. De telles relations sont spécifiées par le concepteur du
système de raisonnement à partir de cas sur la base de ce qui est pertinent pour « passer » d’un
cas à un autre. Des exemples de telles relations sont proposés. Ce travail doit être appliqué à
l’extraction de connaissances d’adaptation par fouille de la base de cas : une telle fouille s’appuie
sur la représentation des variations entre cas de la base. L’expressivité des règles d’adaptation ainsi
extraites sera fonction de l’expressivité de la représentation des variations entre cas.
1 Introduction
Le raisonnement à partir de cas (R̀PC [13]) est un mode de résolution de problème s’appuyant
sur une base de cas, un cas étant un problème déjà résolu accompagné de sa solution. On note cible
le problème à résoudre et (srce,Sol(srce)) un cas de la base de cas (srce : problème source, Sol(srce) :
solution de srce). Une session de R̀PC consiste en général à sélectionner un cas (srce, Sol(srce))
de la base jugé similaire à cible (étape de remémoration) puis à adapter ce cas dans l’optique de la
résolution de cible (étape d’adaptation). L’adaptation, selon le principe de l’analogie par transfor-
mation [5], peut être décomposée en trois étapes. La première consiste à analyser les ressemblances et
dissemblances entre srce et cible, ce que nous appellerons les variations entre ces problèmes et dé-
noterons par ∆pb. La deuxième étape consiste à inférer les variations ∆sol entre solutions à partir des
∆pb et des connaissances d’adaptation. La troisième étape consiste à appliquer ∆sol sur Sol(srce)
afin de construire une solution Sol(cible) de cible. Cela motive l’étude des variations entre cas
(i.e. des variations entre problèmes et des variations entre solutions), en particulier l’étude de leur
formalisation.
Cet article présente une approche pour représenter les variations entre cas. Plus précisément,
nous considérerons que les problèmes (resp. les solutions) sont représentés par des ensembles de
descripteurs, où un descripteur est un couple (a,V), a étant un attribut et V une contrainte sur a : étant
donné un problème pb et (a,V)∈ pb, V est l’ensemble des valeurs que peut prendre a dans le contexte
du problème pb. Cette recherche est motivée initialement par le développement de l’outil CA
d’extraction de connaissances d’adaptation par fouille de la base de cas [6] : à l’heure actuelle, cet
outil s’appuie sur une représentation très fruste des variations entre cas et doit être amélioré à terme
grâce à une représentation plus sophistiquée de ces variations.
La section suivante introduit les notions, notations et hypothèses relatives au langage choisi pour
représenter les cas. Dans la section 3, nous proposons une approche pour représenter les variations
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entre deux cas représentés dans ce langage. Quelques exemples de représentations de ces variations
sont donnés dans la section 4. L’approche est ensuite appliquée au système CA (section 5). La
section 6 discute cette approche et la situe par rapport à des travaux proches.
2 Notions, notations et hypothèses
Langage de description des cas. Les problèmes et les solutions sont décrits par des ensembles finis
de descripteurs. Un tel ensemble de descripteurs est appelé concept dans cet article. Par exemple :
C = {d1, d2, . . . dn} (1)
est un concept. On suppose qu’un descripteur prend la forme d’un couple (a,V), où a désigne un
attribut monovalué et V la représentation d’un ensemble de valeurs1. L’ensemble de toutes les valeurs
possibles associées à a est appelé co-domaine de a et est dénoté par Da. Par conséquent, si (a,V) est
un descripteur, alors V ⊆ Da. L’ensemble des ensembles de valeurs V autorisés pour l’attribut a est
noté Ea et est un sous-ensemble de l’ensemble 2Da des parties de Da. On suppose que si V1 ∈ Ea,
V2 ∈ Ea et V1 ∩ V2 , ∅, alors V1 ∩ V2 ∈ Ea. Par exemple, si on considère les attributs diamètre et luit,
dont on restreint les ensembles de valeur respectifs aux intervalles fermés de R+ = [0;+∞[ et aux
sous-ensembles de {oui, non}, on peut définir le concept
Planète = {(diamètre, [0, 8; 140]), (luit, {non})}
qui décrit l’ensemble des astres dont le diamètre est situé entre 0,8 et 140 milliers de kilomètres et
qui ne brillent pas par eux-mêmes. Ediamètre est donc l’ensemble des (représentations d’)intervalles
fermés de R+ et Eluit = 2{oui,non}.
Le cadre de représentation proposé est assez général et couvre en particulier le formalisme,
classique en R̀PC, des descripteurs de la forme (a,v) où v est une valeur (et non un ensemble de
valeurs). En effet, il suffit de remplacer (a,v) par (a,{v}) pour se ramener à notre formalisme.
Sémantique. Une interprétation I est un couple (∆I, ·I), où ∆I est un ensemble (le domaine d’inter-
prétation) et ·I est une fonction d’interprétation qui à un concept C associe un ensemble CI ⊆ ∆I et à un
attribut a associe une fonction partielle ∆I →Da.
L’ensemble de descripteurs décrivant un concept s’interprète comme une conjonction, de sorte
qu’une définition de concept pourra être notée indifféremment sous la forme (1) ou sous la forme :
C = d1 ∧ d2 ∧ . . . ∧ dn











L’interprétation d’un descripteur d = (a, V) est2
(a, V)I = {x ∈ ∆I | aI(x) est défini et aI(x) ∈ VI}
Dans cette étude, on supposera que tous les concepts sont définis par au moins un attribut. On
suppose en outre que dans une même définition de concept un nom d’attribut n’apparaît qu’une
seule fois3.
1Notons que dans cet article, nous appellerons souvent « ensemble de valeurs » ce qu’il faudrait appeler plus rigoureu-
sement « représentation d’un ensemble de valeurs », afin de ne pas trop alourdir l’exposé.
2Pour les lecteurs familiers avec les logiques de descriptions [2], (a,V) correspond dans ces formalismes à ∃a.V, où soit a
est un rôle fonctionnel et V est un concept, soit a est un attribut concret et V est un prédicat unaire de domaine concret.
3Cela ne réduit pas l’expressivité du langage : cela consiste simplement à remplacer (a,V1) ∧ (a,V2) par (a,V1 ∩ V2), ces
deux expressions ayant la même sémantique.
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3 Approche proposée
Le but de cet article est de proposer une méthode pour comparer deux cas. Cela revient à comparer
deux problèmes et deux solutions. Pour cela il suffit de savoir comparer deux concepts. Un concept
représente un ensemble d’individus.
Dans la suite de la section, nous considérerons deux problèmes srce et cible comme concepts
à comparer, et nous représenterons la variation ∆pb lorsqu’on passe du problème srce au problème
cible par un ensemble d’expressions.
Dans notre formalisme, puisque nous nous appuyons sur une représentation utilisant des attributs,
nous ramenons la variation ∆pb de srce à cible à la variation ∆apb de srce à cible sous l’angle de
l’attribut a. Ainsi, ∆pb =
⋃
a
∆apb pour a : attribut apparaissant dans les descripteurs de srce et/ou
de cible.
Trois situations peuvent alors se présenter. Si l’attribut a est introduit par un descripteur (a,Vsrce)
dans la définition de srcemais est absent de celle de cible, on représentera dans ∆apb la variation de
srce à cible par l’expression (a,Vsrce)-, composée du descripteur (a,Vsrce) marqué par un signe «− ».
On aura ∆apb = {(a, Vsrce)-}. Ce signe «− » dénote donc le retrait d’une propriété lors du passage de
srce à cible.
Si l’attribut a est introduit par un descripteur (a,Vcible) dans la définition de ciblemais est absent
de celle de srce, on représentera dans ∆apb la variation de srce à cible par l’expression (a,Vcible)+,
composée du descripteur (a,Vcible) marqué par un signe «+ ». On aura ∆apb = {(a, Vcible)+}. Ce signe
«+ » dénote donc l’ajout d’une propriété lors du passage de srce à cible.
Si enfin l’attribut a est introduit à la fois dans la définition de srce par un descripteur (a,Vsrce) et
dans la définition de cible par un descripteur (a,Vcible), ∆apb sera défini sur la base de la variation
dans Ea entre Vsrce et Vcible. Plus précisément si cette variation, dénotée par ∆V, prend la forme d’un
ensemble d’expressions δ, alors ∆apb = {aδ | δ ∈ ∆V}.
Considérons l’exemple suivant :
srce = (b, Wsrce) ∧ (c, Xsrce) ∧ (d, Ysrce)
cible = (c, Xcible) ∧ (d, Ycible) ∧ (e, Zcible)
L’attribut b est introduit dans la définition de srce par le descripteur (b, Wsrce) mais est absent de la
définition de cible, donc ∆bpb = {(b, Wsrce)-}. L’attribut e est introduit dans la définition de cible
par le descripteur (e, Zcible) mais est absent de la définition de srce, donc ∆epb = {(e, Zcible)+}. Les
attributs communs à srce et à cible sont c et d, donc on représentera ∆cpb en s’appuyant sur la
variation ∆X de Xsrce à Xcible, et on représentera ∆dpb en s’appuyant sur la variation ∆Y de Ysrce à
Ycible. Si on suppose que ∆X = {δ1, δ2} et que ∆Y = {δ3, δ4, δ5}, alors
∆pb = ∆bpb ∪ ∆cpb ∪ ∆dpb ∪ ∆epb
= {(b, Wsrce)-, cδ1 , cδ2 , dδ3 , dδ4 , dδ5 , (e, Zcible)+}
Il reste donc à étudier la représentation de la variation ∆V entre Vsrce ∈ Ea et Vcible ∈ Ea, c’est-à-
dire préciser ce qu’est un δ ∈ ∆V. δ représente une relation entre deux éléments de Ea, c’est donc une
relation binaire sur Ea. N’importe quelle relation binaire sur Ea fait-elle l’affaire ? Si on garde à l’esprit
le fait qu’elles sont associées à l’attribut a dans le cadre d’une application du R̀PC, certaines relations
binaires font sens et d’autres pas : c’est un problème d’ingénierie des connaissances de mettre en
évidence les relations pertinentes, comme l’illustre l’exemple suivant.
Considérons un système de R̀PC qui évalue le prix d’un appartement à partir de sa description.
Dans ce système, un problème est un concept qui représente un ensemble d’appartements. Supposons
qu’un attribut localisation intervienne dans la définition de certains concepts pour exprimer des
contraintes sur la localisation des appartements et que les ensembles de valeurs qui lui sont associés
sont des régions du plan. Plusieurs relations binaires r peuvent être établies entre deux régions du
plan A et B, en considérant par exemple :
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– Leur latitude : A r B si la région A est située au nord de la région B,
– Leur distance au centre ville : A r B si la région A est plus proche du centre ville que la région B ;
Si la position géographique d’un appartement a bien une influence sur son prix, les deux relations
binaires ci-dessus n’auront pas, du point de vue de l’expert, le même intérêt pour comparer deux
ensembles d’appartements. Pour déterminer le prix d’un appartement dans une ville comme Paris,
la distance au centre ville sera certainement jugée plus pertinente que la latitude. La section suivante
étudie plusieurs types de variations entre ensembles de valeurs.
4 Représentation de variations entre ensembles de valeurs : exemples
Cette section présente quelques exemples d’ensembles Ea et de relations binaires δ sur Ea poten-
tiellement utiles pour un système de R̀PC.
4.1 Variations entre singletons d’entiers naturels
Comme nous l’avons remarqué à la section 2, pour représenter un couple attribut-valeur (a, v),
dans notre formalisme, il suffit de le représenter par (a, {v}). Si nous voulons représenter les individus
ayant un âge de 30 ans, il suffit d’écrire (âge,{30}). En se limitant à des valeurs précises de l’âge, on
prendra Eâge l’ensemble des singletons sur N : Eâge = {{x} | x ∈ N}. Dans la suite de cette section,
nous assimilerons un singleton {x} à l’élément x, et donc : Eâge =N.
Les relations binaires δ qui nous intéressent sont donc des relations binaires sur N. Supposons
que, pour l’application qui nous intéresse, la variation de l’âge x vers l’âge y s’appuie d’une part sur
les relations <, >, 6, >, = et , (par exemple, < permet de dire qu’une personne est strictement moins
âgée qu’une autre) et d’autre part sur les différences y− x ∈ Z (pour dire qu’une personne a 10 ans de
plus qu’une autre). Les relations binaires sont donc <, >, 6, >, = et , ainsi que les relations ajouter(α)
(pour α ∈ Z) telles que x ajouter(α) y si x + α = y.
Ainsi si (âge,{40}) ∈ srce et (âge,{30}) ∈ cible alors ∆âgepb = {âgeajouter(−10), âge>, âge>, âge,}.
4.2 Variations entre intervalles fermés de R+
Les relations binaires qui nous intéressent sont des relations binaires entre intervalles fermés non
vides de R+. On notera, pour a ∈ R+, b ∈ R+ ∪ {+∞} et a 6 b, [a; b] = {x ∈ R+ | a 6 x 6 b}. Supposons
que dans notre cadre applicatif les relations binaires jugées les plus pertinentes pour comparer deux
de ces intervalles soient les 13 relations binaires de Allen [1]. Parmi ces relations, la relation de Allen
o (overlaps) est définie pour deux intervalles i1 = [a1; b1] et i2 = [a2; b2] par i1 o i2 si a1 < a2, a2 < b1 et
b1 < b2. Par ailleurs, la relation b (be f ore) est définie par i1 b i2 si b1 < a2.
Cette relation permet de comparer sous l’angle de l’attribut diamètre les deux concepts
Astéroïde = {(diamètre, [0; 2]), (luit, {non})}
Planète = {(diamètre, [0, 8; 140]), (luit, {non})}
car on a la relation [0; 2] o [0, 8; 140] entre les intervalles de valeurs associés à l’attribut diamètre. Donc
diamètreo ∈ ∆pb.
L’algèbre de Allen est l’ensemble des 213 relations binaires obtenues par disjonction des 13 relations
de base. Par exemple, m ∨ o est la relation définie par i1 (m ∨ o) i2 si i1 m i2 ou i1 o i2 (avec m tel que
[a1; b1] m [a2; b2] si b1 = a2 : m est l’initiale de meets). Parmi ces 213 relations qualitatives entre intervalles
fermés de R+, seules certaines ont un intérêt pour une application particulière : leur choix est affaire
de conception d’un système de R̀PC. Si m ∨ o fait partie des relations choisies, l’exemple suivant
donnera donc diamètrem∨o ∈ ∆pb.
Les relations ci-dessus, ainsi que les relations<,>,6,>,= et, définies à la section 4.1 sont souvent
dites qualitatives, alors que les relations ajouter(α) (α ∈ Z) de 4.1 sont dites quantitatives. On peut
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définir entre intervalles fermés de R+ les relations quantitatives ajouter-aux-bornes(α; β) (α ∈ R,
β ∈ R) définies par [a1; b1] ajouter-aux-bornes(α; β) [a2; b2] si a1 + α = a2 et b1 + β = b2.
Pour reprendre l’exemple ci-dessus, on aura donc : diamètreajouter-aux-bornes(0,8;138) ∈ ∆pb.
4.3 Relations ensemblistes
Les exemples ci-dessus étaient de la forme suivante : Ea est une partie de 2Da où Da est un
ensemble muni d’une structure. Dans 4.1 cette structure était (N,6,+), dans 4.2, c’était (R+,6,+). Les
relations δ sur Ea s’appuyaient sur cette structure : la relation de Allen o surR+ s’appuie sur la relation
6 surR+. Que faire quand on ne dispose pas a priori de structure surDa ? Une possibilité est d’utiliser
les relations ensemblistes ⊆ et ⊇ sur Ea.
Si Vsrce, Vcible ∈ Ea et Vsrce ⊆ Vcible alors (a, Vsrce)I ⊆ (a, Vcible)I quelle que soit l’interprétation
I. Cette relation correspond donc à une généralisation de la source vers la cible. De façon duale, si
Vsrce ⊇ Vcible alors (a, Vsrce)I ⊇ (a, Vcible)I : ⊇ correspond à une spécialisation de la source vers la
cible.
Si Da est un ensemble fini et de petite taille (correspondant à un « type énuméré ») et Ea =
2Da , l’implantation de ⊆ et ⊇ revient à un simple problème d’inclusion entre ensembles décrits en
extension. En s’appuyant sur ces deux relations, si (luit, {oui}) ∈ Étoile = srce et (luit, {oui, non}) ∈
ObjetCéleste = cible alors luit⊆ ∈ ∆pb.
Si Da est de grande taille voire infini, une façon de faire consiste à utiliser une expression —
atomique ou définie — pour représenter un V ∈ Ea ; par exemple une classe dans les représentations
par objets [11] ou un concept dans les logiques de descriptions [2]. La relation ⊆ est alors implantée
par la relation de subsomption ⊑ (et ⊇ par ⊒).
À première vue, la composition des deux relations ⊆ et ⊇ n’est pas pertinente car elle correspond
à la relation universelle : pour tous Vsrce, Vcible ∈ Ea il existe V ∈ 2Da tel que Vsrce ⊆ V et V ⊇ Vcible. Il
suffit en effet de prendre V = Da ou, si on veut le V le plus spécifique possible, V = Vsrce ∪ Vcible (ou
encore, en logique de descriptions de prendre un plus petit subsumant commun de Vsrce et Vcible,
ce qui coïncide avec la disjonction des deux concepts si ce constructeur appartient à la logique de
descriptions choisie, ce qui ramène à l’union). Pourtant, c’est un mode de comparaison fréquemment
utilisé en R̀PC : si Vsrce et Vcible partagent le fait d’être sous-ensembles de V, alors ils sont similaires.
Pour résoudre ce paradoxe apparent, il suffit de rajouter des conditions sur V : seuls certains super-
ensembles V communs à Vsrce et Vcible conviennent et ce choix est, encore une fois, affaire de conception
du système de R̀PC considéré. Par exemple, si Vsrce est l’ensemble des canards et Vcible l’ensemble
des moustiques, pour une application du R̀PC sur le domaine du mode de locomotion animal, on
pourra considérer l’ensemble Vdes animaux volants, lequel ne sera pas pertinent pour une application
culinaire si on considère que la capacité de voler n’a pas de rôle à jouer en cuisine (et, de fait, le
moustique ne se cuisine pas comme le canard). On peut ainsi définir les relations (⊆V⊇) définies par
Vsrce (⊆V⊇) Vcible si Vsrce ⊆ V et V ⊇ Vcible pour les V ∈ Ea qui sont jugés pertinents (une extension de
cette relation est proposée dans [10]).
4.4 Autres représentations de variations
Autres singletons, autres intervalles. Ce que nous avons présenté à la section 4.1 sur les singletons
d’entiers se transpose aux singletons de réels ou à d’autres singletons : les relations binaires sur un
ensemble E se transposent en relations binaires sur E = {{x} | x ∈ E}. De la même façon, ce que nous
avons présenté à la section 4.2 sur les intervalles de réels se transpose aux intervalles d’entiers et,
de façon plus générale, aux intervalles fermés d’un ensemble E muni d’un ordre total. L’extension à
des intervalles quelconques de R (avec p. ex. des intervalles ouverts) devrait s’appuyer sur des idées
similaires.
Relations temporelles et spatiales. Les relations de Allen ont été conçues à l’origine pour une re-
présentation temporelle qualitative et nous les avons réutilisées à la section 4.2 pour comparer des
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intervalles. De la même façon on peut réutiliser les relations RCC-8 pour comparer deux régions de
l’espace [12].4 De façon plus générale, on peut s’intéresser aux travaux sur les représentations tempo-
relles et spatiales [4]. Ainsi, l’exemple donné en fin de section 3 (sur les appartements) pourrait être
traité à l’aide de relations spatiales telles que la distance qualitative, la position relative, l’orientation,
etc.
Les travaux sur les représentations temporelles et spatiales apportent beaucoup à l’étude des
comparaisons entre unités de temps (instants, intervalles de temps), d’espace (point, région) voire
d’unités spatio-temporelles. Il est donc naturel de s’inspirer de ces travaux et nous ne nous en privons
pas, y compris pour représenter la variation entre deux cas de deux intervalles ne représentant pas
des intervalles temporels mais, par exemple, des intervalles de tailles de tumeurs, même s’il convient
d’être prudent et d’étudier soigneusement quelles relations de Allen font sens dans ce contexte.
5 Vers une application à l’extraction de connaissances d’adaptation
Selon le principe de l’analogie par transformation, l’adaptation d’un cas source (srce, Sol(srce))
pour résoudre un problème cible se fait en inférant la variation ∆sol entre solutions à partir de la
variation ∆pb entre problèmes. Pour mener à bien l’étape d’adaptation, un système de raisonnement
à partir de cas suivant ce principe doit être pourvu des connaissances d’adaptation nécessaires à
la construction d’une variation entre solutions ∆sol pour chaque variation entre problèmes ∆pb
rencontrée.
CA est un système d’extraction de connaissances qui permet d’acquérir ces connaissances
d’adaptation par une analyse systématique des variations entre cas au sein de la base de cas [3, 6].
L’idée est de faire jouer à un cas source de la base de cas le rôle du cas remémoré et à un autre cas
source le rôle du problème cible à résoudre, accompagné de sa solution. Le système représente pour
chacun de ces couples de cas sources de la base de cas la variation entre cas ∆cas = ∆pb∪∆sol, puis
cherche dans l’ensemble des couples ainsi formés des associations fréquentes entre variations entre
problèmes et variations entre solutions.
Cette recherche est effectuée en représentant sous la forme d’un objet — un objet étant un ensemble
de propriétés booléennes — chacune des variations ∆cas entre cas sources de la base de cas, puis en
appliquant l’algorithme C d’extraction de motifs fermés fréquents [16] sur l’ensemble d’objets
ainsi obtenu. Dans cet article, la variation ∆cas entre deux cas est représentée sous la forme d’un
ensemble d’expressions. Pour obtenir une représentation équivalente de ∆cas sous la forme d’un
objet, il suffit de faire correspondre à chacune de ces expressions une propriété booléenne.
Supposons par exemple que parmi les variations entre cas de la base de cas pour une application
du R̀PC à l’aide à la décision thérapeutique dans le cadre du traitement du cancer du sein [9] figurent
les deux variations entre cas ∆cas et ∆cas′ suivantes :
∆cas = {taille-tumeurb, âgeajouter-aux-bornes(15;10), âgeb, DOSE-CHIMIOajouter(−10), DOSE-CHIMIO>}
∆cas′ = {âgeajouter-aux-bornes(15;10), âgeb, DOSE-CHIMIOajouter(−10), DOSE-CHIMIO>, (DOSE-RADIO, [0; 50])+}
(on utilise les minuscules pour les attributs de problèmes et les majuscules pour les attributs de
solutions). De l’ensemble des variations entre cas sources de la base de cas, CA pourra extraire
le motif
m = {âgeb, âgeajouter-aux-bornes(15;10), DOSE-CHIMIO>, DOSE-CHIMIOajouter(−10)}
Ce motif est une généralisation des variations entre cas ∆cas et ∆cas′ et constitue une règle d’adapta-
tion concrète au sens où elle permet de construire une solution pour un problème cible à partir d’un
cas source (srce, Sol(srce)). En effet, si les deux problèmes srce et cible varient uniquement par
les ensembles de valeurs qui leur sont associés pour l’attribut âge, et que ces ensembles de valeurs
sont des intervalles [a1; b1] pour srce et [a2; b2] pour cible tels que a2 = a1 + 15 et b2 = b1 + 10, alors
4RCC-8 forme une algèbre de relations topologiques entre régions qui permet, par exemple, d’indiquer qu’une région
est tangentiellement incluse dans une autre région.
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une solution Sol(cible) peut être construite pour cible à partir de la solution Sol(srce) de srce en
retranchant 10 à la dose de chimiothérapie.
Si alors parmi les motifs extraits par CA se trouve également le motif
m′ =
{
âgeajouter-aux-bornes(20;10), âgeb, DOSE-CHIMIOajouter(−20), DOSE-CHIMIO>
}
on trouvera aussi (toujours extrait par C) le motif




qui généralise m et m′ et traduit le fait que quand l’âge augmente, la dose prescrite pour la chimio-
thérapie diminue.
Ce motif constitue une règle abstraite (i.e., non concrète) car elle n’est pas directement opération-
nalisable pour construire une solution à un problème cible à partir d’un cas source. Néanmoins cette
règle a l’avantage d’être intelligible pour l’analyste, ce qui facilite sa validation, et peut être utilisée
pour regrouper les règles que M généralise, telles que m et m′.
Le formalisme utilisé ici pour représenter les variations entre cas est plus expressif que celui qui
était utilisé jusqu’à présent dans CA, et qui permettait uniquement de représenter les varia-
tions de présence/absence de propriétés booléennes lorsqu’on passe d’un cas à un autre. L’utilisation
d’un formalisme plus expressif pour représenter les variations entre cas permet d’obtenir des règles
d’adaptation plus expressives.
6 Discussion et travaux proches
Vers une application à l’adaptation différentielle. Dans le rapport de recherche [7], une approche
générale de l’adaptation est présentée que nous qualifions d’adaptation différentielle puisqu’elle














L’idée de l’adaptation différentielle est de s’inspirer de cette formule pour inférer une variation
∆Asol = ∆y j de descripteur solution (l’indice j correspond à l’attribut A dans cette métaphore) à
partir des variations ∆apb = ∆xi de descripteurs problème (i correspond à a) et de la dépendance
∂y j
∂xi
(qui indique comment varie l’ensemble de valeurs associé à A au voisinage de VSol(srce) quand varie
l’ensemble de valeurs associé à a au voisinage de srce). Dans le rapport de recherche cité ci-dessus,
l’adaptation différentielle est définie plus précisément. Ce que le travail présenté dans le présent
article peut apporter à cette approche de l’adaptation, c’est une étude sur ce que peuvent être les
variations ∆xi et ∆y j pour une application particulière utilisant l’adaptation différentielle.
Relations fonctionnelles ou non fonctionnelles. Dans les sections 4.1 et 4.2, la distinction entre
relations quantitatives et qualitatives coïncide avec la distinction entre relations fonctionnelles et
non fonctionnelles. On rappelle que δ est une relation fonctionnelle si on a l’implication (x δ y1 et
x δ y2) ⇒ y1 = y2. La distinction entre relations fonctionnelles et non fonctionnelles est pertinente
en particulier pour l’adaptation de la solution Sol(srce) en une solution Sol(cible) s’appuyant sur
∆sol. Si Aδ ∈ ∆sol et (A, VSol(srce)) ∈ Sol(srce) alors :
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– Si δ est fonctionnelle alors il n’existe (au plus) qu’un VSol(cible) ∈ EA tel que VSol(srce) δ VSol(cible),
ce qui résout cible pour l’attribut solution A ;
– Si δ est non fonctionnelle alors VSol(cible) ∈ EA est un des V ∈ EA qui satisfait la contrainte
VSol(srce) δ V.
Choix des relations pertinentes. Dans cet article, nous n’avons pas abordé la question du choix
des relations δ pertinentes : nous nous sommes contentés de dire que c’est le travail d’ingénierie
des connaissances du concepteur du système de R̀PC. Insistons cependant sur l’importance de ce
choix et rappelons le lien qu’il a avec la problématique de l’adaptation et celle de la remémoration
guidée par l’adaptabilité. L’adaptation consiste à « passer » d’une solution à une autre et ce passage
doit être « minimisé » car il correspond à l’« effort d’adaptation » : les relations δ entre ensembles de
valeurs de descripteurs solutions constituant de tels « passages » à « minimiser », leur choix n’est pas
indifférent5. La remémoration guidée par l’adaptabilité [15] est le principe selon lequel le cas remé-
moré doit idéalement être adaptable pour résoudre le problème cible avec un « effort d’adaptation »
minimal. Ainsi, le choix des relations δ entre problèmes (sur lequel la similarité — ou connaissance de
remémoration — doit être définie) doit refléter le choix des relations δ entre solutions (qui sont elles
liées aux connaissances d’adaptation).
Autres travaux sur la représentation des variations entre cas. Dans [14] est présentée une approche
pour comparer deux cas représentés par des concepts Cas1 et Cas2 de la logique de descriptions
C-Classic. Plus précisément, cette comparaison produit trois concepts PPSC, DIFF12 et DIFF21 : PPSC
est le plus petit subsumant commun de Cas1 et Cas2 (unique dans ce formalisme) et DIFF12 (resp.
DIFF21) est un concept approchant dans ce formalisme la différence ensembliste de Cas1 et Cas2 (resp.,
de Cas2 et Cas1). Cette approche rejoint celle présentée à la section 4.3 au sens où elle ne s’appuie
pas sur des relations sur les ensembles de valeurs, en dehors de relations ensemblistes (⊆, ⊇, etc.).
Néanmoins, une étude plus approfondie de ce travail devrait être utile pour approfondir les idées
présentées dans 4.3.
Une autre approche pour réifier la similarité (et donc, les variations) d’un problème srce à un
problème cible est d’utiliser un chemin de similarité, à savoir un chemin dans l’espace des problèmes
structuré par un ensemble R de relations binaires : un tel chemin a donc la forme pb0 r1 pb0 r1
pb2 . . . pbq−1 r1 pbq tel que pb0 = srce, pbq = cible, ri ∈ R (1 6 i 6 q) et pbi est un problème dit
intermédiaire (1 6 i 6 q − 1). De même, on définit un chemin d’adaptation, qui consiste en l’adaptation
de Sol(srce) = Sol(pb0) en Sol(pbq) = Sol(cible) et contient les q étapes d’adaptation de Sol(pbi−1)
en Sol(pbi) (1 6 i 6 q), chaque étape s’appuyant sur une reformulation (ri,Ari) où Ari est une
fonction d’adaptation expliquant comment Sol(pbi−1) peut être adaptée en Sol(pbi) sous la condition
pbi−1 ri pbi. Cette approche, décrite plus en détail par exemple dans [8], permet donc la construction
d’une similarité complexe sur la base de similarités (variations) simples. L’approche présentée dans le
présent article s’intéresse à l’inverse aux variations simples entre parties de cas : ces deux approches
sont donc complémentaires.
7 Conclusion et perspectives
Cet article présente une approche pour représenter la variation entre cas dans le cadre d’un
formalisme attribut-ensemble de valeurs (ou attribut-contrainte). L’idée est de mettre en évidence
(−) les descripteurs apparaissant dans le premier cas et pas dans le deuxième, (+) les descripteurs
apparaissant dans le deuxième cas et pas dans le premier et (δ) pour un attribut a apparaissant dans
les deux cas de se ramener à la représentation de la variation ∆V entre deux ensembles de valeurs
Vsrce et Vcible. ∆V est constitué d’un ensemble de relations binaires δ telles que Vsrce δ Vcible, parmi
5Les nombreux guillemets de cette phrase signifient qu’elle s’appuie sur des notions intuitives ou, pour botter en touche,
dépendantes de l’application du R̀PC considérée.
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celles que le concepteur du système de R̀PC a choisi de représenter comme étant pertinentes pour
passer d’un ensemble de valeurs de l’attribut a à un autre. Certaines de ces relations δ sont atomiques
(telles que <, o ou ⊇), d’autres sont définies (telles que ajouter(α), m ∨ o ou (⊆V⊇)). Des exemples de
telles relations ont été présentées, qui nous semblent utiles pour diverses applications.
La motivation initiale de ce travail est le développement du système CA d’extraction de
connaissances d’adaptation par fouille de la base de cas : une représentation de variations plus so-
phistiquée que celle actuellement implantée dans ce système devrait permettre de faciliter le travail
de l’analyste en regroupant les règles d’adaptation actuellement extraites par l’introduction de règles
d’adaptation abstraites. Cette étude devrait également s’appliquer à la théorie de l’adaptation diffé-
rentielle : celle-ci s’appuie sur des variations entre descripteurs de cas et les exemples présentés ici
tout comme la démarche générale proposée devrait être utiles pour instancier à d’autres descripteurs
que les seuls descripteurs numériques cette approche de l’adaptation.
D’un point de vue applicatif, la perspective principale de ce travail est son application effective à
CA.
D’un point de vue théorique, outre l’étude plus approfondie de l’adaptation différentielle à travers
ce travail, il est envisagé de pousser plus avant l’étude de la représentation des variations. L’idéal
serait d’arriver à la proposition d’une syntaxe ayant une sémantique formelle associée, à l’image
de ce qui se fait pour les logiques de descriptions. Ainsi, on aimerait pouvoir faire des inférences
déductives sur les ensembles de relations δ (ensembles interprétés conjonctivement), telles que :
{ajouter(−10)}  {>,>,,} ou {6,>} ≡ {=}.
Une dernière perspective serait d’étudier comment systématiser le passage d’une structure per-
tinente (du point de vue du système de R̀PC à concevoir) sur Da à une structure pertinente sur le
sous-ensemble Ea de 2Da .
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