The adjoint and linearity models in the traditional four dimensional variational data 45 assimilation (4DVAR) are difficult to obtain if the forecast model is highly nonlinear or the 46 model physics contains parameterized discontinuities. A new method (referred to as POD-47
E4DVAR) is proposed in this paper by merging the Monte Carlo method and the proper 48 orthogonal decomposition (POD) technique into the 4DVAR in order to transform an implicit 49 optimization problem into an explicit one. The POD method is used to efficiently approximate a 50 forecast ensemble produced by the Monte Carlo method in a 4-dimensional (4-D) space using a 51 set of base vectors that span the ensemble and capture its spatial structure and temporal evolution. 52
After the analysis variables being represented by a truncated expansion of the base vectors in the 53 4-D space, the control (state) variables in the cost function appear explicitly, so that the adjoint 54 model, which is used to derive the gradient of the cost function with respect to the control 55 variables in the traditional 4DVAR, is on longer needed. The application of this new technique 56 significantly simplifies the data assimilation process and retains the two main advantages of the 57 traditional 4DVAR method. Assimilation experiments show that this ensemble-based explicit 58 4DVAR method performs much better than the traditional 4DVAR and ensemble Kalman filter 59 (EnKF) method. It is also superior to another explicit 4DVAR method, especially when the 60 forecast model is imperfect and the forecast error comes from both the noise of the initial field 61 and the uncertainty in the forecast model. Computational costs for the new POD-E4DVAR are 62 about twice as the traditional 4DVAR method, but 5% less than the other explicit 4DVAR and 63 much lower than the EnKF method. 64
Introduction 65
The four dimensional variational data assimilation (4DVAR) method [Johnson et al., 66 2006 ; Kalnay et al., 2007; Tsuyuki and Miyoshi, 2007] has been a very successful technique used 67 in operational numerical weather prediction (NWP) at many weather forecast centers [Bormann 68 and Thepaut, 2004; Park and Zou, 2004; Caya et al., 2005; Bauer et al., 2006; Rosmond and Xu, 69 2006; Gauthier, 2007] . The 4DVAR technique has two attractive features: 1) the physical model 70 provides a strong dynamical constraint, and 2) it has the ability to assimilate the observational 71 data at multiple times. However, 4DVAR still faces numerous challenges in coding, maintaining 72
and updating the adjoint model of the forecast model and it requires the linearization of the 73 forecast model. Usually, the control variables (or initial states) are expressed implicitly in the 74 cost function. In order to compute the gradient of the cost function with respect to the control 75 variables, one has to integrate the adjoint model, whose development and maintenance require 76 significant resources, especially when the forecast model is highly nonlinear and the model 77 physics contains parameterized discontinuities [Xu, 1996; Mu and Wang, 2003] . Many efforts 78 have been devoted to avoid integrating the adjoint model or reduce the expensive computation 79 costs [Courtier et al., 1994; Kalnay et al., 2000; Wang and Zhao, 2005] , Nevertheless, the 80 linearity of the forecast model is still required in all these methods. On the other hand, the usual 81 ensemble Kalman Filter (EnKF) [e.g., Evensen, 1994 Evensen, , 2003 Kalnay et al., 2007; Beezley and 82 Mandel, 2008; also see Appendix A] has become an increasingly popular method because of its 83 simple conceptual formulation and relative ease of implementation. For example, it requires no 84 derivation of a tangent linear operator or adjoint equations, and no integrations backward in time. 85 Furthermore, the computational costs are affordable and comparable with other popular and 86 sophisticated assimilation methods such as the 4DVAR method. By forecasting the statistical 87 characteristics, the EnKF can provide flow-dependent error estimates of the background errors 88 using the Monte Carlo method, but it lacks the dynamic constraint as in the 4DVAR. Tran, 2001, 2002; Volkwein, 2008 ] to 4DVAR to reduce the forecast 102 model orders while reducing the computational costs, but the adjoint integration is still necessary 103 in their method. 104
Here we resort to the idea of the Monte Carlo method and the POD technique. The basic 105 idea of the POD technique is to start with an ensemble of data, called snapshots, collected from 106 an experiment or a numerical procedure of a physical system. The POD technique is then used to 107 produce a set of base vectors which span the snapshot collection. The goal is to represent the 108 ensemble of the data in terms of an optimal coordinate system. That is, the snapshots can be 109 generated by a smallest possible set of base vectors. Based on this approach, an explicit new 110 4DVAR method is proposed in this paper: it begins with a 4-D ensemble obtained from the 111 forecast ensembles at all times in an assimilation time window produced using the Monte Carlo 112 method. We then apply the POD technique to the 4-D forecast ensemble, so that the orthogonal 113 base vectors can not only capture the spatial structure of the state but also reflect its temporal 114 evolution. After the model status being expressed by a truncated expansion of the base vectors 115 obtained using the POD technique, the control variables in the cost function appear explicitly, so 116 that the adjoint or linearity model is no longer needed. 117
Our new method was motivated by the need to merge the Monte Carlo method into the 118 traditional 4DVAR in order to transform an implicit optimization problem into an explicit one. 119
Our method not only simplifies the data assimilation procedure but also maintains the two main 120 advantages of the traditional 4DVAR. This method is somewhat similar to Qiu Comparisons were also made between our method, the SVD-E4DVAR [Qiu and Chou, 2006; 133 Qiu et al., 2007a,b] , traditional 4DVAR, and EnKF method. We found that our new ensemble-134 based explicit 4DVAR (referred to as POD-E4DVAR) performs much better than the usual 135
EnKF method in terms of both increasing the assimilation precision and reducing the 136 computational costs. It is also better than the traditional 4DVAR and the SVD-E4DVAR, 137 especially when the forecast model is not perfect and the forecast error comes from both the 138 noise of the initial field and the uncertainty in the forecast model. 139
Methodology 140
In principle, the traditional, implicit 4DVAR (referred to as I4DVAR) analysis of a x uu r is 141 obtained through the minimization of a cost function J that measures the misfit between the 142 model trajectory ( ) k k H x uu r and the observation k y uur at a series of times k t , 1, 2, , t m = L : 143 Assuming there are S time steps within the assimilation time window (0, T). Generate N 153 random perturbation fields using the Monte-Carol method and add each perturbation field to the 154 initial background field at 0 t t = to produce N initial fields 0 ( ), 1,2,
assimilation time window to obtain the state series ( )
) and then construct the 157 perturbed 4-D fields (snapshots) n X uu r ( 1, 2, n N = L ) over the assimilation time window: 158
It is obvious that such vectors can capture the spatial structure of the model state and its temporal 160
. Similarly, the analysis field ( )( 0,1,2, 1)
a i
x t i S = − r L over the same assimilation 162 time window can also be stored into the following vector: 163 How to obtain the appropriate base vectors remains the only task left. We found that the 179 POD technique is a good choice for doing this. It can produce a set of base vectors spanning the 180 ensemble of data in certain least squares optimal sense (see Appendix C). 181
The average of the ensemble of snapshots is given by In practice, the direct solution of this eigenvalue problem is often not feasible if M N >> , which 190 occurs often in numerical models. We can transform it into an N N × eigenvalue problem 191 through the following transformations: 192
In the method of snapshots, one then solves the N N × eigenvalue problem 196
The nonzero eigenvectors k λ (1 k N ≤ ≤ ) may be chosen to be orthonormal, and the POD modes 199 are given by /
The truncated reconstruction of analysis variable in the four dimensional space a X uu r is given 201 
It is well known Tran, 2001, 2002 ] that the expansion (9) is optimal. In particular, 206 among all linear combinations (including the linear combinations based on the SVD base 207 vectors), the POD is the most efficient, in the sense that, for a given number of modes P , the 208 Community Land Model (CLM) [Oleson et al., 2004] . In addition, we also compare assimilation 229 results using the SVD-E4DVAR, I4DVAR, and EnKF methods. 230
Set-up of experiments 231
The volumetric soil moisture (θ) for 1-D vertical water flow in a soil column in the CLM 232 is expressed as 233
where q is the vertical soil water flux , E is the evapotranspiration rate, and fm R is the melting 235 (negative) or freezing (positive) rate, (for simplicity, , fm E R are taken as zero in the experiments), 236 and z is the depth from the soil surface. Both q and z are positive downward. 237
The soil water flux q is described by Darcy's law [Darcy, 1856] : 238 spinning-up to obtain a two-year time series of simulated infiltration (i.e., the water flux q at the 251 surface, c.f., Eq.(12b)) for driving the soil water hydrodynamic equation (11). We used the first 252
year (January 1, 1992 to December 31, 1992) data of CLM-simulated infiltration as the "perfect" 253 infiltration series, and took the second year data as the "imperfect" infiltration series (Fig. 1) . In 254 our experiments, we integrated the soil water hydrodynamic equation (11) forced by the two 255 infiltration time series for 365 days separately: Eq. (11) forced by the "perfect" infiltration series 256
represents the perfect forecast model, whose forecast error comes only from the noise in the 257 initial (soil moisture) field; on the contrary, Eq. (11) forced by the "imperfect" infiltration series 258 acts as the "imperfect" forecast model, whose forecast error comes from not only the noise of the 259 initial field but also the uncertainty in the forecast model itself. 260 Figure 2 shows the "imperfect" and the "perfect" initial soil moisture profiles (which are 261 obtained by randomly taking two arbitrary CLM-simulated soil moisture profiles in the process 262 of the infiltration series producing), which denote the initial fields with and without noise. The 263 "perfect" (or "true") state was produced by integrating the "perfect" model with the "perfect" 264 initial soil moisture profile for 365 days. The "observations" were generated by adding 3% 265 random error perturbation to the time series of the "perfect" state (i.e., "observation" = 266 (1+ ε )) × "perfect", where ε is a real random number varying from -3% to 3%), and these 267 "observations" were assimilated using the various methods in the assimilation experiments (but 268 not in the forecast experiments). In addition, two separate forecast states were produced by 269 integrating the perfect and imperfect models with the "imperfect" initial soil moisture separately: 270 for the former case, the forecast error comes only from the noise in the initial field, but in the 271 latter case it comes from both the noise and the uncertainty in the forecast model. where the index 0 1 S t → − denotes an assimilation time window (one day in our experiments), S is 290 the length of an assimilation window ( S =48 in our experiments), f and a denote the forecast 291 state (without assimilation of the "observations") and the analysis state, respectively, t 292 represents the "true" ("perfect") state. Thus, a relative error of 1% for a given assimilation 293 method would mean that the mean error of the analyzed soil moisture is only 1% of that in the 294 forecast case. 295 Figures 3-4 show that the POD/SVD-E4DVAR methods perform much better than the EnKF 296 and the I4DVAR methods in both groups of experiments. The two explicit 4DVAR methods 297 perform almost same in Group 1 experiments. Their relative errors for analyzed soil moisture are 298 very small (less than 1%) in the case that the forecast model is perfect, in which the forecast 299 error comes only from the noise of the initial field (Fig. 3) . However, the relative errors of the 300 EnKF method are many times higher than those of POD/SVD-E4DVAR, around 1~ 2% or so. 301
The traditional 4DVAR method performs even worse than the EnKF, which is consistent with 302 the results of Reichle et al. [Reichle and Entekhabi, 2001; Reichle et al., 2002a,b] . This is 303 expected because the soil water hydrodynamic equation (11) is a highly nonlinear system and the 304 tangent linearization operator used in the usual 4DVAR can only propagate analytically with the 305 first-order precision, which introduces large errors in variable estimation and leads to sub-306 optimal performance. 307 When the forecast model is imperfect, its forecast error comes from both the noise of the 308 initial field and the uncertainty in the model itself. The relative errors of the four methods all 309 become lager in this case (Fig. 4) , presumably due to the reduced effect of data assimilation 310 under a poorly constrained model. Nevertheless, the relative errors for the POD-E4DAVR are 311 substantially smaller than those of the other methods, including the SVD-E4DVAR which 312 performs similarly with the EnKF in this case: most of the POD-E4DVAR relative errors are still 313 controlled in the magnitude between 0 and 6 %, however many of the relative errors of I4DVAR 314 (also the SVD-E4DVAR) method are higher than 6%, and some are even up to 10%; It is also a 315 bit surprising that the SVD-based method is apparently inferior to the POD-E4DVAR in some 316 assimilation time windows and even worse than the EnKF method (Fig. 4) . Figs.3-4 also show 317 that the observation frequency has larger impacts in the I4DVAR method than in the POD-318 E4DVAR method. 319
For the two goups of experiments, the ratio of the computational costs for the four methods 320 (POD-E4DVAR: SVD-E4DVAR: I4DVAR : EnKF) is about 1 : 1.05 : 0.5 : 30. The high 321 computational cost in EnKF method is mainly due to the fact the analysis process composed of 322 huge matrix computations has to be conducted repeatedly at every time step in the assimilation 323 time window, while that in POD-E4DVAR is performed only once in each cycle correspondingly. 324
The 5% reduction in the POD-E4DVAR compared with the SVD-E4DVAR results from the 325 application of the matrix transformation technique described in section 2. The main 326 computational costs of the POD-E4DVAR come from the ensemble integrations over the 327 assimilation time window, which can be done on parallel computers. Thus, the additional costs 328 of the POD-E4DVAR compared with the traditional 4DVAR should not result in real difficulties, 329
and it still costs only one thirtieth of that of the EnKF method in our experiments. 330
Summary and concluding remarks 331
To retain the main strength of traditional 4DVAR while avoiding the need of an adjoint or 332 linearity model of the forecast model in data assimilation, we have developed an ensemble-based 333 explicit 4DVAR method in this paper (called POD-E4DVAR). This new method merges the 334 Monte Carlo method and the proper orthogonal decomposition (POD) technique into the 4DVAR 335 to transform an implicit optimization problem into an explicit one. The POD method efficiently 336 approximates a forecast ensemble produced by the Monte Carlo method in a 4-D space using a 337 set of base vectors that span this ensemble and capture its spatial structure and temporal 338 evolution. After the analysis variables being represented by a truncated expansion of the base 339 vectors in the 4-D space, the control (state) variables in the cost function appear explicitly, so 340 that the adjoint model, which is used to derive the gradient of the cost function with respect to 341 the control variables in traditional 4DVAR, is on longer needed. This new method significantly 342 simplifies the data assimilation process and retains the two main advantages of the traditional 343 4DVAR (i.e., dynamic constraint and assimilation of observations). 344
Several numerical experiments performed with a simple 1-D soil water equation show that 345 the new POD-E4DVAR method performs much better than the traditional 4DVAR and EnKF 346 method with assimilation errors being reduced to a fraction of the latter two. It is also superior to 347 the SVD-E4DVAR, another explicit 4DVAR method developed by Qiu et al. [2007a,b] , 348 especially when the forecast model is imperfect and the error comes from both the noise of the 349 initial field and the uncertainty in the forecast model. In our experiments, the traditional (implicit) 350 4DVAR method performs worst, which is due to errors associated with the tangent linearization 351 operator used in the usual 4DVAR that only propagates analytically with the first-order precision. 352
The results show that the POD-E4DVAR method provides a promising new tool for data 353 assimilation. 354
Several issues, such as the impacts of the ensemble size and the initial perturbation fields 355 on the assimilated results and the actual performance of this new method in real numerical 356 forecast models, still need to be addressed. Another potential issue existing in our method should 357 be specially mentioned: since this method begins with a 4-D ensemble obtained from the 358 perturbed ensembles, the quality of the results relies on the perturbation method a lot. How to 359 generate a reasonable perturbed field is a critical step in using this method, which also requires 360 further investigation. where N is the number of ensemble members and n is the size of the model state vector. 372
The ensemble mean is stored in each column of A which can be defined as 373
is a matrix in which each element is equal to 1/ N . One can then define the 375 ensemble perturbation matrix as 376 ' ( 1 ) where ( ) P r ≤ is the truncation number, which can be obtained through Eq.(10) in section 2, 422 
