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CHAPTER I; INTRODUCTION 
The existence and uniqueness of the solution of the 
initial value problem 
(1.1) y' = f(x,y), y(xQ) = y^ 
is vell-knovm, and the solution is established under general 
conditions on the function f(x,y). An example is the 
existence and uniqueness theorem in Pontryagin ClOl. 
Theorem 1.1. Assume that 
i) the function f(x,y) in (1.1) is defined in a 
certain domain D of the xy-plane, and u. . 
ii) the function f and its partial derivative fy are 
continuous in the entire domain D. 
Then for every point { q^ jYq) of the domain D there exists 
exactly one solution for (1.1) which satisfies the initial 
condition. 
For a given domain D the class of all functions which 
satisfy i) and ii) of Theorem 1.1 is denoted by and when 
no confusion can arise, the class is denoted simply by P. 
In the applications of differential equations, it is 
often necessary to approximate numerical values of the 
solution for some specified set of values of the independent 
variable. In approximating solutions of first order 
2 
ordinary differential equations of the form given by (1.1), 
the principle of discretization is often used. Tliat is, 
approximate values of the solution are determined only on a 
set of discrete points x^, Xg, ... vhere the points Xj are 
usually taken to be equidistant such that x^ = x^ + jh where 
j = 0, 1, 2, ..i, ,11, N is a positive integer and h is a 
positive real number called the stepsize. 
jVkny discrete variable methods for approximating the 
solution of (1.1) are multistep methods. A k-step method, 
used for the determination of = y(Xn+k) ' general 
requires the values y_ ^ j = 0, ... , k-1. Therefore, an 
11+J 
appropriate number of starting points must be provided in 
addition to the initial point given in (1.1). Moreover, 
these starting points must be obtained by another method. 
These special considerations increase the complexity of 
multistep methods. However, the accuracy and the relatively 
small number of derivative evaluations required of the multi-
step methods often compensate for the above disadvantages. 
A common numerical method used for solving thé system 
given .by (l.l) is the predictor-corrector method. The method 






and a corrector equation of the form 
k-1 
(l»3) ^n+k ~ " ° j^n+J ~ ^^n+j '^n+j)^ 
j=0 
where + jh, = y(x^^j), k is a fixed integer, 
and &y bj, Cj, and dj, J = 0, ... , k-1, d^j. are constants. 
Note that (1.2) provides an explicit method for approximating 
Yn+k when the values y^+j» j = 0, ... , k-1, are given. 
Predictor-corrector methods furnish useful algorithms 
for the numerical solution of first order ordinary differ­
ential equations. However, there are several sources of 
trouble in these methods. Some of the difficulties are 
truncation errors which arise from the finite approximations 
given by the difference equations and propagation errors 
(instability) which arise when the solutions of the differ­
ence equations fail to converge to solutions of the 
differential equation. 
The plan of Chapter II is to determine and to tabulate 
a large class of k-step methods for practical values of k, to 
investigate the problem of selecting the real constants a.y 
bj, cj, and dj such that (1.2) and (1.3) define acceptable 
k-step methods, and to indicate how the construction of 
satisfactory k-step methods is often only a compromise 
between conflicting objectives such as a low truncation error 
4 
and a satisfactory margin of stability, 
A technique for solving (l.l) is to use a predictor 
formula to obtain an approximation for y^_^^ and, subse­
quently, to use a corrector formula iteratively. In 
practice, the iterative process is not continued until 
convergence is attained, but until the difference between 
two successive iterates is smaller than some prescribed 
tolerance. To avoid confusion with other methods, the above 
method is called an iterative method. If the corrector 
formula is applied more than once in the iterative method, 
then the corrector is primarily responsible for the accuracy 
of the method. For this reason Chapter III is concerned 
with the problem of determining a class of acceptable 
corrector formulas which have low truncation errors and which 
minimize propagated errors. First an estimate of the propa­
gated error is obtained. Then from the various sets of 
corrector formulas derived in Chapter II, a corrector is 
selected which is of high order (small truncation error) and 
which minimizes the estimate of the propagated error. 
The necessity for propagated error analysis arises 
whenever approximate values are used to compute new values, 
and the feedback of errors is produced. In studying propa­
gated errors, authors have defined stability in various 
ways. Dahlquist [ 4,5^ and Henri ci [7 ] call a method of the 
form (1.3) stable if no root of the equation 
5 
k 
(1.4) ^ 0= 0, 
j=0 
0^=1, has magnitude greater than one and the roots of 
magnitude one are simple. This definition is independent of 
the values d^, j = 0, ... , k, in (1.3). That is, the 
definition is concerned only with the behavior of the method 
at h = 0. The definition has the advantage of making the 
test of stability of a method relatively simple, and a number 
of theorems which relates this type of stability to trunca­
tion errors exist. In particular, Dahlquist obtains the 
important result that the order of a stable k-step method 
cannot exceed k+1 if k is odd and k+2 if k is even. 
It is shown in Chapter III that the above definition is 
not necessarily sufficient to describe a suitable multistep 
method since in practical situations h is usually positive. 
A multistep method which uses a predictor equation with 
one subsequent application of a corrector formula is called 
a predictor-corrector method to distinguish the method from 
an iterative method. From the conclusions of Chapter IV, it 
is evident that the predictor influences the behavior of a 
predictor-corrector method when the values of the dependent 
variable obtained from one application of the corrector are 
regarded as the final values. Therefore, the stability 
analysis of the corrector, as given in Chapter III, is not 
sufficient for a predictor-corrector method. 
6 
Consideration is given to the problem of constructing 
satisfactory predictor-corrector methods and improving the 
efficiency of predictor-corrector pairs by selecting 
compatible predictors and correctors which minimize the error 
estimates obtained in the previous chapters. In the past, 
low order stable predictors were used in a predictor-
corrector method since for a fixed k all high order 
predictors are unstable. The results of Chapter IV suggest 
that the stability of the predictor formula be sacrificed 
in certain cases to construct satisfactory predictor-
corrector methods with low truncation errors. 
7 
CHAPTER II: LII\TEAR Î-ÎULTISTEP tlETKODS 
The general linear k-step method that uses the value of 
the function and the value of the first derivative at the 
last k points of the solution, plus possibly an estimate of 
the derivative at thé point which is being computed, is of 
the form. 
where n=0, 1, 2, ... , k is a fixed integer, = 1, c j 
and dj, j = 0, ... , k, are real constants independent of n, 
and all summations are from j = 0 to "J" = k. 
Equation (2.1.) defines a numerical method which deter­
mines a sequence which is used to approximate the unique 
solution. z(x) of (1.1) at points x^. on an interval Ca,bl when 
y y j = 0, ... , k-1, are initially specified. 
If (2.1) defines an acceptable method, then it is possi­
ble when the solution z(x) is substituted in (2.1) to make 
the discrepancy between the left and right members of (2.1) 
arbitrarily small by taking h sufficiently small. That is, 
if h is sufficiently small and the initial values y^, j = 0, 
1, ... , k-1, are prescribed, then a difference equation of 
the form (2.1) determines a sequence of values which depends 
upon, the discrete variable n and the parameter h. For a 
method to be satisfactory the value y^ determined by the 
multistep method must converge to the value of the desired 
(2.1) 
8 
exact solution z(x) at the point x as h tends to zero and 
x^ = X. This intuitive notion of convergence is made 
precise for the class of functions F "by the definition of 
convergence. 
Definition 2,1. The k-step method defined by (2,1) is 
called convergent over the set F if and only if, for every 
f C F and every set of starting values yj = Uj(h) 
satisfying 
lim u Xh) .= y(a) 
h^O 
for j = 0, ,,. , k-1, it determines a sequence <^y^j such that 
(2.2) lim y^ = z(x) 
h—O 
Xn=x 
for all X in Ca,bJ. 
If X is in (a,b], the interval [a,x] is divided into n 
equal subintervals such that n > k-1 and h = (x-a)/n. If 
(2.1) is used a sufficient number of times, an approximation 
of the value z(x) is obtained. The definition of convergence 
insures that, for a convergent method, the approximate value 
y^ is made arbitrarily close to the exact value "by taking 
h sufficiently small. The definition requires that (2,2) is 
satisfied not only for the sequence ^y^^determined by (2.1) 
when exact starting values jy J = 0, ... , k-1, are used. 
9 
"but also for all sequences whose starting values tend to 
the exact values as h tends to zero. This practical 
limitation is necessary since it is almost impossible to 
start a method with exact values since only a finite 
number of digits is used in computing y^. Also,, in 
practice, it is impossible to let h be arbitrarily small. 
However, a theoretical study provides a technique for 
defining acceptable and practical numerical multistep 
methods. 
The definition of convergence imposes restrictions 
upon the coefficients Cj and dy j = 0, ... , k. To 
investigate these restrictions, it is convenient to define 
the operator 
which is a .linear operator defined on a set of continuous 
functions with derivatives of sufficiently high order. 
Expand each term in (2.3) in a Taylor's series about the 
point x^ by use of the relations 
00 
z(x^^j) = ^ ( Jh)®z^^^ (Xj^)/m1 
m=0 
m=u 
After equating coefficients of terms of the form (x^^);. 
10 
it follows that 
L[z(Xjj),h3 = CqzCX^) + ... + (Xj^) + ... 
where 
k 
Cq = Zoj 
J=0 
k k 
Ci = Z JCj -
j=l J=0 
k k 
Om = 2 j^o j/m! - "Z 51 m = 2, 3, ... . 
J=1 J=1 
The largest positive integer q for which Cg = = ... = 
Oq =0, Cq^2 / 0, is called the order of the method defined 
by (2.1). If the method given by (2.1) is of order q, then 
for z(x) = x-^, j = 0, 1, ... , q, the method, except for 
roundoff, is exact. In other words, the method has no 
truncation error if z(x) is a polynomial of degree less than 
or equal to q; otherwise, the truncation error is of the form 
(2 .4)  In  = + 0(h1+2)  .  
In this case, the truncation error is said to be of order 
j^q+1^ This type of error is introduced each time (2.1) is 
11 
used in the process of solving (1.1). The concept of order 
is introduced to study and to control this error and to 
insure the method is locally accurate for sufficiently 
small h. The multistep ^ ethod given by (2.1) is called 
consistent if its order is greater than or equal to one, 
Necessarily, if the method is consistent, then it gives 
exact results when z(x) = 1 or x. Another consequence of 
consistency is that Cq = 0; in other words, the character­
istic equation 
(2.5) c(r) = = 0 
has a root equal to one. 
A k-step method of the form (2.1) contains 2(k+l) 
coefficients Cj and dj, j = 0, ... , k, where there is no 
loss of generality in taking c^ =1. It is possible to 
choose these coefficients such that Cq = 0 and 2k relations 
of the form C^j = 0, m = 1, ... ,2k, are satisfied, in which 
case the order of the method is 2k. Other factors being 
equal, or ignored for the present, it is desirable to deter­
mine a method such that the order of (2.1) is large since 
I.Cy(x) ,h3  =  
is essentially equal to the local truncation error in the 
estimation of y^+ji when y^+k-l* ••• » Yn are assumed to be 
exact. Thus, for a practical formula this error should, be 
12 
small, and hence q should be large. However, high order 
is not sufficient to give an acceptable method. For once 
an error is introduced at a particular step in the solution 
of (1.1), it has an effect on the succeeding steps. This 
type of error, called the propagated error, can give rise 
to a very unsatisfactory approximation of the solution, 
although the local truncation errors are small.. 
To Illustrate this difficulty, consider the trivial 
case where the solution z(x) = 0 .of the differential 
equation y' = 0 is approximated by a method of the form 
(2-6) ^n+a + Vn+1 Vn = ° 
where the exact starting values y(0) = y(h) = 0 are given. 
The method given by (2.6) satisfies the condition of 
consistency if 
Cq = 1 + c^ + CQ = 0 
= 2 + c^ = 0, 
and if these conditions are satisfied, (2.6) becomes 
- yn+2 - 2yn+l yn = 0-
Assume an error of c > 0 is introduced in the process 
of approximating yg, then the numerical solution over some 
interval, say tc,ll, is given by the sequence 
0, 0, C, 2C, ... . 
13 
It is apparent that the smaller the value h, the larger the 
discrepancy'' between an approximated value for y(l) and the 
exact value z(l) = 0, This example illustrates the 
phenomenon of numerical instability. The difficulty is 
related to the roots of the associated characteristic 
equation 
r^ - 2r + 1 = 0. 
To explain the above instability, consider the linear 
difference equation 
(2.7) Z°/n+J = ° 
which is a special case of (2.1) when h = 0. To find all 
solutions of (2.7) of the form y^ = r^, substitute y^= r^ 
into (2.7) and obtain 
^c^r^+J = 0. 
Therefore, for nontrivial solutions which require r 0, 
it follows that " 
^c jr^ = 0 
which is the characteristic equation associated with (2.7). 
If y^=: r^ is a solution of (2.7), then r is a root of ,(2.5). 
Conversely, it is verified that if r is a root of (2.5), 
14 
then is a solution of (2.7). 
From the theory of linear difference equations, it 
is kno\vn that if r^» rg, ... , r^^ (m $ k) are distinct 
roots of (2.5) and the roots r^ have multiplicity p^, then 
the k = X Pj, sequences with the elements 
Tn = 4 
= rirf. 
y^ = n(n-l) ... (n-p^+2)rj, 
i = 1, ... , m, form a linearly independent system of k 
solutions of (2,7) at n = 0; and the general solution of 
(2.7) for n 0 is of the form 
•^11^1 "^l^^l + ••• + -^p ]_^(n-l) ... (n-p^+2)jc^ 
1 
where the constants are arbitrary,. Therefore,, from S V 
the form of the general solution, it is clear that if (2.5) 
has roots of magnitude 1 which are not simple, then the 
solution of (2.7) grows with n, and if any of the roots 
have magnitude greater than 1, then the associated component 
15 
of the solution grows exponentially with n. In either case 
the roots of (2.5) are important in the determination of 
the behavior of the error. 
Dahlqulst [4,5] and Henrici C 7J called a method of 
the form (2,1) stable if no root of (2.5) has magnitude 
greater than one and any root of magnitude one is simple. 
Crane C23 called this type of stability zero stability to 
distinguish it from other types. The term zero is used to 
draw attention to the fact that the definition is independ­
ent of dj, j = 0,:... , k; thus, (2.5) Involves only the 
case where h = 0. 
Although zero stability is not necessarily a sufficient 
condition to define a suitable multistep method, as studied 
in Chapter III, several important results of Dahlqulst 
[4,5J and Henrici C» relating convergence, order, and 
zero stability are established. These results are summa­
rized as follows: 
Theorem 2.1. A necessary and sufficient condition for 
convergence of a linear multistep method is that the method 
is consistent and zero stable.. 
Theorem 2.2. The maximum order of a zero stable method is 
k+1 if k is odd and k+2 if k is even, and in the last case 
all roots of (2.5) are of magnitude one. 
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Since the maximum order of a zero stable method for approxi­
mating Yn+k k+2 when k is even and k+1 when k is odd, the 
next problem is the construction of k-step methods of order 
k+1 which are zero stable. 
To obtain k-step methods of order k+1, consider the 
k+1 equations of the form 
• • • 
Z = Z j^+^0j/(k+i) 
°k+2(k+l): + Z 
where all summations are from j = 1 to j = k. The first k 
equations are the results of requiring 0^=0 for m = 
2 ; # * * y k+1 • 
To solve this system introduce the polynomial 
(2.9) ,p(t) = t(t-l)(t-2) ... (t-k) 
= t^+^ + A^t^^ + ... + A^^t, 
multiply the first equation of (2.8) by A^, the second 
equation by Ag, ... , the kth equation by Aj^., and add all 
k+1 equations. Since 
17 
k+1 
dj = 0 
1=1 
for j = 1, ... , k , and = 1, it follows that 
(2.10) Cjj.^2 = [ 2f+^0j/(k+l) 
+ ... + ^ fo /2 ] /(k+1) I 
= [c^Cl/(k+2) + Aj^/(k+l) + ... + A^/2 D 
4" # # * 4" 
Oj [ J^+V(k+2) + ... + A]^f/2: 
4" • • • + 
0^ [k^'*'^/(k+2) + ... + A2_k^/2] ]/(k+1) I 
where all summations are from j = 1 to j = k. 
The dj, j = 1, ... , k, are obtained in terms of the 
0j's by a technique similar to the one used to- determine 
Ck+2» To determine dj consider the polynomial 
(2.11) p^(t) = t(t-l) ... (t-[i-l])(t-[i+1]) ... (t-k) 
= t^ + ^ + ... + Aj^2^ • 
Note the factor t-i is omitted. Multiply the first equation; 
of (2.8) by A^^, the second equation-by k^2» ••• » the 
18 
(k-l)th equation by the first k equations. 
Since p. (j)=0fori7^J and pXi) 0, it follows that 
k k 
(2.12) d, = /p,(l) 
11=1 J=1 •' ^ 
— ^ c^ ^ l/(k+l) + ... + A^^/23 + ... + 
= c j [ (k+l) + ... + + ... + 
Cj^ [k^+V(k+l) + ... + Aj_^k^/2]]/p^(i) 
where = 1 and i = 1, ... , k. . 
In general for a given k, a zero stable predictor of 
order k+l does not exist. However, predictors of order k 
are obtained by a modification of the above technique. 
For practical purposes families of multistep methods 
for k = 1, 2, 3, 4, 5 were determined and are tabulated in 
Appendix A. For each value of k the coefficients bj, J = 
0, ... , k, are given in terms of the coefficients a^, 
j = 0, ... , k-2, such that a predictor of order at least 
k is defined by satisfying the given system and taking 
bjj. = 0 and a^ = 1. Given with each system is the coeffi­
cient the truncation error. The notation P(k,p) 
is used to denote the set of all k-step predictors of order 
at least p. Similarly, 0(k,q) denotes the set of all k-
step correctors which are of order at least q. Following 
19 
each predictor system given In Appendix A, a corrector 
system Is given. If c^ = 1 and the system Is satisfied, 
then the resulting corrector is of order at least k+1. 
Given with each corrector system is the coefficient Cjj.^2 
of the truncation error. A zero stable corrector is 
obtained by selecting Cj, j = 0, ... , k-2, such that the 
roots of (2,3) satisfy the conditions of zero stability. 
A theorem of Schur, which is quoted by Vnif CllJ, and 
a theorem of Wilf Clll are often used to determine stability. 
The theorems are summarized and are used from time to time 
in the sequel. 
Theorem 2.3. A necessary and sufficient condition that the 
roots of the equation 
(2.13) mg + m-j_r + ... + = 0 
all have magnitude less than 1 is that the Hermitian form 
n-1 
(2.14) Z [iVp+%_iXp+i+ ... +âp+iXn-l -
p=0 
is positive definite. 
From the above theorem of Schur, Wllf obtains when the 
coefficients of (2.13) are all real: 
20 
Theorem 2.4. A necessary and sufficient condition that the 
roots of (2.13) all have magnitude less than 1 is that the 
matrix 
min(p,q) 
(2.15) (^^q) = ( ^ (%+1-p^k+i-q " ^p-i^q-i^) * 
i_o 
p,q = 0, ... , k-1, is positive definite. 
Let Dg denote the determinant of the upper left s by s 
submatrix of (Mpq), then (I'Jpq) is positive definite if and 
only if Dg > 0 for s = 1, , k, and the roots of (2.13) 
have magnitude less than 1 if and only if Dg >0 for s = 
ly ... f k. 
- To develop a background for the study of stability in 
the subsequent chapters, it is informative to investigate 
the restrictions placed on Cq, c^, and 02 of a 3-step method 
by the conditions of zero stability. 
If the 3-step method is consistent, then the associated 
characteristic equation has a root equal to 1, and (2.5) is 
of the form 
(2.16) (r-l)(r^-Cc^ + Cgjr - cq) = 0.. 
The set of points (cQyC^) on the line 
(2.17) 2cQ + - 1 = 0 
in the CqC^^-plane gives values of cq and 0% such that a root 
21 
of the equation 
(2.18) - (o^ + go)r - cq = 0 
Is equal to 1, the points (cq,Ci) on the line = - 1 are 
such that a root of (2.18) is equal to - 1, and the points 
on the parabola 
o p 
ci + 2cicq + cq + 4cq = 0 
give values of Cq and c^ which make the roots of (2,18) 
equal. On the vertical chords Cq, = u of the parabola where 
X 
u < 0, the roots are complex with magnitude (-u)^. It 
follows that all points (cqiC^) within the triangle 
determined by the points (1,-1), (-1,-1), and (-1,3) define 
a 3-3tep method such that its characteristic equation has 
one root equal to land all other roots have magnitude less 
than 1. The points (1,-1), (-1,-1), (-1,3)»: and the points 
on the line given by (2.1?) give rise to double roots with 
magnitude 1. For these choices the conditions of zero 
stability are not satisfied. The above triangular region 
is the special case given in Figure 1 of Appendix B. where 
hg = 0. 
If the 3-step method is of order 5, then it is neces­
sary that the equation 
llc^ - 8cq + 19 = 0 
22 
be satisfied. However, the line given by the above equation 
and the above triangle have only the single point (1,-1) in 
common.. It follows that a 3-step method of order 5 is not 
zero stable, and it is clear that a compromise between high 
order and numerical stability is necessary. 
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CHAPTER III; ITERATIVE lŒTHODS 
A common technique for obtaining numerical solutions 
of ordinary differential equations is to use a predictor 
formula to determine an approximation of yn+ic and, 
subsequently, to use a corrector formula iteratively, 
A corrector formula is given by (2.1), where d^ 7^ 0, 
in the form 
(3 ' l )  Yn+k  ~  G(y%+k)  
where 
k-1 
g(yn+k) = ^<ik^(xn+k.yn+k) + Z [li<ij^(xn+j»yn+j)-ojr-i+ J  •  
j=0 
An Iteration procedure Is given by 
y^+1 = g(y^) 
where y^ = yn+k» Is a predicted value of yn+k» i = 0> 
2^ #*# # 
Subtract y^ = G(y^""^) from y^+l = G(y^) and let 
K = Ihd^l), where L is the maximum of fy on a closed domain 
of interest, to obtain 
(3.2) |yi+l - y^l = |g(yl) - g(yl-l)l 
= |hdij(fi - fl-l)| = e|yl - yi-l| 
24 
where f^ Is the value of f evaluated using the ith iterate. 
By the method of contraction mappings, it follows that 
for K < 1 the equation given by (3.1) has a unique solution 
y, and by using (3.2) repeatedly, the estimates 
(3.3) I y - yi(2 |yi- yi-i| z /d-K) é |yi- yOjicVd-K) 
are obtained. 
In practice h is usually chosen so that K is substan­
tially less than 1 in order to reduce the truncation error. 
However, for convergence of the Iterative procedure, it is 
necessary that K is less than 1,. Therefore, for convergence 
additional restrictions are placed upon the coefficients of 
(2.1) and the stepsize h. 
The significance of stability for controlling propa­
gated errors in multistep methods is introduced In the 
previous chapter. However,, the analysis given does not 
account for the error feedback through the derivative terms.. 
In this chapter it is seen that there is no simple analysis 
which applies in all cases.. For it is necessary to consider 
a method as being stable with respect to a particular dif­
ferential equation and an associated interval of integration. 
Assume the method defined by (2.1) is of order q = 1, 
and assume the exact solution z(x) of (1.1)•satisfies the 
equation 
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(3.4) 2 = *> Z 
where 
tn = 0(h^+^) 
is the truncation error. 
Introduce the propagated error by the equation 
si+j = ^n+j " yn+j» 
subtract (2.1) from (3.4), and obtain the difference 
equation 
(3*5) ^6n+j'^j)^n+j = ^n 
where is some value of fy such, that 
sn+j^+j = ^(%+j'^n+j) ~ f(%n+j'yn+j^' 
Consider the case where j a-nd are constants such 
that = S> j = 0, ,k, and Tj;^ = T and 8%, sg, ... , 
Sjj are distinct roots of the polynomial 
(3 .6 )  P (r )  =  ^ (c j  -  hgdj )r j  
which is written in the form 
P (r) = c(r) - hgd(r), 
where o(r) = ^c^rJ and d(r) = ^d^rJ. 
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Under these assumptions the solution of (3»5) is of \ 
the form 
(3.7) ^ = A]_s J + AgSg + .... + A^sg + T/p(l), 
Aj ,  . . .  ,  Ajj .  a re  cons tant s  which  sa t i s fy  the  in i t i a l  
conditions 
(5.8) Ej = A^s^ + AgS^ + . . .  + AjjS^ 
where Ej = - T/p(l), j = 0, ... , k-1. An obvious 
modification, as given in Chapter II, of (3.7) is necessary 
in the case where the roots s^, ... , s^ are not all 
distinct. 
Let e = max j , j = 0, ... , k-1, and E = C -T/)o(l). 
With these modifications the k linear equations of the 
form (3.8) are solved for the k unknowns A^, ... , A^ as 
follows.. Define for i = 1,. ... ,.k the polynomials 
k-J. 
( 3 .9 )  P i ( r )  =P(r ) / ( r - s^ )  =  ^  
j=0 
Since P(s^) =0, i = 1, ... ,.k, it follows that 
f 0, 1 / J 
• 1 /i.,),.. > • 
Multiply the jth equation of (3.8) by m^j, sum the resulting 
equations, and use (3.10) to,.obtain 
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aipxsi) = ep(l)/(l-8i). 
Since Sj, j = 1, ... , k, are distinct, p'is^) ^ 0 for 
h ^ 0. Therefore, 
= Ep(l)/(l-8^)p'(8j^) = Epi(l)/p'(s^). 
After collecting results,, it follows that (3.7) is of 
the form 
k 
(3.11) Si = S^ s5pi(l)/p'(si) + T/p(l).. 
i=l 
To investigate (3.11) it is informative to consider 
some  proper t i e s  o f  the  roo t s  S j ,  j  =  1 ,  . . .  ,  k .  As  h  
approaches zero in (3.6),. the roots s^,, ... , s^ approach 
certain of the roots r^„ .... , r^ of c(r). To obtain a 
relationship between the roots s^ and r^,. write 
(3.12) sj = r^ [l + ujhg + vjh^s^ + o(h^g^)] . 
Substitute this representation of Sj into (3.6), and use 
the method of undetermined coefficients to obtain 
uj = d(rj)/rjc'(rj) 
V,  =  [ r ,%i&' (r  )  -  r2u2o ' ' ( r  ) ] / r  c ' ( r  ) .  
J j J . , j. j j j J J . J, 
In particular, if the method defined by (2.1) is consis­
tent, c(r) has a root equal to 1, say r^ = 1, and 
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(3 .13 )  " =  1  +  hg  +  O(h^g^) .  
Therefore, is approximated by the first terms of the 
series expansion of e^S . 
Definition 3.1. If there exists a nondegenerate interval I 
such  tha t  for  a l l  va lues  o f  hg  in  I  and  roo t s  S j  o f  ( 3 .6 )  i t  
is true thatjsQ_|= 1 and |sj| <1 for j = 2, ... , k, then 
the multistep method defined by (2.1) is called strongly 
stable with respect to the interval I. 
In Theorem 2.2, let 
(3.14) mj = oj - hgdj 
for j = 0, ... , k, then the method given by (2.1) is 
strongly stable if the associated matrix is positive defi­
nite for all values of hg in I. 
If the method defined by (2.1) is strongly stable with 
respect to an interval I and if h is selected such that hg 
remains in I, then the components of (3.11) with coeffi­
cients Sy J = 2, ... , k, decrease in magnitude as n 
increases. Therefore, for large n the error given by (3.11) 
reduces to the approximation 
^n = ^ [sÎPi(l)//D'(si)] + T/p(l). 
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If the method given "by (2.1) is consistent, so that 
= 1, then as h tends to zero, s^ tends to and 
^l(l)/p'(s^) approaches 1. In this case an estimate of 
the error is given by 
(3.15) = EaJ+..T/p(l) 
= [l/pd)] [l-sÇ] +Cs!f. 
For a consistent k-step method of order q, the 






^  d,  =  c ' ( l )  =  ( l - r2 ) (1 -1*3)  • • •  ( l - r^)  
j=0 
which is the product of the distances from r^ = 1 to the 
remaining k-1 roots, it is suggested that the roots of 
c(r) be selected as far as possible from 1.. This 
possibility is given consideration in Chapter V, 
From the above discussion, it is clear that the 
stability of a multistep method depends upon hg. To 
illustrate this dependence, in the case where k = 3, 
consider the set 0(3,4) which is given in Appendix A and 
is parameterized in terms of Cq and C]^. 
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To determine the conditions for a root s^ to have 
magnitude 1, substitute e^® in (3.6) and obtain 
(3 .16 )  iii^(4cos^0 - 3008 GO+mgfSoos^e - l)+m^(cos  ©)+iiiq = 0  
(3 .17 )  i  s in  9  [^m^(4cos^0  -  IJ+mgCSoos  9 )+m^]  =  0  
where iHj, j = 0, ... ,3, are given by (3.14).. 
The three cases r = 1, r = -1, and r = e^® (r 4- *1) 
occur ,  r e spec t ive ly ,  when  the  equat ions  g iven  by  (3 .18 ) ,  
(3.19), and (3.20) are satisfied. • 
(3.18) c^ + 2cq - 1 = 0 
(3.19) + 1 + hg(cQ + l)/3 = 0 
(3.20) hgc^ + (3h^g^ + 4hg - 12)c^Cq - (8hg + 24)c^ 
+ (3h^g^ - 2hg - 12)oi + (3h^g^ - 28hg - 12)co 
+ (3h^g^ - llhg + 12) = 0 
Plots in the c^c^-plane which correspond to (3.18), 
(3.19), and (3.20) are given in Figure 1 of Appendix B. 
For hg fixed, the set of points (cq',o^) on the line 
given by (3.18) gives values of c^ and c^ such that a root 
of (3.6) is equal to 1, the set of points on the line 
given by (3.19) is such that a root of (3.6) is equal to 
-1 ,  and  the  s e t  o f  po in t s  on  the  hyperbo la  g iven  by  (3 .20 )  
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i s  ' suc i i  tha t  a  roo t  o f  (3 .6 )  i s  equa l  t o  e^®.  
In summary, Figure 1 gives the boundaries of the 
regions determined by the graphs of (3.18), (3.19), and 
(3 .20 ) .  Every  po in t  o f  the  CgC^-p lane  de termines  a  par t i cu ­
lar 3-step method of the set 0(3,4), and the method is 
strongly stable if (Cq,c^) is in the appropriate region. 
For each value of hg, the line given by (3.19) passes 
through  the  po in t  ( -1 , -1 ) ,  and  the  hyperbo la  g iven  by  (3 .20 )  
passes  through  the  po in t  ( -1 ,3 ) .  
From (3.13) it is clear that s^ is not in general less 
than 1. That is, for hg > 0, the multistep method given by 
(2.1) is not stable in the sense that js^j ^ 1 for all j. 
However, consider the differential system 
(3.21) y' = gy, y(o) = 1 
which has the solution z(x) = eE%. 
The solution of (3.21) tends to grow with the numer­
ical solution 
yn _ e6(hn) 
of (2.1) which corresponds to the root s^. Therefore, for 
g > 0, the requirement that 
81 = ehg & 1 
is not satisfied. 
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To control the growth of the numerical solution in the 
case where g > 0, it is often appropriate to require 
|gjl <|9ll 
for  j  =  2 ,  . . .  ,  k .  Th i s  requ irement  i s  made  prec i se  by  the  
following definition. 
Definition 3.2. If there exists a nondegenerate interval I. 
such  tha t  for  a l l  va lues  o f  hg  in  I  and  roo t s  S j  o f  (3 .6 )  i t  
is true that js^j < [ s^j f or J = 2,..,, , k, then the multistep 
method given by (2.1) is called relatively stable with 
respect to the interval I. 
The definitions for strong stability with respect to a 
given interval containing zero and relative stability with 
respect to an interval containing zero are equivalent in the 
limit as h tends to zero which is a special case of zero 
stability. 
From the investigation of the differential system given 
by (3.21), it is seen that for g< 0 the exact solution of 
the system tends to zero as x increases. Therefore, the 
criterion for controlling propagated error is strong 
stability. If g > 0, then relative stability often gives 
more information as to the numerical stability of the method 
since for positive g the solution is increasing with x and 
relative accuracy is maintained if the error does not grow 
r 
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more rapidly than the solution. In Chapter V the possi­
bility of constructing multistep methods which minimize 
errors and maintain strong or, possibly, relative stability 
is given consideration. 
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CHAPTER IV; PREDICTOR-CORRECTOR î«ETHODS 
Since each approximation of requires additional 
computation time, it is desirable to use a predictor 
formula to determine a first approximation and, subse­
quently, to use a corrector formula only once. In this 
case, the nature of the predictor cannot be ignored in 
designing an efficient method. 
The plan of this chapter is to study the Influence of 
a predictor on a predictor-corrector method where the 
corrector is applied only once. The idea is to derive the 
difference equation satisfied by the error of the predictor-
corrector method and to investigate the propagated error 
associated with the method. 
Assume that the predictor equation given by (1.2) is 
of order p and yn+j» j = 0,. ... , k-1, are previously 
calculated and regarded as approximations to the values 
^n+j' the exact solution at x^+j, so that for a suffi­
c i en t ly  d i f f erent iab le  func t ion  z (x ) .  
(4 .1 )  ~  *^n+j ) ]  
j=0 
+ ) (x^) + 0(h?+2) 
j^n+j " ^ ^j^^^n+j»^n+j 
where k k-1 
(4 .2 )  aj( jp+^)/(p+l) i - 2bj(jp)/p! 
j=l 
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Subtract (1,2) from (4.1) and define 
it 
^n+k ~ ^n+k ~ ^ n+k 
and 
^n+j = ^n+j " ^n+j' 
j  =  0 ,  . . .  ,  k - 1 ,  t h e n  i t  f o l l o w s  t h a t  
k-1 
( 4 . 3 )  ^ n + k  ~  "  ^ J ' ^ n + ^ ' )  ~  ^ ^ ^ n + j ' ^ r  
, j=0 
+ ap+lhp+lz(p+l)(x^) + 0(hl^2) . 
Similarly, let a corrector equation of order q be 
given by (1.3). Write the corresponding equation 
k-1 





(4 .5 )  Gq+i  =  ^Oj ( f+ ] - ) / (q+ l ) l  -  Ydj ( : j^ ) /q l  
j=l j=l 
Subtract (1.3) from (4,4), then it follows that 
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k-1 
(4 .6 )  c  
'n+k - j=0 
+ hdj^cf (xj^^jj,zj^^jj.) - ^'c^^n+lc'^n+ls:^^ 
+ cq+ih^+:^z((l+^)(xj + 0(h'^+2). 
In  (4 ,3 )  and  (4 .6 ) ,  l e t  
Sn+k = 1 
ft^n+k'vk' - ''(^^n+k'^n+k) 
<+k 
0 ,  
' " <+k * ° 
If <+k = 0 
and 
sn+j = i 
^W+j'^n+P " ^(^n+j'^n+j) 
'-n+i 
0 ,  
' if 0 
si+j = 0 
where j = 0, ... , k-1. With these definitions, (4.3) and 
(4 .6 )  are  o f  the  form 
* r 1 
(4 .7 )  ^+k  -  Uj^n+j  "  
J=0 




(4 .8 )  « i i - fk  =  -  ^  
j=o 
+ ^<ik^n+k^+k 
+ Oq^lh«+^z'l+^'(x„) + 0(h«+2), 
•îi* 
respectively. Eliminate from (4.7) and (4.8), and 
obtain 
k-1 
(4 .9 )  S i+k  -  ~  hdjSn+j  +  baj&kGn+k)^h+j  
j=0 
k-1 
+ ÏL(tfbjdkg;+%gn+j)<%^j + t* 
j=0 
where 
(4 .10 )  Tn=  
+ cq+ih9+lz(9+l)(xa) + 0(hnln(q+2.p+3))_ 
Other factors being equal, it is desirable to construct 
a predictor-corrector method such that the truncation error 
given by (4.10) is of highest possible order. If a zero 
stable corrector of order q is used, then it is necessary 
that the predictor is of order p k q-1 to avoid reducing the 
order  o f  the  t runcat ion  error  g iven  by  (4 .10 ) .  
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To study the difference equation given by (4.9), 
consider the case where = g, g is a constant, 
j  =  0 ,  . . .  ,  k - 1 ,  T n  i s  a  c o n s t a n t  e q u a l  t o  T ,  a n d  s ^ ,  . . .  ,  
Sj^ are distinct roots of the polynomial 
k-1 
(4 .11 )  P (r )  =  2  [c j  -  hg(dj -d%aj )  -  h^g^dj^bjJrJ  
j=0 
which is written in the form 
where 
c ( r )  =  
Under these assumptions, the solution of (4.9) is of 
the form 
k 
(4 .12 )  =  zaj^sJ + T/p(l) 
1=1 
where , 1=1, ... 
initial conditions 
(4 .13 )  
where Ej = Cj - T/p(l), j = 0, ... , k-1. 
P (r )  =  c ( r )  -  hg  d (r )  -  h^g^b(r )  
k k-1 k-1 
Zc jrJ ,  d (r )  =  Z  (< i j -â -kaj )r^ ,  and  b (r )  =  Zd^b^r^ ,  
j=0 j=0 j=0 
, k, are constants which satisfy the 
e, = za^sj 
1=1 
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The constants A^, for the special case of (4,13) where 
E  =  €  -  T/p i l ) f  c  =  maxlc^  | ,  j  =  0 ,  . . .  ,  k -1 ,  are  de ter ­
mined by a technique given in Chapter III, and 
=  Ep( l ) / ( l -8 i )p ' ( l )  
= epi(l)/p'(8i). 
Therefore, after collecting results, it follows that (4.12) 
is of the form 
k 
(4.14) <^= E Zsipi(l)/p'(8i) + T/p(l) 
1=1 
As h approaches zero in (4.11), the roots S]_, ... , s^ 
approach certain roots r^, ... , of c(r). To obtain a " 
relationship between the roots s^ and ry write 
8j = rj[l + ujhg + vjh^g^ + o(h^g^)] .. 
Substitute this representation of s^ into (4.11), and use 
the method of undetermined coefficients to obtain 
Uj  =  d (r j ) / r jo ' ( r j )  
v j  =  [b (r j )  +  -  r^u^o"  ( r j ) ] / r jo ' ( i - j ) .  
In particular, if the method defined by (1.3) is 
consistent, then c(r) has a root equal to 1, say r^^ = 1, 
and 
/ ' 
(4 .15 )  s^  =  1  +  hg  +  O(h^g^) .  
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Definition 4.1. If there exists a nondegenerate interval I 
suoh that for all values of hg in I and roots sj of (4.11) 
i t  i s  t r u e  t h a t  |  s ^ ^  1  -  1  a n d f s j j  <  1  f o r  j  =  2 ,  . . .  ,  k ,  
then the predictor-corrector method given by (1.2) and (1.3) 
is called strongly stable with respect to the interval I. 
In Theorem 2.2, let 
(4 .16 )  Qj  =  Cj  -  hg(dj  -  d^aj )  -  h^g^dj^bj  
for J = 0, ... , k-1 and = 1, then the predictor-
corrector method given by (1.2) and (1.3) is strongly stable 
if the associated matrix is positive definite for all values 
of hg in the interval I. 
If a predictor-corrector method is strongly stable with 
respect to a given interval I, then the components with 
coefficients s^, j = 2, ... , k, in (4.14) decrease in 
magnitude with increasing values of n, and the error in 
(4.14) reduces to the approximation 
(4 .17 )  ^n  ~  ^  [s^p- j^( l ) /p ' ( s - j^ ) ]  +  T /p ( l ) .  
If the corrector given by (1.3) is consistent, so that a root 
r^ = 1, then as h tends to zero, s^ tends to r^ and 
p^(l)/jo' (s^) approaches 1. Since E = C - T/jD(l), it follows 
that an estimate of the error is given by 
(4 .18) = [T /P(1)] [l-sj] + CsJ. 
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For a given k, there are two possibilities for mini­
mizing the contribution of |T/p(l)| in (4.18). One is to 
maximize 
The other possibility is to maximize the order of the trun­
cation error given in (4.10) while maintaining an interval 
of strong stability. These possibilities are considered 
for some special cases in Chapter V. 
In order to control propagated errors in the case where 
g > 0, a definition of relative stability which is similar 
to Definition 3.2 is given for predictor-corrector methods. 
Definition 4.2. If there exists a nondegenerate interval I 
such that for all values of hg in I and roots Sj of (4,11) 
it is true that |sj | < |s^ | for j = 2, ... , k, then the 
pred ic tor -correc tor  method  g iven  by  (1 .2 )  and  (1 .3 )  i s  
called relatively stable with respect to the interval I. 
k k-1 
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CHAPTER V; SPECIAL MULTISTEP l^ETHODS 
In this chapter, consideration is given to the use of 
error estimates from previous chapters and to the use of 
high order predictors, which are not necessarily zero stable, 
in order to increase the order and to maintain strong 
stability of a predictor-corrector method. 
There is only one corrector in the set C(l,2) which is 
given in Appendix A. For this corrector, the polynomial 
given by (3.6) is of the form 
(5 .1 )  p (r )  =  ( l -hg /2 )r  -  ( l+hg /2 )  
and the root s^ is less than or equal to 1 in magnitude if 
hg ^0. The iterated corrector converges if |hg/2( < 1, " 
Therefore," for convergence, h is to be selected such that 
-2  <hg  <  2 .  
It follows that the iterated corrector is convergent and is 
strongly stable with respect to the interval 
-2 < hg ^ 0 
For the predictor-corrector method obtained by using 
the predictor in P(l,l) and the corrector in 0(1,2), the 
polynomial given by (4.11) is of the form 
p i r )  = r - (1 + hg + h^g^/2). 
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It follows that If 
(5.2) -2 3 hg ^ 0, 
then 
11 + hg + h^g^/2 I ê 1, 
and the predictor-corrector method for k = 1 is strongly 
stable with respect to the interval given by (5.2). Multi-
step methods for k = 1 are always relatively stable since 
the single root of the associated .polynomial always 
satisfies the definition of relative stability. 
Consider the class of correctors 0(2,3) which is 
parameterized in terms of Cq in Appendix A. A natural choice 
for Cq is -1 since, for this value of Cq, the corrector is 
zero stable, = 0, and |c'(l)| is maximized as sug­
gested in Chapter III. However, an investigation of the 
values of hg and Cq for which the resulting corrector is 
strongly stable follows. For a corrector in 0(2,3) the 
polynomial given by (3.6) is of the form 
(5 .3)  P(R)  =  M2R^ +  M^R +  MG 
where 
mg = 1 - (cg + 5)hg/l2 
™1 - ""(°0 + + (8°o " 8)hg/l2 
mQ = Cg + (5Cq + I)hg/12 . 
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The "boundaries of the region where the roots of (5.3) have 
magnitude less than or equal to 1 are given by 
Cq - 1 = 0, hg = 0 
where a root is equal to 1, 
(cq " - 6(oq + 1) = 0; 
where a root is equal to -1, and 
Cq - 1 + 6(co + l)hg/l2 = 0, 
where a root is of the form e^®. Therefore, the roots of 
the polynomial given by (5.3) have magnitude less than 1 if 
hg <0, Cq <1, and 
(5.4) hg > 6(Cq + 1)/(Cq - 1). 
If Cq = -1, then the 2-step corrector is of order 4. However, 
in this case, (5.4) implies hg > 0. Therefore, there is no 
interval for which the corrector of order 4 is strongly 
stable. 
The iterated correctors in 0(2,3) are convergent if 
|(cq + 5)hg/l2i < 1. 
If hg <0, then it is necessary that Cq + 5 > 0 and 
hg > - 12/(CQ + 5) 
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for the iterated corrector to be convergent. A plot of the 
boundaries for the range of Cq and hg for which the iterated 
corrector is convergent and strongly stable is given in 
Figure 2 of Appendix B. 
To obtain the maximum interval for which the iterated 
corrector is convergent and strongly stable, solve 
6 (cq  +  1 ) / ( cq  -  1 )  =  -  12 / ( cq  +  5 )  
for Cq, The solution of interest is /Ï3 - 4 which when sub­
stituted in (5.4) gives hg >1 - /Ï3. Therefore, in practice 
for g < 0 and for strong stability, it is necessary to select 
h such that hg > 1 - /l^ when Cq = /l3 - 4. 
Note that the coefficient of the truncation error 
decreases, as well as the interval of strong stability, as 
Cq tends to -1. Therefore, to minimize the truncation 
error, Cq should be selected large enough to assure strong 
stability and no larger to avoid increasing the truncation 
error. 
Since the 2-step corrector of order 4 is not strongly 
stable, the next problem is to consider the possibility of 
constructing a 2-step predictor-corrector method of order 4 
which is strongly stable. A one parameter family of 
predictor-corrector methods is obtained in terms of a.Q by 
using predictors from the set P(2,2) and the fourth order 
corrector obtained by setting Cq = -1 in the system defining 
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the set 0(2,3) in Appendix A. For these choices, the 
boundaries of the region where the roots, of (4.11) have 
magnitude less than or equal to one are given by 
(aQ - l)hg -6=0, hg = 0, 
where a root of (4.11) is equal to 1, 
bg + Bg + 2 = 0, hg = 0, 
where a root of (4.11) is equal to -1, and 
(aQ + l)h^g^ + 2(ao - l)hg - 12 = 0, 
where a root of (4.11) is of the form e^®. A plot of these 
boundaries is given in Figure 3 of Appendix B. 
Note that a predictor in the set P(2,2) is zero stable 
only if -1 & ag < 1. However, for these choices of ag, the 
predictor-corrector methods discussed above are not strongly 
stable with respect to an interval containing zero. There­
fore, to obtain a strongly stable method which is useful for 
values -of hg arbitrarily near zero, it is necessary to use 
a predictor which is not zero stable. 
If aQ = -5 and Cq = -1, then the resulting predictor-
corrector method is of order 4, and the method is strongly 
stable with respect to the interval 
-1 < hg < 0. 
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From the above examples, it is clear tliat the behavior 
of ^ depends upon hg and the coefficients of the predictor 
and corrector and for larger values of k the determination 
of satisfactory coefficients is increasingly difficult. To 
illustrate this for k = 3, consider the class P(3,4) which 
is obtained by setting a^ = -9 in the system defining the 
class P(3>3) in Appendix A; and consider the set of cor­
rectors obtained by setting Cq = -c^ = in the system 
which defines the class 0(3,4) in Appendix A. Observe that, 
for this choice of Cq, the roots of c(r) are 1, w, and -w; 
and a fifth order corrector is obtained by taking Cq = 1. 
To investigate the necessary conditions for a root of 
(4.11) to have magnitude 1, substitute e^® for r and obtain 
(3.16) and (3.17) as given in Chapter III where, in this 
case, mj, j = 0, 1, 2, 3, are given by (4.16). 
For Cq = 1, the boundaries of the region where the roots 
have magnitude less than or equal to 1 are given by 
Gg = 5, hg = 0; 
where a root of (4.11) is equal to 1, 
a^hg + hg - 18 = 0; hg = 0, 
where a root of (4.11) is equal to -1, and 
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ao(2h^g5 +6h^S^) + ao(6h^s^ +16h^s^ +12h.^g^ +36hg) 
+ (6h^g^ +I4h^g^ +6h^g^ -72hg) = 0, 
where a root of (4.11) is of the form e^®.. A plot of these 
boundaries is given in Figure 4 of Appendix B for a^ versus 
hg at Cq = 1. 
Sinoe the roots of (4.11) are 1, 1, and -1 when hg = 0, 
the predictor-corrector methods obtained by using a fourth 
order predictor and the fifth order corrector are not 
strongly stable with respect to an interval containing zero. 
However, for hg < 0, there exist values of a^ for which the 
roots of (4.11) are less than one in magnitude. This, sug­
gests using the above fifth order predictor-corrector 
method for g < 0 and changing methods for g ^ 0. 
It is suggested in Chapter IV, in order to reduce the 
error estimate given by (4.18), that 
(5 .5 )  lp(l) 1 = l2h?^(ao -  5 ) /3  |  
is to be maximized where p { r )  is given by (4.11). From 
Figure 4 in Appendix B, it is clear that as ag increases the 
interval on the hg axis for which the roots of (4.11) are 
less than one decreases. Therefore, to maximize (5.5), o-q 
is to be selected as large as possible, however, small 
enough to insure a satisfactory interval of strong stability. 
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Some experimental results are tabulated in Appendix C. 
Numerical solutions of the differential system 
(5.6) y' = f(x,y) = 2x^ - 2xy, y(0) = 0 
are given for various 3-step methods. The system given by 
(5.6) has the exact solution 
2 
z(x) = - 1 + x^. 
Table 1 of Appendix G is a tabulation of the exact 
solution and various numerical solutions at x^ over the 
interval [0,51. All methods used a stepsize of .1, however,, 
the results are recorded in increments of .5. The third 
column of the table is the solution given by the fifth order 
predictor-corrector method obtained by setting a^ = 9 and 
a^ = -9 in the system defining P(3,3) and setting Cq = -c^ = 
1 in the system defining 0(3,4). The three following columns 
give the iterated corrector solutions for Cq = 0, .5, 1 where 
Cq = -c^. The iterated corrector solutions are the results 
of iterating the given corrector until the magnitude of the 
difference between two successive iterates is less than 
5(10~®). This tolerance was usually satisfied after three 
iterations, however, in several cases it was not satisfied 
after ten iterations. 
Note that the predictor-corrector method of order 5 
gives results nearer to the exact solutions than the 
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corresponding solutions given by the iterated correctors 
of order 4 in all cases for which the predictor-corrector 
method is strongly stable. However, the intervals of strong 
stability for the predictor-corrector methods are consid­
erably smaller than the corresponding Intervals for the 
fourth order correctors where cq = 0, .5. In this example, 
there is no difficulty in determining if hfyCx^^.y^^) is in 
the interval of strong stability for a given method since 
fy(x,y) = -2x. In practice, satisfactory approximations of 
fyCx^.y^) are usually obtained by • using an estimate such as 
[f(xn,yn) - f(xn,yn-l)] /(Pn - Yn-l)' 
The relatively simple system given by (5.6) is selected 
in an effort to obtain numerical illustrations without 
excessive amounts of computation time. Therefore, it is 
necessary to be cautious about making conclusions from the 
given experimental results. However, the tabulated results 
clearly illustrate the unsatisfactory approximations obtained 
by methods which permit hfy to leave the interval of strong 
stability. This is illustrated in Table 2 in Appendix 0. 
In particular, at a^ = 15 and x^ = 5 instability of the 
numerical solution is clearly evident. 
It is suggested above that the truncation error be 
reduced by taking a.Q large. This procedure-may not reduce 
the truncation error sufficiently to compensate for the 
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corresponding reduction in the size of the interval of strong 
stability. Also, it is necessary to consider the problem of 
roundoff errors which may increase for larger values of the 
coefficients of the given method. Table 2 in Appendix C 
gives the numerical solutions of a fifth order predictor-
corrector method for ag = 6, 9, 12, 15. 
Table 3 in Appendix C gives the numerical solution of 
the fifth order predictor-corrector method for ag = 9 and 
h = .1, .05, .025. An improvement in the solution is 
obtained by reducing the stepsize h from .1 to .05. However, 
if the stepsize is reduced to .025, considerable roundoff 
error is introduced since for this value of h the roundoff 
error dominates the truncation error. 
From the above examples, it is clear that, by using 
high order predictors and correctors which are not neces­
sarily zero stable or strongly stable, predictor-corrector 
methods which are strongly stable can be constructed with 
order greater than the order of corresponding methods which 
are obtained by using zero stable predictors and correctors. 
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APPENDIX A 
The set P(k,k) of consistent k-step predictors of order 
at least k is generated by the given k-vector equation by 
tak ing  b^  =  0 ,  a^^ =  1 ,  and  a^^^ =  -  (1  +  a^_2  + . . .+  ag )  
where all B.y J = 0, ... , k,, are real numbers. Similarly, 
the set G(k,k+1) of consistent k-step correctors of order 
at least k+1 is generated by taking d%, / 0. 
P ( l , l ) :  
0(1,2): 
bo = 1 




C, = -1/12 
P(2 ,2 ) :  
-1 -1 
-1 3 




<^0 -5 -1 
= 
—8 8 
<^2_ 1 5 
O4 = -(co+l)/24 
P(3,3): 
w. 
^0 -4 1 5 
12 ^1 = -16 -8 -16 
^2 -4 -5 23 
i 
o4 = (a2+9)/24 
0(3 ,4) ;  
' -8 1 1 
^1 -32 -13 -5 
d.2 -8 -13 19 
/3_ 0 1 9 













-27 -8 5 37 &1 
-27 -32 -19 -59 
^2 
''3 -9 -8 -9 55 1 
* 


















og = (-27cq-11c2-27)/1440 
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P(5,5):  
'bo' -224 27 8 19 251 ^0 
-1024 -378 -32 -106 -1274 ai 
^2 -384 -648 -192 264 2616 0.2 
^3 -1024 -918 -992 -646 -2774 ^3 
-224 -243 -232 -251 1901 1 
c| = (27ai+lôa2+27a2+475)/ï440 
0 ( 5 , 6 ) ;  
1440 
-448 27 0 11 27 
-2048 -621 16 -77 -173 
-768 -1566 -544 258 482 
-2048 -1566 -1824 -1022 -798 
-448 -621 -544 -637 1427 








Figure 1. Range of hg, Cq and of the correctors in 
0(3,4) for the roots of (3.6) to have magnitude less than 





- 4 - 3 - 2 - 1 0 1 2 3 4  
Figure 2. Range of hg and Cq of 0(2,3) for the roots 
of (3.6) to have magnitude less than or equal to 1 and for 
the iterated corrector to be convergent 
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- 4 - 3 - 2 - 1  0  1  2  3  4  
Figure 3. Range of hg and a^ of a 2-step predictor-
corrector method for the roots of (4.11) to have magnitude 
less than or equal to 1 
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—4 —3 —2 -1 
Figure 4. Range of hg and a.Q of a 3-step predictor-
corrector method for the roots of (4.11) to have magnitude 
less than or equal to 1 at Cq = -c^ = 1 and a^ = -9 
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APPENDIX C 
Table 1. Predictor-corrector and iterated corrector solutions for h = .1, 
Cq = -c^, and a^ = —9 
Predictor- Iterated corrector 
^n 
0 l>x j1 c: 0 u ui 
cq = 1 













.5 .02880078 .02879372 .02878241 .02878912 .02879771' 
1 .0  .36787944 .36786260 .36785358 .36785673 .36787780' 
1 .5  1.3553992 1.3554003 1.3553995 1.3553952 1.3554018' 
2.0 3.0183156 3.0183188 3.0183190 3.0183185 3.oi83177' 
2 .5  5.2519305 5.2519298 5.2519298 - • 5.2519306 5.2519302' 
3 .0  8.0001234 8.0001229' 8.0001228 8.0001227 8.0001255' 
3 .5  11.250005 11.250003' 11.250003 11.250002 11.249999' 
4 .0  15.000000 14.999996' 14.999998 14.999997 15.000011' 
4 .5  19.250000 19.250132' 19.249999 19.249998 19.249941' 
5 .0  24.000000 24.001255* 23.999998 23.999998 24.0002^7' 
'Approximations vrhich correspond to values of hg which are not In the 
interval of strong stability. 
a-j^ = 
Table 2. Predictor-corrector 
-9 
solutions for h = H 0 0
 II 1 0
 
H
 II 1, and 
E(X^) ao = 6 ao = 9 II 0 
câ 
slq = 15 
.5 .02880078 .02879384 .02879372 .02879364 .02879360 
1.0 .36787944 .36785693- .36786260 .36786618 .36786839 
1.5 1.3553992 1.3553923 1.3554003 1.3554009 1.3554005 
o
 
CVJ 3.0183156 3.0183239 3.0183188 3.0183176 3.0183176' 
2.5 5.2519305 5.2519314 5.2519298 5.2519302' 5.25I929I' 
3.0 8.0001234 8.0001217 8.0001229' 8.0001225' 8.0001188' 
3.5 11.250005 11.250002 11.250003' 11.250011' 11.250424' 
4.0 15.000000 15.000004 14.999996' 14.999826' 14.978085' 
4.5 19.250000 19.250003' 19.250132' 19.256506' 20.171356' 
5.0 24.000000 23.999999' 24.001255' 23.630090' • 58.535187' 
'Approximations which correspond to values of hg which are not in the 
interval of strong stability. 
Table 3» Predictor-corrector solutions for Cq = = 1, 
= 9, and a^  = -9 
^n %(xn)  h = .1 h = .05 h = .025 
.5 .02880078 .02879372 .02880031 .02880080 
1 .0  .36787944 .36786260 .36787832 .36787912 
1 .5  1.5553992 1.3554003 1.3553987 1.3553975 
2 .0  3.0183156 3.0183188 3.0183148 3.oi83113 
2 .5  5.2519305 5.2519298 5.2519299 5.2519277 
3 .0  8.0001234 8.0001229' 8.0001231 8.0001215 
3 .5  11.250005 11.250003' 11.250002 11.249996 
4.0 15.000000 14.999996' 14.999998 14.999989 
4.5  19.250000 19.250132' 19.249999 19.249992 
5 .0  24.000000 24.001255' 23.999998 23.999992 
'Approximations which. correspond to values of tig which are 
not in the interval of strong stability. 
