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1 Einleitung
Der Bolthausen-Sznitman Koaleszent ist ein Spezialfall der von Pitman und von
Sagitov im Jahre 1999 eingeführten -Koaleszenten (vgl.[7] und [15]). Für jedes
endliche Maß  – im Falle des Bolthausen-Sznitman Koaleszenten ist  gleich
der uniformen Verteilung auf [0;1] – ist ein solcher Koaleszent ein Markovprozess
mit Werten in der Menge der Partitionen der natürlichen Zahlen, dessen Dynamik
durch  festgelegt wird. Die Besonderheit eines Koaleszenten gegenüber anderen
Prozessen liegt darin, dass nur Übergänge in gröbere Partitionen möglich sind.
Verstehen wir die Teilmengen der Partition als Blöcke, so beschreibt ein Übergang
die Abnahme der Blockanzahl durch ”Verschmelzen” gewisser Blöcke zu einem ge-
meinsamen größeren Block. Dies wirft die Frage auf, ob und – wenn ja – wann der
Koaleszent in den ﬁnalen Zustand von nur noch einem Block übergeht.
Wir werden den Bolthausen-Sznitman Koaleszenten auf die ersten n natürlichen
Zahlen restringieren und unser Augenmerk auf den Zeitpunkt der letzten Kollision
richten. Das Hauptresultat ist ein Grenzwertsatz, der zum einen die Konvergenz
der Verteilung der Blockanzahl beschreibt, und zum anderen, in Abhängigkeit von
der Blockanzahl, in gewisser Weise eine Aussage über die Verteilung der Block-
größen macht. Die betrachteten Größen beziehen sich dabei auf den Zeitpunkt der
ﬁnalen Kollision. Für großes n wird sich dabei typischerweise ein Block besonders
auszeichnen und zwar insofern, dass er im zeitlichen Verlauf fast die ganze Masse
in sich vereint. Neben diesem riesigen Block werden dann nur noch wenige kleine
Blöcke in der letzten Kollision involviert sein.
Wir werden nicht mit dem Bolthausen-Sznitman Koaleszenten selbst arbeiten, son-
dern diesen durch ein gewisses ”Abholzverfahren” zufälliger rekursiver Bäume mo-
dellieren. Dieses Modell wird speziell für die Betrachtung der letzten Kollision ge-
eignet sein.
Hinsichtlich unseres Hauptsatzes werden wir in einem weiteren Schritt den ”Auf-
bau” der zufälligen rekursiven Bäume durch Yule Prozesse modellieren.
Die Arbeit ist in drei Abschnitte unterteilt. Zunächst werden wir grundlegende
Notationen einführen und Eigenschaften von Yule-Prozessen diskutieren. Im zwei-
ten Teil werden wir den Bolthausen-Sznitman Koaleszent deﬁnieren und dann die
angesprochene Baumstruktur einführen und diskutieren. Im Anschluß gehen wir
noch auf den Zusammenhang zwischen zufälligen rekursiven Bäumen und dem
sogenannten China-Restaurant-Prozess ein. Der letzte Teil dient dem Hauptsatz
dieser Arbeit. In Anlehnung an die Baumstruktur werden wir mit Hilfe der Yule-
Prozesse ein neues Modell konstruieren, mit dem wir dann den Hauptsatz beweisen.
Abschließend geben wir noch einige Folgerungen an.
Im Grundlegenden folgen wir bei dieser Arbeit Teilen von [12], [7] und [8], ohne
darauf immer wieder explizit zu verweisen.1
2 Vorbetrachtungen
2.1 Notationen
Wir setzen die üblichen in der Stochastik verwendeten Begriﬀe, wie etwa die
der Dichte einer Zufallsvariablen (ZV) oder die Unabhängigkeit von Zufalls-
variablen, wie auch die gängigen Konvergenzarten von Folgen von ZVn als
bekannt voraus.
Seien X;Y Zufallsvariablen mit beliebigem Grund-W-Raum (meist mit
(
;A;P) bezeichnet) und gemeinsamen (messbaren) Bildraum (
0;A0). Dann
bezeichnen wir das von X induzierte Bildmaß mit PX.
Wir nennen X und Y in Verteilung gleich, wenn gilt PX(A0) = PY(A0);
8A0 2 A0 und schreiben dafür X  Y .
Für die Arbeit mit stochastischen Prozessen, die Werte im gemeinsamen se-
parablen metrischen Raum S annehmen, erwähnen wir den Raum der càdlàg-
Funktionen DS[0;1), welchen wir durch den bekannten Skorohod-Abstand
metrisieren. Wir bemerken, dass die von den oﬀenen Mengen in DS[0;1)
erzeugte S-Algebra bekanntlich mit der kanonischen (von den Projektions-
abbildungen erzeugten) Produkt-S-Algebra übereinstimmt.
Zum Begriﬀ der Dichte sei noch erwähnt, dass aus dem Kontext hervorgehen
sollte, bezüglich welchen Maßes sie deﬁniert ist. Üblicherweise wird das aber
das ein- (oder mehr-) dimensionale Lebesguemaß sein.
Für die auftretenden Verteilungen nutzen wir abkürzend folgende Notatio-
nen:
 Für n 2 N heißt X uniform verteilt auf f1;:::;ng, kurz
X  uniff1;:::;ng, falls für alle k 2 f1;:::;ng gilt: P(X = k) = 1
n.
 Sei p 2 [0;1]. Dann heißt X Bernoulli verteilt zum Parameter p, kurz
X  ber(p), falls P(X = 1) = p und P(X = 0) = 1   p.
 X heißt poisson verteilt zum Parameter  > 0, kurz X  Poi(), falls
für alle k 2 N gilt: P(X = k) = e  k
k! .
 Sei 0 <  < 1. Dann heißt X geometrisch verteilt zum Parameter ,
kurz X  geo(), falls für alle k 2 N gilt: P(X = k) = (1   )k 1.
 Sei 0 <  < 1 und n 2 N. Dann heißt X negativ binomial verteilt zu den
Parametern n und , kurz X  negbin(n;), falls für alle natürlichen
Zahlen k mit k  n gilt: P(X = k) =
 k 1
n 1

n(1   )k n:2 2 VORBETRACHTUNGEN
 Seien a;b 2 R;a < b. Dann heißt eine Zufallsvariable X uniform auf
[a;b] verteilt, kurz X  unif[a;b], falls f(x) = 1
b a1[a;b](x) ihre Dichte
ist.
 Sei  > 0. Dann heißt X exponential verteilt zum Paramter , kurz
X  exp(), falls f(x) = 1[0;1)(x)e x ihre Dichte ist.
 Seien  > 0 und  > 0. Weiter bezeichne G : R+ ! R die Gammafunk-
tion. Dann heißt X gamma verteilt zu den Parameter  und , kurz
X   (;), falls f; = 1
G()x 1e x1[0;1](x) ihre Dichte ist.
 Seien  > 0; > 0 und B(;) :=
R 1
0 (1   t) 1t 1d(t). Dann heißt
X beta verteilt zu den Parametern  und , kurz X  beta(;), falls
f(;)(x) = 1
B(;)(1   x) 1x 11[0;1](x) ihre Dichte ist.
 Seien  2 R und  2 R+. Dann heißt X normalverteilt zu den Parame-
tern  und 2, kurz X  N(;2), falls f(;2)(x) = (22)  1
2e
 
(x )2
22
ihre Dichte ist.
Für asymptotische Betrachtungen benutzen wir die bekannten Landausym-
bole ”o” und ”O”.
Schließlich setzen wir e N := Nnf1g und [n] := f1;:::;ng für alle n 2 N.
2.2 Die Exponentialverteilung und Yule-Prozesse
Da die Konstruktion des Hauptbeweises auf Yule-Prozessen basiert, wollen
wir vorab einige elementare Eigenschaften dieser Prozessen erarbeiten. Sie
verlangen - wie in der Deﬁnition klar werden wird - die Kenntnis im Umgang
mit der Exponentialverteilung. Auch hierauf wollen wir noch kurz eingehen.
Häuﬁg werden wir Wartezeiten bis zum Eintritt gewisser Ereignisse durch
exponential verteilte Zufallsvariablen modellieren und uns deren Eigenschaft
der Gedächtnislosigkeit zu Nutze machen. Wir erinnern:
Sei X exponential verteilt, dann gilt 8 x  0;t  0
P(X > x + tjX > t) = P(X > x): (1)
Lemma 2.2.1 (Minimum von exponential verteilten Zufallvariablen). Sei I
abzählbar, I 6= ; und (Tk)k2I eine Folge unabhängiger ZVn, mit Tk  exp(qk)
8k 2 I.
Sei weiter q :=
P
k2I
qk < 1; T := inf
k2I
Tk und K := arg

inf
k2I
Tk

.
Dann ist K fast sicher eindeutig deﬁniert und das Inﬁmum wird von TK
angenommen, wobei gilt2.2 Die Exponentialverteilung und Yule-Prozesse 3
(i) T und K sind unabhängig.
(ii) P(K = k) =
qk
q ; 8k 2 I.
(iii) T  exp(q).
Beweis: Nach dem Satz von der totalen Wahrscheinlichkeit und aus der
Tatsache, dass die Verteilung von Tk per deﬁnitionem ein Maß mit -Dichte
f(x) = 1[0;1)(x)qke qkx ist, folgt für alle t  0 und k 2 I
P(K = k;T  t) = P(Tk  t; Tj > Tk 8j 6= k)
=
Z 1
t
P(Tk  t; Tj > Tk 8j 6= k jTk = s)dPTk(s)
=
Z 1
t
P(Tj > s 8j 6= k)dPTk(s)
=
Z 1
t
P(Tj > s 8j 6= k)qke
 qksd(s)
=
Z 1
t
qke
 qks Y
j6=k
e
 qjsd(s)
=
Z 1
t
qke
 qsd(s)
=
qk
q
e
 qt:
Betrachten wir das sichere Ereignis fT  0g so folgt direkt P(K = k) =
qk
q .
Weiter erhalten wir die geforderte Verteilung von T durch
P(T  t) =
X
k2I
P(K = k; T  t) =
X
k2I
qk
q
e
 qt = e
 qt:
Damit folgt dann auch
P(K = k;T  t) = P(K = k)P(T  t)
zunächst für k 2 I, und t  0. Da f[t;1) jt  0g und trivialerweise auch
die einelementigen Mengen aus I \-stabile Erzeuger der entsprechenden bo-
relschen S-Algebren B([0;1)) bzw. B(I) sind, folgt die Gleichheit auch für
eben genau diese borelschen Mengen, was die Unabhängigkeit von K und T
bedeutet.
Deﬁnition 2.2.2 (Yule-Prozess). Ein Yule-Prozess Y = (Yt)t0 ist ein
reiner Geburtsprozess, für den folgende zwei Eigenschaften gelten:4 2 VORBETRACHTUNGEN
(i) Die Population startet fast sicher mit einem einzelnen Individuum zur
Zeit t = 0.
(ii) Jedes Individuum erzeugt Nachkommen gemäß eines homogenen Pois-
sonprozesses mit Intensität  > 0, unabhängig von den anderen Indivi-
duen.
Bemerkungen: Einen Yule-Prozess Y zum Parameter  können wir als
DR+[0;1)-wertige ZV verstehen und schreiben dafür kurz Y  Yule().
Für  = 1 sprechen wir auch von einem standard Yule-Prozess.
Als Sprungprozess ist Y insbesondere ein Markovprozess.
Lemma 2.2.3. Sei Y  Yule(). Dann gilt
(i) Die Zeit Sn des n-ten Sprungs ist verteilungsgleich zu T1++Tn mit
T1;:::;Tn unabhängig und Ti  exp(i) 8i 2 f1;:::;ng.
(ii) Sn ist verteilungsgleich zu max
1in
Vi, mit V1;:::;Vn unabhängig und
Vi  exp() 8i 2 f1;:::;ng.
Beweis: Zu (i): Wir setzen S0 := 0 und Ti := Si Si 1 für 1  i  n. Damit
ist Sn =
n P
i=1
Ti. Nach Konstruktion sind von Zeit Si 1 bis Si genau i unabhän-
gige exp()-verteilte ZVn involviert, wobei sich deren Geburtszeitpunkte auf
Grund der Gedächtnislosigkeit gemeinsam auf Si 1 festlegen lässt. Ti wird
also gerade durch das Minimum von i exp()-verteilten, unabhängigen ZVn
beschrieben, womit nach (2.2.1) folgt: Ti  exp(i). Außerdem überträgt
sich die Unabhängigkeit der einzelnen Individuen auf die T1;:::;Tn, was die
Behauptung ergibt.
Zu (ii): Die Idee ist, den obigen Prozess rückläuﬁg zu betrachten. Genauer:
Wir starten zur Zeit S 
n := 0 mit n Individuen, deren Lebenszeit jeweils
durch eine exp() verteilte ZV beschrieben wird. Dabei seien die n ZVn un-
abhängig. Für 0  i  n 1 sei S
 
i der erste Zeitpunkt an dem noch genau i
Individuen leben. Ähnlich wie oben setzen wir T
 
i := S
 
i 1 S
 
i für 1  i  n
und nutzen wieder die Gedächtnislosigkeit und Unabhängigkeit der Individu-
en, um T
 
i  exp(i) für 1  i  n und deren Unabhängigkeit zu erhalten.
Also gilt
S
 
0 = (T
 
n +  + T
 
1 )  (T1 +  + Tn) = Sn: (2)
Andererseits ist S
 
0 nach Konstruktion der Todeszeitpunkt des letzten aller
zur Zeit S 
n = 0 gestarteten Individuen und beschreibt deswegen das Maxi-
mum von n unabhängig exp() verteilten ZVn.2.2 Die Exponentialverteilung und Yule-Prozesse 5
Korollar 2.2.4. Seien X1;:::;Xn unabhängig und exp() verteilt. Dann gilt
max
1in
Xi 
n X
i=1
Xi
i
: (3)
Beweis: Da
Xi
i  exp(i) folgt die Behauptung.
Lemma 2.2.5. Sei Y  Yule(). Dann gilt
(i) Zum festen Zeitpunkt t > 0 ist die Anzahl der im Yule-Prozess existie-
renden Individuen geometrisch verteilt zum Parameter e t, d.h.
Yt  geo(e
 t): (4)
(ii) Für s;t  0 und j  i gilt
P(Ys+t = j j Ys = i) =

j   1
i   1

e
 ti(1   e
 t)
j i: (5)
Beweis: Zu (i): Für alle k 2 N bezeichne Sk wie oben den Zeitpunkt der
k-ten Geburt im Yule-Prozess.
Für diesen gilt nach 2.2.3(ii): P(Sk  t) = (1   e t)k. Trivialerweise gilt
weiter: fSk 1  tg = fSk 1  t < Skg
S
 fSk  tg. Also ist
P(Yt = k) = P(Sk 1  t < Sk)
= P(Sk 1  t)   P(Sk 1  Sk  t)
= P(Sk 1  t)   P(Sk  t)
= (1   e
 t)
k 1   (1   e
 t)
k
= e
 t(1   e
 t)
k 1:
Zu (ii): Der Fall t = 0 ist trivial. Sei also im Folgenden t > 0. Wir nutzen die
Kenntnis von fYs = ig, um den Prozess mit Hilfe der Gedächtnislosigkeit neu
zu modellieren. Die Konstruktion von Y erlaubt, jedes zur Zeit s existierende
Individuum als Initiator eines eigenen Yule-Prozesses - mit Startzeit s - zu
interpretieren, der von der Entwicklung der anderen Pozesse unabhängig ist.
Sei dazu Y 1;Y 2;::: eine Folge unabhängiger Yule-Prozesse zum Parameter
. Dann gilt
P(Ys+t = j j Ys = i) = P
 
i X
k=1
Y
k
t = j
!
: (6)6 2 VORBETRACHTUNGEN
Nach dem ersten Teil gilt Y k
t  geo(e t) für 1  k  i. Bekanntlich ist die
Summe unabhängiger, geometrisch verteilter ZVn negativ binomial verteilt.
Genauer gilt
i X
k=1
Y
k
t  negbin(i; e
 t); (7)
d.h. 8j  i folgt direkt
P
 
i X
k=1
Y
k
t = j
!
=

j   1
i   1

(e
 t)
i(1   e
 t)
j i: (8)
In einem späteren Beweis werden wir hinsichtlich schwacher Konvergenz die
folgende Stetigkeitsaussage benötigen.
Lemma 2.2.6. Für  > 0 sei Y  Yule(), sowie s  0. Weiter sei
f : [1;1) ! [0;1]; deﬁniert durch f(t) := P(Ys = Yst): (9)
Dann ist f 2 Cb:
Beweis: Wir haben nur die Stetigkeit zu zeigen. Der Fall s = 0 ist trivial.
Sei also s > 0 und t  1. Wieder argumentieren wir mit der unabhängigen
Entwicklung der Individuuen und der Gedächtnislosigkeit der Exponential-
verteilung. Mit der geometrischen Reihe folgt
f(t) = P(Ys = Yst) =
1 X
m=1
P(Ys = Yst jYs = m)P(Ys = m)
=
1 X
m=1
P(Yst = mjYs = m)P(Ys = m)
keine Geburt in [s;st] :
(1)
=
1 X
m=1
(e
 s(t 1))
me
 s(1   e
 s)
m 1
=
1 X
m=1
e
 st  
e
 s(t 1)(1   e
 s)
m 1
= e
 ts
1 X
m=0
 
e
 s(t 1)(1   e
 s)
m
= e
 ts 1
1   e s(t 1)(1   e s)
Wegen der Stetigkeit der Exponentialfunktion folgt die Behauptung.2.2 Die Exponentialverteilung und Yule-Prozesse 7
Wir wollen nun noch eine Aussage über die Verteilung eines Yule-Prozesses
zu zufälligen Zeipunkten machen. Dafür benötigen wir folgende Identität.
Hilfslemma 2.2.7. Für m 2 e N und r 2 R gilt
(1   e
 r)
m 1   (1   e
 r)
m =
m X
k=2

m   2
k   2

( 1)
k(e
 (k 1)r   e
 kr): (10)
Beweis: Via vollständiger Induktion über m.
Induktionsanfang: m = 2
(1   e
 r)
1   (1   e
 r)
2 = e
 r   e
 2r =
2 X
k=2

m   2
k   2

( 1)
k(e
 (k 1)r   e
 kr):
Induktionsschritt: Sei die Behauptung für m bewiesen, d.h. es gilt (10): Wir
haben zu zeigen, dass die Behauptung auch für m + 1 gilt.
Also z.Z.
(1   e
 r)
m   (1   e
 r)
m+1 =
m+1 X
k=2

m   1
k   2

( 1)
k(e
 (k 1)r   e
 kr): (11)
Wir verwenden dazu die bekannte Identität
 n
k

=
 n 1
k 1

+
 n 1
k

, für n 2 N
und k 2 Z und nutzen aus, dass
 n
k

= 0, für k > n und k < 0 gilt. Es folgt
m+1 P
k=2
 m 1
k 2

( 1)k(e (k 1)r   e kr)
=
m+1 P
k=2
 m 2
k 3

( 1)k(e (k 1)r   e kr) +
m+1 P
k=2
 m 2
k 2

( 1)k(e (k 1)r   e kr)
=
m P
k=1
 m 2
k 2

( 1)k+1(e kr   e (k+1)r) +
m+1 P
k=2
 m 2
k 2

( 1)k(e (k 1)r   e kr)
=  e r
m P
k=2
 m 2
k 2

( 1)k(e (k 1)r   e kr) +
m P
k=2
 m 2
k 2

( 1)k(e (k 1)r   e kr)
= (1   e r)
m P
k=2
 m 2
k 2

( 1)k(e (k 1)r   e kr)
(10)
= (1   e r)[(1   e r)m 1   (1   e r)m] = (1   e r)m   (1   e r)m+1:
Hiermit können wir nun zeigen:8 2 VORBETRACHTUNGEN
Lemma 2.2.8. Sei Y ein standard Yule-Prozess und U; E ZVn, mit U 
unif[0;1] und E  exp(1), wobei Y;U und E unabhängig seien. Dann gilt für
m 2 N:
P(YUE = m) =
1
m
m X
k=1

m
k

( 1)
k+1 log(k + 1): (12)
Zudem hat YUE unendliche Erwartung.
Beweis: Nach Lemma 2.2.5 gilt Yt  geo(e t) für alle t > 0.
Also ist P(Yt = m) = e t(1 e t)m 1 = (1 e t)m 1 (1 e t)m und damit
nach dem obigen Hilfslemma 2.2.7
P(Yt = m) =
8
<
:
e t für m = 1;
m P
k=2
 m 2
k 2

( 1)k(e (k 1)t   e kt) für m  2: (13)
Wir halten m fest und betrachten die deterministische Funktion
fm(t) := P(Yt = m). Dann folgt aufgrund der Unabhängigkeit der involvier-
ten ZVn
P(YUE = m) =
Z
R
P(YUE = mjUE = t)dPUE(t)
=
Z
R
P(Yt = m)dPUE(t)
=
Z
R
fm(t)dPUE(t)
(13)
=
8
> <
> :
R
R
e tdPUE(t) für m = 1;
R
R
m P
k=2
 m 2
k 2

( 1)k(e (k 1)t   e kt)dPUE(t) für m  2:
=
8
<
:
E[e UE] für m = 1;
m P
k=2
 m 2
k 2

( 1)k(E[e (k 1)UE]   E[e kUE]) für m  2:
Für # >  1 berechnen wir mit Hilfe des Satzes von Fubini den Erwartungs-
wert E[e #UE]
E[e
 #UE] =
Z
R2
e
 #uxdP(U;E)(u;x)
=
Z
R2
e
 #ux1[0;1](u)1[0;1)(x)e
 xd
2(u;x)2.2 Die Exponentialverteilung und Yule-Prozesse 9
=
Z 1
0
Z 1
0
e
 (#u+1)xd(x)

d(u)
=
Z 1
0

 
1
#u + 1
e
 (#u+1)x
   
1
0

d(u) =
Z 1
0
1
#u + 1
d(u)
=
1
#
log(#u + 1)
 
 
1
0
=
1
#
log(# + 1):
Für # = 1 folgt damit direkt
P(YUE = 1) = log2; (14)
und für m  2 schließen wir leicht mit Hilfe der üblichen Rechenregeln für
den Binomialkoeﬃzienten
P(YUE = m) =
m P
k=2
 m 2
k 2

( 1)k  
1
k 1 logk   1
k log(k + 1)

=
m 1 P
k=1
 m 2
k 1

( 1)k+1  
1
k log(k + 1)

+
m P
k=2
 m 2
k 2

( 1)k+1  
1
k log(k + 1)

=
m 1 P
k=2
 m 2
k 1

( 1)k+1  
1
k log(k + 1)

+
m 1 P
k=2
 m 2
k 2

( 1)k+1  
1
k log(k + 1)

+log2 + ( 1)m+1 log(m+1)
m
=
m 1 P
k=2
[
 m 2
k 1

+
 m 2
k 2

]( 1)k+1 log(k+1)
k + log2 + ( 1)m+1 log(m+1)
m
=
m P
k=1
 m 1
k 1

( 1)k+1 log(k+1)
k =
m P
k=1
 m
k

k
m( 1)k+1 log(k+1)
k
= 1
m
m P
k=1
 m
k

( 1)k+1 log(k + 1):
Also gilt die Behauptung für alle m 2 N.
Es ist noch der Erwartungswert zu berechnen. Nach Lemma 2.2.5 gilt E[Yt] =
et; 8t  0. Mit der Glättungsregel für den bedingten Ewartungswert erhalten
wir
E[YUE] = E[E[YUEjUE]] = E

e
UE
: (15)
Sei weiter (#n)n2N eine monoton fallende Folge mit lim
n!1
#n =  1, dann steigt
(e #nUE)n2N punktweise gegen eUE auf und mit dem Satz von der monotonen
Konvergenz folgt
E

e
UE
= lim
n!1E

e
 #nUE
= lim
n!1
1
#n
log(1 + #n) = 1:
Wir betrachten nun noch den Prozess (Yt
et)t0, wobei Y wieder ein standard
Yule-Prozess sei.10 2 VORBETRACHTUNGEN
Lemma 2.2.9. Sei Y ein standard Yule-Prozess und (Ft)t0 die kanonische
Filtrierung von (Yt)t0, d.h. 8t 2 R
+
0 ist Ft = S(Ys js  t). Dann gilt
(i) (Yt
et)t0 ist ein Martingal bzgl. (Ft)t0.
(ii) lim
t!1
Yt
et = E f.s., mit E  exp(1).
Beweis: Zu (i): Für 0  s < t ist zu zeigen
E

Yt
et

   Fs

=
Ys
es f:s: (16)
Wir gehen wie im Beweis von (2.2.5)(ii) vor und wählen zunächst eine andere
Darstellung für Y . Dazu verstehen wir jedes zum Zeitpunkt s existierende
Individuum als Initiator eines eigenen standard Yule-Prozesses, der sich un-
abhängig von den anderen Prozessen entwickelt. D.h.
Yt =
Ys X
i=1
Y
i
t s: (17)
wobei dann Y 1;:::;Y Ys unabhängige standard Yule-Prozesse sind. Außer-
dem liefert Ys keine Information über die Entwicklung der zum Zeitpunkt s
gestarteten Prozessse, d.h. auch Fs;Y 1;:::;Y Ys sind unabhängig.
Unter Beachtung von Y 1
t s  geo(e (t s)) folgt mit den üblichen Rechenregeln
für bedingte Erwartungen
E[Yt jFs] = E
"
Ys X
i=1
Y
i
t s
  
 
Fs
#
= E
"
1 X
j=1
 
j X
i=1
Y
i
t s
!
1fYs=jg
  
 
Fs
#
monotone Konvergenz: =
1 X
j=1
E
" 
j X
i=1
Y
i
t s
!
1fYs=jg
   

Fs
#
1fYs=jg ist Fs   m:b:: =
1 X
j=1
1fYs=jg E
" 
j X
i=1
Y
i
t s
!    
Fs
#
(Y
i)
i2N sind i.i.d.: =
1 X
j=1
1fYs=jg
 
j E[(Y
1
t s)jFs]

Fs;Y
1 sind unabhängig: =
1 X
j=1
1fYs=jgj E[Y
1
t s]
= YsE[Y
1
t s] = Yse
te
 s f:s:2.2 Die Exponentialverteilung und Yule-Prozesse 11
Dies liefert die erste Behauptung.
Zu (ii): Da Yt nicht negativ ist, folgt nach dem bekannten Konvergenzsatz
für nicht-negative Martingale, dass (Yt
et)t0 f.s. konvergiert.
Sei also weiter E = lim
t!1
Yt
et. Für t > 0 folgt mit der geometrischen Reihe
1 X
i=0
 
1   e
 ti = e
t; (18)
und somit für x  0
P

Yt
et < x

= 1   P(Yt  dxe
te)
= 1  
1 X
i=dxete
e
 t(1   e
 t)
i 1
= 1   e
 t(1   e
 t)
dxete 1
1 X
i=0
(1   e
 t)
i
= 1   (1   e
 t)
xet+O(1)
= 1   (1 + o(1))

1  
1
et
xet
t!1  ! 1   e
 x:12 3 BSC - RRT - CRP
3 BSC - RRT - CRP
3.1 Der Bolthausen-Sznitman Koaleszent
3.1.1 Der restringierte Koaleszent
Deﬁnition 3.1.1. Sei M eine nichtleere Menge und  ein System von Teil-
mengen von M. Dann heißt  eine Partition von M, wenn gilt
(i) ; 62 :
(ii) M ist disjunkte Vereinigung aller Elemente aus .
Im folgenden sei M 6= ;.
Mit P(M) bezeichnen wir die Menge der Partitionen von M.
Deﬁnition 3.1.2. Seien g;f 2 P(M). Dann heißt g gröber als f, falls
jedes Element aus f Teilmenge eines Elementes aus g ist.
Sei s(M) die feinste Partition von M. Ihre Elemente sind die einelementigen
Teilmengen von M, die wir auch als Singletons bezeichnen. Beispielsweise ist
s(N) = ff1g;f2g;:::g.
Wir betrachten zunächst einen P([n])-wertigen Sprungprozess [n], mit der
Eigenschaft

[n]
t ist gröber als 
[n]
t+s, für alle s;t  0.
Die Wartezeiten zwischen den Übergängen sind bekanntlich exponential ver-
teilt.
Wir betrachten die Teilmengen der Partition, die den Zustand des Prozes-
ses zur festen Zeit t beschreibt. Eine solche Teilmenge bezeichnen wir auch
als Block und verstehen die Elemente eines Blocks als angefügte Marke.
Anschaulich bedeutet der Übergang in eine gröbere Partition eine Abnahme
der Blockanzahl durch ”Verschmelzen” gewisser Blöcke, d.h. Vereinigen ihrer
Marken in einem neuen Block.
Mit diesen Begriﬀen können wir nun den restringierten Bolthausen-Sznitman
Koaleszenten deﬁnieren. Dies ist ein Spezialfall des Prozesses [n], für den
dann noch der Startzustand und die Koaleszenzraten festzulegen sind.
Deﬁnition 3.1.3. Der restringierte Bolthausen-Sznitman Koaleszent
BSC[n] := (BSC
[n]
t )t0 ist ein P([n])-wertiger rechtsstetiger Sprungprozess
mit folgenden Eigenschaften:3.1 Der Bolthausen-Sznitman Koaleszent 13
(i) Der Prozess startet in der feinsten Partition von [n], d.h.
BSC
[n]
0 = ff1g;f2g;:::;fngg f:s: (19)
(ii) In der Situation von b Blöcken beträgt die Koaleszenzrate von k dieser
Blöcke
b;k =
(k   2)!(b   k)!
(b   1)!
; 2  k  b  n: (20)
Eigenschaften des BSC[n]:
(i): Für 2  k  b gilt
b;k =
Z
R
x
k 2(1   x)
b kdPU(x); (21)
mit U  unif[0;1], d.h. b;k =
R 1
0 xk 2(1   x)b kdx. Dies folgt direkt durch
(b k)-maliges partielles Integrieren. Allgemeiner ist der -Koaleszent für ein
beliebiges endliches Maß  auf [0;1] deﬁniert, dessen Koaleszenzraten sich
dann durch (21) ergeben, wenn man die Verteilung von U durch die von 
ersetzt.
(ii): Oﬀenbar wird die Dynamik nicht von der Blockgröße - d.h. der dem
Block angefügten Marke - beeinﬂusst.
(iii): In der Situation von b Blöcken fragen wir nach der Anzahl der Zustände
Wb, in die der Prozess übergehen kann. Sei 2  k  b: Da es genau
 b
k

Möglichkeiten gibt, k Blöcke zu verschmelzen, erhalten wir einfach
Wb =
b X
k=2

b
k

=
b X
k=0

b
k

 

b
1

 

b
0

= 2
b   (b + 1): (22)
(iv): Die Wartezeit bis zur nächsten Verschmelzung ist dann das Minimum
aller beteidigten, unabhängig exponential verteilten Wartezeiten. Nach 2.2.1
ist dieses exp(Rb) veteilt, wobei Rb die Summe der Raten aller Wartezeiten
bezeichne. Eine einfache Rechnung ergibt
Rb =
b X
k=2

b
k

(k   2)!(b   k)!
(b   1)!
=
b X
k=2
b!(k   2)!(b   k)!
k!(b   k)!(b   1)!
= b
b X
k=2
1
k(k   1)
= b
b 1 X
k=1
1
k(k + 1)
= b
b 1 X
k=1

k
k + 1
 
k   1
k

= b   1: (23)
Dies liefert uns noch folgende Charakterisierung des BSC[n]:14 3 BSC - RRT - CRP
Korollar 3.1.4. Der BSC[n] ist ein P([n])-wertiger Markovprozess mit den
Eigenschaften
(i)
BSC
[n]
0 = ff1g;f2g;:::;fngg f:s:
(ii) In der Situation von b Blöcken ist die Wartezeit auf die nächste Ver-
schmelzung exp(b 1) verteilt, für 2  b  n. (Falls nur noch ein Block
vorhanden ist, verweilt der Prozess auf ewig in diesem Zustand).
(iii) Die Übergangswahrscheinlichkeiten, die das Verschmelzen von beliebi-
gen k der vorhandenen b Blöcke beschreiben, sind gegeben durch
Pb;b k+1 =
b;k
b   1
; für 2  k  b: (24)
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Abbildung 1: Eine Realisierung des BSC[10]. S1 bis S5 bezeichnen die Zeitpunkte
zu denen Verschmelzungen stattﬁnden. S5 ist der Zeitpunkt der letzten Kollision.3.1 Der Bolthausen-Sznitman Koaleszent 15
3.1.2 Der unrestringierte Koaleszent
Der Vollständigkeit halber deﬁnieren wir noch den P(N)-wertigen Bolthausen-
Sznitman Koaleszenten, kurz BSC.
Für alle n 2 N betrachten wir die Restriktionsabbildungen
Rn : P(N) ! P([n]); gegeben durch Rn() = j[n] (25)
und damit die Menge von Folgen von Restriktionsabbildungen für jeweils
festes 
FP(N) := f(1;2;:::)j(1;2;:::) = (j[1];j[2];:::);  2 P(N)g: (26)
Dies liefert eine Bijektion
 : P(N) ! FP(N) via 

7! (j[1];j[2];:::): (27)
Damit ist eine Partition von N durch die Kenntnis aller Restriktionsabbil-
dungen eindeutig bestimmt.
Deﬁnition 3.1.5. Der Bolthausen-Sznitman Koaleszent BSC := (BSCt)t0
ist ein P(N)-wertiger Càdlàg-Prozess, so dass für alle n 2 N die Restriktion
BSCj[n] := (BSCtj[n])t0 von BSC auf [n] ein restringierter Bolthausen-
Sznitman Koaleszent (gemäß Deﬁnition 3.1.3) ist.
Wir haben den Raum P(N) noch mit einer geeigneten Metrik zu versehen.
Für 1;2 2 P(N) deﬁnieren wir
d(1;2) :=
8
<
:
0 falls 1 = 2;
1
n+1 falls 1j[n] = 2j[n]; 1j[n+1] 6= 2j[n+1];
1 sonst:
(28)
für alle n 2 N. D.h. der Abstand zweier Elemente ist um so kleiner, je mehr
ihrer Restriktionsabbildungen übereinstimmen. Oﬀenbar besitzt d die Eigen-
schaften einer Metrik. Die Dreiecksungleichung folgt dabei direkt wegen
d(1;2)  max(d(1;3);d(2;3)); 81;2;3 2 P(N):
Wir erklären warum diese Metrik in natürlicher Weise sinnvoll ist. Nach (27)
gilt
P(N)

 FP(N)  P([1])  P([2])   (29)
Im Folgenden wollen wir eine Metrik für den Raum P([1])  P([2])  
angeben, die dann gemäß obiger Bijektion  auf den Raum P(N) vererbt
wird.16 3 BSC - RRT - CRP
Für alle i 2 N sei P([i]) mit der diskreten Topologie versehen. Dann ist eine
die oﬀenen Mengen (Potenzmenge) erzeugende Metrik durch
d
i
dis(
i
1;
i
2) :=

0 falls i
1 = i
2;
1 sonst: (30)
gegeben, (i
1;i
2 2 P([i]).
Für m 2 N betrachten wir dann zunächst den endlichen Produktraum
P([1])    P([m]), versehen mit der Produkttopologie. Auch hier ist das
System der oﬀenen Mengen die Potenzmenge. Eine entsprechende Metrik ist
dann gegeben durch
ddis(m)
 
(
1
1;:::;
m
1 );(
1
2;:::;
m
2 )

:=

0 falls k
1 = k
2 8k 2 [m];
1 sonst: (31)
Dabei sind i
1;i
2 2 P([i]) für alle i 2 [m]. Wir bemerken noch, dass (31) die
gleiche Topologie beschreibt wie
e ddis(m)
 
(1
1;:::;m
1 );(1
2;:::;m
2 )

:=
8
<
:
0 falls k
1 = k
2 8k 2 [m];
1
n+1 falls k
1 = k
2 8k 2 [n]; n+1
1 6= n+1
2 ;
1 sonst:
(32)
für 1  n < m.
Schließlich betrachten wir den unendlichen Produktraum P1 := P([1]) 
P([2])  , versehen mit der Produkttopologie. Die oﬀenen Mengen sind
gerade jene, die in nur endlich vielen Komponenten eine beliebige Teilmenge
der Potenzmenge des entsprechenden Raumes besitzen und deren restliche
Komponenten durch den vollen Raum beschrieben werden, d.h.
1 = fA1A2AiP([i+1])P([i+2]) ji 2 N; Aj  P([j])8j 2 [i]g:
Eine die oﬀenen Mengen charakterisierende Metrik ist dann gegeben durch
d1
 
(1
1;2
1;:::);(1
2;2
2;:::)

:=
8
<
:
0 falls k
1 = k
2 8k 2 N;
1
n+1 falls k
1 = k
2 8k 2 [n]; n+1
1 6= n+1
2 ;
1 sonst:
(33)
mit n 2 N und i
1;i
2 2 P([i]), für alle i 2 N.
Der Vergleich mit (32) zeigt, dass die Metrik d1 in gewisser Weise die Fort-
führung der Metrik des endlichen Produktraumes ist.
Vererben wir nun wie angesprochen die Metrik d1 anhand der Bijektion 
auf den Raum P(N), so erhalten wir direkt die Metrik d aus (28).
Schließlich wollen wir noch die Separabilität von (P(N);d) folgern.
Lemma 3.1.6. (P(N);d) ist ein kompakter, separabler Raum.3.1 Der Bolthausen-Sznitman Koaleszent 17
Beweis: Es ist zu zeigen, dass P(N) ein kompakter Raum ist. Die Separabili-
tät folgt dann bekanntlich aus der Tatsache, dass P(N) ein metrischer Raum
ist.
Wir gehen ähnlich wie oben vor und zeigen zunächst die Kompaktheit von
FP(N). Oﬀenbar ist P([i]) = (P([i]);di
dis) kompakt, für alle i 2 N. Nach dem
Satz von Tychonoﬀ ist dann aber auch der Produktraum P1 = (P1;d1)
kompakt.
Wir überlegen uns nun, warum der Teilraum FP(N) = (FP(N);d1) abgeschlos-
sen in P1 ist. Dafür zeigen wir, dass FP(N) alle seine Häufungspunkte enthält.
Sei (n)n2N eine Folge in FP(N).
Angenommen sie häufte sich in einem Punkt  = (1;2;:::) 2 P1 wobei
 62 FP(N): Oﬀenbar gilt
 62 FP(N) , 9i 2 N; mit 
i+1j[i] 6= 
i:
Andererseits gilt für jedes Folgenglied n per deﬁnitionem i+1
n j[i] = i
n; 8i 2
N, weil n 2 FP(N). Damit folgt aber
d1(n;) 
1
i + 1
; 8n 2 N; (34)
was im Widerspruch dazu steht, dass  ein Häufungspunkt ist. Also ist FP(N)
abgeschlossen.
Als abgeschlossene Teilmenge des kompkaten Raums P1 ist aber FP(N) selbst
kompakt und damit separabel. Schließlich gehen die Metriken d und d1 ge-
rade so auseinander hervor, dass  = (d;d1) eine Isometrie bezüglich die-
ser Metriken darstellt, d.h. die Kompaktheit bleibt auch beim Übergang von
FP(N) durch  nach P(N) erhalten, was die Separabilität von P(N) liefert.
3.1.3 Eine Konstruktion des Koaleszenten
Schließlich wollen wir noch eine explizite Konstruktion des Bolthausen-
Sznitman Koaleszenten angeben.
Wir führen zunächst für die Blöcke einer Partition von N oder [n], mit n 2
N, eine Ordnungsrelation ein. Sei b die Blockanzahl der Partition, dann ist
b 2 N[f1g. Seien die Blöcke mit (`1);(`2);::: bezeichnet. Dann nennen wir
sie gemäß der ”
kE
<”-Relation angeordnet, falls für 1  i < j  b gilt: Das
kleinste Element von (`i) ist kleiner als das kleinste Element von (`j), kurz
(`i)
kE
< (`j); für 1  i < j  b: (35)
”
kE
<” beschreibt also die von den jeweils kleinsten Elementen induzierte To-
talordnung.18 3 BSC - RRT - CRP
Konstruktion:
Für festes x 2 (0;1] sei (Yi)i2N eine Folge unabhängiger ZVn mit Yi 
ber(x); 8i 2 N: (D.h. P(Yi = 1) = x und P(Yi = 0) = 1   x).
Wir setzen Y := (Y1;Y2;:::). Wegen der Unabhängigkeit der Folge (Yi) ist die
Verteilung von Y durch das Produktmaß auf
Q1
i=1f0;1g = f0;1g1 gegeben,
welches wir für festes x mit P x bezeichnen.
Weiter sei B die Produkt-S-Algebra auf f0;1g1 und wir setzen
L(B) :=
Z 1
0
P
x(B)x
 2dx; 8B 2 B: (36)
Dies ist gerade so konstruiert, dass es später mit den Koaleszenzraten b;k
zusammenpassen wird.
Wir konstruieren nun eine Folge von Koaleszenten ([n])n2N, so dass [n] die
Restriktion von [n+1] auf [n] ist, für alle n 2 N. Dabei wollen wir stets fast
sicher in Singletons starten.
Wir betrachten die Punkte eines Poisson-Prozesses N auf (0;1)  f0;1g1
mit Intensitätsmaß  =  
 L ( bezeichnet das Lebesguemaß), d.h.
(A  B) = (A)L(B) (37)
für alle A 2 B((0;1)) und B 2 B. Dies legt dann aber schon das Maß aller
messbaren Mengen des Produktraumes fest.
Als Spungzeitpunkte von [n] lassen wir nur die Zeitpunkte t zu, für die ein
Y 2 f0;1g1 existiert mit (t;Y ) 2 N und zusätzlich
Pn
i=1 Yi  2 ist.
(Falls
Pn
i=1 Yi  2, so existiert das Integral aus Gleichung (36), da der Faktor
x2 aus dem Nenner verschwindet. Damit bleibt die Intensität beschränkt,
(AfY j
Pn
i=1 Yi  2g) < 1, falls (A) < 1, d.h. die Sprünge können sich
nicht häufen).
Sei die (diskrete) Menge der zulässigen Sprungzeitpunkte mit T bezeichnet.
Angenommen zur Zeit t0 haben sich b Blöcke (`1);:::;(`b) gebildet, mit 2 
b  n, d.h. es gilt 
[n]
t0 = f(`1);:::;(`b)g =: L. Die Blöcke seien gemäß der
00 kE
<
00
-Relation angereiht und wir ordnen dem i-ten Block die ZV Yi zu.
Die Idee ist nun zur nächsten potentiellen Sprungzeit  2 T mit   t0
alle Blöcke (`i); 1  i  b; zu vereinigen, für die die entsprechende ZV Yi
den Wert 1 angenommen hat. Wir werden also zur Zeit  genau dann eine
Koaleszenz erleben, wenn
Pb
i=1 Yi  2 gilt.
Wir benötigen noch eine Interpretation des Poisson-Prozesses (vgl. Gleichung
(37)). Für jede feste Menge B 2 B betrachten wir die Restriktion NB := N \
f(0;1)Bg. Dann beschreibt NB einen homogenen P.P. mit Intensität L(B).3.2 Zufällige rekursive Bäume 19
(Denn das Intensitätsmaß ist oﬀenbar das L(B)-fache des Lebesguemaßes).
Außerdem sind dann für paarweise disjunkte Mengen (Bi)i2N (mit Bi 2 B)
die P.P. (NBi)i2N unabhängig.
In der Situation 
[n]
t0 = L fragen wir nach der Rate L(melt(S)) desjenigen
eingeschränkten Poisson-Prozesses, der das Verschmelzen der k-elementigen
Menge S := f`i1;:::;`ikg  L verursacht, 2  k  b.
Dies bedeutet, dass (;Y ) 2 N mit Yi1 =  = Yik = 1. Da die Yi mit
i > b keine Bedeutung für die Verschmelzung der b Blöcke haben, wird dieser
Folge die Wahrscheinlichkeit P x(meltS) = xk(1   x)b k zugeordnet. (Wir
bemerken, dass Yj = 0 8j 2 [b] n fi1;:::;ikg gilt). Nach Konstruktion ergibt
sich (vgl. (36))
L(meltS) =
Z 1
0
x
k 2(1   x)
b kdx = b;k: (38)
D.h. gegeben der Information des Zustandes L zu einer gewissen Zeit t0 ist
die Wartezeit auf die Verschmelzung von S exponential verteilt (Eigenschaft
eines homogenen P.P.) mit den benötigten Raten b;k.
Außerdem sind die eingeschränkten Prozesse NB, die die Wartezeit auf die
nächste Verschmelzung beschreiben, unabhängig, denn die entsprechenden
Mengen B sind nach Konstruktion paarweise disjunkt.
Damit gilt [n]  BSC[n]; für alle n 2 N. Außerdem folgt nach Konstruktion
direkt, dass [n] die Restriktion von [n+1] auf [n] ist. Wir haben uns nur
klar zu machen, welche Punkte des P.P. N Übergänge der Prozesse [n] bzw.
[n+1] beschreiben.
Insbesondere gilt ([1];[2];:::) 2 FP(N) und wir können diese Folge anhand
der Abbildung  1 eindeutig mit einem  2 P(N) identiﬁzieren (vgl. (27)).
Dann ist  der gesuchte unrestringierte Bolthausen-Sznitman Koaleszent.
3.2 Zufällige rekursive Bäume
Wie schon in der Einleitung erwähnt wollen wir Aussagen über den re-
stringierten Bolthausen-Sznitman Koaleszenten mit Hilfe zufälliger rekursiver
Bäume gewinnen. Dieser Abschnitt dient der Modellierung des Koaleszenten
durch eine solche Baumstruktur. Begriﬀe wie Baum, Knoten, Kante etc. set-
zen wir wieder als bekannt voraus. Wir betrachten Bäume mit n Knoten,
n 2 N. Dabei sei jeder Knoten mit einer Marke (k) versehen, k 2 f1;:::;ng,
so dass die Menge der Marken gerade die Partition der ersten n natürlichen
Zahlen in Singletons ergibt. Später werden wir die Markenmenge verallge-
meinern. Sollte bei der Betrachtung von Bäumen künftig keine Angabe zur
Markenmenge gemacht werden, gehen wir von Bäumen in Singletons aus.20 3 BSC - RRT - CRP
Deﬁnition 3.2.1. Für n 2 N sei T n ein Baum mit n Knoten. T n heißt
rekursiv, wenn folgende zwei Eigenschaften erfüllt sind:
(i) Die Wurzel von T n ist mit (1) markiert.
(ii) Für jeden Knoten in T n bilden die Marken der Knoten, die man auf
dem Pfad von der Wurzel bis zu dem Knoten durchläuft, eine aufstei-
gende Folge.
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Abbildung 2: Ein rekursiver Baum bestehend aus 10 Knoten.
Ein solcher rekursiver Baum lässt sich explizit konstruieren: Zunächst ist die
Wurzel festzulegen. Induktiv wird im k ten Schritt der Knoten mit der Mar-
ke (k) an einen beliebigen bereits im Baum vorhandenen Knoten angefügt,
2  k  n.
Für n 2 N existieren also genau (n   1)! rekursive Bäume.
Deﬁnition 3.2.2. Für n 2 N heißt ein Baum T n zufälliger rekursiver
Baum, kurz RRT n, falls er uniform aus der Menge der rekursiven Bäume
gewählt ist.
Für unsere Konstruktion bedeutet dies wieder die (1) als Wurzel festzulegen
und den Knoten, an dem im k-ten Schritt angefügt wird, uniform aus der
Menge aller k 1 bislang im Baum vorhandenen Knoten zu wählen, 2  k 
n. So wird keiner der rekursiven Bäume bevorzugt.3.2 Zufällige rekursive Bäume 21
Unser Ziel ist es den BSC[n] durch einen RRT n zu modellieren: Für alle
1  k  n ordnen wir dem Block mit der Marke (k) im Koaleszenten den
mit (k) markierten Knoten des Baums zu. Ebenso werden wir die Koaleszenz
im BSC[n] durch Verschmelzen der entsprechenden Knoten im Baum be-
schreiben. Dieses Vorhaben legt nun nahe, die Markenmenge eines zufälligen
rekursiven Baumes zu verallgemeinern (vgl. (35)).
Deﬁnition 3.2.3. Sei n 2 N und f(`1);:::;(`b)g eine Partition von [n] mit
(`i)
kE
< (`j); für 1  i < j  b. Ein Baum bestehend aus den Knoten
(`1);:::;(`b) heißt ein zufälliger rekursiver Baum (RRT b), falls er aus fol-
gender Konstruktion hervorgeht:
(i) Die Wurzel ist mit (`1) bezeichnet.
(ii) (`k) wird uniform an einen der k   1 im Baum enthaltenen Knoten
(`1);:::;(`k 1) angefügt, 2  k  b.
Die Grundidee für ein Analogon zur Entwicklung des BSC[n] - d.h. zur suk-
zessiven Verschmelzung der Blöcke - ist ein bekanntes Abholzverfahren eines
zufälligen rekursiven Baumes, das auf Meir und Moon (vgl. [10]) zurückgeht:
Wir betrachten einen RRT n mit n 1 Kanten. Wir wählen uniform eine Kan-
te e, schneiden diese ab und lassen den Teilbaum, dessen Wurzel der Knoten
unterhalb der geschnitten Kante ist, wegfallen. Dadurch entsteht ein neuer
Baum mit weniger Knoten. Das gleiche Verfahren führen wir solange durch
bis die Wurzel schließlich isoliert ist.
Für unsere Belange ist es sinnvoll, dieses Verfahren etwas abzuändern: Dabei
lassen wir den abgeschnittenen Teilbaum nicht wegfallen, sondern fügen die
Marken aller seiner Knoten zu dem Knoten hinzu, der direkt oberhalb der
geschnittenen Kante liegt. Dies kommt der Vorstellung der Entwicklung des
Koaleszenten schon sehr nahe.
Die folgende Darstellung zeigt den Abholzprozess eines rekursiven Baumes
der gemäß unseres entwickelten Modells mit dem in Abbildung 1 auf Seite 14
betrachteten Bolthausen-Sznitman Koaleszenten korrespondiert. S1;:::;S5
bezeichnen dabei die Zeitpunkte, zu denen die angedeuteten Kanten geschnit-
ten werden.
Hilfssatz 3.2.4. Sei n 2 N und RRT b ein zufälliger rekursiver Baum auf der
Markenmenge L = f(`1);:::;(`b)g 2 P([n]). Sei weiter X eine ZV mit X 
uniff(l2);:::;(lb)g und X;RRT b unabhängig. Schneidet man die unmittelbar
oberhalb von X liegende Kante und fügt alle Marken des Teilbaumes, dessen
Wurzel X ist, zum direkt oberhalb von X liegenden Knoten hinzu, so ist
der dadurch entstandene Baum ein zufälliger rekursiver Baum auf der neuen
Markenmenge.22 3 BSC - RRT - CRP
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Abbildung 3: Eine mögliche Abholzung eines RRT10. Das Prozedere korrespon-
diert mit dem BSC[10] von Abbildung 1.
Beweis:
(i): z.Z.: Der neue Baum ist rekursiv. Wir haben nur zu zeigen, dass für je-
den Knoten K im neuen Baum, die Folge der Marken von der Wurzel bis
K aufsteigend ist, im Sinne der oben eingeführten ”
kE
<”-Relation. Sei Xo
der Knoten der unmittelbar oberhalb von X liegt und (`o) dessen Marke,3.2 Zufällige rekursive Bäume 23
(`o) 2 L. Nach Konstruktion des Baumes sind alle Knoten des Teilbaumes,
dessen Wurzel X ist, mit Marken versehen, die größer sind als (`o). Sei ko
das kleinste Element von (`o). Nach der Vereinigung der Marken des abge-
trennten Baumes mit (`o) bleibt ko also das kleinste Element dieser neuen
Marke. Andererseits sind bis auf Xo alle Knoten im neuen Baum von der
Verschmelzung unbeeinﬂusst. Damit bleibt für alle neuen Marken die Rekur-
sivitätseigenschaft erhalten.
(ii): Es ist noch zu zeigen, dass der durch Abschneiden
m `i1
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Abbildung 4:
Teilstruktur eines
zulässigen rekur-
siven Baumes.
und Verschmelzen entstandene Baum T (neu) uniform ver-
teilt ist auf der neu entstandenen Markenmenge L(neu).
Sei X = (`i2) und f(`i2);:::;(`ik)g die Knoten des Teil-
baums dessen Wurzel (`i2) ist. Sei weiter (`i1) der direkte
Vorfahr von (`i2). Dann ist S := f(`i1);:::;(`ik)g  L
die Markenmenge, die bei diesem Vorgang vereinigt wird.
Diese sei wieder gemäß der ”
kE
<”-Relation geordnet. Wir
bemerken zunächst, dass ein beliebiger rekursiver Baum
auf L aufgrund der Anordnung der Marken die Verschmel-
zung von S im Allgemeinen gar nicht ermöglicht. Bäume
für die dies doch möglich ist, bezeichnen wir als zulässig.
Genauer haben wir also zu zeigen, dass, wenn wir durch
den Verschmelzungsvorgang einen Baum mit Markenmenge L(neu) erhalten,
dieser nicht vor anderen Bäumen auf L(neu) bevorzugt wird. Dies folgt aber
leicht, denn notwendig und hinreichend für einen zulässigen Baum ist ein
rekursiver Unterbaum bestehend aus Knoten mit den Marken (li2);:::;(lik),
der an den Knoten mit der Marke (li1) angefügt ist (vgl. Abbildung 4). Für
den rekursiven Unterbaum gibt es damit (k 2)! mögliche Anordnungen und
damit für jeden Baum auf L(neu) also genau (k   2)! zulässige Bäume auf L.
Weil wir von einem zufälligen rekursiven Baum ausgegangen sind, ist aber
auf L kein Baum bevorzugt.
Anhand des folgenden Satzes lässt sich nun die Entwicklung des BSC[n]
durch einen rekursiven Baum mit Hilfe des oben erwähnten Abholzverfahrens
beschreiben.
Aus technischen Gründen betrachten wir im folgenden Satz nur Bolthausen-
Sznitman Koaleszenten mit wenigsten zwei Blöcken. Man beachte aber, dass
der Fall n = 1 trivialerweise richtig ist, auch wenn er für unsere asymptoti-
schen Betrachtungen keine Bedeutung hat.
Konstruktion 3.2.5. Für n 2 e N sei zur Zeit t = 0 ein zufälliger rekursiver
Baum in Singletons gegeben. Weiter (Ek)2kn eine Folge standard exponen-
tial verteilter ZVn, so dass E2;:::;En;RRT n unabhängig sind. Dabei gibt24 3 BSC - RRT - CRP
Ek die Lebenszeit der Kante an, mit der der Knoten (k) angefügt wurde,
d.h. Ek beschreibt den Zeitpunkt, zu dem der Teilbaum dessen Wurzel (k) ist,
instantan in den Vater von (k) verschmilzt.
Satz 3.2.6. Die Markenmenge des Baumes aus Konstruktion 3.2.5 beschreibt
die Blöcke einer Partition der ersten n natürlichen Zahlen, die sich gemäß
der Dynamik des BSC[n] entwickeln.
Beweis: Wir weisen die Eigenschaften aus Korollar 3.1.4 nach. Sei dafür zur
Zeit t  0 die Markenmenge des betrachteten Baumes durch 
[n]
t bezeichnet.
Zunächst starten wir nach Konstruktion fast sicher in Singletons.
Angenommen es wurden mit der Zeit gewisse Kanten geschnitten, so dass
zum Zeitpunkt t0 noch b Knoten vorhanden sind (2  b  n), deren Mar-
kenmenge durch L = f(l1);:::;(lb)g gegeben ist (welche wiederum nach der
obigen ”
kE
<”-Relation angeordnet ist), d.h. 
[n]
t0 = L.
Mit b Knoten sind noch b   1 Kanten vorhanden. Also wird die Wartezeit
auf die nächste Verschmelzung durch das Minimum von b   1 unabhängigen
exp(1) verteilte ZVn beschrieben und ist somit exp(b   1) verteilt.
Sei  der Zeitpunkt, an dem die nächste Verschmelzung stattﬁndet. Betrach-
ten wir dann den Baum zur Zeit t0 so ist die künftige Entwicklung nach
Konstruktion vom vorherigen Verlauf unabhängig. Außerdem ist der zur Zeit
 entstandene Baum nach Hilfssatz 3.2.4 wieder zufällig rekursiv. Damit ist
der Prozess markovsch.
Schließlich haben wir noch die Übergangswahrscheinlichkeiten zu berechnen.
Gegeben der Information 
[n]
t0 = L fragen wir nach der Wahrscheinlichkeit,
dass im nächsten Schritt ganau die k Knoten zusammenfallen, die durch die
Markenmenge S = f(`i1);:::;(`ik)g  L beschrieben werden. Die neu ent-
standene Markenmenge wollen wir wieder mit L(neu) bezeichnen. Wir benöti-
gen die Anzahl der rekursiven Bäume, die das Verschmelzen von S überhaupt
erst begünstigen. Diese Bäume hatten wir im vorigen Hilfssatz 3.2.4 als zu-
lässig bezeichnet. Sie müssen also die Struktur aus Abbildung 4 aufweisen.
Wir wählen erstens einen der (k   2)! möglichen rekursiven Bäume aus den
Knoten der Marken (`i2);:::;(`ik). Und zweitens einen der (b k)! rekursiven
Bäume aus dem Knoten mit der Marke (`i1) und den übrigen b   k Knoten.
Dann fügen wir die beiden Bäume zusammen indem (`i1) und (`i2) durch eine
Kante e verbunden werden. Schließlich haben wir noch eine Kante zu wählen,
die das nächste Ereignis beschreibt. Dafür haben wir nur eine Möglichkeit,
denn es muss e geschnitten werden, damit S verschmilzt. Insgesamt erhalten
wir also (b   k)!(k   2)! ”günstige” Bäume.
Andererseits beträgt die Anzahl aller rekursiver Bäume mit einer markier-
ten Kante, die das Eintreten des nächsten Ereignisses beschreibt, gerade3.2 Zufällige rekursive Bäume 25
(b   1)!(b   1).
Nach dem Hilfssatz 3.2.4 ist der zur Zeit t0 betrachtete Baum zufällig rekur-
siv, d.h. er ist unter allen Bäumen auf L nicht bevorzugt. Da auch auch die
geschnitte Kante uniform gewählt wird, ergibt sich die gesuchte Wahrschein-
lichkeit leicht als Quotient
P(
[n]
 = L
(neu) j
[n]
t0 = L) =
(b   k)!(k   2)!
(b   1)!(b   1)
=
b;k
b   1
: (39)
dies ist aber gerade die passende Übergangswahrscheinlichkeit, also gilt die
Behauptung.
Bemerkung: Sei Sn die Anzahl der Schnitte, die nötig sind, um die Wurzel
eines RRT n zu isolieren. Dann beschreibt Sn nach Satz 3.2.6 auch die Anzahl
der Verschmelzungen eines BSC[n] bis zum ﬁnalen Zustand. Meir und Moon
(vgl. [10]) haben gezeigt, dass für n ! 1 gilt
E[Sn] =
n
logn
(1 + o(1)) und Var[Sn] = o

n2
(logn)2

: (40)
Ein genaueres Resultat über die asymptotische Entwicklung der Momente,
sowie der zentrierten Momente von Sn lieferte später Panholzer (vgl. [14,
Theorem 21 mit  = 1]). Er bewies
Satz 3.2.7. Für k 2 N existieren sowohl die k-ten Momente als auch die
k-ten zentrierten Momente von Sn und für n ! 1 gilt
E

S
k
n

=
nk
(logn)k +
 
Hk + k +
k X
`=1
	(`)
!
nk
(logn)k+1 +O

nk
(logn)k+2

(41)
und
E
h
jSn   E[Sn]jk
i
=
 
( 1)k +
k 1 X
`=0

k   1
`

( 1)k ` 1	(` + 1)
!
nk
(logn)k+1 + O

nk
(logn)k+2

; (42)
mit Hn =
Pn
i=1
1
i und 	(x) = d
dx log (x). Folglich gilt für n ! 1
logn
n
Sn
P  ! 1: (43)
Zudem haben Möhle und Iksanov (vgl. [13]) folgenden Grenzwertsatz gelie-
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Satz 3.2.8. Für n ! 1 gilt
(logn)2
n
Sn   logn   loglogn
d  ! S; (44)
wobei S eine stabile Zufallsvariable bezeichne, deren charakteristische Funk-
tion E(eitX) = exp(itlogjtj   
2jtj); 8t 2 R; ist.
3.3 Eine Größenbetrachtung der Abkömmlinge
Wie angekündigt betrachten wir gemäß Satz 3.2.6 einen zufälligen rekursiven
Baum auf [n]. Der BSC[n] ist in gewisser Weise symmetrisch. Hinsichtlich
der letzten Verschmelzung kommt dagegen der Wurzel im Baum - also dem
Knoten, dessen Marke die (1) enthält - eine besondere Rolle zu: Der letzte
Schnitt betriﬀt eine der Kanten, die von der Wurzel abgehen.
Für Betrachtungen, die die Blockgrößen in der letzten Verschmelzung betref-
fen, benötigen wir nicht die volle Information über den entsprechenden zufäl-
ligen rekursiven Baum, sondern lediglich die Größen der Teilbäume, die von
den Kindern der Wurzel erzeugt werden, und die Zeiten, zu denen ihre Ver-
bindungskante mit der Wurzel geschnitten wird. Letztere werden nach Kon-
struktion durch unabhängige standard exponential verteilte ZVn beschrieben
(vgl. Abbildung 5).
Aus technischen Gründen sei im folgenden wieder n 2 e N: Wir führen noch
einige Notationen ein.
Deﬁnition 3.3.1. Sei RRT n ein zufälliger rekursiver Baum in Singletons
und Kn die Anzahl der Kinder der mit (1) markierten Wurzel. Für i 2
f1;:::;Kng bezeichnet der i-te Abkömmling, kurz An;i, den Teilbaum, des-
sen Wurzel das i-te Kind der (1) ist.
Sei An;i := ;; für i > Kn. Für alle i 2 N bezeichet In;i die Größe des Ab-
kömmlings An;i, d.h. die Anzahl seiner enthaltenen Knoten bzw. Marken.
Für alle i 2 N ordnen wir dem i-ten Abkömmling den Rang i zu.
Bezüglich der Abschneideprozedur bezeichnet Ei nun die standard exponen-
tial verteilte Lebenszeit des i-ten Abkömmlings, 8i 2 N.
Gesucht sind die Größen In;i der Abkömmlinge eines zufälligen rekursiven
Baumes RRT n. Es wird sich herausstellen, dass sie erwartungsgemäß nicht
gleich sein werden. Für zwei Abkömmlinge wird derjenige kleineren Ranges
typischerweise größer sein. (vgl. Abbildung 5)
Die Konstruktion der zufälligen rekursiven Bäume erlaubt es uns, eine Folge
(RRT n)n2N als Markovkette auf dem Raum der rekursiven Bäume zu verste-
hen. Beim Übergang von einem rekursiven Baum zum nächsten wird dazu3.3 Eine Größenbetrachtung der Abkömmlinge 27
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Abbildung 5: Das Modell eines rekursiven Baumes bzgl. der Größenbetrachtung
der Abkömmlinge, d.h der von den Kindern der Wurzel erzeugten Teilbäume.
I1;I2;I3 bezeichnen die Größen der ersten drei Abkömmlinge, E1;E2;E3 sind un-
abhängige standard exponential verteilte ZVn, die die Lebeszeiten entsprechenden
Abkömmlinge beschreiben.
ein neuer Knoten uniform an einen bereits im Baum vorhandenen Knoten
angefügt.
Analog erhalten wir durch Weglassen der letzten m Knoten eines RRT n+m
einen zufälligen rekursiven Baum auf ff1g;:::;fngg. (Wäre dieser Baum
einem anderen RRT n bevorzugt oder benachteildigt, so würde sich dieser
Vor- (bzw. Nach)teil durch uniformes Anfügen von m Knoten vererben. Dies
widerspricht aber der Tatsache, dass keiner der ursprünglichen Bäume auf
ff1g;:::;fn + mgg bevorzugt war).
Wir bezeichnen diese Eigenschaft als Konsistenz der zufälligen rekursiven
Bäume.
Für eine Folge (RRT n)n2N fragen wir noch nach der Anzahl der Abkömmlinge
Kn des entsprechenden RRT n. Es stellt sich heraus, dass für n ! 1 gilt
Kn  ! 1 f:s: (45)
Dazu betrachten wir für alle i 2 e N das Ereignis
Bi := fi-ter Knoten ist Kind der Wurzelg: (46)28 3 BSC - RRT - CRP
Dann sind die Ereignisse (Bi)i2e N nach Konstruktion unabhängig und es gilt
P(Bi) = 1
i 1 für alle i 2 e N. Weiter ist Kn =
P1
i=2 1Bi. Oﬀenbar ist Kn
monoton wachsend und wir erhalten
E[Kn] =
n X
i=2
E[1Bi] = logn + O(1); (47)
Var[Kn] =
n X
i=2
Var[1Bi] = logn + O(1): (48)
Mit der Chebyshev-Ungleichung folgt Kn
logn
P  ! 1, für n ! 1. Also geht Kn
in Wahrscheinlichkeit gegen unendlich und da es monoton wächst folgt auch
(45).
Wir bemerken noch: Oﬀenbar ist (1Bi)i2N eine Folge unabhängiger, quadra-
tisch integrierbarer, fast sicher gleichmäßig beschränkter ZVn und es gilt
Var[
Pn
i=2 1Bi] ! 1; für n ! 1. Bekanntlich implizieren diese Eigenschaf-
ten die Lyapunov-Bedingung, d.h. für Kn gilt der zentrale Grenzwertsatz
Kn   E[Kn]
Var[Kn]
d  ! N(0;1); für n ! 1: (49)
Für einen RRT n betrachten wir hinsichtlich asymptotischer Überlegungen
für alle i 2 N den Quotienten
VAF
n
i :=
In;i
n   1
: (50)
Sei nun eine Folge (RRT n)n2N gegeben. Es wird sich zeigen, dass der Grenz-
wert lim
n!1VAF n
i fast sicher existiert. Dies motiviert die folgende Deﬁnition.
Deﬁnition 3.3.2. Sei (RRT n)n2N eine Folge zufälliger rekursiver Bäume
in Singletons. Die asymptotische Häuﬁgkeit des i-ten Abkömmling ist
gegeben durch
VAFi := lim
n!1VAF
n
i : (51)
Der Vektor der asymptotischen Häuﬁgkeiten, kurz VAF, ist ein un-
endlich dimensionaler Vektor, dessen i-te Komponente gerade VAFi ist.
Lemma 3.3.3. Seien In;i die Größen der Abkömmlinge einer Folge (RRT n)n2N
in Singletons.
Für festes i bezeichne Fn := S(Ik;i j1  k  n) die kanonische Filtrierung
von (In;i)n2N. Dann gilt für alle i 2 N:3.3 Eine Größenbetrachtung der Abkömmlinge 29
(i) (
In;i
n )n2N ist ein Martingal bzgl. (Fn)n2N:
(ii) (VAF n
i )n2e N = (
In;i
n 1)n2e N ist ein Supermartingal bzgl. (Fn)n2e N:
Insbesondere konvergieren die beiden Folgen fast sicher und in L p (für p > 0)
gegen dieselbe ZV VAFi.
Beweis: Für die Martingaleigenschaft aus (i) ist zu zeigen, dass 8n 2 N gilt
E

In+1;i
n + 1
    Fn

=
In;i
n
f:s: (52)
Wir betrachten das Ereignis A := fIn+1;i = In;i +1g, dass also der (n+1)-te
Knoten an den Abkömmling An;i angefügt wird, d.h.
In+1;i = In;i + 1A (53)
Da keiner der bislang vorhandenen Knoten als Vater bevorzugt wird, folgt
unter Ausnutzung der Fn-Messbarbeit von In;i
E[I(n+1);i jFn] = In;i + E[1A jFn]
= In;i + P(AjFn)
= In;i +
In;i
n
=
n + 1
n
In;i f:s:
Damit folgt (i).
Weiter folgt (ii) nach Division durch n 2 e N
E

In+1;i
n
  
 Fn

=
n + 1
n2 In;i =
n2   1
n2
In;i
n   1

In;i
n   1
f:s:
Da 0 
In;i
n 
In;i
n 1  1 für alle n 2 e N, konvergieren die beiden Folgen
nach dem bekannten Martingalkonvergenzsatz für beschränkte Martingale
fast sicher und aufgrund der Beschränktheit auch in L p, für p > 0. Wegen
In;i
n = (1 + o(1))
In;i
n 1 ist der Grenzwert beider Folgen identisch.
Für eine genauere Größenbetrachtung der Abkömmlinge eines zufälligen re-
kursiven Baumes wollen wir nun noch die Verteilung des Vektors der asym-
ptotischen Häuﬁgkeiten VAF beschreiben.
Deﬁnition 3.3.4. Sei (Ui)i2N eine Folge unabhängig identisch unif[0;1] ver-
teilter ZVn. Dann heißt ein unendlich dimensionaler Vektor V Griﬃths-
Engen-McCloskey verteilt zu den Parametern 0 und 1, kurz V  GEM(0;1),
wenn für ihn gilt
V = (V1;V2;:::;Vi;:::) 
 
U1; U2(1   U1);:::;Ui
i 1 Y
k=1
(1   Uk);:::
!
: (54)30 3 BSC - RRT - CRP
Der Ausdruck (54) ist dabei folgendermaßen zu lesen: Die erste Komponente
ist uniform auf [0;1] verteilt. Die zweite Komponente ist uniform auf dem
Rest R1 := 1   U1 verteilt, der von der ersten Komponente erzeugt wurde.
Sukzessive ist die (i+1)-te Komponente uniform auf dem Rest Ri der ersten
i Komponenten verteilt.
Satz 3.3.5. Für eine Folge (RRT n)n2N zufälliger rekursiver Bäume in Single-
tons gilt
VAF  GEM(0;1): (55)
Beweis: Es ist zu zeigen
(VAF1;VAF2;:::;VAFi;:::) 
 
U1; U2(1   U1);:::;Ui
i 1 Y
k=1
(1   Uk);:::
!
;
(56)
wobei (Ui)i2N eine Folge unabhängiger identisch unif[0;1]-verteilter ZVn be-
zeichne.
Nach Lemma 3.3.3 gilt für alle i 2 N, dass der Quotient
In;i
n 1 für n ! 1
fast sicher konvergiert. Damit folgt auch (für n ! 1) direkt die fast sichere
Konvergenz von
In;i
(n   1)  
Pi 1
j=1 In;j
=
In;i
n   1
1
(n 1) 
Pi 1
j=1 In;j
n 1
(57)
und wir setzen für alle i 2 N
Ui := lim
n!1
In;i
(n   1)  
Pi 1
j=1 In;j
: (58)
Ui ist also der Grenzwert des Quotienten aus der Größe des i-ten Abkömm-
lings und der Anzahl aller Knoten, die nicht in den ersten i 1 Abkömmlingen
enthalten sind.
Wir zeigen nun via Vollständiger Induktion über i
(n   1)  
Pi
j=1 In;j
n   1
n!1  !
i Y
j=1
(1   Uj) f.s. 8i 2 N: (59)
Der Induktionsanfang i = 1 folgt direkt aus (58), denn
1  
In;1
n   1
n!1  ! 1   U1 f.s.3.3 Eine Größenbetrachtung der Abkömmlinge 31
Sei nun die Behauptung für i bewiesen, d.h. es gilt (59). Dann folgt für i+1
(n   1)  
Pi+1
j=1 In;j
n   1
=
(n   1)  
Pi
j=1 In;j
n   1
 
In;i+1
n   1
=
(n   1)  
Pi
j=1 In;j
n   1
 
In;i+1
(n   1)  
Pi
j=1 In;j
 
(n   1)  
Pi
j=1 In;j
n   1
!
=
(n   1)  
Pi
j=1 In;j
n   1
 
1  
In;i+1
(n   1)  
Pi
j=1 In;j
!
n!1  !
i Y
j=1
(1   Uj)(1   Ui+1) =
i+1 Y
j=1
(1   Uj) f.s.
Somit gilt die Behauptung (59) für alle i 2 N und es folgt
In;i
n   1
=
In;i
(n   1)  
Pi 1
j=1 In;j
(n   1)  
Pi 1
j=1 In;j
n   1
n!1  ! Ui
i 1 Y
j=1
(1   Uj) f.s.
(60)
für alle i 2 N, was die gemeinsame Verteilung
(VAF1;VAF2;:::;VAFi;:::) 
 
U1; U2(1   U1);:::;Ui
i 1 Y
k=1
(1   Uk);:::
!
liefert. Es bleibt noch zu zeigen, dass (Ui)i2N unabhängig identisch unif[0;1]
verteilt sind.
Zunächst zeigen wir U1  unif[0;1] und dafür
In;1  uniff1;:::;n   1g: (61)
Dazu betrachten wir das Ereignis fIn;1 = kg, dass also der erste Abkömmling
An;1 aus genau k Knoten besteht, k 2 [n   1]. Da per deﬁnitionem gilt:
(1) 62 An;1 und (2) 2 An;1 haben wir genau
 n 2
k 1

Möglichkeiten k 1 Knoten
aus der Menge f(3);(4);:::;(n)g zu wählen.
Aus der (2) und den k   1 gewählten Knoten lässt sich auf (k   1)! Weisen
ein rekursiver Baum bilden, der dann den ersten Abkömmling beschreibt.
Für die übrigen n k Elemente gibt es genau (n k 1)! Möglichkeiten einen
rekursiven ”Restbaum” zu bilden. Dieser enthält insbesondere die (1).
Schließlich fügen wir den Abkömmling (3 (2)) mit dem Restbaum (3 (1))
zusammen, indem wir die Knoten (1) und (2) durch eine Kante verbinden.32 3 BSC - RRT - CRP
Insgesamt erhalten wir so
 n 2
k 1

(k 1)!(n k 1)! mögliche rekursive Bäume,
die das Ereignis fIn;1 = kg begünstigen.
Da die Anzahl aller rekursiven Bäume mit n Knoten genau (n 1)! beträgt,
ergibt sich
P(In;1 = k) =
 n 2
k 1

(k   1)!(n   k   1)!
(n   1)!
=
1
n   1
; 8k 2 [n   1]:
Also gilt (61). Dann folgt aber direkt
In;1  dU(n   1)e = (n   1)U + O(1); (62)
mit U  unif[0;1]. Skalieren mit n   1 und anschließende Grenzwertbildung
liefert die gewünschte Verteilung von U1.
(Betrachten wir eine Pólya Urne, die zu Beginn eine schwarze und eine weiße
Kugel enthält, so bemerken wir, dass sich die Größe des ersten Abkömmlings
wie die Anzahl der (o.B.d.A.) schwarzen Kugeln der Pólya Urne entwickelt.
Denn seien die Knoten des ersten Abkömmlings schwarz und die des Rest-
baumes weiß eingefärbt, so ist nach Konstruktion die (1) weiß und die (2)
schwarz fast sicher. Als Vater für die (3) ist keiner der beiden Knoten be-
vorzugt. Wird die (2) der Vater, so wird die (3) schwarz gefärbt, ist (1) der
Vater, dann wird die (3) weiß, etc. Sukzessive erhalten wir (61) aufgrund der
Konstruktion der zufälligen rekursiven Bäume).
Sei nun i 2 e N. Betrachten wir beim Aufbau unseres Baumes nur die Knoten,
welche an die Abkömmlinge Ai;Ai+1;::: angebracht werden, und ”ignorieren”
gewissermaßen die ersten i   1 Abkömmlinge, so entwickelt sich die Größe
des i-ten Abkömmlings Ai nach der gleichen Dynamik wie die des ersten Ab-
kömmlings bei der ”konventionellen” Baumkonstruktion. Da schließlich genau
N := (n 1) 
Pi 1
j=1 In;j Knoten an die Abkömmlinge Ai;Ai+1;::: angebracht
werden, folgt
In;i
(n   1)  
Pi 1
j=1 In;j

IN;1
N   1
; 8i 2 N: (63)
Da diese Größen aufgrund der Gestalt der zufälligen rekursiven Bäume un-
abhängig sind, folgt die Behauptung.
Bemerkung: Da insbesondere VAF1  unif[0;1] wird sich im Mittel schon
im ersten Abkömmling die Hälfte der Masse des gesamten Baumes beﬁnden.
Genauer gilt 8i 2 N
E[VAFi] = E
"
Ui
i 1 Y
k=1
(1   Uk)
#
= E[Ui]
i 1 Y
k=1
E[(1   Uk)] =
1
2i: (64)3.3 Eine Größenbetrachtung der Abkömmlinge 33
Also für m < n; mit m;n 2 N
E[VAFm] =
1
2m >
1
2n = E[VAFn]: (65)
Daraus folgt natürlich nicht, dass ein Abkömmling fast sicher kleiner sein
wird als alle Abkömmlinge kleineren Rangs. Mit anderen Worten: Für einen
GEM(0;1)-verteilten Vektor V wird die Folge seiner Komponenten (Vi)i2N
i.a. nicht monoton fallend sein. Da in der Baumkonstruktion die Zerschnei-
dezeitpunkte aller Kanten durch unabhängige standard exponentialverteilte
ZVn beschrieben werden, also kein Abkömmling bzgl. seiner Lebenszeit be-
vorzugt ist, wollen wir die Ränge der Abkömmlinge in unserer Betrachtung
vernachlässigen und sie gemäß der folgenden Deﬁnition anordnen.
Deﬁnition 3.3.6. Sei V  GEM(0;1) und Ji := V(i) 8i 2 N, wobei V(i) die
i-t größte Komponente von V bezeichne. Dann heißt der unendlich dimensio-
nale Vektor J = (J1;J2;:::) Poisson-Dirichlet verteilt zu den Parametern
0 und 1, kurz J  PD(0;1).
Bezeichnen wir mit Ft(1) die relative Größe des Blockes eines BSC, der zur
Zeit t  0 die (1) enthält, so erhalten wir bei Betrachtung des BSC anhand
der Baumkonstruktion als Folgerung von Satz 3.3.5:
Korollar 3.3.7. Seien J1  J2 ;::: die der Größe nach abfallend geordne-
ten Sprungrößen des Prozesses (Ft(1))t0, und sei für alle i 2 N mit Ti der
Zeitpunkt bezeichnet zu dem der Sprung der Größe Ji stattﬁndet. Dann gilt
J = (J1;J2;:::)  PD(0;1);
mit J;T1;T2;::: unabhängig und Ti  exp(1) 8i 2 N.
Bemerkung: Am Anfang dieses Kapitels hatten wir gesehen, dass die An-
zahl der Abkömmlinge fast sicher beliebig groß wird (vgl. (45)). Dabei sollte
sich ein ”Großteil” der Knoten auf relativ ”wenige” Abkömmlinge verteilen.
(vgl. (64)). Da im Hinblick auf die letzte Kollision keiner der Abkömmlinge
bevorzugt ist, bedeutet dies, dass tendenziell eher ein kleiner Abkömmling
in der letzten Verschmelzung involviert ist. Im BSC sollten also unmittelbar
vor der letzten Kollision sehr viele der Singletons zu einem riesigen Block
verschmolzen sein, neben dem nur noch wenige Mini-Blöcke existieren.
Diese Überlegung werden wir in Abschnitt 4 - im Hauptsatz dieser Arbeit -
anhand einer genaueren Analyse der Asymptotik gewisser Blockgrößen veri-
ﬁzieren können.34 3 BSC - RRT - CRP
3.4 Der Bonsai im Chinarestaurant
Hinsichtlich unserer Betrachtung waren lediglich die Größen In;i der Ab-
kömmlinge eines Baumes von Interesse. Diese erhalten wir als Spezialfall
folgender Klasse von Prozessen zurück.
Deﬁnition 3.4.1. Sei  2 [0;1),  >   und P([n]) die Menge der Parti-
tionen von [n]. Ein China-Restaurant-Prozess zu den Parametern  und
, kurz (CRP [n](;))n2N, ist ein diskreter - im n-ten Schritt P([n])-wertiger
- stochastischer Prozess, dessen Dynamik gegeben ist durch
(i) Es gilt CRP [1](;) = (1).
(ii) Angenommen die ersten m Elemente (m 2 [n   1]) haben k Blöcke
gebildet, wobei der i-te Block aus jBij Elementen besteht, mit m =
k P
i=1
jBij. Dann gilt für das (m + 1)-te Element:
P((m + 1)   tes Element bildet einen neuenBlock) =
 + k
m + 
;
P((m + 1)   tesElement wirdanBlockiangef ugt) =
jBij   
m + 
;
für 1  i  k:
Wir bemerken den Spezialfall  = 0 und  = 1. Dann entspricht die Anfüge-
wahrscheinlichkeit des m-ten Elements im China-Restaurant-Prozess genau
der des (m+1)-ten Knoten eines zufälligen rekursiven Baums, wenn die Blö-
cke durch die Abkömmlinge des Baumes beschrieben werden. M.a.W.: Die
Entwicklung der Größe des i-ten Abkömmlings im Baum erfolgt nach der
gleichen Dynamik mit der der i-te Block (Block vom Rang i) im China-
Restaurant-Prozess wächst. Die Anordnung der Blöcke eines CRP [n](;)
erfolgt dabei nach der bekannten 00 kE
<
00
-Relation.
Wir betrachten die Blockgröße jB
[n]
i j des i-ten Blocks eines CRP [n](;), so-
fern der Block existiert und weiter die Größe des i-ten Abkömmlings eines
RRT n+1. Dann gilt
jB
[n]
i j  In+1;i; 8n 2 N: (66)
Die Analogie zum Baum setzt sich damit auch in der Asymptotik fort. Nach
Lemma 3.3.3(i) folgt, dass (
jB
[n]
i j
n+1 )n2N ein Martingal ist und für n ! 1 fast
sicher konvergiert. Es liegt nun nahe auch hier von den asymptotischen Häu-
ﬁgkeiten der Blöcke zu sprechen.
Entscheidend ist nun für uns, dass entsprechende Resultate auch auf allge-
meines  und  übertragbar sind. Es gilt3.4 Der Bonsai im Chinarestaurant 35
Satz 3.4.2. Sei (CRP [n](;))n2N ein Chinesischer-Restaurant-Prozess mit
 2 [0;1) und  >  . Dann gilt:
Für alle i 2 N existiert die asymptotische Häuﬁgkeit
VAFi(;) := lim
n!1
jB
[n]
i j
n+1 = lim
n!1
jB
[n]
i j
n f.s. und ihre gemeinsame Verteilung ist
gegeben durch
(VAF1(;);VAF2(;);:::;VAFi(;);:::)

 
W1;W2(1   W1);:::;Wi
i 1 Y
j=1
(1   Wj);:::
!
; (67)
wobei (Wi)i2N eine Folge unabhängiger ZVn bezeichne,
mit Wi  beta(1   ; + i).
Ein ausführlicher Beweis von Satz 3.4.2 ist in [6] gegeben. (Pitman wählt
einen Zugang über zufällige austauschbare Partitionen, um Aussagen über
die Asymptotik der relativen Blockgrößen von Partitionen zu formulieren.
Dabei erfüllt ein CRP gerade die nötigen Austauchbarkeitsbedingungen, was
schließlich die Behauptungen liefert.)
Wir bemerken die Analogie zur Verteilung der asymptotischen Häuﬁgkeiten
eines zufälligen rekursiven Baumes, vgl. Deﬁnition 3.3.4. Dies ist in gewis-
ser Weise ersichtlich, da im CRP zwar die Anfügewahrscheinlichkeiten neu
zu setzender Elemente verallgemeinert wurden, die Blöcke aber prinzipiell
immer noch anhand des gleichen Verfahrens aufgebaut werden. Auch hier
erhalten wir sofort den Spezialfall der zufälligen rekursiven Bäumen zurück,
da für alle i 2 N mit  = 0 und  = 1 gilt: Wi  beta(1;1), was der unifor-
men Verteilung auf [0;1] entspricht. Ein anderer Hinweis auf die Gültigkeit
von (67) liefert eine genauere Analyse der Beta-Verteilung zum Parameter
(1   ; + i). Die Änderung der Parameter  und  wird dabei etwa den
gleichen Eﬀekt auf die asymptotische Größe der Blöcke haben, den wir auch
intuitiv nach entprechender Veränderung der Übergangswahrscheinlichkeiten
für den CRP ”im Kleinen” erwarten würden.
(Betrachten wir bespielsweise für den Fall  = 0 den ersten Abkömmling: Die
Dichte von VAF1(0;) ist dann durch f(x) = 1
B(1;)(1   x) 11[0;1)(x) gege-
ben, wobei B(1;) lediglich der Skalierung dient. Den Parameter  wachsen
zu lassen bedeutet dabei für die Dichte anschaulich, dass die Masse immer
weiter Richtung 0 verschoben wird. Für großes  wird die asymptotische
Häuﬁgkeit des ersten Blocks also erwartungsgemäß nur unwesentlich größer
sein als die der Folgenden. Ähnliches erwarten wir auch bei der Betrachtung
der Überganswahrscheinlichkeiten beim Aufbau des CRP. Für wachsendes36 3 BSC - RRT - CRP
 wird insbesondere für die ersten zu involvierenden Elemente die Wahr-
scheinlichkeit groß, immer einen neuen Block zu bilden, was nachhaltig nur
zu einem geringen Größenunterschied der ersten Blöcke führen sollte.)
Es liegt nun nahe auch die Deﬁnitionen 3.3.4 und 3.3.6 zu verallgemeinern.
Deﬁnition 3.4.3. Sei  2 [0;1) und  >   und weiter (Wi)i2N eine Folge
unabhängiger ZVn, mit Wi  beta(1   ; + i); 8i 2 N.
(i) Ein unendlich dimensionaler Vektor V heißt
Griﬃths-Engen-McCloskey verteilt zu den Parametern  und ,
kurz V  GEM(;), falls gilt
(V1;V2;:::;Vi;:::) 
 
W1; W2(1   W1);:::;Wi
i 1 Y
j=1
(1   Wj);:::
!
:
(68)
(ii) Sei V  GEM(;) und Ji := V(i) 8i 2 N, wobei V(i) die i-t größte
Komponente von V bezeichne. Dann heißt der unendlich dimensionale
Vektor J = (J1;J2;:::) Poisson-Dirichlet verteilt zu den Parametern
 und , kurz J  PD(;).
Mit dieser Deﬁnition und den Aussagen von Satz 3.4.2 folgt nun direkt
Korollar 3.4.4. Sei ein CRP(;) gegeben. Der Vektor der asymptotischen
Häuﬁgkeiten der Blöcke ist GEM(;)-verteilt. Ordnet man die Komponen-
ten der Größe nach abfallend an, so ist der dadurch entstandene Vektor
PD(;)-verteilt.
Mit dem erlangten Begriﬀsapparat können wir nun anhand der rekursiven
Bäume eine Aussage über die Verteilung der Blockgrößen eines BSC zur
festen Zeit t > 0 machen. Seien zur Zeit t > 0 die Blöcke B1;B2;::: wieder
nach der 00 kE
<
00
-Relation angeordnet. Dann betrachten wir für i 2 N die
Quotienten
jBi \ [n]j
n
: (69)
Es wird sich herausstellen, dass auch diese Größen für wachsendes n fast si-
cher konvergieren. Den Grenzwert bezeichnen wir dann als asymptotische
Häuﬁgkeit von Bi zur Zeit t.
Von der Vorstellung des Baumes als Ansammlung von Abkömmlingen und
einer Wurzel wollen wir im Folgenden wieder Abstand nehmen. Zwar wer-
den wir sowohl mit einem zufälligen rekursiven Baum als auch dem China-
Restaurant-Prozess arbeiten, dabei sind die Blöcke des CRP aber nicht mehr3.4 Der Bonsai im Chinarestaurant 37
mit den Abkömmlingen des Baumes zu identiﬁzieren. Sie werden nun kano-
nisch den Blöcken des BSC - und damit auch den entsprechenden Marken
im Baum - zugeordnet.
Satz 3.4.5. (J. Schweinsberg). Sei (BSC)t0 ein unrestringierter Bolthausen-
Sznitman Koaleszent. Für alle Zeiten t  0 existieren für alle Blöcke die
asymptotischen Häuﬁgkeiten. Sind die Blöcke gemäß der 00 kE
<
00
-Relation an-
geordnet, so ist der dadurch entstandene Vektor GEM(e t;0) verteilt. Ord-
net man sie der Größe nach abfallend an, so ist der entsprechende Vektor
PD(e t;0) verteilt.
Beweis: Anstatt den Bolthausen-Sznitman Koaleszenten zu untersuchen be-
trachten wir gemäß Satz 3.2.6 einen zufälligen rekursiven Baum in Singletons.
Dabei ist die Kante mit der der i-te Knoten angefügt ist wieder mit einer
Lebenszeit Ei versehen, i 2 e N. ((Ei)i2e N ist wie früher gewählt). Wir mar-
kieren nun genau jene Kanten, deren Lebenszeit kleiner t ist. Die Idee ist
nun, die Knoten des Baumes zwar nicht sukzessive zu verschmelzen, aber
trotzdem - anhand der Markierungen - die entsprechende Blockbildung im
Bolthausen-Sznitman Koaleszenten zu betrachten. (vgl. Abbildung 6)
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Abbildung 6: Links: ein ungeschnittener RRT10. Die Markierungen der Kanten
deuten an, dass deren Lebenszeit kleiner einem gegebenem t > 0 ist. Rechts:
die dem Baum entsprechende Blockbildung im Bolthausen-Sznitman Koaleszen-
ten bzw. im China-Restaurant-Prozess.
Damit ist es unser Ziel zu zeigen, dass der nächste Knoten mit den Übergangs-
wahrscheinlichkeiten eines CRP(e t;0) angebracht wird. Nach dem vorheri-
gen Korollar 3.4.4 folgt dann die Behauptung.
Zu zeigen ist also: Angenommen die n Knoten im Baum haben entprechend38 3 BSC - RRT - CRP
der Markierungen der Kanten genau k Blöcke B1;:::;Bk gebildet, wobei der
i-te Block Bi aus jBij Elementen besteht, mit n :=
Pk
i=1 jBij. Dann gilt für
das (n + 1)-te Element
(a) P(Das (n + 1)-te Element bildet einen neuen Block) =
ke t
n
;
(b) P(Das (n + 1)-te Element wird an Bi angefügt) =
jBij   e t
n
:
Zu (a): Sei A das Ereignis, dass der (n+1)-te Knoten an das kleinste Element
einer der k Blöcke angebracht wird. Und B ist das Ereignis, dass die Kante
mit der er angefügt wird nicht markiert ist. Dann gilt trivialerweise
fDas (n + 1)-te Element bildet einen neuen Blockg , A \ B tritt ein;
denn wird es nicht an das kleinste Element einer der k Blöcke angebracht,
dann ist es nach Konstruktion (unabhängig vom Wert der angebrachten ZV)
schon Teil des Blocks, in dem auch dasjenige Element integriert ist, an das
das (n + 1)-te schließlich angefügt wird.
Da sich A auf die Struktur des Baumes bezieht und B auf den Wert der
angebrachten Kante, sind A und B unabhängig.
Es gilt nun P(A) = k
n, weil als Vater des neuen Knotens keiner der bislang
vorhandenen Knoten bevorzugt wird.
Sei En+1 die Lebenszeit der Kante, mit der der (n + 1)-te Knoten angefügt
wird.
Dann gilt P(B) = P(En+1  t) = e t. Ingesamt folgt damit
P(A \ B) = P(A)P(B) =
ke t
n
;
somit gilt (a).
Zu (b): Wir betrachten jetzt einen der vorhandenen Blöcke Bi. Dieser habe
jBij Elemente. Dann gilt
fDas (n + 1)-te Element wird an Bi angefügtg , C oder D tritt ein;
mit C:={Der (n + 1)-te Knoten wird mit einer markierten Kante an das
kleinste Element von Bi angebracht.}
und D:={Der (n+1)-te Knoten wird (durch eine markierte oder unmarkierte
Kante) an eines der (jBij   1) nicht-kleinsten Elemente von Bi angefügt.}.
Da die Markierung unabhängig vom Knoten ist, an den angefügt wird, folgt
P(C) = P(A)P(Bc) = 1 e t
n :3.4 Der Bonsai im Chinarestaurant 39
Außerdem ist P(D) =
jBij 1
n , wegen des uniformen Anfügens neuer Knoten.
Da C und D disjunkte Ereignisse sind, folgt schließlich
P(C [  D) = P(C) + P(D) =
jBij   e t
n
;
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4 Die letzte Verschmelzung im BSC
Hinsichtlich des letzten Übergangs im Bolthausen-Sznitman Koaleszenten
hatten wir schon in Abschnitt 3.3 auf die Besonderheit der Wurzel im Baum
- also den Knoten dessen Marke die (1) enthält - hingewiesen. (vgl. Korollar
3.3.7). Entsprechend wurde der Begriﬀsapparat schon dort im Hinblick auf
die letzte Verschmelzung gewählt. Wir werden deshalb in der Begriﬀsbildung
ähnlich vorgehen.
4.1 Der Hauptsatz
Für n 2 N sei ein auf [n] restringierter BSC[n] gegeben. Wir hatten jedem
Block eine Marke angefügt, die die Information über die in ihm vereinigten
Singletons enthält. Als Blockgröße oder Masse eines Blocks bezeichnen wir
dann die Anzahl der Singletons, die in ihm zusammengefasst sind.
Zum Zeitpunkt der letzten Kollison betrachten wir folgende zwei Größen:
 jM
[n]
(631)j bezeichnet die Summe der Massen aller Blöcke, die nicht das
Element (1) enthalten.
 #B[n] beschreibt die Anzahl der involvierten Blöcke.
Mit diesen Notationen gilt beispielsweise für den BSC der Abbildung 1 (auf
Seite 14): n = 10; jM
[n]
(631)j = 5 und #B[n] = 3.
Wir formulieren nun die Hauptaussage dieser Arbeit.
Hauptsatz 4.1.1. Sei ein auf [n] restringierter BSC[n] gegeben. Für n ! 1
gilt  
logjM
[n]
(631)j
logn
; #B
[n]
!
d  ! (U; 1 + YUE): (70)
Dabei ist Y = (Yt)t0 ein standard Yule Prozess, U und E sind ZVn mit
U  unif[0;1] und E  exp(1). Zudem sind Y;U und E unabhängig.
Bevor wir mit dem Beweis dieses Satzes beginnen, stellen wir einige Betrach-
tungen voran.
Bemerkungen: (i): Die Konvergenz
logjM
[n]
(631)j
logn
d  ! U der ersten Komponente
liefert für großes n näherungsweise
jM
[n]
(631)j  n
U: (71)
d.h. die Masse aller Blöcke, die in der letzten Verschmelzung nicht die (1)
enthalten, sollten in Bezug auf die Gesamtmasse sehr klein sein. Für großes4.1 Der Hauptsatz 41
n werden also die Singletons im Bolthausen-Sznitman Koaleszenten mit der
Zeit zu einem großen Block verschmelzen, der fast alle Masse enthält. Man
beachte, dass genauer gilt jM
[n]
(631)j = nU+o(1). Der Fehler steht also im Expo-
nenten. Das Ergebnis ist damit in gewisser Weise sehr grob. Beispielsweise
sind Aussagen über den Erwartungswert ohne Weiteres nicht möglich.
(ii): Die zweite Komponente gibt uns Auskunft über die Blockbildung der
übrigen Elemente, die nicht in dem eben betrachteten großen Block ver-
schmolzen sind. Intuitiv würden wir erwarten, dass sie sich auf wenige Blö-
cke verteilen, also die betrachtete Blockanzahl #B[n] eher klein vorzuﬁnden
ist. Denn wäre die Anzahl der Blöcke groß, dann hieße das für die Baum-
konstruktion, dass speziell in dem Abkömmling, der für die ﬁnale Kollision
übrig bleibt, selbst nur ”wenige” Kanten geschnitten wurden, aber alle übri-
gen Abkömmlinge notwendigerweise schon in die Wurzel verschmolzen sind.
Dies ist eher untypisch, wenn man bedenkt, dass keine der Kanten bzgl. ihres
Zerschneidezeitpunktes bevorzugt ist.
Wir erinnern an Lemma 2.2.8. Es gilt für alle m 2 N
P(YUE = m) =
1
m
m X
k=1

m
k

( 1)
k+1 log(k + 1);
also insbesondere P(#B[n] = 2)
d  ! P(YUE = 1) = log2  0;69 und
P(#B[n] 2 f2;3g)
d  ! P(YUE 2 f1;2g)  0;84, für n ! 1. Somit ist die
Wahrscheinlichkeit in der letzten Verschmelzung neben dem großen Block
nur noch einen bzw. zwei andere Blöcke vorzuﬁnden tatsächlich recht hoch,
wenn wir n nur groß genug werden lassen. Weiter ist der Erwartungswert
von YUE unendlich (vgl. wieder Lemma 2.2.8). Somit werden die betrach-
teten Wahrscheinlichkeitsgewichte P(YUE = m) für wachsendes m zunächst
stark abfallen (weil schon viel Masse auf den ersten Knoten lastet), dann
aber relativ langsam kleiner werden.
(iii): Schließlich gehen wir noch auf den Aspekt der gemeinsamen Vertei-
lung ein. In beiden Komponenten taucht die gleiche uniform verteilte ZV U
auf. Dies lässt sich wieder mit unserem Baummodell erklären. In der ﬁna-
len Kollision muss eine der Kanten der Wurzel geschnitten werden. Dafür ist
aber nach Konstruktion keine der Wurzelkanten bevorzugt. Im entsprechen-
den Abkömmling erkennen wir beide betrachteten Größen wieder. jM
[n]
(631)j
entspricht gerade dessen Gesamtmasse und #B[n] beschreibt die Anzahl der
Blöcke, die sich innerhalb des Abkömmlings bis zur ﬁnalen Kollision gebildet
haben.
Außerdem werden wir später die ZV E mit der Lebenszeit dieses Abkömm-
lings in Verbindung bringen. Wir bemerken jetzt schon, dass diese Lebenszeit
keine Bedeutung für die Anzahl der Elemente des Abkömmlings hat, wohl42 4 DIE LETZTE VERSCHMELZUNG IM BSC
aber für die interne Blockbildung. Deshalb taucht E nur in der zweiten Kom-
ponente auf. Ist die Lebenszeit groß, so sollten innerhalb des Abkömmlings
tendenziell schon viele Schnitte stattgefunden haben, d.h. #B[n] wird eher
klein sein. (Für großes E wird aber YUE selbst groß (bei festem U), d.h. E
sollte um so größer werden, je kleiner die Lebenszeit des ausgezeichneten Ab-
kömmlings ist.)
Für wachsendes U (1. Komponente) wird auch, wenn man E fest hält, das Ar-
gument des Yule-Prozesses (2. Komponente) größer und damit wird der Pro-
zess selbst tendenziell einen höheren Wert annehmen. Auch dies entspricht
unserer Vorstellung: Wenn die Masse der kleinen Blöcke zunimmt, so sollte
sie sich auch auf mehr und mehr Blöcke verteilen.
4.1.1 Notation und Konstruktion im Hauptbeweis
Wir wollen auch hier wieder gemäß unserer Korrespondenz zu den zufälligen
rekursiven Bäumen vorgehen. (vgl. Satz 3.2.6.) Dabei lässt sich der Aufbau
eines solchen Baumes in einfacher Weise durch einen standard Yule-Prozess
simulieren. (Das Abholz-Prozedere bleibt zunächst außen vor.) Für alle i 2 N
entspricht der i-te Knoten im Baum dem i-ten Individuum, das im Yule-
Prozess geboren wird. Nach Konstruktion der zufälligen rekursiven Bäume
wird als Vater eines neu ankommenden Knotens keiner der bislang vorhan-
den Knoten bevorzugt. Diese Eigenschaft ﬁnden wir auch im Yule-Prozess
wieder. Denn per deﬁnitionem sind die Wartezeiten auf die nächste Geburt
standard exponential verteilt und voneinander unabhängig. Angenommen es
seien zur Zeit t (mit t  0) genau i Individuen vorhanden, i 2 N. Wegen der
Gedächtnislosigkeit der Exponentialverteilung können wir den Startzeitpunkt
der zufälligen Wartezeit auf die nächste Geburt für jedes existierende Indivi-
duum auf den Wert t setzen. Da alle Wartezeiten unabhängig und identisch
verteilt sind, wird auch hier keines der Individuen für die nächste Geburt
präferiert.
Dieses Grundmodell wollen wir noch etwas erweitern. In Abschnitt 3.3 hatten
wir auf die Besonderheit der Wurzel (1) im Baum hingewiesen und deren Kin-
der selbst als Wurzel eines eigenen Baumes betrachtet. Den Teilbaum dessen
Wurzel das i-te Kind der Wurzel (1) ist, hatten wir als i-ten Abkömmling
bezeichnet. Auch hierbei wollen wir die Analogie wahren. Zunächst wird das
erste, seit dem Zeitpunkt t = 0 existierende Individuum mit (1) bezeichnet.
Den zugrunde liegenden Yule-Prozess nennen wir kurz Y .
Für alle i 2 N bezeichnet dann der i-te Immigrant (von Y ) das i-te Kind
der (1). Die Geburten der (1) heißen also speziell Immigrationen.
Die Struktur des Prozesses gestattet uns nun (nach Umbennung der Marken),4.1 Der Hauptsatz 43
den i-ten Immigranten als Initiator eines eigenen standard Yule-Prozesses Y i
zu betrachten, welcher eben genau zu dessen Geburtszeitpunkt startet. Da im
Prozess Y die Entwicklung eines Individuums unabhängig von den anderen
Individuuen verläuft, ist auch die Folge der neu erklärten Prozesse (Y i)i2N
unabhängig. (Die Immigranten bilden einen homogenen Poisson-Prozess mit
Rate 1.) Mit dieser Notation korrespondiert Y i also mit dem i-ten Abkömm-
ling im zufälligen rekursiven Baum. Entsprechend wollen wir auch hier vom
i-ten Abkömmling Y i sprechen.
Für i 2 N und t  0 bezeichnen wir im Yule-Prozess Y
Ri := Zeitpunkt der i-ten Immigration.
Pt := Anzahl der Immigrationen bis t.
Dann folgt direkt Ri   (1;i) und Pt  Poi(t).
- t
0 t0
(1)
R1
 
 
 
@
@
@
Y 1 ; s
    
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Immigrant
R2
 
 
 
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    
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R3
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 
@
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Y 3 ; s
R4
 
 
 
@
@
@
Y 4 ; s
Abbildung 7: Das erweierte Modell eines Yule-Prozesses. R1;R2;::: beschreiben
die Zeitpunkte zu denen die (1) immigriert. Diese Immigranten initiieren dann
jeweils selbst instantan einen eigenen Yule-Prozess. Zur Zeit t0 wurden Pt0 = 4
Immigranten geboren.
Wir bemerken noch, dass der i-te Abkömmling Y i zum Zeitpunkt Ri gestartet
wird. Wir gönnen zwar jedem der Yule-Prozess einen eigenen Zeithorizont,
wollen aber trotzdem unsere Ursprungsskala als absolut ansehen. Damit be-
schreibt Y i
t den Zustand des i-ten Abkömmlings zum absoluten Zeitpunkt
t + Ri:
Weiter betrachten wir den ersten Zeitpunkt an dem genau n Individuen vor-
handen sind. Für n 2 N setzen wir
Tn := inf
(
t  0
   

Pt X
i=1
Y
i
t Ri = n   1
)
: (72)
In der Summe addieren wir also die Individuen aller bis zum Zeitpunkt t  0
gestarteten (”Unter”)-Yule-Prozesse. Die (1) wird hierbei nicht mitgezählt,44 4 DIE LETZTE VERSCHMELZUNG IM BSC
ist aber natürlich im Ursprungsprozess Y vorhanden. Tn ist eine Stoppzeit
(bzgl. der kanonischen Filtration), denn zu jedem Zeitpunkt t  0 wissen wir,
ob bislang schon n Individuen vorhanden sind, oder noch nicht. Ein bei Tn
gestoppter standard Yule-Prozess liefert also anhand dieser Konstruktion ein
Analogon zum RRT n. Der i-te Abkömmling wird beschrieben durch Y i
Tn Ri.
Wir haben noch ein Äquivalent zum Abschneideprozedere des RRT zu bilden
und gehen dabei ähnlich zur Baumkonstruktion vor, indem wir jedes Indivi-
duum bei seiner Geburt mit einer standard exponential verteilten Lebenszeit
versehen, wobei alle diese Lebenszeiten und der Prozess unabhängig seien.
Weiter deﬁnieren wir wie folgt für festes i 2 N eine Familie von Prozessen.
Dazu sei Y i
s der i-te Abkömmling des Yule-Prozesses Y zur Zeit s. Wir be-
trachten zunächst eines der vorhandenen Individuen I und dessen Lebenszeit
E. Sei u  0. Wir lassen I und alle seine Nachkommen wegfallen, falls E  u
gilt. Verfahren wir entprechend mit allen involvierten Individuen, so spre-
chen wir auch vom zur Zeit s bei u ausgedünnten Prozess, kurz Y i
s(u).
Oﬀenbar macht es keinen Unterschied ob wir einen Yule-Prozess zur Zeit s
betrachten und dann bei u ausdünnen, oder ob wir einen Yule-Prozess bei s
auswerten, für den direkt bei der ”potentiellen” Geburt eines neuen Indivi-
duums entschieden wird, ob es tatsächlich geboren wird (E > u) oder nicht
(E  u). Entsprechend erhalten wir eine Familie
((Y
i
s(u))s0)u0 (73)
ausgedünnter Yule-Prozesse.
Schneiden wir also im i-ten Abkömmling eines RRT n alle Kanten, deren
Lebenszeit kleiner (oder gleich) einem gegebenem Wert u ist (u  0) und
lassen die anhängenden Unterbäume wegfallen, so korrespondiert dies in der
Yule-Prozess Konstruktion mit Y i
Tn Ri(u).
Nun noch einige Notationen: Wir betrachten die Anzahl der Immigratio-
nen PTn bis zum Zeitpunkt Tn, zu welchem zum ersten mal n Individuen
vorhanden sind. Speziell bezeichnen wir mit Ei die Lebenszeit des i-ten Im-
migranten, für 1  i  PTn. Lassen wir in unserer Ausdünnkonstruktion die
”Intensität” u sukzessive anwachsen, so fällt zuletzt der Immigrant C weg,
für dessen Lebenszeit
E := max
1iPTn
Ei (74)
gilt. Es ist dann
C = arg

max
1iPTn
Ei

: (75)
Für den Geburtszeitpunkt von C setzen wir weiter R := RC:4.1 Der Hauptsatz 45
Wir bemerken, dass diese Größen von n abhängen, ohne dass dieser Parame-
ter explizit angegeben ist. Mit diesem Begriﬀsapparat folgt schließlich direkt

jM
[n]
(631)j; #B
[n]   1


 
Y
C
Tn R; Y
C
Tn R(E)

: (76)
Denn Y C
Tn R beschreibt die Größe des am längsten überlebenden Abkömm-
lings und Y
C
Tn R(E) gibt gerade an, wieviele Individuen zum Zeitpunkt der
letzten Kollision in diesem Abkömmling enthalten sind. Jedes dieser Indivi-
duen steht dabei für einen Block. Das entspricht aber im wesentlichen der
Struktur des letzten überlebenden Abkömmlings unserer Baumkonstruktion
unmittelbar vor der letzten Verschmelzung. Die Modelle unterscheiden sich
nur dahingehend, dass die ”geschnittenen” Elemente im Yule-Prozess wegfal-
len und nicht in ihren Vater verschmelzen. Dies hat aber keine Auswirkung
auf die Blockanzahl.
Die eingeführten Begriﬀe liefern zwar einen direkten Zusammenhang zu den
zufälligen rekursiven Bäumen, sind aber wegen ihrer Struktur schwer zu
handhaben. So hängen die ZVn E;R und C von der zufälligen Größe Tn ab.
Die Idee ist nun Tn zwischen bestimmten deterministischen Zeitpunkten ein-
zuschachteln. Es ist Tn =
Pn 1
i=1 (Ti+1   Ti), wobei die Folge der Summanden
nach Konstruktion des Yule-Prozesses unabhängig ist und (Ti+1 Ti)  exp(i)
für i 2 f1;:::;n 1g gilt, denn zwischen der Geburt des i-ten und (i+1)-ten
Kindes sind genau i Individuen involviert. Damit gilt für wachsendes n
E[Tn] =
n 1 X
i=1
E[Ti+1   Ti] =
n 1 X
i=1
1
i
= logn + O(1); (77)
sowie
Var[Tn] =
n 1 X
i=1
Var[Ti+1   Ti] =
n 1 X
i=1
1
i2 = O(1); (78)
d.h. Tn ist sehr stark um seinen Erwartungswert konzentriert.
Deshalb setzen wir für n 2 N
t
 
n := logn   (logn)
1
2 und t
+
n := logn + (logn)
1
2; (79)
und weiter für Pt 
n 2 N
E
 
 := max
1iP
t 
n
Ei; (80)
C
 
 := arg
 
max
1iP
t 
n
Ei
!
sowie R
 
 := RC 
 : (81)46 4 DIE LETZTE VERSCHMELZUNG IM BSC
Falls bis zum Zeitpunkt t 
n noch keine Immigration stattgefunden hat, falls
also Pt 
n = 0 gilt, setzen wir der Vollständigkeit halber E 
 := C 
 := 0 und
R 
 := X mit X  unif[0;t 
n] und unabhängig von E 
 und C 
 . Für wach-
sendes n wird dieses Ereignis aber sehr unwahrscheinlich.
Analog deﬁnieren wir E+
 ;C+
 und R+
 .
Wir werden später zeigen, dass auch für Pt 
n 2 N gilt: R 
  unif[0;t 
n].
Schließlich bemerken wir noch die Abhängigkeit von R 
 und C 
 . Anderer-
seits sind nach Konstruktion (Y i)i2N;E 
 und das Paar (R 
 ;C 
 ) unabhängig.
(Entsprechende Abhängigkeiten gelten natürlich auch für E+
 ;R+
 ;C+
 bzw.
E;R;C.)
Damit können wir schließlich die Menge einführen, auf der wir uns bewegen
wollen. Für n 2 N sei
Gn := f Tn 2 (t
 
n;t
+
n)
| {z }
(a)
; C = C
 
 | {z }
(b)
und Y
C 

t 
n  R 
 (E
 
 ) = Y
C 

t+
n R 
 (E
 
 )
| {z }
(c)
g: (82)
Wir schließen noch einige Bemerkungen zu Gn an. Dessen genaue Bedeutung
wird sich allerdings erst im Beweis entfalten.
(a): Mit Tn 2 (t 
n;t+
n) legen wir also, wie oben angesprochen, den Geburts-
zeitpunkt des n-ten Individuums zwischen die zwei deterministischen Werte
t 
n und t+
n. Darauf werden wir später noch genauer eingehen.
(b): Es ist leicht einzusehen, dass C = C 
 , E = E 
 , R = R 
 gilt.
Wegen (a) ist außerdem Tn > t 
n. Betrachten wir alle bis zum Zeitpunkt Tn
geborenen Immigranten, so wurde diejenige exp(1) verteilte ZV, die letztlich
den größten Wert annimmt, an einem Immigranten angebracht, der schon
bis zum Zeitpunkt t 
n geboren wurde. M.a.W.: Der Abkömmling, der bis
zum Zeitpunkt t 
n für die ﬁnale Kollision prädestiniert war, wird auch un-
ter allen bis zum Zeitpunkt Tn entstandenen Abkömmlingen zuletzt sterben.
(vgl. Abbildung 8)
(c): Dies beschreibt den Abkömling, der am längsten überlebt, ausgewertet
zu zwei verschiedenen Zeitpunkten t 
n   R 
 und t+
n   R 
 . Zudem wird bei
E 
 ausgedünnt. (Wegen (b) könnte man auf die Minuszeichen von R 
 und
E 
 verzichten). Die Gleichheit bedeutet, dass jedes zwischen den beiden Zeit-
punkten geborene Individuum entweder mit einer Lebenszeit versehen wurde,
die einen Wert kleiner (oder gleich) E 
 annimmt, oder aber einen Vater hat,
der selbst schon beim Ausdünnen wegfällt. (Der Wert der eigenen Lebenszeit
ist dabei nicht relevant).
Nun sollte der für den Beweis des Hauptsatzes benötigte Begriﬀsapparat
vorhanden sein.4.1 Der Hauptsatz 47
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Abbildung 8: Ein auf Gn verlaufender Yule-Prozess. Insbesondere ist t 
n < Tn und
E 
 = E. D.h. die größte aller Lebenszeiten bis zum Zeitpunkt Tn gehört zu einem
Immigranten, der schon bis zum Zeitpunkt t 
n geboren wurde.
4.1.2 Hilfslemmata zum Hauptbeweis
Wir geben hier einige Lemmata an, deren wir uns im Hauptbeweis bedienen.
Für einen besseren Überblick werden diese erst im Anschluß an den Haupt-
beweis in Abschnitt 4.1.4 bewiesen.
Sämtliche Notationen werden aus dem obigen Abschnitt 4.1.1 übernommen.
Wie schon angesprochen zeigen wir zunächst
Lemma 4.1.2. Für alle n 2 N gilt
R
 
  unif[0;t
 
n] und R
+
  unif[0;t
+
n]: (83)
In der eingeführten Darstellung von jM
[n]
(631)j und #B[n] durch die Yule-Prozesse
taucht jeweils der zufällige Zeitpunkt R 
 auf. Andererseits ist im Hauptsatz
die gemeinsame Verteilungskonvergenz im wesentlichen durch eine - in bei-
den Komponenten auftretende - uniform verteilte ZV bestimmt. Das eben
bewiesene Lemma lässt schon erahnen, dass R 
 der Schlüssel für den Beweis
der gemeinsamen Konvergenz sein wird.
Wir wollen den ausgedünnten Prozess (Y
C 

t (E 
 ))t0 unserer Konstruktion
umschreiben. Dann können wir auf den Akt des Ausdünnens verzichten, wenn
wir einen zeitlich umskalierten Yule-Prozess betrachten. In mehreren Schrit-
ten zeigen wir
Lemma 4.1.3. Es gilt

Y
C 

t (E
 
 )

t0


Y
e E 
 t

t0
; (84)
mit Y  Yule(1) und Y;E 
 unabhängig. Insbesondere gilt
 
Y
i
t (E
 
 )

t0 

Y
e E 
 t

t0
; (85)
für alle i 2 N mit Y;E 
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Lemma 4.1.4. Für n ! 1 gelten folgende Konvergenzen
(i)
logY
C 

t 
n  R 

t 
n   R
 

P  ! 1; (ii)
logY
C 

t+
n R 

t+
n   R
 

P  ! 1; (86)
(iii)
t 
n   R 

t+
n   R
 

P  ! 1: (87)
Lemma 4.1.5. Für n 2 N gilt
t
 
ne
 E 
  E ^ t
 
n; (88)
mit E  exp(1):
Wir werden die exponential verteilte ZV, die im Hauptsatz auftaucht, durch
(88) aufgreifen und erinnern an Bemerkung (iii) des Hauptsatzes. Wird E 

groß, so sollten auch im letzten Abkömmling des Baumes schon viele Schnitte
stattgefunden haben, d.h. die Blockanzahl in der letzten Kollision #B[n] sollte
eher klein sein. Dies stellen wir nun auch mit (88) fest. Für großes E 
 ist E
klein. Für die zweite Komponente des Hauptsatzes bedeutet das dann, dass
YUE (bei festem U) ein kleines Argument hat und dementprechend einen eher
kleinen Wert annehmen sollte.
Die letzte nötige Aussage bezieht sich auf die Menge Gn. Wir erinnern
Gn := f Tn 2 (t
 
n;t
+
n) ; C = C
 
 und Y
C 

t 
n  R 
 (E
 
 ) = Y
C 

t+
n R 
 (E
 
 ) g:
Lemma 4.1.6. Für n ! 1 gilt
P(Gn)  ! 1: (89)
4.1.3 Der Hauptbeweis
Mit den obigen Lemmata können wir nun den Hauptbeweis führen. Wie
schon angedeutet, liegt die Idee darin, zunächst nur auf der Menge Gn zu
arbeiten, denn dort sind die betrachteten Objekte jM
[n]
(631)j und #B[n] von
der kompliziert strukturierten Stoppzeit Tn entkoppelt. Mit dem Satz von
Slutzky werden wir dann die behauptete Konvergenz folgern. Der allgemeine
Fall folgt dann wegen P(Gn) ! 1, für n ! 1 direkt.
Beweis: Nach Konstruktion gilt
jM
[n]
(631)j = Y
C
Tn R und #B
[n]   1 = Y
C
Tn R(E):4.1 Der Hauptsatz 49
Sofern nicht anders dargestellt, wollen wir uns fortan auf der Menge Gn be-
wegen. Gegeben dieser Information gilt dann für alle n 2 N
Y
C 

t 
n  R 
  jM
[n]
(631)j  Y
C 

t+
n R 
 (90)
also für n 2 e N
logY
C 

t 
n  R 

logn

logjM
[n]
(631)j
logn

Y
C 

t+
n R 

logn
(91)
und auch
#B
[n]   1 = Y
C 

t 
n  R 
 (E
 
 ): (92)
Wir erkennen, dass die behauptete Aussage
 
logjM
[n]
(631)j
logn
;#B
[n]
!
d  ! (U; 1 + YUE)
schon folgt, wenn die folgende Konvergenz gilt
0
@
logY
C 

t 
n  R 

logn
;
logY
C 

t+
n R 

logn
;Y
C 

t 
n  R 
 (E
 
 )
1
A d  ! (U; U; YUE); (93)
für n ! 1. (Dabei sind Y;E und U wie im Hauptsatz gewählt).
Um den Satz von Slutzky anzuwenden, zeigen wir nun für das Tripel
0
@
logY
C 

t 
n  R 

logn
;
logY
C 

t+
n R 

logn
; Y
C 

t 
n  R 
 (E
 
 )
1
A =

AnU; BnU; Y
C 

t 
n U(E
 
 )

; (94)
mit U  unif[0;1]; An
P  ! 1 und Bn
P  ! 1, für n ! 1.
Hier taucht nun zum ersten Mal die ZV U auf, die der Komponente R 

entspringt. Nach Lemma 4.1.2 gilt R 
  unif[0;t 
n], also auch t 
n   R 
 
unif[0;t 
n] und wir setzen
U :=
t 
n   R 

t 
n
; (95)
für n 2 e N. Dann ist U  unif[0;1].
Wir wollen jede Komponente des Tripels in eine Darstellung bringen, in der
der Quotient
t 
n  R 

t 
n auftaucht, der dann durch U ersetzt werden kann.50 4 DIE LETZTE VERSCHMELZUNG IM BSC
1. Komponente:
logY
C 

t 
n  R 

logn
=
t 
n
logn
t 
n   R 

t 
n | {z }
=U
logY
C 

t 
n  R 

t 
n   R
 

= AnU;
mit
An :=
t 
n
logn
logY
C 

t 
n  R 

t 
n   R
 

;
für alle n 2 e N: Nach Lemma 4.1.4 folgt
t 
n
logn
 ! 1; und
logY
C 

t 
n  R 

t 
n   R
 

P  ! 1;
für n ! 1, also gilt trivialerweise auch An
P  ! 1:
2. Komponente: Wir bemerken zunächst, dass für n ! 1 gilt
t+
n   R 

t+
n
=
t 
n   R 

t 
n
(1 + o(1));
was durch einfaches Nachrechnen folgt und letztlich an der asympotischen
Gleichheit von t 
n und t+
n liegt. Damit schließen wir analog
logY
C 

t+
n R 

logn
=
t+
n
logn
t+
n   R 

t+
n | {z }
=(1+o(1))U
logY
C 

t+
n R 

t+
n   R
 

= BnU;
mit
Bn :=
t+
n
logn
logY
C 

t+
n R 

t+
n   R
 

(1 + o(1));
womit wieder nach Lemma 4.1.4 die Konvergenz Bn
P  ! 1 folgt.
3. Komponente: Die Behauptung
Y
C 

t 
n  R 
 (E
 
 ) = Y
C 

t 
n U(E
 
 )
folgt direkt. Also gilt (94).
Mit den obigen Notationen bleibt folgende Verteilungskonvergenz zu zeigen

AnU; BnU; Y
C 

t 
n U(E
 
 )

d  ! (U; U; YUE): (96)
Nach dem Satz von Slutzky folgt dies bereits, wenn für n ! 1 gilt4.1 Der Hauptsatz 51
(a)
d2

AnU; BnU; Y
C 

t 
n U(E
 
 )

;

U; U; Y
C 

t 
n U(E
 
 )

P  ! 0: (97)
(b) 
U; U; Y
C 

t 
n U(E
 
 )

d  ! (U; U; YUE): (98)
Hierbei bezeichnet d2 : R3 ! R die gewöhnliche euklidische Metrik im R3.
(a) folgt nach einer einfachen Abschätzung. An und Bn konvergieren stochas-
tisch gegen 1. Sei dann " > 0. Da U  unif[0;1] gilt
P

d2
h
AnU; BnU; Y
C 

t 
n U(E
 
 )

;

U; U; Y
C 

t 
n  U(E
 
 )
i
 "

= P

U
 
(An   1)
2 + (Bn   1)
2 1
2  "

 P
 
(An   1)
2 + (Bn   1)
2 1
2  "

= P
 
(An   1)
2 + (Bn   1)
2  "
2
 P

(An   1)
2 
"2
4

[

(Bn   1)
2 
"2
4

 P

jAn   1j 
"
2

+ P

jBn   1j 
"
2

n!1  ! 0:
Da " > 0 beliebig gewählt war folgt (a).
Zu (b): Nach Lemma 4.1.5 gilt t 
ne E 
  E ^ t 
n. Für einen standard Yule-
Prozess Y mit Y;(E;E 
 ) unabhängig folgt dann
Y
t 
n e E 
  YE^t 
n (99)
direkt durch Bedingen auf einen festen Zeitpunkt. Wir erinnern außerdem an
Lemma 4.1.3. Für den i-ten Abkömmling (i 2 N) gilt
(Y
i
t (E
 
 ))t0  (Y
e E 
 t)t0;
mit Y  Yule(1) und Y;E 
 unabhängig.
Nach Konstruktion waren C 
 und R 
 abhängig. Also auch C 
 und U. Al-
lerdings bleibt (Y i)i2N;E 
 ;(C 
 ;U) unabhängig.
Sind auch Y;(E 
 ;E);(C 
 ;U) unabhängig, so folgt für k 2 N; A;B 2
B([0;1]); und D := A \ B:
P

U 2 A; U 2 B; Y
C 

t 
n U(E
 
 ) = k

=
Z
R2
P

U 2 D; Y
C 

t 
n U(E
 
 ) = k
 
 (C
 
 ;U) = (i;u)

dP(C 
 ;U)((i;u))52 4 DIE LETZTE VERSCHMELZUNG IM BSC
=
Z
R2
1D(u)P

Y
i
t 
n u(E
 
 ) = k

dP(C 
 ;U)((i;u))
=
Z
R2
1D(u)P

Y
e E 
 t 
n u = k

dP(C 
 ;U)((i;u))
(99)
=
Z
R2
1D(u)P

Y(E^t 
n )u = k

dP(C 
 ;U)((i;u))
=
Z
R2
P

U 2 D; Y(E^t 
n )U = k
   (C
 
 ;U) = (i;u)

dP(C 
 ;U)((i;u))
= P

U 2 A; U 2 B; Y(E^t 
n )U = k

:
Das Minimum lässt sich wieder leicht wegdiskutieren
P

U 2 A; U 2 B; Y(E^t 
n )U = k

= P
 
U 2 A; U 2 B; YEU = k; E  t
 
n

+ P
 
U 2 A; U 2 B; Yt 
n U = k; E > t
 
n

n!1  ! P (U 2 A; U 2 B; YEU = k);
da t 
n ! 1 f:s: für n ! 1. Damit gilt auch (b).
Gegeben der Information Gn folgt somit die Konvergenz
 
logjM
[n]
(631)j
logn
; #B
[n]
!
d  ! (U; 1 + YUE)
und wir bemerken, dass Y;U;E im Beweis unabhängig gewählt waren.
Damit folgt aber auch direkt der allgemeine Fall, wegen
P(Gn)
n!1  ! 1:
Also ist der Hauptsatz vollständig bewiesen.
4.1.4 Beweise der Hilfslemmata
Beweis von Lemma 4.1.2: Zunächst die Verteilung von R 
 . Gegeben
fPt 
n = 0g, gilt die Behauptung nach Konvention.
Sei deshalb im Folgenden Pt 
n 2 N. Wir interpretieren die Geburtszeitpunkte
des ersten Individuums (1) wieder als die Erneuerungspunkte R1;:::;RP
t 
n
eines homogenen standard Poisson-Prozesses und erinnern an folgendes be-
kanntes Resultat:4.1 Der Hauptsatz 53
 Gegeben fPt 
n = mg ist der Zufallsvektor (R1;:::;Rm) verteilt die Ord-
nungsstatistiken (U(1);:::;U(m)) von m unabhängigen unif[0;t 
n] ver-
teilten ZVn U1;:::;Um.
D.h. gegeben fPt 
n = mg ist ein uniform - vom Immigrationsprozess un-
abhängig - gewählter Erneuerungspunkt unif[0;t 
n] verteilt. Dieses uniforme
Wählen wird nach Konstruktion durch die Lebenszeiten beschrieben. Da au-
ßerdem m beliebig gewählt war, folgt für k 2 [0;t 
n]
P(R 
  k) =
1 X
m=0
P(R 
  kjPt 
n = m)P(Pt 
n = m) =
k
t 
n
1 X
m=0
P(Pt 
n = m) =
k
t 
n
:
Analog lässt sich R+
  unif[0;t+
n] beweisen.
Beweis von Lemma 4.1.3: Seien (Y i)i2N die Abkömmlinge unserer Kon-
struktion. Zunächst zeigen wir für deterministische Werte i 2 N und u 2
[0;1), dass gilt
(Y
i
t (u))t0  (Ye ut)t0; (100)
mit Y  Yule(1).
D.h. ein bei u ausgedünnter standard Yule-Prozess ist verteilt wie ein (nicht
ausgedünnter) standard Yule-Prozess, der anstatt bei t zur früheren Zeit e ut
ausgewertet wird.
Nach Konstruktion von Y i beschreiben die Geburten jedes Individuums einen
homogenen standard Poisson-Prozesses (P.P.). Dessen Intensität beträgt  =
1, d.h. das entsprechende Intensitätsmaß ist das konventionelle Lebesgue-
maß . Nach unserer Konstruktion ist wieder jedes Individuum mit einer
exp(1)-verteilten Lebenszeit versehen (alle diese ZVn sind unabhängig). Da
wir ausschließlich den ausgedünnten Prozess betrachten und sich alle Indivi-
duen voneinander unabhängig entwickeln, erinnern wir an folgendes Vorge-
hen: Anstatt den Prozess erst aufzubauen und im nachhinein auszudünnen,
entscheiden wir direkt an jedem Erneuerungspunkt, ob ein Individuum tat-
sächlich gebiert (falls die angefügte ZV E einen Wert größer u annimmt) oder
aber doch kein Nachkomme geboren wird (E  u). Wir setzen
p := P(E > u) = e
 u:
Interpretieren wir die Entwicklung eines Individuums als markierten P.P.,
so ergibt sich dessen Intensitätsmaß nach gängigen Resultaten als p, d.h.
auch dieser P.P. ist homogen mit Intensität e  = e u. Für die Gesamtheit der
Individuen bedeutet dies
(Y
i
t (u))t0  Y ule(e
 u): (101)54 4 DIE LETZTE VERSCHMELZUNG IM BSC
Wir können nun zeigen, dass die endlich dimensionalen Verteilungen von
(Y i
t (u))t0 und (Ye ut)t0 übereinstimmen, womit die Zwischenbehauptung
(100) bewiesen wäre. Für n 2 N seien dazu t1;:::;tn 2 R
+
0 mit t1 <  < tn
sowie k1;:::;kn 2 N mit k1 <  < kn. Da Yule-Prozesse insbesondere
Markov-Prozesse sind folgt unter Ausnutzung von Lemma 2.2.5
P(Y
i
tn(u) = kn;:::;Y
i
t1(u) = k1)
= P(Y
i
tn(u) = kn jY
i
tn 1(u) = kn 1)  :::  P(Y
i
t1 = k1)
(101)
=

kn   1
kn 1   1

e
 e u(tn tn 1)(1   e
 e u(tn tn 1))
kn kn 1
:::  e
 e ut1(1   e
 e ut1)
k1 1
Y Y ule(1)
= P(Ytne u = kn jYtn 1e u = kn 1)  :::  P(Yt1e u = k1)
= P(Ytne u = kn;:::;Yt1e u = k1):
Also gilt (100). Damit können wir nun zeigen

Y
C 

t (E
 
 )

t0


Y
e E 
 t

t0
;
mit Y  Yule(1) und Y;E 
 unabhängig. Oﬀensichtlich sind die Prozesse
càdlàg, also geben wir uns ein B 2 B(DR[0;1)) vor.
Falls Pt 
n = 0 ist, gilt nach Konvention C 
 = 0: In diesem Fall setzen wir
auch
Y
C 
 (u) := Y
1(u):
Wegen der Unabhängigkeiten folgt dann
P(Y C 
 (E 
 ) 2 B) =
Z
R
P
t 
n X
i=0
P(Y C 
 (E 
 ) 2 B jE 
 = u; C 
 = i)P(C 
 = i)dPE 
 (u)
Y i;C 
 ;E 
 u.a.: =
Z
R
P
t 
n X
i=0
P(Y i(u) 2 B)P(C 
 = i)dPE 
 (u)
(Y i)i2N i.i.d.: =
Z
R
P(Y 1(u) 2 B)dPE 
 (u)
(100)
=
Z
R
P ((Ye ut)t0 2 B)dPE 
 (u)
Y;E 
 u.a.: =
Z
R
P

(Y
e E 
 t)t0 2 B

  E 
 = u

dPE 
 (u)
= P

(Y
e E 
 t)t0 2 B

:4.1 Der Hauptsatz 55
Damit gilt (84). Analog folgt auch (85).
Beweis von Lemma 4.1.4: Wir beginnen mit dem Beweis von (i) und (ii).
Dabei zeigen wir zunächst, dass für einen standard Yule-Prozess Y = (Yt)t0
für t ! 1 gilt
logYt
t
 ! 1 f:s: (102)
Wegen Lemma 2.2.9 gilt
Yt
et  ! E f:s: (103)
mit E  exp(1). Damit folgt
logYt   t = log

Yt
t

 ! log(E) f:s:
also
Yt   t
t
 ! 0 f:s:
Dies liefert die Zwischenbehauptung.
Im weiteren betrachten wir eine Folge (Vn)n2N R+-wertiger ZVn. Diese heiße
(stochastisch) konvergent gegen unendlich, falls für alle K 2 R gilt
P(Vn > K)  ! 1; für n ! 1: (104)
Wir wollen nun für eine solche Folge (Vn)n2N zeigen
logYVn
Vn
P  ! 1: (105)
Wir setzen X(t) :=
logYt
t .
Da Vn
P  ! 1, existiert zu jeder Teilfolge (Vnk)k2N von (Vn)n2N eine Teilteil-
folge (Vnk`)`2N mit
Vnk`  ! 1 f:s: für ` ! 1:
Da auch X(t)
t!1  ! 1 f:s: folgt
X(Vnk`)  ! 1 f:s: für ` ! 1:
Damit folgt aber (105) nach dem bekannten Teilfolgenprinzip.56 4 DIE LETZTE VERSCHMELZUNG IM BSC
Setzen wir e Vn := t 
n   R 
 für alle n 2 N, so haben wir noch zu zeigen, dass
(e Vn)n2N stochastisch gegen unendlich konvergiert. In Lemma 4.1.2 hatten wir
R 
  unif[0;t 
n] gezeigt. Sei nun z 2 R
+
0 gegeben, dann folgt
P(e Vn  z) = P(R
 
  t
 
n   z) =
t 
n  z Z
0
1[0;t 
n ](x)
1
t 
n
d(x)
=
(
t 
n  z
t 
n für t 
n > z;
0 sonst:
n!1  ! 1;
weil t 
n
n!1  ! 1. Damit ist (i) bewiesen und völlig analog folgt auch (ii), wenn
wir im letzten Schritt t 
n durch t+
n ersetzten.
Behauptung (iii) ist unmittelbar einsichtig. Es gilt
t 
n
t+
n
n!1  ! 1:
Sei nun " > 0 gegeben, dann folgt direkt
P

t 
n   R 

t+
n   R
 

 1   "

= P(t
 
n  t
+
n   "t
+
n + "R
 
 )
= P("R
 
 

t 
n
t+
n
  1 + "

| {z }
n!1  ! "
t
+
n)
n!1  ! 1;
da R 
  unif[0;t 
n]: Weil " > 0 beliebig gewählt war und außerdem
t 
n   R 

t+
n   R
 

 1 f:s:
gilt, folgt die Behauptung.
Beweis von Lemma 4.1.5: Für n 2 N interpretieren wir wieder die Gebur-
ten der (1) im Intervall [0;t 
n] als die Erneuerungspunkte eines homogenen
P.P. mit Intensität  = 1. Deren Anzahl Pt 
n ist dann Poi(t 
n)-verteilt. Nach
Konstruktion ist jeder Immigrant mit einer exp(1)-verteilten Lebenszeit E
versehen. Sei u > 0. Markieren wir alle Immigranten deren Lebenszeit E  u
ist, so bilden die markierten Immigranten einen homogenen P.P. mit Intensi-
tät e  = e u. Beschreibe X die Anzahl der Erneuerungen des markierten Pro-
zesses in [0;t 
n], dann ist X  Poi(t 
ne u). Da nach Konvention gilt E 
 = 0,
falls Pt 
n = 0 folgt
P(E
 
 < u) = P(X = 0) = e
 t 
n e u( t 
ne u)0
0!
= exp( t
 
ne
 u): (106)4.1 Der Hauptsatz 57
Und damit gilt für 0 < x < t 
n
P(t
 
ne
 E 
 > x) = P

E
 
 <  log

x
t 
n

(106)
= exp
 
 t
 
ne
log

x
t 
n
!
= e
 x:
(Wir müssen x < t 
n wählen, weil die Gleichung (106) nur für u > 0 gilt.)
Andererseits ist
0 < t
 
ne
 E 
  t
 
n f:s:;
was die Behauptung liefert.
Beweis von Lemma 4.1.6: Der Beweis erfolgt in drei Schritten. Wir zeigen
(a) P(Tn 2 (t 
n;t+
n))  ! 1:
(b) P(Tn 2 (t 
n;t+
n) ; C = C 
 )  ! 1:
(c) P(Y
C 

t 
n  R 
 (E 
 ) = Y
C 

t+
n R 
 (E 
 ))  ! 1:
Aus (b) und (c) folgt dann direkt die Behauptung.
Zu (a): Wir hatten das Ereignis fTn 2 (t 
n;t+
n)g schon bei der Einführung
der Menge Gn betrachtet. Dazu hatten wir Tn =
Pn 1
i=1 (Ti+1  Ti) als Summe
von unabhängigen exponential verteilten ZV angesehen und somit
E[Tn] = logn + O(1) und Var[Tn] = O(1) (107)
gezeigt (vgl. Seite 45). D.h. es existiert ein C > 0, so dass für alle n 2 N gilt
jE[Tn]   lognj  C: (108)
Da gilt
jTn   lognj  jTn   E[Tn]j + jE[Tn]   lognj  jTn   E[Tn]j + C; (109)
folgt mit der Chebyshev-Ungleichung wegen der beschränkten Varianz
P(Tn 62 (t
 
n;t
+
n)) = P

jTn   lognj > (logn)
1
2

 P

jTn   E[Tn]j > (logn)
1
2   C


Var[Tn]

(logn)
1
2   C
2
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Also gilt (a).
Zu (b): Wir betrachten das Ereignis
fR
+
 2 [t
 
n;t
+
n]g; (110)
dass aus allen Kindern der Wurzel, die bis zum Zeitpunkt t+
n geboren werden
dasjenige mit der größten Lebenszeit im Intervall [t 
n;t+
n] geboren wird.
Dann gilt für alle n 2 N
fC 6= C
 
 ; Tn 2 (t
 
n;t
+
n)g  fR
+
 2 [t
 
n;t
+
n]g; (111)
denn wegen C 6= C 
 wird aus allen bis zur Zeit Tn geborenen Kindern das-
jenige mit der größten Lebenszeit im Intervall (t 
n;1) geboren. Andererseits
ist die Geburtszeit R von C wegen Tn 2 (t 
n;t+
n) durch t+
n beschränkt, d.h
es gilt R 2 [t 
n;t+
n] und somit hier auch R+
 2 [t 
n;t+
n]:
(Die umgekehrte Inklusion gilt natürlich nicht, weil fR 2 [t 
n;t+
n]g keine Be-
dingung an Tn stellt.)
Da nach Lemma 4.1.2 gilt R+
  unif[0;t+
n] folgt
P
 
C 6= C
 
 ; Tn 2 (t
 
n;t
+
n)

 P
 
R
+
 2 [t
 
n;t
+
n])

=
t+
n   t 
n
t+
n
n!1  ! 0:
Wegen (a) muss dann auch
P
 
C = C
 
 ; Tn 2 (t
 
n;t
+
n)
 n!1  ! 1
gelten.
Bleibt noch (c) zu zeigen. Dazu zunächst
P

Y
C 

(t 
n  R 
 )(E
 
 ) = Y
C 

(t+
n R 
 )(E
 
 )

=P

Y
e E 
 (t 
n  R 
 ) = Y
e E 
 (t+
n R 
 )

:
(112)
Nach Lemma 4.1.3 gilt (Y i
t (E 
 ))t0  (Y
e E 
 t)t0 mit Y  Yule(1) und
Y;E 
 unabhängig. Weiter fordern wir Y;E 
 ;(R 
 ;C 
 ) unabhängig. Insbe-
sondere sind die endlich dimensionalen Verteilungen gleich und weil außer-
dem (Y i)i2N;E 
 ;(R 
 ;C 
 ) nach Konstruktion unabhängig sind, folgt
P

Y
C 

(t 
n  R 
 )(E
 
 ) = Y
C 

(t+
n R 
 )(E
 
 )

=
Z
R2
P

Y
i
(t 
n  t)(E
 
 ) = Y
i
(t+
n t)(E
 
 )

dP(C 
 ;R 
 )((i;t))
=
Z
R2
1 X
m=1
P

Y
i
(t 
n  t)(E
 
 ) = m; Y
i
(t+
n t)(E
 
 ) = m

dP(C 
 ;R 
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=
Z
R2
1 X
m=1
P

Y
e E 
 (t 
n  t) = m; Y
e E 
 (t+
n t) = m

dP(C 
 ;R 
 )((i;t))
=
Z
R2
P

Y
e E 
 (t 
n  t) = Y
e E 
 (t+
n t)

dP(C 
 ;R 
 )((i;t))
= P

Y
e E 
 (t 
n  R 
 ) = Y
e E 
 (t+
n R 
 )

:
Weiter ist R 
  unif[0;t 
n] und wir hatten uns schon überlegt, dass dann gilt
U =
t 
n   R 

t 
n
; (113)
mit U  unif[0;1]; für alle n 2 e N. (vgl.(95))
Außerdem gilt nach Lemma 4.1.5 8n 2 e N
e
 E 
 
E ^ t 
n
t 
n
; (114)
mit E  exp(1).
Dabei bleiben Y;U und E nach Konstruktion unabhängig. Aus (113) und
(114) folgt nun für n 2 e N direkt

e
 E 
 (t
 
n   R
 
 ); e
 E 
 (t
+
n   R
 
 )



U(E ^ t
 
n); U(E ^ t
 
n)
t+
n   R 

t 
n   R
 


:
(115)
Damit können wir an die letzte Gleichung anknüpfen und erhalten mit der
üblichen Unabhängigkeitsargumentation durch Bedingen
P

Y
C 

(t 
n  R 
 )(E
 
 ) = Y
C 

(t+
n R 
 )(E
 
 )

= P

Y
e E 
 (t 
n  R 
 ) = Y
e E 
 (t+
n R 
 )

= P
 
YU(E^t 
n ) = Y
U(E^t 
n )
t+
n  R 

t 
n  R 

!
:
Setzen wir für n 2 e N
An :=
t+
n   R 

t 
n   R
 

; (116)
so folgt nach Lemma 4.1.4, dass An
P  ! 1 gilt.
Wir haben noch zu zeigen
P

YU(E^t 
n ) = YU(E^t 
n )An

 ! 1; für n ! 1: (117)60 4 DIE LETZTE VERSCHMELZUNG IM BSC
Dafür zeigen wir
P (YUE = YUEAn)  ! 1; für n ! 1: (118)
Wegen t 
n ! 1 f:s: für n ! 1 folgt dann (117) aus
P

YU(E^t 
n ) = YU(E^t 
n )An

= P
 
YUE = YUEAn ; E  t
 
n

+ P
 
YUt 
n = YUt 
n An ; E > t
 
n

| {z }
n!1  ! 0
n!1  ! 1:
Für (117) nutzen wir nun An
P  ! 1. Wegen der Unabhängigkeit von U;E
und Y folgt durch Anwendung des Satzes von der majorisierten Konvergenz
lim
n!1P(YUE = YUEAn)
= lim
n!1
Z
R2
P(YUE = YUEAn jU = u;E = x)dP(E;U)(x;u)
= lim
n!1
Z
R2
P(Yux = YuxAn jU = u;E = x)dP(E;U)(x;u)
=
Z
R2
lim
n!1P(Yux = YuxAn)dP(E;U)(x;u)
=
Z
R2
2
4 lim
n!1
Z
R
P(Yux = YuxAn jAn = t)dPAn(t)
3
5dP(E;U)(x;u)
=
Z
R2
2
4 lim
n!1
Z
R
P(Yux = Yuxt)
| {z }
2Cb
dPAn(t)
3
5dP(E;U)(x;u)
=
Z
R2
2
4
Z
R
P(Yux = Yuxt)dP1(t)
3
5dP(E;U)(x;u)
=
Z
R2
P(Yux = Yux)
| {z }
=1
dP(E;U)(x;u) = 1:
Dass f(t) := P(Yux = Yuxt) 2 Cb ist hatten wir in Lemma 2.2.6 gezeigt.
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4.2 Folgerungen
Folgerung 1:
Die gemeinsame Konvergenz im Hauptsatz erlaubt uns natürlich Aussagen
folgender Art zu treﬀen:
Lemma 4.2.1. Sei BSC[n] ein Bolthausen-Sznitman Koaleszent restringiert
auf [n]. Gegeben das Ereignis f#B[n] = 2g gilt für n ! 1
logjM
[n]
(631)j
logn
d  ! V; (119)
wobei V die Dichte f(x) = 1
(1+x)log21[0;1](x) besitzt.
Bemerkung: Die Dichte f ist auf dem Intervall [0;1] oﬀenbar konvex und
streng monoton fallend. Wir sollten also tendenziell einen Wert nahe bei 0
annehmen. Gegeben f#B[n] = 2g gilt dann für großes n näherungsweise
jM
[n]
(631)j  n
V; (120)
d.h. mit dieser Zusatzinformation sollte jM
[n]
(631)j (noch) kleiner sein. Dies wür-
den wir auch intuitiv erwarten, denn betrachten wir den letzten Abkömmling
der Baumkonstruktion, so bedeutet f#B[n] = 2g, dass unmittelbar vor der
ﬁnalen Kollision schon alle Kanten innerhalb dieses letzten Abkömmlings
geschnitten wurden. Dies wird um so unwahrscheinlicher, je größer der Ab-
kömmling ist, wenn man bedenkt, dass kein Kantenschnitt bevorzugt ist.
Also sollte der Abkömmling eher klein sein.
Beweis: Sei k 2 [0;1]. Mit den Notationen des Hauptsatzes folgt zunächst
nach Lemma 2.2.8, dass P(YUE = 1) = log2 gilt. Für deterministisches z  0
ist andererseits Yz  geo(e z). Wir verwenden also den Hauptsatz und durch
kanonisches Bedingen und unter Ausnutzung des Satzes von Fubini folgt:
P
0
@
logjM
[n]
(631)j
logn
 k

 
 

#B[n] = 2
1
A =
P

logjM
[n]
(631)j
logn  k; #B[n] = 2

P(#B[n] = 2)
n!1  !
P(U  k; YUE = 1)
P(YUE = 1)
| {z }
log2
=
1
log2
Z
R2
P(U  k;YUE = 1jU = u;E = x)dP(U;E)(u;x)62 4 DIE LETZTE VERSCHMELZUNG IM BSC
=
1
log2
k Z
0
0
@
1 Z
0
P(Yux = 1)e xd(x)
1
Ad(u)
=
1
log2
k Z
0
0
B
@
1 Z
0
e x(1+u)
z }| {
e ux(1   e ux)0e x d(x)
1
C
A
| {z }
1
1+u
d(u) =
k Z
0
1
(1 + u)log2
d(u):
Mit dem Eindeutigkeitssatz folgt die Behauptung.
Folgerung 2:
Diese Aussage bezieht sich auf den Zeitpunkt der letzten Kollision eines
BSC[n]. Dieser sei 8n 2 N mit An bezeichnet. Also ist
An = inf
n
t  0j BSC
[n]
t = 1
o
: (121)
Dann gilt das folgende Lemma.
Lemma 4.2.2. Für n ! 1 gilt
An   loglogn
d  !  logE; (122)
mit E  exp(1).
Für eine sehr große Blockanzahl gilt also näherungsweise
An  loglogn   logE = loglog

n
1
E

: (123)
D.h. die Zeitpunkt der letzten Verschmelzung ist asymptotisch nur von der
Größenordnung loglogn. Wir werden nur sehr kurze Zeit warten müssen, bis
wir uns im Zustand von nur noch einem Block beﬁnden.
Beweis: In Analogie zur Notation im Hauptbeweis gilt: An = E. Die Aus-
sage ist damit lediglich eine Folgerung von Lemma 4.1.5. Wir erinnern
t
 
ne
 E 
  E ^ t
 
n;
mit E  exp(1): Um es anwenden zu können haben wir noch E durch E 
 zu
ersetzen. Das ist insbesondere wieder auf unserer Menge Gn möglich. Gegeben
Gn folgt dann aber direkt
log(E ^ t
 
n)  logt
 
ne
 E 
 = logt
 
ne
 E4.2 Folgerungen 63
= logt
 
n + loge
 E = log

logn   (logn)
1
2

  E
= log(logn)
1
2 + log

(logn)
1
2)   1

| {z }
log(logn)
1
2 +o(1)
 E
= loglogn + o(1)   E:
) E   loglogn   log(E ^ t
 
n) + o(1)
n!1  !  logE f:s: (124)
Wegen P(Gn) ! 1 für n ! 1 folgt dann die allgemeine Behauptung.
Folgerung 3:
Wir betrachten nun noch kurz eine Konstruktion die auf Janson (vgl.[11])
zurückgeht. Sei ein zufälliger rekursiver Baum mit n Knoten gegeben und
jede Kante e mit einer ZV e versehen. Diese seien i.i.d. mit kontinuierlicher
Verteilung und damit paarweise verschieden. Weiter nennen wir e einen Re-
kord, wenn es den größten Wert aller angefügten ZVn von der Wurzel bis zu
sich selbst annimmt. Dann ist die Verteilung der Anzahl der Rekorde gleich
der Verteilung der Anzahl der Schnitte, die nötig sind, um in unserem kon-
ventionellen Baummodell durch das Abholzverfahren die Wurzel zu isolieren.
Denn durchlaufen wir die der Größe nach abfallend angeordneten Rekorde,
so entspricht das einem uniformen Auswählen der Kanten, da alle e i.i.d.
sind. Nichts anderes geschieht aber beim Abholzprozedere.
Insbesondere sind deﬁnitionsgemäß alle Kanten der Wurzel mit Rekorden
versehen und der kleinste aller Rekorde  hängt immer an einer Kante, die
an die Wurzel ragt.
Sei nun die Größe #A[n] des maximalen Teilbaums, dessen einzig enthaltener
Rekord der Kleinste  ist.
Identiﬁzieren wir also  mit der im Abholzprozess zuletzt geschnittenen
Kante und alle größeren Rekorde mit den entsprechenden - bis dahin schon
geschnittenen - Kanten, so entspricht die Größe #A[n] genau der Anzahl der
zum letzten Schnitt noch im Baum vorhandenen Knoten #B[n]. Mit der No-
tation aus dem Hauptsatz folgt dann
Korollar 4.2.3. Für n ! 1 gilt
#A
[n] d  ! 1 + YUE: (125)64 LITERATUR
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