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The motivation for this work is to study methods of estimating appropriate level-of-detail 
(LoD) object models by quantifying appearance errors prior to image synthesis. Visualiza-
tion systems have been developed that employ LoD objects, however, the criteria are often 
based on heuristics that restrict the form of the object model and rendering method. Also, 
object illumination is not considered in the LoD selection. This dissertation proposes an 
image-based scene learning pre-process to determine appropriate LoD for each object in a 
scene. Scene learning employs sample images of an object, from many views and with a 
range of geometric representations, to produce a profile of the LoD image error as a func-
tion of viewing distance. Signal processing techniques are employed to quantify how 
images change with respect to object model resolution, viewing distance, and lighting 
direction. A frequency-space analysis is presented which includes use of the vision sys-
tem’s contrast sensitivity to evaluate perceptible image differences with error metrics. The
initial development of scene learning is directed to sampling the object’s appearance as a




local lighting to be incorporated in the scene learning pre-process. Two methods for re-
lighting are presented that differ in accuracy and overhead; both allow properties of an 
object’s image to be computed without rendering. In summary, full-resolution objects pro-
duce the best image since the 3D scene is as real as possible. A less realistic 3D scene with 
simpler objects produces a different appearance in an image, but by what amount? My the-
sis is such can be had. Namely that object fidelity in the 3D scene can be loosened further 
than has previously been shown without introducing significant appearance change in an 
object and that the relationship between 3D object realism and appearance can be 
expressed quantitatively. 
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 CHAPTER I 
INTRODUCTION 
1.1 Motivation and Goals 
1.1.1. Outdoor Scenes 
Visualization uses computer graphics to aid in the understanding and exploration of 
many types of data, such as that from medical scanners, experimental tests, landscape 
topographic data, and the results of numerical models. Often, visualization attempts to 
realistically portray data specific to physical locations and environments, and to allow 
interactive manipulation of these for planning or other purposes. Remote sensing, land 
management, forestry, and military battlespace visualization are example disciplines that
employ simulated outdoor scenes of landscapes to evoke the sensation of being there. 
McGaughey [1] has presented a survey of application software for landscape visualization 
which, though primarily oriented to forest management, illustrates uses of environmental 
visualization. Even with ever improving speed in computer hardware and graphics algo-
rithms, faithfully rendering outdoor scenes interactively is a daunting task due to the com-
plexity found in nature. 
Complex scene content has been shown to be important for producing synthetic 
images that appear similar to real landscapes, as perceived by humans. For example, using 
the SMARTFOREST-II software [2], Daniel [3] created synthetic images with varying 















detailed scene content in forested landscape synthetic images produced responses closer to 
those observed when viewing color slides of the real location. A similar result was also 
seen in the work of Bergen [4] in which observer judgments of image quality were found
to depend on many different elements of the landscape imagery. This suggests that realism 
in many components of the scene is important. However, sufficient scene content for real-
istic images does not necessarily require fully simulating all objects and processes 
involved in producing a photographic image. 
While employing simplified scene components is a standard method in computer
graphics, the viewing conditions which allow individual objects to be simplified are often 
determined by trial-and-error or heuristic methods, and are not applicable to arbitrary 
object model representations. Quantifying when object simplifications are possible using 
an image-based analysis of visual appearance is the primary goal of this work. This is 
accomplished using signal processing techniques to first quantitatively express appearance
differences due to object approximation with an image metric employing human vision 
system (HVS) models, and second to evaluate visual appearance error as a function of 
viewing orientation, distance, and light direction, as well as object approximation. The 
final goal is to develop and implement an analysis technique as a pre-process. 
1.1.2. Realism in Image Synthesis 
Let the visual appearance of an object be defined as the following: 
Appearance: The qualitative judgment by a human of the per-
ceived error between images of different versions of 
an object. 












o bj e ct-s p a c e s c e n e, wit h s p e cifi c vi e w p oi nt, i m a g e r es ol uti o n, li g hti n g, a n d m a n y ot h er 
vi e wi n g c o n diti o ns. T h e i m a g e s y nt h e sis pr o c ess m a ps t h e c o nt e nt of t h e 3 D s c e n e t o a n 
i m a g e. T h er ef or e, it m a k es s e ns e t o c o nsi d er h o w t h e a p p e ar a n c e of a n o bj e ct is aff e ct e d 
b y t h e d e gr e e of r e alis m at w hi c h it is r e pr es e n t e d i n t h e s c e n e. B y usi n g o nl y o bj e cts t h at 
ar e, i n s o m e s e ns e, f ull-r e s ol uti o n, a n i m a g e m a y b e d efi n e d as t h e b est i m a g e r ef er e n c e 
si n c e t h e 3 D s c e n e is a s r e al as p ossi bl e. A l ess r e alisti c 3 D s c e n e, w hi c h m a y e m pl o y si m-
pl er v er si o ns of o bj e cts, or i m p ost ors, t o r e d u c e r e n d eri n g c osts, w o ul d b e e x p e ct e d t o pr o -
d u c e a diff er e nt a p p e ar a n c e i n t h e r es ulti n g i m a g e, b ut b y h o w m u c h ? M y t h e sis is s u c h 
c a n b e h a d. N a m el y t h at o bj e ct fi d elit y i n t h e 3 D s c e n e c a n b e l o os e n e d f urt h er t h a n h as 
pr e vi o usl y b e e n s h o w n wit h o ut i ntr o d u ci n g si g ni fi c a nt a p p e ar a n c e c h a n g e i n a n o bj e ct a n d 
t h at t h e r el ati o ns hi p b et w e e n 3 D o bj e ct r e alism a n d a p p e ar a n c e c a n b e e x pr e ss e d q u a ntit a -
ti v el y. 
H o w c a n t h e c o n c e pt of 3 D s c e n e r e alis m b e dis c uss e d wit h r e g ar d t o i m a g e s y nt h e -
sis ? C hi u a n d S hirl e y [ 5] d e s cri b e t w o f or ms of r e alis m f or c o nsi d er ati o n: 
 P er c e pt u al r e alis m i n w hi c h t h e s y nt h eti c i m a g e is i n disti n g uis h a bl e fr o m 
t h at w hi c h w o ul d b e s e e n b y a r e al vi e w er i n t h e r e al e n vir o n m e nt. 
 Vis c er al r e alis m, i n w hi c h t h e s y nt h eti c i m a g e is a c c e pt e d as tr ut h t hr o u g h 
t h e s us p e nsi o n of dis b eli ef b y t h e vi e w er e v e n t h o u g h i n a c c ur a ci es ar e
pr es e nt. 
P er c e pt u al r e alis m i m pli es t h at s y nt h eti c i m a g es h a v e p h ot or e alisti c f e at ur es t h at ar e tr u e -
t o-lif e, i n disti n g uis h a bl e fr o m r e al i m a g er y a n d ar e t h e r es ult of p h ysi c all y- b a s e d si m ul a -
ti o ns. S y nt h eti c i m a g e s wit h a n ar bitr ar y d e gre e of p er c e pt u al r e alis m m a y b e cr e at e d off-
li n e b y si m ul ati n g li g ht tr a ns p ort a n d ot h er p h ysi c al m e c h a nis ms, a n d r e c o nstr u cti n g r a di -
  
    
  
 
   
 




    
 
4 
ant energy incident upon an image plane in three-dimensional (3D) space. However, this is 
currently hard to realize interactively for highly complex scenes. Visceral reality relies on 
the human viewer’s ability to accept as real, or realistic, images that are not physically 
accurate but mimic key features of real images. Suspension of disbelief may be necessary 
to varying degrees, as with a cartoons or otherwise non-photorealistic images. However,
the approximations may be sufficient to appear accurate but not stand-up under closer
scrutiny when compared to more physically-accurate representations. 
Significant performance gains have been realized by simulating the expected appear-
ance of an image feature without fully implementing the underlying physical structure or 
process in the 3D scene. Phong specular shading [6], for example, is not physically based 
but is a fast, widely used technique to achieve a level of image realism that is sufficient in 
most cases to be accepted as reality. Texture mapping [6] is another example of a scene-
space approximation that mimics complex objects with images and simple 3D underlying 
shapes. If image realism is considered to be a continuum from perceptual realism, using 
the full-resolution scene description, to levels of visceral realism obtained by substituting 
approximate scene representations, then the particular interest here is to define a quantita-
tive method of judging when visceral realism in scene space, using object approximations, 
can achieve perceptual realism in the image. Though subjective, what constitutes a signifi-
cant difference may be defined in terms of this quantitative error. For example, by visually 
judging the closest acceptable viewing distance for the best LoD versio one user specifica-








   
   
  
   
 
  
    
5 
1.1.3. Multiresolution Object Impostors 
Synthesizing images with perceptual realism in outdoor scenes can be particularly 
challenging. Simply rendering all objects in the scene with full-resolution geometric rep-
resentations imposes a high computational burden, even though details in the full-resolu-
tion model may be completely lost. A useful tool for managing complex scene content in 
image synthesis exploits impostors. Impostors are simplified versions of an object which 
are in some way simplified relative to the full-resolution object. To illustrate how impos-
tors may be useful, consider Figure 1 in which a forested landscape is represented on the 
left using individual trees replicated many times to produce the forest. On the right, the 
same object (forested landscape) is represented by a forest texture impostor. One could 
certainly not mistake the impostor for the actual forest at close viewing ranges. However,
as viewing range increases, simulated by the second and third rows, the impostor is a bet-
ter approximation of the overall appearance of the forest since small elements of the tree
object are not resolvable. 
In addition to reducing computational burdens, incorporating visceral realism in 3D 
scenes will result in higher image quality. In digital images, each pixel represents an aver-
age value for the light reflected from the objects that occupies the pixel’s field-of-view.
Image synthesis estimates pixel intensity values and may undersample continuous-valued 
intensities. This can result in artifacts, or aliasing, in the image if the sampling rate is not 
sufficient for the image content. To illustrate, consider Figure 2 (a) in which a landscape 
data set is shown. The images in Figure 2 (b) were produced by rendering the landscape at 
a great viewing distance where polygons of the full-resolution mountain are projected to 
 Explicit Tree Geometry Forest Impostor Texture 
viewing distance 










very small image areas. This was followed by cropping and zooming in on the mountain 
feature to observe the effect of undersampling shown in Figure 2 (b). Note the missing 
pixels, identified by white squares, in the background and full-resolution mountain object 
highlighted in red. In the lower image, the full-resolution mountain was replaced by a sim-
plified version, highlighted in green. Note also that there are now no missing pixels in the 
mountain object. The situation improves with the larger polygons of the simplified moun-
tain feature, which are projected to larger image-plane areas as compared to the polygons 
in the full-resolution version. Effectively, the LoD mountain is a better match to the reso-
lution at which it appears in the image. While supersampling or other anti-aliasing meth-
ods may significantly reduce such artifacts, their use can further limit interactive 
rendering. In light of this phenomena, the goal of determining when simplified object 
impostors may be used in image synthesis is doubly beneficial. First, by reducing the ren-




Close-up of mountain feature




Landscape polygonal surface mesh. 
(a) (b) 
Figure 2. Scan converting small polygons. (a) Landscape surface mesh. (b) top image is
view cropped and zoomed in around the mountain. Note missing pixels. Bottom 
image in (b) is the same view with LoD mountain peak. 
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8 
dering computation burden and, secondly, reducing aliasing artifacts by matching a multi-
ple-resolution object to the image. 
Impostors may take any form but often are created in a way that is correlated to the 
level-of-detail (LoD) of observable features that are reproduced in the simplified object 
version. For example, reducing the number of polygons in a surface mesh or the number of 
points in a point rendering system are examples of creating LoD versions for reducing 
operation count and image artifacts. In order to effectively use LoD objects in image syn-
thesis, it is necessary to understand how the appearance of an object in an image changes 
when the full-resolution version is replaced by a lower LoD impostor. With few excep-
tions, such as [7], general methods that correlate object form and image content have not 
been presented, rather heuritics for relating image changes to object LoD have been 
employed. Appearance change is easily judged by a human viewer, however, expressing 
this quantitatively is difficult. 
One approach to this is the use of signal processing techniques to measure changes 
in image frequency content and then relate this to the LoD version of an object employed
to create the image. Frequency content of an image does not directly correlate to visual 
quality, however, detectable frequency differences or error, between full-resolution and 
LoD images, are limited by image resolution as well as the HVS. Therefore, by quantify-
ing LoD frequency change through image-based comparisons to the best version, a mini-
mum acceptable frequency difference may be found. This may be calibrated to a user
specification of what is an acceptable image difference. Also, frequency changes that are 
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Figure 3. 3D scene-space illumination differences. 
viewpoint 
Illuminated, more complex. Illuminated, less complex. 
light source 
resolution only. Including the perceptible frequency response of the HVS may allow more
aggressive simplifications to be used. 
1.1.4. Approximating Shading Effects 
An aspect of LoD-based image synthesis not often considered is how illumination 
may impact the amount of object simplification that is possible. As illustrated in Figure 3, 
scene and light geometry can be such that an object is completely dark, partially illumi-
nated, or illuminated by ambient light only. Projecting shaded objects to image-space
therefore makes image appearance errors illumination-dependent as well as view-depen-
dent. A primary reason for not previously considering illumination in LoD rendering is 
that, in order to estimate LoD appearance error, it is necessary to render the images before

















objects for rendering. 
Determining the physically-correct, global irradiance incident on a surface is a com-
plex process performed in 3D object space. A faster, visceral approach is often employed 
to approximate a shaded appearance with localized, per-surface values. Lambertian, or dif-
fuse, shading is easily computed using the dot product of the surface unit normal and light 
direction, followed by clamping with the maximum, or max, function, to assign a value of 
zero if the dot product is negative. Use of max removes negative irradiance values that 
arise from backfacing surfaces, relative to the light. Direct shading is often combined with 
a constant term to account for ambient light and may include higher-order terms for spec-
ular highlights. If shadows cast by the object onto itself (self shadowing) are not consid-
ered, directional lighting is essentially a visibility problem. Areas of zero direct
illumination occur because the surface is oriented away from the light source. For un-illu-
minated objects, the LoD version may be coarse since no orientation-dependent irradiance
is incident. This is true except for object silhouettes, which are a significant feature when 
judging appearance and are not considered at this time. 
A useful technique for illumination-dependent LoD should provide some knowledge
of the how image appearance changes with lighting direction before rendering. However,
the use of the max function presents a difficulty when employing signal processing tech-
niques. The essential limitation is that linear frequency space transforms, such as the Fou-
rier transform, be performed after the application of max. This is not possible since the 
image must be rendered before the transform can be performed. This is identical to prob-











which a new transform of 3D volume data is required. The approach of [8], however, is 
not a general solution in that the resulting appearance, while physically valid, is signifi-
cantly different from diffuse shading with a directional light source. 
With the image-based approach taken here, a general solution for image error due to 
diffusely shaded LoD objects should separately represent, or factor, lighting and per-pixel 
surface orientation information from sample images. In this way, expensive operations 
involving per-pixel values may be computed in the pre-process, with relatively few opera-
tions to evaluate a given light direction during normal rendering. This is the reason for the 
difficulty associated with pre-computing linear image transformations - the effect of the 
max function cannot be pre-computed. Through signal processing techniques, per-pixel 
surface orientation, instead of intensity, could be incorporated to account for reduced reso-
lution with distances. Additionally, HVS frequency sensitivity can also be included. The 
process of characterizing a scene with sample images in this way is hereby defined as 
scene learning since the essential goal is to quantify, or learn, the effect of a scene-space 
parameter on the visual appearance in image-space, but as a function of the scene-space 
parameter. The scene space parameter of specific interest here is the LoD object version to 
select. 
1.2 The Contributions of this Work 
The research presented in this dissertations contributes to the fields of visualization 
and computer graphics by developing scene learning techniques to characterize, quantita-
tively, 3D scene approximate appearance. Three significant contributions have resulted 




         




 D e v el o p m e nt of a s c e n e l e a r ni n g t e c h ni q u e  f or a p p e ar a n c e m at c hi n g. 
D efi n e a p p e ar a n c e  as a q u alit ati v e j u d g m e nt b y a h u m a n of err or i n m ulti -
r e s ol uti o n L o D o bj e ct i m a g es. Pr o p os e a q u a ntit ati v e m e as ur e of L o D 
i m a g e a p p e ar a n c e. 
 I n c o r p o r ati n g ill u mi n ati o n i nt o s c e n e l e a r ni n g  t hr o u g h a p pr o xi m ati o n 
of diff us e s h a di n g a p p e ar a n c e. Pr e s e nt a n o v el s h a di n g t e c h ni q u e w hi c h 
f a ct ors li g hti n g a n d g e o m etr y. 
 E x pl o r ati o n of li n e a r r efl e cti o n e q u ati o ns  usi n g alt er n at e b asis f u n cti o ns 
t o f a ct or li g hti n g a n d g e o m etr y a n d t o i n c or p or at e a d diti o n al h u m a n visi o n 
c h ar a ct eristi c s i n err or m e as ur e. 
1. 2. 1. C o nt ri b uti o n 1: S c e n e L e a r ni n g E r r o r P r ofil e 
T h e  s c e n e  l e ar ni n g  c o n c e pt  is  ill ustr at e d  i n Fi g ur e  4 .  A  pr e- pr o c ess  st e p  pr o d u c es 
i m a g es fr o m m ulti pl e vi e w p oi nts, as ill ustr at e d i n Fi g ur e 4  ( a), a n d i m pl e m e nts t h e a n al y-
sis  d e s cri b e d  i n  t h e  pr e vi o us  s e cti o n,  usi n g  a n y  i m a g e  s y nt h esis  m et h o d.  T his  cr e at e s  a 
vi e w- d e p e n d e nt L o D  e rr or  pr ofil e   f or  t h e  o bj e ct,  t o  b e  us e d  d uri n g  n or m al  r e n d eri n g. 
D e pi ct e d i n Fi g ur e 4  ( b), L o D v ersi o ns, i n di c at e d b y a c c o m p a n yi n g i c o ns i n r e d f or hi g h er 
c o m pl e xit y  a n d  gr e e n  f or  l o w er,  c a n  m ai nt ai n  i m a g e fr e q u e n c y  diff er e n c e s l ess  t h a n a 
s p e cifi e d  a m o u nt  f or  a  vi e wi n g dist a n c e.  U nli k e  pr e vi o us  w or k  i n [ 7],  fr e q u e n c y  diff er-
e n c e is m e as ur e d usi n g i m a g e s of L o D o bj e ct v er si o ns a s c o m p ar e d t o i d e nti c al i m a g es 
usi n g t h e f ull-r es ol uti o n o bj e ct. A n a d diti o n al k e y c o ntri b uti o n is t h at t h e fr e q u e n c y diff er -
e n c e  e m pl o ys  fr e q u e n c y- s p a c e  filt eri n g  a n d  a c o ntr ast  s e nsiti vit y  m o d el  of  t h e  H V S  t o 
a c c o u nt f or c h a n g es i n p er c e pti bl e fr e q u e n c y diff er e n c e as a f u n cti o n of vi e wi n g dist a n c e. 
1. 2. 2. C o nt ri b uti o n 2: I n c o r p o r ati n g Ill u mi n ati o n 
T h e  a n al ysis  c o n c e pt   d es cri b e d  i n S e cti o n 1. 1. 4   is  d e v el o p e d  t o  i n c or p or at e  a  dir e c-
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Relate appearance to LoD. 
-
Multiple sample views. 





(a) LoD Error Profile. (b) Match LoD before rendering. 





tional light source and diffuse shading into the LoD error estimation used during normal 
rendering. The development adapts advances in previous work to simulate diffuse-like 
hemispherical reflection without using the max function. A novel, alternative image re-
lighting method is presented that better emulates the appearance of diffuse shading, 
referred to as the Gamma Corrected Hemispherical Shading (GCHS) method. This 
method employs sample images to capture surface orientation and allows view-dependent 
re-shading. A significant contribution is a straightforward technique to reduce the apparent 
differences between images produced with hemispherical shading, without max clamping, 
and normal diffuse images with max. This allows the Fourier transform to be computed in 
the pre-process, and frequency-space shading to be completed at normal rendering time. 
1.2.3. Contribution 3: Exploring Linear Reflection 
While the previous contribution develops lighting-dependent LoD selection using 
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limited to simulating diffuse shading appearance. To better approximate more general 
reflection functions, an alternative linear form of the reflection equation is explored. The 
notion of image-based re-illumination with basis images is still employed, however, rather 
than the GCHS polynomial basis, spherical harmonics evaluated with per-pixel surface 
orientation form the basis set. This spherical harmonic basis is the spherical analog to the 
Fourier basis on a sphere and allows arbitrarily close function approximations through 
increasing numbers of terms in a series expansion. A novel application of a spherical har-
monic reflection equation, was implemented to simulate perceptual luminance transforms 
at rendering time, is also presented. Non-linear luminance transformations are often 
employed by image metrics, as in [9], to include characteristics of the HVS and display 
characteristics (including tonal operators), and are usually applied to the shaded image. 
Using the spherical harmonics basis, the non-linear transform may be expressed in the 
reflection function and is implicitly accounted for through the series coefficients. This 
extension of scene learning to re-lighting is explored with an analysis similar to that for 
GCHS. 
1.2.4. Relevance 
A large body of work has and is being developed using polygonal models that are 
continuously adapted to image resolution. One may question why static LoD models 
should receive further attention for use in modern image synthesis. In response, consider
how objects are often employed as instances in image synthesis where many copies of a 
single object, such as a tree, are scaled, rotated and replicated to form the larger scene, 







    
 




versions of an object suitable for given viewing distances since mesh refinement would be 
required for each instance copy. Even if mesh refinement is employed, methods often start 
from a high or low resolution version and perform modifications for LoD refinement 
based on an object’s projected pixel size. If a small number of initial polygonal models are 
maintained and matched to image resolution, fewer refinement or simplification opera-
tions may be required. Other important image properties may be pre-computed with scene 
learning, such as average illumination level. 
1.3 Order of Presentation
 Scene learning concepts, research, and developments will be presented in three
parts: development of the view-dependent LoD error profile, with viewing distance and 
resolution effects, development of diffuse appearance simulation with GCHS, and the 
exploration of spherical harmonic shading equations. Before proceeding with the develop-
ment, a literature review follows in Chapter II which provides a brief survey of relevant 
LoD object rendering and modeling work, image metrics, and frequency-space shading. 
Since scene learning is developed as an image-based analysis, it is flexible in the type of 
rendering methods and scene representations that may be employed. 
Chapter III describes an analysis of how perspective images are formed and how this
is employed to quantify appearance difference due to reduced resolution LoD version. A 
relationship is developed between image pixel density, viewing distance, object projection, 
and expected image error due to LoD approximations. An image error metric is then
described that incorporates perceptual features to allow increased image error, beyond 
physically-based resolution limits, in digital images. This is done by incorporating the 










visual spatial frequency response to modulate resolvable spatial frequency content. The 
result of the scene learning process is then an error profile data set for an object and LoD 
approximations that is referenced during normal rendering. Examples are presented to 
illustrate the multirate filtering methods and error metrics developed. 
Chapter IV presents a straightforward but novel method to approximate the appear-
ance of an illuminated object with diffuse reflection using a linear equation. The method 
estimates illumination in image synthesis prior to rendering by employing a physically-
based reflection function (hemispherical reflection) which, though linear, has an appear-
ance significantly different from most diffusely shaded images. A modification is then 
presented which still allows linear shading but can greatly reduce the disparity with nor-
mal diffuse shading. Specifically, a pre-processing step is described in which a linear 
image basis is developed and a lighting-independent formulation defined. During normal 
rendering, image quantities for arbitrary light directions can be found without rendering. 
The method is demonstrated for estimating LoD object selection error prior to rendering. 
The pre-rendering illumination method presented in Chapter IV has unique advan-
tages but is currently limited to diffuse reflection. In Chapter V, removing this limitation in 
scene learning is employed using a frequency-space expansion similar to the Fourier trans-
form to approximate the reflection function to any desired accuracy. A pre-processing step 
is developed in which illumination and scene geometry are factored and the rendering 
equation expressed as a linear system with spherical harmonics. Finally, Chapter VI pre-












 CHAPTER II 
LITERATURE REVIEW 
2.1 LoD in Image Synthesis 
Prior to the development of the scene learning process, this chapter reviews several 
types of LoD image synthesis methods and object models that have been presented in the 
literature. A brief review of work pertinent to LoD appearance measurement with image 
error metrics is also given. Finally, related work useful for incorporating lighting direction 
in LoD error profiles is described. Previous research in realistic computer graphics [10, 
11] have proposed that a hierarchy of scale exists in complex environments which may be 
employed to optimize image synthesis algorithms with simplified objects. Full-resolution 
objects define a reference geometry representing finer details due to surface structure and 
origination variations. A complex object such as a tree has detailed leaf, branch and bark 
structure, however, when viewed from a distance individual object features components 
merge, as illustrated in Figure 1. Simplifying non-manifold objects, such as a tree, often 
requires hand-crafting. However, several LoD methods have been presented, primarily for 
the polygonal surface mesh, to automatically create simplified object representations, pos-
sibly with object-space error measures, to produce a hierarchy of objects with varying 















2.1.1. Hierarchical Rendering 
An early implementation of hierarchical rendering is described by Becker and Max 
[12] to overcome inconsistencies associated with blending object surface details existing 
at different scales. They present a view-dependent method to transition between bump 
maps, displacement maps, and bidirectional reflection distribution functions (BRDF) rep-
resentations mapped to underlying polygon geometry as with texture mapping. The transi-
tion threshold is a function of projected screen-space size of an object-space feature, the 
maximum spatial frequency in object-space. Multiple LoD versions of bump and displace-
ment maps, each with a limited frequency range and transition region, are also imple-
mented. 
Becker and Max simulate surface detail at several levels by mapping, however, the 
underlying structure of the object is still a polygonal mesh. Funkhouser and Sequin [13] 
extend the hierarchical representations and describe an adaptive algorithm for interactive
display of complex architectural environments. They demonstrate a method to compro-
mise image quality with LoD representation and cheaper rendering, i.e., more flat-shaded 
object primitives versus fewer Gouraud shaded, Phong shaded, or texture mapped primi-
tives. A particular object’s form and rendering method are progressively modified frame-
to-frame using a cost-benefit heuristic. Cost is defined as an estimate of rendering time 
given the anticipated number of polygons and rasterization operations for a frame. The 
benefit term is based on an accuracy measure associated with the number of rays, vertices, 
or polygons, depending on the candidate shading method and shading algorithm. Addi-
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focus of the viewer, the apparent speed of objects as the viewing position moves. The heu-
ristic was ad hoc but considered useful for experimentation until methods based on human 
perception models became available. Developing measures of image quality is notably 
mentioned in their conclusions as an area for future work. 
2.1.2. Object Impostors 
While the work of Funkhouser and Sequin maintained frame rates during a walk-
through of complex architectural scenes, their cost/benefit method could result in missing 
low-value objects when great numbers of rendering primitives are in the viewing frustum. 
The use of substitute entities, or impostors [14, 15, 16], to replace collections of true
objects can assure that all entities are present to some degree of accuracy. Impostors are 
simpler entities that can be rendered faster, but maintain important visual traits of the high-
resolution entity necessary for visceral realism. Simplifying complex geometry by cluster-
ing was introduced in global illumination algorithms [17, 18, 19] where a radiosity solu-
tion is implemented using lower-resolution by many equivalent coarse surfaces to replace 
regions of high complexity. Maciel and Shirley [14] described a system for navigating 
complex environments using impostors in which the entire scene database is represented 
in a hierarchical tree structure, with highest resolution objects at the highest tree level. 
Nodes on lower levels of the tree contain view dependent texture maps, computed in pre-
processing phases from orthographic views of the bounding box enclosing all clustered 
objects, and mapped to surfaces representing the object at the desired LoD. 
Maciel and Shirley [14] render sample views of scene objects over the hemisphere of 









d u c e d wit h hi g h-r es ol uti o n o bj e cts. D uri n g i n t er a cti v e r e n d eri n g, a p pr o pri at e vi e w d e p e n-
d e nt  i m p ost er  t e xt ur e s  ar e  s el e ct e d,  a s  i n  i m a g e   c a c hi n g  [2 0, 2 1 ],  b y  r ef er e n ci n g  t h e 
a c c ur a c y  m e as ur e  c o m p ut e d  i n  t h e  pr e- pr o c essi n g  p h as e.  I n  t h eir  w or k,  t h e y  i d e ntifi e d 
s e v er al k e y p oi nts t h at ar e i m p ort a nt i n t h e c o nt e xt of t his pr e s e nt ati o n: 
 T h e a c c ur a c y of t h e i m p ost er i m a g e c o m p ar e d t o t h e i d e al i m a g e s h o ul d b e 
b as e d  o n  a  p er c e pt u al  c o m p aris o n  i n c or p or ati n g  as p e cts  of  t h e  h u m a n 
visi o n s yst e m. 
 T h e b e n efit of m ulti pl e o bj e ct cl ust er s is b as e d o n a s u m m ati o n of t h e b e n -
efit of i n di vi d u al o bj e cts i n t h e cl ust er. 
 Ort h o gr a p hi c pr oj e cti o ns of vi e ws ar e a c c e pt a bl e si n c e c o ars er L o D s w er e 
n ot c o nsi d er e d us ef ul f or s m all vi e w i n g dist a n c e s, w h er e p ers p e cti v e dis-
t orti o n is visi bl e i n t h e i m a g e. 
T h eir m et h o d of m e a s uri n g a c c ur a c y- a pi x e l- b y- pi x el c o m p aris o n of e d g e str e n gt hs 
i n i m a g es of i m p ost er e ntiti es a n d i d e al o bj e cts- is s e nsiti v e t o f e at ur e s i m p ort a nt t o h u m a n 
vi e w ers  b ut  w as  d e e m e d  t o o  si m pl e.  T h e  n e e d  f or  a  m or e  s o p histi c at e d  m et h o d  w as 
e x pr ess e d. T h e s e c o n d o bs er v ati o n is  n ot stri ctl y c orr e ct si n c e p er c e pt u al si g nifi c a n c e is a 
f u n cti o n of c o nt e xt a n d i m a g e c o nt e nt s urro u n di n g cl ust er e d o bj e cts. T his o bs er v ati o n w as 
a  r e c o g niti o n  of  t h e  diffi c ult y  of  e x pr essi n g  t h e  i nt er a cti o n  b et w e e n  m ulti pl e  o bj e cts. 
Fi n all y, ort h o gr a p hi c vi e ws w er e a c c e pt e d gi v e n t h e c o n diti o ns u n d er w hi c h l o w-r es ol u -
ti o n  v ersi o ns  of  o bj e cts  w o ul d  b e  us e d,  i. e.,  l o n g  vi e wi n g  dist a n c es  i n  o ut d o or  e n vir o n-
m e nts.  T h e s e  o bs er v ati o ns  a n d  j ustifi c ati o ns  r el ati n g  t o  t h e  a b o v e  st at e m e nts  ar e  of 
p arti c ul ar i m p ort a n c e t o t his w or k b e c a us e t h e r el e v a nt e v al u ati o n a n d r e n d eri n g m e c h a -
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2.1.3. Image-Based Rendering 
Developments in image-based rendering hold promise for highly complex environ-
ments since rendering time is independent of scene complexity. The goal of image-based 
rendering is to reconstruct the value at each pixel in an arbitrary image plane from samples 
of the plenoptic function [22]. The plenoptic function is a continuous function of viewing 
position and direction describing light arriving at any view point from all directions. Sam-
ple images, including pixel depth, obtained from photographs or rendered images are 
warped to standard reference image planes which constitute the reconstruction of the ple-
noptic function on the bounding box of object clusters. The imposter methods described 
above are a type of image-based rendering in which cached images of objects are selected, 
based on viewing geometry, and substituted for clusters of objects. 
Multi-layered reference images [23, 24] address problems associated with image-
based rendering due to parallax and disocclusion, or gaps, by storing reference pixels in 
layers rather than overwriting new values as sample images are warped to reference
images. During rendering, all layers of a pixel are warped in back-to-front order from ref-
erence images to the destination image, with the likelihood that pixels from different lay-
ers will eventually fill in gaps. Decoret et al. [16] describe an image-based method in 
which images produced during the course of interactive rendering are sampled to dynami-
cally update reference image textures. Their method also employs a weighted graph of 
scene objects, where the weights are related to the potential of visibility error possible 
when clustering connected objects in the graph. During interactive rendering, objects are 

















Recently image-based rendering with multilayer reference images has been imple-
mented as a hierarchical system by Chang et al. [21]. Layered depth images (LDI), 
described by Shade et al., [24] are implemented in an octree structure to form a hierarchi-
cal partition of object space. Each node of the tree contains a LDI that represents the scene 
sampled with a rate determined by the z-depth of a pixel and the field-of-view in the refer-
ence image. Since reference images contain multiple objects and the sample rate over 
objects in these images vary with the depth of the object in the image, the LDI-tree can 
contain pixels with multiple resolutions from a single object. To reduce blurring, LDIs at 
each level of the tree are pre-filtered and combined with pixels of a corresponding sample 
rate from higher level LDIs. The LDI tree is traversed during rendering to the depth 
required by the image plane sample rate and reference pixels are warped to the image 
plane. This hierarchical rendering approach is not a simplification of object models 
because objects are not represented, only the radiance from object regions. The benefit of 
this method is derived from the use of bounding regions in the space hierarchy that encom-
passes more of the scene database in a single LDI structure. 
2.2 Multiresolution Object Data Structures 
LoD rendering systems reduce cost through the use of object representations with 
the minimum required detail, given the resolution required in the image plane. To reduce 
image artifacts that detract from realism, entities rendered at different LoD, possibly with 
different algorithms, should match in some way near transition points. That is, entities 
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tion point from higher or lower resolution states. A variety of data structures may be com-
bined to achieve maximum flexibility in control of rendering costs. Although each type 
implements multiresolution differently, some common form of error measure to constrain 
simplification or refinement is desirable. Also, a method to simplify or refine attributes, 
such as color, defined over the model is necessary. Heckbert and Garland [25] describe 
many of these issues in their survey of multiresolution object data structures and their abil-
ity for preservation of appearance, as judged by a quantitative error metric. These can be 
broadly categorized as pertaining to polygonal, volumetric, or image-based rendering 
methods, or to some hybrid combination of the above.
2.2.1. Polygonal Structures 
Polygon mesh simplification has received much attention in multiresolution model-
ing. Turk [26] first presented an automatic method for creating polygon-based objects 
with several levels-of-detail from an original polygonal object surface grid. An initial 
phase employs a relaxation procedure to reposition new vertices, initially distributed uni-
formly over the surface, followed by a re-tessellation to a mesh that includes the new ver-
tices. A greedy algorithm then locally removes old vertices if such a removal preserves 
topology and if the re-triangulation is valid, i.e. it does not connect disjoint portions of the 
mesh. Schroeder et al. [27] utilized grid simplification methods for very large triangular 
data sets obtained from volumetric data using the Marching Cubes algorithm [28], and
from sampled data such as terrain height fields. Their method classifies the topology and 
geometry locally to a candidate vertex into five distinct categories. Category-specific tests 
are then performed to constrain vertex removal by limiting displacement from the original











mesh. While these methods both preserve topology, they do not include a measure of how 
closely a given LoD grid matches the original object grid. However, the possibility of 
using such a measure to guide simplification was proposed as future work in [26]. 
Cohen et al. [29] presented an error bounding method suitable for use with various 
mesh simplification algorithms. Their method creates enclosing surfaces, or simplicial 
envelopes, consisting of sample vertices displaced everywhere orthogonally to the original 
mesh. Topology preserving surfaces are formed exterior and interior to the original mesh, 
based on a user supplied maximum displacement. Cohen and Greenberg [30] described
improvements to this method that enhance performance by constraining mesh deviations, 
or sliding, in non-orthogonal as well as orthogonal displacements from the mesh poly-
gons. Also, a method to compute texture coordinates for new vertices by determining their 
location on the current mesh and selecting coordinates from that point was proposed. Sev-
eral future enhancements were suggested, including the use of a screen space error in 
which the maximum deviation of the simplicial envelope from the original surface is 
determined from object extent on the screen. 
Multiresolution meshes of arbitrary topology produced with subdivision methods 
have also been described [31, 32, 33]. These make use of a functional parameterization of 
the surface, which can be filtered using multiresolution transforms such as the wavelet 
transform. The degree of object-space error due to successive subdivision is controlled by 
selection of appropriate detail wavelet coefficients [33]. In addition to geometry, surface
attributes such as color associated with vertices can be simplified by a similar multiresolu-














possess the subdivision connectivity necessary for the multiresolution transform. This 
deficiency is addressed by Eck et al. [31] through approximation of a general mesh with a 
mesh possessing subdivision connectivity. A base mesh is found by constructing Voronoi 
tiles over the original surface mesh. Object space error is minimized through an energy 
term associated with imaginary springs connecting all tile vertices. Delaunay triangulation 
is then used to construct a tessellation of the base shape. A mesh possessing subdivision 
connectivity is formed by resampling this base triangulation. Bonneau and Gerussi [34] 
employs an approach similar in concept for multiresolution decomposition of irregular 
surfaces meshes. Basis functions in an intermediate resolution space are computed from 
wavelet coefficients of a higher complexity mesh decomposition. A generalization of anal-
ysis and synthesis filter banks is then performed through the use of an approximate refine-
ment equation. 
Object error bounds mesh deviations but does not directly address bounding error in 
screen space. Hoppe [35] introduced Progressive Meshes (PM) which overcame several 
difficulties in multiresolution analysis of arbitrary meshes. PMs store an arbitrary mesh as 
a coarse mesh and a sequence of vertex split operations. The sequence is determined dur-
ing a simplification process performed on the detailed mesh by edge collapse operations, 
which are the inverse of vertex splits. While Hoppe expands the mesh energy term 
employed in Eck et al., [31] to incorporate cost due to simplifying surface attributes such 
as color and texture coordinate, mesh error is also measured in object space. Hoppe 
enhanced the PM technique by incorporating view-dependent refinements [36] and the
interpolation of vertex positions between simplified meshes using geomorphs [37]. Addi-
  
  




   
  
 
   
  





    
26 
tional tests are performed to disallow vertex splits when the vertex neighborhood does not 
intersect the view frustum, when it is composed of backward-facing polygons, or when a 
user specified limit on screen geometric error would be exceeded. 
Hoppe’s screen projection of object space error computes a view dependent screen 
space error similar to that by presented by Lindstrom et al. [38]. Their measure estimates
screen error due to candidate vertex eliminations by projecting the resulting vertical dis-
placement in the height field onto screen space. Hoppe generalizes this method [36] to 
include arbitrary meshes and view points using a two-dimensional (2D) deviation space 
for every vertex that includes non-vertical deviation. Pajarola [39] also describes an object 
space error metric for the restricted quadtree triangulation introduced by Lindstrom et al. 
[38] in which the maximum of a local Euclidean distance between points in overlapping 
screen projections of different triangulations is constrained to be less than a specified glo-
bal value.
Garland and Heckbert [40, 41] describe a mesh simplification algorithm using con-
traction of vertex pairs to collapse all edges belonging to a candidate pair. Their imple-
mentation includes a simplification control error metric which associates a quadric matrix 
Q with each mesh vertex. Quadrics for candidate vertex pairs are summed to obtain the
quadric for the new candidate vertex. An optimum position for the new vertex v is found 
by minimizing the resulting quadric error vTQ v with respect to x, y, and  z through the 
solution of a linear system. Garland expands this method to include multiple surface 
attributes, such as color, in the quadric error measure [41]. The procedure employs a quad-
ric error in R3+n where n is the number of scalar surface quantities in addition to the three








   
 
27 
space coordinate values. The quadric error metric has been further optimized for use with 
multiple vertex attributes by Hoppe [42]. 
Cohen et al. [43] present a simplification algorithm that is also suitable for simplify-
ing surface attributes. Their method computes a new vertex from a candidate edge col-
lapse by optimizing the position of the vertex in a 2D projection of the edge local 
neighborhood. The neighborhood is guaranteed to have a one-to-one mapping to the pro-
jection plane, thus eliminating self-intersections. The maximum edge length in the 2D 
local triangulation is used as an error metric, and texture coordinates of the new vertex are 
found by linearly interpolating on the old mesh. Surface attributes are interpolated in the 
same way. Xia and Varshney [44] also describe a method which expresses a sequence of 
edge collapses as a tree and progressively merges vertices between tree levels to produce 
an optimum simplification. Their method is shown to be suitable for merging surface 
attributes as well as geometry. 
2.2.2. Non-Polygonal Multiresolution Structures 
Multiresolution entities generated by polygonal mesh simplification has received the 
greatest amount of attention, however simplification methods using other representations, 
such as volume and image-based, have been described. Laur and Hanrahan [45] have pre-
sented a multiresolution splatting algorithm for volumetric rendering in which partition of 
the volume stores average data and error estimates at each tree node using an octree data 
structure. Splats used to render the volume are scaled in size to match the screen projec-
tion of an octree cell. He, et al. [46] present a method that samples and reconstructs polyg-
onal geometry onto a regular 3D grid. A signal processing approach is then taken in which 
   
  
    
 










detail is removed by low-pass filtering. A Marching Cubes algorithm [28] is used to 
recover a polygonal mesh from the filtered grid data. The advantages of this method 
include simplicity, the capability to simplify the genus of objects, and the ability to cluster 
objects during simplification. However, the Marching Cubes algorithm can produce redun-
dant triangles in regions of low curvature. Also, reconstruction error must be considered, 
which can introduce global and local artifacts in the final image, as described in [47].    
Neyret [48] developed an extension to volume texturing method first introduced by 
Kajiya [49]. Volume texturing is used to depict complex surface structure by mapping a 
reference volume texture element, or texel, to a 2D region of a surface, similar to 2D tex-
ture mapping. A texel is a volume rendered when a pixel sample is found to be incident on 
a surface that is designated to be volume textured. The multiscale extension partitions the
volume with an octree and stores local reflection properties at each node as ellipsoids. 
Ellipsoids are useful because, as volumes are filtered to produce coarser levels of the 
octree, the sum of normal distributions in the lower-resolution volume can be approxi-
mated by adding the ellipsoidal distributions in the corresponding higher-resolution level. 
The desired level-of-detail in the final 3D texture is controlled by limiting the depth of 
descent in the octree. 
Westermann et al. [50] describe a volumetric approach which populates a 3-D grid 
with the scalar distance of the grid vertex to the nearest surface in a polygonal object data-
base. This is resampled as 3D textures on clipping planes oriented perpendicular to the 
viewing direction using texture mapping hardware. A user-specified volume tolerance is 














polygonized. This method takes advantage of recent advances in texture mapping hard-
ware and can perform shading by storing distance to surface values and surface orientation 
in the color and alpha channels of the framebuffer. They propose that surfaces can be con-
structed at multiple resolutions by varying the volume tolerance with respect to object 
geometry. 
Image-based entities and rendering methods are a relatively recent development [51, 
22, 52, 23, 53, 43] originating from texture and environmental mapping. These methods 
employ projective mappings to warp pixels in stored reference images, produced from 
synthetic or photographic image samples, to novel view points. Traditional geometry-
based multiresolution and LoD method have no direct analog in image-based rendering 
since images are produced from the light emanating from the region of an object without 
use of object geometry. Reference images can be rendered and processed off-line so inter-
active rates can be achieved with hardware texture mapping of the reference image to a 
destination image plane. 
Multiresolution effects are manifested in methods developed to overcome the disoc-
clussion problem in image-based rendering. These are artifacts in which gaps occur when 
pixels in the desired viewpoint image are not covered by pixels in reference images. This 
has been addressed by storing multiple pixel layers in reference images [23, 24] to contain 
all pixels from synthetic or photographic images that cover a common portion of a scene 
database but from different viewing distances and directions. Warping depth pixel layers 
to a destination image can cover gaps but may cause sample rate discontinuity that results 













rendering attempts to overcome sample rate inconstancy by selecting reference pixels 
from reference depth images corresponding to the sampling rate of the desired image 
pixel. Multiresolution rendering in an image-based system has been implemented [21] 
where more distant objects are rendered using filtered pixels from higher levels of the
octree hierarchy containing reference images that cover larger portions of the scene data-
base. 
Other rendering methods that are not polygon based have been described that 
employ hierarchical data structures. A ray space querying method has been presented by 
Westin et al. [54] to aggregate multiple surface with complex, anisotropic BRDFs. As
mentioned above, the BRDF is a general reflection function of both light and view direc-
tion which is often approximated, as in Phong illumination, or obtained from measure-
ments [55]. Westin implements Monte Carlo sampling to characterize the BRDF of 
compound, complex surfaces at multiple resolution scales are by resampling and filtering 
from higher to lower-resolution BRDF maps. Mueller et al. [56] have described antialias-
ing errors associated with the perspective projection in the splatting volume data. They
propose efficient filtering methods to remove high-frequency signal components in vol-
ume slices at progressively greater viewing distances. Rusinkiewiez and Levoy [57] also 
employ a multiresolution data structure to achieve interactive frame rates in their 
QSPLAT method for point-rendering of very large meshes by aggregating samples using 
bounding spheres of increasing size. Hierarchical z-buffers are employed in the surface 
element, or surfels, data structure presented by Pfister et al. [58]. These serve to identify 






   





2.3 Quantifying Image Error 
Multiresolution scene entities introduce error into synthetic images due to approxi-
mation of geometry and attributes. Characteristics of the human vision system however 
make some forms of errors in images more acceptable than others. In their survey of ren-
dering methods, Chiu and Shirley [5] were early proponents of the need for an error metric 
in pixel space as part of realistic image synthesis methods. A body of work has also been 
developed that considers perception in metrics used for early termination of expensive ren-
dering methods such as radiosity [59, 60, 61, 62, 63] and volume rendering [64]. With few 
exceptions [65, 66], however perception metrics have not been applied to multiresolution 
rendering to measure geometric and surface attribute error. 
2.3.1. Error Metrics and Digital Images 
Work to quantify perceptually relevant distortion in digital images has primarily 
been concerned with judging the performance of image compression algorithms [67, 68, 
69, 70] and for early termination of expensive rendering methods [64, 63]. However,
because error metrics based on images implicitly account for all error sources in the ren-
dering pipeline, they are useful for measuring the impact of any error source that contrib-
utes to detectable image space error. Rushmeier et al. [9] employ metrics from image 
compression to compare synthetic images produced with variations on global illumination 
algorithms to images of a corresponding real space. In their description of a framework for 
realistic image synthesis framework, Greenberg et al. [61] stress the importance of percep-
tual response parameters, in addition to physical light transport simulations, as a major 

















Vision theory includes many research areas in psychology and physiology due to the 
complexity of the HVS. Observer studies have indicated that visual response at a precog-
nitive level, before the visual signal is subject to cognitive thought processes, appears to 
exhibit illumination amplitude non-linearities, tuned spatial frequency response, and error 
masking in regions of high spatial frequency content. These are factors that influence per-
ceived fidelity and are modeled as separate processes in human vision models, as
described by Daly [71]. Ferwerda et al. [59, 60] also present models for visual adaptation 
and masking and describe their use for determination of early termination criteria in global 
illumination algorithms for photorealistic image synthesis.
Pattanaik et al. [62] have combined adaptation models and spatial frequency models 
in a computational vision model for use in tonal reproduction systems. Application of 
vision models to near-interactive rendering has been limited, however, due to computa-
tional expense of incorporating spatial frequency. A traditional multiscale vision trans-
form, such as the cortex transform [70] has not been incorporated in image synthesis 
algorithms due to the computational costs. Recent innovations using faster wavelet algo-
rithms have been made for early termination in expensive volumetric rendering methods 
by detecting multiscale structure important to human perception [64]. A general method to 
decouple illumination levels and spatial information in images has been described by 
Ramasubramanian et al. [63] for image synthesis that produces a spatial map of potential 
image error that can be elevated to perceptually significant levels of illumination. Since 
the map is specific to viewing and illumination orientation, it is not directly applicable to 













2.3.2. Quantifying Errors due to Object Representation 
Until recently little research has been conducted in applying human vision models to 
image error metrics for the evaluation of multiresolution and level-of-detail error in syn-
thetic images. Reddy [7] introduced a method to quantify perceptually relevant effects of
polygon simplification operations on images. He describes a two-stage system consisting 
of an off-line phase in which an object’s frequency information is computed from sample 
views and associated with the object model just as color and other attributes are. During an 
interactive rendering phase, this is employed to select LoD models that constrain image 
errors at interactive frame rates. The off-line spatial frequency computations are per-
formed with a screen-space rather than a frequency space transform. 
Reddy [7] segments images with a feature extraction algorithm and the extent of fea-
tures, relative to the image, are computed for all orientations. These are then scaled from
cycles per pixel to cycles per visual degree, given the image field-of-view, and represent 
the fundamental frequencies of features in the image. Image spatial frequencies are modu-
lated by the CSF which gives more weight to frequencies to which the human vision sys-
tem is more sensitive. Images of objects seen from multiple viewpoints and levels-of-
detail are used to develop a profile for use during the interactive rendering phase. Neu-
mann et al. [66] also describe a CSF modulated image-space frequency analysis in which 
image frequencies are computed by evaluating average contrast and spacing in rectangular 
samples placed on the image in a Monte Carlo-like sampling method. Image-space fre-
quency analysis can associate perceptually relevant image features with individual pixel 

















ever, threshold illumination levels and texture masking are not considered as the metric 
represents a worst-case value independent of illumination and global image features. 
2.4 Illumination and LoD Error 
The capability to predict simplification errors under changing light directions has 
previously not been available without re-rendering some part of the image, as was done by 
Lindstrom and Turk [72]. Image-based re-lighting of static scenes without re-rendering 
has been pursued as part of research in lighting design by Nimeroff et al. [73] and Teo 
et al. [74]. However, lights remained fixed in location relative to the scene. Related work 
in computer vision has studied the identification of objects under arbitrary lighting direc-
tion by use of a small number of basis images for the object. Rushmeier, et al. [75] demon-
strated that complex surface features (bump maps) may be obtained from three (3) 
measured images with varying light directions. Debevec et al. [76] has presented the re-
illumination of human face images with reflection functions acquired from measurements 
of many views and illumination directions. Belhumeur and Kriegman [77] have shown
that, for a given view, the sub-space of images possible under variation in lighting direc-
tion is determined by surface normal distribution of the illuminated object, and that three 
(3) images are sufficient to form a basis for diffuse lighting. Therefore, it is possible to re-
illuminate an image under some conditions using only the new light direction and a lim-
ited set of images that capture the geometry of the illuminated object. The work described 
below will develop a scene learning technique that computes image properties such as
LoD error with pre-processing performed on the basis images and evaluated at render 
time. 
 
   
 
   
 







2.4.1. Re-Illumination and Diffuse Shading 
A principal difficulty associated with image-based re-illumination is the use of the
max function in normal shading equations to enforce visibility with respect to the light 
source. The max function simply clamps the dot product of a surface normal N and a light 
direction L, the N L  term in the irradiance calculation, to be greater than or equal to zero. 
This eliminates light on surfaces facing away from the light source. Since the max func-
tion is not analytical, it is not possible to pre-process the shading equation through linear 
transforms or for factoring light and geometry. An alternative shading function, hemi-
spherical shading, has been presented by Nishita and Eihachiro [78] to render objects 
under outdoor illumination. The re-lighting work of [73, 74] and Fourier-slice volume ren-
dering [8] have also employed hemispherical shading to account for visibility without the 
use of the max function. 
A linear shading equation is desirable in part since it would allow linear transforms 
to be performed as a pre-processing step. Linear transforms are employed in many visual
perception metrics, including those used in this work. As stated above, a linear shading 
equation can be developed for diffuse reflection through use of hemispherical shading. 
However, images produced with hemispherical shading may be significantly different 
from those produced using the normal diffuse shading equation employing the max func-
tion. To minimize the apparent difference while maintaining a linear shading equation, this 
work employs a technique based on gamma correction [79] and intensity scaling to simu-
late the effect of the max function. Gamma correction is extensively employed by tone 








adaptation of the eye. However, this work proposes to use gamma correction to reduce the 
visibility of diffuse surfaces in poorly lit image areas. 
2.4.2. Reflection Function Approximations 
Arbitrary reflection functions may be expressed as linear equations by use of the 
spherical harmonic basis functions, which are the analog of Fourier basis functions for the 
spherical coordinate system. Westin et. al [54] has presented early work using spherical 
harmonic linear equations to simulate reflection complex surfaces. Reflection variations 
arising from to bump-mapped surfaces [82], and re-lighed images in image-based render-
ing systems have also been presented [83]. A difficulty with the use of spherical harmon-
ics is the great number of coefficients often necessary to simulate high-frequency 
reflection functions. However, recent work by Basri et. al. [84] and Ramammorthi et. al. 
[85] has shown that most coefficients in a spherical harmonic series for diffuse reflection 
are very small as well as Phong reflection if a preferential local coordinate system is 
employed. An advantage of the use of spherical harmonic basis equations is the illumina-
tion-dependent perceptual non-linear transforms may be implicitly applied to images 





    
  
 
   
 CHAPTER III 
APPEARANCE AND SCENE LEARNING 
3.1 Distant Object Views
A fundamental concept in the scene learning process is the development of an object 
LoD error profile through the analysis of appearance in sample images produced from 
inward-looking viewpoints, similar to work performed in [65, 72]. During normal render-
ing, the expected LoD object error is estimated from the data stored in the error profile. 
The overhead of maintaining the object LoD error profile is offset if it is used to select an
object that will be replicated many times in a scene, such as a tree in a forest. Each repli-
cate or an impostor will be an object LoD version matched to the desired viewing distance. 
The object error profile will be a function of viewpoint orientation through the use of inner 
view sampling, but should also be a function of viewing distance. This will constitute an 
additional degree-of-freedom in the error profile. Rather than directly rendering distant 
views, a filtering method is developed which removes image feature content as good as 
direct rendering without producing aliasing artifacts. 
Images of distant objects lose detail as progressively fewer pixels sample the object. 
However, far away objects can be better resolved if a magnified image is used, such as 
with a telescope. An innovation described here proposes filtering a magnified synthetic 
view of an object, as in Figure 5, to remove high frequency content for use as an approxi-





Passbands in image Fourier transform 
correspond to viewing disance. 
Figure 5. Lowpass filtering and viewing distance. 






be used to characterize feature content in these image spectra for various LoD object mod-
els. Rather than employing this as an absolute error measure, we propose that the metric 
be normalized by the spectral content of high-resolution object images. In this manner,
metric values can be compared on a common scale and provide a ranking of LoD similar-
ity relative to the highest resolution object for enabling LoD selection. The basic compo-
nents of the process can be summarized as follows: 
1. Identify a reference view distance z0 for which object perspective distortion 
is not significant. This is generally obtained at the closest possible viewing 
distance. 
2. Derive a view transform that magnifies the scene at the reference viewing 











3. Develop an error profile by rendering the scene from many viewpoints.
Apply the multirate filtering method presented herewith to simulate the 
effect of many increased viewing distances. 
4. Compute an error metric from the spectra of these images relative to 
images of a full-resolution object rendered under the same viewing and 
lighting conditions. 
5. Utilize the resulting error profile during rendering to select LoD models 
that maintain error below a user-specified value. 
Since the perspective transform can distort object geometry resulting in changes in 
object self-occlusion and projected area, it is possible that filtering will not always accu-
rately reflect changes in image content with LoD and distance. This is the reason behind 
step 1, so that objects at even greater distances than z0 will undergo progressively less per-
spective distortion. While discrete LoD rendering methods have been criticized due to 
problems associated with LoD changes, they do provide opportunities for performance 
enhancements such as cache optimization. A subset of LoD meshes can be brought into 
the cache based on predictions of viewing orientation and distance for future frames. 
3.2 LoD Approximation Matching 
As the extent of real objects in an image decrease with viewing distance, fewer pix-
els represent increasingly larger portions of the object. This produces a lowpass filtering 
effect in camera pixel values resulting from integration over the solid angle subtended by 
each image pixel. When sufficient frequencies have been removed from the images of dif-
ferent resolution object’s due to distance, differences in image spatial content become
minimal. Under such conditions the low-resolution approximations can better match the 
resolution of the object in the image. Pre-computing an error profile for multiple views 
 
 
   
     
   
  
 
    




and approximations allows selecting the best error match during normal rendering and can 
result in reduced rending cost and improved image quality. 
Reddy [7] has presented object error profiles obtained by employing image segmen-
tation to compute fundamental spatial frequencies in object sample images. During normal 
rendering, LoD models are switched when the fundamental spatial frequency of a neigh-
boring LoD exceeds (or falls below) the threshold contrast sensitivity of human vision for 
the current resolution of the object in the image plane [65]. The approach taken here dif-
fers from [7] in that the Fourier transform is employed to compute the image spectra. 
Spectra from images made with LoD objects are then compared to that of the full resolu-
tion object’s image. A frequency-space error allows the CSF to be applied as a modulation 
transfer function for a comparison that is more significant to the visual system. During 
rendering an approximation is selected that does not exceed a user-specified threshold for 
a given view and distance. This method is a more rigorous signal processing approach than 
previously taken. 
The concept developed here is to use an image local to the object, tangent to the 
object and oriented toward the viewpoint, as an object replacement and then compute res-
olution limits on the local image projected to the true image plane. Specifically, limits of 
the frequency- space filter passband are related to object resolution in the synthetic image.
An image error metric is employed and a method described to reproduce sample images at 
varying viewing distances without rendering. 
3.3 Approximating Loss of Resolution by Filtering 
Reduced resolution objects are most useful when viewed from a significant distance. 
 
  









    
41 
Under such conditions, an orthographic close-up image of the object can be a good 
approximation to the perspective image [14]. Let an object in world space (after applying 
the model transform matrix) be replaced by a local reference image of that object, as 
shown in Figure 6 (a). This is formed on a plane that is centered on and perpendicular to 
the view vector and tangent to the object point closest to the view point. The local image 
therefore replaces the volume of a trapezoid enclosing the world space near the object with 
an orthographic image oriented in the direction of the view vector. For simplicity, assume 
the view vector is along -z. This introduces some limitations, but a subsequent analysis can 
still provide less than optimal bounds for simplification of off-axis objects, as described by 
Mueller et al. [56]. 
The Shannon-Hartley sampling theorem states that frequency content in a continu-
ous signal that can be correctly reproduced with sampling is related to the sampling rate 
[86]. Also the Nyquist frequency, or the highest frequency that can be represented in the 
discrete Fourier transform, cannot exceed one half the sampling rate. Real images are 
band limited by the image acquisition device. However, synthetic images are not and 
aliasing can occur because frequencies are present in the continuous scene that exceed the 
Nyquist frequency, even for dense sampling. To minimize this, the view transform for the 
reference image should be set so that the object occupies the largest possible portion of the 
image without clipping, thus providing the highest possible sampling rate. The object’s
3D convex hull, bounding box, or sphere would be useful for automatically determining 
appropriate l, r, t, and b values shown in Figure 6 (b). However, in this work these were
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42 
As images are filtered, their frequency spectrum should be similar to that of a real image 
or a synthetic image in which anti-aliasing methods are employed. 
(1) 
Consider the conditions described above in the context of the OpenGL perspective 
transform [87] in Equation 1. This homogeneous operation transforms perspective view
coordinates into the Normalized Device Coordinates (NDC) system as depicted in 
Figure 6 (b). At z = z0 the local image will map to the full extent of the near plane on the
NDC cube, as shown in Figure 6 (b). Objects between the n and f planes of the view frus-
tum will be reduced in size due to perspective scaling as z increases. In the horizontal
direction, the mapping of local image corners (xl , y, z0) and (xr, y, z0), where yb	y yt , fol-
lows from similar triangles in Figure 6 (a) as: 
(2)
At z = z0, the local image will be equal to the actual image. For z>z0 the corners of the 
local image will map to image coordinates ul, ur , ut , and ub, where u represents a coordi-
nate x, y, or z in the NDC cube. Note that for z>z0, these coordinates will be less than the















near plane n 
scaled local
  image 
(xl , y , z0) 
(xr , y , z0) 
-z 
Local image plane at
reference distance z0. 
far plane f 
Local image plane at
sample distance zn. 
(a) View frustum shown in the xz plane with y out of page. Note higher pixel density on 
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bottom b 
(b) Frustum mapped to Normalized Device Coordinates cube by perspective projection 
matrix, and sampled by uniform grid on uv image plane. 
Figure 6. Perspective mapping to Normalized Device Coordinates. 
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face occupied by a perspectively scaled local image at distance z>z0 can be found by 
applying Equation 1 to (xr , y , z , 1)T and (xl , y , z , 1)T and taking the difference of the 
resulting u components: 
x – xld –2n r (3)= 
2 r l  z– 
Substituting the values for r and l from Equation 2 into Equation 3 produces: 
2n   n  –1 z0d z  = ----- x  – --- x – = 2--- (4)r xl r xlz z0 z 
At the reference distance z0, the local image extends over the full width of the NDC 
cube face (in Figure 6 (b)), which has a total horizontal width of two (2) in NDC coordi-
nates. During rendering, the perspective transform scales the local image, which is then 
orthographically projected onto this NDC face. This image will therefore occupy a smaller 
portion relative to the image at the reference distance z0. The ratio of the sample rate R(z), 
in samples per image, of the scaled local image to that of the full sample grid rate R(z0) is
thus in proportion to d/2: 
(5)
Given this sampling rate, the horizontal Nyquist frequency of the perspective scaled local 
image’s Fourier transform is: 
R z0R z  z0 z0fN fN (6)= --------- = =z z022 z z 
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multiple box filters in frequency space to the reference image spectrum at z0, with pass-
bands defined by Equation 6. Figure 5 illustrates this process with rectangles, representing 
multirate box filters, that partition the image spectrum into progressively smaller regions, 
corresponding to spatially scaled images. As described, the sum of the squared magnitude 
of the image’s Fourier coefficients in a partition is used as an approximate measure of fea-
ture content in images of the distant object. The spectrum is estimated without the neces-
sity of rendering the object at large viewing distances, which can introduce image artifacts 
if undersampled. The same analysis follows for the frequencies in the vertical direction. 
3.4 Frequency Space Error 
Equation 6 defines the maximum usable frequency of an image at z in terms of a ref-
erence Nyquist frequency and view distance z0. A measure is now required to quantify the 
difference between LoD images and corresponding views using the high-resolution object. 
Perception research has shown the vision system to be sensitive to spatial frequency con-
tent [67]. Because of this, and the duality of spatial and frequency energy measures stated
in Parseval’s theorem, vision research, image compression, early termination of ray-trac-
ing, and volume rendering have applied a mean squared error in frequency space to com-
pare images. One metric that has been proposed [64] is: 
(7)
where FL and FH are the power spectra of the LoD and high-resolution objects respectively. 
Dividing by the power in the high resolution object image normalizes the metric for mean-
      
  
   
 














ingful inter-LoD comparisons. 
Since they are relative to the scaled image’s size, the full range of fij is constant irre-
spective of the passband of the box filter and falls within - to . However, the actual
memory arrays containing the power spectra remain at the size of the reference images and 
contain the passband as well as the truncated portion of the reference spectrum (see
Figure 5). To sum only that portion containing a spectrum for a given scaled image, the 
limits of summation in Equation 7 must be reduced to not include that portion of the arrays 
outside the passband. 
The limits of summation of i and j in Equation 7 for a reference image of M by M 
pixels are thus: 
M Mi j (8)–----
2 2 
This corresponds to the reference image’s Nyquist frequency. The Nyquist frequency of 
the scaled image is reduced by the ration of the reference image viewing distance z0 to
sample viewing distance z in Equation 6. Therefore, the summation of i and j for scaled
images must be adjusted to match the new Nyquist frequency. The new limits of summa-
tion are therefore given by: 
Mz0 Mz0i j (9)– 2 2z z 
3.5 Profile Image Samples 
Section 3.3 discusses frequency spectra of displaced local images by multirate filter-
ing to simulate increased viewing distances. Section 3.4 describes an error metric utilizing



















points uniformly distributed over spherical coordinates   directed at the object, gener-
ates the error profile for a single LoD model. While the effect of view orientation is model 
dependent, the effect of perspective with viewing distance z can be predicted. In this case, 
an importance sampling method is desirable to concentrate image samples at viewing dis-
tances with more significant effects.
Importance sampling as employed here selects independent variables (z) that seg-
ment a known function into equal area segments. Where the function changes rapidly the 
segments are narrow and samples are more closely spaced, and where the function 
changes slowly the segments are wider and further apart. The general effect of the per-
spective projection on an object space feature of size do can be expressed by the function: 
dod z  = ---- (10) 
z 
where d is the projected image extent of the object feature do. The area under d from zi to 
zi+1 is given by the integral: 
zi + 1 
d z dz = d log – log . (11) o zi + 1 zi 
zi 
Solving for zi+1 yields: 
   zi = zi exp ----  (12)+ 1 
d o 
where   is the constant area. Given an initial viewing distance z0 and second viewing dis-




   

















representing equal area segments in Equation 11 can now be computed with a recursive 
equation as: 
z1z = z ----- (13)i + 1 iz0 
Computing the relative change in image-plane feature size (d in Equation 10) from the ith 
viewing distance to the next gives: 
z0  d z d zi + 1 – d zi = d zi ---- – 1  ------ = ----
0 – 1 (14)
z  d z 1 1 
Therefore the relative change in the screen size of a perspective-projected object feature 
depends on the ratio z0 / z . This method provides z values that produce image scaling1 
which is constant relative to the previous projected object size rather than previous view-
ing distances. 
3.6 Incorporating Contrast Sensitivity 
The CSF defines visual contrast and spatial frequency threshold levels of the human 
cortex. Mannos and Sakrison [67] measured the CSF by conducting a series of psycho-
physical experiments on human subjects and developed the model:
1.1C f  = 2.6 0.0192 + 0.114f exp –0.114f  (15)s s s 
where fs is angular spatial frequency in cycles per degree. The Fourier transform produces 
frequencies relative to the image size so a conversion is necessary from cycles per pixel (or 
image). In image acquisition systems, Equation 15 corresponds to the system modulation 



























Equation 15 is evaluated at spatial frequencies, relative to the image. Since the spec-
trum used is that of the reference image, frequency indices must be scaled when comput-
ing the CSF to account for the implicit scaling of the reference frequency spectrum as 
viewing distance increases. The scale factor for viewing distance is: 
CfN z  = --------------- (16)
fN z0 
The CSF modulated error metric is now given by a modified Equation 7: 
 C fij   2 FL fij – FH fij 2 
i j = --------------------------------------------------------------------------------- (17)z 
 2C fij   2FH fij 
i j 
3.7 Implementation and Examples 
Object profiles are developed with respect to the object’s coordinate system. To be 
useful with general view transforms, view vectors in world space must be transformed 
back into the object’s model space for quantization into sample view orientations. The 
view vector can be found by transforming the object’s local coordinate center to world 
coordinates and forming a vector from that point to the eye point at the origin. This vector 
is then transformed back into the object’s model coordinate system, where , , and z are 
computed and associated with the nearest sample view. The quantized coordinates are 
used as indices into the LoD error table.
Profile images are produced using a view transform that magnifies the object to 
reduce aliasing. For a general non-magnified field-of-view (fov) not equal to that of the 
reference image, the relationship between viewing distance and metric error changes. This 
 
 




    
















can be accounted for by noting how changing the values of r, l, t, and b changes the projec-
tion distance d on the NDC cube in Equation 3. If r and l are multiplied by a magnification 
factor m = r’ / r = l’ / l the new projection distance d’ is given by: 
–2n xr xld' = -------------------------------- (18) r l  mz– 
and similarly for t and b. Therefore, the profile can be employed with a different fov by use 
of an effective view distance mz rather than z when referencing the LoD error table. 
An LoD error table is an array of error values stored in order of LoD number, spher-
ical coordinates ( , and distance z. Calculation of the error metric value err, shown as 
pseudo-code in Figure 7, is performed for a user-specified range of spherical coordinates, 
for each LoD available, and for z-values generated by the method of Section 3.5. The max-
imum z-value is determined by the minimum value that the frequency index i can take in 
Equation 9. A value of five was selected as the minimum value for |i| in the test cases pre-
sented here, which corresponds to a 10x10 pixel image impostor for the object at the most 
distant view. 
The algorithm in Figure 7 presents the metric calculation for a single view orienta-
tion (). First a reference image of the highest resolution object available is rendered at 
distance z0, multiplied by a Hanning window [88], and subject to a Fourier Transform to 
yield the image spectrum FH. A loop over the range of available LoD object models is then 
entered. In each iteration the LoD image is rendered at distance z0 and the corresponding 
power spectrum computed just as for the high-resolution image. Frequency indices f and fi 


















ing to its Nyquist frequency. The following while-loop performs the scaling, measuring 
power in progressively smaller partitions of the spectrum to simulating distant views as
described in Section 3.3. An array C of CSF values, with magnitudes corrected to corre-
spond to the scaled image frequency spectrum, is then computed using an appropriate cor-
rection factor (see Equation 17). 
Only the total signal power in the passband of the box filter is required for the met-
ric. Therefore summations are performed over the passband (in horizontal and vertical 
directions) of the high-resolution image and the LoD image multiplied by corresponding 
C values. This step is indicated by the left bracket in Figure 7. However in practice real-
valued images have symmetric spectra reducing the summation by one-half. The current 
error metric value err is computed and the next z-value in the view distance importance 
sampling sequence is calculated as described in Section 3.5. The size of the frequency-
space box filter passband is reduced by computing a new value of frequency f based on the
reference viewing distance z0 and the new distance z. In this way, multiple box filters, cor-
responding to multiple sampling rates, partition the spectrum into increasingly smaller 
regions about the frequency-plane origin as shown in Figure 5. The while-loop terminates 
when the minimum desired frequency index fmin is reached. The process is repeated for 
each LoD model and then for all view orientations to develop the LoD error profile table. 
3.7.1. Sphereflakes 
Two examples are now presented to illustrate the metric-based LoD rendering algo-
rithm. While these are oriented to surface meshes, the profiling of the error metric is inde-
pendent of how the reference image is created. The first example is the sphereflake from 
 
   
   
  
   
       
     
        
     
     
              
              
        
        
                        
                        
     
         
         
            
                 





Hann_Window = Hanning( a, b, ... )  // a, b are some parameters 
IH = Render( object[maxLoD], theta, phi, z0) 
FH=FourierPower( IH * Hann_Window) 
for minLOD < i < maxLOD
 IL= Render( object[ i ], theta, phi, z0)
 FL=FourierPower( IL * Hann_Window) 
f = fi = floor( M / 2 ) 
while f > fmin  // All filter passbands > user specified fmin 
alpha = f / fi
 C = CSF( alpha )  //  Scale frequency 
sum = 0 
sumh = 0 
for M / 2 - f  < fu < M / 2 + f 
for M / 2 - f < fw  < M / 2 + f
 sum += ( ( FL[fu , fw] - FH[fu, fw] ) * C[fu , fw] ) 2
 sumh += ( FH[fu , fw] * C[fu , fw] ) 2 
endfor  // for fu 
endfor  // for fw
  err[i, theta, phi, z] = sum / sumh 
z = z * z1/z0 //  next z in importance sampling
    f = f * z0 / z  // new passband 
endwhile  //      while f 
endfor  //      for
here: 
IL = Sample Image of Low resolution LoD model. 
IH= Sample Image of High resolution model. 
FL and FH are power spectra for LoD and high-resolution objects. 
Figure 7. Pseudocode for computing error metric. Error for a single view orien-







    
1 6 
16 sphereflake 
Figure 8. Example spheres. Three LoD models taken from a set of 19, and
the sphereflake. Numbers indicate polygon count. 
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the Standard Procedural Database [89]. The sphereflake object is composed of multiple
spheres individually selected from a set of LoD sphere models. Examples of individual 
LoD spheres and a sphereflake object are shown in Figure 8. An error profile was devel-
oped for a single sphere view 
 but with multiple distances using the frequency-
space filtering method described above. The time required for profile calculation was 17 
minutes on a dual processor 600MHz Pentium III with 128K of memory. Figure 9 (a)-(b) 
are perspective images consisting of many sphereflakes objects arranged in a spiral pattern 
about the view (-z) axis. The reference viewing distance z0 at which perspective became 
insignificant was selected interactively to be nine (9) sphere diameters. A fov of ten (10) 
degrees was selected for rendering, providing a magnified view of distant sphereflakes. 




  Nearest sphereflake appears in the upper-left corner. Furthest viewing 
distance near the image center. 
(a) Full Resolution Rendering (b) LoD Rendering with CSF 
(c) LoD Rendering with CSF 
Figure 9. (a) Sphereflake sequence spiral pattern, full-resolution spheres.(b) Sphereflake 
sequence with LoD spheres. (c) Color-coded LoD sphereflake sequence, green





   
   
    
   
   
 
   
   
      
    





described for importance sampling in Section 3.5. The sphereflake consists of multiple
spheres selected from a suite of nineteen (19) LoDs. Since individual spheres are scaled 
down in size at each higher level of the sphereflake, the rendering algorithm incorporates a 
size correction factor similar to the distance factor in Equation 18. The scale factor pro-
duces an effective viewing distance for selecting an appropriate sphere model from the
LoD error table during rendering. 
Figure 9 (a) is the sphereflake spiral rendered using only the high resolution sphere,
composed of 394,212 triangles, for a total of 9,451,008 triangles per high-resolution 
sphereflake. Figure 9 (b) is the same sequence with sphereflakes composed of LoD sphere
models selected from the profile that includes the CSF. To reveal how LoD models change 
with size and distance, Figure 9 (c) is a color-coded reproduction of Figure 9 (b) based on 
LoD number. Spheres with red hues are composed of higher complexity LoD models 
while green hues indicate lower complexity spheres. Figure 10 is a plot of polygon count 
for each sphereflake rendered in Figure 9 with and without the CSF. A profile error of 10-6 
was selected for the NO CSF image and 10-5 for the CSF image. Error thresholds were
selected as the error value of the most detailed LoD model at the closest range. While
ad hoc, this method attempts to identify the maximum error that is acceptable, given the 
number of LoD models available. Note that even the nearest sphereflake in the LoD model
has fewer faces due to the reduced size of higher level spheres. Also the polygon count 
decreases monotonically with increasing viewing distance. Rapid variation of error at 
nearer viewing distances is captured by the importance sampling method, with relatively 
constant LoD values selected at increased viewing distance. 























0 50 100 150 200 250 300 
Viewing Distance (in sphere diameters) 
Figure 10. Polygon count for LoD sphereflake images. Sphereflakes with
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Comparing Figure 9 (b) to Figure 9 (a) reveals that the smallest spheres are main-
tained longer in the LoD image compared to the full resolution sphere image, where the
projected image size of the small faces approaches zero. Supersampling can also reduce 
the loss of spheres due to small projected polygon size. However, by better matching the 
size of object elements to the image resolution, this technique attacks the root of the prob-
lem. 
3.7.2. Terrain Data Set 
To illustrate the application of this method to an exterior scene object, a feature in 
digital elevation data for an area near Flagstaff, Arizona was selected for use as an exam-
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created from US Geological Survey 7.5 degree digital elevation model (DEM) data using 
freely distributed software [90]. The mountain’s peak vertex was identified and a region
growing method utilized to separate mountain faces from that of the surrounding lower 
elevation. The mountain grid was then projected into lower complexity LoD models using 
the quadric error simplification software made available by Garland [41].
 A set of seven (7) LoD mountain grids were produced from the mountain grid 
extracted from the terrain TIN with simplification software [40]. The original high resolu-
tion model consisted of 8,538 faces. LoD models were created ranging from 1,000 faces
for LoD 1 to 7,000 faces for LoD 7 in steps of 1,000. LoD error profiles were generated 
for zenith angle  = 0 to 90 in steps of 15 degrees and azimuth angle  = 0 to 360 in steps 
of 30 degrees. This resulted in 6 and 12 quantization levels respectively for zenith and azi-
muth spherical coordinates. While view sampling in this manner is straight-forward, it 
results in a non-uniform sampling of the object surface. The method of Section 3.2 was
applied to compute distant view errors for multiple z values. The total time for generating
error profiles was 100 minutes on a dual processor 600MHz Pentium III with 128K of 
memory. 
The reference viewing distance z0 was selected interactively by observing at what 
distance orthographic and perspective images were judged to be similar. This was taken to 
be z0 = 135m. The first distance in the importance sampling sequence, which determines 
the z-spacing for box filtering, was selected as z1 = z0 + 50m. This was done primarily to 
limit the number of error metric calculation to 12 for a given view orientation. No specific 
guidance was developed for selecting this initial sample spacing however. Using Section 
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3.3 to compute the view frustum planes from the desired z0 and the object size resulted in a
fov of 7 degrees for profile development. Effective z-values, relative to the profile image 7 
degree fov, were computed for the figure image fov by applying Equation 18 to profile
image view frustum coordinates. 
Since the metric is computed for many view orientations, LoD selection should be 
sensitive to image viewing orientation as well as distance. Figure 11 (a) plots the error 
value versus distance, averaged over all LoD models, in the error quantization table for 
two (2) viewing angles. Clearly, the graph indicates that the error has a view-dependence, 
resulting from variations in surface structure and lighting. Also facets oriented away from 
the light source can result in lower error. View-dependent error can result in lower com-
plexity models being selected for fixed z as a function of view angle. 
Figure 12 was produced, with a 30 degree fov, to illustrate the LoD rendering method 
in action. The mountains in Figure 12 (a) were selected from a sequence in which the 
frames were uniformly spaced over the viewing distance. The graph in of Figure 11 (b)
was plotted using the full sequence of frames. Discontinuities in the curve denote changes 
from one LoD to the next. Also note the effect of using a large error threshold (given to the
right of the NO CSF and CSF labels) for CSF rendering, selected in the same way as with 
the sphereflake images. Also, because quantized viewing distance levels were selected by 
importance sampling the effect of perspective projection, more levels were available at 
closer distances where the effect is greatest, as the graph in Figure 11 (b) illustrates. It 
should be noted while the mountain surface grid served to illustrate the LoD rendering 
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NO CSF 8x10-5 
CSF 0.002 
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Actual Image Viewing Distance z (m) 
(b) 
Figure 11. (a) Illustrating view-dependence of mountain LoD mean error for zenith
angle = 0 and azimuth angle  = 0 and 90 degrees. (b) Polygon count versus












      
Figure 12. (a) Mountains rendered with full-resolution model. Numbers indicate 
viewing distance in m. (b) Using LoD objects without CSF. (c) Using LoD 
objects with CSF. Lower right inserts in (b) and (c) are color-coded red for










ing of continuous height fields. One implementation approach that has been considered for 
continuous fields is subdivision of the terrain TIN into discrete surface meshes based on 
height or some other distinguishing feature. Individual LoD surface meshes can then be 
developed. However, the most advantageous use of this method may be the rendering of 
landscape surface objects, particularly objects that are replicated many times such as indi-
vidual tree elements, buildings, and prominent localized landscape features of high com-
plexity. Since the LoD method presented here is based on images, non-mesh LoD objects 
can also be utilized in error-directed rendering including hand-crafted LoD objects. 
The development of the LoD error profile in this chapter allows view-dependent 
quantification of appearance difference, as a function of object LoD. Illumination is not 
considered. The following chapter presents a method to incorporate illumination in an 
approximation of a shaded object into appearance difference a linear equation expression. 
In this way, the error profile may be computed in pre-processing for a lighting-indepen-








   
    
 
 CHAPTER IV
 INCORPORATING SHADING INTO SCENE LEARNING 
4.1 Simulating Diffuse Shading 
This chapter presents a technique to incorporate illumination into LoD error estima-
tion during the scene learning pre-process and describes example results with varying 
lighting directions. Moreover, since the technique is image-based, it is appropriate for 
many types of rendering methods. As mentioned earlier, the limitation that must be over-
come for frequency-space shading is the use of the clamping max function. The max 
function does not permit the expression of the illumination equation in linear form thereby 
preventing linear transforms to be applied and lighting direction factored from object 
geometry. In the method presented here, an image corresponding to an arbitrary light 
direction is expressed as the weighted sum of a set of basis images. A Lambertian-like
appearance is obtained by applying polynomial gamma correction and scaling to sample
images that have been rendered with hemispherical shading alone. Hemispherical shading 
is a physically-valid method and is often employed for shading under sky illumination. 
However, the resulting appearance does differ from a Lambertian diffuse appearance. The 
primary goals of this chapter is to show how hemispherical shading can be made to appear
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4.1.1. Gamma Corrected Hemispherical Shading (GCHS) 
Approximating the appearance of Lambertian diffuse shading is necessary to pro-
duce images that look physically realistic. The approximation presented here was earlier
called the GCHS method, and allows image-based quantities to be calculated for arbitrary 
light directions using pre-rendered basis images. To determine perceptual error induced by 
LoD approximations, the scene learning pre-process employs linear transforms of the 
basis images, such as the Fourier transform, to estimate the signal power in the difference
images. The actual image subtraction is performed on the Fourier transform basis images 
and the error is computed using only an arbitrary lighting direction. No transforms are 
required during normal rendering. The difference in image power spectra can be modu-
lated by a visual CSF to estimate perceptible content in the difference image. During nor-
mal rendering, the estimated error is employed to select the LoD model with desired error 
as in [65]. The reason for estimating local illumination and for making error a function of 
lighting direction as well as viewing direction is to allow greater simplification of objects 
that are not visible to the light or do not change with surface variations, as with ambient-
only illumination. 
Gamma correction is normally used to compensate for nonlinear image formation in 
video, film, and synthetic images [79]. Larson et al. [80] have employed gamma correc-
tion through histogram modification to locally preserve image contrast. Tumblin et al. 
[81] have described methods with similar gamma transforms to compress layers of objects 
in digital imagery to preserve scene contrast. Hemispherical reflection has been employed 
in Fourier volume rendering to remove the non-linear max function [8]. Under the correct
64 
conditions, applying a gamma correction factor to hemispherical reflection allows a better 
approximation of the diffuse shaded images while maintaining the linearity of hemispher-
ical reflection. Images produced by normal diffuse shading and GCHS are depicted in 
Figure 13. While measurable differences do exist, the image produced with GCHS has 
much more contrast than that produced with hemispherical shading alone, and as such bet-
ter matches the visual appearance of the diffuse shaded image. The linear form of GCHS 
is obtained by employing an integer gamma correction factor which produces a polyno-
mial equation in terms of the set of basis images, and coefficients related to the light vec-
tor. 
This chapter first describes the difficulties associated with the non-linear max func-
tion and a solution using the hemispherical reflection function. The GCHS method is then 
introduced to reduce the visible difference between hemispherical shading and diffuse 
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shading. An example of using GCHS to implement a pre-computed LoD image error met-
ric, incorporating changes in illumination at normal rendering tine, is then presented. 
4.1.2. Visibility And Reflectance 
In real images, surfaces which are obstructed from the view of a light source are not 
illuminated, and thus neither diffuse nor specular reflection is possible. In the absence of 
ambient light, the surface would have zero radiance in the image. In image synthesis, the 
amount of light reflected from a surface is usually computed from the surface normal vec-
tor, view and light direction vectors, and a surface reflection function. While reflection 
functions can be complex, diffuse reflectance is often used to compute surface shading 
due to simplicity and realistic visual appearance. The dot-product employed in diffuse 
reflection is linear, but does not account for the light and surface visibility, resulting in 
negative radiance values. To account for visibility, image synthesis employs the max 
operator so that all negative radiance values are set to zero. However, the non-linear max 
function prevents the expression of diffuse shading in linear form. 
To be useful for applications such as LoD selection, pre-rendering, lighting-depen-
dent computations should allow for linear transformations. If the linear form of diffuse 
reflectance, without the max function, is employed, pre-computed values can be calcu-
lated. However, negative radiance will result, thus deviating significantly from real imag-
ery. To overcome this, a function based on hemispherical reflection is employed which 
has been used to simulate outside lighting under natural sky conditions [73]. The adapta-
tion of hemispherical reflection is shown in Equation 19. With this formulation of reflec-
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Lkd 1 + N.wE u v = (19)2 
where N.w refers to the dot-product of N and w, and: 
E(x,y) is the image E sampled at image pixel coordinate (x,y) 
kd is the Lambertian reflectivity coefficient for the object space surface mapped to the 
samples (x,y)
N is the corresponding surface normal of the object space surface 
L is light intensity arriving from direction w. 
If w and N are expressed in terms of the Euclidean basis vectors x̂ ŷ ẑ : 
w = wxx̂ + wyŷ + wzẑ 
N = n x̂ + n ŷ + n ẑ x y z 
then Equation 19 can be expressed as: 
Further simplification yields: 
(20)










E1 1 w1x w1y w1z 
E2 = L 
1 w2x w2y w2z 
E3 2 1 w3x w3y w3z 
E4 1 w4x w4y w4z 
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properties and w̃  is the row [1 wx wy wz]. 
4.1.3. Sample Image Basis 
Equation 20 is a linear formula for creating an image using hemispherical shading, 
given a light vector and per-pixel reflection coefficients and surface normals. The latter
two parameters may be removed by use of four (4) sample images, rendered from known 
lighting directions, and used to solve for the (kdNxyz) matrix. These images form a basis 
for the view such that an arbitrary light vector can be incorporated by summing the images 
with suitable weights. As shown below, the weights can be found using only the arbitrary 
vector and the light vectors employed to create each basis image. Equation 20 could be 
formulated with three (3) sample images if per-pixel reflection coefficients were sub-
tracted before processing. However, this would also require knowledge of per-pixel dif-
fuse reflection coefficients. Simply using an additional image eliminates the necessity to 
obtain reflection coefficients, and produces a square matrix so that the pseudo-inverse is 
not required. 
To develop an image basis, first express Equation 20 for four (4) sample image row 
vectors: 
(21) 
Here wij refers to the component j of the light direction i. The matrix of (kd) and (kdNxyz) 







defined in Equation 22. 
1 w1x w1y w1z 
1 w2x w2y w2zM = .  (22)  
1 w3x w3y w3z 
1 w4x w4y w4z 
This is then substituted into Equation 20 to yield a linear equation, given by Equation 23, 
for an image produced with an arbitrary light direction. Note that the factor L  2  dissa-
pears. Also, the column vector of ones (1) in M does not produce a singular matrix since 
all rows and columns are still linearly independent, assuming independent wi. A set of four 
(4) independent light vectors will produce a square matrix which may be inverted giving: 
E1 
–1 E2E = w̃ M (23) 
E3 
E4 
Equation 23 may be written in the form: 
4 
E = ckEk (24)  
k = 1 
–1where ck is the kth element of the row vector w̃ M . This form illustrates Equation 23 as 
an expansion of an image with arbitrary light direction on the sample images as a basis, 
and weighting coefficients determined solely from the sample image light directions and 
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4.2 Reducing Appearance Difference 
If hemispherical shading is to be used to produce images for estimating illumination 
before rendering, the degree of pixel error must be understood and if possible reduced. 
The goal of such an operation is to depress pixel values that are in the range of (0,1], cor-
responding to the negative range of pixels in normal diffuse shading. Also, pixels in the 
range (1,2], corresponding to allowed positive diffuse values, should be impacted as little 
as possible. An additional requirement, necessary to what follows, is that the resulting 
image also be in the form of a projection onto a basis set of images, as in Equation 24. Ide-
ally, a linear operator may be defined, so that operations performed on the four (4) images
could be linearly combined. 
4.2.1. Gamma Correction 
The method proposed here produces a vector space by multiplication such that the 
combination is still linear, however, the number of basis vectors in this product space is 
higher than in the original vector space. Consider the curves presented in Figure 14. The 
input pixel range, representing the results of shading, is shown on the abscissa. The output 
display value is shown on the ordinate axis and represents a mapping of (possibly modi-
fied) input pixels to normalized display values by scaling the range of input value from 
zero (0) to one (1). Note that the input range is labeled with two axis scales, 1+ N.L, corre-
sponding to hemispherical shading, and N.L to normal diffuse shading. These two input
ranges encompass the possible outcomes of their respective shading functions. The 
dynamic range for both is two (2), though one extends from -1 to 1 and the other from 0 to 
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Figure 14. Minimizing appearance difference between diffuse and 









2. The output mapping of hemispherical and parallel diffuse shading curves is labeled by 
the same notation with the exception that the max operator has been applied in normal dif-
fuse shading. 
31 + N.L
The curve labeled , in which gamma is  3, is a correction applied to8 
increase the similarity of hemispherical shading to max(N.L,0), and error is the difference
between function max(N.L,0) and GCHS. Determining other functions, such as the sig-
moid [81] rational polynomial with optimized parameters, may further reduce error rela-
tive to normal diffuse shading. However, it is not clear how to generate a vector space 






       
 
   










suitable transformations is an area for further research. 
The most significant aspect of Figure 14 is that positive values of N.L shading corre-
spond to values greater than or equal to one with hemispherical shading. Negative values, 
normally removed by max(N.L,0), correspond to hemispherical shading values less than 
one. A gamma correction greater than one applied to hemispherical shading can greatly 
reduce values corresponding to the negative Lambertian range. Hemispherical values cor-
responding to a positive N.L are also effected (see the error curve in Figure 14). However,
GCHS images are very similar to that obtained with Lambertian shading, (see Figure 13 
and Figure 15) and can be useful for computing image quantities such as mean value and 
approximate LoD errors. 
4.2.2. Expanding the Basis Set 
By using modified hemispherical shading in this way, the necessity of the max oper-
ator for visibility is eliminated, allowing a linear system in a higher dimensional vector 
product space, shown in Equation 25. An exponent of three (3) allows an inflection point, 
so that values of zero (0) and one (1) can be obtained, and the illumination expressed 
through binomial expansion of the original four (4) basis images in Equation 24. Correct-
ing with a gamma factor and scaling Equation 24 produce coefficients and basis vectors 
that are linear combinations of the original values. Collected terms resulting from the
binomial expansion are given in Figure 16. 
20 
E'  E3 = u v (25)  AkVk 
k = 1 
72 
(a) (b) 
Figure 15. (a) Normal shading. (b) gamma corrected hemispherical shading (b). (b) Image 
was produced using basis images in Figure 17 and coefficients shown in 
Figure 18. 
   
    
   
   
    
 
      
  
Figure 13 presents an example of the Stanford bunny model, simplified to 8,000 
faces, rendered using normal diffuse shading and gamma-corrected hemispherical shad-
ing. Results for rendering the same model but illuminated from a different direction are 
shown in Figure 15. Both GCHS images were produced starting from a set of four (4) 
hemispherical-shaded images, obtained with ray-casting, shown in Figure 17 (a), where Ei 
refers to image vectors in Equation 24. Figure 17 (b) presents the GCHS basis images 
using gamma=3. These images correspond to the V vector elements shown in Figure 16, 
where the twenty (20) image vectors run from top to bottom, left to right. 
Figure 18 is a plot of the light vector weighting coefficients Ai, defined in Figure 16, 
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Figure 16. Coefficients and basis vectors after applying cubic transformation. 
                  
               
        
       
               
        
    
        
        
        
               
        
    
        
    
    
        
        
        
        
             
    
                 
           
              
                 
           
           
           
              
              
                 
           
           
           
           
           
           
              
              
              
            
   





(b) V1 - V20 
Figure 17. (a) Hemispherical basis images E and (b) GCHS basis images V using 
gamma correction of 3.0. Numbered 1 to 20 from top to bottom and left to
right. 
 
   
     
    


































Basis image number 
Figure 18. Ai coefficients for basis images. 
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1.0, the magnitude of coefficients for images under arbitrary illumination can vary signifi-
cantly. This is most likely explained by the degree to which the arbitrary image differs 
from any of the basis images. Figure 15 is darker than any basis image so that basis images 
will have positive and negative values of similar amplitude. When large portions are bright 
as in Figure 13, fewer basis images have significant coefficients, with larger values for the 
remaining coefficients. The magnitude of arbitrary light vector coefficients is most likely a 
function of the lighting vectors selected to produce the basis images. 
An arbitrary hemispherical shaded image has been expressed in terms of the light 
direction and a set of basis images. Through the application of a suitable transform, 
images resulting from hemispherical shading have been made similar to normal diffuse 





    
  











LoD error in an image view without re-rendering. 
4.3 LoD Error Estimation 
The following illustrates through an example the usefulness of approximate shading 
when pre-computing perceptual image error, such as with LoD approximations. A fre-
quency-space image metric is employed, using pre-computed Fourier transforms and 
power spectra of difference images. With approximate shading, these coefficients can be 
found for an arbitrary light direction using transforms of the vector space basis images. 
4.3.1. Pre-computing Power Spectra 
Let E’ represent the hemispherical image after the gamma correction as shown in
Equation 25. The Fourier series of the image E’ can now be expressed by transforming the 
individual product image planes V as: 
20 
 E' x y = ak Vk x y (26)  
k = 1 
were  is the Fourier transform operator and (x,y) are individual pixel coordinates. The 
Fourier series of a difference image formed between E’ images, produced with high and 
low-resolution models, can now be written as: 
20 
  E' x y = ak –  .  (27)   Lk Hk 
k = 1 
The signal power in the difference image can be written in terms of the real and 
imaginary components in Equation 27. Compute the difference image power PL for an
 
   
   
  
 
   
   













arbitrary light image at frequency (x,y) as a function of the basis image coefficients: 
220 20 2 
PL f = + is  akRk  akIk 
k = 1 k = 1 .  (28)  
T T T T = A RR A + A II A 
= AWLA
T 
Here WL = RRT + IIT is a real 20  20 matrix and is a function of frequency only.
Thus PL(fs) at spatial frequency fs is obtained by transforming the WL matrix at image
frequencies with the coefficient vector A. Note, however, that WL is not a function of light 
direction. This is embodied solely in the vector A. Therefore, WL may be computed once
(per object view) and transformed by A during rendering to produce error values for an 
arbitrary light direction. 
The size of WL(fs) is in general too large to maintain for every view and LoD in a 
discrete error profile. If image error is defined as the normalized, frequency space mean 
square error, which is summed over the extent of the image frequency space, overhead is 
reduced to a 20  20  matrix for a given view. Fortunately, this maximum can be further 
reduced since W is symmetric. For computational purposes, individual components of W 
may be computed from R and I, which requires only 40 terms per LoD for each view. Note 
also that the high-resolution matrix WH does not change with LoD and thus must be com-
puted only once for each view irrespective of the number of LoD models. The difference
between high-resolution and low-resolution terms in WL may also be pre-calculated for 
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77 
summation are therefore n+1 symmetric matrices per view. 
The perceptible error metric may now be computed in terms of the Fourier coeffi-
cients of basis images and a vector A that is a function of light direction only. The error 
can then be computed for an arbitrary light vector using the basis image transforms, M-1 , 
and the given light direction vector without rendering. To incorporate perceptual effects, 
the CSF is applied to weight visual contrast by the spatial frequency threshold levels of the 
human visual system. Equation 20 can now be incorporated in Equation 28 so that the dif-
ference image power will be modulated by the visual system’s frequency response: 
(29) 
where S corresponds to the difference matrix W(fs) multiplied by the CSF at the corre-
sponding angular frequency. 
4.3.2. Example Error Surfaces 
Figure 19 presents error values for images produced with LoD mountains generated
from an elevation height field. The x axis in Figure 19 marks the LoD model index num-
ber, corresponding the LoD object’s polygon count divided by 1,000. Light vector num-
bers, given on the y axis, refers to the six randomly computed light vectors. Individual
light vector error curves were normalized to the corresponding high-resolution model’s 
image signal power, as in Equation 29. For Figure 19, these were then normalized to the
maximum value for all LoDs and light vectors. Images of the full 8,000 polygon resolution 
    
    
 
  




   
















LoD # 3 4 5 6 7 
654328 1 Light Vector # 
1 2 3 4 5 6 7 
65432 
8 1 







6541 2 33 4 5 26 7 18 
(c) Matrix GCHS with CSF 
Figure 19. (a) Error surfaces with 6 random light vectors and 8 LoDs. (b) Error surfaces
without CSF. (c) Error surfaces with CSF. LoD #  is number of polygons divided
by 1,000. 
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object, illuminated with light vectors 1, 3, and 6, are show in Figure 20. Figure 19 (a) was 
computed using normal max(N.L,0) reflection and direct Fourier analysis. Figure 19 (b)
was computed using the GCHS matrix formulation without multiplication by the CSF.
Figure 19 (c) is the same calculation but including the CSF multiplication.
Note that errors for LoD values are all large for coarse LoD models and approach 
zero (0) as the model approaches the reference model’s complexity. However, the largest 
errors occur for light vectors which provide relatively little illumination. This can be 
explained by noting that the difference image signal power is divided by that obtained for 
the high-resolution model with the same light vector. Therefore, the smaller total value of




Light Vector # 1 3 6 
Figure 20. 8,000 face mountain object illuminated with Light Vector # 1, 3, and 6. Top row 
is normal Lambertian diffuse, bottom rows GCHS. shading. 
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the vision system does produce increased sensitivity at lower intensity levels [79]. How-
ever, extremely low image intensity can result in low sensitivity to LoD differences, indi-
cating that some other image quantity, such as mean intensity estimation, may also be 
employed to provide a more robust error metric. 
The use of the CSF tends to compress the overall range of image error as a function 
of lighting direction. However, largest errors occur for light vectors which provide rela-
tively little illumination. This may be explained by noting that the difference image signal 
power is divided by that obtained for the high-resolution object’s image with the same 
light vector. Low illumination should reduce the intensity of features in the high-resolu-
tion image. Therefore, dividing by the resulting smaller value of total signal power tends 






   
 
  





does produce increased sensitivity at lower intensity levels, thought this is not imple-
mented in the metric. One would expect extremely low image intensity to result in low 
sensitivity to LoD differences, though silhouettes may then be the dominant feature. Per-
haps estimating some other image quantity, such as mean intensity, may be useful in a
more robust error metric. Error at lower LoD resolution is increased by including the CSF 
but approaches zero more rapidly as the LoD model approaches the reference model. This 
may indicate the necessity of using higher-resolution models at longer viewing distance to 
reduce appearance difference compared to not using the CSF. 
The pre-process and shading methods presented in this chapter can have significant 
value for re-illuminating image properties without re-rendering an image, such as LoD 
error. A powerful feature is that GCHS employs only image intensities, not per-pixel sur-
face orientation, for a polynomial basis. Therefore, any rendering method using the hemi-
spherical reflection equation may produce the basis images without regard to pixel surface 
fragments. However, the benefits are primarily in simulating diffuse appearance. For a 
more general solution, Chapter V, explores frequency-space shading using a spherical har-
monic series expansion similar to the Fourier Transform to approximate the reflection 
functions. As with GCHS, a pre-process is described in which illumination and scene 








     
    
  
  
 CHAPTER V 
EXPLORING LINEAR REFLECTION FUNCTIONS 
5.1 Expanding the GCHS Concept 
Chapter IV has presented a technique to simulate the appearance of an object with 
diffuse reflection by use of an alternative to the normal Lambertian shading equation. The 
GCHS approach is founded upon basis transformation of images and light-centric weight-
ing in a linear polynomial equation. It relies on the inability of the vision system to detect 
the normally small differences between Lambertian shading and GCHS. The GCHS for-
mulation is very flexible with regard to the type of rendering method used to produce the 
basis images. However, a limitation of GCHS is an inability to produce images under 
transformation that are similar to what would be produced by transforming the correctly 
shaded image. For example, a non-linear operator is often employed in perceptual image 
metrics to approximate the same effect found in the HVS, or to emulate display character-
istics. One way this has been done is by rasing pixels to the 1/3 power [9]. However, per-
forming this operation on a GCHS image will simply remove the gamma correction and 
produce the hemispherically shaded result. What is missing is the impact of applying the 
max function to set negative irradiance values to zero, rather than small, positive values
obtained with GCHS. The maximum function acts as a hemispherical filter. With the use
of max, after applying an exponentiation transform, negative irradiance surfaces will













keep the effect of the max function intact to a significant degree. 
GCHS functions by simulating the object’s appearance with an alternative to the 
Lambertian shading equation. However, a more correct shading equation employing the 
max operator may be approximated to a desired level of accuracy by increasing the num-
ber of terms in a linear approximation. Ideally, the approximation will produce results 
under transformations that approximate with a similar degree of accuracy the exact results 
under the same transforms. A desirable property would also be the ability to approximate 
non-diffuse reflection functions and incorporate non-linear perceptual effects in rendering. 
5.2 The Spherical Harmonics Shading Equation 
A useful method for approximating functions of spherical coordinates, such as the 
BRDF, with a linear system is through spherical harmonics. Spherical harmonics are a 
group of functions that arise in the solution of spherically symmetric potential equations 
and form an orthonormal basis for functions on a sphere [92]. They are the product of the 
associated Legendre polynomials that are functions of the cosine of the zenith angle  , 
and Fourier basis functions for the azimuth angle  . Basri and Jacobs [84], Ramammorthi 
and Hanrahan [85, 91], and Sloan et al. [93] have employed spherical harmonic shading 
equations to produce images with isotropic and anisotropic reflection functions. 
5.2.1. A Review of Spherical Harmonic Shading 
Spherical harmonics are characterized by an order number, usually designated by l. 
For each l, multiple functions are defined, denoted by the m index [92]. A spherical har-






























mwhere Pl are the associated Legendre polynomials with 0 l  and –l m l  . A real 
version of spherical harmonics also exists which employs cosine or sine terms, depending 
on the value of m, instead of the complex exponential. The spherical harmonic transform 
is the analog in the spherical domain of the Fourier transform in Cartesian coordinates and 
they possess similar properties. Arbitrary functions on the unit sphere may be recon-
structed to any degree of accuracy in the following way: 
 l 
f   =   (31)   flmYlm 
l = 0 m = –l 
using coefficients obtained as: 
2  
   sindd .  (32)  = f    flm   Ylm 
0 0 
An alternative notation was employed by Westin et al. [54] to let a single subscript repre-
sent both mode and harmonic numbers as: 
f   = fjYj   (33)  
j 
where j=l(l+1)+m, l = 0.5 1 + 4j , and m=j-l(l+1). The single index formulation has 
advantages since Equation 33 may be expressed as the product of a coefficient vector f and 
a basis function vector Y. As additional frequency terms of the series are included, the 

















this method can require large numbers of coefficients to accurately approximate functions 
with high-frequency content. Other methods to approximate functions of spherical coordi-
nates have employed wavelet basis functions [94] which have more compact support and 
require fewer terms. However, spherical wavelets do not posses the group rotation proper-
ties of spherical harmonics [91] which will be of value as described below. 
Spherical harmonic approximations of arbitrary reflection functions may require 
many terms [54]. However, in some cases, very good approximations may be obtained 
with only a few terms [84, 91]. These cases involve functions which do not have signifi-
cant high-frequency content when evaluated in a particular coordinate system. Diffuse 
shading, for example, is smooth with respect to changes in lighting direction and can be 
approximated well with low order harmonics in a coordinate system with the surface nor-
mal aligned to the z axis. A significant property of this formation is that the effect of the
max function, as discussed in Chapter IV, may be included by defining a modified BRDF 
   = max cos 0    (34) 
or equivalently integrating the zenith angle in Equation 32 from 0 to   2 [84]. Other 
BRDFs, including Phong specular highlights, have also been expressed with lower num-
bers of basis functions [91] when using a preferred coordinate system where the surface 
reflection vector is parallel to the z axis. To be useful, viewing and light directions must be 
expressed in a global coordinate system for all surfaces. While the most compact approxi-
mation is obtained with a local coordinate system, Rammamorthi and Hanrahan [91] have
applied rotation group theory to spherical harmonic functions so that lighting direction 
may be expressed in global coordinates while the BRDF coefficients are evaluated in the 
 
 
   
 
  


























preferential coordinate system. 
5.2.2. Diffuse Reflection
 To reconstruct a diffuse reflection equation in using a spherical harmonics basis, 
first consider the illumination equation Equation 35 in terms of a frequency-space evalua-
tion. For a BRDF  , the reflected radiance E   due to light originating from any direc-
tion L   is given by:  
2 
E    = L        max N L    0 sindd (35)        ˆ    
0 0 
where N is a surface’s unit normal vector,   and    are the spherical coordinates 
of the light and viewing directions respectively. Ramammorthi and Hanrahan [91] have
transformed this equation into spherical frequency space for evaluation as a convolution 
by expressing the parameters in Equation 35 using spherical harmonics. Employing Equa-
tion 32, the radiance series is given by: 
M l 
L    =  (36)  LlmYlm    
l = 0 m = –l 
and the modified diffuse BRDF  expressed as: 
M l 
   = max cos 0 --------------------------------------- = 
   lmYlm  0 .  (37)  
l m = –l 
Since diffuse reflection is not a function of  there is no azimuthal dependence. Thus 
Equation 37 reduces to: 
 
  
   
 

























  = l0Yl0  0 (38) 
l 
which introduces symmetries that allow the general frequency-space form of Equation 35 
to be greatly simplified. 
As mentioned above the   in Equation 36 is a global coordinate while the  in 
Equation 37 is a local coordinate with respect to the local surface normal. To change coor-
dinate systems to take advantage of simplifications, the spherical harmonics basis func-
tions in Equation 36 may be rotated, using Euler rotation, to produce results as if evaluated 
with the argument transformed into the local coordinate system. Following [91], the global 
function is expressed in terms of the local-coordinate spherical harmonics using group the-
ory and the property that spherical harmonics are closed under Euler rotation. Therefore, 
in a global coordinate system may be expressed in terms of a series of spherical har-Ylm 
monics evaluated with the same vector in the local coordinate system. For the diffuse 
reflection function, the local coordinate system is optimal when the z axis is aligned with a
surface’s unit normal vector. Also, there is no dependence of viewing direction. For a sur-
face normal vector with global spherical coordinate   , the spherical harmonic 
Y    evaluated in the global system is expressed using functions evaluated in the local 
system   by: 
l 
 Ylm R  =  lD mm' lm e ' 'Ylm  . (39) 
m' = –l 
 
 --2l + 1 --- -------- Y = -- --- Llm 4 lm 

  
 4Dl    = -------------  .  Ylm  m0 2l + 1 


























The rotation operator    denotes the rotation by     to transform the globalR   
coordinate to the local primed coordinate system. In other words, Equation 39 determines
the global coordinate direction    in term of the corresponding local coordinate 
direction value ' '  by using the rotation matrix elements Dlmm' . Note that knowledge 
of the local coordinate is not necessary for this development. Using Equations 39, 38, and 
36, Equation 35 may be written as: 
2 
E = D ' ' Y ' ' sin ' d'd' (40)
 
1
Llmp0   lmm'Ylm' p0  
l m p m' 0 0 
where '  are expressed in the local coordinate system defined by   . The'  
orthogonality property and symmetry of the spherical harmonics will produce a non-zero 
integral only for p=l and m’=0. Therefore, Equation 40 simplifies to: 





where the rotation coefficients are given by [91]: 
(42)
When the light source in Equation 41 is directional, e.g., originates from only one direc-
tion, Equation 32 produces coefficients for the frequency-space light given by: 
 . (43)
For a directional light source, Equation 41 may be finally be expressed as: 
 
 



















Note that E is given as a function of local viewing coordinate   , which in general 
would require a surface-dependent transformation to global viewing coordinate. However,
since Lambertian reflection is not a function of viewing direction, E is constant with 
respect to viewing angle. Figure 21 (a) includes a plot of the diffuse reflection function 
reconstructed using a maximum spherical harmonic coefficient for l = 2 , as well asmax 
the exact diffuse function for comparison. Figure 21 (b) includes a corresponding plot of 
the spherical harmonic coefficients used to reconstruct the diffuse functions. This expres-
sion of the diffuse BRDF produces non-zero coefficients only for m=0. Basri and Jacobs 
[84] have developed an expression for the  and shown that 98% of the function valuel0 
may be reconstructed using only the three non-zero terms from lmax=2. 
5.2.3. Specular Highlights 
Specular highlights can have a significant effect on the visual appearance of an 
object. Therefore, estimating specular image content before rendering can be useful for 
LoD image comparisons. While the Lambertian BRDF is not a function of viewpoint, 
highlights due to specular reflection will depend on the view, light, and surface normal 
geometry. To capture this behavior, the general isotropic form of Equation 38 would 
require two additional summations to include the viewer coordinate spherical harmonic 
parameterization as well as the lighting parameterization, with another summation to 
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Figure 21.  (a) Plots of the spherical harmonic (SH) reconstructed and exact function for 
diffuse, specular, and non-linear diffuse. (b) Spherical harmonic coefficients













    







brain BRDF eliminate all but three summation. As described in [85], a similar formulation
may be developed for the Phong BRDF by using a similar change-of-reference in which 
the reflection vector is used instead of the surface normal. While the Phong BRDF is not 
physically-based, it can produce visually realistic images. This BRDF can be expressed in 
a form that is energy conserving, in the sense of integrating to one, and the relatively sim-
ple parameterization involved allows a fairly compact representation in frequency space. 
The Phong specular reflection BRDF may be expressed as: 
ss + 1 = --- --- - --- - R L  .  (45)  s 2 
The view-dependent reflection vector R for a surface is found by reflecting the global 
viewing vector about each surface’s global surface normal unit vector N, given by: 
R = 2N N  V  – V (46) 
where V is the viewing vector. The analysis then proceeds as with the Lambertian BRDF 
with the exception of the exponentiation. Another exception is that, since the parameter-
ization will make the reflection vector the local coordinate z axis, the angle made by the
light to the z axis will be to the reflection vector rather than the surface normal. Including
the projected area term in the R parameterization is complex, requiring use of the general 
form of the BRDF spherical harmonic coefficients which involves more non-zero coeffi-
cients. However, for large Phong coefficient s, the error is small due to the rapid fall-off of 
the lobe as L deviates from the reflection vector. Visibility, by use of the max function, 
must still be included to eliminate back-facing highlights that occur as the angle between 
the vectors R and L respectively approaches . The max function is applied before expo-
   















nentiation so that negative values are eliminated. Due to the high-frequency content of the
Phong BRDF with large value of s, the spherical harmonic series will require more terms
to achieve similar accuracy. This is illustrated in Figure 21 (b), with s=20, where there 
were a relatively large number of coefficients required, up to l=6, for reconstruction of 
spectral reflection function in Figure 21 (a). Rammamorthi and Hanrahan [85] have devel-
oped an analytical approximation to the spherical harmonic coefficients for the Phong 
BRDF. Depending on the image property to be pre-computed, lower accuracy may be tol-
erated for estimating the effect of specular highlights on LoD image. 
5.3 Perceptual Non-Linear Response 
This work seeks to develop a method for learning how the manipulation of object-
space properties effects visual image quality. By using the GCHS linear reflection equa-
tion in Chapter IV, lighting direction and per-pixel surface geometry were separated to 
allow view-dependent mean LoD error to be computed in a pre-processing phase. While 
the CSF function was incorporated into the image error function, one property of the HVS 
not accounted for in the Equation 29 is the non-linear response to intensity known to exist 
[67]. This is often simulated by raising image pixels, after normalizing by image mean 
value, to the 1/3 power before processing. As described above, directly applying a non-
integral exponent to the polynomial developed for GCHS would recover the image pro-
duced with hemispherical shading, which is distinctly different from the results with a 
Lambertian image. As with Lambertian and specular reflection, Figure 21 (a) and (b)
include plots of the spherical harmonic and exact non-linear diffuse function respectively, 












of maximum value three. 
The spherical harmonic reflection equation also allows the factoring of geometry 
and lighting, with an approximation error that may be arbitrarily small depending on the 
number of coefficients that are used. In addition, the spherical harmonic formulation 
allows approximations of function that are not C1 continuous, such as the max function 
used in the Lambertion reflection function. This capability is utilized to include not only 
the max function but also the non-linear, perceptual exponential of 1/3 in the spherical 
harmonic coefficients for the BRDF. However, additional coefficients are required for 
each image sample and, as with GCHS, only image mean values would be stored and used 
at run time to keep the number of coefficients to an acceptable level. Equation 29 is first 
developed in terms of the spherical harmonic basis, which is then followed by the imple-
mentation and example results. 
5.3.1. LoD Spherical Harmonic Coefficient Error 
Equation 44 defines a spherical harmonic reflection equation for a directional light 
source and BRDFs that are a function only of the zenith angle. This expression is the foun-
dation of the lighting-independent LoD error metric since image error is based upon 
changes in radiance due to per-pixel surface normal variations. The spherical harmonic 
functions require only a single set of coefficients l0 to reconstruct the BRDF since depen-
dence is upon  only. The storage cost of maintaining per-pixel, or pre-frequency values
for run-time evaluation is prohibitive. However, this is greatly reduced by computing, at 
run-time, only statistical properties as was done in Section 4.3 with regard to use of GCHS 








   






















GCHS basis images, development of the spherical harmonic method is very similar to that 
shown in Figure 7 and developed for GCHS in Section 4.3. A significant advantage of 
using spherical harmonic basis functions is the implicit application of a perceptual non-
linearity through use of a 1/3 exponentiation as part of the BRDF function when calculat-
ing the spherical harmonic coefficients. 
Consider the LoD error metric described in Chapter III as applied to sample images. 
Recall that H is the Hanning data smoothing window and C the CSF function, scaled for 
viewing distance and multiplied by the corresponding frequency-space lowpass box filter.
Also, let cl0 be the coefficients obtained by use of a perceptual non-linear diffuse BRDF 
derived from the Lambertian BRDF as: 
1 3/1 1 3/c  =  = max cos  0 . (47)
 
As with  , these are non-zero only for m  0 . Rewriting here Equation 44: 
E x y = Llmcl0Mlm x y (48) 
l m 
where Mlm x y = H x y Ylm  x y   x y . For the Lambertian BRDF,   are 
the global spherical coordinates of object surfaces that are associated with each image 
pixel (x,y). They may be from single object fragments of represent an average orientation 
of all fragments within a given pixel. The Fourier transform  E may now be expressed 





































 E =  Llmcl0 Mlm x y (49)  .  
l m 
At this point it is convenient to employ the single-index notation defined above: 
jmax 
 E =  Ljcj Mj x y (50) 
j = 0 
where the number of terms are related by j = l + 1 2  and j = l l  + 1 + m . Also,max max 
cj is a vector such thatcj cl0  and the transform of each plane is multiplied by the CSF 
frequency-space transfer function. To obtain the power spectra, the spherical harmonic 
reflection function in Equation 50 is multiplied by its complex conjugate to obtain: 
F f  =  E  E ! 
= C2 f  Ljcj Lkck ! Mj x y  Mk x y 
(51) j k 
= C2 f  ajkvjk 
j k 
for the power spectrum of each plane. This is a similar result to that obtained for the
GCHS where the coefficients ajk capture the illumination and the geometry is contained in 
vjk. The jmax and kmax associated with the summations used here are 9 and 16 respectively 
for the diffuse and non-linear diffuse BRDFs. 
 The two power spectra needed in Equation 22 are for the high-resolution image FH 
and the LoD image FL. These may be found at run time by evaluating the ajk coefficients
with the light and multiplying by the pre-computed v in Equation 51. However the storage 
requirements for a full image is prohibitive and, therefore, only the mean value of the LoD 
  
 

























error metric for the entire frequency-space image is retained at run time. This requires 
only the mean values for each spherical harmonic frequency planes. Multiplication by the
CSF could be done at run time but is best performed in pre-processing as a part of comput-
ing the v. 
Substituting into Equation 51, the light-independent error for frequency u,v is now 




ajkvjk f #uv 
j
 u v = ----------------------------------------------- (52) z   
"  ajkvjk fuv # 
j k 
where: 
vjk fuv =  MLj x y – MHj x y  MLk x y – MHk x y ! 
.  (53)  
vjk fuv =  MHj x y  MHj x y ! 
If values calculated in Equation 53 are summed over spatial frequencies u,v, then the mean
image error is given by: 
 ajkvjk 
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In order to evaluate Equation 55 for a specific lighting direction, the spherical harmonic 
coefficients for the illumination distribution must first be computed using Equation 32, or 
Equation 43 for the special case of a direction light. Also, the BRDF coefficient vector 
must be computed from the definition in Equation 47 and Equation 32 and modified so
that all entries for a given l are equal to cl0. Also, note that the CSF is applied during the 
(56)
summations in Equation 55 separately for numerator an denominator. The image error for 
specific light is then given by Equation 56 
5.3.2. Implementation and Results 
The basis steps to implement Equation 56 are shown in Figure 22. These steps are 
repeated for each sample view in the scene learning error profile. Using ray casting soft-
ware, based on the RADIANCE package, visible surfaces and associated unit normals are 
determined on a per-pixel basis, as shown in Figure 22 (a). Any rendering method capable 
of finding these for each pixel may be used other than ray casting. Unit normals are con-









Figure 22.  (a) Per-pixel surface normals. (b) Convert to spherical coordinates, evaluate 
 
 spherical harmonic planes z vi 
vi  YjYk =Yj 
(d) 





spherical harmonic planes. (c) Fourier transform. (d) Sum over rectangular 
spatial frequencies (u,v) to arrive at mean error for the LoD object. 
   
 
 
   




evaluating each of the required spherical harmonic planes Yj  in Figure 22 (b). While com-
plex spherical harmonic values are used for the development here, is also possible to 
implement this with real spherical harmonic basis functions and employ a formulation 
which directly uses the unit normal components. 
As shown in Figure 22 (c), each spherical harmonic plane is subjected to a Fourier 
transformed and then used to compute LoD error metric as a function of distance for each 
plane. Each are then summed over spacial frequencies (u,v). This results in the error terms 
vj, and vj  which is computed by a second application of the procedure depicted in 
Figure 22. Note that this process is essentially identical to that developed in Chapter III 
except that it is applied to each of the spherical harmonic planes in turn. To evaluate the 
 
 








       






pre-computed error value for a specific light, coefficients are computed with, Equation 43 
for a directional source, or some other suitable lighting distribution. These are then com-
bined with the m=0 (or equivalently j=l(l+1)) coefficients from the desired BRDF as 
shown in Section 5.2.1. 
Example results of applying the scene learning process, using spherical harmonic 
reflection, to the bunny object are depicted in Figure 23. Figure 23 contains 3D surface 
plots showing the LoD error  computed for a two sets of object views with a constantz 
zenith angle and six azimuth angles. One set of views, corresponding to the top two plots, 
are from beneath the bunny. Here, the azimuth angles produce a view set that rotates about 
the bunny’s canonical vertical. Graphs for a different view, looking from the side, are pre-
sented in the lower two plots where the azimuth angle set rotates about the bunny in the 
horizontal plane. Figure 24 presents example images produced from these two view sets. 
As indicated, one horizontal axes of the surface plots denote the viewing distance, which 
is expressed as a multiple of the close-up reference image’s distance. The axis labeled azi-
muthal angle  are the values of the azimuth angle set in degrees. The vertical axis of each 
plot is the error value. Each view is produced by Euler rotation of the canonical object 
geometry. 
Two different lighting directions are also depicted in Figure 23, corresponding to the 
left and right columns for each view. For the left column, a directional light was set at 
spherical coordinate 90, 0 degrees. For the bottom row, the light source was set at 
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Figure 23.  Error values for 500 polygon bunny relative to 8,535 polygon model. Viewer spher-
ical coordinates  =90 and  = 0... 300 degrees in steps of 60. Top row has light 
coordinate =180, and bottom row light coordinate =90, degrees. 
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were produced with these two light directions. To illustrate the effect of using non-linear 
diffuse reflection, Figure 25 contains plots similar to those in Figure 23, however, normal 
Lambertian diffuse reflection is employed. Note that, for the top two plots in Figure 23, 
small deviations are seen in the relative error value. 
The characteristic decay with viewing distance is observer in all LoD error plots as 
seen in the metric development presented earlier. In addition to this, the behavior with 
regard to changing lighting may now be seen by observing how the error changes with 
respect to  . For example, the top two plots in Figure 23 indicate that, even though error 
may be large as with the 500 face mesh, there is little change in error for the bottom view 
100 
Figure 24.  Views corresponding to the LoD error plots. 
    
    
  
  
     
  
when altering the light direction. Conceptually this appears correct if one notes that the 
zenith angle for these views places the light source in a direction perpendicular to the 
viewer direction. Therefore, regardless of azimuthal angle, the effect of the illumination 
on visual appearance is similar. However, for the lower two plots, the light is either in the
front for back of the object, so one would expect that the LoD error changes significantly
as the azimuth angle is increased. This effect can be seen in the lower two plots as signifi-
cant variation in the error value with  . The associated change in appearance is also
noticeable in the images of the object in Figure 24. The LoD error plots in Figure 25 do 
not incorporate the non-linear perceptual term and the effect of not considering this, 
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Figure 25.  Normal Lambertian error values. For viewer direction of =90 and =0 to 300 
degrees. Hi-res bunny model has 8,000 faces, low-res 500. In the top row has 
light =180 and the bottom row =90 degrees. 
the top two plots of Figure 25 relative to Figure 23. Use of the normal Lambertian diffuse 
LoD error profile most likely would result in selection of a somewhat higher-resolution 
LoD model on average. 
This chapter has explored the use of a spherical harmonic shading equation to incor-
porate additional HVS characteristics into the scene learning process. This has been done 
through the use of spherical harmonic basis function to represent the normal shading val-
ues raised to the fractional power. In this way, the non-linearity is implicit in an image’s 
pixel values. Results have been presented to illustrate the process. Further development 













 CHAPTER VI 
CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
The thesis of this work is that it is possible to quantitatively express how object 
appearance in an image, as judged by human viewers, is affected by changing the object’s
complexity in 3D scene space. Additionally, to show that this relationship can match an
object’s 3D fidelity and resulting image-space projection for improved computational per-
formance and image quality. A rigors, mathematical development was followed to pro-
duced a quantitative computational technique, based on image synthesis and image
metrics, to show this contention. The analysis also considered sampling rate and changes 
in resolution limits as a function of viewing distance. As in previous work, the CSF was 
employed as a simple visual perception model of human viewer response to weight image 
frequencies by visual sensitivity. This was followed by the introduction of the GCHS 
method to incorporate illumination into scene learning by employing a novel method of 
approximating visibility in Lambertian diffuse shading. Using GCHS, lighting was incor-
porated into scene learning. Note that this was done in the pre-process phase, a key goal of 
this work. 
Building on the basis image concept of GCHS, the use of spherical harmonics as a 
basis for a reflection function space has been explored. This latter method was used to 









quency-space re-lighting, to better simulate perceptual response to illumination. Several 
examples have been presented at each phase of the development of scene learning to illus-
trate measurement of appearance difference and uses in computer graphics. 
In summary, the conclusions in support of the contributions described in Chapter I 
are as follows: 
1. LoD error profiles for objects have been produced with the scene learning 
pre-process and used to select objects of varying complexity that appear to
correlate with low visual appearance error in example applications pre-
sented in Chapter III, 
2. Image resolution analysis developed a relationship between object feature 
content, lowpass filtering, and viewing distance. This allowed better match-
ing of less detailed impostors to images by better simulating the appear-
ance of the continuous images of objects receding to longer viewing 
distances. 
3. A novel method (GCHS) to simulate diffuse Lambertian shading with visi-
bility by a linear reflection equation with a polynomial image basis was 
introduced. Advantages to this method are that any image rendering pro-
cess may create basis images and lighting-independent image properties, 
including LoD error, may be partially pre-computed and completed at nor-
mal rendering time. 
4. Alternatives to GCHS using spherical harmonics were explored for incor-
porating arbitrary BRDFs into scene learning. An experiment was imple-
mented to test approximation of a non-linear illuminance transform, 
employed by image metrics, into the BRDF itself. Example images with 
predicted error values were presented to illustrate this approach. 
It is proposed that the underlying theoretical development and example results presented 
have shown that a quantitative relationship is possible and useful for achieving run-time
benefits. Though not quantified, an overhead is obviously associated with use of scene 
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learning LoD error profiles, in memory to store the profile data and computations at run-
time to predict appearance error. However, as described earlier, for applications involving 
significant re-use of object models, this cost may be justified. 
6.2 Future Work
   In order to truly determine the benefits of LoD rendering with scene learning, sub-
jective studies are needed using real human observers and simulated images. Objective 
comparisons using other visual models that may be available would also be useful. To do 
this requires a fuller implementation of visualization LoD software with scene learning 
than presented here. The calculations associated with visual models are important ele-
ments of scene learning. However, the error metric presented here does not include many
important features of the HVS which effect LoD perception, and thus image resolution 
matching. For example, the HVS is known to analyze images in a way that detects features 
existing across a range of image resolutions. Therefore, a transform, such as the wavelet
transform or the Laplacian image pyramid, should be explored for better simulation of 
human viewer response. To better capture the relationship between LoD error and viewing 
distance, distances were selected to importance sample this relationship. Applying impor-
tance sampling to view orientationas well as viewing distance may reduce the number of
LoD error profiles required for normal rendering. 
Flat shading employed here may well introduce relatively large amounts of high-fre-
quencies content in reference image power spectra and represent a worst-case error analy-
sis. Smooth shading can act to pre-filter object radiance, possibly removing many high 




learning is straight forward and should be studied to determine how shading interpolation 
effects LoD error. Also, effects due to self occlusion, object silhouette, and perspective 
distortion also should be studied with respect to LoD error profiles. However, at large 
viewing distances addressed here the benefits may be minimal. 
Several areas of future work have been identified to expand the usefulness of scene 
learning shading equations, for both GCHS and spherical harmonic methods. Incorporat-
ing specular reflections with GCHS may be possible with higher gamma exponents. How-
ever, through the use of preferred coordinate systems, spherical harmonic equations may 
be the better Phong shading linear equation. Finally, GCHS and spherical harmonic shad-
ing equations, which employ multiple basis images, may benefit from a principle compo-
nent or singular value decomposition analysis to identify a lower-dimensional basis but 
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[ 9 3] P et er- Pi k e Sl o a n, J a n K a ut z, a n d J o h n S n y d er. Pr e- c o m p ut e d r a di a n c e tr a nsf er f or 
r e al-ti m e r e n d eri n g i n d y n a mi c l o w-fr e q u e n c y li g hti n g e n vir o n m e nts. I n Pr o c e e d -
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s p h er e. I n Pr o c e e di n gs of SI G G R A P H’ 9 5 , p a g e s 1 6 1- 1 7 2, A u g ust 1 9 9 5. 
