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Abstract
Motivated by emerging vision-based intelligent services, we consider the prob-
lem of rate adaptation for high quality and low delay visual information de-
livery over wireless networks using scalable video coding. Rate adaptation in
this setting is inherently challenging due to the interplay between the vari-
ability of the wireless channels, the queuing at the network nodes and the
frame-based decoding and playback of the video content at the receiver at
very short time scales. To address the problem, we propose a low-complexity,
model-based rate adaptation algorithm for scalable video streaming systems,
building on a novel performance model based on stochastic network calculus.
We validate the model using extensive simulations. We show that it allows
fast, near optimal rate adaptation for fixed transmission paths, as well as
cross-layer optimized routing and video rate adaptation in mesh networks,
with less than 10% quality degradation compared to the best achievable per-
formance.
11 Introduction
Low cost cameras that are able to capture high quality images, combined with
increasing wireless transmission rates, and advances in video coding and vi-
sual processing are enabling a variety of novel, visual information based intel-
ligent services. The services include vision-controlled robotics [1], automated
driving applications [1, 2], and telematic surgery [3], and are often safety
critical. Their requirements differ significantly from the ones of traditional
video content distribution: they require very low latency, high reliability and
good video quality for human inspection or for automated visual process-
ing. As an example, use case specifications for eHealth, future factories and
automotive [1, 4] require tens of milliseconds of network, and hundreds of
milliseconds of application level delay limits, with a 99.99% reliability. Since
the cameras are often hard to access or are mobile, the use of wireless data
transmission is inevitable, likely over multiple wireless hops. Multiple wire-
less hops facilitate the support for multicast or convergecast of the captured
streams of images, facilitate handling node mobility, may help to cope with
the hostile wireless environment, and could allow low power transmission for
battery driven nodes [5–7].
Scalable video coding (SVC) is an important enabling technology to
achieve reliable video streaming in dynamic networking environments [8–10].
For scalable video coding, each video frame, or group of pictures (GOP),
is encoded into multiple layers, and rate adaptation, that is, the selection
of an appropriate number of layers to be transmitted, makes it possible to
adjust the transmission rate, and thus the video quality to the bandwidth
available for the transmission. When the bandwidth of the network path
deteriorates, less layers should be transmitted so as to reduce the queuing
delays at the intermediate nodes, and to safeguard timely delivery of the
layers that are transmitted. At the same time, the transmission of too few
layers is detrimental as well, as it leads to high distortion at the receiver.
The traditional approach to rate adaptation with SVC is to follow the long
term changes of the transmission rate, either based on the buffer occupancy
at the receiver or by estimating the transmission rate [11–14]. Long term
rate adaptation is then combined with buffering at the receiver, so as to even
out the short term bandwidth variations. Nonetheless, these rate adaptation
solutions cannot be applied for wireless network applications with strict de-
lay limits, as the short term variability of the wireless channels can not be
compensated with in-network and receiver buffering. The rate adaptation
2problem under strict delay constraints is thus particularly challenging and
calls for a novel solution approach.
In this paper we attack the problem by proposing model-based rate adap-
tation for low-latency video streaming in wireless networks, by utilizing a
stochastic network calculus approach. A significant advantage of this ap-
proach is that it provides quantifiable measures of end-to-end quality of ser-
vice (QoS) as a function of link quality. These measures can then be trans-
lated into useful quality of experience measures (QoE) for the video playout.
The QoE measures can then be used for rate adaptation and performance
optimization, as well as for the evaluation of new coding schemes.
We utilize the wireless extensions of stochastic network calculus to be
able to capture the transmission of the bit stream over the time varying
wireless links and the queuing delays at the intermediate nodes [15, 16]. We
extend previous results to take the playout process into account, combin-
ing two different time scales, the bit-stream-based transmission and queuing
and the video-frame-based decoding and playout. We validate the model
through extensive simulations, and demonstrate the efficiency of the model-
based source rate adaptation and its extension to cross-layer optimized delay
sensitive routing.
The rest of the paper is organized as follows. Section 2 discusses re-
cent results on video playout optimization and stochastic network calculus.
Section 3 presents background regarding the methodology used. Section 4
describes the considered system. Section 5 presents the model and provides
a lower bound on the playout rate under reliability constraint. The model
is validated in Section 6, and in Section 7 we evaluate the efficiency of the
model-based rate adaptation, including also transmission path optimization.
Section 8 concludes the paper.
2 Related Work
As the importance of SVC is widely recognized, scalable extensions of video
coding standards are available for H.264/AVC [8], as well as SHVC for
H.265/HEVC [9], and new, highly scalable solutions are subject to current
research [10]. The objective of SVC is to provide temporal, spatial, and qual-
ity scalability by encoding the video stream into multiple layers, a base layer
and several enhancement layers, using interlayer processing. As a result, an
enhancement layer can be decoded if all previous layers are fully received.
3The layered structure facilitates a trade-off between video quality (i.e., dis-
tortion) and required bandwidth (i.e., rate). This property becomes handy
for transmission over wireless and mobile networks [17], where the underlying
link quality is subject to the channel variability [18–21]. The same property
makes SVC attractive for delay-limited applications, since all layers received
completely before the playout deadline can be utilized for the decoding. En-
coding with a larger number of layers increases the potential of more efficient
rate adaptation. However, the actual SVC implementation used may limit
this potential due to complexity and/or efficiency constraints. Nevertheless,
the rapid technological advances may soon render such limitations obsolete.
It is therefore important to quantify the performance gains when using a high
number of layers in various application domains.
Proposed rate adaptation methods for SVC are based on buffer content
[11], transmission rate estimation [12, 13], or both [14], with the advantage
that detailed modeling of the network performance is not required. Low
delay applications however can not build on buffer-content-based models.
Results presented in the literature consider tens of seconds of playout delays.
Similarly for low latency requirements, rate adaptation based on average
transmission rate would be overly optimistic; it would result in queuing delays
at the network nodes and late arrivals at the playout buffer. Therefore, in this
paper we propose rate adaptation based on network performance modeling
for low latency wireless applications.
Performance modeling of adaptive video streaming in wireless networks
has mostly been considered for a single wireless link. In [20] the effect of an
unreliable wireless channel is modelled by an i.i.d packet loss process, and
the video coding rate and the packet size are optimized under retransmission-
based error correction. In [21] and [22] adaptive media playout and adaptive
layered coding is addressed respectively. Both papers define a queuing model
on a video frame level, assuming that the wireless channel results in a Poisson
frame arrival process at the receiving terminal, a simplification that may be
reasonable if the buffering at the receiver side is significant, and therefore
packet level delays do not need to be taken into account.
Modeling of video streaming based on network calculus is presented in [23]
for the purpose of resource allocation in cellular networks, again, consider-
ing a frame level model. Modeling of video transmission over two wireless
links is presented in [24]. This work considers the video transmission as a
bitstream, but even with this simplifying assumption the results reflect that
modeling based on traditional queuing theory quickly becomes intractable
4as the number of links increases. In [25] a tractable model is derived for
the delay violation probability for fluid transmission over multihop wireless
links, following the effective capacity concept. This approach however does
not lend itself to frame level modeling.
In this paper we propose model-based rate adaptation utilizing network
calculus. Network calculus characterizes the departure process and the net-
work backlog over multihop paths. Together with recent advances on mod-
eling wireless links, this motivates our approach.
Stochastic network calculus has been extended to capture the randomly
varying channel capacity of wireless links, following different methods [15,
26–30]. Most of the existing work builds on an abstracted finite-state Markov
channel (FSMC) model of the underlying fading channel, e.g., [27,28] or uses
moment generating function based network calculus [30]. However, the com-
plexity of the resulting models limits the applicability of these approaches
in multi–hop wireless network analysis with more than a few state FSMC
model and more than two hops. In this work, we follow the approach pro-
posed by Al-Zubaidy et al [15], where a wireless network calculus based on the
(min,×) dioid algebra was developed. The main premise for this approach
is that the channel capacity, and hence the offered service of fading channels
is related to the instantaneous received SNR through the logarithmic func-
tion as expressed by the Shannon capacity, C(γ) = log(1 + γ). Hence, an
equivalent representation of the channel capacity in an isomorphic transform
domain, obtained using the exponential function, would be eC(γ) = 1 + γ.
This simplifies the otherwise cumbersome computations of the end-to-end
performance metrics.
3 Network Calculus for Wireless Networks
Network calculus has been developed to provide an efficient analytic tool
for evaluating the quality of service provided by networks with multi-hop
transmission path, including the effect of correlated buffering at the net-
work nodes. In network calculus, the generated network traffic at node k in
time interval [τ, t) is characterized by the cumulative arrivals, that is, the
real–valued non–negative bivariate process Ak(τ, t), while the transmission
capabilities of node k are described by the process of cumulative services
Sk(τ, t). The resulting departure process, Dk(τ, t), characterizes the cumu-
lative traffic leaving node k. These processes are non-decreasing in t with
5Ak(t, t) = Sk(t, t) = Dk(t, t) = 0 and Ak(0, t) ≥ Dk(0, t) for all t. The ob-
jective of stochastic network calculus is to derive the departure processes for
complex network topologies, and based on that express the network perfor-
mance, typically in terms of probabilistic bounds on the end-to-end delay
W (t), and the backlog B(t) = A(0, t)−D(0, t), characterizing the amount of
traffic delayed in the transmission queues of the network. Network calculus
can be used to analyze networks with either packetized or fluid flow traffic
and for discrete or continuous time scale. In this work, we consider fluid flow
traffic and discrete (slotted) time.
Introduced in [15], the (min,×) network calculus transforms the problem
into an alternative domain, called SNR domain, where the SNR service pro-
cess (Si) is obtained by taking the exponent of the original service process1,
i.e., Si = eSi . Therefore, we refer to a network element i as dynamic SNR
server, if it offers a service Si that satisfies the input–output inequality [31],
D(0, t) ≥ A⊗Si(0, t), where the (min,×) convolution and deconvolution are
respectively defined for any two SNR processes X1(τ, t) and X2(τ, t) as
X1 ⊗X2(τ, t) 4= inf
τ≤u≤t
{X1(τ, u) · X2(u, t)} ,
X1 X2(τ, t) 4= sup
u≤τ
{X1(u, t)
X2(u, τ)
}
.
The key result of network calculus is the possibility to substitute the
sequence of service processes on a multi-hop transmission path with a single
network service process, Snet, by concatenating the service processes for all
nodes along a path [32]. In the SNR domain
Snet(τ, t) = S1 ⊗ S2 ⊗ · · · ⊗ SN(τ, t) . (1)
In addition, network performance bounds, e.g., end-to-end delay and backlog,
can be obtained in terms of the (min,×) deconvolution of the SNR arrival
and service processes [15].
The computation of the (min,×) convolution and deconvolution opera-
tions are not straight forward as it involves the evaluation of products and
1We use the calligraphic upper–case letters to represent traffic and service processes in
the SNR domain and to distinguish them from their bit domain (where traffic and service
are measured in bits) counterparts.
6quotients of random processes. Thus, an exact solution for (1) may not be
feasible. Instead, we may use yet another transform, the Mellin transform,
to find bounds on these two operations. The Mellin transform, see [33], is
defined for a nonnegative random variable Z as MZ(s) = E[Zs−1], for any
complex valued s given that the expectation exists. Then, the following
holds [15]:
Lemma 1. Let S1(τ, t) and S2(τ, t) be two independent SNR service pro-
cesses. The Mellin transform of S1 ⊗ S2(τ, t), for all s < 1, is bounded by
MS1⊗S2(s, τ, t) ≤
t∑
u=τ
MS1(s, τ, u) · MS2(s, u, t) . (2)
The Mellin transform of S1  S2(τ, t), for s > 1, is given by
MS1S2(s, τ, t) ≤
τ∑
u=0
MS1(s, u, t) · MS2(2− s, u, τ) . (3)
Lemma 1 above suggests that the Mellin transform of the (min,×) convo-
lution/deconvolution of two independent processes is bounded by a function
of their Mellin transforms. In the case of wireless networks, the indepen-
dence follows from the assumption on independent fading on the consecutive
wireless links. Consequently, network performance bounds can be obtained
in terms of the Mellin transforms of the SNR arrival and service processes of
that network.
4 System Model and Problem Formulation
In this section we describe our model of the wireless network and of video
streaming, formulate the rate adaptation and routing problem, and provide
the corresponding arrival and service models.
4.1 Wireless network model
We consider a time slotted multi-hop wireless network with a time slot dura-
tion of ∆t. We use t to refer to a time slot. For each wireless link we consider
a block fading channel [34] with Rayleigh fading distribution, with coherence
time larger than ∆t. As our focus is not on channel coding, we assume that
7a channel coding scheme is available at each node, such that each channel
provides a service that is equivalent to its instantaneous Shannon channel ca-
pacity, C(γk,t) = W log2(1 + γk,t) bits/s, where W is the channel bandwidth,
γk,t is the instantaneous SNR at the receiver of channel k at time slot t, and
we consider that γk,t
d
= γk, ∀t, where d= denotes equal in distribution, with
average γ¯k. We allow the average SNR γ¯k to change over time, but we make
the reasonable assumption that it is known. Feedback of the channel state
information (CSI) over a single link is implemented or can be implemented
in modern networks [37, 38], while the CSI or estimated SNR values can be
collected in a mesh network with the help of the routing protocol [39].
We consider that video has to be streamed between two nodes in the
wireless network, as shown in Fig. 1. We refer to a sequence of links from
the sender to the receiver node as a transmission path, and denote it by
P . Furthermore, we denote by N the length of the path. There may be
multiple paths between the sender and the receiver. We assume that buffers
at intermediate nodes are locally FIFO, i.e., frames and their contents are
served according to the order of their arrival. Furthermore, no dropping or
duplication of contents is allowed at these nodes.
4.2 Scalable video streaming
The video is captured at a rate of n frames per second. Depending on the
considered coding scheme, a frame can represent a single image, or a group
of pictures (GOP). The captured frames are fed directly to the SVC encoder
that generates L ≤ Lmax layers. We consider that each layer has a size of
m bits and a header of h bits, resulting in a constant rate traffic of RE =
nr = (m + h)nL bits per second, where r is the frame size in bits, and is
determined by the number of transmitted layers L. The assumption of equal
size layers and constant rate traffic is desirable for ease of presentation, but
the proposed methodology can handle any type of traffic, including variable
rate video, as long as its Mellin transform exists and is attainable.
The coded video frames are transmitted over a wireless network of N
transmission links. Once transmitted over the wireless network, received bits
are stored in a playout buffer. Frames are decoded and played out regularly
with Tf = 1/n time intervals and a fixed playout delay TD, that is, a frame i
that is generated at time τi is played out after a fixed delay TD at time τi+TD.
According to the layered coding only the completely received layers are used
8Figure 1: Video transmission over multi-hop wireless network.
for decoding. Due to the variability of the wireless channels, the number of
layers of a frame i that are received within a deadline TD is random, leading
to a varying per frame playout bitrate RD at the decoder, and consequently
varying distortion.
4.3 Model-based rate adaptation and routing problem
Given the system model presented above, the objective of the model-based
rate adaptation and routing problem is to select the optimal number of
transmitted layers L∗ and the optimal transmission path P∗ that together
maximize the lower bound rεD of the playout rate under a reliability constraint
ε:
max
(L,P)
rεD (4)
s.t.
Pr(RD < r
ε
D) ≤ ε (5)
Due to the variability of the wireless channels and the queuing at the
intermediate nodes, there is no tractable analytic expression for the distri-
bution of RD. Therefore, in the following we provide a bound on the tail
distribution of RD, as a function of the frame size, the average SNR val-
ues and the path length N . We then show how to use it for solving the
model-based rate adaptation and routing problem.
4.4 Arrival and Service Models
Recall that RE is the bitrate of the coded video, and is thus the arrival rate
to the wireless network. We can then express the cumulative arrival process
as
A(τ, t) = RE(t− τ) = (m+ h)nL(t− τ) , (6)
9and the SNR arrival process A is given by
A(τ, t) = eRE(t−τ) = e(m+h)nL(t−τ) . (7)
Hence, the Mellin transform of the arrival process can be expressed as
MA(s, τ, t) = e(s−1)(m+h)nL(t−τ) . (8)
Similarily, we can define the cumulative service process of a fading channel
with SNR γk,u is
S(τ, t) = W
t−1∑
u=τ
log(1 + γk,u) , (9)
Its SNR domain counterpart is given by the log-free form
S(τ, t) =
t−1∏
u=τ
(1 + γk,u)
W . (10)
The Mellin transform of S depends on the distribution of γk,u, i.e., the fading
distribution. In Section 5.3, we will derive the Mellin transform of the service
process for Rayleigh channels.
4.5 Service Model with Interfering Flows
The service model presented above for a single flow can be extended to ca-
pacity sharing between flows. Let us denote by Ao the SNR arrival process of
the tagged (through) flow, and by Ac that of the other (cross) flows. We can
then describe the service offered to the through flow by the leftover service
process, which can be characterized as shown in Lemma 2 taken from [16].
Lemma 2. Consider a network with a through flow Ao and cross traffic flow
Ac. Assume that the network provides a dynamic SNR server to the aggregate
of the two flows, with service process S(τ, t) then
So(τ, t) = max
{
1,
S(τ, t)
Ac(τ, t)
}
is a dynamic SNR server satisfying for all t ≥ 0 that
Do(0, t) ≥ Ao ⊗ So(0, t)
The proof of Lemma 2 can be found in [16]. In the rest of the paper, for
notational simplicity, we consider that there is no cross traffic.
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5 Performance of Video Communication
In this section we present our main contribution: A system model for adap-
tive video transmission over a multi-hop wireless network and a bound on the
received video quality in terms of the parameters of the transmitted video,
as well as the underlying fading channels’ parameters. We first derive a gen-
eral expression on the lower bound of the received rate under playout delay
constraint and frame based transmission. Then we give the bound for trans-
missions over multihop wireless channels, specifically considering Rayleigh
fading. Finally we derive the bound on the playout bitrate, considering
the layered structure, and address the feasibility of solving the optimal rate
adaptation problem.
5.1 Lower Bound for the Received Rate
We investigate a video decoder which operates as follows: At time τi + TD
it considers the content of the playout buffer. It then drops all content
that belongs to frames j < i (i.e., late arrivals from previous frames), then
removes and decodes all frame content that belongs to frame i; arrivals from
subsequent frames remain in the playout buffer. The modelling challenge
is twofold. First, the received rate should include only data that belongs
to a given frame. Second, we would like to derive a lower bound of the
received rate RiD, while network calculus usually considers its upper bound
to characterize backlog and delay.
A statistical description of the rate at the decoder, RiD, can be obtained by
observing the departure process of the wireless network, D(τ, t). Specifically,
RiD can be obtained by considering all departures during the time period
from frame generation until playout, that is, D(τi, τi+TD), and then counting
only Di(τi, τi + TD), the part of the traffic that belongs to frame i. Since the
instantaneous received rate at the decoder, RiD, includes only traffic that
belongs to fully received layers by the frame’s playout deadline, we can write
RiD =
⌊
Di(τi,τi+TD)
m+h
⌋
·m
Tf
. (11)
A probabilistic lower bound on the departures belonging to frame i during
the period [τi, τi + TD), D
i(τi, τi + TD), i = 1, 2, · · · , is given by the following
lemma.
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Figure 2: Determination of Di(τi, τi + TD).
Lemma 3. Given a frame i generated at time τi and destined to a decoder
with playout deadline TD, the departure process D
i(τi, τi + TD), i = 1, 2, · · · ,
is characterized as follows
Pr(Di(τi, τi + TD) ≤ d) ≤ ε
⇔ Pr(D(0, τi + TD) ≤ d+ (m+ h)nLτi) ≤ ε , (12)
for all d ≤ (m+ h)L and all ε ∈ [0, 1].
It is worth noting that this probability is equal to 1 for all d > (m+h)L,
i.e., departures belonging to a frame i can never exceed the frame size.
Proof. Fig. 2 shows the encoding, transmission, and decoding of the con-
secutive i − 1, i, i + 1 frames and can be used to derive Di(τi, τi + TD). We
express Di(τi, τi + TD) by first considering all departures D(τi, τi + TD) and
then removing traffic that does not belong to frame i. As shown in Fig. 2,
the departures belonging to previous frames within the interval [τi, τi + TD)
are equal to the backlog B(τi) at time τi, i.e., the traffic from all previous
frames that is still in the network when the ith frame arrives. Once we remove
B(τi) the remaining departures belong to frame i, up to a size of (m+ h)L,
followed by traffic from subsequent frames. Using this argument we arrive at
the following equivalence statement
Pr(Di(τi, τi + TD) ≤ d) ≤ ε
⇔ Pr(D(τi, τi + TD)−B(τi) ≤ d) ≤ ε , (13)
for all d ≤ (m+ h)L.
Then using the fact that the backlog at any time τ is given by the differ-
ence of all arrivals and all departures from time t = 0, where B(0) = 0, until
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time t = τ , the right hand side of (13) can be evaluated as follows
Pr(D(τi, τi + TD)−B(τi) ≤ d)
= Pr(D(τi, τi + TD)− A(0, τi) +D(0, τi) ≤ d)
= Pr(D(0, τi + TD)− A(0, τi) ≤ d)
= Pr(D(0, τi + TD) ≤ d+ A(0, τi))
= Pr(D(0, τi + TD) ≤ d+ (m+ h)nLτi) . (14)
Substituting (14) in (13), the lemma follows.
Lemma 3 states that a probabilistic lower bound for Di can be obtained
in terms of the probabilistic lower bound on the departure process D given
by (14), for the specific arrival process described in (6). When the arrival
and service processes have stationary increments, which is the case here, then
Di is identically distributed for all i. The next step is to derive this bound,
which we can accomplish using network calculus.
Lemma 4. For any work-conserving server with dynamic bivariate service
process S(τ, t) and an arrival process A(τ, t), the departure process D(τ, t) is
bounded as
D(τ, t) ≥ A⊕ S(τ, t) = inf
τ≤u≤t
{
A(τ, u) + S(u, t)
}
, (15)
where ⊕ denotes the (min,+) convolution.
Proof. Using Reich’s recursive backlog formula we have
B(t) = [B(t− 1) + a(t)− s(t)]+
≤ sup
0≤u≤t
{
A(u, t)− S(u, t)} ,
where a(t), s(t), B(t) are the instantaneous arrival, service and backlog at
time slot t respectively. Hence,
D(0, t) = A(0, t)−B(t)
≥ inf
0≤u≤t
{
A(0, u) + S(u, t)
}
= A⊕ S(0, t) ,
where in the second step we used the fact that A(0, u) = A(0, t)− A(u, t).
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But due to causality we also have
D(0, τ) ≤ A(0, τ) .
Then for work-conserving server and for 0 ≤ τ ≤ t we get
D(τ, t) = D(0, t)−D(0, τ)
≥ A⊕ S(0, t)− A(0, τ)
= inf
0≤u≤t
{
A(0, u)− A(0, τ) + S(u, t)} .
Since A(0, u)− A(0, τ) = 0 , ∀u < τ , and since
∃u ≥ τ s.t. A(τ, u) + S(u, t) ≤ S(τ, t) .
Then, D(τ, t) ≥ inf
τ≤u≤t
{
A(τ, u) + S(u, t)
}
and the lemma follows.
5.2 Departure Process Lower Bound for Wireless Chan-
nels
To use Lemma 4, we must evaluate the right hand side of (15) which is not an
easy task for a wireless channel where S(τ, t) is a randomly varying process
due to random fading. Therefore, with the following theorem we provide a
probabilistic bound on D(τ, t) in terms of the Mellin transform of the arrival
and service process by using the (min,×) network calculus approach [15].
Theorem 1. Let A be the SNR arrival process to a work-conserving queuing
system with SNR service process S, then for any 0 ≤ τ ≤ t and any s < 1,
a lower bound d (d ≥ 0) for the departure process D(τ, t) must satisfy the
following inequality
Pr(D(τ, t) ≤ d) ≤ e(1−s)d
t∑
u=τ
MA(s, τ, u) · MS(s, u, t) . (16)
Proof. We start by formulating a probabilistic lower bound on the departures
in terms of the SNR departure process D, ∀s < 1, as follows
Pr(D(τ, t) ≤ d) = Pr(D(τ, t) ≤ ed)
= Pr(Ds−1(τ, t) ≥ e(s−1)d)
≤ e(1−s)dMD(s, τ, t) , (17)
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where we used the assumption s < 1 to obtain the second line and then we
applied Markov’s inequality and used the definition of the Mellin transform
to arrive at the last step.
Using Lemma 4, the SNR departure process D can be bounded as follows
D(τ, t) = eD(τ,t) ≥ einfτ≤u≤t
{
A(τ,u)+S(u,t)
}
= inf
τ≤u≤t
{
eA(τ,u)+S(u,t)
}
= inf
τ≤u≤t
{A(τ, u) · S(u, t)}
= A⊗ S(τ, t) , (18)
where we used the definition of the (min,×) convolution in the last step.
Note that when s > 1, the Mellin transform is order-preserving. On
the other hand, when s < 1, the order is reversed [15]. Hence, the Mellin
transform for the SNR departure process for any s < 1 is computed using
(18) as follows
MD(s, τ, t) ≤MA⊗S(s, τ, t)
= E
[(
inf
τ≤u≤t
{A(τ, u) · S(u, t)})s−1]
= E
[
sup
τ≤u≤t
{
(A(τ, u) · S(u, t))s−1
}]
≤
t∑
u=τ
MA(s, τ, u) · MS(s, u, t) , (19)
where we used the non-negativity of A and S and their independence and
then we applied the union bound in the last step.
Substituting (19) into (17) the theorem follows.
5.3 Lower Bound for Multihop Rayleigh Channels
We will now use Theorem 1 to obtain a probabilistic lower bound on the
departure process for an N -hop wireless network subject to Rayleigh fading.
For simplicity, we present results for the case when for γ¯k = γ¯ for the N hops,
but the methodology works for non-identically distributed channel fading
using a more complex representation of the network service process as shown
in [35].
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The instantaneous SNR γt of a Rayleigh fading channel is exponentially
distributed with average γ¯. Then the Mellin transform for the cumulative
service process of a Rayleigh fading channel defined in (10) is given by [15]
MS(s, τ, t) ≤
(
e
1
γ¯ γ¯s−1Γ(s, γ¯−1)
)t−τ
, (20)
where Γ(s, a) =
∫∞
a
xs−1e−xdx is the incomplete Gamma function.
Theorem 2. A probabilistic lower bound on the departure of N-hop i.i.d.
Rayleigh channels with average SNR γ¯, when the arrival process is given by
(6), and for 0 ≤ τ ≤ t is
Pr(D(τ, t)≤d(t−τ))≤ inf
s<1
{
e(s−1)((m+h)nL(t−τ)−d(t−τ))
(1− V (1− s))N
}
(21)
whenever the stability condition
V (1− s) 4= e(1−s)(m+h)nLe 1γ¯ γ¯s−1Γ(s, 1
γ¯
) < 1 (22)
is satisfied.
Proof. Let the service offered by a network of N store and forward nodes be
characterized by the SNR service process S(s, τ, t) = Snet(s, τ, t). Then using
Theorem 1 we obtain for all s < 1
Pr(D(τ, t) < d) ≤ e(1−s)d
t∑
u=τ
MA(s, τ, u) · MSnet(s, u, t) . (23)
A bound on MSnet(s, τ, t) for N i.i.d. Rayleigh fading channels is ob-
tained by using the server concatenation property (1) and then applying the
convolution bound in Lemma 1 repeatedly N − 1 times. Then substituting
(20) we have for all s < 1
MSnet(s, τ, t) ≤
(
N − 1 + t− τ
t− τ
)
MS(s, τ, t)
≤
(
N − 1 + t− τ
t− τ
)(
e
1
γ¯ γ¯s−1Γ(s,
1
γ¯
)
)t−τ
. (24)
The binomial coefficient is the result of expanding the N − 1 sums and then
collecting all terms for the i.i.d channels case [16].
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Substituting (6) and (24) in (23) we obtain the following probabilistic
lower bound
Pr(D(τ, t) ≤ d) ≤ e(1−s)d
t∑
u=τ
e(s−1)(m+h)nL(u−τ)
·
(
N − 1 + t− u
t− u
)(
e
1
γ¯ γ¯s−1Γ(s,
1
γ¯
)
)t−u
≤ e(s−1)((m+h)nL(t−τ)−d)
∞∑
v=0
(
N−1+v
v
)
(V (1−s))v , (25)
where, we use the change of variables v = t − u, let t → ∞ and define
V (1− s) 4= e(1−s)(m+h)nLe 1γ¯ γ¯s−1Γ(s, 1
γ¯
).
Using the binomial identity
∞∑
v=0
(
N − 1 + v
v
)
xv =
1
(1− x)N ,
for all N ≥ 1 and |x| < 1, the sum in (25) converges to the following
Pr(D(τ, t) ≤ d(t− τ)) ≤ e
(s−1)((m+h)nL(t−τ)−d(t−τ))
(1− V (1− s))N ,
for all s < 1, whenever the condition V (1 − s) < 1 is satisfied. Optimizing
over s results in the best possible bound and concludes the proof.
5.4 A Bound on Playout Bitrate RD
Combining the results obtained in Lemma 3 and Theorem 2 for stable system
operation we can compute a lower bound on the departures Di(τ, τ +TD) for
all s < 1 as follows
Pr(Di(τ, τ + TD) ≤ d) = Pr(D(0, τ + TD) ≤ d+ A(0, τ))
= Pr(D(0, τ + TD) ≤ d+ (m+ h)nLτ)
≤ inf
s<1
{
e(s−1)((m+h)nLTD−d)
(1− V (1− s))N
}
, (26)
if d ≤ (m+ h)L, otherwise, i.e., if d > (m+ h)L, Pr(Di(τ, τ +TD) ≤ d) = 1.
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To obtain the lower bound on the departures such that Pr(Di(τ, t) ≤
dε) ≤ ε, we equate the right hand side of (26) to ε and solve for dε to get
dε(TD) ≥ min
[
(m+ h)L, sup
s<1
{
(m+ h)nLTD
+
1
1− s [N log(1− V (1− s)) + log ε]
}]
. (27)
Using (27), the distribution of the number of usable bits (i.e., bits received
within the frame’s playback deadline, TD) per second is bounded by
Pr(RD < r
ε
D) ≤ ε ,
where
rεD ≥
⌊
dε(TD)
m+h
⌋
·m
Tf
. (28)
For steady state operation this corresponds to the decodable rate per frame.
Note that the right hand side of (28) reduces to mL
Tf
when dε(TD) =
(m+h)L, i.e., all layers of the frame are received within the playout deadline
TD. This can happen when the underlying wireless links have high channel
quality during the frame transmission, and it represents the best distortion
performance that can be achieved for the given coding scheme.
5.5 Effect of TD on Received Video Quality
The allowable playout delay TD has a noticeable effect on the received video
quality, as stated in the following corollary.
Corollary 1. The lower bound on the per frame departures dε(TD) increases
linearly in the playout deadline TD, independently from the network and chan-
nel conditions, and of the violation probability requirement.
Proof. Rewriting (27) as follows
dε(TD) ≥ (m+ h)nLTD
+ sup
s<1
{ 1
1− s [N log(1− V (1− s)) + log ε]
}
, (29)
the corollary follows since the second term of (29) does not depend on TD.
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5.6 Optimal rate adaptation and routing
The bounds (26) – (28) characterize the effects of the system parameters on
the overall system performance, under the considered Rayleigh fading process
with given γ¯. Based on these results, we now show how to solve the optimal
rate adaptation and routing problem (4)-(5).
The selection of the optimal number of layers per frame L∗ and transmis-
sion path P∗ requires the evaluation of the right hand side (RHS) of (27) for
all possible paths P . As V (1−s), s < 1, is convex in L, the number of layers
per frame, the RHS of (27) can be shown to be concave in L. It can also
be easily shown that V (1− s), s < 1, is convex in s whenever V (1− s) < 1
(see [36]) and hence, N log(1 − V (1 − s)) in the RHS of (27) is concave in
s. Therefore, for each path P the optimal L∗ and the corresponding bound
dε(TD) can be obtained via a binary search.
6 Model validation and performance evalua-
tion
The analytic model described in Section 5 provides a lower bound on the
per frame departures d within the playout deadline TD. Therefore, we first
validate the bounds via simulation. Then, we evaluate the effect of the
network and video streaming parameters on the received quality, based on the
results in (26) and (27). The effect of TD have been addressed by Corollary
1.
We consider an SVC scheme that encodes group of pictures (GOP), that
is, a frame in the analytic model represents a GOP. One GOP consists of 10
video images. 25 images are generated per second, which results in n = 2.5
frames per second. The video is coded with n = 4 to 24 layers of size
m = 100 kbits of video payload each, resulting in a per frame payload of
r = 0.4 − 2.4 Mbits, and a video transmission rate of 1 − 6 Mbps. For
simplicity, we consider h = 0, since the typical header size is much smaller
than the size of a layer. The playout deadline is TD = 450 msec, which
corresponds to a strict delay constraint for real-time machine-to-machine
video delivery. We consider transmission paths of N = 1, 3, 5 links, a channel
of bandwidth W = 2.2 MHz and average SNR of the fading channels in the
range of γ¯ = 6 − 10. This corresponds to average channel capacities of
Cavg = 4.24− 6.39 Mbps. We choose a slot duration of ∆t = 10 msec.
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Figure 3: Violation probability (εd) (computed and simulated) vs. departure
bound d for SVC over multi-hop wireless network for different GOP size r
and for γ¯ = 8, 10 dB, with TD = 450 ms, N = 3, W = 2.2 MHz and n = 2.5
GOP/s.
We ran the simulations for a period of 1010 time slots, which allows em-
pirical evaluation of the system performance up to a violation probability of
ε = 10−8.
Fig. 3 shows the CDF of the per frame departures d, not yet considering
the effect of the layering at the decoding, for N = 3 and for various trans-
mitted frame size r and average channel SNR γ¯ values. For reference, the
channel utilization for the case r = 2.08 Mb is 0.8 under γ¯ = 10 dB, and is
0.99 for γ¯ = 8 dB.
The figure confirms that the model provides a lower bound on the number
of bits received per frame, and shows that the empirical CDF shows the
same exponential increase as the model-based lower bound. This exponential
growth in d can clearly be observed from (26). The bound is tight for low and
moderate load, but acceptable even for high utilization of 0.99, specifically,
the gradient for the model and simulation based results are equal which
means that the error diminishes as ε grows smaller.
We notice that reducing utilization, e.g., by reducing frame size for a given
SNR, results in sharper curves, which means that the channel impairments
have smaller effect on the video quality. On the other hand, the figure shows
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Figure 4: Violation probability (εd) vs. average SNR (γ¯) for SVC over multi-
hop wireless network for three different GOP sizes r = 0.8, 1.2 and 1.6 Mb
and for different departure within TD per frame d, with TD = 450 ms, N = 3,
W = 2.2 MHz and n = 2.5 GOP/s.
that high utilization may lead to overload and low received quality, see for
example the 0.99 utilization case of γ¯ = 8 and r = 2.08, where the probability
of receiving even d = 0.8 is close to zero. These results reflect well that
allowing transmission rates close to the average channel capacity would lead
to overload and low quality streaming for latency critical applications.
Figs 4 and 5 evaluate the effect of the channel quality on the received
video performance. Fig. 4 shows for N = 3 and for various r and d, that
the violation probability ε for given d decreases almost exponentially when
increasing the average SNR, as soon as the system becomes stable. Fig. 5
shows how the per hop average SNR affects the per frame departures dε for
a violation probability ε = 10−4, for different transmitted frame sizes r and
number of hops N . We can see that the SNR has significant effect on the
optimal transmission scheme, for example, at γ¯ = 6, r = 1.2 Mbits provides
the best performance among the considered frame sizes, r = 0.8 Mbits does
not fully utilize the network, while r = 1.6 Mbits leads to low quality due to
network congestion. We also observe that the effect of number of hops, N ,
is significant at high utilization, but diminishes as γ¯, and thus the channel
capacity increases.
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Figure 5: Departure per frame (dε) vs. average SNR (γ¯) for SVC over multi-
hop wireless network for ε = 10−4, for three different GOP sizes r = 0.8, 1.2
and 1.6 Mb and for N = 1, 3 and 5 hop, with TD = 450 ms, W = 2.2 MHz
and n = 2.5 GOP/s.
7 Adaptive video transmission and routing
Our analysis exposes the effect of two extreme network behaviours that influ-
ence received video quality, namely, network congestion (at high utilization)
due to bad channel quality and/or high frame rate, and network underuti-
lization due to low transmitted frame size. It also shows that the optimal
operating point, where the transmitted frame size maximizes the received
video quality depends on the channel conditions and on the length of the
transmission path. Since the wireless channel quality may vary with time,
the optimal performance can be achieved by adapting the transmitted frame
size to the SNR of the corresponding channels. It may also be beneficial to
adapt the routing to the underlying channel quality. In this section, we ex-
amine both scenarios and provide examples to illustrate the benefits of such
adaptation.
To evaluate the effect of under utilization as well as system overload,
Fig. 6 shows the departures per frame, d, that fulfill the violation probability
limit ε = 10−6, as a function of the transmitted frame size r, for different
SNR values and number of hops.
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Figure 6: Departure per frame (dε) vs. GOP size (r) for SVC over multi-
hop wireless network (solid line for layered video frames and dashed line for
fluid traffic model) with layer size m = 100 kbits, for different average SNR
(γ¯ = 6, 7, 8 dB) and for N = 1, 3 hop, ε = 10−6, TD = 450 ms, W = 2.2 MHz
and n = 2.5 GOP/s.
The figure shows that the frame size leading to maximum departures per
frame depends on both of the network parameters. Increasing the frame
size above this maximizing value leads to fast quality degradation as the
network becomes more saturated. In this figure we also show the effect of
layered transmission compared to its fluid counterpart, considering layer size
of m = 100 kbits. As layering affects both the possible transmitted and
received frame sizes, we can see performance degradation of a maximum of
one layer size. Moreover, we can see that the same performance can be
achieved under a range of transmitted frame sizes, which means that an
adaptation algorithm would have to find the smallest value to maximize the
performance under the lowest transmission rate and thus lowering the energy
consumption.
Fig. 7 compares the achieved violation probabilities as a function of the
transmitted frame size r, for different per frame departure values d and SNR
values γ¯, showing the analytic upper bounds as well as the simulation results.
Again, we see that there is an optimum r that minimizes ε. This optimum
depends significantly on γ¯, and slightly also on the aimed received quality d.
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Figure 7: Violation probability (εd) (computed and simulated) vs. GOP size
(r) for SVC over multi-hop wireless network (solid line for bounds and dashed
line for simulated) for γ¯ = 6, 10 dB and for different target departure per
GOP d, with TD = 450 ms, N = 3, W = 2.2 MHz and n = 2.5 GOP/s.
The simulation results reflect that even though the model overestimates the
violation probability, the model-based optimization suggests r values close
to the real optimum, found via simulation. Consider for example γ¯ = 6 and
ε = 10−6. The model predicts that d = 0.9 Mbits can be achieved with the
required reliability with r = 1.1 Mbits, while according to the simulation
results, the combination d = 1 Mbits, r = 1.2 Mbits is possible too. That is,
the model-based parameter selection leads to 10% bitrate loss only, despite
the slacknesss of the violation probability bound.
Fig. 7 also shows a rapid increase in the violation probability when moving
away from the optimum frame size. Therefore, the availability of a large
number of enhancement layers is critical for a fine-grained rate adaptation
to channel conditions, subject to reliability constraints. This becomes never
more critical than in applications that require reliable video streaming under
low playout deadline, e.g., remote surgery, control of unmanned vehicles.
Fig. 8 summarizes the achievable performance for different expected re-
ceived frame size values d, SNR and number of hops. We see that the range of
transmitted frame sizes that yield acceptable violation probability depends
on d on one side, and on γ¯ on the other side. The optimal frame size is
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Figure 8: Violation probability (εd) vs. GOP size (r) for SVC over multi-hop
wireless network for d = 0.8, 1.2 Mb and for different average SNR per hop
(γ¯ = 6, 8, 10 dB) and N = 1, 3, 5 hop, TD = 450 ms, W = 2.2 MHz and
n = 2.5 GOP/s.
determined by these two parameters, while the number of hops, N , affects
significantly the achievable violation probability, but not the optimal value
of the frame size.
In order to examine the efficiency of model-based frame size adaptation,
we consider adaptation over a fixed transmission path and cross-layer opti-
mized routing and rate adaptation. We compare the proposed model-based
adaptation (MOD) to the optimal adaptation (OPT), where the optimum
transmission frame sizes, and the resulting per frame departures are ob-
tained by conducting extensive simulations. On Figures 9 and 10 we show
the transmitted and received frame size r and d for OPT. For MOD we show
the transmitted frame size that is suggested by the model, the bound on the
received frame size, and the actual received frame size where the reliability
constraint holds, derived through simulations.
Fig. 9 considers fixed routing with N = 3, and layered coding with 100
kbits layer sizes. We consider a scenario where the SNR γ¯ changes from 10
dB to 6 dB and back to 10 dB at times t = 30 seconds and t = 80 sec-
onds respectively. We use results similar to the ones reported in Fig. 7 to
demonstrate the frame size adaptation in time. We assume that both the
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Figure 9: Frame size (r) adaptation for SVC over 3-hop wireless network for
the model-based adaptation (MOD) and for violation probability ε = 10−5
compared to the optimal adaptation (OPT) when average SNR, γ¯ = 10 dB
then it drops to γ¯ = 6 dB and get back to γ¯ = 10 dB again, for TD = 450
ms, W = 2.2 MHz and n = 2.5 GOP/s.
OPT and the MOD based schemes have stabilized at t = 0. OPT transmits
with a frame size of r = 1.9 Mbits, and receives a frame size of d = 1.6
Mbits with violation probability ε = 10−5. The model-based scheme slightly
underestimates both r and d, but due to the layering, it reaches the same
actual per frame departures as the OPT solution. After the channel quality
degradation, the MOD scheme decreases r, maintaining the system stability,
again operating slightly below the OPT scheme. These results demonstrate
that albeit the proposed network calculus based model provides only a lower
bound on the per frame departures under some quality constraints, it en-
ables the determination of a near optimal transmission frame size as it was
suggested by Fig. 7.
In a real implementation of the model-based scheme, the channel quality
change would be followed by a transient phase, where the average SNR value
is gradually updated, leading to a period with lower than optimal perfor-
mance. The characterization of this transient phase is out of the scope of the
paper.
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Figure 10: Frame size (r) adaptation with routing for SVC over wireless
network for the model-based adaptation (MOD) for violation probability
ε = 10−5 compared to the optimal adaptation (OPT) for a single hop link
with SNR γ¯ = 10 dB then it drops to γ¯ = 6 dB while a 3-hop link with
γ¯ = 10 dB per hop exist, for TD = 450 ms and n = 2.5 GOP/s.
Finally, Fig. 10 demonstrates an example of rate adaptation combined
with routing. We assume that the source node receives routing information,
including the per link SNR values periodically, for example every 30 seconds
as suggested for the RPL standard [39]. Between routing updates, the source
performs rate adaptation based on the SNR feedback on the actual path. We
consider the case when the quality of the single hop path deteriorates from
γ¯ = 10 dB to γ¯ = 6 dB at t = 30 seconds, and new routing information is
received at t = 70 seconds, about an N = 3 path with 10 dB per link SNR.
In this case, the longer path provides better service for the delay constrained
transmission, as it has also been shown in Fig. 6. As a result, the MOD
scheme first adapts to the poor channel quality on the single hop path, it
then selects the three-hop path, and increases the transmitted frame size
according to the better channel conditions. As the reporting of per hop SNR
values, or the minimum SNR perceived on a path can be easily accommodated
in routing protocols like RPL, routing combined with the model-based rate
adaptation provides an excellent approach to ensure reliable, high quality,
delay sensitive video transmission in wireless networks.
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8 Conclusion
In this paper we propose a network-calculus-based rate adaptation for delay-
sensitive scalable video transmission over multi-hop wireless transmission
paths. We derive new network calculus results that provide a probabilistic
lower bound on the received video quality while considering the variability of
the wireless channels, the effect of the queuing delays at the network nodes
and the frame-based playout at the receiver. Our evaluation shows that
the channel quality has a more significant effect on the playout performance
than the number of hops in the traversed path under low and moderate
loads. Nonetheless, the effect of the hop count becomes significant as the
network load increases. We show that even if the lower-bound-based model
underestimates the achievable reliability, the transmission rate suggested by
the model is close to the real optimum. Our results also show that the
performance degradation due to the layering effect, compared to the perfect
adaptation using the fluid model, depends significantly on the layer size, and
hence, the number of enhancement layers per frame. That is, reliable, low
latency video streaming over wireless links benefits greatly from adding more
layers in layered coding.
The proposed model provides a tool for low-complexity and fast adapta-
tion of the number of transmitted layers to the underlying channel conditions,
the playout delay limit and the desired reliability constraints. Our results
show that the streaming performance under the model-based rate adapta-
tion is very close to the achievable optimum for various network parameters
(within 10% in the considered numerical examples). This suggests that the
proposed network-calculus-based approach is an efficient tool for channel-
aware rate control and routing for adaptive layered video transmission under
strict playout delay limits.
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