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ABSTRACT
Neutrinoless Double Beta Decay(0νββ) is one of the major research interests in
neutrino physics. The discovery of 0νββ would answer persistent puzzles in the
Standard Model of Elementary Particles. KamLAND-Zen is one of the leading efforts
in the search of 0νββ and has acquired data from 745 kg of 136Xe over 224 live-days.
This data is analyzed using a Bayesian approach utilizing a Markov Chain Monte
Carlo (MCMC) algorithm. The implementation of the Bayesian analysis, which is the
focal point of this dissertation, yields a 90% Credible Interval at T 0ν1/2 = 7.03× 1025
years. Finally, a machine learning event classification algorithm, based on a spherical
convolutional neural network (spherical CNN) was developed to increase the T 0ν1/2
sensitivity. The classification power of this algorithm was demonstrated on a Monte
Carlo detector simulation, and a data driven classifier was trained to reject crucial
backgrounds in the 0νββ analysis. After implementing the spherical CNN, an
increase in T 0ν1/2 sensitivity of 11.0% is predicted. These early studies pave the way
for substantial improvements in future 0νββ analyses.
vii
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IBD . . . . . . . . . . . . . Inverse β Decay
ID . . . . . . . . . . . . . Inner Detector
IH . . . . . . . . . . . . . Inverted Hierarchy
KamFEE . . . . . . . . . . . . . KamLAND Front End Electronics
KamLAND . . . . . . . . . . . . . Kamioka Liquid Anti Neutrino Detector
KamLAND-Zen . . . . . . . . . . . . . Kamioka Liquid Anti Neutrino Detector
-Zero neutrino
KamLS . . . . . . . . . . . . . KamLAND Liquid Scintillator
LN . . . . . . . . . . . . . Labeling Network
LS . . . . . . . . . . . . . Liquid Scintillator
MC . . . . . . . . . . . . . Monte Carlo simulation
MCMC . . . . . . . . . . . . . Markov Chain Monte Carlo
MELV . . . . . . . . . . . . . Monte Carlo Events Likelihood Vector
MoGURA . . . . . . . . . . . . . Module for General-Use Rapid Application
NH . . . . . . . . . . . . . Normal Hierarchy
OD . . . . . . . . . . . . . Outer Detector
PMT . . . . . . . . . . . . . Photomultiplier Tube
QE . . . . . . . . . . . . . Quantum Efficiency
SM . . . . . . . . . . . . . Standard Model
SOFT . . . . . . . . . . . . . SO(3) Fourier Transform
SSL . . . . . . . . . . . . . Semi-supervised Learning
TOF . . . . . . . . . . . . . Time of Flight
TPC . . . . . . . . . . . . . Time Projection Chamber




The Tao and Zen of Neutrinos: A Brief
Introduction
Since the beginning, the pursuit of physics is often elevated to a philosophical
level. Accurate and beautiful theories of physics have revealed hints of profound
essence in the universe. Among all the theories, the Standard Model of Elementary
Particles has been the jewel on the crown. It gives extremely accurate predictions
on electromagnetic interactions with an elegant gauge theory.
We see evidence all around us that the Standard Model does not precisely describe
the universe. For example, if the universe strictly followed the Standard Model, it
would not exist in the first place. All standard interactions conserve lepton and
baryon numbers. This symmetry implies that equal numbers of leptons and anti-
leptons are produced in every interaction. Therefore, an equal amount of matter and
anti-matter will be produced simultaneously at the Big Bang. At that very instant,
they would have annihilated, thereby releasing energy and leaving the universe void
of matter.
Neutrinos have been postulated to resolve this paradox. Since neutrinos are the
only electrically neutral lepton in the Standard Model, it could exist as a Majorana
particle, which means that neutrinos are its antiparticle. In this case, the neutrino
could be the key to tipping the balance at the beginning of the universe, leaving
the matter-dominant world we live in. Currently, the most effective experimental
probe of the Majorana nature of neutrino is neutrinoless double-beta decay (0νββ).
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0νββ is a hypothetical nuclear decay that has a half-life longer than 1026 years. The
research in this thesis involves a world-leading 0νββ experiment, called KamLAND-
Zen. KamLAND-Zen locates under Mt. Ikenoyama in Japan. The experiment
currently provides one of the leading limits in this search. This work shows the
newest KamLAND-Zen data, with nearly 800 kg of 0νββ decay isotope. Hence, this
newest phase of data taking is known as KamLAND-Zen 800.
To set the stage, 0νββ experiments attempt to answer one of the most fundamental
questions: why do we exist in this matter-dominant world? Although I received
most of my physics education in the U.S., I appreciate the philosophical part of
ancient Chinese culture. Therefore, I have decided to use two of the most important
philosophical and religious incarnations to name my thesis: The Tao and Zen of
Neutrinos. Zen, originally from Buddhism, represents the pursuit of the law of
nature through meditation. In this thesis, Zen represents KamLAND-Zen, the very
experiment I am involved in. On the other hand, Tao means ”way” or ”method”. It
represents the highest law of nature Taoists would like to pursue throughout their
life. In this work, Tao represents deep learning because of a typical witticism in
the community. Some deep learning experts refer to themselves as Taoists because
both Taoism and deep learning are sometimes metaphysical and hard to explain.
Nevertheless, both Tao and Zen mean axiom or the ultimate answer I would like to
pursue in the realm of physics.
Using this metaphor, I separate my thesis into two different branches called Zen
and Tao. The Zen part is contained in Chapters 2-6 and Chapter 9. The topics are
as follows:
• Theory behind Majorana neutrinos, 0νββ, and leptogenesis
• Overview of contemporary 0νββ experiments
• Description of KamLAND-Zen 800 experiment
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• Monte Carlo simulation and event reconstruction used in KamLAND-Zen 800
• Background model for KamLAND-Zen 800
• KamLAND-Zen 800 Bayesian analysis and the final result
The Tao part is contained in Chapters 7 and 8 with the following topics:
• Theoretical background for machine learning and deep learning
• Neural network-based background rejection model and network interpretability
Finally, Chapter 10 fuses the Tao and Zen by conducting the 0νββ analysis with
the help of deep learning. It contains a semi-supervised learning analysis that can
be easily applied to a broad range of different physics topics in experiments very
similar to KamLAND-Zen. This is the culmination of five years of research, and I
hope readers have the same enjoyable experience I had.
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Chapter 2
Zen of 0νββ Theory
2.1 Neutrinos in the Standard Model
Neutrinos are peculiar particles. When James Chadwick depicted the continuous
spectrum of β-decay in 1914, the physics community was perplexed [22]. Electrons
emitted from β-decay should have precisely the same amount of energy as the recoiled
nuclei; otherwise, energy conservation would be violated. To avoid this disaster,
Wolfgang Pauli postulated that a neutral, invisible particle was carrying away an
indefinite amount of energy. In 1933, Enrico Fermi used Pauli’s idea to construct
a theory of beta decay. In this theory, Fermi called the hypothesized particle the
neutrino. This section outlines the theoretical foundation for neutrinos in the
Standard Model with notation following that found in [23].
2.1.1 Neutrino Interactions
The Standard Model is a SU(3)C × SU(2)L × U(1)Y gauge theory, where C, L and
Y correspond to Color, Left Chirality and Weak Hypercharge. The SU(3)C group
describes strong interactions, which guide the dynamics of quark and gluons. It
turns out that the strong interaction is isolated from other interactions in Standard
Model. The electroweak interaction is described solely by SU(2)L × U(1)Y gauge



















The bottom element of each doublet contain the left-handed chiral components of the
electron, muon, and tau fields. The top elements are their corresponding left-handed





on each lepton field, and γ5 = iγ0γ1γ2γ3 is the chirality matrix in Dirac γ matrices.
As their name suggests, these doublets come from two important quantum numbers
in electroweak theory: the weak isospin operator I and weak hypercharge Y .
These two operators are related by the electric charge operator in the following way:




where I3 is the third component of I. We can easily apply these two operators on




LL and Y LL = −LL (2.4)
The ~σ = (σ1, σ2, σ3) are the Pauli matrices representing the basis of SO(3) group.
Clearly, each weak isospin doublet has I = 1
2
and Y = −1. These quantum numbers
reflect that the neutrino is electrically neutral and the electron has electric charge
−1 through Equation 2.3. In addition to the left-hand doublets, the right-handed
chiral fields for the charged leptons in Standard Model are singlets (eR, µR, and
τR). Only neutrinos are without right-handed components. An important feature
of the Standard Model is that the fermion mass term contains coupling between
left-handed and right-handed chiral components. Hence, the neutrino is massless
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Figure 2·1: Feynman diagram of the NC interaction vertex. The vertex is mediated
by the neutral Z boson or photon.
within the Standard Model.
The interaction Lagrangian between leptons can be explicitly written in a compact
matrix form using the Feynman slash notation ( A ≡ γµAµ) and considering only the





)( g A3 − g′ B g( A1 − i A2)






where A1, A2, and A3 are the three vector gauge boson fields associated with SU(2)L
group, and B is single vector boson gauge field associated with U(1)Y . The diagonal
terms from Equation 2.5 represent the neutral current (NC) interactions depicted




{νeL ZνeL − (1− 2 sin2 θW )eL ZeL + 2 sin2 θW eR ZeR}+
+ g sin θW e Ae
(2.6)
where θW is the weak mixing angle connecting coupling constant g and g
′ via
g sin θW = g
′ cos θW . The  Z and  A are the corresponding Z boson and photon field
attained by a rotation in the plane of the Aµ3 and B
µ gauge fields:
Aµ = sin θWA
µ
3 + cos θWB
µ
Zµ = cos θWA
µ
3 − sin θWBµ
(2.7)
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Figure 2·2: Feynman diagram of CC interaction vertex. The vertex is mediated by
charged W boson.
The off-diagonal terms represent the charged current (CC) interactions depicted





µ(1− γ5)eWµ + h.c. (2.8)
2.1.2 Neutrino Mass and Mixing




















βR + h.c. (2.9)
where Y
′l
αβ is the Yukawa coupling and Φ is the Higgs doublet. If we write the Higgs















R] + h.c. (2.10)
The mass term of the Standard Model lepton comes from the diagonal term in the
Yukawa coupling matrix Y ν . However, it is often the case that Y ν is not diagonal.










where Y ′ν = yναδαβ is now a diagonal matrix. The unitary matrix V
′ν
R can be










This effect is called neutrino mixing. It was first hypothesized by Bruno Pontecorvo
in the inverse beta decay process [24]. Shortly after, Maki, Nakagawa and Sakata
proposed V
′ν
L as neutrino mixing matrix to explain this phenomena, thus V
′ν
L is also
called Pontecorvo–Maki–Nakagawa–Sakata matrix, or PMNS Matrix [25]. It
is a unitary matrix parameterized by three neutrino mixing angle θ12, θ13, θ23, two
Majorana phases α1, α2 and a CP violating phase δ. The full matrix is written as:
V =
 c12c13 s12c13 s13e−iδ−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13






2 , 1) (2.13)
where s12 = sin θ12, c23 = cos θ23, and so on. The mixing angles and phase (θ12, θ13, θ23
and δ) can be measured and constrained by neutrino oscillation experiments. The
two Majorana phases (α1 and α2) will be nonzero only if neutrino is a Majorana
































(β = 1, 2, 3) (2.16)
Equation 2.16 is the dirac mass of neutrino.
2.2 Neutrino Mass
The derivation of Dirac mass is self-consistent. However, it has been experimentally
proved that neutrino mass is roughly six orders of magnitude smaller than the
electron mass. It can be seen in Equations 2.15 and 2.16, that mass is proportional
to vacuum expectation value v and Yukawa coupling y. If the neutrino is a Dirac
particle and retains only a Dirac mass, ylα has to be orders of magnitude larger
than yνβ. This brings up naturalness problem in the neutrino mass formulation.
In other words, the Dirac neutrino mass description of the neutrino is incomplete.
There must be some underlying mechanism suppressing the neutrino mass to be
many orders of magnitude smaller than the other fermions. In this section, we will
depict a mechanism which not only solves the naturalness problem, but also predicts
several interesting phenomena. The derivation in this section follows Reference [26].
Let us briefly return to the very foundation of Quantum Electrodynamics - the
Dirac equation:
(iγµ∂µ −m)ψ = 0 (2.17)





For the case of massless fermions, the relations in Equation 2.18 decouple from each
other, meaning that a single Weyl spinor ψL is sufficient to describe the particle’s
behavior. In the Standard Model, the neutrino is massless, and can be described
by a single spinor field νL. This is the well know two-component theory of a
massless neutrino [27, 28, 29].
2.2.1 Neutrino Mass Hierarchy
We know the neutrino is not massless as was revealed by experimental data. Both the
Sudbury Neutrino Observatory [30] and Super Kamiokande [31] have independently
confirmed the existence of neutrino mass from solar and atmospheric neutrino
oscillations. Neutrino oscillations cause neutrinos to change their flavor while
propagating through space. For example, if we assume that only two flavors of
neutrinos exist, the survival probability of a neutrino in one flavor after propagating
some distance is given by:











Therefore, by measuring the survival rate of neutrinos after travel a distance L, the
mass square splitting ∆m212 = m
2
1 −m22 can be obtained. Solar neutrino oscillation
measurements have determined the following mass-squared splitting:
∆m212 = ∆m
2
sol ≈ 7.6× 10−5eV2, (2.20)
while atmospheric neutrino oscillation data yields:
|∆m213| = |∆m223| = ∆m2atm ≈ 2.3× 10−3eV2. (2.21)
Presently, the sign of |∆m213| and |∆m223| is unknown. Therefore, the ordering of the
three neutrino mass eigenstates can be described in two different ways:
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Figure 2·3: Depiction of the Inverted Hierarchy and Normal Hierarchy. The colored
region shows the probability of finding neutrino in corresponding flavor eigenstate if
neutrino is in given mass eigenstate, as determined in Reference [6].
• Inverted Hierarchy where |∆m213| is negative and m3 < m1 < m2
• Normal Hierarchy where |∆m213| is positive and m1 < m2 < m3
These orderings are depicted in Figure 2·7. The mass hierarchy of neutrinos has
profound consequences which will be discussed in Section 2.3. According to the most
up-to-date neutrino oscillation data, the normal hierarchy is slightly favored [32, 33].
2.2.2 Majorana Neutrino Mass
Since the neutrino is massive, the two component theory of neutrino mass is not valid.
A new solution was proposed to solve Equation 2.17 and give the neutrino mass.
This had been accomplished by Ettore Majorana as early as 1937 [34]. Majorana
12




where C is the charge conjugation operator. The charge conjugation operator C and
left-handed projection operator PL satisfy the following relationship:
PL(CψTL) = 0 (2.23)
Therefore CψTL must be a right-handed field. In other words, by applying charge
conjugation to a left-handed Weyl spinor, the spinor is converted to its right-handed
form. This relationship links the left- and right-handed fermion fields together,
allowing us to solve Equation 2.17 even with the presence of a mass term. The
modified Dirac equation with Equation 2.22 is called the Majorana Equation:
iγµ∂µψ = mψ
C (2.24)
where ψC represents the charge conjugated Majorana field. Equation 2.22 implies
that ψ = ψL + ψ
C
L , which directly leads to the Majorana relation:
ψ = ψC (2.25)
Equation 2.25 implies that the particle ψ is its own antiparticle. Since charge
conjugation is applied, this only works for neutral fermions, like the neutrino. In
the Dirac model, only left-hand neutrinos and right-handed antineutrinos undergo
CC and NC interactions, while right-handed neutrinos are considered to be “sterile”
neutrinos (meaning they only interact with other matter particles gravitationally).
If the neutrino is a Majorana particle then the neutrino and antineutrino are
indistinguishable, except by their helicity. According to the leptonic CC interaction
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in Standard Model:










The first term in Equation 2.26 indicates that Dirac neutrinos are produced almost
entirely in a negative helicity state, and the second term indicates that Dirac anti-
neutrinos are produced almost entirely in a positive helicity state. The creation of the
opposite helicity state is suppressed by m/E in the relativistic limit. If the neutrino
is a Majorana fermion, then it is indistinguishable from an antineutrino. They only
differ by their helicities. A Majorana neutrino created by the CC interaction contains
both negative and positive helicities, however, the positive helicity is suppressed by
m/E and visa versa for antineutrinos. Therefore, it is customary to call Majorana
neutrinos with negative helicity “neutrinos”, and Majorana neutrinos with positive
helicity “antineutrinos” [23].
From Equations 2.24 and 2.25, a Majorana Mass Term can be formulated













where Λ is the global energy scale which heavily suppresses the neutrino mass
term. The origin of this suppression comes from the Seesaw Mechanism and
will be discussed in Section 2.2.4. If we compare the new effective Lagrangian in
Equation 2.27 to Equation 2.9 we see that our new effective Lagrangian has two
Higgs fields inserted in order to couple the extra LClL field via the Yukawa potential.
The extra Higgs field raises the total dimension to 5, leaving it non-renormalizable
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while following the Standard Model gauge transformation. This kind of term in
EFT is indicative of new physics beyond the Standard Model. More exclusively, this
term is the only possible dimension-5 effective Lagragian to generate neutrino mass.
Therefore, the Majorana mass term deserves thorough examination before moving
to higher-dimensional theories.
2.2.3 Lepton Number Violation and Leptogenesis
Another important consequence of the Majorana neutrino is lepton number violation.
Lepton number is an accidental global symmetry in Standard Model. Therefore, a
theory beyond the Standard Model naturally adopts lepton number violation. In
most cases, lepton number violation is introduced via a δL = 2 Majorana mass term.
Left-right symmetric theories that preserve B-L symmetry also include right-handed
Majorana neutrinos [35]. On the other hand, a massive neutrino implies that the
Standard Model is not a complete theory of nature. This anomaly stimulates us to
sail further into the region beyond the Standard Model for lepton number violating
neutrinos. More profoundly, lepton number violation plays an important role in
leptogenesis. Leptogenesis answers one of the most fundamental questions of our
universe: Why is there more matter than antimatter in the universe? The rest of
this section follows Reference [36].
Nowadays, evidence of a matter-dominated universe is plentiful. The first evi-
dence comes from the power spectrum likelihood fitting of cosmic microwave back-




= 6.1+0.3−0.2 × 10−10 (2.29)
Additional evidence comes from the concordance of the light elements and big bang
nucleosynthesis [38]:
ηBBNB = 3.4− 6.9× 10−10 (2.30)
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Figure 2·4: L-violating decay of Majorana neutrinos into lepton and Higgs doublets.
These two independent observations agree well with each other, indicating strong
evidence towards a Baryon Asymmetry in the Universe (BAU). To generate BAU,
Sakharov proposed the Sakharov Conditions [39] a BAU theory must satisfy:
• The theory should have B-Violating interactions.
• The interaction should violate both C and CP symmetries.
• The process of a net baryon-number generation should have a degree of irre-
versibility due to interactions out of equilibrium.
2.2.4 Seesaw Mechanism
If one assumes the existence of right-handed sterile neutrino, which is Majorana,
a generic neutrino mass term can be formed with both the left-handed Standard





















s′sνsR + h.c. (2.31)
where νl′L is the left-handed neutrino and νsR is the right-handed sterile neutrino.
ML, MR, and MD are the left-handed majorana mass, right-handed majorana mass
and Dirac mass, respectively. Diagonalizing the third term using V TMRV = M
R
,
and re-writing νsR =
∑
i νsiNiR as we have done previously, we can convert sterile
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MiNCiRNiR + h.c. (2.32)
where MD = M
D
V in order to keep the second term consistent. All terms in
Equation 2.32 have been converted to something we have derived before. The second
(middle) term is nothing more than the standard neutrino mass term in Equation 2.10.
This term vanishes in the Standard Model since right-handed neutrinos do not exist.
The first term involves the interaction between left-handed neutrinos and their
corresponding charge conjugated fields. Thus, it represents the Majorana mass term
in Equation 2.27. The third term is the Majorana mass term for right-handed sterile
neutrinos.
Assuming there is only one generation of left-handed neutrino and one right-


























(mR −mL)2 + 4m2D (2.35)
This provides two solutions for the neutrino mass. In the ideal case, one solution is
naturally suppressed to provide a small neutrino mass. To achieve this, the standard
seesaw mechanism [40, 41, 42, 43, 44] further imposes two postulates:
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• There is no left-handed Majorana mass term (mL).
• The right-handed Majorana mass mR is much larger than Dirac mass mD.
















and m2 ≈ mR (2.37)
This naturally leads to an extremely small neutrino mass. Mass eigenstate m1
is heavily suppressed by extremely heavy mR on the denominator. On the other
side of seesaw, m2 is comparable to mR, predicting a heavy sterile neutrino. The
heavy sterile neutrino on one side ”lifts up” light normal neutrino on the other side,
reminiscent a neutrino seesaw.
The seesaw mechanism occurs as neutrino propagate through space. Neutrinos
under free propagation appear in two different forms: a long-lived left-handed form,
and a short-lived right-handed form. The long-lived neutrino is massless following
the Standard Model prediction. However, when the neutrino turns into it’s short-
lived right-handed form, a Dirac mass arises through coupling between left-handed
and right-handed neutrinos. Due to its heavy mass, the right-handed neutrino is
extremely short-lived, and turns itself back into left handed form on a very short
time scale. Therefore, when neutrino is detected in experiment, it is always in its
left-handed form, with its mass suppressed by heavy right-handed neutrinos. This is
illustrated in Figure 2·7.
The seesaw mechanism can be easily generalized into a three-generation form
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Figure 2·5: Depiction of seesaw mechanism as neutrino propagates through space is
shown on the bottom. The mD is the Dirac mass and mR the right-handed neutrino
mass. The zoomed-out version is shown on top, showing the neutrino with very
small mass that we normally observe in experiments.







where U is the effective neutrino mixing matrix asbent the seesaw mechanism, MD
is the 3 × 3 Dirac mass matrix, and Mk represents the kth generation of a heavy
right-handed neutrino. The MD characterizes the mass scale of typical Dirac lepton
in the Standard Model, like the electron. This shows that the neutrino mass is once
again suppressed by a heavy right-handed neutrino.
2.3 Neutrinoless Double Beta Decay
The Majorana nature of the neutrino plays an important role in both the seesaw
mechanism and leptogenesis. However, the very existence of a Majorana neutrino has
yet to be verified. Fortunately, nature has gifted us a neutrino emitting interaction
that will allow us to probe the Majorana question: the double beta decay process,
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Figure 2·6: Nuclear mass vs. atomic number in isobaric nucleus. When N and Z
are even, single beta decay is forbidden due to the nuclear pairing force as shown on
the left. When N and Z are odd, double beta decay is heavily suppressed relative to
single beta decay. Plot taken from Reference [7].
or 2νββ. It was first studied by Maria Goeppert-Mayer in 1935:
(A,Z) −→ (A,Z + 2) + 2e− + 2νe +Qββ (2.39)
This process occurs in certain isobaric isotopes with even numbers of protons and
neutrons, where single beta decay is forbidden. This is because the corresponding
ground state has higher nuclear pairing force than excited states. Such isotopes are
forced to decay via double beta decay, as shown in Figure 2·6. The mechanism behind
Equation 2.39 is a second-order weak interaction. Therefore, 2νββ is the slowest
process in the universe that has been experimentally observed. Neutrinoless double
beta decay (0νββ) is the double beta decay process without neutrino emission. The
decay can be described as:
(A,Z) −→ (A,Z + 2) + 2e− +Qββ (2.40)
The Feynman diagram is shown in Figure 2·8. Comparing to 2νββ, the final state
20
Figure 2·7: Feynman diagram of two neutrino double beta decay. Two beta decays
happen simultaneously inside nucleus.
u
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<latexit sha1_base64="m9FTMtSjTsTQdCYhD1mh9cg7WOs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY8FL3qrYD+gjWWznbRrN7thdyOU0P/gxYMiXv0/3vw3Jm0P2vpg4PHeDDPzglhwY1332ymsrK6tbxQ3S1vbO7t75f2DplGJZthgSijdDqhBwSU2LLcC27FGGgUCW8HoOvdbT6gNV/LejmP0IzqQPOSM2kxq4kN6Nin1yhW36k5Blok3JxWYo94rf3X7iiURSssENabjubH1U6otZwInpW5iMKZsRAfYyaikERo/nV47ISeZ0ieh0llJS6bq74mURsaMoyDrjKgdmkUvF//zOokNr/yUyzixKNlsUZgIYhXJXyd9rpFZMc4IZZpntxI2pJoymwWUh+AtvrxMmudVz616dxeV2u08jiIcwTGcggeXUIMbqEMDGDzCM7zCm6OcF+fd+Zi1Fpz5zCH8gfP5A+Oqjq8=</latexit><latexit sha1_base64="m9FTMtSjTsTQdCYhD1mh9cg7WOs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY8FL3qrYD+gjWWznbRrN7thdyOU0P/gxYMiXv0/3vw3Jm0P2vpg4PHeDDPzglhwY1332ymsrK6tbxQ3S1vbO7t75f2DplGJZthgSijdDqhBwSU2LLcC27FGGgUCW8HoOvdbT6gNV/LejmP0IzqQPOSM2kxq4kN6Nin1yhW36k5Blok3JxWYo94rf3X7iiURSssENabjubH1U6otZwInpW5iMKZsRAfYyaikERo/nV47ISeZ0ieh0llJS6bq74mURsaMoyDrjKgdmkUvF//zOokNr/yUyzixKNlsUZgIYhXJXyd9rpFZMc4IZZpntxI2pJoymwWUh+AtvrxMmudVz616dxeV2u08jiIcwTGcggeXUIMbqEMDGDzCM7zCm6OcF+fd+Zi1Fpz5zCH8gfP5A+Oqjq8=</latexit><latexit sha1_base64="m9FTMtSjTsTQdCYhD1mh9cg7WOs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY8FL3qrYD+gjWWznbRrN7thdyOU0P/gxYMiXv0/3vw3Jm0P2vpg4PHeDDPzglhwY1332ymsrK6tbxQ3S1vbO7t75f2DplGJZthgSijdDqhBwSU2LLcC27FGGgUCW8HoOvdbT6gNV/LejmP0IzqQPOSM2kxq4kN6Nin1yhW36k5Blok3JxWYo94rf3X7iiURSssENabjubH1U6otZwInpW5iMKZsRAfYyaikERo/nV47ISeZ0ieh0llJS6bq74mURsaMoyDrjKgdmkUvF//zOokNr/yUyzixKNlsUZgIYhXJXyd9rpFZMc4IZZpntxI2pJoymwWUh+AtvrxMmudVz616dxeV2u08jiIcwTGcggeXUIMbqEMDGDzCM7zCm6OcF+fd+Zi1Fpz5zCH8gfP5A+Oqjq8=</latexit><latexit sha1_base64="m9FTMtSjTsTQdCYhD1mh9cg7WOs=">AAAB7XicbVBNS8NAEJ3Ur1q/qh69LBbBiyURQY8FL3qrYD+gjWWznbRrN7thdyOU0P/gxYMiXv0/3vw3Jm0P2vpg4PHeDDPzglhwY1332ymsrK6tbxQ3S1vbO7t75f2DplGJZthgSijdDqhBwSU2LLcC27FGGgUCW8HoOvdbT6gNV/LejmP0IzqQPOSM2kxq4kN6Nin1yhW36k5Blok3JxWYo94rf3X7iiURSssENabjubH1U6otZwInpW5iMKZsRAfYyaikERo/nV47ISeZ0ieh0llJS6bq74mURsaMoyDrjKgdmkUvF//zOokNr/yUyzixKNlsUZgIYhXJXyd9rpFZMc4IZZpntxI2pJoymwWUh+AtvrxMmudVz616dxeV2u08jiIcwTGcggeXUIMbqEMDGDzCM7zCm6OcF+fd+Zi1Fpz5zCH8gfP5A+Oqjq8=</latexit>
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Figure 2·8: Feynman diagram of neutrinoless double beta decay. Neutrino exchange
happens between two W bosons, only two electrons are emitted in the final state.
The mββ is the interaction strength described in Section 2.3.1.
of 0νββ contains only 2 electrons. Since no neutrinos are emitted, the two electrons
are ejected from the nucleus at a large angle, carrying away almost all the decay
energy. The kinetic energy of electrons will form a sharp peak at the high energy
end of 2νββ spectrum as shown in Figure 2·9. This sharp peak is the experimental
signature for 0νββ decay detection.
2.3.1 Exchange Mechanism
The exchange mechanism plays crucial role in 0νββ decay. Only by exchanging
particles between two W bosons will the nuclei be able to achieve the neutrinoless
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Figure 2·9: Schematic view of double beta decay energy spectrum. With infinite
energy resolution, a small δ function like peak will appear at the end of continuous
2νββ spectrum. In reality, the 0νββ peak is a Gaussian peak ingressed by 2νββ tail
due to finite energy resolution.
final state. Several exchange particle candidates can be considered and are described
below.
Light Neutrino Exchange
One of the most plausible exchange candidates for 0νββ decay is a light neutrino
exchange. This mechanism assume that 0νββ process is mediated by light Majorana
neutrinos. The momentum transfer in this case is usually a few hundred MeV. It
was first proposed in Reference [45]. Currently, most 0νββ experiments reports their









where mββ is known as the effective Majorana mass. The strength of this
mechanism is depicted in Figure 2·8.
Pion Exchange
In 1959, Feinberg and Goldhaber [46] introduced a 0νββ mechanism through pion








This coupling involves in two pion fields φπ− turning into two electron fields ψe. The
ψce field is the charge conjugate of electron wave function.
Higher Dimensional Operators
In Section 2.2.2, we introduced the effective field theory (EFT) way of constructing
a Majorana mass term. Similar approaches, in the low-energy regime, can be used














qL is the left-handed quark doublet, lL is the left-handed lepton doublet, d
C
R is the
charge conjugate field of right-handed down quark singlet, and H is the Higgs field.
M , M ′ and M ′′ are the mass scale for the 3 interactions, respectively. The first
term is the 5-dimensional operator for Majorana neutrino; the second 6-dimensional
operator corresponds to nucleon decay process, and the third 9-dimensional operator
contributes to 0νββ.
Heavy Neutrino Exchange
In addition to the major experimental focus on light neutrino exchange mechanisms,
an alternative heavy neutrino exchange 0νββ has attracted significant attention
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where J b†hadr is the hadronic current and ψ
t
eL is the time reversal of left-handed
electron field. This mechanism leads to heavier suppression of the neutrino mass
when compared to light neutrino exchange mechansim. However, Reference [49]
argues that a heavy right-handed neutrino mass should not be much larger than
10 GeV to avoid fine tuning of parameters.
Gauge Boson Exchange Mechanism
Another mechanism of significant interest is 0νββ through a new heavy boson





where M is the mass scale and et is the time reversal of electron wave function. The
W boson in Equation 2.45 can be a novel right-handed WR boson subject to SU(2)R
gauge symmetry. The neutrino mass is suppressed by the 4th power of the newly
proposed right-handed boson. This is also experimentally interesting since the boson
driven mechanism opens up the search of 0νββ decay in collider experiments at the
LHC.
2.3.2 Black box 0νββ decay
In Reference [50], Schechter and Valle proposed the famous Schechter-Valle (Black
Box) theorem. The theorem states that the observation of 0νββ decay directly implies
the existence of a Majorana neutrino. The theorem is proposed as follows [51]:
• If 0νββ is observed, its Feynman diagram must contain two electrons, two
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up-quark fields and two down-quark fields. The process producing these
components is unknown and thus called a ”black box process”. The theorem
argues that this ”black box” process effectively establishes the dimension-9
operator described in Equation 2.43.
• The up and down quarks are then contracted by the W boson.
• On the other end, the W boson converts the electron fields into neutrino fields.
• This diagram shows that as long as 0νββ exists, an anti-neutrino could be
converted to neutrino via this process.
• The possible cancellation of this process is ruled out by the “naturalness”
argument.
The black box process is shown in Figure 2·10. The neutrino mass is estimated to
be 10−24 eV. This theorem is favored from an experimental perspective, because an
observation of 0νββ decay would immediately imply that neutrinos are Majorana
fermions. However, counterexamples of this model do exist with zero Majorana mass
in the presence of a 0νββ observation [52]. Nevertheless, the black box formulation
still indicates strong links among Majorana mass, 0νββ and other manifestations of
lepton number violation [7].
2.3.3 0νββ Half Life
The half-life of 0νββ decay T 0ν1/2 can be described by the following equation:
|T 0ν1/2|−1 = G0ν |M |2|f(mi, Uei)|2 (2.46)
G0ν is the phase space factor (PSF) describing the electromagnetic interactions
between nuclei and the two ejected electrons, M is the nuclear matrix element
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Figure 2·10: Black box Feynman diagram for 0νββ decay. Two electron, two up
quarks, and two down quarks come out of the black box and eventually turn into a
Majorana neutrino. Figure taken from Reference [8].
(NME), and f(mi, Uei) is a dimensionless factor incorporating the details of the
0νββ exchange mechanism.
The PSF is relatively easy to evaluate, and recent calculations show higher
precision and better agreement among each other [53, 54, 55]. The new calculations
incorporate finite nuclear size, relativistic corrections, and atomic screening effects
on electrons. Unfortunately, the NME calculation is far more challenging than PSF,
and will be described in more detail in the next section. In this work, we focus on












A final expression between the 0νββ half-life and the effective Majorana mass can
be obtained from substituting Equation 2.47 and Equation 2.46:




2.4 Nuclear Matrix Element
In addition to the experimental challenge of the 0νββ search, the other major
challenge stems from the calculation of NME. Two important approximations are
usually made to facilitate this calculation [56]:
• The impulse approximation, which applies the nuclear current operator on
a collection of free nucleons. Such an operator is then specified by its one-body
matrix element form.
• The closure approximation, which neglects all contributions from the inter-
mediate state. This is done to avoid explicit calculation of the excited states
coming from the intermediate odd-odd nucleus.
With these two approximations, neglecting any contribution other than the s-wave









where MGT0ν is the Gamow-Teller operator matrix element representing the spin-
spin interaction, MF0ν is the Fermi contribution representing the spin-independent
interaction, and MT0ν is the tensor operator matrix element.
2.4.1 NME Model
The difficulty of NME calculations lies within the definition of initial and final states
of nuclear wave function. It is a quantum many-body system without analytical
solution. Several models are proposed to approximate this system [7][35]:
• Interacting Shell Model (ISM): In the ISM, only a limited number of
orbits near the Fermi surface is considered, but all possible correlations within
this space are included, and the pairing correlation in valence space is exact.
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Nucleon number conservation and angular momentum conservation is also
preserved.
• Quasiparticle Random Phase Approximation (QPRA): QPRA uses
a large valence space. It considers single-particle states in a Woods-Saxon
potential and treats the proton-proton pair and neutron-neutron pair using
the Bardeen Cooper Schrieffer (BCS) approximation. Proton numbers and
neutron numbers are not conserved exactly.
• Interacting Boson Model (IBM-2): In the IBM model, the lower-lying
nucleus states are modeled as etiher an s-boson (L=0) or d-boson (L=2). The
boson interacts through one- and two-body interactions giving rise to bosonic
wave functions.
• Project Hartree-Fock Bogoliubov Method (PHFB): The NME is cal-
culated using projected Hartree-Fock Bogoliubov wavefunctions, which are
eigenvectors of four different parameterizations of pairing including multipolar
effective two-body interactions.
• Energy Density Functional Method (EDF): This is an improvement of
the PHFB method that is performed by averaging many mean fields with
different properties. A large number of single-particle states are included, and
their collective motion is treated, but only a few selected correlations are used.
• Ab initio Method: This is a recent and promising development of the NME
calculation. All nucleons are taken as degrees of freedom, and interactions are
fitted from data involving nucleons or small nucleon systems. This is currently
limited by computational power.
All of these methods aren’t perfect as they miss certain features of the actual nucleus.
Empirically speaking, missing nuclear configurations can lead to an underestimate of
28
Figure 2·11: Results from various NME calculations on 0νββ decay isotopes of
interest.
the NME, while missing nuclear correlations leads to an overestimate of the NME.
The result from the various NME calculations is shown in Figure 2·11.
2.4.2 Quenching
The leading contribution to the NME is MGT0ν , because M
F
0ν is suppressed by
g2V
g2A
and MT0ν is usually negligible. Since M
GT
0ν is proportional to g
2
A, the 0νββ half-life
is proportional to g−4A . Quenching is the necessary suppression of gA to reproduce
experimental data of nuclear decay [57]. A reduced gA leads to a longer 0νββ half-life,
which is undesirable in the experimental perspective. The quenching effect is an em-
pirical observation without any underlying theoretical reasoning. Therefore, the value
of gA is fine-tuned to match experimental data. Possible origins of quenching include
nuclear-medium effects, many-body currents, or some inherent shortcomings of nu-
clear many-body models. Quenching is energy-dependent according to experimental
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data. Lower energy process requires more quenching since the missing particle-hole
excitations may shift MGT0ν strength to higher energy. Therefore 0νββ at higher
energy scale requires less quenching [35]. In general, better theoretical calculations
and more experimental input is needed to better resolve 0νββ quenching.
Chapter 3
Zen of 0νββ Decay Experiments
The 0νββ decay process plays an essential role in many aspects of physics beyond
SM. Unfortunately, this process (if it exists) has an incredibly long half-life greater
than 1026 years. In other words, only a few events might occur over many years of
data-taking, making it a difficult rare event search experiment. Experiments must
follow an essential set of design requirements to achieve sufficient sensitivity and
perform a competitive search. This chapter outlines the method for designing a
competitive 0νββ decay experiment.
3.1 Design Criteria
As mentioned in Chapter 2.3, 0νββ decay proceeds as follows:
(A,Z) −→ (A,Z + 2) + 2e− +Qββ (3.1)
Unlike the 2νββ process, the two electrons in 0νββ final state will carry away
almost all the decay energy. The signal is a sharp delta-function peak located
at the high energy end (Qββ) of the 2νββ spectrum, as shown in Figure 2·8. In
realistic experiments with finite energy resolution, the sharp peak smears out to
form a Gaussian peak. The Qββ values vary with the choices of candidate isotopes.
Therefore, a region of interest (ROI) cut is made to only look at events near Qββ.
A list of the most common 0νββ decay isotopes is in Table 3.1. The selection of
0νββ isotopes generally consider the following property:
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• High natural isotopic abundance or cost-effective enrichment helps achieve high
loading and maximizes the probability that 0νββ decays will occur.
• High Qββ helps to avoid significant backgrounds that usually exist at low
energies.
Unfortunately, these two criteria cannot be satisfied simultaneously. For example,
48Ca has high Qββ at 4.2 MeV, thus only susceptible to high energy backgrounds,
such as solar neutrinos or the tail end of the 208Tl decay spectrum (see Chapter 6).
However, the natural abundance of 48Ca is extremely low, and a cost-effective
enrichment technology is still under development. Another example is 130Te, which
has a high natural abundance. Even so, the 0νββ signal would lie in a region lower
in energy than 48Ca and would be more susceptible to backgrounds. The number of









Where NA is Avogadro’s number, W is molar mass, a is the natural or enriched
isotopic abundance, ε is the detection efficiency, M is the loading mass, and t is the
livetime. The quantity M · t is usually denoted as exposure. If background events
fall into the ROI, then B of the N observed events might be background, limiting
the sensitivity to decay half-life:







From Equation 3.3, background removal plays a crucial role in 0νββ search. If
an experiment achieves a background-free environment, the 0νββ decay half-life
sensitivity scales linearly with exposure. On the other hand, if an experiment has
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Table 3.1: Natural abundance and Qββ of 0νββ isotopes from Reference [1].
background counts in the ROI, the 0νββ decay half-life is proportional to the square
root of exposure. Unfortunately, a background-free environment is tough to achieve.
In the following sections, we will briefly discuss some concerning backgrounds when
designing a 0νββ decay experiment.
3.1.1 Background Events
Since most 0νββ decay candidate isotopes have similar Qββ, they will have very simi-
lar types of backgrounds in the ROI. This section briefly summarizes the backgrounds
and possible rejection techniques.
2νββ decay
The 2νββ decay background is a dominant background in some 0νββ decay experi-
ments with low energy resolution. Near the endpoint energy, the two electrons leave
the nucleus at a large angle, making it phenomenologically identical to 0νββ decay.
At present, we can only reduce the 2νββ decay event rate in ROI by increasing
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Figure 3·1: 0νββ decay spectrum. The upper right corner illustrates the spectrum
in a realistic situation. Note that the high energy tail of 2νββ falls into the 0νββ decay
peak region. The plot is from Reference [9].
energy resolution. In some detectors, the energy resolution is high enough to reject
all 2νββ decay events in the ROI.
Solar Neutrinos
The 8B solar neutrino background spans the entire 0νββ ROI. The elastic scattering
of 8B solar neutrinos produces a roughly flat energy spectrum and in some cases
becomes an irreducible background. If a detector can independently measure the
direction of the event, then a cut on events pointing away from the Sun solar direction
would suppress this background. Also, if a detector has high-resolution track imaging,
like a gaseous Time Projection Chamber (TPC), then a single electron scatter from




Naturally abundant radioactive isotopes, including those that are present in the
Uranium and Thorium chains, exist in most detector materials. The types of
radioactivity present, and the kinds of materials they are present in, can vary
depending on the kind of detector technology used. For liquid scintillator experiments,
the highest concentrations of radio-impurities can be found in PMT glass, the steel
tank and inner support structures, or the surrounding rock cavern. The inner
detector materials must be carefully assayed and selected to reduce the impact of
radioactive isotopes. Water shielding is also effective in rejecting natural radioactive
backgrounds coming from the outermost materials. Another approach is to use a
fiducial volume (FV) cut to confine the data to come from the lowest-background
areas of the detector. Lastly, some types of backgrounds have distinctive decay
features, for example, a prompt beta decay followed by delayed alpha emission. This
prompt-delay feature can be used to design coincidence cuts.
Cosmic Muon Spallation
Cosmic muons are passing through neutrino detectors all the time. A high energy
muon produces obvious signatures and can easily saturate detector data readout
windows for varying periods. Usually, the muon itself can be easily tagged and
removed. However, a muon could easily activate the material in the sensitive parts
of the detector, producing radioactive isotopes that undergo decays. These decays,
if they happen in the 0νββ energy ROI, could easily mimic the 0νββ signal. The
rejection of cosmic muon spallation backgrounds requires the following:
• Earth Shielding: In order to reduce the cosmic muon rate, the detector
should exist deep under the earth. The earth mantle acts as a passive shield
for incoming muon events.
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• Muon Tagging: Muon events can be tagged with an external or outer
detectors (OD). Since muon is minimum ionizing, it easily propagates across
multiple detector regions.
• Spallation Event Tagging: Muon spallation events can sometimes be tagged
through a series of coincidence cuts. Even for single-site events without
coincidence in liquid scintillator detectors, a deep learning-based algorithm can
effectively eliminate some background events. This algorithm will be discussed
in 8.
3.2 Detection Schemes
Maximizing the discover probability and limit setting capability requires that we
maximize the exposure, defined to be the product of the mass of the isotope
and the measuring time. This must be done while minimizing the background
with a combination of efficient rejection techniques and excellent energy resolution.
Unfortunately, these two criteria are incredibly difficult to achieve simultaneously.
Large detectors can hold more isotope, but the additional material required to
instrument the isotope typically introduces additional backgrounds. Some small
detectors have achieved a near-background-free environment but they have a much
lower quantity of instrumented isotope. Many experiments can be classified into the
following two categories:
• Monolithic detectors pursue large loading while keeping backgrounds at a
reasonable level. The word monolithic means a fully contained volume to store
0νββ isotope. Common examples of detectors in this class include TPCs and
liquid scintillator (LS) detectors.
• Granular detectors usually achieve a high energy resolution, and the back-
ground level is close to zero in inner detector. The word granular refers to
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Pursue Background Rejection Technique
Granular Detector
Lower Mass Loading
Pursue Larger Mass Loading
Monolithic detector
Higher Background Level
Figure 3·2: The neutrino tai-chi representing a dynamic balance between two fish:
Yin (black) and Yang (white). The Yang fish has a Yin eye to chase the Yin fish,
and vice versa.
the fact that a large detector volume is achieved by combining small detectors
into a detector array or lattice. Common examples of this include High-Purity
Germanium (HPGe) detectors and Bolometer detectors.
The relationship between monolithic detectors and granular detectors is somewhat
analogous to the tai-chi picture shown in Figure 3·2. I constructed this analogy in
the following way:
• In Chinese, “Yang” means positive and magnificent. Therefore it represents
monolithic detectors. Monolithic detectors load a large amount of 0νββ isotope
to pursue a higher exposure.
• Also in Chinese, “Yin” means small and delicate. Therefore it represents
granular detectors. It is based on small detectors constructed with extremely
clean materials in order to achieve background-free environment.
• The Yin eye in Yang represents natural shortcomings of monolithic detectors.
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A large amount of 0νββ isotope is instrumented in a large detector and
background suppression becomes more difficult. Thus, some background events
will fall into the ROI.
• The Yang fish continuously chases the Yin fish, which indicates the pursuit
of background mitigation is the key to improving monolithic detectors.
• The Yang eye in Yin represents natural shortcomings of granular detectors.
Since each detector is small, it is hard to scale up the 0νββ mass to achieve
higher exposure and usually extremely expensive.
• Therefore, the Yin fish continuously chases the Yang fish, indicating the
pursuit of a larger detector array and larger mass loading for further
improvement of granular detectors.
It is hard to argue which type of detector provides a better solution. Currently, the
world-leading 0νββ limits among all isotopes have been determined by KamLAND-
Zen[58] at T 0ν1/2 > 1.07 × 1026 years and GERDA[59] at T 0ν1/2 > 0.9 × 1026 years.
KamLAND-Zen is a monolithic LS detector, while GERDA is a granular HPGe
detector. One argument I’ve heard for monolithic detectors is the following [60]:
“If you are looking for an apple in a room, you should first search with your eyes
and then a magnifying glass, not the other way around.” On the other hand, I’ve
also heard a competing argument [61]: “For essentially background-free detectors,
if even a single candidate event falls into the ROI, one could claim a discovery.”
Nevertheless, discovering 0νββ decay via various detection strategies and different
isotopes is necessary to make a robust scientific claim.
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Figure 3·3: Plot of effective Majorana mass mββ as a function of lightest neutrino
mass. The green region indicates inverted hierarchy, while red region indicates
normal hierarchy. The newest GERDA limit comparable to KamLAND-Zen is not
shown on this plot.
3.3 Discovery Probability
The experimental limit for 0νββ decay is plotted in Figure 3·3. The effective
Majorana mass is related to the half-life as shown in Equation 2.48. The band region
varies with neutrino mass, mixing angle, phase, and the band splitting comes from
undetermined neutrino hierarchy. The uncertainty in measured mββ comes from
experimental uncertainty and nuclear matrix element uncertainty. It is clear from
the plot that 0νββ decay search will be easier if neutrino mass hierarchy is inverted,
although most recent oscillation experiment data prefers normal hierarchy according
to References [32] and [33].
Results of mainstream 0νββ decay search experiments are in Table 3.2. Most
current-generation experiments hover on top of the inverted hierarchy. The goal
for next-generation experiments is to eventually rule out the inverted hierarchy. A
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Isotope T 2νββ1/2 [×1018 yrs] < T
0νββ
1/2 [×1025 yrs] > 〈mββ〉 [meV] Experiments
48Ca 64 6.2× 10−3 (1.50− 2.76)× 103 NEMO-3 [63]
76Ge 1926 9 111-244 GERDA [59]
82Se 86 0.35 311-638
NEMO-3 [64]
CUPID-0[65]
100Mo 6.8 0.11 364-615
NEMO-3 [66]
CUPID-Mo[67]
130Te 790 3.2 73-343 CUORE [68]
136Xe 2210 10.7 54-165
KamLAND-Zen [58]
EXO [69]
Table 3.2: Results of mainstream 0νββ search experiments. The phase space factor
in [2] and nuclear matrix element in Reference [3] are used.
significant improvement of mass loading, background rejection, and energy resolution
is needed to reach further down to the normal hierarchy.
In Reference [62], the authors use Bayesian inference to quote the discovery prob-
abilities of next-generation experiments. The Bayesian inference is first conducted
in a global fitting of oscillation parameters. Several conclusions can be drawn from
Figure 3·4:
• The freedom of allowed parameter space mainly comes from two Majorana
phases, for which no measurement is available.
• Experimental limits disfavor high mββ values.
• Low mββ values are unlikely because they require fine-tuning of the Majorana
phases.
Expected signal counts and background rates in the ROI define the discovery
probability in Figure 3·5. The top row represents the normal hierarchy, and the
bottom row represents the inverted hierarchy. Each column represents experiments
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Figure 3·4: Marginalized posterior distribution for mββ and ml in the normal
hierarchy (a) and the inverted hierarchy (b). The solid line shows the allowed
parameter space with 3σ uncertainty. The NME is calculated with QPRA model.
using the same isotopes, and the band regions vary with NME calculation. Figure
3·5 reveals some encouraging information. If the neutrino mass hierarchy is inverted,
most next-generation experiments will be able to discover with above 90% chance.
Even if neutrino mass hierarchy is normal, large scale experiments such as LEGEND-
1000, CUPID (Te), and nEXO still exhibit 50% of discovery probability after five
years of running. With more research and development in place for novel detector
technology, the horizon of 0νββ discovery is closer than ever.
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Figure 3·5: Discovery probability as a function of livetime for a selection of next-
generation experiments. The top row represents normal hierarchy and bottom row
represents inverted hierarchy. Each column represents experiments using the same
isotope, and the band region varies with NME.
Chapter 4
Zen of KamLAND
KamLAND, or Kamioka Liquid-scintillator Anti Neutrino Detector, is a large
Liquid Scintillator located below mountain Ikenoyama at Gifu Prefecture, Japan.
Mountain Ikenoyama provides an overburden of 1000 m of rock, giving KamLAND
efficient shielding of cosmic muons.
The KamLAND site shown in Figure 4·1. The control room is for the on-site
shifter to monitor real-time detector activity. The first LS purification areas contain
liquid-liquid extraction and nitrogen purge purification systems. The second LS
purification area contains a distillation purification system. A new Xenon purification
area was built for KamLAND-Zen. The dome area is a class 1,000 clean area atop the
detector and includes a calibration source preparation room and electronics hut. At
the center of the dome area, there is a secondary class 100-1000 clean tent covering
the KamLAND chimney. The inner balloon installations took place in August 2016
and May 2018 inside this clean tent.
4.1 KamLAND
KamLAND, being a monolithic liquid scintillator detector, is somewhat analogous
to a digital camera as shown in Figure 4·2. Therefore, the detector components and
subsystems are described with this analogy in mind.
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Figure 4·2: Analogy between KamLAND detector and a digital camera. The
camera is Fujifilm X100F. The red arrow represents the detector parts not shown in
the diagram. The detector schematic plot is from Reference [10].
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4.1.1 Detector Infrastructure
The detector infrastructure is the analog of the metal chassis of the camera. Kam-
LAND contains an inner detector (ID) and an outer detector (OD). The OD is the
cylindrical volume filled with water. The ID is an 18-meter-diameter stainless steel
spherical tank. A 13-meter-diameter outer balloon (OB) is suspended at the center
of the ID and is surrounded by buffer oil. The OB is filled with one kiloton of highly
purified organic liquid scintillator.
4.1.2 Liquid Scintillator
Liquid scintillator is analogous to the flashlight of the digital camera. When taking
pictures in a dark room, the flashlight will emit light to reveal all of the objects in
the room. LS serves a similar purpose by emitting light when particles deposit their
energy into it. The KamLAND LS is composed of 80.2% normal-dodecane (D12),
1,2,4-trimethyl benzene, and 19.8% pseudocumene (PC). A wavelength shifter called
2,5-diphenyloxazole (PPO) is added to the LS at a concentration of 1.36± 0.03 g/L.
KamLAND-Zen has achieved 5× 10−18 g/g and 1.3× 10−17 g/g contamination level
for 238U and 232Th, respectively [70].
D12 PC PPO
Chemical Formula C12H26 C9H12 C15H11NO
Density [g/cm3] 0.7526 0.8796 -
Boiling Point [◦C] 216 169 360
Melting Point [◦C] -10 -44 72
Flash Point [◦C] 83 54 -
Table 4.1: Composition and properties of KamLAND liquid scintillator.
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Figure 4·3: Diagram of the 17-inch and 20-inch PMTs.
4.1.3 Photomultiplier Tubes
Photomultiplier tubes (PMTs) are analogous to the lens of the digital camera. A
photon hitting a PMT photocathode can be converted into a photoelectron. The
photoelectron is accelerated to the first dynode held at a positive potential and
during the impact produces multiple electrons through secondary emission. These
electrons are accelerated to a second dynode also held at a positive potential, with
each electron creating multiple electrons. This process repeats until the amplified
signal is read out of the anode. The amplification factor is typically 106 to 107
depending on the number of dynode stages. If more than one photon produces a
photoelectron, then the final readout pulse amplitude will increase proportionally.
KamLAND has 1,325 17-inch PMTs (Hamamatsu R7250) and 554 20-inch PMTs
(Hamamatsu R1449 and R3600). The 20-inch Venetian-blind type PMTs are inherited
from the Kamiokande experiment to enhance the total light collection. The 17-inch
PMTs (R7250) are also 20-inches in diameter, but the outer rim of glass structure
is masked down to a 17-inch diameter active surface. The 17-inch PMTs also
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have a different dynode structure called a “box-and-line” design instead of the
“venetian-blind” style of the 20-inch PMTs. This delivers improved timing resolution
and improved single photoelectron resolution. Both sets of PMTs have a bialkai
photocathode sensitive to 300-650 nm light and is well-matched to the emission
spectrum of the LS. The total photocathode coverage provided by both PMT types
is 34%, while the photocathode coverage provided by only 17-inch PMTs is 23%. In
general, the PMT performance can be affected by the earth’s magnetic field. Thus,
the entire KamLAND detector is surrounded by geomagnetic compensation coils to
suppress this effect. This reduces the magnitude of the residual magnetic field to
less than 50 mG, essentially making the impact on the PMTs negligible. Quantum
Efficiency (QE) describes the probability that a photon arriving at photocathode
will produce a photoelectron. The QE of the PMT depends on the wavelength of
incoming photons. Therefore, for LS experiment, PPO is doped into the organic
scintillator to shift to the wavelength that the PMT is most sensitive. Figure 4·7
shows the curve of PMT QE and PPO emission spectrum.
4.1.4 Block Out System
To take a good photograph it is sometimes necessary to block out undesired light
from external sources. The lens hood of digital camera fulfills this purpose. The
“lens hood” of the KamLAND detector contains two-parts: the Buffer Oil and the
Outer Detector.
Buffer Oil
In LS-based neutrino experiments, a common source of radioactive backgrounds are
the PMTs. Submerging all PMTs within a light quenching medium can effectively
mitigate this effect. The buffer oil region plays this role in the KamLAND detector.
The KamLAND buffer oil contains 53% normal paraffin (C12H26) and 47% isoparaffin
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Figure 4·4: Quantum Efficiency of KamLAND PMT overlayed on the emission
spectrum of PPO wavelength shifter.
(C14H30). When a gamma-ray is emitted from inside the PMT glass, for example,
it will be attenuated by the buffer oil before it reaches the central region of the
detector.
Outer Detector
In addition to radioactive backgrounds from the PMTs, cosmic muons also need to
be identified and removed from the data. Muons are minimum ionizing particles that
travel along straight paths, and they can be identified as they pass through the outer
detector (OD) and further inward through the LS. The outer detector is a water
Cherenkov detector with 140 20-inch PMTs. The PMTs can detect the entrance
and exit positions of the muon which provides track reconstruction. Additionally,
to detect cosmic muons entering via the chimney from directly above, eight 8-inch
PMTs are installed at position z = 9.35 m facing the zenith, and six 5-inch PMTs
are attached to the flange near KamLAND hatch on top of the chimney.
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4.2 Data Acquisition
In order to take a good picture, pressing the shutter at the right moment is also
critical. In LS detectors, events are always happening on a nanosecond time scale.
Thus, it is impossible to press the shutter manually by the shifter. KamLAND
deploys an automated shutter system to decide when to “take a picture.” This is the
data acquisition (DAQ) electronics.
KamLAND contains two parallel sets of DAQ electronics. The first is the
KamLAND Front-End Electronics (KamFEE). It has been operating since the start
of the KamLAND project, almost 20 years ago. The second set is called Module for
General-Use Rapid Application (MoGURA), which was developed to recover from
the detector deadtime caused by cosmic ray muons. An overview schematic of the











































Figure 4·5: Flow diagram of the KamLAND data acquisition system.
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4.2.1 KamFEE
KamFEE boards are the front-end boards that control KamLAND PMTs. They play
the role of the CCD in cameras that detect and briefly store the light exposure signal.
The operating procedure and layout of the KamFEE is described in Figure 4·6. The
KamFEE boards are VME 9U and synchronized with 40MHz clock. The incoming
PMT signal is first split into two branches. The top branch contains a signal
discriminator. The discriminator registers a hit if the digitized amplitude reaches
∼1/6 of calibrated single photoelectron amplitude. On the bottom branch, after
a certain delay in synchronizing the trigger signal, the PMT pulse is first fed into
three amplifiers (×20, ×4, ×0.5), and is digitized by two analog Transient Waveform
Digitizers (ATWDs). The ATWD has a 10-bit digitizing resolution and samples
every 1.5 ns, 128 times per waveform. It takes 25µsec to digitize one pulse. Only one
digitized waveform out of 3 amplified waveforms is recorded into 32 MB of memory,
and the old waveforms are dumped if maximum capacity is reached.
The Field Programmable Gate Array (FPGA) chip on each KamFEE board
serves as a communication node with the trigger board. It sends the hit sum to
the trigger board, opening a trigger window of 125 ns per event. If the trigger
Figure 4·6: The KamFEE flow diagram (left) and layout (right).
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threshold is exceeded, the FPGA will receive a trigger signal from the trigger board
and subsequently issue a digitization command to the ATWD to start digitization.
During digitization, the ATWD cannot record any signal. Therefore two ATWDs
are assigned per channel to reduce deadtime.
The trigger board plays the role of ”the shutter button.” If the PMT hit sum
satisfies a pre-defined trigger condition, the trigger board will record the time stamp
and trigger type for the event. This, and other useful information, is stored as an
tuple containing [NsumID, NsumODtop, NsumODmiddle, NsumODbottom, NsumODglobal,
Nsumneck]. The subscript indicates the summation of local PMTs. The event record
is then sent to the input latch VME board. External trigger sources can also
be deployed through the output register VME board. This feature enables the
acquisition of signal cable baseline and laser calibration. Furhtermore, the trigger
board is also responsible for issuing trigger signals and distributing clock times.
4.2.2 MoGURA
MoGURA is a sideband DAQ system to deal with afterpulses and PMT waveform
overshoots caused by cosmic muons. Since KamLAND has a cosmic muon rate of
∼0.3 Hz, it is important to correct these effects to minimize deadtime and maximize
the efficiency of tagging events following muons. The basic design of MoGURA is
similar to KamFEE with the following additional features:
• Baseline Recovery: After a high energy muon passes through the detector,
the DAQ system will be saturated for a certain period. At the same time, the
large amplitudes of the pulses cause massive overshoot to appear, which is due
to the AC coupling inside the PMT circuit. Baseline Recovery will compensate
for the overshoot.
• Adaptive mode Applies neutron tagging after a high energy muon. The large
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Figure 4·7: MoGURA2 design from Reference [11].
after-pulses created by a muon will easily trigger detector under normal trigger
conditions and thus overshadow neutron events. Therefore, a special trigger
based on differential PMT hit is issued in the MoGURA adaptive mode to
correct for after-pulses.
Currently, MoGURA data is used to tag neutrons from muon spallation. The spatial
and temporal information provided by tagged neutrons is used to create a software
veto that allows some of the residual radioactive spallation isotopes to be identified
and subsequently removed. The KamLAND-Zen collaboration is working on a new
MoGURA2 trigger system. MoGURA2 is equipped with a digital baseline recovery
(DBLR) algorithm and a novel software trigger system. A central computer equipped
with an ARM chip and GPU will control the software triggering configuration and
data readout. The GPU would also allow the implementation of deep learning
algorithms running within the software trigger.
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4.3 Purification System
As discussed in Section 3.2, background mitigation is crucial for 0νββ decay ex-
periments. Liquid purification plays a key role in background mitigation. In this
subsection, we will discuss the 1st (water extraction) and 2nd (distillation) purification
system for liquid scintillator. The Xenon purification and extraction system will be
discussed in Section 4.4.
4.3.1 Water Extraction
The 1st purification system is shown in Figure 4·8. The liquid scintillator and buffer
oil first went through a pre-filter (1µm pore size) and an input filter (0.1µm pore
size). Next, the liquid is flushed with pure water in the water extraction tower where
metal elements, such as U, Th, and K, are absorbed by the water molecules. Finally,
the liquid is purged with ultra-pure nitrogen gas to remove radon and oxygen.
4.3.2 Distillation
The 2nd purification system utilizes distillation as shown in Figure 4·9. The distillation
is a complicated procedure since it requires boiling flammable LS. Three distillation
Figure 4·8: Flow diagram of the KamLAND water extraction system from Refer-
ence [12].
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Figure 4·9: Flow diagram of the KamLAND distillation system from Reference [13].
towers exist in the system: Pseudocumene (PC) tower, Nitrogen Purge (NP) tower,
and PPO tower. LS from 1st purification plant goes through three towers in order,
where each of the components is distilled and purified. The separated components
are combined again in the mixing tank to match the original LS composition with
an accuracy of 10−3 g/cm3. High-purity nitrogen gas is used to purge the LS coming
out of the mixing tank as was done in the 1st purification system.
4.4 KamLAND-Zen
KamLAND-Zen (Zero-neutrino) is the 0νββ decay phase of the experiment that
started in 2011. In order to load 0νββ decay isotope into the KamLAND detector, a
mini-balloon was designed and deployed into the inner balloon. The mini-balloon is
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filled with Xenon-loaded Liquid Scintillator (XeLS), where the Xenon is loaded up
to 3% concentration (by weight). The Xenon gas is also enriched to 91% 136Xe. The
KamLAND-Zen project can be divided into three phases: the concluded KamLAND-
Zen 400, the ongoing KamLAND-Zen 800, and the futuristic KamLAND2-Zen.
4.4.1 Xenon loaded Liquid Scintillator
Xenon-loaded Liquid Scintillator (XeLS) is the key component of KamLAND-Zen.
The enriched Xenon gas is dissolved in a modified form of KamLAND LS to allow for
optimal 0νββ decay sensitivity. The PPO concentration in the LS is raised to ∼4 g/L
in XeLS to boost the light yield. This is done to in order to compensate for the ∼10%
loss of light when Xenon is mixed into the LS. The density of XeLS is carefully tuned
to match its surrounding unloaded LS, and the light yield is fine-tuned by varying
the amount of Decane in XeLS. The concnetration of the chemical compounds of
XeLS varies slightly in different phases of KamLAND-Zen, as shown in Table 4.2.
The collaboration built the Xenon handling and processing system to store,
purify, and dissolve Xenon gas. The system can extract Xenon gas from LS in case
of a 0νββ signal is found. A schematic diagram of XeLS handling system is in 4·10.
The system includes the following components:
• A 1.1 m3 Main Tank that is directly connected to KamLAND-Zen inner
Material Decane (%) PC (%) PPO (%) Xe (%)
Zen 400 Phase-I 82.3 17.7 2.7 2.44/2.48
Zen 400 Phase-2 80.7 19.3 2.29± 0.03 2.91
Zen 800 82.4 17.6 2.38±0.02 3.13
Table 4.2: Percentage composition (by weight) of KamLAND-Zen XeLS, where the
information is taken from Reference [4].
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balloon. The extracted XeLS enters this tank for further processing.
• A 1.1 m3 Reservoir Tank that is connected to the main tank via a vacuum
pump and LS trap. It is refrigerated with liquid N2 to −50◦C, at which the LS
gas is condensed and trapped. Only Xe gas is allowed to flow into the reservoir
tank.
• A 25 m3 Storage Tank which is connected to the main tank. The degassed
LS is poured into this tank for storage purposes.
• A 1.1 m3 Sub-tank which is also connected to the main tank, the detector,
the control tank, and the purified Xe gas system. The Xe gas is mixed into LS
inside this tank. The density of chemical cocktails in Sub-tank is monitored
and adjusted by the control tank. After mixing, the XeLS is filtered and fed
back into the balloon.
• A 1.1 m3 Control Tank is directly connected to the 2nd purification area.
The control tank controls the density in the sub-tank with the addition of
Decane. Nitrogen gas is used to pressurize the control tank.
diagram of the Xenon handling system is shown in Figure 4·10. XeLS in the
balloon is pumped out to the main tank and the sub-tank. XeLS in the main tank is
separated into Xenon gas and LS and the Xenon gas is pumped to the LS trap and
enters the reservoir tank. Meanwhile, the LS in the main tank is pumped back into
the sub-tank. On the other side, purified Xenon gas is also fed into the sub-tank.
The sub-tank now contains XeLS from mini-balloon, LS from the main tank, and
purified Xe gas. The Xe gas is allowed to gradually dissolve into the cocktail in the
sub-tank, producing new XeLS. The density of the XeLS is monitored with density
meter. The control tank can add Decane into the XeLS cocktail in order to fine-tune
its density. The Decane comes directly from the 2nd purification area. The Xe gas in
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Figure 4·10: Flow diagram of KamLAND-Zen Xenon system. The purple line
represents Xe/XeLS, the blue line represents Decane, and the grey line represents
LS. Figure taken from Reference [4].
the reservoir tank can be purified and reused. The Xenon mass in the mini-balloon
during a very recent circulation period is shown in Figure 4·11. The final Xenon
mass in the mini-balloon can be obtained by subtracting off residual Xenon in the
Xe handling system from total distilled Xenon.
4.4.2 KamLAND-Zen 400
The first phase of KamLAND-Zen , referred to as KamLAND-Zen 400 ran from
2011-2015 [58]. KamLAND-Zen 400 data was split into two periods. Period-I
contained a high background due to Ag110m contamination, which appeared to be
leeching off of the mini-balloon surface and into the LS. The Ag110m contamination
on the mini-balloon was likely due to the fallout from Fukushima, since the accident
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Figure 4·11: Xenon mass in the mini-balloon as XeLS is recirculated within the
Xenon handling system. The Xe mass increases almost linearly in the first full
circulation, and gradually reach saturation in the second circulation. Plot taken
from Reference [4].
occurred around the same time (and in the same geographical region of Japan) as
the manufacturing of the mini-balloon. Period II started after the XeLS distillation
suppressed the Ag110m by a factor of 20. Period-II continued to run for 534.5 live
days and the combined result of Period-I and Period-II led to a 0νββ half-life of
T 0ν1/2 > 1.07× 1025 years at 90% C.L., which corresponds to a mββ of 61− 165 meV.
The result of KamLAND-Zen 400 is shown in Figure 4·12.
4.4.3 KamLAND-Zen 800
KamLAND-Zen 800 is the second phase of KamLAND-Zen. From 2015-2019, a larger
and cleaner mini-balloon was fabricated. KamLAND-Zen 800 began data taking
in January of 2019 and continues to do so. In this section, the new mini-balloon
fabrication and distillation campaign for KamLAND-Zen 800 will be discussed.
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Figure 4·12: The energy spectrum fit result of KamLAND-Zen 400 in period-II is
shown on the left where the Ag110m peak has diminished to a negligible level in the
ROI. The mββ by combining period 1 and period 2 data is shown on the right. The
result hovers just above the inverted hierarchy band.
Mini-balloon Fabrication
The KamLAND-Zen mini-balloon is made of nylon-6 roll with a thickness of 25µm.
The entire process took place inside a Class 1 cleanroom at Tohoku University.
Critical steps in mini-balloon manufacture are as follows:
• Washing - the film is cleaned twice in an ultrasonic bathtub, then sandwiched
in a cover film to prevent adhesion of dust.
• Welding - the major part of the balloon is welded with a semi-automatic
welding machine. The size of the weld line was 310 mm × 5 mm. For delicate
areas such as the balloon’s collar, a hand welding machine is used with 50 mm
× 5 mm weld lines. The average tensile strength on the surface of the balloon
was 35 N/cm after welding.
• He Leak Check - there is always potential for tiny leaks in the seams of the
balloon after the welding process is complete. Helium gas was pumped into the
balloon to perform leak checks. The cover film of the balloon was first peeled
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(a) Film Washing (b) Seam Wielding
(c) He Leak Check & Repair (d) Film Folding
(e) Film Packaging (f) Mini-balloon Deployment
Figure 4·13: KamLAND-Zen 800 mini-balloon fabrication, installation, and de-
ployment.
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off before the leak check. If a leak was found, it was repaired by patching the
film. Over 900 leaks were found during the leak check.
• Folding The inner balloon is folded into a cylinder shape and covered with
12 sheath films to prevent contamination. An additional 9 Teflon sheets were
wrapped around the sheathed balloon, and 2 Vectran strings were used to tie
all sheath film and Teflon sheets together.
• Shipping The inner balloon was shipped within a silver gas bag film. All
corresponding tools were shipped with airtight bags.
The mini-balloon was installed on May 10, 2018. A rehearsal installation was
performed in a swimming pool before the actual deployment. During installation, the
balloon is deployed through the 50 cm hole on the neck of the KamLAND detector.
While the mini-balloon was installed with 0.4% heavier LS than the surrounding
KamLAND liquid scintillator, the sheath films and Teflon sheets are peeled off and
pulled out by the Vectran string. The whole operation was monitored with cameras
and an endoscope.
The view of mini-balloon inside the detector is shown in Figure 4·14. Twelve
suspending belts support the inner balloon. The end of the belt is connected to
the chimney by a Vectran string. A guide ring on the corrugated tube was used to
guide the strings. The corrugated tubes are made out of PEEK (poly-ether-ether-
ketone) and are connected on top of the balloon to hang the balloon and allow liquid
exchanges. The tension of each belt is monitored to guarantee the position and
stability of the balloon.
Contamination Control
The mini-balloon is very difficult to clean after it’s installed. Therefore low levels of
contamination had to be achieved before installation. After installing the mini-balloon
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Figure 4·14: A schematic of the mini-balloon from Reference [4] is shown on the
left. The value in parenthesis is KamLAND-Zen 800 value. A camera view of the
mini-balloon inside KamLAND detector, with a rough sketch of its shape is shown
on the right.
it was filled with distilled LS and the 232Th level was measured to be 10−15 g/g,
exceeding the target background concentration. The PPO distillation tower was
suspected to be a source of contamination. Both ICP-MS and neutron activation
analysis (NAA) were used to measure 232Th contamination from different parts of the
distillation system. The system was washed with PC and several filters were replaced
and eventually, LS purification continued to lower the 232Th background. Two
separate distillation campaigns were performed to reduce the 232Th contamination
level. As a result, the 238U and 232Th backgrounds were reduced by a factor of
10 compared to KamLAND-Zen 400. The contamination now lies below the solar
neutrino background level, which is an irreducible background. The concentrations
of 238U and 232Th can be inferred from a 214Bi-214Po and 212Bi-212Po coincidence
analysis. The coincidence event rates plotted over time are shown in Figure 4·15
results are listed in Table 4.3.
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Figure 4·15: Coincidence event rate in KamLAND-Zen 800 during the first distil-
lation campaign, second distillation campaign, and Xenon loading phase. Red points
represent 214Bi and blue points represent 212Bi.
238U (10−17 g/g) 232Th (10−17 g/g)
Zen 400 Phase-I 13± 2 190±20
Zen 400 Phase-2 17±1 5.5±0.3
Zen 800 1.5±0.4 30±4
Table 4.3: 238U and 232Th contaminations in different phases of KamLAND-Zen.
Data was taken from Reference [4].
Chapter 5
Zen of Simulation and Reconstruction
In KamLAND-Zen, the simulation is generated by KLG4Sim, a detailed GEANT4-
based Monte Carlo (MC) simulation software [71, 72]. The MC simulated events are
tuned with real calibration events to match the detector response. Higher-level event
information like the energy and vertex are reconstructed from PMT hit time and
charge. The reconstructed information is used for data selection and spectra fitting.
In this chapter, we will briefly discuss the MC simulation and event reconstruction
of KamLAND-Zen 800.
5.1 Reconstruction
The PMT hit times and charges are used in the reconstruction to provide the position
(vertex) of the particle interaction, and the energy of the particle interaction. The
energy and vertex position of each event comes from fitting the raw PMT data
in order to maximize likelihood functions. Before reconstruction, a series of PMT
calibrations are performed to maximize the reconstruction efficiency. This section
summarizes the PMT corrections and the energy and position reconstruction in
KamLAND-Zen with a two-level fitter. The muon track reconstruction is discussed




The PMT gain is corrected run-by-run with its single photoelectron (p.e.) waveform.
For the 17-inch PMTs, each gain comes from fitting the single p.e. peak with a
Gaussian function. The mean of Gaussian function is the gain correction for a single
PMT. In order to ignore PMTs with multiple photoelectrons, low energy events are
selected with the following criteria:
• Run time ≥ 10 hours
• Occurs at a time > 2 msec after a muon
• Occurs at a time > 100µsec after any physics event
• Excluding noise events with NhitID −N100 > N100 − 50. Here, NhitID is the
number of PMT hit in the inner detector, and N100 is the number of PMT hit
in a 100 ns event window.
• 120 < Nhit17inch < 230 to select events with low number of 17-inch PMT hits
• Events must be at least 5.56 m away from target PMT.
The gains for the 20-inch PMTs use muon events. However, the single p.e. peak is not
well-resolved for the 20-inch PMTs, so performing a Gaussian fit to the distribution
is not possible. Instead, the calibrated charge from adjacent 17-inch PMTs are used
(with an approximate correction for the difference in photocathode areas) to estimate









The charge calibration for both 17-inch and 20-inch PMTs can be seen in Figure 5·1.
If a 17-inch PMT has a gain below 0.4 p.e., it’s flagged as a low gain PMT. This
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Figure 5·1: PMT gain calibration of both 17-inch (left) and 20-inch (right) PMTs.
Plots taken from Reference [4].
means we no longer attempt to extract the low gain PMT charge because it too close
to the 0.3 p.e. discriminator threshold. A low gain PMT is usually accompanied
by low impedance behavior, causing its voltage to decrease from nominal value.
Therefore, roughly 300 low gain PMTs are excluded from the current analyses.
Hit time correction
The raw PMT hit times require certain corrections to be applied to them. For
example, PMTs located at different detector positions will send pulses over varying
lengths cables to the DAQ causing different raw time delays. The following equation
corrects the PMT hit times:
T = Traw − Tlaser − Ttrigger − Tcable delay − Trun (5.2)
where Traw is the raw PMT hit time from the leading edge of PMT pulse, Tlaser is
a cable-by-cable offset measured from a dye laser calibration, Ttrigger is the trigger
launch offset, Tcable delay is the offset from cable length difference, and Trun is a
run-by-run timing offset measured from balloon surface events.
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Bad Channel
A PMT is considered a bad channel if it satisfies one or more of the following criteria:
• PMT pulses less than 0.6% of the time for any event
• PMT pulses below 0.48% of time for non-muon events
• PMT pulses less than 80% of time for high-energy muon events
• PMT is missing a waveform more than 10% of time
• Large discrepancy between the two ATWD hits.
• High muon charge PMTs. A PMT could read much higher charge (Qdetected)
than the averaging of its surrounding PMTs (Qexpected). A run is divided into












) > 1000 p.e. (5.3)
• It’s a low gain channel
Dark Hit
Thermally emitted electrons coming from the photocathode could turn into a PMT
hit signal. This is called a dark hit. The measured dark hit rates are an input
parameter to vertex reconstruction and need to be monitored on a run-by-run basis.
The number of hits observed 50−100 ns before the rising edge of PMT hit time
distribution provides the dark hit rate and is illustrated in Figure 5·2.
5.1.2 Primary Vertex Fitter
The primary fitter, or LTVertex fitter, gives a rough estimate of event position. The
output if this fitter serves as the input to a more complicated, secondary fitter. The
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Figure 5·2: A window 50-100 ns prior to rising edge of hit time distribution is used
to calculate dak hit rate.
fit is constructed as follows:




where Ti is the hit time of i
th PMT, TOFi is the time for scintillation photon to
traverse from its vertex position to ith PMT position, Ri is the PMT position, rvetex
is the unknown vertex posiition, and ceff is the propagation speed of light in given
medium. By fitting T emiti to the standard scintillation profile, a primary rvetex is
output by the fitter.
5.1.3 Secondary Fitter












Figure 5·3: Probability density function of 17-inch and 20-inch PMT hit times
calculated from calibration data. The plot is from Reference [4] and originally from
a calibration dataset in 2005.
where T0 is the charge weighted sum of Temit from Equation 5.4. The T0 serves as a
universal start point of an event. The PMT hit time is:




i − T0 (5.6)
The hit time is used to create probability density functions for both 17 inches and
20 inches PMTs and is shown in Figure 5·3. The final likelihood function for an





where µ is the pulse shape determination factor, Di is the dark hit rate for the i
th
PMT and C17/20 is the normalization constant for the 17-inch and 20-inch PMT.
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The overall log-likelihood is given by log(L) =
∑
i log(φi). The log-likelihood is
maximized by Newton-Raphson method, during which the x, y, z, T0 are adjusted to
the best-fit values.
5.1.4 Energy Fitter
The visible energy also comes from an energy fitter that is similar to the vertex
fitter. The fitted event position from the secondary fitter is a prerequisite for the
energy fitter. The number of expected photon hits in ith PMT is:
µPMTi (Evis) = b
pmt
i (x, y, z)× Evis +Di (5.8)
where bpmti (x, y, z) is the light yield, or photoelectron/energy ratio. The light yield
is obtained from muon spallation neutron capture calibration. The probability of








The Poisson equation is skewed at n = 0 because of the 0.3 p.e thresholds. Any
waveform above 0.3 times the single p.e. peak value is defined as 1 p.e. The probability
of an unfired PMT (having 0 p.e.) is P pmti,unfired = P
pmt
i,0 + (1 + ε)P
pmt
i,1 , where ε comes
from calibration data. The number of photoelectrons n does not directly translate
to the total charge Q. Instead, a Gaussian charge resolution probability is defined







where σ is the charge resolution of a single p.e. Based on Equation 5.10, the
detected charge Qi will be Gaussian distributed from its actual value n. Given all
the probabilities we defined above, assuming there are α fired PMTs and β unfired
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LFiredj η(tj|µPMTj (Evis)) (5.13)
The unfired PMT likelihood is obtained by multiplication of Poisson probability of
the unfired PMTs. The fired PMT likelihood is obtained by summing up Poisson
probabilities × Gaussian charge probabilities from 0 to 100 detected p.e. Finally, the
overall likelihood is given by the unfired likelihood times the product of individual
PMT likelihood and η, the PMT hit time probability density function. The log-
likelihood is maximized with the same Newton-Raphson method to get an optimal
Evis. Finally, the Evis of 17-inch PMTs and 20-inch PMTs are combined together:
Evis = (1− θ)E17vis + θE20vis (5.14)
where θ is roughly 0.3 from calibration data.
5.2 Detector Calibration
The MC detector simulation should match the real data if it is properly tuned. Tuning
means that the various optical parameters or reconstruction related parameters are
changed in the MC simulation until they provide good agreement with the data.
The tuning performance can be evaluated by comparing the reconstruction of both
simulated events with events from the real data. The physics events can either be a
pure sample of well-understood background or deployed calibration source.
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5.2.1 KamLAND LS Calibration
Before balloon installation and XeLS filling, a deployed source was used to calibrate
the energy response parameters of KamLAND LS. The source was a composite
137Cs68Ge60Co source along the central (z) axis of the detector. This is a γ-emitting
source containing the following: one 661.7 keV γ (137Cs), two 511.7 keV γ (68Ge), one
1173.2 keV γ (60Co), and one 1332.5 keV γ (60Co). The source moves from -500 cm
to 500 cm along the central axis in 50 cm increments. Figure 5·4 shows the Nhit and
total PMT charge distributions of these events.
Position Calibration
The reconstruction quality depends on the positions of events inside the detector.
Such an effect can be probed by looking at the reconstructed energy and vertex
information for sources deployed at different positions along the central axis (z-axis)
of the detector. Figure 5·5 shows the peak charge distribution and reconstructed






Figure 5·4: Nhit distribution (left) and total charge distribution (right) of composite
source data.
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is stable in the range -200 cm to 200 cm. When the source is deployed near the
top and bottom of the detector, the vertex resolution gets worse because of various
geometrical effects. Overall, the MC simulation and data agree well with each other.
According to the right side of Figure 5·5, the vertex resolution of KamLAND-Zen
near the center of detector is ∼17 cm for the highest energy gammas coming from
60Co.
Using the calibration data from Figure 5·5 the deviation of reconstructed vertex
position can be plotted as shown in Figure 5·6. When r = ±250 cm it corresponds
to locations near the top/bottom boundary of KamLAND-Zen 800 balloon. Here,
the net deviation is well below 1% or 2.5 cm.
TQ Waveform
A TQ waveform is the time (T) and charge (Q) distribution of all fired PMTs during
an event. The TQ distribution plays an essential role in vertex reconstruction. The
TQ waveform in the MC simulation was tuned to match the calibration data. As
can be seen in Figure 5·7, the MC and data waveforms are in good agreement.
5.2.2 XeLS Calibration
Due to the potential risk of polluting or damaging the mini-balloon, the composite
source can no longer be deployed after balloon installation. Fortunately, 214Bi-214Po
and 212Bi-212Po events are well-understood and can be used as a calibration source.
A double coincidence cut for these types of backgrounds will be discussed in the next
chapter. After selecting BiPo events, 214Bi-214Po and 212Bi-212Po are separated using
different decay half-life of 214Po (164.3µs) and 212Po (0.299µs). The sample purity
of 214Bi-214Po and 212Bi-212Po calibration datasets are 99.9% and 99.5%, respectively.
Additionally, the 2.25 MeV neutron capture events after each muon also serve as
calibration events.
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Figure 5·5: Peak charge position distribution (left) and vertex resolution distribu-
tion (right) with respect to the deployed position of the 137Cs68Ge60Co composite
source. Plot taken from Reference [4].
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Figure 5·6: Position spread of reconstructed calibration data. The mean free path
of the photon τPhoton is calculated by fitting the average distance of photon.
There are several reasons for doing this:
• Position dependence calibration: R and θ dependence of PMT charge
need to be correctly accounted for in MC simulation.
• Energy response calibration: the energy response function includes a
linear response and a nonlinear response. The energy response function will be
convolved with the MC energy spectrum during spectrum fitting.
• Vertex calibration: this calibration makes sure that MC and data vertex are
reconstructed in the same way, indicating that MC simulation can accurately
represent the data.
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Figure 5·7: TQ waveform of composite source calibration data and MC.Blue
histogram is data, red is MC and bottom plot is the residual plot. Plots taken from
Reference [4].
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Figure 5·8: R dependence of total charge (Q) of 214Po. The left plot is data and
right plot is MC. The baseline charge value comes from fitting the overall charge
distribution with a Gaussian.
Position dependence
The position dependence of reconstructed visible energy can be studied by fitting
the charge distribution in every R-θ bins with a Gaussian distribution. The mean of
Gaussian gives the expected charge in each R-θ bin, and the width of Gaussian gives
the uncertainty. A baseline charge value can also be obtained by fitting the overall
charge distribution in all bins and extract the mean. By comparing the expected
charge in each bin to the baseline charge value, we can extrapolate the charge
deviation in R-θ bin. Optical parameters such as absorption length, re-emission, and
scattering are fine-tuned to reproduce data. The result of Q-R and Q-θ dependence
is shown in Figure 5·8 and Figure 5·9, respectively.
Energy Scale Calibration
The energy scale is interpreted as the linear part of the energy response function
and can be defined by a universal energy multiplier applied to the estimated energy





Figure 5·9: θ dependence of total charge (Q) of 214Po in different R regions. The
deviation is small except at bottom of the detector.
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Figure 5·10: Energy scale calibration of MC (left) and data (right). The peak
position of XeLS neutron and KamLS neutron matches well in XeLS and KamLS.
Plots taken from Reference [4].
produced by muons are used to calibrate this quantity. According to Reference [14],
about 99.5% of neutrons in KamLAND-Zen are captured by 1H with a 2.25 MeV
γ emission. This monochromatic γ is a perfect source for energy scale calibration.
Energy scales in XeLS and KamLS are calibrated separately. The XeLS neutron
peak stems exactly at 2.25 MeV. The result is in Figure 5·10. The KamLS neutron is
∼1.1 times brighter than XeLS neutron. This value agrees with the fact that XeLS
light yield is ∼90% of KamLS due to Xenon loading.
Energy Nonlinearity
The energy nonlinearity part of the energy response function contains two parts:
• Birks Constant: Birk’s law is an empirical formula describing light yield










where dL/dx is the light yield per unit distance as the particle propagates
through liquid scintillator, S is the normalization constant for scintillation
efficiency, and dE
dx
is the energy loss per unit distance. Finally, kB is the Birk’s
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Figure 5·11: Data MC comparison of 214Bi energy spectrum. The data and MC
agrees well in the region of interest (2.35 MeV−2.7 MeV).
constant that depends on the material composition of liquid scintillator.
• Cherenkov to Scintillation Ratio: Birk’s law only reveals the behavior
of scintillation light. However, a typical event in LS detector produces both
Cherenkov photons and scintillation photons. Therefore, a Cherenkov to Scin-
tillation ratio is added as an energy response parameter. A typical Cherenkov
to Scintillation production ratio is roughly 1:40.
The energy nonlinearity parameters are tuned by fitting 214Bi MC simulation to data.
The spectrum of 214Bi MC and data can be seen in Figure 5·11. The Bayesian fitting
procedures are described in Chapter 9. The fitting result is shown in Figure 5·12
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Figure 5·12: Bayesian fit result of tagged 214Bi data and MC. The (kB, R) pair is
constrained by this fit. This 2D posterior plot shows the distribution of (kB, R) in
different intervals.
where a strong anti-correlation exists between kB and R. The best-fit pairs of (kB, R)
are (0.29, 0.02) for the Bayesian fit and (0.31, 0.02) for an independent frequentist
fit described in Reference [4].
5.2.3 Vertex Calibration
Vertex calibration guarantees that MC and data vertices are reconstructed in the
same way. First, the reconstructed vertex requires the following two corrections:
• Balloon Center: In the ideal situation, the balloon center is located at (0 cm,
0 cm, 0 cm). However, the stretching of balloon material and fluid dynamics
effects shift the balloon center. The calibrated balloon center is at (2.05 cm,
0.75 cm, -4.30 cm).
• Vertex Scale: Experience from KamLAND-Zen 400 indicates that a universal
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vertex scale is needed for reconstructed vertices. This scale will be multiplied
by each of the x, y, and z positions before spectrum fitting. The calibrated
vertex scale in KamLAND-Zen 800 is 1.012 as can be seen in Figure 5·13.
These two parameters are extrapolated by spectrum fitting. The pair of values with
the highest posterior probability is selected as the best-fit value.
In addition to the two vertex corrections, a vertex bias has been observed
in reconstructed MC positions because the reconstruction algorithm described in
Section 5.1 is tuned with data, and not MC. Therefore, an MC vertex correction
function is applied to compensate for this effect. After this correction, the MC bias
disappears. The reconstructed position of 0νββ MC simulation is shown in Figure
5·14.
5.3 Summary of MC correction
All the MC corrections are summarized in Table 5.1. The scintillation time response






The reported time in Table 5.1 is the decay constant Ti in Equation 5.16, and
the reported percentage is the probability Pi. The MC transit time spread is
modeled with an asymmetric Gaussian, “T.T.S. left” and “T.T.S. right” correspond
to the two asymmetric deviations of this Gaussian. The tuned data are taken from
Reference [4]. The TQ waveform is calibrated with composite calibration source, the
reconstructed vertex position is tuned by tagged BiPo datasets, and the energy scale
is tuned by neutron capture γ events. Additional vertex corrections are also applied
to compensate detector-specific effects. After tuning, good agreement is achieved




Figure 5·13: Vertex scale dependence of the χ2 values seperated by 4-θ bins in (a)
and 4-φ bins in (c). The plot shown in (b) corresponds to the plot shown in (a) after
vertex position corrections, and the plot shown in (d) corresponds to the plot shown
in (b) after vertex position corrections. Plots taken from Reference [4].
within the 2.5 m radius analysis volume.
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Figure 5·14: Reconstructed position deviation of 0νββ MC simulation. The x axis
represents the generated X position, the y axis represents reconstructed position -
generated position.
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Table 5.1: Calibrated MC parameters in KamLAND LS and XeLS. (nsec,%) in
scintillation time response corresponds to (Ti, Pi) in Equation 5.16. “T.T.S. Left”
and “T.T.S. Left” correspond to the left and right deviation of asymmetric Gaussian.
Chapter 6
Zen of Background
Background rejection is critical for a competitive 0νββ experiment. KamLAND-
Zen relies on an extensive event selection and background rejection techniques to
suppress backgrounds and maximize discovery potential. In this chapter, we will
discuss different types of backgrounds, their physical origins, and their corresponding
rejection techniques.
6.1 Instrumental Backgrounds
Instrumental backgrounds have no correlation with real particle interactions inside
the detector. However, they sometimes mimic real physics events and they persist
throughout the data-taking process. Examples of instrumental backgrounds are often
occasional electronics problems, random discharging of a PMT dynode stack, or
even artificially injected events. These types of backgrounds are eliminated during a
first-pass analysis of the data.
6.1.1 Flashers
Flashers are a common in all PMT-based detectors. During detector operation,
charge will build up inside the PMT dynode stack. If the charge buildup exceeds
a certain threshold, the dynodes will usually discharge in the form of a tiny spark
that creates bright events inside the detector. If the detector medium is water, the
flasher event’s geometry will be a high luminosity PMT with fainter hits on the
85
86
Figure 6·1: Flasher events are shown in red in the above selection plot. The x-axis
is the total charge in the inner detector, and the y-axis is Max Charge divided by
total charge. Plot taken from Reference [4].
opposite side of detector. In an LS detector, the isotropic scintillation photons will
overshadow event topology, but a discharging high-luminosity PMT usually still
exists. The following critera are used in KamLAND-Zen to reject flasher events:
• Total PMT charge ≥ 2500 p.e.
• (Max PMT charge) / (Total Charge) ≥ 0.6
• Average charge among adjacent PMTs ≥ 20 p.e.
6.1.2 Improper Events
An event is improper if part of it is not properly processed through the data
acquisition electronics. The first type of improper event is a missing waveform event.
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Figure 6·2: Event seletion based on badness for data from run 15404 (right) and
extracted 214Bi events (left). The badness cut perserves most 214Bi physics events,
as shown in the left plot.
Missing waveform events happen due to the saturation of the digitizer after an
incoming muon. Therefore, it can be rejected by ignoring events within the first 2 ms
after each muon. The muon tagging procedure will be discussed later. Another type
of improper event is a badly reconstructed event, e.g., electronic noise. KamLAND
has an empirical quantity called “badness” for every single reconstructed event. The
badness selection is shown in Figure 6.1 and the cut is defined to be:
Badness < 41.1 · e−7.1·Evis + 2.7 (6.1)
The last type of improper event is an OD event. Those are mainly neutron events
from OD muon that traverse all the way into the ID. They’re removed by requiring
ID events coinciding with OD hits in a 200 ns window to have less than 9 OD hits.
6.1.3 Injected Event
A PPS (pulse per second) trigger is artificially injected into the detector to verify
detector livetime. A PPS event results in a slightly delayed resonance peak shortly
after each injection. A 100µs cut is applied after each PPS trigger event to remove
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Figure 6·3: The 238U decay chain is shown on the left. Long-lived 226Ra and 210Pb
are the breakpoints of the chain. The 232Th decay chain is shown on the right.
Relatively long-lived 228Th is the breakpoint of the chain.
these resonances.
6.2 Radioactive Isotopes
In nature, there are a plethora of radioactive backgrounds. It’s impossible to
completely remove them from the materials used to build the detector. Therefore, it
is crucial to design background rejection algorithms for these backgrounds within
the sensitive detector region. In this section, we will discuss 238U chain, 232Th chain,
40K and 85Kr.
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6.2.1 238U chain and 232Th chain
238U chain
238U exists everywhere in nature. The decay chain is in Figure 6·3. The lifetime
of 238U is 4.5× 109 years. Thus, the decay will constantly happen throughout the
experiment. Within the chain, 226Ra has a half-life of 1,602 years. Thus decays
at upstream and downstream are treated separately with 226Ra as a break point.
Another break point is 210Pb with a half-life of 22.3 years. Therefore, we can form
three distinct 238U decay series by separating the chain at the two breakpoints. In
each series, only certain types of decays contribute to our search. They are:
• 238U Series 1 indicates the region above 226Ra. The candidate background
decay is 234Pa decaying to 234U.
• 238U Series 2 includes the region between 226Ra and 210Pb. contains 214Pb
decaying to 214Bi and subsequently to 210Po. This decay is one of the major
backgrounds in KamLAND-Zen ROI. The half-life of 210Pb is only 0.1643
second. Therefore a double coincidence cut can be designed to cut this type of
background. The tagged double coincidence can also be used to estimate 238U





where NBiPo is the number of tagged double coincidences, ε is the tagging
efficiency, T ×M is the exposure, and Abq is the 238U radioactivity in unit of
becquerel.
• 210Bi exists in region below 210Pb and 210Po is long-lived. Therefore double
coincidence cut cannot be applied. The branching ratio of 210Bi to 206Tl is only
0.002% thus negligible.
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Figure 6·4: MC energy spectrum of 238U chain backgrounds.
The 238U chain contamination arises from two different sources: 222Rn ingressed
from pipe and tank during Xe dissolving, and 238U from upstream sources. The
two sources reach equilibrium within the detector, contributing to 238U Series 2
decay. The 238U contamination in XeLS and KamLAND LS are estimated to be
(1.5±0.4)×10−17 g/g and (3±1)×10−12 g/g, respectively, according to Reference [4].
232Th chain
232Th is another natural radioactive background that exhibits a decay sequence
similar to 238U and is also shown in Figure 6·3. The only breakpoint on this decay
chain is 228Th. 228Th has a half-life of 1.9 years. The two split series are:
• 232Th Series 1 contains 228Ac decays to 228Th.
• 232Th Series 2 contains 212Pb decays to 212Bi and subsequently to 212Po. It
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Figure 6·5: MC energy spectrum of 232Th chain backgrounds
exhibits a similar decay structure with 238U Series 2, despite that 212Po has a
much shorter half-life. Therefore, the double coincidence cut is also sensitive
to this background. Similarly, the double coincidence can be used to estimate
232Th contamination using Equation 6.2. The decay of 208Tl also belongs to
this series.
The MC energy spectrum of 232Th Series 1 and 2 is in Figure 6·5, respectively. The
estimated 232Th background levels are (30± 4)× 10−17 g/g in XeLS and (38± 2)×
10−12 g/g in KamLS.
6.2.2 BiPo tagging
We can effectively classify backgrounds in 238U and 232Th chains using a Bi-Po
double coincidence tag. This classifier takes advantage of the fast-decaying nature of
Polonium. The Bismuth undergoes a typical β− decay and can be easily detected
by LS detector as a prompt event. The daughter Polonium decays right away via α
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emission. Therefore, by opening a time window after a prompt event and looking for
a delayed coincidence α, a double coincidence pair is formed. It is worth mentioning
that, since the balloon surface absorbs α particles, the double coincidence tagging of
BiPo coincidences near the XeLS balloon is very inefficient. BiPo events in KamLS
and XeLS are used to extrapolate BiPo near balloon surface via spectrum fitting.
238U chain and 232Th exhibits different types of BiPo coincidence. The details of
the decays are as follows:
238U chain: 21483 Bi









232Th chain: 21283 Bi









From Equation 6.3 and 6.4, both double coincidences happen at similar endpoint
energy and exhibit similar behavior, even though 212BiPo decay from Equation 6.4
is orders of magnitude faster compared to 214BiPo. The half-life of 212BiPo and
214BiPo are 0.299µs cand 163.6µs, respectively. This feature gives the possibility
of separating these two coincidences. In this work, we use a delayed cut of 3µs, or
ten times 21284 Po decay half-life to separate
214BiPo and 212BiPo. The condition for
double coincidence is listed below:
• 0.2 MeV< Edelayed <1.3 MeV
• Distance between prompted and delayed events (dR) < 170 cm
• Time between prompted and delayed events (dT ) < 1.9 ms
• 214BiPo is selected by the additionally requirement dT > 3µs (99.9% efficient)




Figure 6·6: Double coincidence tagging result of 214BiPo events. The half-life T1/2
in µs and R2 is the coefficient of determination of the fit. The energy binning is
predefined to be the same as spectrum fitting.
The result of the 214BiPo and 212BiPo tagging is shown in Figures 6·6 and 6·7,
respectively.
6.2.3 BiPo Pile-up
According to Equation 6.4, the half-life of 212Po is only 299 ns, comparable to the
196 ns KamLAND event window. Thus, it’s possible for 212BiPo decay pairs to
pile-up inside the acquisition window and get treated as a single event. In this case,
the double coincidence cut necessarily fails. We perform a likelihood-based pulse




Figure 6·7: Double coincidence tagging result of BiPo212.
fit developed by Reference [73]. The much longer half-life of 214Po makes the pile-up
probability for 214BiPo events negligible. The double pulse analysis fits an extracted
hit time waveform to a reference waveform. The reference waveform is averaged










, hi > 0∑
i hi − fi , hi = 0
(6.5)
where hi and fi are the observed and expected i
th bin values in the waveform,
respectively. The expected value fi is calculated from a reference waveform R(i) as
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Figure 6·8: Double pulse fit for a candidate212BiPo pile-up event. The blue and
pink waveform are correspondingly the prompt and delayed events, while green
waveform corresponds to a single pulse fitting. Plot taken from Reference [4].
follows:
fi = |Eprompt| ×R(i− Tprompt) + |Edelayed| ×R(i− Tprompt − dT ) +D (6.6)
where prompt energy (Eprompt), delayed energy (Edelayed), prompt time (Tprompt) and
pulse time distance (dT ) are the fit parameters. The dark hit D rate is fixed using
measured run-by-run value. The result of the double pulse fit is shown in Figure 6·8.
The double pulse fitting and double coincidence tagging aim for the same back-
ground. Therefore the tagging performance should be continuous in terms of prompt-
delayed time separation dT . Figure 6·9 shows the tagged events of two cuts in terms
of dT . The two classifiers exhibit a continuous distribution except on the joining
edge. Since the energy fitter only uses the first 150 ns time window, the untagged
212BiPo in the joint region should not affect analysis results.
6.2.4 Other backgrounds
Other types of radioactive backgrounds also exist in KamLAND-Zen. Most of them
are far from ROI. Therefore no specific rejection technique is designed for them.
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Figure 6·9: Connection between double pulse fitting (blue) and double coincidence
tag (black). The shaded region represents the joint area of two background rejection
algorithm. Plot from Reference [4].
These backgrounds are:
• 40K is a naturally abundant, long-lived radioactive isotope. It was detected
in KamLAND-Zen Phase-I but has not been detected after the 110mAg peak
distillation campaign. This isotope undergoes both electron capture (EC) and
β− decay.
• 85Kr is a radioactive noble gas. It undergoes β− decay with a Q value of
687.0 keV. Therefore, it could have a somewhat minor impact on fitted back-
grounds that span regions below the 0νββ decay ROI.
• 134Xe is also a double beta decay isotope. About 9% of Xe gas turns into 134Xe
during enrichment. The Q value for this isotope is 0.825 MeV, so it also spans
energies well below the 0νββ ROI.
The MC energy spectra of these background events are shown in Figure 6·10.
97
Figure 6·10: MC energy spectrum of 40K, 85Kr and 134Xe. These three backgrounds
do not fall into the ROI, so they only indirectly affect the analysis result. The 212BiPo
pile-up MC spectrum is also shown on this plot and it ingresses into the ROI.
6.3 Cosmic Muon Spallation
Cosmic muon spallation products are some of the most significant backgrounds
that are under consideration. About 10,000 muons reach every square meter of
the earth’s surface per minute. Since muons are a minimum ionizing particle, it
is impossible to completely block them from entering the detector. By placing
0νββ detectors deep underground, the thick crust of Earth helps reduce cosmic muon
rate. KamLAND is located inside Mount Ikenoyama with 1,000 m overburden or
2,700 m water equivalent shielding. This suppresses the rate inside the KamLAND
detector to 0.3 Hz, or equivalently one muon per 3 seconds. Unfortunately, this
is still much shorter than the half-life of most muon-induced, spallation products.
Therefore, KamLAND has a constant plethora of muon-induced backgrounds. In
a much deeper detector, like SNO+ (6,800 feet below the surface), the muon rate
is suppressed to 3 muons per hour, making spallation backgrounds much less of a
concern. In this section, a detailed description of cosmic muons and muon-induced
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backgrounds will be discussed.
6.3.1 Cosmic Muon
The muon is an unstable, heavier version of electron. Unlike other charged particles,
muons are particularly penetrative because of their minimal ionizing nature. In
KamLAND, they typically enter and leave the detector quickly, along a straight
track. Also, muon events are usually high in energy. Thus the KamLAND data
acquisition system can be quickly saturated.
As such, cosmic muons are easy to tag and are not considered one of the major
backgrounds. However, the spallation products of muons are copious sources back-
grounds. Reconstructing muon tracks is essential for the classification of spallation
products. It is worth mentioning that a muon could bypass the detector without
even entering the liquid scintillator volume. This type of ‘grazing’ muon exhibits
different behavior than ‘through-going’ muon. Grazing and through-going events are
selected based on the following criteria:
• Through-going muon:
∑
Q17-inch PMT ≥ 10, 000 p.e.
• Grazing muon:
∑
Q17-inch PMT ≥ 500 p.e. and N200OD ≥ 9 hits
After the selection of muon events, the muon track is reconstructed as illustrated in
Figure 6·11. The procedure is as follows:
• The first PMT surpassing a certain charge threshold is the Start PMT. A
line connecting the center of detector and Start PMT will intersect with the
KamLS balloon. This intersection point is the primary start of the muon track.
• Among all PMTs after the first PMT, the one with the highest charge is the
Brightest PMT. The brightest PMT determines the primary exit point of











Figure 6·11: Schematic plot for muon track reconstruction.
• The primary entrance and exit are then adjusted based on the correlation
between track length and total light yield. The two parameters exhibit a linear
relationship in Figure 6·12.
• The overall reconstruction quality is assessed by a ‘badness’ parameter. Badness
≥ 100 means a poorly reconstructed muon.
After each muon, a 2 ms follower cut is in place. Additionally, a 150 ms follower cut
is applied if the muon is through-going. This veto should be sufficient to remove
short-lived spallation backgrounds, such as 12B (T1/2 = 20.2 ms).
6.3.2 Muon Induced Neutron
The muon induced neutron is an essential signature for spallation tagging. Unfortu-
nately, the KamLAND DAQ electronics saturate after each high energy muon event.
Therefore, an independent, deadtime free DAQ called MoGURA was developed for
muon tagging. In MoGURA, a primary vertex fitter extracts TOF of each PMT
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Figure 6·12: Muon light yield vs track length for through-going muons (a) and
grazing muons (b). A linear relation can be clearly seen. For through-going muons,
〈dL
dx
〉 = 629± 47 p.e./cm and for grazing muons, 〈dL
dx
〉 = 31± 2 p.e./cm. Plot taken
from Reference [14].
hit. A metric Ns is then established by plotting the hit time of (T − TOF) for each
event. The definition of Ns is:
Ns = Nin −Nout ×
Ns window (30 ns)
Sequence window (200 ns)−Ns window (30 ns)
(6.7)
where Ns measures the ”concentration” of PMT hits. Neutron capture events emit
single γs, so the TOF subtracted hit time distribution should show a distinctive peak
in the Ns window. The Ns calculation of an example event is shown in Figure 6·13.
After Ns calculation, a MoGURA Neutron Vector File (MNVF) is formed according
to the following condition:
• Ns < 50
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Figure 6·13: Ns calculation of a KamLAND-Zen event. The purple window shows
the Ns selection window. Nin represents the hit within the Ns selection window, and
Nout represent hits outside the window.
• Nin + Nout < 150
• dT from last muon < 2500µs
• dT from last event > 1µs
The event passing these cuts are also recorded on KamFEE by Unix time matching.
The selected events are shown in Figure 6·14. As dT becomes smaller and the event
is closer to the muon, Ns decreases because of the overshoot and after-pulse of
muons. The neutron tagging efficiency in KamLAND-Zen is 78.6± 0.8%, according
to Reference [4].
6.3.3 Spallation Products
Muons ionize the detector materials and occasionally break up nuclei and produce
energetic secondary particles. Unstable radioactive isotopes sometimes remain after
these collisions. Also, the secondary particles can continue to bombard the stable
nuclei in the detector, turning them into radioactive isotopes. These radioactive
isotopes are referred to as spallation products. The spallation products can be
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Figure 6·14: Ns vs. dT distribution is shown on the left. The peak around Ns ∼180
is the 2.2 MeV neutron capture peak. As dT decreases, Ns gets smaller because more
noise is added into the Nout region. The time since last muon of neutron capture
events is shown on the right. At lower dT , the event is lost because of detector
saturation and after pulse.
long-lived and decay over time within the ROI. Since KamLAND has a relatively
high muon rate, this type of background can be detrimental for a 0νββdecay search.
With muon track reconstruction and neutron tagging in the previous two sections,
tagging methods for various types of spallation backgrounds ahve been developed.
10C Tagging
In KamLAND-Zen 800, a dominant spallation isotope is 10C (Q = 3.648 MeV,
T1/2 = 19.29 s).
10C is a spallation product of 12C with two neutron emission and is
one of the largest reducible backgrounds. Usually, the two neutrons get captured
by hydrogen atom with 2.225 MeV γ emission. A muon−neutron capture− 10C
triple coincidence tag is used to identify 10C events. A schematic plot of the triple
coincidence cut is shown in Figure 6·16. First, we tag incoming muons and perform










Second Coincidence:  
H Neutron Capture(2.25MeV γ )
e+
Third Coincidence:  
10C decay(β+, T1/2=27.8s)
Muon Track
Figure 6·15: Schematic plot of 10C triple coincidence cut.
track are tagged by the MNVF file with the following criteria:
Ns > 80 and dTmuon < 30µs (6.8)
Ns > 50 and 30µs < dTmuon < 1200µs (6.9)
Finally, 10C decay is searched within an 160 cm radius and 180 s time of the tagged
neutron. The selection criteria of 10C decays is shown in Figure 6·16.
137Xe Tagging
When muons spallate 12C, the emitted neutrons can also be captured by 136Xe instead
of hydrogen. In this case, a 137Xe will appear by neutron activation. It undergoes a
β− decay with a Q value of 4.2 MeV. This decay will emit a distinctive 4.03 MeV γ.
According to Reference [4], this neutron capture γ peak has an Ns of ∼310, and the
104
Figure 6·16: dR distribution of 10C event. The selection criterion is 250 cm < r
< 400 cm, 2.2 MeV< Evis <3.5 MeV, the dR selection efficiency is about 94%. Plot
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Figure 6·17: Schematic plot of 137Xe triple coincidence cut.
105
Figure 6·18: Energy spectrum of long lived spallation product from FLUKA
simulation.
tagging inefficiency of this peak is 74%±7%. The neutron selection conditions are:
Ns > 240 and dTmuon < 1200µs (6.10)
where the cuts are defined to identify 136Xe neutron capture instead of Hydrogen
neutron capture, a schematic plot of triple coincidence cut is in Figure 6·17.
6.3.4 Long Lived Spallation
In addition to 12C, incoming muons could also spallate 136Xe and produce various
heavy radioactive isotopes. The spectrum of residual isotopes spans the ROI, so these
backgrounds could potentially affect the 0νββ decay search. A FLUKA simulation
representing 2000 days of data is used to study these backgrounds. The simulated
spectrum is shown in Figure 6·18. Among all simulated isotopes, the rate of simulated
12C is in good agreement with detector data. Currently, we cannot tag other long-
lived spallation isotopes, so there is no comparison between simulation rate and data
rate. The detailed background rate of all long-lived spallation isotopes are listed in
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Table 6.1.
A simple Bayesian fit is performed to check the expected long-lived spallation
product rate. After the long-lived spallation veto is applied and other backgrounds
are rejected a single fiducial volume bin with r < 157 cm is used in the fit. The
details of the long-lived spallation veto will be discussed in Section 6.3.5. The
fitted spectrum and posterior distribution of long-lived spallation products are in
Figure 6·19. The long-lived spallation rate of 23.9± 5.8 events/day/kton is obtained
and comparable to the frequentist rate of 18.2 ± 9.0 events/day/kton. A spectral
distortion is introduced to the long-lived spallation MC spectrum by comparing
FLUKA simulation to 136Xe proton spallation data in References [74] and [75].
6.3.5 Shower Tagging
Oftentimes, the muon-induced neutron will not be successfully tagged. Therefore, a
shower tagging procedure has been designed to tag spallation events without any
tagged neutron. When a through-going muon induces nuclear spallation, electromag-
netic and hadronic showers will occur along the track. Shower tagging aims to tag
spallation products by occurrences of these shower peaks. The method is developed
in Reference [73]. The shower peak is shown in Figure 6·20.
The shower tagging procedure is as follows:
1. Muon Energy Deposit Calculation: The muon energy deposit along its
track dQ
dL
is calculated by the waveform fitting in Figure 6·20.
2. Shower Correlation: Physics events happening near the muon track are
usually correlated with muon shower. Two parameters are calculated to
construct a pdf for these physics events:
• Ltrans: the perpendicular distance from physics event to the muon track.
The position of physics event projected onto the muon track is also
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recorded as xphysics.
• dQ: First, shower position the maximum dQ
dL
value is searched within
xphysics ± 170 cm along the muon track. After shower position is found,
dQ is calculated by integrating dQ
dL
in the range of ±170 cm along this
position. This procedure is shown in Figure 6·21.
3. Spallation Event Rejection: An event PDF is constructed with the two
correlation parameters and dT given below:
L = PDF (dQ,Ltrans)× PDF (dT ) (6.11)
The PDF is created from 12B events. A log10(L) > −1.6 is used as rejection
criteria. The 10C shower tagging efficiency is about 85% with tagged neutron
and 50% if no neutron is tagged.
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Figure 6·19: The spectrum fitting of long-lived spallation events is shown on the
left. The Bayesian posterior of the combined long-lived spallation products is shown
on the right. The rate of combined long-lived spallation products is a free parameter
with a flat prior.
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82Rb 4.40(β+) 7.638 0.069(0.011) 0.069(0.011)
88Y 3.62(β+) 9.215× 106 0.141(0.107) 0.14(0.11)
90Nb 6.11(EC) 5.220× 104 0.086(0.010) 0.05(0.005)
96Tc 2.97(EC) 9.900× 103 0.063(0.013) 0.06(0.01)
98Rh 5.06(EC) 5.220× 102 0.080(0.011) 0.00(0.00)
100Rh 3.63(EC) 7.488× 104 0.223(0.075) 0.20(0.07)
104Ag 4.28(EC) 4.152× 103 0.234(0.020) 0.02(0.001)
107In 3.43(EC) 1.944× 103 0.128(0.015) 0.00(0.00)
108In 5.16(EC) 3.480× 103 0.236(0.101) 0.01(0.00)
110In 3.89(EC) 1.764× 104 0.549(0.133) 0.23(0.06)
109Sn 3.85(EC) 1.080× 103 0.114(0.024) 0.00(0.00)
113Sb 3.92(EC) 4.002× 102 0.244(0.036) 0.00(0.00)
114Sb 5.88(β+) 2.094× 102 0.036(0.027) 0.00(0.00)
115Sb 3.03(EC) 1.926× 103 0.774(0.030) 0.02(0.00)
116Sb 4.71(EC) 9.480× 102 1.008(0.078) 0.169(0.013)
118Sb 3.66(EC) 2.160× 102 1.426(0.185) 1.35(0.175)
124Sb 2.90(β−) 5.201× 106 0.045(0.014) 0.04(0.013)
115Te 4.64(EC) 3.480× 102 0.124(0.014) 0.0(0.00)
117Te 3.54(β+) 3.720× 103 0.574(0.057) 0.03(0.003)
119I 3.51(EC) 1.146× 103 0.504(0.048) 0.01(0.001)
120I 5.62(EC) 4.896× 103 0.930(0.085) 0.10(0.009)
122I 4.23(EC) 2.178× 102 2.374(0.343) 1.70(0.245)
124I 3.16(EC) 3.608× 105 1.622(0.178) 1.51(0.17)
130I 2.95(β−) 4.450× 104 1.590(0.256) 1.03(0.16)
132I 3.58(β−) 8.262× 103 0.427(0.146) 0.31(0.11)
134I 4.18(β−) 3.150× 103 0.178(0.037) 0.07(0.01)
135I 2.65(β−) 2.365× 104 0.309(0.017) 0.07(0.009)
121Xe 3.75(EC) 2.406× 103 0.518(0.072) 0.03(0.004)
126Cs 4.82(EC) 9.84× 101 0.142(0.019) 0.02(0.002)
128Cs 3.93(EC) 2.17× 102 0.319(0.043) 0.14(0.02)
130Cs 2.98(EC) 1.753× 103 0.289(0.011) 0.06(0.002)
Total - - 15.7(2.39) 7.5(1.2)
137Xe 4.16(β−) 2.29× 102 3.9(0.358) 0.5(0.046)
Table 6.1: Summary of long-lived spallation products, their expected rates, and
rates after applying a long-lived spallation veto (discussed later). Rates inside
parentheses are calculated in the ROI (2.35−2.7 MeV), and rates outside parentheses
are calculated in the interval (0.5− 5 MeV).
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Figure 6·20: Waveform decomposition of muon events. The shower peaks occur at
different locations. The shower peak occurs after the muon peak.
Long Lived Spallation Tagging
Triple coincidence cuts can also be used to veto the long-lived spallation products.
The first muon coincidence is selected in the same way, while the second neutron
coincidence is a multi-step selection in this case:
1. First, all neutrons are selected using Equation 6.8 and 6.9.
2. When more than one neutrons are selected in step 1, the number of neutron
is recorded as neutron multiplicity. The neutron multiplicity is also used as a
tagging parameter.
3. We construct a likelihood function to select neutron. The likelihood function
includes the distance of the nearest neutron and the time distance to the muon.
4. The likelihood of all neutron is selected, and the selection criteria are optimized
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Figure 6·22: Schematic plot of long-lived spallation triple coincidence cut.
111
by a figure of merit based on 0νββ signal-to-background ratio:
log10 L > −6.95 (Neutron Multiplicity > 5) (6.12)
log10 L > −7.85 (Neutron Multiplicity > 30) (6.13)
5. Only the neutron with the highest likelihood value is used to define the selection
volume. The selection volume is 160 cm radius from this neutron.
The schematic plot of long-lived spallation selection is shown in Figure 6·22.
6.4 Untagged Background Events
Although an extensive effort has gone into tagging backgrounds, the tagging efficiency
is not perfect. The tagging efficiencies for cuts in Sections 6.2 and 6.3 are listed
in Table 6.2. In this section, we will briefly discuss why some background events
are considered irreducible and the possibility of rejecting them using deep learning
algorithms.
The 0νββ signal we search for is a single monochromatic peak. Since 0νββ events
contain two electrons produced simultaneously at a large angle, all the energy will
be deposited within a very localized region roughly consistent with the range of a 1
MeV electron in LS (. 1 cm). This will result in what looks like a single site event
in KamLAND-Zen. Irreducible backgrounds are those that could mimic 0νββ decay.
Possible candidates of irreducible backgrounds are produced in the following cases:
• High energy 2νββ events mimic almost exactly 0νββ decay events. Both high
energy 2νββ and 0νββ have two electrons produced at a large angle. The
only way to reject 2νββ events is better energy resolution. Without hardware
upgrade, 0νββ is an irreducible background in KamLAND-Zen 800.
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Tagging Method Tagging Efficiency (%)
BiPo delayed coincidence 99.14
Double-Pulse Fit (214Bi) 99.96
Double-Pulse Fit (212Bi) 96.7
10C Tagging 85
137Xe Tagging 26±7
Long Lived Spallation Tagging 40
Table 6.2: Tagging efficiency of various cuts described in this Chapter. The values
are taken from Reference [4].
• When a BiPo pair of events occur in two distinct time windows, they can be
tagged by delayed coincidence cut. Even if the pair happens within the same
event window, the Double-Pulse Fit can still effectively tag this background.
However, if the BiPo decays happen within an even shorter time window (5 ns
or shorter), the two hit time peaks will highly overlap and will look like a single
peak.
• A 10C event can be tagged by coincidence cut. However, sometimes the neutron
associated with 10C cannot be detected. Even worse, a 10C might occur long
after muon, making it a single isolated event. This type of single-site 10C
undergoes a β+ decay and cannot be efficiently tagged by any existing cut.
• Similarly, for a long-lived spallation event without any correlation, the β±
decay of an isotope cannot be efficiently tagged by any existing cut.
In the later Chapters, the possibility of rejecting some single-site events using deep
learning is demonstrated. Although 2νββ is still irreducible, the β± decays from
single-site 10C, or highly overlapped BiPo, can be efficiently distinguished from
0νββ decay. The separation power comes from the hit time distribution and event
topology.
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Figure 6·23: Backgrounds in the region of interest in the KamLAND-Zen 400
spectral fit. In addition to the irreducible 2νββ background events, 10Cand BiPo
events can only be tagged by coincidence cuts. If the coincidence does not exist,
there is no method we can use to exclude them from the ROI.
6.5 Other Backgrounds
There are some additional background sources that have less of an impact on the
current KamLAND-Zen analysis. Even though these backgrounds do not dominate
the current analysis, they will eventually limit a 0νββ search performed in a future
LS detector.
External Gamma
High energy 208Tl events on outer detector surfaces produce 2.6 MeV γs that permeate
into inner detector region. Most of this background gets eliminated by a fiducial
volume cut since the γs will be exponentially attenuated as they travel toward the
center of the detector. The rate of this background is 0.32±0.05 events/day for z > 0
and 0.69±0.12 events/day for z < 0 [4]. The reconstructed radius of external gammas
as a function of their visible energy, for MC and data, is shown in Figure 6·24.
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External γ Peak
Figure 6·24: Reconstructed radius vs. visible energy plot for the external γ events.
The left plot is the distribution of simulated MC external γ events inside a 300 cm
radius fiducial volume. The right plot is the distribution of real data inside a 500 cm
radius fiducial volume.
Solar Neutrino
As a powerful nuclear fusion reactor, the sun continuously produces a flux of solar
neutrinos that interact in KamLAND-Zen at a constant rate. Most of the time, solar
neutrinos will elastically scatter with electrons producing an almost flat background
spectrum over a wide energy range. Solar neutrinos can also convert 136Xe into 136Cs
under charge current interaction:
136Xe + νe
CC−−→ 136Cs + e− + γ (6.14)
136Cs −→ 136Ba + e− + γ +Qβ (2548.2 keV) (6.15)
where 136Cs undergoes a β− decay that produces a peak near 2 MeV visible energy.
The MC energy spectrum of solar neutrino elastic scattering and charge current
interaction is shown in Figure 6·25.
Solar neutrinos are usually irreducible in LS detectors since the elastic scattering
115
Figure 6·25: MC energy spectrum of solar neutrino ES and CC interactions shown
with respect to the 0νββ ROI.
of electrons have very localized energy deposits like 0νββ events. Therefore, it is
impossible to distinguish these two kinds of events. One efficient rejection technique
for solar neutrinos uses the directionality of the incoming events. Solar neutrinos
always come from the solar direction while 0νββ events are isotropic. By making
a directional cut on incoming event direction, most solar ES backgrounds could be
efficiently rejected. Unfortunately, the directional information in the LS detector
is encoded within the Cherenkov light. As we have mentioned in Section 5.2.2, the
Cherenkov to scintillation ratio in KamLAND-Zen is around 0.025. The scintillation
photons are 40 times more intense than Cherenkov photons for a single event and
the time separation is on the order of several nanoseconds or less. Currently, several
technologies are investigated for Cherenkov-scintillation light separation:
• A small demonstrator, NuDot, has been designed to achieve Cherenkov light
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detection using fast photosensor and better photo coverage. Some early tests
of Cherenkov-Scintillation separation power were performed on a prototype
experiment called FlatDot as described in Reference [76].
• Water-based Liquid Scintillator (WbLS) is described in Reference [77]
and has been developed to achieve Cherenkov light extraction by suppressing
scintillation photons and thus making Cherenkov patterns more obvious. The
CHESS experiment has successfully achieved Cherenkov ring extraction from
cosmic muon events in water-based liquid scintillator in Reference [78].
• A Dichroiconic Winston Cone is being developed to sort incoming photons
by their wavelength in order to select Cherenkov photons as described in
Reference [79].
In general, Cherenkov-scintillation separation is a mainstream advancing path toward
next-generation, large scale liquid scintillator detector.
Solar neutrino events will not diminish a real peak in ROI because of its flatness.
However, in terms of limit setting, solar neutrinos are an irreducible background in
current-generation experiments. Thus, any background lower than the solar neutrino
floor is not a major concern for KamLAND-Zen.
Reactor Antineutrinos
Reactor antineutrinos are another class of background. Commercial power reactors
around Japan constantly produce antineutrino events in KamLAND-Zen. Reactor
antineutrinos undergo inverse beta decay (IBD):
νe + p −→ e+ + n (6.16)
The resulting positron will quickly deposit its energy in the LS and annihilate with an
electron on a timescale of roughly a nanosecond or less. The neutron will thermalize
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and will mainly capture on Hydrogen in the LS with a mean capture time of about
207 µs. Therefore, this type of event can be efficiently tagged by a prompt (e+)
and delayed (n-capture) coincidence cut. Reactor antineutrinos are easy to tag with
very high efficiency so they are not an important background to the 0νββ search in
KamLAND-Zen 800.
6.6 Analysis Framework
In this summary section, an overview of the KamLAND-Zen 800 analysis framework
will be briefly described. The schematic plot of the analysis framework is given in
Figure 6·26. The analysis can be roughly split into three levels: hit level, event
level, and run level. The final information will be provided to the Bayesian analysis
algorithm for spectrum fitting. The Bayesian analysis will be discussed in Chapter 9.
Hit Level
Hit level information refers to the file containing every PMT hit. The hit level
information in KamLAND-Zen consists of two files: the RTQ file with real data
PMT time and charge, and the MTQ file with MC simulation time and charge. Time
and charge refer to the hit time and integrated charge of every single PMT. The
RTQ data file comes from the KamFEE DAQ system discussed in Section 4.2 and
the MTQ file comes from KLG4Sim Monte Carlo simulation. The tuning of MTQ
files was described in Chapter 5.
Event Level
The hit level information translates to event-level information by energy and vertex
reconstruction. The reconstruction algorithm was discussed in Section 5.1. After
reconstruction, the time and charge of individual PMTs is lost. Rather, the event
energy, vertex position, and other information are stored in a General Vector File
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Figure 6·26: The analysis framework of the KamLAND-Zen 800 0νββdecay search.
(GVF). Simultaneously, the MoGURA DAQ system will provide MoGURA Neutron
Vector Files (MNVF). The MNVF and GVF are both used in event selection.
The energy and vertex corrections are applied to both GVF files and MTQ files.
The Double Pulse fitter is applied with corrected energy and vertex. The data
files with corrections applied and background MC simulations are encapsulated into
0νββ ROOT ntuples. The Bayesian fit will take the ntuples and run spectrum fitting
algorithms over them.
Run Level
So far, the only run level information is detector livetime and BiPo counts per
run. The number of BiPo events is counted per run to give an estimated rate of
BiPo backgrounds. The livetime in KamLAND-Zen is evaluated by applying event
selection on MC simulation. The MC simulation is generated uniformly in space and




Number of MC events after selection
Number of Generated MC events
×Runtime (6.17)
The deadtime ratio of each source of livetime loss is summarized in Table 6.3. The
average livetime ratio per run is 66.6%.
6.7 Summary and Prospect
Up to this point, a concise description of the KamLAND-Zen 800 analysis has been
given. Most neutrino experiments follow a similar procedure to analyze detected data.





1 PPS follower 0.01
BiPo cut 0.02
Spallation Cut
Muon Follower(2 ms) 0.07






Table 6.3: Dead time ratio from each source in KamLAND-Zen. The data is from
Reference [4]. The largest livetime loss comes from the MoGURA off period.
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and direction. Next, data selection is applied to the reconstructed data. Finally, a
spectrum fitting is performed to extract anomalies or search for a discovery peak.
This analysis procedure has been thoroughly verified and is widely accepted in the
community.
However, there are some shortcomings in this analysis procedure. First of all,
information loss is present during the reconstruction process. When moving into
the event level from hit level, all event topology information is lost. Event topology
could potentially contain useful information for background rejection. Secondly,
spectrum fitting draws conclusions by fitting merely the energy spectrum without
distinguishing between possible differences of events that happen to fall inside a
single energy bin.
In the next chapter, we will briefly divert into the field of machine learning. We
will demonstrate the capability of deep learning applied to event classification and
the possibility of a deep learning-based analysis. Ideally, the deep learning analysis
could play a complementary role alongside a mainstream analysis and overcome some
of its disadvantages.
Chapter 7
Tao of Machine Learning
What is machine learning? Back in 1959, Samuel Arthur described it as:
“The field of study that gives computers the ability to learn without
being explicitly programmed.”
In 1998, Tom Mitchell gave a more rigorous definition:
“A computer program is said to learn from experience E with respect to
some task T and some performance measure P , if its performance on T ,
as measured by P , improves with experience E.”
Machine learning algorithms learn from data instead of learning from programmers.
Nowadays, as more and more data becomes available, machine learning algorithms
achieve ever-increasing performance. In this chapter, we will go through theoretical
foundations of some popular machine learning models.
7.1 Machine Learning Concepts
According to Prof. Mitchell’s definition, a typical machine learning algorithm requires
the following elements:
• A dataset, corresponding to the experience E.




• A loss function, corresponding to performance measure P . By minimizing
the loss function, the performance of the machine is maximized.
A general machine learning algorithm contains the following steps:
• A dataset τ(x, y) is prepared for the algorithm. x is the input vector, and y
is the feedback or label for each x.
• Feature engineering is performed over τ(x, y). Feature engineering extracts
features from data through a user-defined mapping function x = f(x). The
engineered dataset thus turns into τ(x, y).
• Split τ into a training dataset τtrain and a test dataset τtest.
• A machine learning model is defined as ŷ = f(x; θ,H). The model contains
two types of parameters: a model parameter θ that changes during the training
stage and a hyperparameter H that defines the model structure thus stay
unchanged throughout the training stage.
• A loss function L(y, ŷ) is defined to gauge the performance of model. Every
time a new data point from τtrain is fed into the model, a loss of this data point
is calculated. By progressively feeding in data points, the loss function will be
minimized to maximize the performance.
• A fully-trained machine is validated on the test dataset τvalidation to gauge its
performance.
The training process iterates over the same dataset several times. One training
epoch means that the entire τtrain was looped over once. The number of training
epochs is a hyperparameter of the model. The machine will not represent the data
well, and successfully fulfill tasks, if it is not trained using enough epochs. Such a
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Figure 7·1: Plot taken from Reference [15]. The red line represents the trained
machine, and the black dot represents the training data points. The plots, from left
to right, represent underfitting, a good fit and overfitting, respectively.
too many epochs, it will incorporate many details and statistical fluctuations of the
training dataset. Thus, it will not not generalize well to the validation dataset. This
situation is called overfitting. Only when the appropriate number of training epochs
is selected, will the algorithm both represent the data well and generalize well to
the validation dataset. There are many kinds of tasks a machine learning model can
fulfill, including but not limited to classification, regression, and clustering. For most
tasks, the label y is crucial for training the machine. By comparing model outputs ŷ
and label y via the loss function L(y, ŷ), the model performance can be gauged and
improved progressively. Ideally, all data points x will have their associated labels. In
reality, labels are not always available. In some cases, only part of the data points
have associated labels; in other cases, every data point has label, but only comes at
a later time. Machine learning algorithms can be categorized into four categories
according to their label types, as shown in Table 7.1.
In this work, only supervised learning and semi-supervised learning will be
discussed. We will utilize supervised learning to conduct classification in Chapter 8,
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Feedback Amount Immediate Feedback Delayed Feedback (Reward)
Full Supervised Learning Reinforcement Learning
Partial Semi-Supervised Learning
None Unsupervised Learning
Table 7.1: Categories of machine learning algorithm according to the completeness
and promptness of feedback. Delayed feedback is often time called a Reward.
and semi-supervised learning to perform event-level analysis (see Appendix B).
7.2 Machine Learning Models
Despite the fact that thousands of machine learning models are available nowadays,
three fundamental models are widely appreciated and utilized. They are the Support
Vector Machine (SVM), the Boosted Decision Tree (BDT), and the Neural Network
(NN). Each model can be generalized to deal with complex data. The content in
this section is based on Reference [80] and Reference [81].
Support Vector Machine
There is a dataset τ = (xi, yi)
n
i=1, where the label y is either 1 or −1. The task is to
draw a hyperplane that best separates data with label 1 and data with label −1.
Assume there is a hyperplane L that best separates the two clusters of data. To
define the hyperplane, we first propose a linear function f :
f(x) = β0 + ~x
T ~β (7.1)
Where the separation hyperplane is located at f(x) = 0. If this function is properly
trained and optimized, the prediction can then be made by:
ŷ =

1 if f(x) > 0
−1 if f(x) < 0
(7.2)
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The margin, or the perpendicular distance between the f(x) = 0 hyperplane and
the closest data point to the hyperplane, is defined as 1/‖β‖ as shown on the left
side of Figure 7·2. An SVM makes classification decisions by maximizing the margin
between two clusters of data. Furthermore, two clusters of data might closely touch
each other, some data points might even show up on the wrong side of the decision
boundary, as shown on the right side of Figure 7·2. In this case, a tolerance distance
ξ is introduced for each point. If the point is on the correct side, ξ = 0, otherwise
ξ is the distance between the point and the correct side margin. The sum of all
tolerance distances
∑
i ξi should be smaller than a constant value, defined as the
tolerance of the SVM.








ξi subject to ξi ≥ 0 , yi(β0 + ~xT ~β) ≥ 1− ξi, ∀i (7.3)
We minimize this expression with Lagrange multiplier method. The details of this
Figure 7·2: An SVM classifier with separable data is shown on the left and an
SVM classifier with inseparable data is shown on the right. The solid line is the
decision boundary and the yellow region indicates the margin defined at M = 1‖β‖ .
Data points on the right side with ξ labels are the wrong sided data.
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~β + β0)− (1− ξi)] = 0. (7.5)
We can generalize the SVM to more complicated tasks by utilizing a kernel method.
First, we define h(x) as a mapping function for the input x. The mapping function
enables us to transform data so that the signal and backgrounds are more separable.
Equation 7.1 can be converted to the following form by introducing h(x) and the
minimized β̂ from Equation 7.4 as follows:




The inner product 〈h(x), h(xi)〉 in is the kernel function K. Kernel functions
are symmetric, semi-definite positive functions. For example, one choice of kernel
function could be the dth degree polynomial:
K(x, x′) = (1 + 〈x, x′〉)d (7.7)
And the corresponding SVM model will be:
f(x) = β0 +
N∑
i=1
αiyiK(x, xi) = β0 +
N∑
i=1
αiyi(1 + 〈x, xi〉)d (7.8)
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7.2.1 Boosted Decision Tree
The Boosted Decision Tree (BDT) model involves a decision tree and boosting.
Tree-based models partition feature space into a set of rectangular regions and then
fit a weak classifier in each partition. The decision is made by stacking all partitions
in a tree-like structure. There are two types of decision trees: a regression tree and
a classification tree.
Suppose we have a continuous response Y and two input dimensions X1 and X2.
A tree based regression can be built in following steps:
• Split the parameter space defined by X1 and X2 into two regions.
• Calculate the average of Y in each region, then decide the split variable and
split point to achieve the best-fit.
• Split the regions according to the split variables and split points, then move
into the split regions for further steps.
Figure 7·3: The partition of parameter space by decision tree is shown on the left
and the tree structure of the decision tree is shown on the right.
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• The algorithm keeps running until a stopping rule is applied.
The partition process is illustrated in Figure 7·3. By progressively running the
algorithm, we construct a tree-like structure by performing many binary splits as





cmI(X1, X2) ∈ Rm (7.9)
The idea of boosting involves combining a suite of weak classifiers into a powerful
classification committee. A weak classifier G(X) is a classifier with an error rate
slightly better than random guessing. Boosting applies weak classification algorithms
to modified versions of data progressively. The data modification is achieved by
applying a weight to each of the training observations. The output will be a sequence
of weak classifiers Gm(x), where m goes from 1 up to M , the amount of time we
boosted the classifier. The predictions from all boosted weak classifiers are combined





The key parameter αm is calculated based on the classification error of each boosting.
In one of the most famous boosting algorithms, AdaBoost [82], αm is calculated










where εm is calculated from the assigned weight of each data point.
Optimization of the decision tree involves learning two parameters: a constant
assigned to each partitioned region Cm, and the partitioned region itself Rj . The Rj
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includes the split variable and split point. The calculation is straight forward for Cm
but tricky for Rj. Every time we alter Rj of one partition, Rj of other partitions
will also get affected. Boosting provides a forward stepwise manner to calculate Rj,
making it useful for decision trees. After calculating Rj, the value Cm can be easily
obtained.
7.2.2 Neural Network
Neural networks have been the rising star of machine learning. One attribute of
neural networks is the exclusion of feature engineering by directly taking raw inputs
and performing higher-level tasks, such as classification, regression, and clustering. In
my opinion, this is not exactly true. The feature engineering process is not “skipped”
but “hidden.” When dealing with complicated data structures, the internal symmetry
of data still needs to be correctly encoded for best performance. Nevertheless, the
exclusion of feature engineering leads to almost no information loss in neural network
models and thus makes it extremely powerful. In the following subsections we will
give a concise description of neural networks.
Perceptron Learning
Suppose there is a dataset {~x i, yi}Ni=1, where each input vector ~x i contains p feature
component ~x i = {x1, x2.....xp}, and y ∈ {1, 0}. The perceptron learning algorithm
can be simply described as:




Each component of the input feature vector ~xi is multiplied by a weight and summed
together with an additional bias w0. The sum is then fed into a heaviside step
function H. By training the weight and bias, we aim to produce expected outputs















Figure 7·4: A brief history of neural network. The four stages includes: Perceptron
learning, neuron, neural network, deep neural network.
upper left plot in Figure 7·4.
Neurons
Perceptron learning was proposed back in the 1970s. This model did not draw much
attention since it only performs linear classification between two clusters of data.
However, a simple alteration of Equation 7.12 makes it much more powerful:




where σ is any nonlinear activation function instead of a step function. In this case,
the modified perceptron can draw curves between two clusters. The structure in
Equation 7.13 is called a neuron. Neurons are building blocks of neural networks.
Common choices of activation functions include rectified linear unit (ReLU), hy-
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perbolic tangent (tanh), and sigmoid function. The neuron is illustrated by the
lower-left plot in Figure 7·4.
Neural Network
A Neural Network (NN) is formed by connecting neutrons inside a complicated
network. Suppose there is a dataset {~x i, yi}Ni=1, where each input vector ~x i contains
p feature components ~x i = {x1, x2...xl...xp}. We can assign multiple neurons to
analyze ~x i simultaneously. The collection of neurons looking at the same input vector
is called a layer. A layer that looks at the input vector is called the input layer.
We can also build layers to look at the output of previous layers, also known as
hidden layers. The last layer of the NN is called the output layer. A NN stacks
layers of neurons to look at the input vector, and outputs one or more values to fulfill
the task. Suppose we are now constructing a 2-layer neural network with an input
layer containing 1 < m < M neurons and an output layer containing 1 < k < K
neurons. The mathematical expression of this neural network is:
fk(~x





i + α0m) + β0k) (7.14)
where a = (αTm, β
T
k ) is the weight matrix and (αm0, βk0) is the bias vector for the
first and second layer, respectively. Both σ and σ2 are activation functions. This
equation can be extended indefinitely for neural network with more than 2 layers.
A natural concern arises after formulating a neural network model. It is easy to
hook up the neural network, but how should we train such a complicated model such
as the one described in Equation 7.14? The answer is that we train the model by










Equation (7.15) provides a relationship between the error at the output layer and
the error at the hidden layers with respect to the ith input, denoted δik and s
i
m,
respectively. The gradient descent is performed in a forward-backward manner. In
the forward pass, the current weight is fixed, and the predicted value ŷ = f̂k(~x
i)
is calculated out of the neural network. Next, in the backward pass, we calculate
the loss propagated into each layers. Define the loss function as a square error loss
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T
m~x
i + αm0) is the output of the first layer. Eventually, we optimize

























where r represents the current layers and γr is the penalty factor we assigned for
each propagation. If γr is large, the NN will make a larger parameter adjustment to




In the regime of NN algorithms, there is a crucial mathematical statement, the
Universal Approximation Theorem:
“A feed-forward network with a single hidden layer containing a finite
number of neurons can approximate continuous functions on compact
subsets of Rn, under mild assumptions for the activation function.”
This theorem was first proposed by George Cybenko in 1989 and extended by Kurt
Hornik in 1991. This theorem reveals the essence of neural network: it is a universal
function approximator. This theorem gives the neural network the capability to
handle almost any task. According to the universal approximation theorem, a single-
hidden-layer neural network will suffice. However, the theorem did not make any
restriction on the number of neurons in each layer. If the neural network is trying to
solve a complicated problem, it might need one billion neurons in the hidden layer,
making it computationally impossible. By stacking more layers, neural networks
manage to achieve comparable performance to the single-hidden-layer neural network
with much fewer neurons in total. This feature greatly reduces the computational
strain without significant degradation in performance. In fact, deep neural networks
are too powerful that they often suffer from overfitting. Fortunately, there are
regularization methods to efficiently eliminate overfitting. The regularization method
is discussed in Appendix A.
7.3 Convolutional Neural Networks
Deep neural networks can be enhanced even further by encoding the correct symmetry
into layers. In this dissertation, we are dealing with LS detector data collected on
the surface of a sphere. The data can be converted into a 2D θ − φ grid map and
analyzed with translational invariance symmetry. NNs with encoded translational
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invariance are called convolutional neural networks (CNNs). CNNs are popular in
computer vision and image analysis applications.
7.3.1 Standard Convolutional Neural Networks
A convolution is a mathematical operation between two functions:




For continuous functions, it is the functional product in Fourier space. Performing






F (u, v)I(i− u, j − v) (7.22)
Assuming each side of the image contains 2k+1 pixels, F represents the Convolutional
Filter, and I represents the pixelized content of the image. The filter is the kernel of
the convolutional layers of a CNN. It includes a grid with a weight assigned to each
block. The filter scans through the entire image, multiplying its weight to each pixel
content, and outputs a summation of the products. This process is equivalent to the
convolution between the filter and the image. The algorithm learns the best set of
filters to fulfill the model’s task.
The Convolutional Layer also takes information from multiple input channels.
For example, in photo recognition tasks, three photo channels correspond to RGB
scale of the image. A convolution is performed separately on each channel and








Fd(u, v)Id(i− u, j − v) (7.23)
where d corresponds to different channels. Another important functional layer is the
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Pooling Layer. In reality, images contain a huge number of pixels thereby making
the CNN computationally expensive. The Pooling Layer efficiently reduces the
dimensionality of feature map size. The Pooling Layer divides the input image or
feature map into equal-sized regions and extracts only a single number per region
to the output feature map. For example, in max pooling, we simply pick out the
largest value in each region. Pooling reduces the dimensionality of the image while
retaining its spatial invariance.
7.3.2 Spherical CNN
The CNN introduces translational invariance by scanning filters throughout 2D image
in a translationally invariant manner. Therefore, the CNN fulfills its task without
assigning a weight to every single pixel of the image. The introduction of symmetry
greatly reduces the computational intensity while maintaining a similar level of
performance. Unfortunately, the CNN is not the best model for KamLAND-Zen
because of its spherical shape. Opening up the spherical surface of detector into a
2D image grid will necessarily produce distortion. In other words, it is impossible to
find a translational invariant manifold to move through the entire spherical surface.
Another important, un-encoded symmetry in the CNN is rotational invariance.
Figure 7·5: A simple diagram of the Convolution Process in a Convolutional Layer,
taken from Reference [16]. The input image is convoluted with a trainable filter (a
kernel) and then outputs a feature map of the image.
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Figure 7·6: The max-pooling process in a pooling Layer in CNN (Reference [16]).
The maximum number in each of the 4 grid is selected to represent the grid.
In Figure 7·7, the plots show circles projected on the surface of a sphere. The circle
on plot (a) is orientated parallel to the z-axis, while the circle on plot (b) is centered
around the z-axis. Although both circles are identical in size, rotating them in
different directions makes them look vastly different on the 2D grid. If both images
in Figure 7·7 are labeled as “circle”, the network will be confused because of their
vastly different features. Rotational invariance has to be encoded to address this.
A spherical CNN model, called S2CNN, is adopted in order to introduce spherical
symmetry [85]. It is based on a modern spherical analysis algorithm known as the
SO(3) Fourier Transform (SOFT). The details of SOFT are described in Refer-
ence [86]. SOFT calculates the Fourier transform of a function in the SO(3) rotation
group. Figure 7·8 illustrates the structure of spherical CNN. First, the spherical
signal is processed with an S2FT layer. It is a simplified version of SOFT using the
relationship below:
Y lm = D
l
m0 (7.24)
Equation 7.24 indicates that the spherical harmonics Y lm are a special version of
Wigner D matrix Dlm0 where m





Figure 7·7: Topology of the same circle at different locations on the sphere. The
circle on the left plot is surrounding the z-axis, while the circle on the left plot is
parallel to the z-axis.
space and assigns each γ angle grid with the same value (m′ = 0). Simultaneously,
a 3D cubic kernel tensor is initialized on the Euler angle space. The size of the
cubic tensor is 2× the bandwidth of DSOFT. The S2CNN applies SOFT to the
cubic kernel tensor, and multiplies the SOFT output with the S2FT output tensor.
Since a multiplication in Fourier space is equivalent to a convolution in real space, a
rotational invariant convolution is effectively performed by the prodecure described
above. Every time we want to stack more layers, a new weighted kernel is created.
The new kernel can be Fourier transformed in the same way and multiplied to the
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S2FT SOFT











Figure 7·8: Diagram of the network structure of S2CNN. The weight kernel
and spherical image is Fourier-transformed and multiplied together to perform
convolution, and output a feature map in 3D space. To stack more layers, A new
weight kernel is created and convoluted together with the feature map.
feature map to perform a spherical convolution.
Figure 7·9 is an analogy plot between normal CNN and S2CNN. To demonstrate
this analogy, we will redefine convolution procedure in CNN as follow:
• A 2D image is the input for CNN.
• A 2D filter contains weights assigned to each cell. The filter is the kernel of
the CNN.
• The filter is scanned through different positions in the input image. The
weight in filter and image is multiplied together and output as a single number
to feature map.
• The output feature map of the Convolutional Layer is a 2D square feature




Figure 7·9: The analogy between a CNN and a S2CNN. The 2D image is analogous
to the 2D spherical signal, and the 2D output feature map is analogous to the 3D
feature map in Euler angle space.
• The value in each cell in the feature map represents parts of the input
image.
Likewise, the spherical convolution in a spherical CNN can be defined as follow:
• A 2D spherical image is the input for S2CNN
• A 3D weight kernel is defined in Euler angle space. Each cell corresponds
to an orientation or rotation of the spherical signal.
• The spherical signal with different orientation is convoluted with weight
kernel using S2FT and SOFT. The output is a feature map in the 3D Euler
angle space.
• The output feature map of spherical CNN layer is a 3D cubic feature map
in Euler angle space.
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• The value in each cell in the 3D feature map represents the entire image
viewed at a specific orientation specified by the Euler angle.
Translational invariance is introduced in the CNN by moving filters throughout the
image with translation operation. In the S2CNN, rotational invariance is introduced
by rotating the image into different angles. On the other hand, since each cell of the
output cubic feature maps represents the entire sphere, the distortion from opening
up a spherical image is no longer an issue. The application of a S2CNN on the
KamLAND-Zen simulation will be in Section 8.2. The introduction of rotational
invariance symmetry greatly enhances the performance of the neural network. Deep
learning is powerful but not omnipotent. Only by incorporating the correct
symmetry will it unleash its maximum power.
Chapter 8
Tao of Neural Network
The neural network has been the focal point all machine learning algorithms. Typical
neural network models require a massive amount of training data to perform well.
In this regard, a neutrino experiment such as KamLAND-Zen is a perfect match for
deep learning, because there are well-modeled MC simulations and a massive amount
of detector data. On the other hand, the traditional KamLAND-Zen analysis is built
upon the extracted event energy and position. There are potential information losses
by converting hundreds of PMT hits into merely two high level physics parameters.
Machine learning can circumvent this shortage by taking the PMT hit map as input,
and outputting higher level decisions. This chapter demonstrates the capability
of the deep learning model to reject some of the most important backgrounds in
KamLAND-Zen. Part of this work is published in Reference [87].
8.1 Preprocessing
In KamLAND-Zen, one of the critical long-lived spallation isotopes is 10C (Q = 3.648
MeV, τ1/2 = 19.29 s), and one of the largest backgrounds is the two-neutrino double-
beta decay (2νββ) of 136Xe. The 2νββ background can only be suppressed with
improved energy resolution. In the absence of scintillator or photosensor upgrades,
10C is the largest reducible background according to Reference [58]. When thinking
about future large-scale scintillator experiments, the increased size and shallower
depth make 10C the largest background for a 0νββ decay search with the JUNO
141
142
experiment (Reference [88, 89]). The 10C background will also inform the choice of
the depth and location of the proposed THEIA experiment [90]. For these reasons,
this deep learning model design focuses on 10C. Toward the end of this chapter, we
also demonstrate the rejection power of 214Bi using the SNO+ MC simulation.
8.1.1 Event Topology
Consider the 136Xe 0νββ signal, which is made up of two ∼MeV electrons that
typically travel <1 cm in liquid scintillator. In addition to scintillation light, the
electron events will also produce directional Cherenkov light, some of which is not
absorbed by the scintillator. As a comparison, gamma-rays at 136Xe (Q = 2.458
MeV) energies scatter multiple times with a mean free path on order 10 cm which
leads to a smearing of the vertex in time and space. The information from both of
these processes is encoded in the pattern of photons arriving at the PMTs and can
be used to identify different categories of events. Furthermore, an algorithm like a
CNN that is independent of the vertex reconstruction assumptions would avoid the
issues with the topology algorithm of Reference [91] or direction reconstruction in
Reference [92].
In a large fraction of 0νββ events, the electrons exit the nucleus at a large angle,
with each electron getting roughly half of the available energy. We simulate the
kinematics of 0νββ decay events using the same custom Monte Carlo, as in Refer-
ence [91] with momentum and angle-dependent phase factors from Reference [93].
For 136Xe, this leads to two electrons, each with a kinetic energy of roughly 1.23 MeV.
The Cherenkov threshold for electrons in this liquid scintillator is 0.16 MeV. We find
that they travel 7.1± 0.9 mm with a total distance from the origin of 5.6± 1.0 mm
in 26±4 ps and drop below Cherenkov threshold after 24± 3 ps. We also find that
the electron’s final direction before it stops does not match the initial direction.
However, the total scattering angle is small while Cherenkov light is emitted.
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The rejection techniques of 10C background in KamLAND-Zen 800 was discussed
in Chapter 6. With deep learning we aim to classify and reject 10C events that look
like single site energy deposits.The difference between single site 10C and coincidence
10C is discussed in Section 6.4. The decay of single-site 10C contains more observable
features than 0νββ decay. 10C is a β+ decay that proceeds through one of two
excited states as shown in Figure 8·1. The event observed by the detector is a
combination of a positron, the two subsequent 511 keV annihilation gammas, and
either one gamma with energy of 718 keV (98.5% branching fraction) or two gammas
with energies of 718 keV and 1021 keV (1.5% branching fraction). In addition, the
718 keV excited state is long-lived with a lifetime of 1 ns. This is significant on the













 1 ns≈ τ
 7 fs≈ τ
 27.8 s≈ τ
1.5%
98.5%
Figure 8·1: Decay scheme of 10C from Reference [17]. The final state of 10C events
consists of a positron and either one gamma with energy of 718 keV (98.5% branching




The following studies are performed using a simple spherical liquid scintillator
detector Monte Carlo based on GEANT4, version 10.3.1. It consists of a custom
physics list that includes standard GEANT4 modeling of electromagnetic, optical,
and radioactive decay processes. The sphere has a radius of 6.5 m, and the outer
surface is assumed to be 100% efficient at collecting photons. In post-processing,
we account for any additional propagation to the photosensors, the details of the
photosensor quantum efficiency, transit time spread and coverage, and the electronics
digitization.
Although inspired by KamLAND, the goal of this MC was not to reproduce any
particular detector, but to make a fast, light-weight MC that is highly configurable
and easily interpretable for the study of new algorithms and different detector
configurations. The basic scintillator properties are chosen to roughly match a
KamLAND-like scintillator: 80% n-dodecane, 20% pseudocumene and 1.52 g/l PPO
according to Reference [94], density (ρ = 0.78 g/ml). The wavelength-dependent
attenuation length comes from Reference [95] and refractive index from Reference [96].
The scintillation emission spectrum comes from Reference [95] with emission rise
time (τr = 1.0 ns) and emission decay time constants (τd1 = 6.9 ns and τd2 = 8.8 ns
with relative weights of 0.87 and 0.13) also from Reference [97]. The scintillator
light yield (9,030 photons/MeV), and the Birks constant (kB ≈ 0.1 mm/MeV) are
taken from Reference [98]. The attenuation length at 400 nm, the position of the
peak standard bialkali photocathode efficiency, is 25 m with a large decrease between
370 nm and 360 nm from 6.5 m to 0.65 m.
There are several effects that we are explicitly not modeling, which affect mainly
the late light component of the scintillator. Since the simulation is based on GEANT4,
it does not simulate the re-emission of absorbed photons. The absorption is more
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substantial at short wavelengths, so this affects Cherenkov light more than scintillation
light. The re-emitted photons will follow the scintillation timing, which will appear as
an additional isotropic component with a longer time constant. Similarly, GEANT4
does not model the formation of positronium in the case of β+ emission. In vacuum,
positronium decays in mean lifetime of 0.125 ns and 142 ns for para-positronium and
ortho-positronium, respectively. In scintillator, the lifetime of ortho-positronium is
shortened to ∼3 ns from Reference [99], leading to β+ gaining an additional late
light component. Finally, there are no detector specific support structures such as
balloons or acrylic vessels, so reflections from detector materials are missing, which
also leads to a deficit of late light. In Section 8.4, we will show that those missing
components do not affect the classification power of this model.
Two types of events are generated for this study: 0νββ decay of 136Xe and the
β+ decay of 10C background. The kinematics of 0νββ decay events are simulated
using a custom MC event generator with momentum and angle-dependent phase
space factors from Reference [93]. The 10C events are simulated using the default
isotope decay generator in GEANT4. This correctly accounts for the long-lived
first excited state of 10B, but, as stated above, does not include the formation of
positronium.
The energy spectrum of both event types is shown in Figure 8·2 in terms of
detected photoelectrons for a detector with perfect light collection. Since 10C has a
much broader spectrum compared to the 136Xe signal, an energy cut is placed from
2.2 MeV to 2.7 MeV before training in order to remove background events outside
the region of interest. The simulated events are positioned either at the exact center
of the detector or distributed uniformly within a 3-m-diameter spherical volume
located at the center of the detector1. The latter matches the dimensions of the
1Unless otherwise specified, the two types of event distributions will be referred as center and
3m sphere in this manuscript.
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250 3m Sphere Events136Xe-0
10C
Figure 8·2: The detected photoelectrons, assuming 100% photocathode coverage
and QE, for 136Xe 0νββ decays and 10C β+ decays generated inside a sphere with
3 m radius. The gray band indicates the energy region of interest for 0νββ decay.
KamLAND-Zen 400 mini-balloon, which contains the 136Xe-doped scintillator. In
the events at the center, the excess early light from 0νββ decay and late light from
10C is evident. This pattern is repeated in the 3 m sphere events, but the shift in
arrival time due to the vertex positions washes out some of the features.
8.1.3 Post simulation processing
The simulation only models the detector well up to the LS volume. At that point,
some post simulation processing needs to be done to produce the input image. In
this section, we will discuss these post-processing steps in detail.
Buffer Oil Effect
The photon arrival time is an important parameter of the simulation. When an
optical photon is produced in liquid scintillator, it first travels to the 6.5 m simulation
boundary, where the MC simulation records its arrival time and wavelength. However,
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the MC simulation does not includes the buffer oil region discussed in Chapter 4.
In order to best reproduce realistic KamLAND-Zen events, the photon needs to
propagate through about 1.8 m of buffer oil to reach the actual PMT. To take this







where n is the wavelength-dependent index of refraction, λ is the wavelength, and c
is the speed of light in vaccum. The index of refraction with respect to wavelength
is extrapolated by fitting a measurement from the MiniBooNE experiment using
Reference [100]. This equation is used to calculate the Time of Flight (ToF) from
the 6.5 m simulation boundary to each PMT. The sum of the time to reach the 6.5 m
boundary and the ToF form the actual arrival time of the photon at the PMT’s face.
Gray Disk PMT Model
When photons arrive at PMT, a gray disk PMT model is designed for the acceptance
and registration of photon hits. The mechanism of the gray disk PMT system is
illustrated in Figure 8·3. We used the KamLAND PMT locations for the 1,325
17-inch PMTs as a representative PMT layout from Reference [101]. Firstly, each
incoming photon is associated with its closest PMT. Then, the algorithm calculates
the relative distance between photon and PMT. If the distance is smaller than the
PMT span, the photon is accepted and registered. Alternatively, the photon is
omitted. The angular distance is used instead of Euclidean distance to calculate the
span of gray disk on spherical surface. Gray disk PMT model allowed us to vary the
photocathode coverage of simulated events. The total gray disk area was adjusted
to yield the desired photocathode coverage. In KamLAND-Zen, all 17-inch radius







Figure 8·3: Illustration of the gray disk model. Each PMT is modeled as a gray
disk with variable size.
each PMT is treated as a 17-inch gray disk. By increasing the PMT’s radius, the
total photocathode coverage of the detector increases up to a point when gray disks
start to overlap. The maximum radius of the gray disk is determined with a Monte
Carlo method:
• Grid scan from KamLAND PMT radius (0.2159 m) up to 0.4 m radius with 50
steps.
• For every radius, sample 3 hits on the rim of PMT.
• Perform photon hits registration process above. Gray disk starts to overlap
if a sampled rim hit is accepted and registered to an adjacent gray disk. The
total number of sampled rim hits being accepted is called the overlapped rim
counts.
• If the overlapped rim counts are 0, the photocathode coverage is calculated by
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Figure 8·4: Plot of maximum gray disk radius determination (magenta) and
photocathode coverage calculation (cyan). The gray band represents the invalid
region where PMTs start to overlap. The maximum radius without overlapping is
0.3173 m.
randomly sampling 10,000 points on the detector’s surface and calculating the
percentage of gray disk PMT acceptance.
The result of the maximum radius determination and photocathode coverage deter-
mination is shown in Figure 8·4. The gray band represents the invalid region where
PMT starts to overlap. Without changing the PMT rendering of KamLAND, the
maximum radius we can achieve is 0.3173 m, and the maximum photocathode cover-
age corresponding to this radius is roughly 42%. We also notice a linear correlation
between gray disk PMT radius and photocathode coverage of the detector.
Quantum Efficiency
The PMT quantum efficiency (QE) is wavelength dependent and is another essential
simulation input. QE dependence is accounted for during the event generation. In
GEANT4, a QE bit associated with each photon is introduced to indicate whether
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or not the PMT recorded it. However, in this study, we need varying QE to act as
a pressure2 parameter in order to demonstrate the neural network’s performance.
A stepwise QE cut is introduced to accommodate this requirement. If the QE
bit indicates that a photon was detected, the photon always passes the QE cut.
Otherwise, photons are randomly rejected based on the desired QE pressure. In an
ideal situation, the QE is 100%, and all photons will be indiscriminately recorded. In
this study, we only allow QE to vary up to a reasonable value, namely 56%. For our
baseline KamLAND-like detector model, we assume a QE of 23% and photocathode
coverage of 19.6%. We define an example upgrade scenario where these parameters
are roughly doubled to a QE of 36.2% and photocathode coverage of 42%.
Clock Latching
We modeled the digitization of the signal using a clock latching algorithm. When the
first photon reached a PMT, a clock started ticking at a 1.5 ns interval to reproduce
the sampling time of the KamLAND electronics. To model the time resolution of
the PMTs, the arrival time of each incoming photon, including the first photon, is
smeared by a Gaussian probability density function with a 1 ns standard deviation.
The smeared time is latched to the ticking clock such that any photon that arriving
after the current clock tick, but before the next tick, is latched to the current tick.
A total of 30 clock ticks, 45 ns after the first photon, were used to record the input
event. Furthermore, four additional 1.5 ns time intervals are added before zero
time to take into account that some photons are smeared backward in time. A 2D
representation of the PMT hit pattern is then formed for each tick. We call each of
these time-bin images a channel, analogous to the RGB channels in a photograph or
a digital image.
2In this context, the term pressure refers to the level of difficulty for a neural network to classify



































































Figure 8·5: Time evolution of the PMT hit map over four example time bins for a
0νββ decay event and a 10C event at the center of the detector, normalized to have
the same total energy.
8.1.4 Input Image
After post-processing, each event is converted to a PMT hit map containing 34
channels, 33 from -6 ns to 45 ns, in 1.5 ns increments, and one larger bin for the
remaining late photons. Each channel is a 2D θ − φ grid. The grid is rectangular
because the range of polar angle (0 < θ < 2π) is twice the azimuthal angle range
(0 < φ < π). The content in each cell of the grid is the number of registered PMT
hits. Because of the spherical topology, it is impossible to render the grid such that
all grid cells contain the same number of PMTs. We choose the grid of 50× 25 such
that the equator band contains a roughly uniform number of PMTs.






Figure 8·6: Snapshot of single channel hit map with different photocathode coverage
and QE. The leftmost plot represents a perfect detector, and the rightmost plot
represents the realistic KamLAND-Zen image.
double Cherenkov rings from 0νββ decay are visible in the first channel. Shortly after
the first channel, the abundant scintillation light quickly dominates for the remainder
of the event. The events in Figure 8·5 were carefully selected to demonstrate the
Cherenkov pattern. Due to limited spatial and time resolution, the Cherenkov
pattern for most events is much fuzzier and more difficult to extract.
Varying photocathode coverage and quantum efficiency would also alter the
appearance of the hit map. The effect is demonstrated in Figure 8·6. The first plot
represents a perfect detector that every single photon is accepted and registered as a
PMT hit. The second plot from the left represents the hit map with perfect QE and
the KamLAND photocathode coverage. The second plot from the right represents the
hit map with perfect photocathode coverage and the KamLAND realistic QE , and
the rightmost plot represents the hit map from real KamLAND-Zen configuration
with 20% photocathode coverage and 23% QE. By observing the pattern, we can see
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Dimension Name Start Value End Value Dimension Size
Photocathode coverage 20% 42% 9
QE 23% 56% 11
Time -6 ns 45 ns 34
Polar Angle θ 0 2π 50
Azimuthal Angle φ 0 π 25
Table 8.1: The structure of input data array.
that reducing QE seems to have a greater effect than photocathode coverage, probably
because a random process governs QE. The KamLAND-Zen image looks significantly
different from the perfect detector image, therefore varying the photocathode coverage
and QE in the MC simulation will produce different datasets for training purposes.
In summary, the data after post processing will be a 5-dimensional array, with
each of its dimension listed in Table 8.1.
8.2 Network Design and Training
The deep learning model adopts a convolutional neural network (CNN). It was widely
accepted in research and industry to perform computer vision tasks, including image
classification, semantic segmentation and so on. In this section, we will go through
the design, implementation, and training results of the CNN model.
8.2.1 Convolutional Neural Network
To perform classification tasks using CNNs, a pixelized image is processed through
several so-called layers, each containing a linear transformation step, followed by
a non-linear activation. Among these layers, convolutional layers play the most
important role. As the name implies, they involve the application of a convolution
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operation between two functions. For continuous functions, it represents the Fourier
transform of the products. Applying this procedure to a 2D discrete surface gives
rise to the convolutional layer.
The convolutional filter, the kernel for the convolutional layer, is a fix-sized
grid with specific values assigned to each block. The filter is scanned throughout
the image body, and each image pixel is multiplied by a filter weight. Finally, the
convolution operation is completed by summing the element-wise multiplications.
The convolutional layer is also capable of taking information from multiple
channels. In this case, the convolution operation is conducted separately over each
channel, and the output values are summed and fed into the next layer. For example,
when a CNN is used to classify photographs, the input contains four channels: Red
(R), Green (G), Blue (B), and Grey Scale. For this work, we have 34 time-based
channels, as described in Section 8.1.3.
The output of the convolutional layer contains features that are fed into the fully
connected layer. This layer is where the high-level decisions are made, ending with
an image being classified into one of several categories with an assigned probability.
Other layers in the network structure include pooling layers and dropout layers. A
pooling layer reduces the image dimensionality by extracting only the maximum
value from each pooling filter to represent the image. It significantly increases the
processing speed with almost no sacrifice of classification accuracy. The dropout
layer prevents overfitting by randomly disabling neurons in the hidden layer with a
predefined dropout rate [102]. For extensive details on the functionality of CNNs,
we refer the reader to Reference [103].
8.2.2 Network Design
The CNN used in this work is implemented in Keras [104] with a Tensorflow back-
end [105]. The general outline of the network is shown in Figure 8·7. It can be
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divided into a convolutional part and a fully connected part.
The convolutional part contains five sets of layers where each set includes a
convolutional layer, a batch normalization layer, a pooling layer, and a dropout layer.
For simplicity, one such set of layers is often simply referred to as a convolutional
layer. Each time a pooling layer is introduced, the image reduces to 25% of its
original size. Therefore, the convolution part is confined to five iterations.
The fully connected part also contains five sets of layers. Each set includes a
fully connected layer, a batch normalization layer, and a dropout layer. Again, this
set of layers is often collectively referred to as a fully connected layer. Concerning
the overall depth, the fully connected part is not limited by the image size or pooling
layers. However, going too deep with the fully connected part will complicate the
model and lead to overfitting. Dropout layers are inserted throughout the network to
prevent this effect while decreasing the processing time according to Reference [102].
Normalization of data plays a vital role in classification tasks. Without normaliza-
tion, the neural network will reveal anomalous behavior, including non-convergence
and high probability of misclassification. During a pre-training stage, each pixel is
scaled to a value below unity. During the network design stage, several different
normalization schemes were considered, including vector normalization, channel-wise
standard scalar normalization, and batch normalization. For this work, batch nor-
malization was chosen. This means that the normalization is performed for each
5 Convolutional Layer 5 Linear Layer
34
Figure 8·7: Flow diagram of the CNN. The network is composed of a convolutional
part (left) and fully connected part (right). The output is a single float point number
called the sigmoid output.
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incoming batch, transforming the input data, or the PMT hit patterns shown on
Figure 8·5, such that the mean is zero with a standard deviation of one.
Hyperparameter Search
Hyperparameters refer to parameters in the network that are predefined before
training and stay constant throughout the training stage. Hyperparameters of neural
networks define the structure of the network, and changing these parameters turns
the neural network into a different model. Typical hyperparameters include, but are
not limited to, the number of layers in the network, the number of nodes in each
layer, the size of the filters, and the dropout rate.
A hyperparameter search can result in a significant improvement in network
performance according to Reference [106]. For our model, we performed the search
with hyperopt [107]. Three hyperparameters are tuned to achieve the best per-
formance, including the number of nodes, number of fully connected layers, and
dropout rate. The accuracy, a.k.a the percentage of events being correctly classified
into its labeled class, is chosen as the criteria to evaluate network performance. We
selected a preliminary training data set of 20,000 3 m sphere events with the current
detector configuration. We then search across a continuous range for the dropout
rate between 0 and 1 and several discrete values for the number of fully connected
layers and nodes. A random search of 50 attempts is executed to determine the
best accuracy. The 50 trials are evaluated and compared for the best background
rejection capability. After tuning, the validation accuracy increases from 49.7% to
77.3%.
8.2.3 Training
The algorithm is trained and validated on MC data sets, generated according to
Section 8.1.2. We study two different data sets: 70,000 centered events and 50,000
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3 m sphere events. All events are stored in an 5-dimensional array specified in
Table 8.1. The algorithm is trained and validated independently for each data set,
and each category contains equal amounts of 0νββ decay signal and 10C background
events.
The data sets are separated into training and validation subsets with a 3:1 ratio.
The network is trained on batches of 10 events over 30 training cycles. An RMSProp
optimizer is used to apply backward propagation optimization based on binary
cross entropy from Reference [108]. The large data volume, sparse matrix, and
batch generator technology are applied to reduce memory consumption. During the
training stage, a learning rate decay scheduler is incorporated to reduce systematic
fluctuation. After training, CNN is applied to the validation data set to study the
out-of-sample performance. A bad validation rate in the presence of good training
accuracy is indicative of overfitting, and we do not see this effect.
While training the CNN on each event category, the photocathode coverage and
PMT QE were scanned over a wide range of values to better understand the CNN
performance under different classification pressures. The photocathode coverage was
allowed to vary from 20% to 42% and QE from 23% to 56%. The lower bounds
of the photocathode coverage and QE comes from current KamLAND Zen PMT
configurations. The maximum photocathode coverage was calculated by expanding
the Gray disk PMT radius until they start to overlap, while the PMT QE upper
limit was chosen empirically as the highest possible QE in the near future. A total
of 99 CNN models were trained and evaluated for the pressure maps.
8.2.4 Result
The well-trained neural network outputs a single floating-point number between 0
and 1 for every input event. This number is the sigmoid output since it comes out
of a sigmoid activation function. The sigmoid output serves as the probability or
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metric for event classification. If the sigmoid output of a given event is close to 1, it
means that the event is likely to be a signal event. The value of the sigmoid output
used for the classification can be more or less stringent depending on the required
signal purity versus signal acceptance. Figure 8·8 shows the sigmoid output for the
current detector configuration and a possible detector upgrade scenario.
After the CNN is applied to the validation data set, the value of the sigmoid
output cut can be varied to generate a Receiver Operating Characteristic (ROC)
curve. For our application, the result is simply the signal acceptance as a function
of the background rejection. Figure 8·9 shows the ROC curves for the current
configuration and the upgrade scenario. We find that at 90% signal acceptance, we
can reject 61.6% of the 10C. For the scenario with increased coverage and QE, this
increases to 81.3%. The central events with the standard KamLAND configuration
have a 97.7% rejection at 90% signal acceptance.
Figure 8·10 shows the pressure maps which scan different QE and photocathode
coverage configurations for both the central and the 3 m sphere events. As expected,
CNN performs best for centrally located events and higher QE and photocathode
coverage. The results also indicate that increasing the total light collected, whether
by increasing QE or photocathode coverage, leads to improved performance.
Within the parameters of this study, we find that it is possible to reach >99.98%
discrimination for central events. This indicates that higher isotope concentrations
leading to more centrally distributed 0νββ decay events are advantageous and
motivate future design studies. We also studied the algorithm with the 3 m sphere
events and perfect light collection and found 98.2% rejection at 90% signal acceptance.
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Figure 8·8: Sigmoid output from simulated events isotropically distributed within
a 3-m-diameter sphere. The ‘Current’ label indicates the current PMT configuration
in KamLAND-Zen (20% photocathode coverage and 23% QE), and the ‘Upgrade’
label indicates a reasonable PMT configuration for possible future liquid scintillator
detector (40% photocathode coverage and 43% QE).
8.3 Spherical CNN
The original CNN model yields promising results as shown in section 8.2. However,
original CNN has certain shortcomings as we have discussed in section 7.3.2. A
spherical CNN model is designed and implemented on the same dataset to compare
performance. Spherical CNN is fundamentally different from original CNN, thus a
series of changes must be made to the input image and network structure. In this
chapter, we will discuss those changes and report results from spherical CNN. The
spherical CNN model is implemented on Pytorch [109].
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8.3.1 Input Image
Spherical CNN requires the input images to be on square grid instead of rectangular
grid. Therefore, the input image is slightly altered from 34× 50× 25 to 34× 38× 38.
The three dimensions are respectively time channel, θ, and φ. The number 38 on
the θ and φ dimensions is selected so that the number of PMTs on each equatorial
grid is uniformly distributed.
8.3.2 Network Design
Spherical CNN adopts a different network structure. The square grid hit map
is first fed into a S2Convolution layer which converts it from (θ, φ) spherical
coordinate space to (α, β, γ) Euler angle space. Meanwhile, SOFT is applied to a
3D convolutional kernel in the same Euler angle space. The converted image and
convolution kernel are then multiplied together to perform spherical convolution.

















 Status      PC(%)      QE(%)  Rejection
Upgrade     42.0        36.2      0.813
Current       19.6        23.0      0.616
Figure 8·9: ROC curves from simulated events isotropically distributed within a 3-




















































Figure 8·10: Pressure map of the centrally located 10C events (top) and the same
for 10C events within a 3m-diameter sphere (bottom). The value in each voxel is the
background rejection percentage assuming 90% signal acceptance. The dashed box
indicates the current KamLAND-Zen PMT QE.
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The output of the S2Convolution layer will be the 3D tensor in Euler angle space
per input channel.
To stack more layers, the SO3Convolution layer is used. A new convolution
kernel is introduced in each SO3Convolution layer. SOFT is applied to each newly
introduced kernel, and the new kernel is multiplied to the 3D input from the previous
layer to achieve spherical convolution. The size of each 3D convolutional kernel
is controlled by a bandwidth parameter. Bandwidth is originally defined as the
number of points sampled on each Euler angle dimension when calculating SOFT.
In spherical CNN, the bandwidth will be 1/2 of the lateral size of 3D convolutional
kernel.
The SO3Convolution layer output will be fed into a SO3Integrate layer. Values
in each 3D tensor are integrated back to a single number using Haar measure.
The output vector is then fed into a stack of fully connected layers to produce










Figure 8·11: Flow Diagram of the CNN. The network is composed of Convolutional
Part (Bottom) and Fully Connected Part(Top).
163
angle space representation and then converted to a 1D vector representation, and
eventually, a sigmoid output. The flow diagram of spherical CNN is in 8·11.
8.3.3 Result
The result of spherical CNN is reported in the same way as Section 8.2.4. Figure 8·12
shows the sigmoid output for the current detector configuration and a possible
detector upgrade scenario. Figure 8·14 shows the pressure maps scanning QE and
photocathode coverage pressure parameters for the 3 m sphere events. Boosting the
total light collection by increasing QE or photocathode coverage leads to better
performance. Compared to the pressure map in Figure 8·14 to the bottom pressure
map in Figure 8·10, we find that the spherical CNN model responds more smoothly to
pressure parameter changes compared to the original CNN model. By incorporating
the correct symmetry of input image, spherical CNN model is more robust against
the variation in input images. Figure 8·13 shows the ROC curves for the current
configuration and the upgrade scenario. We find that at 90% signal acceptance, we
can reject 71.3% of the 10C compared to 61.6% in original CNN at KamLAND-Zen
configuration. For the scenario with increased coverage and QE, the rejection power
is 91.2% compared to 81.3% in original CNN.
To perform a direct comparison between two types of CNN, a performance change
map is made by subtracting off the original CNN pressure map (bottom of Figure
8·10) from spherical CNN pressure map (Figure 8·14). The result is shown in Figure
8·15. The error, σ, in performance change map is evaluated in section 8.4.1 to
be 2.7%. Spherical CNN outperforms original CNN at almost every pressure with
an average improvement of 2.4σ. The large fluctuations in performance change
map is expected because both the original CNN and the spherical CNN pressure
maps exhibit local fluctuations. Those fluctuations add up when the subtraction is
performed.
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Figure 8·12: Sigmoid output from simulated events isotropically distributed within
a 3m-diameter balloon using spherical CNN. The ‘Current’ label indicates the current
PMT configuration in KamLAND-Zen (20% photocathode coverage and 23% QE),
and the ‘Upgrade’ label indicates a reasonable PMT configuration for possible future
liquid scintillator detector(40% photocathode coverage and 43% QE).
In summary, spherical CNN overcomes some critical shortcomings of original CNN
by introducing spherical geometry and rotational invariance. Under KamLAND-Zen
hardware configuration, the background rejection percentage assuming 90% signal
acceptance increases from 61.3% to 71.6%, corresponding to a 16.4% improvement.
Generally speaking, the spherical CNN introduces a 2.4σ improvement throughout a
broad range of detector hardware status. The introduction of the spherical CNN
would make a very competitive 10C classifier for KamLAND-Zen.
8.4 Network Interpretability
Network interpretability is the ability to explain or interpret the neural network
model. In the physics community, it is desired to conduct a detailed investigation
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Figure 8·13: ROC curves from simulated events isotropically distributed within
a 3m-diameter balloon. The classification is performed with spherical CNN. The
quoted background rejection assumes 90% signal acceptance.
of neural network models before actual deployment. In this section, a series of
network interpretability study will be demonstrated. We will discuss the evaluation
of classification error, MC-data agreement, and determination of the source of
classification power.
8.4.1 Error Evaluation
The error evaluation is based on original CNN in section 8.2. The statistical error
and systematic error are evaluated separately.
8.4.2 Statistical Error
The pressure map layout provides a natural way to evaluate the statistical error.
Each pressure map contains 99 independent trials of the same neural network model.
However, the 99 trials are trained with different input data under different pressure
parameters. Therefore, to calculate the statistical error, we made one assumption:
• Local Linearity: each cell and its four adjacent cells follow a linear correlation
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Figure 8·14: Pressure map of 10C events within a 3m-diameter sphere. The value in
each grid is the Background Rejection Percentage assuming 90% Signal Acceptance.
The dashed box indicates the current KamLAND-Zen PMT QE.
Performance Change(S2CNN - CNN)
Figure 8·15: Performance change map of 10C events within a 3m-diameter sphere.
The value in each box is the performance change by subtracting original CNN
performance off of spherical CNN. The value used to gauge performance is the
Background Rejection Percentage assuming 90% Signal Acceptance. The dashed





Figure 8·16: Illustration of statistical error calculation. The pressure map is the
same as the bottom map in Figure 8·10. The value in each grid is the Background
Rejection Percentage assuming 90% Signal Acceptance.
in the horizontal and vertical direction.
In Figure 8·16, γ is the background rejection percentage assuming 90% signal accep-
tance under given pressure parameter cell. Local linearity implies that (γL, γ, γR)










γ = γ1 = γ2 (8.4)
If local linearity holds, γ1, γ2 and γ are independent evaluations of the same rejection
percentage. Therefore, a standard deviation can be calculated on the collection of
γ1, γ2 and γ for each non-lateral cell, and an overall error can be quoted from all
168
standard deviations. The final uncertainty from this calculation is 1.9%.
Systematic Error
The systematic error comes form the clock latching algorithm. In clock latching, the
clock starts to tick in an interval of 1.5 ns after the first photon is registered by the
detector. During the time of this work, it pointed out that in realistic experiment,
the first photon might not always be accurately detected. Therefore, we performed
a data preprocessing, where the start point of clock ticking is randomized within
1.5 ns after the arrival of first photon. We ran network training at KamLAND
configuration3 42 times to probe the performance change. The result is plotted in
Figure 8·17. The best-fit value is 61.6% from section 8.2.4 and the uncertainty is
evaluated in section 8.4.2. The 42 trials were performed at KamLAND configuration,
and the trained result peaks at −1σ. The systematic uncertainty is thus 1.9%. The
total uncertainty reads 2.7% by summing the statistical uncertainty and systematic
uncertainty in quadrature.
8.4.3 Data MC comparison
As we mentioned in Section 8.1.2, some effects including absorption and re-emission
are not explicitly simulated in MC. Given that, the MC simulation and data will not
match perfectly, especially in the late light region where absorption and re-emission
constantly occurs. To address this, we compare our MC simulation with calibration
data from Reference [18]. In the left plot of Figure 8·18, both 10C and 136Xe hit
time spectrum agrees well within the first 24 ns. After 24 ns, the late light spectrum
is not reproduced well as expected. We conducted a study to probe the effect of late
light on the classification. First, all PMT hits are pruned after the first 24 ns. The
remaining hits are then used to train a new 99 trial pressure map. The background
3KamLAND configuration refers to 20% photocathode coverage and 23% QE, or the lower left
corner in the pressure map in Figure 8·10 and Figure 8·14.
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Figure 8·17: Performance shift of classification after randomizing the clock starting
point. The best-fit value is 61.6% and the uncertainty is evaluated in section 8.4.2.
The 42 trials are performed at KamLAND configuration, and the trained result
peaks at −1σ region. The systematic uncertainty is 1.9%.
rejection performance using only the first 24 ns of PMT hits agrees very well with
the performance using the entire timing profile. In Figure 8·19, the difference in
overall performance chance is centered at 0 with a FWHM of roughly 2%. The CNN
Figure 8·18: Figure on the left shows time of flight plot from Zn calibration source.
Plot from Reference [18]. Figure on the right shows comparison between MC hit
time distribution and Tajima’s TOF plot. The red dot comes from digitizing figure
on the left. The shaded region represents 24 ns where MC simulation and Tajima’s
thesis agrees well.
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is relying heavily on the earliest light - not so much the late light.
8.4.4 Source of Classification Power
The identification of the origin of classification power is one of the most challenging
fields in deep learning. A series of frontier research has been conducted to fulfill this
goal. Fortunately, there are some fundamental law of physics in simulated events that
could help explaining the origin of classification power. In this section, we will try to
link the underlying physical differences of 10C and 136Xe with network performance.
Three different sources of classification power will be discussed separately.
Cherenkov Light
By intuition, we suspect that the Cherenkov light contributes to classification power.
As shown in the first snapshot of Figure 8·5, 136Xe event contains two Cherenkov
rings from two electrons at large angle. The event pair in Figure 8·5 is carefully
Figure 8·19: Percent difference in rejection performance between the CNN using
the entire hit time profile and the CNN using only the first 24 ns of PMT hits. The
difference was calculated over the 99 different pressure trials (orange bins), with
each trial coming from a scan of simulated data with varying photocathode coverage
(20-42%) and quantum efficiency (23-56%). The blue curve represents the reported
result (0% is the mean performance change with 1.9% statistical error).
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selected to show the ring structure. In general, the Cherenkov rings are overwhelmed
by an abundant amount of scintillation light and thus invisible. We anticipated
that the neural network would denoise the image and reproduce Cherenkov rings for
classification. To verify this, we removed all Cherenkov photons from simulation and
trained the network at the KamLAND-Zen configuration. The results for central
events with the standard KamLAND detector configuration indicated a 4% decrease
in the rejection. Surprisingly, the 3 m sphere events show a 2% increase in rejection
percentage. Cherenkov light is in fact interfering with the network’s interpretation
of the rise-time of the scintillation light. As we will show in the next subsection, the
hit time profile plays an essential role in classification. Nevertheless, this effect is
within our estimated uncertainty.
Hit Time Profile
As we briefly discussed in Section 6.4, there are timing discrepancies between 0νββ-
events and single-site 10C events. The reason stems from the multi-vertex nature of
10C. As a single vertex event, 0νββ deposits all its energy very close to the point of
its creation with a sharper scintillation peak. 10C undergoes a β+ decay followed by
a positron-electron annihilation and γ cascade. The γ will undergo several compton
scatters before it fully deposits its energy in LS detector. The energy deposits will
have a spatial separation that causes a noticeable delay in the time it takes light
to reach the PMTs. This time delay causes the PMT hit time profile to look a bit
more elongated compared to the hit time profile for 0νββ decay events. This feature
is obvious from Figure 8·20. The 136Xe/10C bin-by-bin ratio is greater than 1 at
the grey band region, indicating that there are more photons produced for 136Xe
events than 10C events. After the grey band region, the ratio descends below one,
indicating that 10C events produce more light in this region. Since both histograms
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Figure 8·20: TOP: Timing Profile of incoming photons for signal and background
events. BOTTOM: Signal/Background ratio of timing profile histograms. Each
bin represents a 1.5 ns detector snapshot, taken from the detector’s sampling rate.
The grey band indicates the period of major discrepancy, thus the characteris-
tics of signal/background learned by the network. The dashed line represents a
signal/background ratio equal to unity.
than 10C. The 136Xe/10C ratio is even larger for centered events than 3 m sphere
events, resulting in a better rejection performance for central events.
To verify the efficiency of the hit time profile, a fully connected neural network
is trained to classify the same input events. In this trial study, the number of hits
on each θ − φ spectrum is summed up into a single hit number. The dimension of
input image changes from (time, θ, φ) to (time), and thus can be directly fed into a
fully connected network. Equivalently speaking, we prune all event topology and ask
the machine to make decisions solely on the hit time profile. The training result is
55% background rejection at 90% signal acceptance at KamLAND configuration.
Comparing to the 61.6% background rejection with original CNN, this result is about
3σ lower in rejection performance. This study indicates that the hit time profile is
the dominant source of classification power in this model.
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Event Topology
Event topology gives a nontrivial but small boost on classification results in original
CNN. However, the story is different in spherical CNN. In Section 8.3.1, the only
change on spherical CNN input is the grid size of each snapshot image. In other words,
the time channels are held the same as in the original CNN. If we were to perform the
same fully connected network study, we would only reject 55% of backgrounds while
keeping 90% of signal events. However, by adding the event topology, spherical CNN
rejects 71.6% of backgrounds, corresponding to a 9σ improvement in performance.
The additional classification power must stem from event topology. By introducing
spherical geometry and rotational invariance, more features from event topology is
extracted to greatly enhances background rejection performance.
8.5 Neural Network Capability
The power of both original CNN and spherical CNN has been demonstrated to be
impressive. Spherical CNN model has been successful in classifying 10C background
events from 0νββ decay signal events. With a standard detector configuration
similar to the KamLAND detector, we reject 61.6% of the 10C background with 90%
acceptance of the 0νββ decay signal. By introducing spherical CNN, we reach 71.6%
rejection of the 10C background with 90% acceptance of the 0νββ decay signal. With
a reasonable detector hardware upgrade, the rejection of both algorithms can be
boosted by 20%. At the moment, we have reached a point to ask the following
questions:
• Is there any other structure or symmetry we can introduce to boost the network
performance?
• Can we extend the spherical CNN classifier from MC simulation to detector
data?
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This section is dedicated to answering these questions. Section 8.5.1 will aim to
answer the first question and Section 8.5.2 aims to answer the second question.
8.5.1 Handling of Time
Hit time profile of events plays a major role in classification. However, in Section
8.2.1, each snapshot of the input image is treated as a channel. The channel in CNN
is analogous to red (R), green (G), and blue (B) colors in an image which is not
ordered. However, the time channels that represent the hit time profile is certainly
ordered. In other words, the order of time is not properly taken into account using
the time channel approach. A dual classifier study is conducted on MC events at the
KamLAND configuration and 3 m sphere to investigate this effect. Two classifiers are
trained and validated simultaneously on the same set of events. The first classifier
is the spherical CNN we have been using so far. The other classifier is an LSTM
based network [110] for TQ waveform data. The spherical CNN classifier will handle
the event topology correctly while treating hit time profile as channels; on the other
hand, LSTM will handle hit time profile as ordered input, but no event topology is
used. Both classifiers are asked to provide a sigmoid output for the same events.
The result of the dual classifier study is shown in Figure 8·21. The 2 sigmoid
outputs for each event is plotted in a 2D histogram. The signal events and background
events are separately plotted to demonstrate the confusion behavior of each network.
The confusion region is defined as the following:
• On the signal plot, all events should output a value closer to 1 if correctly
classified. In the red region on the left plot of Figure 8·21, the LSTM network
consistently output a value close to 1, but the spherical CNN output values
range from 0 to 0.6. In this region, LSTM correctly classifies events, but
spherical CNN does not output the correct value. Therefore, the red region is
called the CNN confusion region.
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Figure 8·21: result of dual classifier study. The left plot is the sigmoid output
distribution for signal events; the right plot is the sigmoid output distribution of
background events. The red box represents CNN confusion region, and the blue box
represents the LSTM confusion region.
• In the cyan region on the left plot of Figure 8·21, the spherical CNN consistently
output a value close to 1, but CNN output values from 0 to 0.6. In this region,
events are correctly classified by the spherical CNN, but LSTM does not output
the correct value. Therefore, the cyan region is called the LSTM confusion
region.
• The background plots on the right of Figure 8·21 can be read in similar manner.
The only change is that all events should output a value closer to 0 if correctly
classified in the background plot.
Some interesting conclusions can be drawn from this study. First, both algorithms
will be able to handle some events that the others cannot handle. Second, there seem
to be more confusion among background events when LSTM is applied. Finally, there
is a cluster of background events that confuses both algorithms. We suspect that
cluster contains the single-site 10C . Some work has been done combining spherical
CNN and LSTM using the Convolution LSTM model described in Reference [111].
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Unfortunately, none of them seems to yield a visible improvement to the time channel
model.
8.5.2 Data Driven Classifier
The ultimate goal is the application of spherical CNN model on KamLAND-Zen
detector data. In this section, we will discuss the training result of this purely data
driven classifiers.The spherical CNN model in Figure 8·11 is adopted, with three
extra original CNN layers inserted between Input and S2Convolution layers. The
training and validation of this model will be discussed.
Input Data
There are three tagged datasets from KamLAND-Zen 800 detector data. The first
dataset are the 2νββ events containing β like events after all data selections. The
second dataset is the tagged 214Bi containing β + γ events. The last dataset are
the tagged 2.2MeV neutron captures containing γ events. Each event from these
datasets is processed into a series of hit maps as illustrated in Section 8.1.4. The
hit time of each input photon is calculated from Equation 5.6. We collect photon
hits from −20 ns to 40 ns with a 3-ns-tick interval. Each collected photon hit map
is projected onto a 38× 38 hit map as done in Section 8.3.1. Therefore, the input
image size is 20× 38× 38.
These datasets span a vast range of NHIT (number of PMTs hit) and energy.
Unfortunately, the spherical CNN is very sensitive to tiny discrepancies in NHIT
distribution. Therefore, an NHIT matching is applied to anti-bias the datasets. We
perform NHIT matching by scanning the NHIT from 0 to 1000. For every NHIT step,
we randomly sample the same amount of events from both signal and background
datasets. NHIT matching will decrease the number of events in each dataset unless
they follow the same distribution. With NHIT matching, the two datasets follow the
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Figure 8·22: The NHIT distribution of signal and background events before NHIT
matching(left) and after NHIT matching(right).
same NHIT distribution as shown in Figure 8·22. Besides NHIT matching, we also
perform energy matching by normalizing the total charge of every hit map series
into 1000 p.e. The combined efforts force the machine not to classify based on the
energy of events, thus creating an energy independent classifier.
β Score
We perform the first training trials to classify 2νββ as signal and 214Bi as background.
Events are selected from 0.5−1.8 MeV energy range and r < 192 cm vertex position
range. After NHIT matching, there are 20,492 events in each dataset. 70% of the
events form the training dataset and 30% of the events form the validation dataset.
Additionally, 41 12B events form an additional validation dataset. 12B undergoes a β
decay at 13.37 MeV with only 1% chance of γ emission. Therefore, it acts as a high
energy sample of β-like events. 12B events are selected from 3.0 MeV to 5.0 MeV,
spanning the upper half of analysis energy range.
The sigmoid output of this classification is shown on the left plot of Figure
8·23. There are overlaps between the two, because 214Bi does not always emit γ. If
no γ is emitted, 214Bi will not be distinguishable from 2νββ. Given that, a clear
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Figure 8·23: Figure on the left shows classifier output of 214Bi validation dataset,
2νββ validation dataset and 12B dataset. Figure on the right shows the sacrifice and
classification efficiency curve with respect to the cutting threshold. At 10% signal
sacrifice, we can efficiently remove 35.8% of 214Bi events.
separation still exists between 2νββ signals and 214Bi backgrounds. Additionally,
all higher energy 12B events are correctly classified to be signal like, indicating the
energy independent nature of this classifier. The right plot of Figure 8·23 gives the
classification performance of this classifier. Two curves represent the signal sacrifice
and background tagging efficiency if we were to make the cut at certain sigmoid
output threshold. At 10% signal sacrifice, we can efficiently remove 35.8% of 214Bi
events. Since the training aims to extract β like 2νββ events from 214Bi backgrounds,
a higher sigmoid output indicates that the input event is more β like. Therefore, we
define the sigmoid output of this classifier as β score of input events.
γ Score
Besides β + γ events, there are also background events with γ only. To construct a
γ classfier for this type of backgrounds, a natural approach will be training 2νββ as
signal versus 2.2 MeV neutron capture events as background. Unfortunately, 2νββ
events span an energy range of 0.5 - 2.35 MeV, while neutron capture events span 1.8
- 2.8 MeV. After applying NHIT matching, there are only ∼100 events left in each
dataset. A higher energy β like dataset is needed to train the γ classfier. To produce
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this dataset, we utilize the β score we produced in last section. The signal dataset
is formed by tagging 214Bi events with a β score higher than 0.7. The background
dataset is all tagged 2.2 MeV neutron capture events. After NHIT matching, there
are 3050 events in each dataset. The dataset is again split into training and validation
dataset with 7:3 ratio.
The sigmoid output of γ classifier is shown on the left plot of Figure 8·24. Lower
sigmoid output indicates β like events, while higher sigmoid output indicates γ like
events. Therefore, we define this sigmoid output as γ score. Most β like 214Bi events
cluster near 0.0, allowing us to reject many γ events without much sacrifice. As
expected, 12B events are densely stacked at 0. Right plot of Figure 8·24 allows us to
evaluate the sacrifice and tagging efficiency of this cut. At 10% of signal sacrifice,
we can effectively reject 63.0% of γ events.
8.5.3 Joint Classifier
To reject both types of backgrounds, we combine the β score and γ score into a joint
classifier. A β-like 2νββ event will have a high β score and low γ score causing it to
Figure 8·24: Figure on the left shows classifier output of neutron capture γ
validation dataset, β like 214Bi, validation dataset and 12B dataset. Figure on the
right shows the sacrifice and classification efficiency curve with respect to the cutting
threshold. At 10% signal sacrifice, we can efficiently remove 63.0% of neutron capture
γ events.
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(a) 2νββ events at 1.4 - 2.8 MeV (b) 214Bi events at 1.4 - 2.8 MeV
(c) Neutron Capture γ events at 1.4 - 2.8 MeV (d) 12B events at 3.0 - 5.0 MeV
Figure 8·25: 2D distribution of β score and γ score for each type of event. The
orange dash-dotted line is the fine-tuned cutting boundary on each score.
land in the upper left corner of the figure of merit. All other types of background
events should be spread across the rest of the map.
The result of joint classifier is shown in Figure 8·25. After fine-tunning, we put
our cutting boundary at γ score > 0.24 and γ score < 0.3 to select 2νββ events.
The cutting condition is shown as orange dash-dotted lines in the figure. With these
cutting conditions, we are able to reject 31.0% of 214Bi and 49.7% of neutron capture
γ events at 2νββ sacrifice of 15.7%. Additionally, all high energy 12B events locate




Zen of Bayesian Analysis
With all ingredients at hand, we are ready to conduct a spectral fit to extract
knowledge from measured data. A 0νββ decay experiment searches for a tiny peak
near the high energy tail of 2νββ energy spectrum. In monolithic detectors, the peak
is expected to be hidden among backgrounds and will likely not be very pronounced,
if it even exists at all. In cases where a peak is not observed, a statistical limit is
usually given based on the fitted background. Conventionally, a frequentist analysis
gives such a statistical limit. This work presents an independent Bayesian analysis
to calculate such a limit. The position and energy fit with two statistical approaches
provides a wealth of information and increases the robustness of the result. In this
section, we will give a full description of the Bayesian analysis, from statistical
formulation to the extrapolation of the 0νββ half-life and 〈mββ〉.
9.1 Bayesian Statistics
A Bayesian analysis is fundamentally different from a frequentist analysis. The
difference mainly stems from how they interpret the concept of probability. In this
section, we will briefly compare the perspectives of the two philosophies with respect




9.1.1 Bayesian or Frequentist?
The measurable quantity of 0νββ decay is its half-life. The half-life of 0νββ can be
extrapolated from the event rate of 0νββ via the following relationship:
R0νββ [event/day/kton] =
Nisotope
τ0νββ [years] ·MFiducial [kton] · 365.25 [days/year]
(9.1)
where τ0νββ is the 0νββ mean lifetime, Nisotope is the number of measured 0νββ de-
cays in the fiducial volume, and MFiducial is the 0νββ isotopic mass in fiducial
volume. The event rate R0νββ is the spectrum fitting parameter, and it is inversely
proportional to the 0νββ half-life. The 0νββ half-life T 0νββ1/2 is obtained by the
familiar relationship: T 0νββ1/2 = τ0νββ · ln(2).
Presently, 0νββ decay has not yet been discovered and only limits have been
set on the half-life. From a frequentist point-of-view, the half-life is a physical
constant of nature. If we perform the same experiment many times, the measured
values of the half-life will fluctuate around the real value within some statistical and
systematic uncertainty. Hence, in the absence of a clear signal a frequentist analysis
will report a 90% Confidence Limit on the half-life T 0νββ1/2 (90% C.L.). The 90%
C.L. is interpreted by a frequentist in the following way:
“If we repeat the same 0νββ decay experiment many times, then 90% of
time the measured 0νββ half-life will be higher than T 0νββ1/2 (90% C.L.).”
Different statistical assumptions are adopted to formulate a Bayesian analysis. In
contradiction to the frequentist point-of-view, Bayesians do not believe that the
half-life is constant. Bayesians believe that the value of the half-life follows an a
priori distribution which is called a Bayesian Prior. This represents our prior
knowledge of the half-life. The Bayesian analysis proceeds to update the Bayesian
prior using any available experimental data. The updated probability distribution is
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called the Bayesian Posterior. The advantage of the Bayesian posterior is that
it’s a probability distribution by itself. Therefore, we do not need to repeat an
experiment many times to extrapolate a confidence limit. The Bayesian analysis
reports a Bayesian posterior on the half-life, namely:
“The probability of the half-life, given the experimental data, follows the
Bayesian posterior.”
The Bayesian analysis reports a 90% Credible Interval, which is obtained by integrat-
ing the Bayesian posterior distribution such that 90% of the distribution is between
the integration limits. There is an increasing trend in the neutrino community to
report both frequentist and Bayesian analysis results.
9.1.2 Bayesian Analysis Formulation
In this section, we will give a more precise and rigorous derivation of the Bayesian
analysis procedure. Starting from Bayes Theorem:
P (H|data) = P (data|H)P (H)
P (data)
(9.2)
Here, the data represent the experimental measurements, and H is the hypothesis
representing a specific set of values sampled from a set of fitting parameters. Suppose
we have a set of parameters ~θ containing two parameters: 0νββ rate and 2νββ rate.
For example, we could assume the hypothesis H(~θ) is “three 0νββ events/day/kton
and two 2νββ events/day/kton”. An analysis in experimental high energy physics
finds the best hypothesis (best-fit) and rejects hypotheses above a certain threshold
with a ”confidence limit”. Equation 9.2 contains several terms:
• P (H), or prior, is defined as the a priori probability of the hypothesis H(~θ).
In Bayesian statistics, it represents our prior knowledge about this parameter.
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• P (data|H), or likelihood function, which is the probability that experimental
data will be measured given hypothesis P (H).
• P (H|data), or posterior, which is the probability of hypothesis given the
detector dataset. The distribution of Bayesian posteriors yields the Bayesian
credible interval.
• P (data), or Bayes evidence, sometimes also called marginal likelihood. It
is a normalization factor of all sampled posteriors. In the Bayesian fit, Bayes
evidence describes how good the fit is to the data.
The critical step of Bayesian analysis involves in converting Bayesian prior distribution
to Bayesian posterior distribution. Markov Chain Monte Carlo (MCMC) is
designed for this purpose.
9.1.3 Markov Chain Monte Carlo
A Monte Carlo method is a method of integration in high dimensional spaces. Monte
Carlo integration follows these steps:
• Define a domain of possible inputs
• Generate inputs randomly from a probability distribution over the domain
• Perform a deterministic computation on each input
• Aggregate the results















This algorithm is always O(N) and thus does not suffer from the curse of dimen-
sionality.
A Markov chain is a stochastic model describing a sequence of possible events.
Each event in this sequence is only related probabilistically to the previous event.
Mathematically, the Markov chain will converge at a fixed value regardless of its
initial condition if it is allowed to run long enough. MCMC is a process where the
Markov chain is utilized to perform Monte Carlo integration. The MCMC procedure
is as follows:
1. Define fit parameters ~θ.
2. Performe deterministic calculation for prior probability P (H(~θi)) and likehli-
hood P (data|H(~θi)) with the ith step hypothesis H(~θi).
3. Combine likelihood and prior probability in step (2) for posterior probability
P (H(~θi)|data)=P (data|H(~θi))P (H(~θi))
4. Update the hypothesis to the (i+ 1)th step according to P (H(~θi)|data) in the
following way:
H(~θi+1) = H(~θi) + δ if P (H(~θi)|data) > P (H(~θi−1)|data)
H(~θi+1) = H(~θi−1) + δ if P (H(~θi)|data) < P (H(~θi−1)|data)
(9.5)
where δ represent a random perturbation on parameter vector.
5. Send the updated hypothesis H(~θi+1) back to step (2) and start the next
iteration.
187
6. After all the iterations are finished, aggregate the calculated posterior into a
posterior distribution.
Step (4) is crucial to the integration and deserves extra attention. If the proposed ~θi
produces a better posterior comparing to the last step ~θi−1, we accept this parameter
and generate our next move from here. If the proposed ~θi produces a worse posterior,
then we abandon the step, roll back to the previous parameter vector ~θi−1, and start
over. This mechanism indicates that MCMC is a guided random walk process toward
higher Bayesian posteriors. Meanwhile, the Markov chain property guarantees that
they will always converge at the same maximum regardless of its initial position.
9.1.4 Hypothesis Testing and Model Evaluation
The purpose of MCMC is to ”integrate out”, or marginalize, all nuisance parameters.
The parameter vector ~θ can be decomposed into (θsignal, ~θnuisance) where one tries
to extract the value of θsignal. All other parameters (ie. background rates, detector
response parameters, etc.) are contained in ~θnuisance). Suppose we have a hypothesis
such that H(θsignal) = θ. For example, this could be the hypothesis of having three
0νββ events/day/kton. When we want to examine this hypothesis’s credibility, we
marginalize all nuisance parameters with MCMC integration in the following way:
LB(θ) =
∫
f(x|θ, ~θnuisance)P (~θnuisance|θ)d~θnuisance (9.6)
LB(θ) is the Bayes factor, or margnial likelihood of parameter θsignal being at the
hypothesized value θ. The reported value of this hypothesis would be:
P (θ|data) = L(θ)P (θ) (9.7)
P (θ|data) is the posterior, or the probability of 0νββ rate at θ given detected
data. P (θ) is the prior representing our prior belief about this specific hypothesis θ.
188
Generally, we do not put any prior belief on specific values θ.
When we try to quote the value in Bayesian analysis comparable to the 90%






Here, θ90 would be the Bayesian 90% credible interval, and it should be numerically
comparable to frequentist 90% confidence limit. Before performing this integration,
the posterior P (H(θsignal)|data) has to be properly normalized by the Bayes evidence.
The Bayesian analysis extrapolates the best-fit value in a different way compared
to the frequentist approach. A frequentist analysis quotes the best-fit rate by
performing a χ2 scan over a range of 0νββ rate. On the other hand, the Bayesian
analysis quotes the best-fit rate by scanning over the ratio of the Bayes evidence with
respect to the null hypothesis. The null hypothesis is defined as the hypothesis
where no 0νββ decay peak exists:
H(θsignal) = 0 [event/day/kton] = θnull (9.9)
We test the 0νββ rate at different hypotheses and compare them to the null hypothesis





Since we do not set our a priori belief in any specific values of 0νββ decay rate,
P (θ) = P (θnull). Therefore, the Bayes factor turns into the ratio of the Bayes evidence
for a set of scanned hypotheses with respect to the null hypothesis. Intuitively, the
Bayes factor gives us information about how likely one hypothesis is over the other.
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If K = 3 for θ, the 0νββ decay rate at θ is three times more likely than the null
hypothesis (no 0νββ decay). Thus, the Bayes factor provides criteria for accepting or
rejecting hypotheses with respect to the null hypothesis. Statistician Harold Jeffrey
gives a conventional criterion for Bayes factor in Table 9.1.
log10K Strength of Evidence
−0.5 to 0 Barely worth acceptance
0 to 0.5 Barely worth rejection
0.5 to 1 Substantial rejection
1 to 1.5 Strong rejection
1.5 to 2 Very strong rejection
> 2 Decisive rejection
Table 9.1: The Jeffrey scale from Reference [5].
9.2 KamLAND-Zen Bayesian Analysis
In Section 9.1, we discussed some fundamentals about Bayesian statistics and the
corresponding tools for spectrum fitting. In this section, we will use the KamLAND-
Zen 800 conditions as input into the relevant equations in the previous section.
We will also discuss various topics, including the experimental configurations and
uncertainties, construction of Bayesian priors and likelihood functions, execution
of the MCMC, and the fitting procedure. The result of the Bayesian analysis and
comparison to an independent frequentist result is described in the next section.
9.2.1 Experimental Configuration and Uncertainties
In KamLAND-Zen 800, a total of 745± 3 kg of Xe gas is loaded into the LS-filled
mini-balloon. The total volume of XeLS is measured to be 30.5 ± 0.3 m3, the Xe
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concentration in mini-balloon is given by:
C = 745± 3 [kg]
30.5± 0.3 [m3] · 780.13 [kg/m2]
= 3.13± 0.01 [%] (9.11)
The isotopic abundance of 136Xe is 90.85% and so the number of target 136Xe nuclei
is calculated to be:
N136Xe =
(3.13± 0.01) [%] · 90.85 [%] · 1 kton ·NA
135.80 [amu]
(9.12)
= (1.261± 0.004) · 1029 [nuclei/kton] (9.13)
where 135.80 amu is the effective atomic mass of the mixed Xenon gas and NA is Avo-
gadro’s number. Within the 30.53 m3 fiducial volume, we expect 2,700 2νββ decays
per day with a 2.11 × 1021 2νββ half-life measured by EXO according to Refer-
ence [112]. At this point, it’s not hard to estimate the magnitude of the hypothetical
0νββ signal. For example, if we assume that the 0νββ half-life is 1.0× 1026 years,
then we would expect 21 0νββ events per year.
The systematic error of the KamLAND-Zen 800 analysis is in Table 9.2. The
systematic uncertainty of the fiducial volume comes from BiPo tagging, where the
214BiPo events in the upper hemisphere within fiducial radii of 160 cm and 400 cm are
counted. The comparison between event number ratio and volume ratio yields a 2.8%
fiducial volume systematic uncertainty. The systematic uncertainty of the Xenon
enrichment (0.14%) comes from KamLAND-Zen 400 measurement in Reference [113]
and the uncertainty on the measured Xenon mass is 0.4% (745± 3 kg). The detector
energy response uncertainty comes from spectrum fitting by comparing the fitted
2νββ rate for two cases. In the first case the energy response parameters are allowed
to float freely and the fitted 2νββ rate is 108, 163± 164.912 event/day/kton. In the
second case the energy response parameters are fixed to their best-fit values and
the 2νββ rate is 108, 251± 227.8 event/day/kton. Both fitted rates agree within 1σ
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Detector Energy Response 0.1
Detection Efficiency 3.2
Total 4.3
Table 9.2: Systematic uncertainties of the KamLAND-Zen 800 Bayesian analysis
statistical uncertainty; the discrepancy is 0.1% as listed in Table 9.2. The detection
efficiency uncertainty comes from the non-uniformity of neutron capture events. As
shown in Table 6.3 in Section 6·26, the MOGURA long-lived veto creates a large
deadtime. This deadtime exhibits a non-uniform distribution because the neutron
tagging efficiency in different parts of the detector varies. A 3.2% error is estimated
for the detection efficiency uncertainty by studying the MC livetime difference at
100 cm radius and 190 cm radius. Based on MC simulation, the energy resolution
of KamLAND-Zen 800 is 7.2%/
√




The 0νββ decay analysis is conducted within 40 fiducial equal-volume bins
starting from the detector’s center and going out to a 2.5 m radius. The bins are
divided such that 20 are in the upper hemisphere and 20 are in the lower hemisphere.
The livetime is evaluated independently within each fiducial volume bin and the
result is in Figure 9·1. The nominal livetime within innermost 10 bins is 224.074 days.
The innermost bins have less livetime because of the through-going muon cut.
Data selection is performed on the raw data to extract the final fitting spectrum.
First, events happening inside and barely outside the mini-balloon within 2.5 m
radius cut are selected. Second, the delayed coincidence cut and double pulse fitter
is applied as described in Sections 6.2.2 and 6.2.3. The next step is to apply the
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Figure 9·1: Plot showing the volume dependent livetime calculation. The color
bar represents the percentage offset between nominal livetime and livetime in each
fiducial volume bin.
fiducial volume cut, only selecting events within r < 157 cm radius and then apply
the series of spallation cuts discussed in Section 6.3. Finally, the newly-developed
long-lived spallation veto cut is applied to extract the final fitting spectrum. The
selected event spectrum is shown in Figure 9·2.
The result after data selection within r < 157 cm and r < 250 cm is shown in
Table 9.3. The vertex position distribution of untagged events after all cuts are
applied is shown in Figure 9·3. The most sensitive region of interest for 0νββ decay
spans the energy range of 2.35 - 2.70 MeV inside the r < 157 cm fiducial volume bin.
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Figure 9·2: Summary of the data selection for KamLAND-Zen 800 where the
energy spectrum after each selection cut is shown. Plot taken from Reference [4].
Selection Type # of events within r < 157 cm # of events within r < 250 cm
tagged untagged tagged untagged
Pileup 6 80 100 379
MoGURA 10C 45 41 186 293
MoGURA 137Xe 3 83 15 464
MoGURA Long-lived 19 67 64 415
Shower 35 51 137 342
Muon Follower 3 83 24 455
Total 60 26 305 174
Table 9.3: Data selection results within different fiducial volumes. The Badness
cut, deadtime cut, 2 ms muon cut, and DC veto are also applied (but not shown in
the table). A total of 26 untagged events remain in ROI 157 cm.
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Figure 9·3: Vertex distribution of 2.35 - 2.7 MeV events after all cuts are applied.
The solid black line is the Mini-balloon, the dashed black line is the boundary each
radial fiducial volume bin. Each orange diamond represents the location of a clean
event. A hot spot cut removes excessive events at the bottom of the mini-balloon as
illustrated by the thick yellow line. The color bar represents an arbitrary number of
simulated 214Bi events coming from the mini-balloon film in order to illustrate the
spatial variation of this background across the analysis region.
9.2.2 Bayesian Prior and Likelihood Function
The Bayesian prior represents our a priori knowledge about each fit parameter.
Each prior consists of a PDF function assigned to every individual fit parameter.
The Bayesian priors used in this analysis include the following:
• Jeffreys Prior: This is a non-informative prior that is invariant under change
of scale. Traditionally, a flat prior serves as a non-informative prior. However,
a flat prior is no longer flat if we change the fitting variable θ to φ. Thus, a flat
prior is not truly non-informative at all scales. The Jeffreys prior is proposed
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where I(θ) is the Fisher information derived from the likelihood function L. If















In Equation 9.15, the Jacobian term is absorbed into the Fisher information
under the change of variables. Because Jeffreys prior is invariant under scale
change, we can safely convert the fitted posterior from a rate [event/day/kton]
into a half-life [years] using Equation 9.1. The Jeffreys prior for the Poisson






The curve of this prior asymptotically approaches y-axis as the event rate moves
toward 0, indicating a lower event rate preference. Therefore, the Jeffreys prior
will result in a more aggressive estimation of 0νββ half-life compared to a
flat prior. In order to avoid divergence behavior near λ = 0, a λ ≥ 1× 10−3
limit is placed on the prior.
• Informative Prior: If we have independent ways of evaluating certain back-
ground rates, we can introduce the evaluated result as an informative prior. In
this analysis, the informative prior takes the form of either Gaussian or half
Gaussian distribution. An example of such a prior is in Figure 9·4.
• Inherited Prior: The Bayesian analysis provides a natural way to inherit
prior knowledge from a previous fit. The posterior of a previous fit can be
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Figure 9·4: Knowledge update plots for the 0νββ rate fit parameter and 214Bi rate
fit parameter are shown on the left and right, respectively. The colored curve for
the plot on the left represents the Jeffreys prior where the prior is cut off at 10−3 to
avoid critical behavior. The colored curve in the right plot represents the informative
prior assigned to the 214Bi rate fit parameter.
inherited as the prior of new fit.
• Joint Prior: “Joint” means that the prior probability is calculated jointly
for more than one parameter. This prior is only assigned to the energy non-
linearity pairs (kB, R). The joint prior comes from fitting tagged
214Bi data, as
shown in Figure 5·12.








nij log(λijk)− λijk − nij log(nij) + nij (9.17)
The fit is simultaneously performed over the 40 different fiducial volume bins (NFV ),
90 energy bins (NE) from 0.5 MeV to 5.0 MeV, in order to maximize the likelihood.
Here, nij is the number of events observed in i
th fiducial volume bin and jth energy
bin, and λijk is the expected number of events for k
th parameter in the ith fiducial
volume bin and jth energy bin. The λijk terms are calculated by multiplying the
event rate for the kth fit parameter with the bin content from the normalized MC
energy spectrum. The fit parameters are made up of the energy response parameters,
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the event rates of the individual backgrounds, and the signal rate. Some of these
parameters, such as the energy response, are fixed, while others, such as the 0νββ rate
are allowed to vary freely. Equivalently speaking, the Bayesian analysis determines
the amplitude of each MC spectrum that best reproduces the data. If we do not
observe any events in a given bin, the log(nij) term in Equation 9.17 will diverge. To
avoid this, we set the likelihood value from this bin to be −λijk. In this way, when
maximizing likelihood, the expected number of events λ in the bin will be suppressed
to zero.
9.2.3 Markov Chain Monte Carlo
MCMC is the essential step that aggregates Bayesian prior and likelihood into
Bayesian posterior distribution. The mechanism of MCMC is described in Section
9.1.2. In this analysis the MCMC is a tool within the Bayesian Analysis Toolkits [114],
or BATs. BATs take a three-stage approach to run the Markov chain. The first
stage is the pre-run stage. BATs establishes a proposal function to propose Markov
chain steps according to two parameters: the parameter range and a scale parameter.
The main purpose of the pre-run stage is to tune the scale parameter so that the
Markov chain’s acceptance rate is within a certain range. This is accomplished with
a proposal function. There are two types of proposal functions: a fractional proposal
function that assigns one scale parameter to each fit parameter, or a multivariate
proposal function that contains only one universal scale and a covariance matrix.
For a multivariate normal proposal function the best acceptance rate is 23.4% [115].
Two conditions trigger the termination of the pre-run stage. The first is when
the chain reaches the designated range of acceptance rate and the second is when
multiple chains reach a similar global maximum. After the termination is triggered,
the next stage is the run stage which samples an ample number of points around
the global maximum to form a joint posterior distribution. This joint distribution
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Figure 9·5: t-SNE visualization of Markov chain walking.
contains sampled values from all fitting parameters and its posterior probability.
Therefore, the posterior distribution of a single fit parameter can be easily extracted
from this joint distribution. The last stage of the fit is mode finding. BATs uses
MINUIT to find the best-fit values. Ideally, the best-fit value should fall within the
range of the sampled posterior.
The behavior of the Markov chain can be hard to visualize. Fortunately, we can
do this with the help of machine learning. The t-distributed stochastic neighbor
embedding (tSNE) from Reference [116] is a dimensionality reduction algorithm.
With this algorithm, we can reduce higher dimensional data to 2 dimensions such
that similar points will cluster together. We can also reduce the sampled Markov
chain steps in 29-dimensional probability space into two dimensions, and plot them
to visualize the MCMC walk. The visualization of the MCMC chain is in Figure 9·5.
The chain starts from low posterior probability and walks toward higher probability.
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Only steps that increase posterior probability are plotted. The chain manages to
jump out of several local maximum and eventually reaches the global maximum.
9.2.4 Formulation of Bayesian analysis
The KamLAND-Zen 800 Bayesian analysis contains two parts. A pre-fit with 29 free
parameters is conducted to constrain various backgrounds in the analysis volume.
Afterward, a series of fits is conducted to analyze critical backgrounds in the energy
ROI. In the fit, only 16 parameters (the 0νββ rate and 15 background rates) are
free to vary. Backgrounds outside the energy ROI are either fixed at their best-fit
values or free to vary with non-informative or inherited priors. The status of all the
fitting parameters is summarized in Table 9.4.
Both the pre-fit and fit are complicated procedures. Therefore, it requires addi-
tional modification of the standard BATs fitting procedure described in Section 9.2.3.
The main difficulty comes from the choice of proposal function. The fractional
proposal function runs very slow and is inadequate at sampling a large number of
posterior points to form a smooth distribution. On the other hand, the multivariate
proposal function relies heavily on the pre-defined parameter range. If the parameter
range is not carefully tuned, the chain will never reach the desired acceptance rate
to jump out of the pre-run stage. An attempt to solve this problem is to perform a
hyperparameter search on each parameter’s upper boundary. This attempt improves
the convergence rate of the Markov chain, but it is computationally expensive.
Therefore, preliminary mode finding is necessary to constrain each parameter’s range
to a reasonable level. The full fit procedure can be explained by the following steps:
1. Preliminary Mode Finding: The MINUIT mode finding algorithm is run
at the beginning of analysis in order to:
• Determine a rough estimation of uncertainty for each parameter.
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• Extract the covariance matrix to help the multivariate proposal function
in the pre-run stage.
2. Update Limit and Prior: Using the preliminary mode finding result to
update each parameter’s range and prior. This also includes:
• Setting the upper/lower range of each parameter to either be (µ−50σ, µ+
50σ) or (0, 2µ), where the choice is made to maximize the range. Here, µ
is the best-fit value and σ is the uncertainty of each parameter. In BATs,
the proposal function moves within the parameter range, so setting this
properly will significantly help it find the correct value.
• For parameters that are free in the pre-fit but fixed in the fit, setting their
fixed values to the best-fit values from the pre-fit.
• For certain parameters with informative priors, constructing the inherited
prior from the pre-fit posterior.
• For other parameters with an informative prior, setting up the same
informative prior as the pre-fit.
3. Prerun: Running one or more Markov chains to adjust the chain scale and
covariance matrix. The multivariate proposal function will use the chain scale
and covariance matrix to propose the chain’s move.
4. Run: Running one or more Markov chain to sample around the global maxima,
thereby forming the Bayesian posterior distribution.
5. Mode Finding: Find the best-fit value of each parameter using MINUIT.
6. Integration: Integrating the probability space to extract the Bayes evidence
for hypothesis testing.
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Background Location Prefit Status Fit Status
136Xe 0νββ XeLS Fixed Scanned/Free
136Xe 2νββ XeLS Free Free
238U Series 1 XeLS Fixed Fixed
film Free Fixed
238U Series 2 XeLS, film Free Free
KamLS Free Fixed
232Th Series 1 XeLS, film Free Fixed
232Th Series 2 XeLS Free Free
film Free Fixed
232Th Pileup XeLS,film Free Free
40K XeLS, film, KamLS Free Fixed
210Bi XeLS Fixed Fixed
film, KamLS Free Fixed
210Po XeLS Fixed Fixed
85Kr XeLS Fixed Fixed
film, KamLS Free Fixed
208Bi, 60Co, 88Y, 110Ag XeLS Fixed Fixed
11C XeLS, KamLS Free Free
10C XeLS, KamLS Fixed Free
136Cs XeLS Fixed Fixed
137Xe XeLS Fixed Fixed
Solar ν XeLS, KamLS Fixed Fixed
208Tl film Fixed Fixed
6He, 8Li, 12B, 8B XeLS, KamLS Fixed Fixed
Long Lived XeLS Free Free
LLdist XeLS Free Free
External γ KamLS Fixed Fixed
α, kB, R XeLS, KamLS Fixed Fixed
Table 9.4: Fitting parameter status in prefit and fit. The details of the U/Th chain
series 1 and 2 can be found in Section 6.2. ’Scanned’ 0νββ means that we scan
0νββ rate from 0.0 to 10.0 events/day/kton to find the best-fit value. The long-lived
energy spectrum distortion (LLdist) and the energy response parameters are position
dependent and are determined from fits performed throughout the fiducial volume.
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9.3 Bayesian Analysis Results
Now that the procedure for constructing and executing the Bayesian analysis has
been formulated, the details of the Bayesian analysis results for KamLAND-Zen 800
will be presented.
9.3.1 90% Credible Interval
Frequentist analyses frequently quote a 90% Confidence Limit (90% C.L.) as described
in Section 9.1.1. In the Bayesian analysis, a numerically comparable quantity would
be the 90% Credible Interval (90% C.I.). The 90% C.I. is obtained by integrating




P (θ0νββ|data) dθ0νββ (9.18)
where P (θ0νββ|data) is the 1D marginalized posterior for the 0νββ rate and all
the other nuisance parameters have been integrated out by MCMC. This means
that we perform an integration over the 0νββ posterior distribution until 90% of
MCMC-sampled points are included. The upper limit of integration is reported as
the 90% C.I.
To obtain the 90% C.I, we need to set the 0νββ rate as a free fit parameter.
After pre-fitting, the fit is performed with 17 free parameters (12 ROI backgrounds
+ 4 energy response parameters + 0νββ rate). The 0νββ parameter adopt a
non-informative Jeffreys prior. The parameters that are free in the pre-fit, but not
included in the fit, are fixed to their best-fit values. The 232Th Series 2 backgrounds
from all sources inherit their pre-fit posterior distributions as prior distributions in
the fit. All other free parameters adopt the same prior distribution as the profit.
The fit results are shown in Figures 9·6 and 9·7. The dominant backgrounds in the
ROI for the data within R < 157 cm are the 2νββ and long-lived spallation events.
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Figure 9·6: Fitting result of KamLAND-Zen 800 Bayesian analysis. The energy
spectrum within R < 157 cm is shown. Below the fitted energy spectrum, the
data/MC ratio (black dots) with error bars are plotted upon the MC error bands to
help illustrate the fit agreement with the data. The 1σ, 2σ and 3σ error bands are
evaluated using only the fitted MC spectrum.
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Figure 9·7: Fitting result of KamLAND-Zen 800 Bayesian analysis. The energy
spectrum barely inside the mini-balloon (R < 192 cm) is shown. Below the fitted
energy spectrum, the data/MC ratio (black dots) with error bars are plotted upon
the MC error bands to help illustrate the fit agreement with the data. The 1σ, 2σ
and 3σ error bands are evaluated using only the fitted MC spectrum.
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Figure 9·8: 1D marginalized posterior of the 0νββ rate. The green, yellow, and
red regions show the 90%, 95% and 99% C.I., respectively.
After the fit is performed, the 1D marginalized posterior of the 0νββ rate
is extracted and can be seen in Figure 9·8. The green region of the histogram
corresponds to the 90% C.I. The band ends at 3.4 events/day/kton, corresponding
to 0νββ half-life of:
T 0νββ1/2 > 7.03× 10
25 years (90% C.I.) (9.19)
9.3.2 Bayes Factor Scan
Bayes factor can be used to compare models and test hypotheses. A Bayes evidence
scan is performed on 0νββ rate from 0.0 events/day/kton to 10.0 events/day/kton
with 0.01 increment. At each step of the scan, the 0νββ rate is fixed to the scanned
value. We integrate the 16-dimensional parameter space to obtain the Bayes evidence.
The Bayes factor can be obtained from the ratio of the Bayes evidence at each scanned
206
Figure 9·9: Result of Bayes factor scan. The best-fit and 90% C.I. are both labeled
on the Bayes factor curve. Each colored band represents the empirical Jeffrey scale.
rate with respect to the Bayes evidence of the null hypothesis.
The Bayes factor scan gives the best-fit value of Bayesian analysis. The best-fit
value of KamLAND-Zen 800 is 0.92 events/day/kton with a Bayes factor of 0.18.
The best-fit 0νββ decay value is 18% more likely than the zero 0νββ decay rate
hypothesis. According to the Jeffreys scale in Table 9.1, this best-fit value is barely
worth acceptance. On the other hand, the 0νββ rate (90% C.I.) has a Bayes factor of
−0.81. Any 0νββ rate above 3.4 events/day/kton is at least 80% less likely compared
to null hypothesis. In Jeffreys scale, the hypothesis that 0νββ decay has a half-life
smaller than 7.0× 1025 years can be substantially rejected.
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Figure 9·10: Fitting result of the generated Asimov dataset. The energy spectrum
within R < 157 cm is shown.
9.3.3 Experiment Sensitivity
The frequentist experimental sensitivity is evaluated using a toy MC. Analogously,
the Bayesian sensitivity is evaluated by formulating an Asimov dataset. The Asimov
dataset is generated by stacking all the background spectra using their best-fit values
with the 0νββ null hypothesis and without statistical fluctuation.
By fitting the Asimov dataset with a similar procedure as described in Sec-
tion 9.3.1, we obtain the 90% C.I. sensitivity by extrapolating the 90% C.I. from
0νββ posterior distribution. The fit result can be seen in Figure 9·10. The experi-
mental sensitivity of KamLAND-Zen 800 with 224.072 days of livetime is:
T 0νββ1/2 > 1.04× 10
26 years (90% C.I.) (9.20)
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The projected sensitivity with 5 years of run time (3 years livetime) is also evaluated.
Assuming that KamLAND-Zen 800 keeps taking data with a consistent background
level during this time, the projected sensitivity is:
T 0νββ1/2 > 2.05× 10
26 years (90% C.I.) (9.21)
9.3.4 Background Rates and Correlations
An advantage of Bayesian analysis is the convenience of extracting background
correlations. Since the Markov chain takes a random walk in probability space,
we can easily integrate out nuisance parameters to keep only a 1D or 2D posterior
distribution. The 1D posterior distributions give the distribution of background rates,
and 2D posterior distributions give the correlations between the fitted parameters.
Figure 9·11 shows the 1D and 2D Bayesian posterior for some critical parameters
in ROI. According to this plot, the only two parameters that affect the 0νββ rates are
10C and long-lived spallation products. The 2D Bayesian posterior is anti-correlated
with the 0νββ rate. Therefore, effectively rejecting these backgrounds could increase
the 0νββ sensitivity.
Likewise, we can obtain the covariance matrix. In Figure 9·12, we observe the
anti-correlation between 0νββ and long-lived spallation products and also between
2νββ and 11C. The log of the posterior probability of each step is also added as the
last row to the matrix. Based on Figure 9·12, only increasing the 0νββ rate would
negatively impact the posterior probability. The detailed results of Bayesian fit is in
Table 9.5. The Bayesian best-fit and 90% credible interval is listed. A frequentist
analysis best-fit result, using the same analysis method described in Reference [4]
but with updated fit values, is also listed as a comparison. For most backgrounds,
the frequentist and Bayesian results agree well within statistical uncertainty. The
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Figure 9·11: 1D and 2D posterior matrix for critical backgrounds. The 1D posterior
distribution is on the diagonal. Along the diagonal from upper left to lower right
are: 0νββ, 2νββ, 238U Series 2, 232Th Series 2 Pileup, 10C, 238U Series 2 film upper,
238U Series 2 film lower, and long-lived spallation products. The off-diagonal plots
are 2D posterior that reflects the correlation between parameters.
between the two fits are also in good agreement. With 26 events observed, the
Bayesian fit quotes 26.0 events, and the frequentist fit quotes 26.6 events in the ROI.
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Figure 9·12: Covariance matrix for the 0νββ fit. The log posterior probability of
each step is also added as a row to the matrix.
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Parameters Bays. Prefit Bays. best-fit fr. best-fit Bays. 90% C.I. Constraint
XeLS[/day/kton] (All) XeLS[/day/kton] (ROI)
136Xe 0νββ 0 (fix) 0.9 1.2 3.4 scanned
136Xe 2νββ 108, 036± 474.2 108,102 108,191 108,032 free
238U S2 171± 14.2 157.3 157 152.6 157± 26.7
232Th S1 92± 14.6 98.1
232Th S2 108± 10.7 111.9 109 106.6
232Th S2 Pileup 110± 8.8 105.3 107 103.8 I.P.
40K 1, 841± 588.6 1,662.6
210Bi 19, 742.8 (Fixed)
85Kr 57, 139.5 (Fixed)
Solar ν ES+CC 4.87+0.80 (Fixed)
11C 421.2± 39.0 356.8 364.2 380.1 358+119−89





137Xe 0.45 (Fixed) 0.48 0.44 0.44 0.45± 0.3
Long-lived 18± 2.5 13.3 13.1 17.9 18.8± 6.4
(LLDistortion) 0.22 (σ) -0.01 0.1 0.2 0± 1
α, kB, R 0.98,0.38,0.015 (Fixed)
IB[/day]
238U S1 6± 2.4 5.7
238U S2 (L;U) 4.7± 0.6; 5.3± 0.5 5.2; 4.8 5.4; 5.0 5.3; 4.8 free
232Th S1 19.2± 1.9 18.5
232Th S2 (L;U) 23.6± 0.9; 31.5± 1.4 23; 33
232Th S2 Pileup (L;U) 20.7± 3.4; 34.5± 3.7 20.5,30.7 24.9; 31.1 23.0; 32.9 I.P.
40K (L;U) 144± 9.0; 61± 9.8 157; 61
210Bi (L;U) 2578± 24.9; 2518± 27.2 2561; 2520
KamKS[/day/kton]
238U S2 1, 020± 277.9 411
232Th S2 4.6± 6.9 3.6
40K S2 1, 631± 144.9 1,484
210Bi (L;U) 93± 532.0; 8, 995± 754.9 1,518; 10,719
85Kr (L;U) 13, 831± 609.3; 12, 026± 904.5 14,124; 11,356
Solar ν ES 4.87 (Fixed)
10C 0 (Fixed) 0.2 0.1 0.1 0.0± 0.51
11C 483± 36.3 493.0 501 480.7
Ext. γ (L;U) 0.69; 0.32 (Fixed)
α, kB, R 0.99, 0.3, 0.02 (Fixed)
Table 9.5: Summary of fitted background rates where “Bays.” stands for Bayesian
result and “fr.” stands for frequentist result. (L;U) indicates the lower (z < 0)
and upper (z > 0) part of detector. The Bayesian best-fit, frequentist best-fit, and
Bayesian 90% credible interval are shown.
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Parameters Bayesian Frequentist
Best-fit number of events in the ROI (2.8 days·kton)
136Xe 0νββ 2.4 3.2
136Xe 2νββ 13.5 13.5
232Th S2 Pileup 0.4 0.4
Long-lived 6.7 6.5
Solar ν ES 0.7 0.7
Film BG(214Bi) 1.5 1.6
Spallation(10C) 0.1 0.0
Spallation(137Xe) 0.2 0.1
Spallation(Short Lived) 0.2 0.2
Total number of events
Expected 26.0 26.6
Observed 26 26
Table 9.6: Summary of best-fit event counts in ROI. The total exposure is 2.8
days·kton. The ROI is defined as 2.35 < Evis < 2.7 MeV and r < 157 cm. Both
frequent and Bayesian counts are shown.
Fit Event Rate [/day/kton] Half Life [yrs] Bayes Factor: log(H/HNULL)
Frequentist Best-fit 1.2 1.99× 1026 -0.44
Bayesian Best-fit 0.9 2.66× 1026 0.18
Frequentist 90% C.L. 4.4 > 5.44× 1025 -0.79
Bayesian 90% C.I. 3.4 > 7.03× 1025 -0.81
Frequentist 90% Sensitivity 2.2 > 1.08× 1026 -0.44
Bayesian 90% Sensitivity 2.3 > 1.04× 1026 -0.74
Table 9.7: Summary of fitting result of 0νββ half-life. Both Bayesian and frequentist
results are shown for comparison.
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9.3.5 0νββ Half Life and Effective Majorana Mass
The fitted 0νββ event rate and half-life are summarized in Table 9.7. The Bayes
factor of each 0νββ rate indicates the comparison to Bayesian null hypothesis. The
Bayes factor of the frequentist result is extrapolated by conducting a Bayesian fit
with a fixed 0νββ rate at the stated amplitude. In KamLAND-Zen, the Bayesian fit
result provides a better limit on 0νββ half-life because of the application of Jeffreys
prior. 0νββ half-life translates into effective Majorana mass via Equation 2.48. Using
the nuclear matrix element in Reference [3] and phase space factor in Reference [2],
we obtain the range of the corresponding effective Majorana mass to be:
67 meV < 〈mββ〉 < 203 meV. (9.22)
Presently, this is one of the world’s leading limits for the effective Majorana mass
under the light neutrino exchange mechanism. The range in the effective Majorana
mass is a result of the large uncertainty in nuclear matrix element. The KamLAND-
Zen 800 result can be further combined with KamLAND-Zen 400 to obtain an
even better limit. According to Reference [4], the combined frequentist limit is
49 meV < 〈mββ〉 < 150 meV. Unfortunately, there is no straightforward way to
combine KamLAND-Zen 800 Bayesian result with KamLAND-Zen 400 frequentist
result. With five years of data taking, assuming a constant background level, the
projected effective Majorana mass would be 39 meV < 〈mββ〉 < 119 meV. The
90% Credible Interval and the maximum projected five year sensitivity from this
analysis is shown in Figure 9·13. The 〈mββ〉 limits for various other isotopes are
from Table 3.2. The 136Xe limit is quoted from the KamLAND-Zen 400 result in
Reference [58].
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Figure 9·13: The effective Majorana mass as a function of the lightest neutrino
mass assuming 0νββ decay via light neutrino exchange. The Bayesian 90% credible
interval and projected 5 year sensitivity are shown. 〈mββ〉 for various other isotopes
are quoted from Table 3.2.
9.4 Sensitivity Improvements with Deep Learning
As we discussed in Chapter 8, neural networks show an excellent capability to reject
backgrounds as long as the background is not confined to a very small region of space
such that it looks point-like. The most common cases are β vs. β + γ classification.
For example, the spallation isotope 10C undergoes β+ decay that produces two
511 MeV γs, which have a relatively large spatial distribution of energy deposits.
Therefore, it can be efficiently distinguished from the 0νββ signal (having very
localized energy deposits) by the machine. Also, 214Bi undergoes β− decay followed
by a casacade of γs. Both decays can be efficiently separated from 0νββ using a
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Figure 9·14: Sensitivity variation with respect to different suppression factors. Each
dot represents a sensitivity trial evaluated with Asimov dataset. Current sensitivity
(C) refers to the sensitivity of 224.074 live-day data, and Projected sensitivity (P)
is the 3 year livetime projected sensitivity. The solid purple line represents the
background suppression from data driven classifier in Section 8.5.2.
spherical CNN. The same goes for long-lived spallation products which also produce
β+ or β− decays with a casacade of γs.
To study the effect of machine learning rejection on β + γ backgrounds, we
define a parameter called suppression factor. Suppression factor is the percentage at
which 10C , 214Bi, and long-lived spallation products can be efficiently tagged and
suppressed. A suppression factor of 0.0 means no β+γ background is removed, while
a suppression factor of 1.0 means all these backgrounds are tagged and removed.
We scan the suppression factor from 0.0 to 1.0 with an increment of 0.01. For
each step, the experimental sensitivities are extracted for the 224 live-days trial and
the projected 3 live-years trial. The extraction of these sensitivities uses the same
procedure described in Section 9.3.3.
The result is shown in Figure 9·14. The colored dots represent the sensitivity
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extracted from the Asimov dataset. The purple vertical line indicates the rejection
power brought by the neural network model. From the fitted sensitivity curve plotted
as a function of the suppression factor, we can extrapolate the sensitivity boost from
deep learning classifiers. The effect of signal sacrifice is also taken into account when
evaluating sensitivity boost. The data driven classifier in Section 8.5.2 quotes a 31%
214Bi rejection and 49% γ rejection at 15.8% signal sacrifice. As can be seen from
Table 9.6, the γ-like 10C events are already negligible compared to 214Bi. Assuming
all backgrounds are 214Bi-like, we quote a conservative 11.0% and 33.8% increase in
current and projected sensitivities, respectively.
Chapter 10
Tao and Zen: Conclusion
The odyssey of Tao and Zen has come to its end. For the Zen part, this disserta-
tion presents the first result from KamLAND-Zen 800 with 224 live-days of data.
KamLAND-Zen 800 uses 745 kg of 136Xe isotope instrumented inside a mini-balloon
in the KamLAND detector to perform 0νββ decay search. The new mini-balloon film
was found to be roughly 10 times cleaner than the mini-balloon used in KamLAND-
Zen 400. Efficient Xe purification and LS distillation managed to bring the 232Th
chain background below the 8B solar neutrino background level. Improved 10C rejec-
tion and long-lived spallation product rejection methods have also been developed
to further suppress backgrounds in the region of interest.
On the Tao side, a novel deep learning classification algorithm have been developed
and thoroughly examined. A CNN classifier was tested on KamLAND-Zen MC
and provides 61% 10C rejection while preserving 90% of the 0νββ decay signal. A
further improvement was attained by introducing a state-of-the-art spherical CNN
model to incorporate spherical geometry and rotational invariance. This model
improves the rejection capability to 71% while preserving 90% of the 0νββ decay
signal. Eventually, a special version of spherical CNN classifier was trained using
tagged detector data. The rejection power of this data-driven classifier is 30.9% for
β + γ events and 49.7% for γ-only events at 15.8% of signal sacrifice.
Finally, the KamLAND-Zen 800 data was analyzed using a Bayesian approach. A
Markov Chain Monte Carlo (MCMC) method samples over probability space to form
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posterior distributions. The Bayesian fit yields a half-life of T 0ν1/2 > 7.03× 1025 years
at 0νββ 90% C.I. This result translates to an effective Majorana mass of 67 meV<
〈mββ〉 < 203 meV. The experimental sensitivity from the 224.7 live-days of data is
T 0ν1/2 > 1.04× 1026 years. The projected sensitivity with 3 years of livetime, assuming
the backgrounds stay the same, is T 0ν1/2 > 2.05 × 1026 years. All the individual
background rates and background counts in the ROI from the Bayesian analysis
were found to be in good agreement with the results from an independent frequentist
analysis. The Bayesian fit result provides one of the most stringent limits on the
0νββ decay half-life to date. By joining Tao and Zen together, we will be able to
improve the result even further. Conservatively speaking, the current experimental
sensitivity can be increased by 11.0% with the data-driven classifier. With better
detector hardware and more data, we could potentially increase the 5-year projected
sensitivity by at least 33.8%.
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Appendix A
Regularization Methods of Neural
Network
The regularization method is essential in order to prevent the deep learning model
from over-fitting. This is accomplished by inserting so-called regularization layers
into the neural network. A dropout layer is probably one of the most popular
regularization layers [19]. It randomly drops units along with their connections,
which allows us to create many “thinned” networks. In the training stage, dropout
samples output from an exponential number of thinned networks. In the validation
stage, the thinned networks are recombined with weighted sum to reproduce the full
network output.
Suppose we have l ∈ {1, ....., L} layers, with z(l) representing the input from the
lower layer and y(l) representing the output to the higher layer of the same network.
Figure A·1: The Dropout effect on an 2-layer neural network. The crossed-out
unit represents the dropped neuron. Figure from Reference [19].
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w(l) and b(l) are the weight and bias of lth layer, respectively. The feed-forward
















Next, we define the dropout layer as a Bernoulli random variable with probability p:
r
(l)
i ∼ Bernoulli(p) (A.3)
This operation randomly disables a neuron in the lth layer according to the Bernoulli
random variable. By applying this random variable on y(l), we convert it to ỹ(l) with
some neuron disabled as our new input to the feed-forward z(l+1) layers:
ỹ(l) = r(l) · y(l) (A.4)
Then we replace y(l) with ỹ(l) in Equations A.1 and A.2 in the training stage to apply
Figure A·2: The Dropout Effet on a single neuron. The left plot shows this neuron
on training stage, where we allow the neuron to disappear with probability p; The
right plot shows the same neuron on testing stage, where we keep the neuron but
make it less important by multiplying p to the weight. Figure from Reference [19]
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the dropout. In validation stage, we added the factor of probability to the linear
weight matrix w
(l+1)





Dropout layers effectively create many different neural network models, and
average their outputs in the validation stage. This prevents the neural network from
learning too much about the noise in training dataset and prevent overfitting.
Appendix B
Deep Learning Analysis
The experimental search for 0νββ decay is analogous to the information transmission
process in Figure B·1. This analogy includes a four-node information transmission
pipeline:
• nature contains a plethora of profound physics of great interest
• a carefully designed experiment to search for profound physics can be referred
to as an encoder. It encodes the physics into measurable signals, such as
optical photons detected by PMTs or ionized charge detected by TPC wire
planes.
• a sophisticated data analysis is the decoder. It performs fits to data points in
order to decode physics of interest.
• knowledge is obtained by incorporating the newly discovered physics into a
consistent theoretical framework.
According to the noisy-channel coding theorem of information theory [117], the
encoding-decoding process unavoidably brings error into information transmission.
The Shannon Limit dictates the maximum possible amount of information that
passes through the pipeline. A delicately designed, and highly efficient, decoder
could bring us near the Shannon Limit, thereby extracting the optimal amount of



































Figure B·1: An illustration of encoding-decoding process for a 0νββ decay exper-
iment. Nature’s message is encoded by KamLAND-Zen detector, decoded by the
Bayesian analysis, and eventually converted into new limits on the 0νββ half-life.
The KamLAND-Zen 800 Bayesian analysis also falls under this framework. The
beginning of this odyssey starts with the theory of 0νββ decay described in Chapter 2,
where Nature’s message is embedded as an intrinsic property of the neutrino. The
design considerations and schematics for different types of encoders is discussed in
Chapter 3. In Chapter 4, various aspects of KamLAND-Zen 800 are introduced,
including but not limited to, detector hardware, DAQ, balloon system, purification
system, etc. Up to this point, there is a fully functional encoder that encodes the
message into billions upon billions of detected events over a span of several years.
The decoder decodes events into physical knowledge. Chapter 5 describes the
MC simulation and tuning. MC simulations are generated from the laws of physics
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to represent our understanding of nature. Chapter 6 describe the background model
and data selection. The selected data represents Nature’s response. Eventually,
our understanding of Nature (MC simulation) and Nature’s response (data) are put
together with spectra fitting in Chapter 9. The Bayesian analysis gives information
about how well the MC simulation can reproduce data up to certain statistical limits,
and this limit is translated into knowledge about the possible Majorana nature of
the neutrino.
This chapter will broaden our vision to include a new type of decoder: an
independent, deep learning-based decoder. This decoder approaches the problem from
a different perspective, to overcome shortcomings of spectrum analysis. Although
this analysis is still in its infant stage, it provides valuable information aside from
mainstream analysis.
B.1 The Classical Decoder
The classical decoder in our case consists of spectrum fitting, which is a widely ac-
cepted approach in high energy physics. Both the frequentist method in Reference [4]
and the Bayesian method in Chapter 9 are conducted in similar way:
The energy spectrum of the 0νββ MC simulation is fit to experimental
data. Normalization of the spectrum indicates the value of an essential
physics constant of nature, with some confidence level or credibility.
Spectrum fitting has many advantages: it’s easily visualizable and interpretable, has
a solid statistical basis, and is widely accepted in many areas of science. However,
there are some disadvantages of spectrum fitting. The first one of them resides on
the disappearance of event-level information.
Figure B·2 shows the spectrum fitting result in the KamLAND-Zen 800 ROI and
FV. Data points on this figure pass all data selection cuts and are called candidate
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Figure B·2: Spectrum fitting result of KamLAND-Zen 800. Only events within
energy ROI(2.35-2.7 MeV) and fiducial volume(R<157 cm) are shown.
events, meaning that we cannot distinguish them from real 0νββ events. For the
0νββ decay experiment, a discovery can be claimed as long as one 0νββ candidate
is found and confirmed with confidence. Suppose one of the two events in the
2.40-2.45MeV energy bin is an actual 0νββ event. In this case, the 0νββ event is
indistinguishable from the other 0νββ candidate. The two events fall into the same
energy bin, and we know nothing except for their energy and vertex position. Thus,
spectrum fitting can only claim discovery if we accumulate enough 0νββ events to
form a peak in ROI. Even if a peak exists within ROI, Reference [35] still argues that
the discovery is not robust enough by only fitting the energy spectrum. A rigorous
conclusion would need to explore more than merely the event energy.
The limitation of spectrum fitting analysis comes from information loss when
converting detector events into its energy and position. To bypass this limitation, we
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need an end-to-end analysis that directly takes the lowest level of input - the raw
PMT hit map with full event topology, and directly outputs high-level information.
In this case, the high-level information would be the probability that each event falls
into any particular class of events.
B.2 The Deep Learning Decoder
As we discussed in Chapter 7, deep learning is naturally an end-to-end algorithm.
To design this model, we start from the training dataset we have at hand:
1. MC simulations, such that:
• The MC simulations are labeled. We know exactly the types of events in
the MC simulations because we generate them from the laws of physics.
• The MC simulations are inaccurate. Although MC simulations are tuned
to closely match the detector events, they can never perfectly reproduce
all the details.
2. Detector events, such that:
• The detector events are unlabeled. Although we are able to classify and
tag some of them, we never know the exact type of every event.
• The detector events are accurate. They always represent the exact
detector state.
Ideally, events that are both accurate and labeled can be trained with supervised
learning to produce accurate results. Unfortunately events like this don’t exist.
Therefore, the deep learning model needs to absorb information from both the MC
simulation and the detector events to perform well. In other words, the machine
will need to train on labeled and unlabeled data, taking into account that the labeled
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data are not always accurate. The event-level analysis result will take the form of a
DELD vector ~PDELD:
The Detector Event Likelihood Decomposition (DELD) is defined
as a vector of likelihood values for a given detector event. Each likelihood
value represents the likelihood that this event falls into any predefined,
well-formulated event class. The event class is defined by training with
MC simulations.
B.2.1 Semi-supervised Learning
In the deep learning community, one of the research frontiers is called semi-
supervised learning (SSL). SSL trains on a small amount of labeled data and
a large amount of unlabeled data. This model also allows us to train on labeled
MC simulations and unlabeled detector events. The core of SSL is the self-labeling
mechanism. Each unlabeled data point is labeled by the machine according to the
labeled data. Furthermore, the self-labeling algorithm needs to be robust against
event topology changes because detector events may look a bit different from MC
simulations.
Labeling Network
Suppose we have a series of input MC simulations ~X = { ~X1, ~X2... ~Xi... ~Xj... ~XN} that
we would like to classify into 1 < k < K classes of backgrounds. We construct a
Labeling Network (LN) to achieve self-labeling with Convolutional Prototype
Learning (CPL) [20]. Prototype learning is a supervised learning method that
assigns one or more prototypes for each class. When an labeled data point ~X of
class y0 is fed to the machine, prototypes are moved to minimize the distance to y0
prototype(s) and maximize the distance to yk 6=0 prototype(s). Prototype learning
has the ability to handle outlier events, since outliers will be far from all pre-defined
228
Figure B·3: Illustration of the CPL model and its handling of outlier events. Plot
taken from Reference [20]
prototypes, as shown in Figure B·4. CPL is a prototpye learning method with
an extra Convolutional Core as a feature extractor. The convolutional core is
simply a stack of spherical convolutional layers that convert each image into an
m-dimensional feature vector. The prototype will also have the same dimensions as
the feature vector. Prototype learning is then performed upon these feature vectors
and prototypes.
After training, events should cluster around the prototype of the class they
belong to. However, the prototype only indicates the center of the cluster. To form
a probability distribution, we also need the covariance matrix associated with each
prototype. We construct a covariance listener for this purpose. The covariance
matrix calculation in covariance listener is defined as:
Σk = cov[ ~Xi, ~Xj] = E[ ~Xi − ~θk]E[ ~Xj − ~θk] (B.1)
where ~Xi, ~Xj are the feature vectors of the i
th and jth input event, ~θk is the prototype
vector of the kth class, and Σk is the covariance matrix of the k
th class. Equation B.1
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Figure B·4: Schematic plot of labeling network. The training of the labeling network
is done in order to create a multivariate normal distribution for each class. In this
case, we use 0νββ signal, 10C background, and 214Bi background in KamLAND-Zen
800 as our training classes.
as the mean of the distribution. The covariance listener “listens” to every batch of
incoming data to produce a batch covariance matrix. Afterwards, the accumulated










where Γsk represents the batch covariance matrix collected from s
th batch. Σs−1k is the
accumulated covariance matrix from 1 to (s− 1)th batch. λ is a control parameter
between (0, 1] to make a smooth transition as Σsk updates.
After training, we have one prototype ~θk and one covariance matrix Σk for every
class. A multivariate normal distribution is formed as Nk ∼ N (~θk,Σk) for each
prototype. The dimension of Nk is m, which is the length of feature vector and
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where ~X is an arbitrary new data point fed into trained labeling network. For
each incoming event, the log likelihood values can be calculated simultaneously for
every Nk. Concatenating these values gives us a MC Event Likelihood Vector
(MELV) for ~X:
~PMELV = [logL1, logL2... logLk... logLK ]. (B.4)
The MELV is the label we created for future unlabeled detector events. Based on
the definition, it is the likelihood for an event to fall into any MC class.
Classifier Network
The MELV only contains information from MC simulations, so our ultimate goal is
to extract DELD instead of MELV. To accomplish this, we need another independent
neural network - the Classifier Network (CN). At a low level, the CN contains
the classifier structure in Figure 8·11. The spherical CNN-based convolutional
core is connected to a fully-connected layer and outputs a vector of length m, the
same length as the MELV. The convolutional core of the CN and LN are an exact
replicate each other, but they do not share any parameters. Although the CN is
named a ”classifier” and retains a classifier network structure, it does not produce
classification results, but instead produces the DELD. The DELD can be translated


















Figure B·5: A complete scheme of an SSL network. The LN is on the left and CN
is on the right.
Gate
At this point, the CN and LN do not talk to each other to address the difference
between detector events and MC simulations. To connect the CN and LN, we
introduce a new structure called a gate, which is inspired by the LSTM network.
The essential invention of the LSTM is a cell state that controls the information
flow within the hidden state. In the SSL model, the LN acts as the cell state, and
the CN acts as the hidden state. During the training stage, the LN feature vector
controls the information flow of the CN feature vector via the gate structure:
~x
′
CN = σ(~xLN) · tanh(~xCN) (B.6)
where ~xCN and ~xLN are the feature vectors from spherical convolutional cores in the









Figure B·6: Training diagram of the SSL network using both MC event and detector
event.
B.2.2 Network Training
Training of this SSL-based model is relatively complicated since it involves two
networks and two types of input. The training scheme is in Figure B·6.
Pretraining
In the pretraining stage, we train LN with MC simulations to produce MELV.
Since the covariance listener does not require back-propagation, the LN training is
identical to the training of a typical CPL network. The loss function is the Distance
Cross-Entropy (DCE) + Prototype Loss (PL) described in Reference [20]. The LN
parameters are frozen after pretraining so that it does not affect the CN training.
Training
The training stage involves training the CN with unlabeled detector events. Each
detector event is first fed through the pretrained LN to obtain the MELV. The output
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of the CN is trained to reproduce the MELV label by minimizing the Kullback–Leibler









where the expectation value on the right is applied to all of the n elements in the
vectors ~PMELV and ~PDELD. The KL Divergence measures the similarity between two
distributions. LKLDiv = 0 means that the results from the CN and LN are from
the same distribution. The gate structure allows the CN to look at the difference
between MC simulation and detector events while minimizing the KL divergence
loss. The gate is unidirectional, meaning that no information can be back-flowed
into the LN to affect MELV labeling.
Analysis
The final analysis network includes the complete CN structure, the convolutional
core of the LN and the gate. During the training stage, the CN has only seen detector
events, therefore no MC information is directly used to produce the DELD. The MC
information is concealed within the frozen convolutional core of the LN, and only
indirectly affects the CN result through the gate.
B.3 Model Examination
In this section, we will examine the SSL network performance on two datasets. The
first dataset is the MNIST dataset from Reference [119] and the other dataset is the
KamLAND 0νββ MC described in Section 8.1.2.
B.3.1 MNIST test
MNIST dataset contains images of handwritten digits from ‘0’ to ‘9’. To demonstrate
the model’s capability of handling outlier events, we select images of three in-sample
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Figure B·7: The pretraining result of MNIST. Each dot-centered ellipse
is the 2D normal distribution for a given class and the scattered points
represent the 2D MELV in the test dataset. The two axes are of arbitrary
units.
digits ‘1’, ‘4’, ‘8’ to form the training dataset, and additionally an outlier digit ‘6’
to form the test dataset. One prototype is assigned to each digit in the training
dataset. The length of each prototype is 2 in order to plot the distribution in 2D.
The convolutional core is the original CNN since MNIST images are not spherical.
Figure B·7 shows the pretraining result of MNIST data. For each class (‘1’, ‘4’
and ‘8’) in the training dataset, the points representing each MNIST image are
correctly clustered around their prototype. For the outlier number ‘6’, the MNIST
image spans the space between ‘4’ and ‘8’, but none of these looks like a ‘1’. This
result correctly identifies the topology of ‘6’. Strictly speaking, it contains cursive
strokes that appears in ‘4’ and ‘8’ but none of the straight strokes in ‘1’. A hand-
written ‘4’ or ‘8’ could mimic a hand-written ‘6’, but a hand-written ‘1’ always looks
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Figure B·8: Negative log-likelihood distribution of each element in the DELD.
Each plot shows the likelihood of distribution from the trained CN on a given type
of MNIST image. Top-left plot corresponds to ‘1’, top-right plot corresponds to ‘4’,
bottom-left plot corresponds to ‘8’, and bottom-right plot corresponds to ‘6’.
completely different from a hand-written ‘6’. Therefore, the behavior of the SSL
machine accurately handles outlier events. Figure B·8 shows the distribution of
elements in the DELD vector. In this test, DELD vectors contain three elements
defined by the training dataset: ‘1’-likelihood, ‘4’-likelihood and ‘8’-likelihood. Since
the DELD is trained to reproduce the MELV, it will represent the likelihood of
each input event falling into every class. The upper-left plot contains an unlabeled
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dataset of input ‘1’ events. The likelihood peak of negative ‘1’-likelihood stands out
compared to ‘4’ or ‘8’, indicating that most ‘1’ events are ‘1’-like, as expected. The
same situation happens for ‘4’ and ‘8’. For outlier input ‘6’, the three likelihood
peaks mostly overlap, indicating that the outlier ‘6’ does not look particularly like
any of the trained digits.
B.3.2 MC Test
Both 136Xe and 10C MC simulations are used to verify the model’s performance as
well. As was described in Section 8.1.2, the pressure parameters of MC simulations
are varied to produce simulations under different detector configurations. Even the
same event will look different under different pressure parameters. The pressure
parameter enables us to probe the model capability of handling discrepancy between
MC simulation and detector events. The convolutional core in this test is the spherical
CNN described in Section 7.3.2.Pretrain with 34% Photocoverage and 43% QE
0νββ 10C0νββ10C
Figure B·9: The pretraining result for 136Xe and 10C MC simulations. The data is
post-processed with 34% photocathode coverage and 43% quantum efficiency.
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Figure B·9 shows the MELV scattered distribution of pretraining results in
a similar manner as Reference B·7. The two colors represent 136Xe 0νββ and
10C MC simulations correspondingly. The pretrain dataset is post-processed with
pressure parameters at 34% photocathode coverage and 43% quantum efficiency,
higher than the realistic KamLAND-Zen 800 configuration. A 2D multivariate
normal distribution can be extrapolated using the same approach as the MNIST
pretraining. Based on the pretraining results, a portion of 10C events ingress into the
cluster of 136Xe 0νββ events. These are the indistinguishable single-site 10C events.
Of course, there are still many 10C events forming separate clusters outside the
136Xe 0νββ cluster.
Figure B·10 shows DELD distribution of MC test similar to B·8. The training
dataset is post-processed with pressure parameters for the KamLAND-Zen 800







Figure B·10: The training result: a negative log-likelihood distribution for different
inputs in the test dataset. MC simulations in both datasets are at lower pressure
compared to the pretraining dataset. The left plot shows the probability composition
of the 136Xe output likelihood, and the right plot shows the probability composition
of 10C output likelihood.
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Figure B·10, the corresponding peaks of the CN likelihood output stand out correctly
even if the pretraining dataset and training dataset are at different pressures. The
SSL model picks out the essential features from MC simulations and apply it correctly
to detector events to extract an accurate DELD.
B.4 Deep Learning Analysis
We will now adopt this model to conduct an event-level deep learning analysis on
neutrino experiments. Conducting a deep learning analysis requires both event-level
MC simulations and selected detector events. Unfortunately, the event-level data of
KamLAND-Zen was not quite ready at the time of this manuscript. Therefore, a
deep learning analysis is demonstrated on the SNO+ water phase data to search for
an invisible mode of nucleon decay.
Figure B·11 shows the results from spectrum fitting in Reference [21]. The
analysis period is divided into six time-bins according to their background levels, and
the spectrum fitting is performed in each time bin simultaneously. The deep learning
analysis is applied only on the last time bin (called time bin 6). All corresponding
data selection criteria in Reference [21] are applied prior to training. The pretraining
stage trains on time bin 6 MC inside an energy window of 5.0MeV − 9.0MeV. The
energy selection range is larger than the actual ROI to include more events to train
on. The SSL class is constructed from MC simulations of the proton decay signal,
neutron decay signal, 208Tl background, 214Bi background, reactor neutrino IBD
background, and solar neutrino background. MC simulations of the atmospheric
neutrino background was not available at the time of this manuscript, and so it was
not included in this study. Future studies should aim to include this background.
The left plot in Figure B·12 shows the pretraining results of the SNO+ water
phase data. Each type of event clusters correctly around its prototype. Among the
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Figure B·11: Fitted energy spectrum across all data sets for the hypothetical
invisible neutron decay signal and backgrounds. The analysis is divided into 6 time
bins and the individual fitting of all time bins are summed to produce this result.
Plot taken from Reference [21].
six event classes, proton decay (light purple) and nucleon decay (yellow) are barely
distinguishable. The 208Tl background (orange), 214Bi background (dark purple),
and reactor neutrino background (magenta) are closely spaced on the upper-right
side because these events have lower energy. Solar neutrino events (cyan) are mostly
separated from all other types. The right plot in Figure B·12 shows the DELD
component distribution of unlabeled detector events. Based on this figure, the solar
neutrino events are observed to clearly stand out from other background events.
Each DELD can be directly converted to a probability composition of events by
a softmax function. This operation nullifies the model’s capability to handle outlier
events and is not recommend. However, we can still use this function to construct the
probability composition for every candidate event. Figure B·13 shows the probability
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Figure B·12: The MELV distributions from the SNO+ SSL analysis are shown on
the left divided the six classes with there corresponding 2D normal distributions.
The distribution of DELD elements from the SNO+ SSL analysis is shown on the
right. The training dataset is made up of unlabeled detector events, and the exact
event types are unknown. The same color scheme is used on both figures.
composition result from this deep learning analysis. Six candidate events remain in
time bin 6 within the 6.35 MeV − 9 MeV ROI as shown in Reference [21]. The deep
learning result shows that two events are highly likely to be solar neutrinos; one of
them is 65% likely to be a solar neutrino, while the other 2 are more likely to be
either proton or neutron decay. The probability of these six events being in the other
three classes is infinitesimal and not shown on the figure. It is worth mentioning
that the pretraining dataset is biased by the energy. This bias could be removed by
simulating more 208Tl, 214Bi and reactor neutrino events at higher energy. Another
shortcoming of this analysis stems from the nature of water events. A water event
only produces a small number of PMT hits compared to an LS event, so the sparsity












107584, 6.9MeV 108317, 6.36MeV







Figure B·13: Deep learning result of SNO+ nucleon decay data. In time bin 6, six
candidate events pass all data selections. The event information is listed in the table
in the upper-right corner. The six pie charts demonstrate the event-level probability
decomposition for every event. Dark red, light brown, and dark blue correspond to
the probability of this event being a proton decay, neutron decay, or solar neutrino
event, respectively. The probability of these six events being in the other three
classes is infinitesimally small and is not shown in the figure.
is possible that this algorithm could provide better classification power.
Even with these shortcomings, this model still shows its power beyond standard
spectrum fitting. With careful tuning and data selection, good agreement could
be achieved between the two. Furthermore, the DELD could also help spectrum
fitting by guiding the likelihood function. Due to the fact that the DELD contains
event-level likelihood from a multivariate normal distribution, the likelihood can be
plugged into the likelihood function of either a frequentist or Bayesian fit to further
boost the overall performance.
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analysis toolkit. Computer Physics Communications, 180(11):2197 – 2209,
2009.
[115] G. O. Roberts, A. Gelman, and W. R. Gilks. Weak convergence and opti-
mal scaling of random walk metropolis algorithms. The Annals of Applied
Probability, 7(1):110–120, 1997.
[116] Laurens van der Maaten and Geoffrey Hinton. Visualizing data using t-sne.
Journal of machine learning research, 9(Nov):2579–2605, 2008.
[117] Claude E Shannon. A mathematical theory of communication. Bell system
technical journal, 27(3):379–423, 1948.
[118] S. Kullback and R. A. Leibler. On information and sufficiency. Ann. Math.
Statist., 22(1):79–86, 03 1951.
[119] Y. Lecun, L. Bottou, Y. Bengio, and P. Haffner. Gradient-based learning
applied to document recognition. Proceedings of the IEEE, 86(11):2278–2324,
1998.
[120] A. Li and C. Grant. A Bayesian Approach to Neutrinoless Double Decay in
KamLAND-Zen. submitted to Journal of Physics: Conference Series, 2019.
[121] M. Anderson, S. Andringa, S. Asahi, M. Askins, D. J. Auty, N. Barros,
D. Bartlett, F. Barão, R. Bayes, E. W. Beier, A. Bialek, S. D. Biller, E. Blucher,
R. Bonventre, M. Boulay, E. Caden, E. J. Callaghan, J. Caravaca, D. Chauhan,
M. Chen, O. Chkvorets, B. Cleveland, C. Connors, I. T. Coulter, M. M. Depatie,
F. Di Lodovico, F. Duncan, J. Dunger, E. Falk, V. Fischer, E. Fletcher, R. Ford,
N. Gagnon, K. Gilje, C. Grant, J. Grove, A. L. Hallin, D. Hallman, S. Hans,
J. Hartnell, W. J. Heintzelman, R. L. Helmer, J. L. Hernández-Hernández,
B. Hreljac, J. Hu, A. S. Inácio, C. J. Jillings, T. Kaptanoglu, P. Khaghani, J. R.
Klein, R. Knapik, L. L. Kormos, B. Krar, C. Kraus, C. B. Krauss, T. Kroupova,
I. Lam, B. J. Land, R. Lane, A. LaTorre, I. Lawson, L. Lebanowski, E. J.
Leming, A. Li, J. Lidgard, B. Liggins, Y. Liu, V. Lozza, M. Luo, S. Maguire,
A. Maio, S. Manecki, J. Maneira, R. D. Martin, E. Marzec, A. Mastbaum,
N. McCauley, A. B. McDonald, P. Mekarski, M. Meyer, M. Mlejnek, I. Morton-
Blake, S. Nae, M. Nirkko, H. M. O’Keeffe, G. D. Orebi Gann, M. J. Parnell,
J. Paton, S. J. M. Peeters, T. Pershing, L. Pickard, D. Pracsovics, G. Prior,
A. Reichold, R. Richardson, M. Rigan, J. Rose, R. Rosero, J. Rumleskie,
I. Semenec, K. Singh, P. Skensved, M. I. Stringer, R. Svoboda, B. Tam,
L. Tian, J. Tseng, E. Turner, R. Van Berg, J. G. C. Veinot, C. J. Virtue,
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