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Abstract
We explore the spectral properties of the time-dependent Maxwell’s equations for a plane interface
between a metamaterial represented by the Drude model and the vacuum, which fill respectively com-
plementary half-spaces. We construct explicitly a generalized Fourier transform which diagonalizes
the Hamiltonian that describes the propagation of transverse electric waves. This transform appears
as an operator of decomposition on a family of generalized eigenfunctions of the problem. It will be
used in a forthcoming paper to prove both limiting absorption and limiting amplitude principles.
Keywords: Negative Index Materials (NIMs), Drude model, Maxwell equations, Generalized eigenfunc-
tions.
1 Introduction
In the last years, metamaterials have generated a huge interest among communities of physicists and
mathematicians, owing to their extraordinary properties such as negative refraction [32], allowing the
design of spectacular devices like the perfect flat lens [23] or the cylindrical cloak in [21]. Such properties
result from the possibility of creating artificially microscopic structures whose macroscopic electromag-
netic behavior amounts to negative electric permittivity ε and/or negative magnetic permeability µ within
some frequency range. Such a phenomenon can also be observed in metals in the optical frequency range
[12, 18]: in this case one says that this material is a negative material [13]. Thanks to these negative
electromagnetic coefficients, waves can propagate at the interface between such a negative material and a
usual dielectric material [14]. These waves, often called surface plasmon polaritons, are localized near the
interface and allow then to propagate signals in the same way as in an optical fiber, which may lead to
numerous physical applications. Mathematicians have so far little explored these negative materials and
most studies in this context are devoted to the frequency domain, that is, propagation of time-harmonic
waves [2, 3, 20]. In particular, it is now well understood that in the case of a smooth interface between
a dielectric and a negative material (both assumed non-dissipative), the time-harmonic Maxwell’s equa-
tions become ill-posed if both ratios of ε and µ across the interface are equal to −1, which is precisely
the conditions required for the perfect lens in [23]. This result raises a fundamental issue which can be
seen as the starting point of the present paper.
Indeed, for numerous scattering problems, a time-harmonic wave represents the large time asymptotic
behavior of a time-dependent wave resulting from a time-harmonic excitation which is switched on at
an initial time. Such a property is referred to as the limiting amplitude principle in the context of
scattering theory. It has been proved for a large class of physical problems in acoustics, electromagnetism
1POEMS (Propagation d’Ondes: Etude Mathe´matique et Simulation) is a mixed research team (UMR 7231) between
CNRS (Centre National de la Recherche Scientifique), ENSTA ParisTech (Ecole Nationale Supe´rieure de Techniques
Avance´es) and INRIA (Institut National de Recherche en Informatique et en Automatique).
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or elastodynamics [10, 11, 19, 24, 27, 28]. But what can be said about the large time behavior of the
time-dependent wave if the frequency of the excitation is such that the time-harmonic problem becomes
ill-posed, that is, precisely in the situation described above? What is the effect of the surface plasmons
on the large time behavior? Our aim is to give a precise answer to these questions in an elementary
situation.
To reach this goal, several approaches are possible. The one we adopt here, which is based on spectral
theory, has its own interest because it provides us a very powerful tool to represent time-dependent waves
and study their behavior, not only for large time asymptotics. Our aim is to make the spectral analysis
of a simple model of interface between a negative material and the vacuum, more precisely to construct a
generalized Fourier transform for this model, which is the keystone for a time–frequency analysis. Indeed
this transform amounts to a generalized eigenfunction expansion of any possible state of the system,
which yields a representation of time-dependent waves as superpositions of time-harmonic waves. From
a mathematical point of view, this transform offers a diagonal form of the operator that describes the
dynamics of the system. The existence of such a transform is ensured in a very general context [1, 16],
but its practical construction highly depends of the considered model.
The situation studied here consists in the basic case of a plane interface between the vacuum and
a negative material filling respectively two half-spaces. Our negative material is described by a non-
dissipative Drude model, which is the simplest model of negative material. The technique we use to
construct the generalized Fourier transform is inspired by previous studies in the context of stratified
media [6, 15, 34, 36]. Compared to these studies, the difficulty of the present work relies in the fact that
in the Drude material, ε and µ depend on the frequency and become negative for low frequencies. For
the sake of simplicity, instead of considering the complete three-dimensional physical problem, we restrict
ourselves to the so-called transverse electric (TE) two-dimensional problem, i.e., when the electric field
is orthogonal to the plane of propagation. The transverse magnetic (TM) case can be studied similarly.
As shown in [34], in stratified media, the spectral theory of the three-dimensional problem follows from
both TE and TM cases, but is not dealt with here.
The present paper is devoted to the construction of the generalized Fourier transform of the TE
Maxwell’s equations. It will be used in a forthcoming paper [5] to study the validity of a limiting
amplitude principle in our medium, but the results we obtain in the present paper are not limited to
this purpose. The generalized Fourier transform is also the main tool to study scattering problems as
in [7, 16, 34, 35, 36], numerical methods in stratified media as in [15] and has many other applications.
In Let us mention that both present and forthcoming papers are an advanced version of the preliminary
study presented in [4].
The paper is organized as follows. In §2, we introduce the above mentioned plane interface problem
between a Drude material and the vacuum, more precisely the TE Maxwell’s equations. These equations
are formulated as a conservative Schro¨dinger equation in a Hilbert space, which involves a self-adjoint
Hamiltonian. We briefly recall some basic notions of spectral theory which are used throughout the paper.
Section 3 is the core of our study: we take advantage of the invariance of our medium in the direction
of the interface to reduce the spectral analysis of our Hamiltonian to the analysis of a family of one-
dimensional reduced Hamiltonians. We diagonalize each of them by constructing a adapted generalized
Fourier transform. We finally bring together in §4 this family of results to construct a generalized Fourier
transform for our initial Hamiltonian and conclude by a spectral representation of the solution to our
Schro¨dinger equation.
2 Model and method
2.1 The Drude model
We consider a metamaterial filling the half-space R3+ := {x := (x, y, z) ∈ R3 | x > 0} and whose
behavior is described by a Drude model (see, e.g., [17]) recalled below. The complementary half-space
R3− := R2 × R− is composed of vacuum (see Figure 1). The triplet (ex, ey, ez) stands for the canonical
basis of R3.
We denote respectively by D and B the electric and magnetic inductions, by E and H the electric
and magnetic fields. We assume that in the presence of a source current density Js, the evolution of
2
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Figure 1: Description of the transmission problem
(E,D,H,B) in the whole space is governed by the macroscopic Maxwell’s equations (in the following, the
notation Curl refers to the usual 3D curl operator)
∂tD−CurlH = −Js and ∂tB+ CurlE = 0,
which must be supplemented by the constitutive laws of the material
D = ε0E+ P and B = µ0H+M
involving two additional unknowns, the electric and magnetic polarizations P and M. The positive
constants ε0 and µ0 stand respectively for the permittivity and the permeability of the vacuum.
In the vacuum, P = M = 0 so that Maxwell’s equations become
ε0 ∂tE−CurlH = −Js and µ0 ∂tH+ CurlE = 0 in R3−. (1)
On the other hand, for a homogeneous non-dissipative Drude material, the fields P and M are related to
E and H through
∂tP = J, ∂tJ = ε0 Ω2e E and ∂tM = K, ∂tK = µ0 Ω2mH,
where the two unknowns J and K are called usually the induced electric and magnetic currents. Both
parameters Ωe and Ωm are positive constants which characterize the behavior of a Drude material. We
can eliminate D, B, P and M, which yields the time-dependent Maxwell equations in a Drude material: ε0 ∂tE−CurlH+ J = −Js ∂tJ = ε0 Ω
2
e E
µ0 ∂tH+ CurlE+K = 0 ∂tK = µ0 Ω2mH
in R3+. (2)
The above equations in R3− and R3+ must be supplemented by the usual transmission conditions
[ex × E]x=0 = 0 and [ex ×H]x=0 = 0, (3)
which express the continuity of the tangential electric and magnetic fields through the interface x = 0
(the notation [f ]x=0 designates the gap of a quantity f across x = 0, i.e., limx↘0{f(+x)− f(−x)}).
When looking for time-harmonic solutions to these equations for a given (circular) frequency ω ∈ R,
i.e.,
(E(x, t),H(x, t), J(x, t),K(x, t)) = (Eω(x),Hω(x), Jω(x),Kω(x)) e−iωt,
for a periodic current density Js(x, t) = Js,ω(x) e−iωt, we can eliminate Jω and Kω and obtain the
following time-harmonic Maxwell equations:
iω εω(x)Eω + CurlHω = Js,ω and − iω µω(x)Hω + CurlEω = 0 in R3,
where εω(x) = ε0 and µω(x) = µ0 if x ∈ R3−, whereas
εω(x) = ε
+
ω := ε0
(
1− Ω
2
e
ω2
)
and µω(x) = µ
+
ω := µ0
(
1− Ω
2
m
ω2
)
if x ∈ R3+. (4)
3
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Figure 2: Relative permeability µ+ω /µ0 as a function of the frequency ω.
Functions ε+ω and µ
+
ω define the frequency-dependent electric permittivity and magnetic permeability
of a Drude material (see Figure 2). Several observations can be made. First notice that one recovers
the permittivity and the permeability of the vacuum if Ωe = Ωm = 0. Then, a Drude material behaves
like the vacuum for high frequencies (since lim|ω|→∞ ε+ω = ε0 and lim|ω|→∞ µ
+
ω = µ0), whereas for low
frequencies, it becomes a negative material in the sense that
ε+ω < 0 for |ω| ∈ (0,Ωe) and µ+ω < 0 for |ω| ∈ (0,Ωm).
Note that if Ωe 6= Ωm, there is a frequency gap
(
min(Ωe,Ωm),max(Ωe,Ωm)
)
of width |Ωe − Ωm| where
ε+ω and µ
+
ω have opposite signs. At these frequencies, waves cannot propagate through the material: by
this we means that corresponding plane waves are necessarily evanescent, in other words associated to
non real wave vectors. It is precisely what happens in metals at optical frequencies [12]. Finally there
exists a unique frequency for which the relative permittivity ε+ω /ε0 (respectively the relative permeability
µ+ω /µ0) is equal to −1:
ε+ω
ε0
= −1 if |ω| = Ωe√
2
and
µ+ω
µ0
= −1 if |ω| = Ωm√
2
.
Note that both ratios can be simultaneously equal to −1 at the same frequency if and only if Ωe = Ωm.
Remark 1. In the physical literature, the Drude model (4) consists in a simple but useful approximation
of a metamaterial’s behavior [23, 32]. But one can find more intricate models to express the frequency
dependency of ε+ω and µ
+
ω in the time-harmonic Maxwell’s equations, for instance, the Lorentz model
[13, 14]:
ε+ω = ε0
(
1− Ω
2
e
ω2 − ω2e
)
and µ+ω = µ0
(
1− Ω
2
m
ω2 − ω2m
)
where ωe and ωm are non negative parameters. For generalized Lorentz materials [31], functions ε
+
ω and
µ+ω are defined by finite sums of similar terms for various poles ωe and ωm.
2.2 A two-dimensional transmission problem
As mentioned in §1, in this paper, we restrict ourselves to the study of the so-called transverse electric
(TE) equations which result from equations (1), (2) and (3) by assuming that Js(x, y, z, t) = Js(x, y, t) ez
and searching for solutions independent of z in the form
E(x, y, z, t) = E(x, y, t) ez and H(x, y, z, t) =
(
Hx(x, y, t), Hy(x, y, t), 0
)>
,
J(x, y, z, t) = J(x, y, t) ez and K(x, y, z, t) =
(
Kx(x, y, t),Ky(x, y, t), 0
)>
.
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Setting H := (Hx, Hy)
> and K := (Kx,Ky)>, we obtain a two-dimensional problem for the unknowns
(E,H, J,K), which will be written in the following concise form:
ε0 ∂tE − curlH + Π J = −Js in R2,
µ0 ∂tH + curlE + ΠK = 0 in R2,
∂tJ = ε0Ω
2
e RE in R2+,
∂tK = µ0Ω
2
m RH in R2+,
(5)
where we have used the 2D curl operators of scalar and vector fields respectively:
curlu := (∂yu,−∂xu)> and curlu := ∂xuy − ∂yux where u = (ux, uy)>.
Moreover, Π (respectively, Π) denotes the extension by 0 of a scalar function (respectively, a 2D vectorial
field) defined on R2+ to the whole space R2, whereas R (respectively, R) stands for the restriction to R2+
of a function defined on the whole plane R2. Note that in (5) where equations are understood in the sense
of distributions, we assume implicitly that the two-dimensional version of the transmission conditions (3)
are satisfied, namely
[E]x=0 = 0 and [Hy]x=0 = 0. (6)
The theoretical study of (5) is based on a reformulation of this system as a Schro¨dinger equation
dU
d t
+ iAU = G, (7)
where the Hamiltonian A is an unbounded operator on the Hilbert space
H2D := L2(R2)× L2(R2)2 × L2(R2+)× L2(R2+)2. (8)
We assume that this space is equipped with the inner product defined for all U := (E,H, J,K)> and
U ′ := (E′,H ′, J ′,K ′)> by
(U ,U ′)2D := ε0 (E,E′)R2 + µ0 (H,H
′)R2 + ε−10 Ω
−2
e (J, J
′)R2+ + µ
−1
0 Ω
−2
m (K,K
′)R2+ , (9)
where (u, v)O :=
∫
O u · v¯ dxdy denotes the usual L2 inner product, with O = R2 or R2+. We easily verify
that (5) writes as the Schro¨dinger equation (7) with G := (−ε−10 Js , 0 , 0, 0)> if we choose for A the
operator defined by
AU := AU ∀ U ∈ D(A) := H1(R2)×Hcurl(R2)× L2(R2+)× L2(R2+)2 ⊂H2D, (10)
where Hcurl(R2) := {u ∈ L2(R2)2 | curlu ∈ L2(R2)} and A is the following matrix differential operator
(all derivatives are understood in the distributional sense):
A := i

0 ε−10 curl −ε−10 Π 0
−µ−10 curl 0 0 −µ−10 Π
ε0Ω
2
e R 0 0 0
0 µ0Ω
2
m R 0 0
 . (11)
Note that the transmission conditions (6) are satisfied as soon as (E,H) ∈ H1(R2)×Hcurl(R2).
Proposition 2. The operator A : D(A) ⊂H2D 7−→H2D is self-adjoint.
Proof. The symmetry property (AU ,U ′)2D = (U ,AU ′)2D for all U ,U ′ ∈ D(A) follows from our choice
(9) of an inner product and the fact that the operators of each of the pairs (curl, curl), (R,Π) and (R,Π)
are adjoint to each other. Besides, it is readily seen that the domain of the adjoint of A coincide with
D(A).
By virtue of the Hille–Yosida theorem [22], Proposition 2 implies that the Schro¨dinger equation (7)
is well-posed, hence also the evolution system (5). More precisely, we have the following result.
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Corollary 3. If G ∈ C1(R+,H2D), then the Schro¨dinger equation (7) with zero initial condition U(0) = 0
admits a unique solution U ∈ C1(R+,H2D) ∩ C0(R+,D(A)) given by the Duhamel integral formula:
U(t) =
∫ t
0
e−iA (t−s)G(s) ds, ∀t ≥ 0, (12)
where (e−iA t)t∈R is the group of unitary operators generated by the self-adjoint operator A.
As a consequence of the Duhamel formula (12), we see that if t 7→ ‖G(t)‖2D is bounded on R+ (for
instance a time-harmonic source), then ‖U(t)‖2D increases at most linearly in time. More precisely, as
e−iA (t−s) is unitary, we have
‖U(t)‖2D ≤ t sup
s∈R+
‖G(s)‖2D, ∀t ≥ 0. (13)
2.3 Method of analysis: spectral decomposition of the Hamiltonian
By spectral decomposition of the operator A, we mean its diagonalization with generalized eigenfunctions,
which extends the usual diagonalization of matrices in the sense that
A = F∗ Aˆ F,
where F is a unitary transformation from the physical space H2D to a spectral space Hˆ and Aˆ is a
multiplication operator in this spectral space (more precisely, the multiplication by the spectral variable).
The operator F is often called a generalized Fourier transform for A. The above decomposition of A will
lead to a modal representation of the solution U to (12). This spectral decomposition of A relies on
general results on spectral theory of self-adjoint operators [25, 29], mainly the so-called spectral theorem
which roughly says that any self-adjoint operator is diagonalizable.
For non-expert readers, we collect below some basic materials about elementary spectral theory which
allow to understand its statement, using elementary measure theory. The starting point is the notion of
spectral measure (also called projection valued measure or resolution of the identity).
Definition 4. A spectral measure on a Hilbert space H is a mapping E from all Borel subsets of R into
the set of orthogonal projections on H which satisfies the following properties:
1. E(R) = Id,
2. E
( ∞⋃
n=0
Λn
)
u =
∞∑
n=0
E(Λn)u for any u ∈ H and any sequence (Λn)n∈N of disjoint Borel sets,
where the convergence of the series holds in the space H. Property 2 is known as σ-additivity property.
Note that 1 and 2 imply E(∅) = 0 and E(Λ1 ∩ Λ2) = E(Λ1)E(Λ2) for any Borel sets Λ1 and Λ2.
Suppose that we know some such E, choose some u ∈ H and define µu(Λ) := (E(Λ)u, u) = ‖E(Λ)u‖2
for Λ ⊂ R (where (·, ·) and ‖·‖ are the inner product and associated norm in H), which maps all the Borel
sets of R into positive real numbers. Translated into µu(Λ), the above properties for E mean exactly that
µu satisfies the σ-additivity property required to become a (positive) measure, which allows us to define
integrals of the form ∫
R
f(λ) dµu(λ) =
∫
R
f(λ) d‖E(λ)u‖2
for any measurable function f : R→ C and any u ∈ Vf := {u ∈ H |
∫
R |f(λ)|d‖E(λ)u‖2 <∞}. Measure
theory provides the limiting process which yields such integrals starting from the case of simple functions:∫
R
f(λ) d‖E(λ)u‖2 =
N∑
n=1
fn ‖E(Λn)u‖2 if f =
N∑
n=1
fn 1Λn ,
where 1Λn denotes the indicator function of Λn (the Λn’s are assumed disjoint to each other).
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Going further, choose now two elements u and v in H and define µu,v(Λ) := (E(Λ)u, v), which is no
longer positive. Integrals of the form
∫
R f(λ) dµu,v(λ) =
∫
R f(λ) d(E(λ)u, v) can nevertheless be defined
for u, v ∈ Vf . They are simply deduced from the previous ones thanks to the the polarization identity
4 µu,v = µu+v − µu−v + iµu+iv − iµu−iv.
Consider then the subspace Df of H defined by:
Df :=
{
u ∈ H |
∫
R
|f(λ)|2 d‖E(λ)u‖2 <∞
}
.
By the Cauchy–Schwarz inequality, this subspace is included in Vf and one can prove that it is dense in
H. The key point is that for u ∈ Df , the linear form v 7→
∫
R f(λ) d(E(λ)u, v) is continuous in H. Thus,
by Riesz theorem, we can define an operator denoted
∫
R f(λ) dE(λ) with domain Df by
∀u ∈ Df , ∀v ∈ H,
({∫
R
f(λ) dE(λ)
}
u , v
)
=
∫
R
f(λ) d(E(λ)u, v).
The operator usually associated to the spectral measure E corresponds to the function f(λ) = λ. This
operator is shown to be self-adjoint. If we choose to denote it A, one has
A :=
∫
R
λ dE(λ). (14)
The above construction provides us a functional calculus, i.e., a way to construct functions of A
defined by
f(A) :=
∫
R
f(λ) dE(λ) with domain D(f(A)) ≡ Df . (15)
These operators satisfy elementary rules of composition, adjoint and normalization:
f(A) g(A) = (fg)(A) = g(A) f(A), f(A)∗ = f(A) and ‖f(A)u‖2 =
∫
R
|f(λ)|2 d‖E(λ)u‖2.
The first rule confirms in particular that this functional calculus is consistent with composition and
inversion, that is, the case of rational functions of A. The second one shows that f(A) is self-adjoint as
soon as f is real-valued. The third one tells us that f(A) is bounded if f is bounded on the support of E,
whereas it becomes unbounded if f is unbounded. The functions which play an essential role in this paper
are the functions rζ(λ) := (λ−ζ)−1 associated with the resolvent of A, that is, R(ζ) := (A−ζ)−1 = rζ(A)
for ζ ∈ C, exponential functions exp(iλt) which appears in the solution to Schro¨dinger equations and the
indicator function 1Λ of an interval Λ for which we have by construction
1Λ(A) = E(Λ). (16)
We have shown above that every spectral measure give rise to a self-adjoint operator. The spectral
theorem tells us that the converse statement holds true.
Theorem 5. For any self-adjoint operator A on a Hilbert space H, there exists a spectral measure E
which diagonalizes A in the sense of (14) and (15).
Remark 6. The support the spectral measure E is defined as the smallest closed Borel set Λ of R such
that E(Λ) = Id. One can show that the spectrum σ(A) of A coincide with the support of E. Moreover the
point spectrum σp(A) is the set
{
λ ∈ R | E({λ}) 6= 0}.
Theorem 5 does not answer the crucial issue: how can we find E if we know A? A common way to
answer is to use the following Stone’s formulas.
Theorem 7. Let A be a self-adjoint operator on a Hilbert space H. Its associated spectral measure E is
constructed as follows, for all u ∈ H :
if a < b :
∥∥∥1
2
(
E((a, b)) + E([a, b])
)
u
∥∥∥2 = lim
η↘0
1
pi
∫ b
a
Im
(
R(λ+ iη)u, u
)
dλ, (17)
if a ∈ R :
∥∥∥E({a})u∥∥∥2 = lim
η↘0
η Im
(
R(a+ iη)u, u
)
. (18)
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Note that formulas (17) and (18) are sufficient by σ-additivity to know the spectral measure E on
all Borel sets. According to Remark 6, formula (18) permits to characterize the point spectrum σp(A)
whereas (17) enables us to determine the whole spectrum σ(A) and thus its continuous spectrum.
3 Spectral theory of the reduced Hamiltonian
The invariance of our medium in the y-direction allows us to reduce the spectral theory of our operator
A defined in (10) to the spectral theory of a family of self-adjoint operators (Ak)k∈R defined on functions
which depend only on the variable x. In the present section, we introduce this family and perform the
spectral analysis of each operator Ak. In §4, we collect all these results to obtain the spectral decomposition
of A.
3.1 The reduced Hamiltonian Ak
Let F be the Fourier transform in the y-direction defined by
Fu(k) := 1√
2pi
∫
R
u(y) e−ik y dy ∀u ∈ L1(R) ∩ L2(R), (19)
which extends to a unitary transformation from L2(Ry) to L2(Rk). For functions of both variables x and
y, we still denote by F be the partial Fourier transform in the y-direction. In particular, the partial
Fourier transform of an element U ∈H2D is such that
FU(·, k) ∈H1D := L2(R)× L2(R)2 × L2(R+)× L2(R+)2 for a.e. k ∈ R, (20)
where the Hilbert space H1D is endowed with the inner product (· , ·)1D defined by the same expression
(9) as (· , ·)2D except that L2 inner products are now defined on one-dimensional domains.
Applying F to our transmission problem (5) leads us to introduce a family of operators (Ak)k∈R in
H1D related to A (defined in (10)) by the relation
F(AU)(· , k) = Ak FU(· , k) for a.e. k ∈ R. (21)
Therefore Ak is deduced from the definition of A by replacing the y-derivative by the product by ik, i.e.,
AkU := AkU , ∀U ∈ D(Ak) := H1(R)×Hcurlk (R)× L2(R+)× L2(R+)2 ⊂H1D,
where
Ak := i

0 ε−10 curlk −ε−10 Π 0
−µ−10 curlk 0 0 −µ−10 Π
ε0Ω
2
e R 0 0 0
0 µ0Ω
2
m R 0 0
 , (22)
curlk u :=
(
iku,−du
dx
)>
, curlk u :=
duy
dx
− ikux for u := (ux, uy)>,
and the operators Π, Π, R and R are defined as in (11) but for functions of the variable x only. Finally,
Hcurlk (R) := {u ∈ L2(R)2 | curlk u ∈ L2(R)} = L2(R)×H1(R).
Note again that the transmission conditions (6) are satisfied as soon as (E,H) ∈ H1(R)×Hcurlk (R).
As in Proposition 2, it is readily seen that Ak : D(Ak) ⊂H1D →H1D is self-adjoint for all k ∈ R. The
following proposition shows the particular role of the values 0 and ±Ωm in the spectrum of Ak.
Proposition 8. For all k ∈ R∗, the values 0 and ±Ωm are eigenvalues of infinite multiplicity of Ak
whose respective associated eigenspaces Ker(Ak) and Ker(Ak ∓ Ωm) are given by
Ker(Ak) = {(0, Π˜ ∇k φ, 0, 0)> | φ ∈ H10 (R−)} and
Ker(Ak ∓ Ωm) = {(0, Π ∇k φ, 0,±iµ0Ωm ∇k φ)> | φ ∈ H10 (R+)},
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where ∇k φ = (dφ/dx, ikφ)>, Π˜ is the extension by 0 of a 2D vector field defined on R− to the whole line
R and H10 (R±) := {φ ∈ H1(R±) | φ(0) = 0}. Moreover the orthogonal complement of the direct sum of
these three eigenspaces, i.e.,
(
KerAk ⊕Ker(Ak + Ωm)⊕Ker(Ak − Ωm)
)⊥
, is
H1D(divk 0) := {(E,H, J,K) ∈H1D | divk H = 0 in R± and divk K = 0 in R+} (23)
where divk u = dux/dx+ ikuy.
Proof. We detail the proof only for ±Ωm. The case of the eigenvalue 0 can be dealt with in the same way.
Suppose that U := (E,H, J,K)> ∈ D(Ak) satisfies AkU = ±ΩmU , which is equivalent to
i ε−10 (curlk H −Π J) = ±ΩmE, (24)
−iµ−10 (curlk E + ΠK) = ±ΩmH, (25)
i ε0 Ω
2
e RE = ±Ωm J, (26)
iµ0 Ω
2
m RH = ±ΩmK, (27)
thanks to the above definition of Ak. Using (26) and (27), we can eliminate the unknowns J and K in
(24) and (25) which become
curlk H = ∓iε0
(
Ωm − Ω
2
e
Ωm
1R+
)
E and curlk E = ±iµ0Ωm(1− 1R+)H, (28)
where 1R+ denotes the indicator function of R+. In particular, we have curlk E = 0 in R+, thus E|R+ = 0
(by defintion of curlk ), so J = 0 by (26). In R−, we can eliminate H between the two equations of (28),
which yields
−d
2E
dx2
+ (k2 − ε0µ0Ω2m)E = 0 in R− and E(0) = 0,
where the last condition follows from (6) and E|R+ = 0. Obviously the only solution in H1(R−) is E = 0.
Hence E vanishes on both sides R+ and R−. The second equation of (28) then tells us that H|R− = 0,
whereas the first one (together with (6)) shows that
curlk H = 0 in R+ and Hy(0) = 0,
which implies that H|R+ = ∇k φ where φ := −ik−1Hy ∈ H10 (R+), hence K = ±iµ0Ωm ∇k φ by (27).
Conversely, for all φ ∈ H10 (R+), the vector (0, Π ∇k φ, 0,±iµ0Ωm ∇k φ)> belongs to D(Ak) and
satisfies (24)–(27).
Using these characterizations of Ker(Ak ± Ωm) and KerAk, we finally identify the orthogonal com-
plement of their direct sum, or equivalently, the intersection of their respective orthogonal complements.
We have
(E,H, J,K) ∈ Ker(Ak)⊥ ⇐⇒
∫
R−
H ·∇k φ dx = 0, ∀φ ∈ H10 (R−)⇐⇒ divk H = 0 in H−1(R−).
In the same way,
(E,H, J,K) ∈ Ker(Ak ± Ωm)⊥ ⇐⇒ divk
(
µ0H ∓ iΩ−1m K
)
= 0 in H−1(R+).
This yields the definition (23) of H1D(divk 0).
3.2 Resolvent of the reduced Hamiltonian
In order to apply Stone’s formulas (17) and (18) to Ak, we first derive an integral representation of its
resolvent Rk(ζ) := (Ak − ζ)−1. We begin by showing how to reduce the computation of Rk(ζ) to a scalar
Sturm–Liouville equation, then we give an integral representation of the solution of the latter and we
finally conclude.
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3.2.1 Reduction to a scalar equation
Let ζ ∈ C \ R. Suppose that U = Rk(ζ)F for some F ∈ H1D or equivalently that (Ak − ζ)U = F .
Setting U = (E,H, J,K)>, F = (fE , fH , fJ , fK)> and using definition (22), the latter equation can
be rewritten as 
i ε−10 (curlk H −Π J)− ζ E = fE ,
−iµ−10 (curlk E + ΠK)− ζH = fH ,
i ε0 Ω
2
e RE − ζ J = fJ ,
iµ0 Ω
2
m RH − ζK = fK .
The last two equations provide us expressions of J and K that can be substituted in the first two which
become a system for both unknowns H and E. We can then eliminate H and obtain a Sturm–Liouville
equation for E :
− d
dx
(
1
µζ
dE
dx
)
+
Θk,ζ
µζ
E = f, (29)
where
f := ζ
(
ε0 fE +
iµ0
ζ
curlk
(
fH
µζ
)
− i
ζ
ΠfJ +
1
ζ2
curlk
(
ΠfK
µζ
))
(30)
and the following notations are used hereafter:
εζ(x) :=

ε−ζ := ε0 if x < 0,
ε+ζ := ε0
(
1− Ω
2
e
ζ2
)
if x > 0,
(31)
µζ(x) :=

µ−ζ := µ0 if x < 0,
µ+ζ := µ0
(
1− Ω
2
m
ζ2
)
if x > 0,
(32)
Θk,ζ(x) := k
2 − εζ(x)µζ(x) ζ2 =
{
Θ−k,ζ := k
2 − ε0 µ0 ζ2 if x < 0,
Θ+k,ζ := k
2 − ε+ζ µ+ζ ζ2 if x > 0.
(33)
The eliminated unknowns H, J and K can finally be deduced from E by the relations
H =
−i
µζ ζ
curlk E − µ0
µζ ζ
fH +
i
µζ ζ2
ΠfK ,
J =
i ε0 Ω
2
e
ζ
RE − 1
ζ
fJ ,
K =
µ0 Ω
2
m
µ+ζ ζ
2
R curlk E − iµ
2
0 Ω
2
m
µ+ζ ζ
2
RfH − µ0
µ+ζ ζ
fK .
(34)
We can write these results in a condensed form by introducing several operators. First, we denote by
Ck,ζ the operator which maps the right-hand side f of the Sturm–Liouville equation (29) to its solution:
E = Ck,ζ f. By the Lax–Milgram theorem, it is easily seen that Ck,ζ is continuous from H−1(R) to
H1(R) (where H−1(R) denotes the dual space of H1(R)). Next, associated to the expression (30) for the
right-hand side of the Sturm–Liouville equation (29), we define
Sk,ζ F := ε0 fE +
iµ0
ζ
curlk
(
fH
µζ
)
− i
ζ
ΠfJ +
1
ζ2
curlk
(
ΠfK
µζ
)
, (35)
The operator Sk,ζ is a “scalarizator” since it maps the vector datum F to a scalar quantity. It is clearly
continuous from H1D to H−1(R). Finally, associated to the two columns of the right-hand side of (34)
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which distinguish the role of the electrical field E from the one of the vector datum F , we define
Vk,ζE :=
(
E , − i
µζ ζ
curlk E ,
i ε0 Ω
2
e
ζ
RE ,
µ0 Ω
2
m
µ+ζ ζ
2
R curlk E
)
, (36)
Tk,ζF :=
(
0 , − µ0
µζ ζ
fH +
i
µζ ζ2
ΠfK , −1
ζ
fJ , − iµ
2
0 Ω
2
m
µ+ζ ζ
2
RfH − µ0
µ+ζ ζ
fK
)
. (37)
The operator Vk,ζ is a “vectorizator” since it maps the scalar field E to a vector field of H1D. It is
continuous from H1(R) to H1D. Finally Tk,ζ maps the vector datum F to a vector field of H1D and is
continuous from H1D to H1D. The solution of our Sturm–Liouville equation (29) can now be expressed as
E = ζ Ck,ζ Sk,ζ F , so that U = (Tk,ζ + ζ Vk,ζ Ck,ζ Sk,ζ)F . To sum up, we have the following proposition.
Proposition 9. Let k ∈ R. The resolvent of the self-adjoint operator Ak can be expressed as
Rk(ζ) = Tk,ζ + ζ Vk,ζ Ck,ζ Sk,ζ , ∀ζ ∈ C \ R,
where Ck,ζ f is the solution to the Sturm–Liouville equation (29) and the operators Sk,ζ , Tk,ζ and Vk,ζ
are respectively defined in (35), (36) and (37).
It is readily seen that the respective adjoints of the above operators satisfy the following relations:
C∗k,ζ = Ck,ζ¯ , S∗k,ζ = Vk,ζ¯ , V∗k,ζ = Sk,ζ¯ and T∗k,ζ = Tk,ζ¯ , (38)
from which we retrieve the usual formula Rk(ζ)
∗ = Rk(ζ¯) which is valid for any self-adjoint operator.
Remark 10. Notice that in comparison with previous studies on stratified media which inspire our
approach [6, 15, 34, 36], the essential difference lies in the fact that our Sturm–Liouville equation (29)
depends nonlinearly on the spectral variable ζ, which is a consequence of the frequency dispersion in a
Drude material. This dependence considerably complicates the spectral analysis of Ak.
3.2.2 Solution of the Sturm–Liouville equation
In order to use the expression of Rk(ζ) given by Proposition 9 in Stone’s formulas, we need an explicit
expression of Ck,ζ . We recall here some classical results about the solution of a Sturm–Liouville equation,
which provide us an integral representation of Ck,ζ :
Ck,ζ f(x′) =
∫
R
gk,ζ(x, x
′) f(x) dx, ∀f ∈ L2(R), (39)
where the kernel gk,ζ is the Green function of the Sturm–Liouville equation (29). For all x
′ ∈ R, function
gk,ζ(· , x′) is defined as the unique solution in H1(R) to
− ∂
∂x
(
1
µζ
∂
∂x
gk,ζ(· , x′)
)
+
Θk,ζ
µζ
gk,ζ(· , x′) = δx′ ,
where δx′ ∈ H−1(R) is the Dirac measure at x′. Note that formula (39) is only valid for f ∈ L2(R). If
f ∈ H−1(R), we just have to replace the integral by a duality product between H−1(R) and H1(R).
In order to express gk,ζ , we first introduce the following basis of the solutions to the homogeneous
Sturm–Liouville equation associated to (29), i.e., for f = 0 :
ck,ζ(x) := cosh
(
θk,ζ(x)x
)
and sk,ζ(x) := µζ(x)
sinh
(
θk,ζ(x)x
)
θk,ζ(x)
,
where
θk,ζ(x) :=
√
Θk,ζ(x) =
 θ
−
k,ζ :=
√
k2 − ε0 µ0 ζ2 if x < 0,
θ+k,ζ :=
√
k2 − ε+ζ µ+ζ ζ2 if x > 0,
(40)
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and
√· denotes the principal determination of the complex square root, i.e.,
√
z = |z| 12 ei arg z/2 for arg z ∈ (−pi, pi). (41)
The special feature of the above basis is that both ck,ζ(x) and sk,ζ(x) are analytic functions of ζ ∈ C\{0}
for all x (since they can be expanded as power series of Θk,ζ(x) = θk,ζ(x)
2). In particular, they do not
depend on the choice of the determination of
√·, whereas θk,ζ depends on it. Note that this definition
of θk,ζ makes sense since Θ
±
k,ζ ∈ C \R− for all ζ ∈ C \R and k ∈ R. This is obvious for Θ−k,ζ since ζ /∈ R
implies ζ2 /∈ R+, hence Θ−k,ζ = k2 − ε0µ0 ζ2 /∈ (−∞, k2]. On the other hand, by (31), (32) and (33), we
have Θ+k,ζ = k
2− ε0µ0(ζ−Ω2e/ζ)(ζ−Ω2m/ζ), which cannot belong to (−∞, k2] for the same reasons, since
the imaginary parts of both quantities ζ − Ω2e/ζ and ζ − Ω2m/ζ have the same sign as Im ζ.
Proposition 11. Let ζ ∈ C \ R and k ∈ R. For all f ∈ L2(R), the function Ck,ζf satisfies the integral
representation (39) where the Green function gk,ζ of the Sturm–Liouville equation (29) is given by
gk,ζ(x, x
′) =
1
Wk,ζ ψk,ζ,−1
(
min(x, x′)
)
ψk,ζ,+1
(
max(x, x′)
)
, (42)
where
ψk,ζ,±1(x) := ck,ζ(x)∓
θ±k,ζ
µ±ζ
sk,ζ(x) ∀x ∈ R and Wk,ζ :=
θ−k,ζ
µ−ζ
+
θ+k,ζ
µ+ζ
(43)
is the (constant) Wronskian of ψk,ζ,+1 and ψk,ζ,−1, i.e., µ−1ζ (ψk,ζ,+1 ψ
′
k,ζ,−1 − ψ′k,ζ,+1 ψk,ζ,−1).
We omit the proof of this classical result (see, e.g., [30]). The expression (42) of gk,ζ involves another
basis {ψk,ζ,−1, ψk,ζ,+1} of the solutions to the homogeneous Sturm–Liouville equation associated to (29)
which has the special feature to be evanescent as x tends either to −∞ or +∞. More precisely,
ψk,ζ,−1(x) =
{
e+θ
−
k,ζ x if x < 0,
Ak,ζ,−1 e+θ
+
k,ζ x +Bk,ζ,−1 e−θ
+
k,ζ x if x > 0,
(44)
ψk,ζ,+1(x) =
{
Ak,ζ,+1 e
−θ−k,ζ x +Bk,ζ,+1 e+θ
−
k,ζ x if x < 0,
e−θ
+
k,ζ x if x > 0,
(45)
where
Ak,ζ,±1 :=
1
2
(
1 +
θ±k,ζ / µ
±
θ∓k,ζ / µ∓
)
Bk,ζ,±1 :=
1
2
(
1− θ
±
k,ζ / µ
±
θ∓k,ζ / µ∓
)
.
Formulas (44) and (45) show that ψk,ζ,±1 decreases exponentially when x → ±∞, since Re(θ±k,ζ) > 0.
Note that the Wronskian Wk,ζ cannot vanish for ζ ∈ C \ R, otherwise the resolvent Rk(ζ) would be
singular, which is impossible, because it is analytic in C \ R since Ak is self-adjoint.
3.2.3 Integral expression of the resolvent
We are now able to give an explicit expression of Rk(ζ), more precisely of the quantity (Rk(ζ)U ,U)1D
involved in Stone’s formulas (17) and (18). Thanks to Proposition 9 and (38), we can rewrite this quantity
as
(Rk(ζ)U ,U)1D = (Tk,ζ U ,U)1D +
〈
ζ Ck,ζ Sk,ζ U ,Sk,ζ¯ U
〉
R , ∀U ∈H1D,
where 〈· , ·〉R denotes the duality product between H1(R) and H−1(R). In order to express this duality
product as an integral (and to avoid other difficulties which occur when applying Stone’s formulas), we
restrict ourselves to particular U chosen in the dense subspace of H1D defined by
D1D :=
{
U = (E,H, J,K)> ∈ D(R)×D(R)2 ×D(R+)×D(R+)2 | Hy(0) = 0
}
, (46)
where D(O), for O = R or R+, denotes the space of bump functions in O (compactly supported in O and
smooth) and the condition Hy(0) = 0 ensures that Sk,ζ(D1D) ⊂ L2(R). Using the integral representation
(39), the above formula becomes
(Rk(ζ)U ,U)1D =
(
Tk,ζ U ,U
)
1D
+
∫
R2
ζ gk,ζ(x, x
′) Sk,ζ U(x) Sk,ζ¯ U(x′) dx dx′, ∀ U ∈ D1D. (47)
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3.3 Boundary values on the spectral real axis
Before applying Stone’s formulas (17) and (18), we have to make clear the behavior of the resolvent Rk(ζ)
as ζ tends to the real axis, hence the behavior of all quantities involved in the integral representation
(47), in particular the Green function gk,ζ . This is the subject of this paragraph.
In the following, for any quantity fζ depending on the parameter ζ ∈ C \ R, we choose to denote fλ
the one-sided limit (if it exists) of fζ when ζ tends to λ ∈ R from the upper half-plane, i.e.,
fλ := lim
η↘0
fλ+iη. (48)
Notice that Sk,ζ Vk,ζ and Tk,ζ defined in (35), (36) and (37) have obviously one-sided limits Sk,λ Vk,λ
and Tk,λ if λ differs from 0 and ±Ωm (they actually depend analytically on ζ outside these three values).
3.3.1 Spectral zones and one-sided limit of θk,ζ(·)
The determination of the one-sided limit of θk,ζ(x) defined in (40) requires us to identify the zones, in
the (k, λ) plane, where Θ+k,λ or Θ
−
k,λ (defined in (33)) is located on the branch cut R− of the complex
square root (41). Using (31) and (32), one computes that
Θk,λ(x) =

Θ−k,λ = k
2 − ε0 µ0 λ2 if x < 0,
Θ+k,λ =
−ε0µ0 λ4 +
(
k2 + ε0µ0(Ω
2
e + Ω
2
m)
)
λ2 − ε0µ0 Ω2eΩ2m
λ2
if x > 0.
We denote by λ0(k) (respectively, λd(k) and λi(k), with 0 < λi(k) ≤ λd(k)) the non-negative values of λ
for which Θ−k,λ (respectively, Θ
+
k,λ) vanishes, i.e.,
λ0(k) := |k|/√ε0µ0,
λd(k) :=
√√√√ k2
2ε0µ0
+
Ω2e + Ω
2
m
2
+
√(
k2
2ε0µ0
+
Ω2e − Ω2m
2
)2
+
k2 Ω2m
ε0µ0
,
λi(k) :=
√√√√ k2
2ε0µ0
+
Ω2e + Ω
2
m
2
−
√(
k2
2ε0µ0
+
Ω2e − Ω2m
2
)2
+
k2 Ω2m
ε0µ0
,
where λi(k) and λd(k) are related by λi(k)λd(k) = ΩeΩm. In the (k, λ)-plane, the graphs of these
functions are curves through which the sign of Θ−k,λ or Θ
+
k,λ changes. The main properties of these
functions are summarized in the following lemma, whose proof is obvious.
Lemma 12. For all (k, λ) ∈ R× R, we have(
Θ−k,λ < 0⇐⇒ |λ| > λ0(k)
)
and
(
Θ+k,λ < 0⇐⇒ |λ| /∈ [λi(k), λd(k)]
)
.
The function k 7→ λi(k) is a C∞ strictly decreasing function on R+ whose range is (0,min(Ωe,Ωm)],
whereas k 7→ λd(k) is a C∞ strictly increasing function on R+ whose range is [max(Ωe,Ωm),∞) and
λd(k) = λ0(k) +O(k
−1) as k → +∞. Moreover, denoting kc the unique non negative value of k for which
λ0(k) = λi(k), that is to say
kc =
√
ε0µ0 λc where λc := Ωe Ωm/
√
Ω2e + Ω
2
m (≡ λ0(kc) = λi(kc)),
one has
0 < λ0(k) < λi(k) < λd(k) for 0 < k < kc and 0 < λi(k) < λ0(k) < λd(k) for k > kc.
Finally, λi(k) = λd(k) if and only if k = 0 and Ωe = Ωm.
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Figure 3: Spectral zones associated to the vaccum (left) and the Drude material (right, case where
Ωe < Ωm). Grey color, vertical and horizontal hatched lines mean respectively propagation in the vacuum,
direct propagation and inverse propagation in the Drude material.
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2
Figure 4: Spectral zones associated to our medium for Ωe < Ωm (left) and Ωe = Ωm
(right). See caption of Figure 3.
14
Figure 3 illustrates this lemma in the quarter (k, λ)-plane R+ × R+ (all zones are symmetric with
respect to both k and λ axes, since Θ±k,λ are even functions of k and λ). The signs of Θ
+
k,λ and Θ
−
k,λ
indicate the regime of vibration in the vacuum and in the Drude material: propagative or evanescent. As
it will be made clear in §3.3.2, two kinds of propagative waves occur in the Drude material, which will be
called direct and inverse, whereas propagative waves can only be direct in the vacuum. This explains the
choice of the indices d, i and e used hereafter, which mean respectively direct, inverse and evanescent.
Figure 4, constructed as the superposition of the left and right graphics of Figure 3, then shows the
coupling of both half-spaces. This leads us divide the (k, λ)-plane in several spectral zones defined as
follows (see §3.3.2 for the justification of the notations):
Λdd :=
{
(k, λ) ∈ R2 | |λ| > λd(k)
}
,
Λde :=
{
(k, λ) ∈ R2 | |λ| 6= Ωm and max
(
λ0(k), λi(k)
)
< |λ| < λd(k)
}
,
Λdi :=
{
(k, λ) ∈ R2 | |k| < kc and λ0(k) < |λ| < λi(k)
}
,
Λei :=
{
(k, λ) ∈ R2 | 0 < |λ| < min (λ0(k), λi(k))} .
(49)
Note that the eigenvalues λ = 0 and λ = ±Ωm of Ak (see Proposition 8) are excluded from these zones.
With our choice (41) for the complex square root, we notice that if Θ±k,λ := limη↘0 Θ
±
k,λ+iη is positive,
then θ±k,λ is a positive real number (more precisely, θ
±
k,λ = |Θ±k,λ|1/2). On the other hand, if Θ±k,λ is
negative, then θ±k,λ is purely imaginary and its sign coincides with the sign of Im(Θ
±
k,λ+iη) for small
positive η. From (31), (32) and (33), one computes that
Im Θ−k,ζ = −ε0µ0 Im(ζ2) and Im Θ+k,ζ = −
ε0µ0
|ζ|4 Im(ζ
2)
(
|ζ|4 − Ω2e Ω2m
)
.
Note that for ζ = λ+ iη, Im(ζ2) has the same sign as λ, as a consequence Im(Θ−k,λ+iη) has the opposite
sign of λ. Moreover, the sign of λ4 −Ω2eΩ2m, the limit as η ↘ 0 of |ζ|4 −Ω2eΩ2m when ζ = λ+ iη, depends
on the position of |λ| with respect √Ωe Ωm. From Lemma 12, we deduce that
λi(k) ≤ min(Ωe,Ωm) ≤
√
Ωe Ωm ≤ max(Ωe,Ωm) ≤ λd(k),
thus the sign of λ4 − Ω2eΩ2m is positive in the spectral zone Λdd (where λ > λd(k)) and negative (where
λ < λi(k)) in the spectral zones Λdi and Λei. Finally, we obtain
θ−k,λ =
{ −i sgn(λ) |Θ−k,λ|1/2 if (k, λ) ∈ Λdi ∪ Λde ∪ Λdd,
|Θ−k,λ|1/2 otherwise,
(50)
θ+k,λ =

+i sgn(λ) |Θ+k,λ|1/2 if (k, λ) ∈ Λei ∪ Λdi,
−i sgn(λ) |Θ+k,λ|1/2 if (k, λ) ∈ Λdd,
|Θ+k,λ|1/2 otherwise.
(51)
In addition to the spectral zones defined above, we have to investigate the possible singularities of the
Green function in the (k, λ)-plane, that is, the pairs (k, λ) for which the one-sided limit Wk,λ of Wk,λ+iη
(see (43)) vanishes. Hence we have to solve the following dispersion equation, seen as an equation in the
(k, λ)-plane:
θ−k,λ
µ−λ
+
θ+k,λ
µ+λ
= 0. (52)
Lemma 13. Define K := ε0µ0 (Ω
2
m − Ω2e). The solutions (k, λ) to (52) are given by
Λee = Λee ∪ {(kc, λc), (kc,−λc), (−kc, λc), (−kc,−λc)}
where (see Figure 4 for an illustration)
Λee :=
{
(k, λ) ∈ R2 | |k| > kc and |λ| = λe(k)
}
. (53)
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The critical value kc has been defined in Lemma 12 and
λe(k) :=

Ωm
√
1
2
+
k2
K
− sgn(K)
√
1
4
+
k4
K2
if K 6= 0,
Ωm√
2
if K = 0.
The function k 7→ λe(k) is strictly decreasing on [kc,+∞) if K < 0, i.e., Ωm < Ωe (respectively, strictly
increasing if K > 0, i.e., Ωm > Ωe). Moreover λe(kc) = λc := λ0(kc) = λi(kc) and λe(k) = Ωm/
√
2 +
O(k−2) as k → +∞.
Proof. First notice that if (k, λ) is a solution to (52), then(
θ−k,λ
µ−λ
+
θ+k,λ
µ+λ
) (
θ−k,λ
µ−λ
− θ
+
k,λ
µ+λ
)
= 0 ⇐⇒ Θ
−
k,λ
(µ−λ )2
=
Θ+k,λ
(µ+λ )
2
. (54)
The proof is made of two steps.
Step 1. We first show that Λee ⊂ R2 \
(
Λdd ∪ Λde ∪ Λdi ∪ Λei
)
.
Indeed, (54) implies that Θ−k,λ and Θ
+
k,λ either have the same sign or vanish simultaneously. Hence
• Λde and Λei contain no solution since Θ−k,λ and Θ+k,λ have opposite signs in these zones (first
statement of Lemma 12).
• If (k, λ) ∈ Λdd, θ±k,λ = −i sgn(λ) |Θ±k,λ|1/2 (from (50) and (51)) and µ±λ > 0 (since |λ| > Ωm). This
shows that (k, λ) cannot satisfy (52). A similar argument works for Λdi (µ
−
λ and µ
+
λ have opposite
signs in this zone, but Im(θ+k,λ) and Im(θ
−
k,λ) also have opposite signs).
On the other hand, the curves λ = λe(k), λ = λd(k) and λ = λi(k) contain no solution to (52), except
the critical points (kc, λc), (−kc, λc), (kc,−λc) and (−kc,−λc) where both Θ±k,λ vanish. To sum up, apart
from the critical points, the possible solutions to (52) are located outside the closure of all previously
defined zones, that is, in the “white area” of Figure 4.
Step 2. In this “white area”, θ±k,λ > 0, so solutions may occur only if µ
−
λ and µ
+
λ have opposite signs, that
is, in the sub-area located in |λ| < Ωm. In this sub-area, (52) and (54) are equivalent since θ−k,λ/µ−λ +
θ+k,λ/µ
−
λ 6= 0. Using (31), (32) and (33), (54) can be written as
Qk(λ
2) = 0 where Qk(X) := KX
2 − Ω2m (2k2 +K)X + k2Ω4m, (55)
from which we infer that
λ2 = X±k := Ω
2
m
(
1
2
+
k2
K
±
√
1
4
+
k4
K2
)
.
If K < 0, the only positive root is X+k which is strictly decreasing on [kc,+∞) with range (Ω2m/2, λ2c ].
Moreover, the curve λ = (X+k )
1/2 crosses λ = λi(k) only at (kc, λc), which shows that the former is
located in the above mentioned sub-area. On the other hand, if K > 0, both roots X−k and X
+
k are
positive, but X+k > Ω
2
m, so the curve λ = (X
+
k )
1/2 is now outside the sub-area. The other root yields the
only solution in the admissible sub-area and it is strictly increasing on [kc,+∞) with range [λ2c ,Ω2m/2).
Finally, if K=0, the only root of Qk(X) is X = Ω
2
m/2 = λ
2
c .
3.3.2 Physical interpretation of the spectral zones
The various zones introduced above are related to various types of waves in both media, which can
be either propagative or evanescent. As already mentioned, the indices d, i and e we chose to qualify
these zones stand respectively for direct, inverse and evanescent. The first two, d and i, are related to
propagative waves which can be either direct or inverse waves (in the Drude medium), whereas e means
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evanescent, that is, absence of propagation. As shown below, for each pair of indices characterizing the
various zones Λdd, Λde, Λdi, Λei and Λee, the former indicates the behavior of the vacuum (x < 0) and
the latter, that of the Drude material (x > 0).
To see this, substitute formulas (50) and (51) in (44) and (45), which yields the one-sided limits
ψk,λ,±1 of ψk,ζ,±1 in the sense of (48). The aim of this section is to show the physical interpretation of
these functions as superpositions of elementary waves. For simplicity, we restrict ourselves to λ > 0 when
interpreting their direction of propagation.
First notice that in each half line x < 0 and x > 0, function e−iλt ψk,λ,±1 is a linear combination of
terms of the form uκ = e
i(κx−λt), with κ ∈ R or κ ∈ iR, where for a fixed k, κ is a certain function of λ,
denoted κ = κ(λ).
• When κ is purely imaginary, uκ is an evanescent wave in the direction x > 0 or x < 0.
• When κ is real, uκ is a propagative wave whose phase velocity is given by
vφ(λ) :=
λ
κ
. (56)
Locally (if dκ(λ)/dλ 6= 0), κ = κ(λ) defines λ as a function of κ and the group velocity of uκ is
defined by
vg(κ) :=
dλ(κ)
dκ
=
(dκ(λ)
dλ
)−1
. (57)
If the product vg vφ is positive, (i.e., when the group and phase velocities point in the same direc-
tion), one says that uκ is a direct propagative wave. If the product vg vφ is negative, (i.e., when the
group and phase velocities point in opposite directions), one says that uκ is an inverse propagative
wave.
One uses also the notion of group velocity, which characterizes the direction of propagation (the
direction of the energy transport), to distinguish between incoming and outgoing propagative waves.
One says that a propagative wave uκ is incoming (respectively, outgoing) in the region ±x > 0 if
its group velocity points towards the interface (respectively, towards ±∞).
In our case, for a real κ, one denotes by v±φ and v
±
g , the phase and group velocities of a propagative
wave uκ in the region ±x > 0. Let us derive a general formula for the product v±g v±φ . In our case, the
dispersion relation (33) can be rewritten as
−κ±(λ)2 = Θ±λ,k = k2 − λ2 ε±λ µ±λ .
By differentiating this latter expression with respect to λ, one gets
2κ±
dκ±
dλ
= −∂Θλ,k
∂λ
.
From (56) and (57), this yields
v±φ v
±
g = −2λ
(∂Θ±λ,k
∂λ
)−1
. (58)
In the vacuum, one easily check that formula (58) leads to the classical relation
v−φ v
−
g = (ε0µ0)
−1 > 0.
Thus all the propagative waves are direct propagative. In the Drude material, one has
∂Θ+λ,k
∂λ
= −d(λε
+
λ )
dλ
µ+λ −
d(λµ+λ )
dλ
ε+λ .
and by expressing the derivatives in the latter expression, one can rewrite (58) as
v+φ v
+
g = 2λ
[
µ0
(
1 +
Ω2m
λ2
)
ε+λ + ε0
(
1 +
Ω2e
λ2
)
µ+λ
]−1
. (59)
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One sees with this last expression that the sign of v+φ v
+
g depends on the sign of ε
+
λ and µ
+
λ .
Let us look at what happens in the different spectral zones. This study is summarized in the tables
of Figures 5 and 6.
• Suppose first that (k, λ) ∈ Λdd. In this spectral zone, θ±k,λ = −i |Θ±k,λ|1/2 thus the corresponding
waves uκ are propagative on both side of the interface. Moreover, as ε
+
λ > 0 and µ
+
λ > 0, the product (59)
is positive: the propagative waves are direct propagative waves in both media and thus their direction
of propagation is the sign of their wave number κ. (44) shows that for x < 0, function ψk,λ,−1 is an
oscillating wave of amplitude 1 and wave number κ = −|Θ−k,λ|1/2 which propagates towards −∞, whereas
for x > 0, it is a superposition of a wave of amplitude Ak,λ,−1 and wave number κ = −|Θ+k,λ|1/2 which
propagates towards the origin and a wave of amplitude Bk,λ,−1 and wave number κ = |Θ+k,λ|1/2 which
propagates towards +∞. In other words, ψk,λ,−1 can be interpreted as an incoming incident wave of
amplitude Ak,λ,−1 propagating from +∞ whose diffraction on the interface x = 0 generates two outgoing
waves: a reflected wave of amplitude Bk,λ,−1 and a transmitted wave of amplitude 1. Similarly, ψk,λ,+1
can be interpreted as an incoming incident wave of amplitude Ak,λ,+1 and wave number κ = |Θ−k,λ|1/2
propagating from −∞ whose diffraction on the interface x = 0 generates two outgoing waves: a reflected
wave of amplitude Bk,λ,+1 and wave number κ = −|Θ−k,λ|1/2 and a transmitted wave of amplitude 1 and
wave number κ = |Θ+k,λ|1/2.
• If (k, λ) ∈ Λde, we still have θ−k,λ = −i |Θ−k,λ|1/2 but now θ+k,λ = |Θ+k,λ|1/2, which means that
propagative waves are no longer allowed in the Drude material: the only possible waves are exponentially
decreasing or increasing. Proceeding as above, we see that on the one hand, ψk,λ,−1 can be interpreted
as an incident wave of amplitude Ak,λ,−1 which is exponentially increasing as x→ +∞ whose diffraction
on the interface x = 0 generates two waves: a reflected evanescent wave of amplitude Bk,λ,−1 and a
transmitted outgoing wave of amplitude 1 and wave number κ = −|Θ−k,λ|1/2. On the other hand, ψk,λ,+1
can be interpreted as an incoming incident wave of amplitude Ak,λ,+1 and wave number κ = |Θ−k,λ|1/2
propagating from −∞ whose diffraction on the interface x = 0 generates two waves: a reflected outgoing
wave of amplitude Bk,λ,+1 and wave number κ = −|Θ−k,λ|1/2 and a transmitted evanescent wave of
amplitude 1.
• Suppose now that (k, λ) ∈ Λdi. We still have θ−k,λ = −i |Θ−k,λ|1/2 but propagative waves are again
allowed in the Drude material since θ+k,λ = +i |Θ+k,λ|1/2. Compared with the case where (k, λ) ∈ Λdd,
we simply have a change of sign in the expression of θ+k,λ, which amounts to reversing all sign of the
wave numbers κ associated to the propagative waves in the Drude material. Hence for x > 0, one might
be tempted to interchange the words incoming and outgoing in the above interpretation of ψk,λ,±1 for
(k, λ) ∈ Λdd. It would be wrong! Indeed, the change of sign of the imaginary part of θ+k,λ yields an opposite
sign of the phase velocity in the Drude material, but not of the group velocity which characterizes the
direction of the energy transport. As we see in (59), since ε+λ and µ
+
λ are both negative in this spectral
zone, the phase and group velocity are pointing in opposite directions. Hence, the waves uκ are inverse
propagative in the Drude material.
• Assuming now that (k, λ) ∈ Λei, we have θ−k,λ = |Θ−k,λ|1/2 and θ+k,λ = +i |Θ+k,λ|1/2. The Drude
material behaves behaves as a negative material as in the previous case (since ε+λ and µ
+
λ are also both
negative in this spectral zone), but propagative waves are no longer allowed in the vacuum.
• Finally, if (k, λ) ∈ Λee, both θ±k,λ are real and positive, so that waves are evanescent on both sides of
the interface x = 0. In this case, functions ψk,λ,−1 and ψk,λ,+1 are equal and real. Such a wave is referred
as plasmonic wave in the physical literature (see [18]). Note that in the particular case Ωe = Ωm, we have
µ+λ = −µ0 and ε+λ = −ε0 so that θ+k,λ = θ−k,λ. This shows that ψk,λ,−1 = ψk,λ,+1 is an even function of x.
Among the various categories of waves described above, some of them may be called “unphysical”
since they involve an exponentially increasing behavior at infinity, which occurs for ψk,λ,−1 if (k, λ) ∈ Λde,
as well as ψk,λ,+1 if (k, λ) ∈ Λei. Fortunately these waves will disappear by limiting absoption in the
upcoming Proposition 14: only the “physical” ones are needed to describe the spectral behavior of Ak.
That is why in Figure 4, all the curves represent spectral cuts since they are the boundaries where some
ψk,λ,±1 appear or disappear.
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Structure of the functions   1k,  and  
+1
k,  in the various spectral zones.
The functions in the grey cases, being unbounded, will not appear as generalized eigenfunctions
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⇤di
Figure 5: Description of the functions ψk,λ,±1 in the different spectral zones Λdd, Λdi, Λde and Λei.
Propagative waves are represented by an oscillating function and the larger and smaller arrow indicate
respectively the direction of the group velocity and the phase velocity. Evanescent waves are represented
with decreasing exponential. The “unphysical” functions ψk,λ,±1 which contain increasing exponential
behavior are colored in gray.
⌘ k, , 1  k, ,+1
⇤ee
Figure 6: Description of the plasmonic wave ψk,λ,−1 = ψk,λ,1 in the spectral zone Λee.
3.3.3 Boundary values of the Green function
We are now able to express the one-sided limit gk,λ of the Green function defined in (42). The following
two propositions, which distinguish the case of Λee from the other zones, provide us convenient expressions
of the quantities related to gk,ζ which are needed in Stone’s formulas.
Proposition 14. For all (k, λ) ∈ Λz with z ∈ {dd,di,de,ei}, we have
1
pi
Im(λ gk,λ(x, x
′)) =
∑
j∈Jz
wk,λ,j(x)wk,λ,j(x
′) where
wk,λ,±1(x) :=
1
|Wk,λ|
∣∣∣∣∣λ θ
∓
k,λ
pi µ∓λ
∣∣∣∣∣
1/2
ψk,λ,±1(x) and Jz :=
 {−1,+1} if z = dd or di,{+1} if z = de,{−1} if z = ei. (60)
Proof. Suppose first that (k, λ) ∈ Λdd. If this case, (50) and (51) tell us that θ±k,λ = −i sgn(λ) |θ±k,λ|. In
order to express the imaginary part of the Green function, we rewrite the expression of Proposition 11
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in terms of functions ck,λ and sk,λ which are real-valued. We obtain that Im
(
λ gk,λ(x, x
′)
)
is equal to
|λ| |Wk,λ|−1
(
ck,λ
(
min(x, x′)
)
ck,λ
(
max(x, x′)
)
+
|θ−k,λ θ+k,λ|
µ−λ µ
+
λ
sk,λ
(
min(x, x′)
)
sk,λ
(
max(x, x′)
))
.
This expression shows that we can replace min(x, x′) and max(x, x′) by x and x′ respectively. It can be
written in matrix form as
Im
(
λ gk,λ(x, x
′)
)
= |λ| |Wk,λ|−1
(
ck,λ(x)
sk,λ(x)
)∗1 0
0
|θ−k,λ θ+k,λ|
µ−λ µ
+
λ
(ck,λ(x′)
sk,λ(x
′)
)
,
where the symbol ∗ denotes the conjugate transpose of a matrix. Note that the conjugation could be
omitted since ck,λ and sk,λ are real-valued. However it is useful for the next step which consists in
rewriting this expression in terms of ψk,λ,±1 by noticing that(
ck,λ(x)
sk,λ(x)
)
=
1
Wk,λ
(
θ+k,λ/µ
+
λ θ
−
k,λ/µ
−
λ
1 −1
)(
ψk,λ,−1(x)
ψk,λ,+1(x)
)
,
which follows from the definition (43) of ψk,ζ,±1. Therefore, after some calculations exploiting that θ±k,λ
is purely imaginary, one obtains
Im
(
λ gk,λ(x, x
′)
)
= |λ| |Wk,λ|−2
(
ψk,λ,−1(x)
ψk,λ,+1(x)
)∗(|θ+k,λ|/µ+λ 0
0 |θ−k,λ|/µ−λ
)(
ψk,λ,−1(x′)
ψk,λ,+1(x
′)
)
,
which yields the announced result, for µ±λ > 0 (since λ > Ωm).
Suppose now that (k, λ) ∈ Λdi. Compared with the previous case, we have now θ+k,λ = +i sgn(λ) |θ+k,λ|
and µ+λ becomes negative (since λ < Ωm). It is readily seen that in this case, the calculations above hold
true if we replace µ+λ by |µ+λ |.
When (k, λ) ∈ Λde, we still have θ−k,λ = −i sgn(λ) |θ−k,λ|, but θ+k,λ is now a positive number, which
shows that ψk,λ,+1 is a real-valued function. Following the same steps as above, we obtain
Im
(
λ gk,λ(x, x
′)
)
= |λ| |Wk,λ|−2
(
ψk,λ,−1(x)
ψk,λ,+1(x)
)∗(
0 0
0 |θ−k,λ|/µ−λ
)(
ψk,λ,−1(x′)
ψk,λ,+1(x
′)
)
.
Finally, if (k, λ) ∈ Λei, we have θ−k,λ > 0 and θ+k,λ = +i sgn(λ) |θ+k,λ|. As in Λdi, the Drude material
behaves as a negative material (µ+λ < 0). In this case, we obtain
Im
(
λ gk,λ(x, x
′)
)
= |λ| |Wk,λ|−2
(
ψk,λ,−1(x)
ψk,λ,+1(x)
)∗(|θ+k,λ/µ+λ | 0
0 0
)(
ψk,λ,−1(x′)
ψk,λ,+1(x
′)
)
,
which completes the proof.
Proposition 15. For all (k, λ) ∈ Λee, we have
(λ+ iη) gk,λ+iη(x, x
′) = iη−1wk,λ,0(x)wk,λ,0(x′) +O(1) as η ↘ 0,
where the real-valued function wk,λ,0 function is given by
wk,λ,0(x) :=
λ2 |µ+λ θ+k,λ|1/2
Ωm(4k4 + (ε0µ0)2(Ω2e − Ω2m)2)1/4
e−θ
±
k,λ|x| if ± x > 0, (61)
and the remainder O(1) is uniform in (x, x′) on any compact set of R2. Finally, if |k| = kc, then
gk,ζ(x, x
′) = O(|ζ ∓ λc|−1/2) as ζ → ±λc from the upper-half plane uniformly with respect to (x, x′) on
any compact set of R2. As a consequence,
lim
η↘0
(λ+ iη) gk,λ+iη(x, x
′) = 0 for |k| = kc and |λ| = λc.
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Proof. Let (k, λ) ∈ Λee. It is readily seen that the definition (43) ofWk,ζ can be written equivalently (see
also the proof of Lemma 13)
Wk,ζ = Qk(ζ
2)
ζ4 (µ+ζ )
2 (θ−k,ζ/µ
−
ζ − θ+k,ζ/µ+ζ )
,
where Qk is the polynomial defined in (55). As Qk(λe(k)
2) = 0 and one can compute that Q′k(λe(k)
2) =
−Ω2m
√
4k4 +K2, we deduce after some manipulations that, for λ = ±λe(k),
1
Wk,λ+iη =
i
η
λ3 |µ+λ | θ+k,λ
Ω2m
√
4k4 +K2
+O(1) as η ↘ 0.
(where we used the dispersion relation (52) and the fact that µ+λ = −|µ+λ |). The announced result follows
from the expression (43) of gk,ζ , since ψk,ζ,±1 are analytic functions of ζ near λ which both tend to
ψk,λ,−1 = ψk,λ,+1.
Finally, if |k| = kc, λc and −λc are simple zeros of ζ 7→ Θ±k,ζ , it is clear (see formula (43)) that
Wk,ζ = O(|ζ ∓ λc|1/2) as ζ → ±λc from the upper-half plane. Thus, the conclusion follows again from
the expression (43) of gk,ζ , since ψk,ζ,±1 are here uniformly bounded in ζ, x and x′ when ζ belongs to a
vicinity of ±λc and (x, x′) to any compact set of R2.
3.4 Diagonalization of the reduced Hamiltonian
3.4.1 Spectral measure of the reduced Hamiltonian
As we shall see, the spectral zones introduced in §3.3.1 actually show us the location of the spectrum of
Ak for each k ∈ R : we simply have to extract the associated sections of these zones, that is, the sets
Λz(k) := {λ ∈ R | (k, λ) ∈ Λz} for z ∈ Z := {dd,di,de,ei,ee},
which all are unions of symmetric intervals with respect to λ = 0. This is a by-product of the fol-
lowing proposition which tells us that apart from the three eigenvalues −Ωm, 0 and Ωm (see Proposi-
tion 8), the spectrum of Ak is composed of two parts: an absolutely continuous spectrum defined by
∪z∈Z\{ee}Λz(k) if |k| ≤ kc and by ∪z∈Z\{di,ee}Λz(k) if |k| > kc and a pure point spectrum given by
Λee(k) = {−λe(k),+λe(k)} if |k| > kc (we point out that there is no singularly continuous spectrum).
This proposition yields a convenient expression of the spectral projection Ek(Λ) of Ak for Λ ⊂ R \
{−Ωm, 0,Ωm}. As Ek(Λ) is a projection on an invariant subspace by Ak, the canonical way to express
such a projection is to use a spectral basis. Propositions 14 and 15 provide us such a basis: these are the
vector fields deduced from the wk,λ,j ’s (see (60) and (61)) by the “vectorizator” defined in (36), i.e.,
Wk,λ,j := Vk,λ wk,λ,j for λ ∈ Λz(k) and j ∈ Jz :=

{−1,+1} if z = dd or di,
{+1} if z = de,
{−1} if z = ei,
{0} if z = ee,
(62)
for each zone z ∈ Z. As we shall see afterwards, the knowledge of these vector fields leads to a diagonal
form of Ak. These are generalized eigenfunctions of Ak.
Proposition 16. Let k ∈ R, Ek the spectral measure of Ak and U ∈ D1D (see (46)). For all interval
Λ ⊂ Λz(k) with z ∈ Z := {dd,di,de,ei}, we have
‖Ek(Λ)U‖21D =
∫
Λ
∑
j∈Jz
|〈U ,Wk,λ,j〉1D,s|2 dλ and (63)
‖Ek({±λe(k)})U‖21D =
{ ∣∣(U ,Wk,±λe(k),0)1D∣∣2 if |k| > kc,
0 if |k| = kc.
(64)
Moreover, ‖Ek(Λ)U‖21D = 0 for all interval Λ ⊂ R \
⋃
z∈Z Λz(k), which does not contain 0 or ±Ωm.
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Remark 17. Note the symbol s in the index “ 1D, s” in (63). It indicates that 〈· , ·〉1D,s is a slight adaptation
of the inner product (· , ·)1D, which is necessary because Wk,λ,j /∈H1D since these are oscillating (bounded)
functions at infinity (that is why they are called generalized). A simple way to overcome this difficulty is
to introduce weighted L2 spaces
L2s(O) := {u ∈ L2loc(O) | (1 + x2)s/2 u ∈ L2(O)} for s ∈ R and O = R or O = R+.
We can then define H1D,s := L2s(R)× L2s(R)2 × L2s(R+)× L2s(R+)2. It is readily seen that for positive s,
the spaces H1D,+s and H1D,−s are dual to each other if H1D is identified with its own dual space, which
yields the continuous embeddings H1D,+s ⊂ H1D ⊂ H1D,−s. The notation 〈· , ·〉1D,s represents the duality
product between them, which extends the inner product of H1D in the sense that
〈U ,U ′〉1D,s = (U ,U ′)1D if U ∈H1D and U ′ ∈H1D,+s.
The above proposition holds true as soon as we choose s so that the Wk,λ,j’s belong to H1D,−s, that is if
s > 1/2.
Proof. Let z ∈ Z \ {ee}, Λ := [a, b] ⊂ Λz(k) with a < b and U ∈ D1D. We show in the second part of
the proof that Ek({a})U = Ek({b})U = 0, which implies that Ek((a, b))U = Ek([a, b])U . Hence Stone’s
formula (17) together with the integral representation (47) show that the quantity ‖Ek(Λ)U‖21D is given
by the following limit, where ζ := λ+ iη :
∥∥Ek(Λ)U∥∥2
1D
= lim
η↘0
1
pi
∫ b
a
Im
((
Tk,ζ U ,U
)
1D
+
∫
R2
ζ gk,ζ(x, x
′) Sk,ζ U(x) Sk,ζ¯ U(x′) dx dx′
)
dλ.
The first step is to permute the limit and the integrals in this formula thanks to the Lebesgue’s dominated
convergence theorem. According to the foregoing, as λ 6= 0 and λ 6= ±Ωm, the integrand is a continuous
function of η for all λ ∈ [a, b], x and x′ in the compact support of U (recall that U ∈ D1D). Moreover,
the integrand is dominated by a constant (provided η remains bounded). Therefore the permutation is
justified: in the above formula, we can simply replace ζ and ζ¯ by λ.
Formula (38) tells us that Tk,λ is self-adjoint, hence Im(Tk,λU ,U)1D = 0. Besides, notice that
Im
(∫
R2
λ gk,λ(x, x
′) u(x) u(x′) dxdx′
)
=
∫
R2
Im
(
λ gk,λ(x, x
′)
)
u(x) u(x′) dx dx′,
where u := Sk,λU (this is easily deduced from the symmetry of gk,λ, i.e., gk,λ(x, x′) = gk,λ(x′, x), see
(42)). This allows us to use Proposition 14 so that
∥∥Ek(Λ)U∥∥2
1D
=
∫ b
a
∫
R2
∑
j∈Jz
wk,λ,j(x) wk,λ,j(x
′) Sk,λU(x) Sk,λU(x′) dxdx′ dλ.
By Fubini’s theorem, this expression becomes
∥∥Ek(Λ)U∥∥2
1D
=
∫ b
a
∑
j∈Jz
∣∣∣∣∫
R
Sk,λU(x) wk,λ,j(x) dx
∣∣∣∣2 dλ,
which is nothing but (63), since an integration by parts shows that∫
R
Sk,λU(x) wk,λ,j(x) dx = 〈U ,Wk,λ,j〉1D,s.
By virtue of the σ-additivity of the spectral measure (see Definition 4), formula (63) holds true for any
interval Λ := (a, b) ⊂ Λz(k) even if the resolvent is singular. Indeed, this singular behavior occurs only if
|k| = kc at λ = ±λc where Proposition 15 tells us that in this case, gk,ζ(x, x‘) = O(|ζ ∓ λc|−1/2), which
is an integrable singularity.
Suppose now that for a < b, Λ = [a, b] is located outside
⋃
z∈Z Λz(k) and does not contain 0 or ±Ωm.
In this case, the one-sided limit gk,λ of the Green function is real-valued for all λ ∈ Λ (since θ±k,λ ∈ R+,
see (50)-(51)) and the same steps as above yield ‖Ek(Λ)U‖21D = 0.
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Consider finally singletons Λ = {a} for a ∈ R\{−Ωm, 0,+Ωm}. Stone’s formula (18) together with (47)
show that for all U ∈ D1D, the quantity ‖Ek({a})U‖21D is given by the following limit, where ζ := a+ iη :
‖Ek({a})U‖21D = lim
η↘0
η Im
((
Tk,ζ U ,U
)
1D
+
∫
R2
ζ gk,ζ(x, x
′) Sk,ζ U(x) Sk,ζ¯ U(x′) dx dx′
)
.
This shows that Ek({a}) can be nonzero only if a is a singularity of Tk,ζ , Sk,ζ or gk,ζ . From (35) and (37),
the singularities of Tk,ζ and Sk,ζ are ζ = 0 and ζ = ±Ωm, but these points are excluded from our study
since Proposition 8. Hence, we are only interested in the singularities of gk,ζ , that is, the zeros ±λe(k) of
Wk,ζ defined in Lemma 13. Suppose then that |k| > kc and a = ±λe(k). As above, using the Lebesgue’s
dominated convergence theorem and Proposition 15, we obtain
‖Ek({a})U‖21D =
∫
R2
wk,a,0(x)wk,a,0(x
′) Sk,aU(x) Sk,aU(x′) dxdx′ =
∣∣∣∣∫
R
Sk,aU(x) wk,a,0(x) dx
∣∣∣∣2 .
where the second inequality follows from Fubini’s theorem. Integrating by parts, formula (63) follows.
On the other hand, if |k| = kc and |a| = λc, the Green function is singular near a, but Proposition 15
tells us that gk,a+iη(x, x
′) = O(η−1/2), which shows that ‖Ek({a})U‖21D = 0.
3.4.2 Generalized Fourier transform for the reduced Hamiltonian
The aim of this subsection is to deduce from the knowledge of the spectral measure Ek(·) a generalized
Fourier transform Fk for Ak, that is, an operator which provides us a diagonal form of the reduced
Hamiltonian Ak as
Ak = F∗k λFk.
This transformation Fk mapsH1D to a spectral space Hˆk which contains fields that depend on the spectral
variable λ. In the above diagonal form of Ak, “λ” denotes the operator of multiplication by λ in Hˆk. In
short, Fk transforms the action of Ak in the physical space H1D into a linear spectral amplification in
the spectral space Hˆk. We shall see that Fk is a partial isometry which becomes unitary if we restrict it
to the orthogonal complement of the eigenspaces associated with the three eigenvalues 0 and ±Ωm, that
is, the space H1D(divk 0) defined in Proposition 8.
The definition of Fk comes from formulas (63) and (64): for a fixed k ∈ R and all U ∈ H1D,s, we
denote
∀z ∈ Z,∀λ ∈ Λz(k) and ∀ j ∈ Jz, FkU(λ, j) := 〈U ,Wk,λ,j〉1D,s , (65)
which represents the “decomposition” of U on the family of generalized eigenfunctions (W k,λ,j) of Ak
defined in (62). We show below that the codomain of Fk is given by
Hˆk =
 L
2(Λdd(k))
2 ⊕ L2(Λde(k))⊕ L2(Λdi(k))2 ⊕ L2(Λei(k)) if |k| ≤ kc
L2(Λdd(k))
2 ⊕ L2(Λde(k))⊕ L2(Λei(k))⊕ l2(Λee(k)) if |k| > kc.
(66)
We point out that the space l2(Λee(k)) is here isomorphic to C2 since Λee(k) = {−λe(k), λe(k)}. We
denote by Uˆ(λ, j) the fields of Hˆk, where it is understood that λ ∈ Λz(k) and j ∈ Jz for z ∈ {dd,de,di,ei}
if |k| ≤ |kc| and for z ∈ {dd,de,ei,ee} if |k| > |kc|. The Hilbert space Hˆk is endowed with the norm
‖·‖Hˆk defined by
‖Uˆ‖2Hˆk =

∑
z∈{dd,de,di,ei}
∫
Λz(k)
∑
j∈Jz
|Uˆ(·, j)|2 dλ if |k| ≤ kc,∑
z∈{dd,de,ei}
∫
Λz(k)
∑
j∈Jz
|Uˆ(·, j)|2 dλ+
∑
λ∈Λee(k)
|Uˆ(λ, 0)|2 if |k| > kc.
(67)
The following theorem expresses the diagonalization of the reduced Hamiltonian. Its proof is classical
(see, e.g., [16]) and consists of two steps. We first deduce from Theorem 5 that Fk is an isometry from
H1D(divk 0) to Hˆk which diagonalizes Ak. We then prove that Fk is surjective.
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Theorem 18. For k ∈ R∗, let Pk denote the orthogonal projection on the subspace H1D(divk 0) of H1D,
i.e., Pk = χ(Ak) where χ is the indicator function of R \ {−Ωm, 0,Ωm}. The operator Fk defined in (65)
extends by density to a partial isometry from H1D to Hˆk whose restriction to the range of Pk (that is,
H1D(divk 0)) is unitary. Moreover, Fk diagonalizes the reduced Hamiltonian Ak in the sense that for any
measurable function f : R→ C, we have
Pk f(Ak) = f(Ak)Pk = F∗k f(λ)Fk on D(f(Ak)), (68)
where f(λ) stands for the operator of multiplication by the function f in the spectral space Hˆk.
Proof. First, notice that the orthogonal projection Pk onto H1D(divk 0) is indeed the spectral projection
Ek
(
R \ {−Ωm, 0,Ωm}
)
= χ(Ak) (by (16) and Proposition 8).
From Proposition 16 and the definition (65) of Fk, one can rewrite the spectral measure of Ak for any
interval Λ ⊂ R \ {−Ωm, 0,Ωm} and for all U ∈ D1D as
‖Ek(Λ)U‖21D =

∑
z∈{dd,de,di,ei}
∫
Λ∩Λz(k)
∑
j∈Jz
|FkU(λ, j)|2 dλ if 0 < |k| ≤ kc,∑
z∈{dd,de,ei}
∫
Λ∩Λz(k)
∑
j∈Jz
|FkU(λ, j)|2 dλ+
∑
Λ∩Λk(ee)
|FkU(λ, 0)|2 if |k| > kc.
In the particular case Λ = R \ {−Ωm, 0,Ωm}, we have Λ ∩ Λz(k) = Λz(k) for all z ∈ Z, thus using the
definition (67) of the norm ‖ · ‖Hˆk leads to the following identity
‖PkU‖2H1D = ‖FkU‖2Hˆk , ∀U ∈ D1D.
Hence, as D1D is dense in H1D, Fk extends to a bounded operator on H1D and the latter formula holds
for all U ∈H1D. Thus, Fk is a partial isometry which satisfies F∗kFk = Pk and its restriction to the range
of Pk is an isometry.
In the sequel, as the above expression of the spectral measure depends on k, we only detail the case
0 < |k| ≤ kc. The case |k| > kc can be dealt with in the same way. Using the polarization identity, the
above expression of ‖Ek(Λ)U‖21D yields that of (Ek(Λ)U ,V )1D and the spectral theorem 5 then shows
that
(f(Ak)PkU ,V )H1D =
∑
z∈{dd,de,di,ei}
∫
Λz(k)
f(λ)
∑
j∈Jz
FkU(λ, j)FkV (λ, j) dλ, (69)
which holds for all U ∈ D(f(Ak)) (note that f(Ak) and Pk commute, thus PkU ∈ D(f(Ak)) for U ∈
D(f(Ak))) and V ∈H1D. Using the definition of the inner product in Hˆk (see (67)), this latter formula
can be rewritten as
(f(Ak)PkU ,V )H1D = (f(λ)FkU ,FkV )Hˆk ,
which yields (68).
Let us prove now that the isometry Fk : H1D(divk 0) → Hˆk is unitary, i.e., that Fk is surjective or
equivalently that F∗k is injective. Let Uˆ ∈ Hˆk such that F∗kUˆ = 0, then
(Uˆ ,FkV )Hˆk = 0, ∀V ∈H1D. (70)
We now choose a spectral zone z ∈ {dd,de,di,ei}. For any interval Λ ⊂ Λz(k), one denotes 1Λ ∈ L(Hˆk),
the orthogonal projection in Hˆk corresponding to the multiplication by the indicator function of Λ. We
shall show at the end of the proof the commutation property
FkEk(Λ) = 1ΛFk in L(H1D, Hˆk). (71)
Using this relation and (70) for Ek(Λ)V instead of V , we get
(Uˆ ,FkEk(Λ)V )Hˆk = (Uˆ ,1ΛFkV )Hˆk =
∫
Λ
∑
j∈Jz
Uˆ(λ, j)FkV (λ, j) dλ = 0,
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where we have used the definition of inner product in Hˆk (cf (67)). Hence, as the last formula holds for
any interval Λ ⊂ Λz(k), we get∑
j∈Jz
Uˆ(λ, j)FkV (λ, j) =
∑
j∈Jz
Uˆ(λ, j)〈W k,λ,j ,V 〉1D,s = 0, ∀V ∈H1D,+s for a.e. λ ∈ Λz(k)
and thus
∑
j∈Jz Uˆ(λ, j)Wk,λ,j = 0 in H1D,−s for a.e. λ ∈ Λz(k). The family (ψk,λ,j)j∈Jz is clearly linearly
independent (see (44) and (45)), so is also the family (wk,λ,j)j∈Jz (see (60)). Then it follows from (62)
that the (Wk,λ,j)j∈Jz are linearly independent too. Therefore
Uˆ(λ, j) = 0 for a.e. λ ∈ Λz(k).
As it holds for any z ∈ {dd,de,di,ei}, Uˆ = 0. Hence, F∗ is injective and F is surjective.
It remains to prove (71). Using (68) with f = 1Λ leads to Ek(Λ) = F∗k1ΛFk and therefore to
FkEk(Λ) = Qk1ΛFk where Qk = Fk F∗k is the orthogonal projection onto the (closed) range of Fk. To
remove Qk, we point out that
‖FkEk(Λ)V ‖2Hˆk = (Ek(Λ)V ,V )
2
H1D = ‖1ΛFkV ‖2Hˆk ,∀V ∈H1D,
where the first equality is an immediate consequence of the relations F∗kFk = Pk and PkEk(Λ) = Ek(Λ),
whereas the second one is readily deduced from (69) by taking U = V and f = 1Λ = 1
2
Λ.
In the following proposition, we give an explicit expression of the adjoint F∗k of the generalized Fourier
transform Fk which is a “recomposition operator” in the sense that its “recomposes” a function U ∈H1D
from its spectral components Uˆ(λ, j) ∈ Hˆk which appear as “coordinates” on the spectral basis (Wk,λ,j).
As F∗ is bounded in Hˆk, if suffices to know it on a dense subspace of Hˆk. We first introduce Hˆk,c the
subspace of Hˆk made of compactly supported functions. Then we consider the subspace of functions
whose support “avoids” values of λ , namely
Hˆk,d :=
{
Uˆ ∈ Hˆk,c | supp Uˆ ∩ {−Ωm, 0,Ωm}
}
if |k| 6= kc ,
Hˆk,d :=
{
Uˆ ∈ Hˆk,c | supp Uˆ ∩
({−Ωm, 0,Ωm} ∪ {−λc, λc})} if |k| = kc .
Note that Hˆk,d is clearly dense in Hˆk.
Proposition 19. For all Uˆ ∈ Hˆk,d, we have
F∗k Uˆ =

∑
z∈{dd,de,di,ei}
∑
j∈Jz
∫
Λz(k)
Uˆ(λ, j)Wk,λ,j dλ if 0 < |k| ≤ kc,
∑
z∈{dd,de,ei}
∑
j∈Jz
∫
Λz(k)
Uˆ(λ, j)Wk,λ,j dλ+
∑
λ∈Λee(k)
Uˆ(λ, 0)Wk,λ,0 if |k| > kc.
(72)
where the integrals in the right-hand side of (72) are vector-valued integrals (Bochner integrals [37]) with
values in H1D,−s.
Remark 20. (i) The reason why we have to restrict ourselves to functions of Hˆk,d in (72) is that the
H1D,−s-norm of Wk,λ,j remains uniformly bounded if (k, λ) is restricted to vary in a compact set of R2
that does not intersect the points {−Ωm, 0,Ωm}, neither the points ±λc when |k| = kc. On the other
hand, these norms blow up as soon as λ approaches any of these points. For ±λc this results from the
presence of the Wronskian Wk,λ in the denominator of the expression (60) of wk,λ,±1. For ±Ωm, this is
due to the term µ+λ (which vanishes for λ = ±Ωm) in the same denominator. For 0, this follows from
the fact that θ+k,λ blows up when λ tends to 0 (cf. (40) and (4)).
(ii) Hence, when Uˆ ∈ Hˆd,k, the integrals considered in (72), whose integrands are valued in H1D,−s,
are Bochner integrals [37] in H1D,−s. However, as F∗ is bounded from Hˆk to H1D, the values of these
integrals belongs to H1D. By virtue of the density of Hˆk,d in Hˆk, the expression of F∗Uˆ for any Uˆ ∈ Hˆk
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follows by approximating Uˆ by its restrictions to an increasing sequence of compact subsets of R as in the
definition of Hˆk,d. Of course, the limit we obtain belongs to H1D and does not depend on the sequence
(note that this is similar to the limiting process used to express the usual Fourier transform of a L2
function). This limit process will be implicitly understood in the sequel.
Proof. We prove this result in the case 0 < |k| ≤ kc, the case |k| > kc can be dealt with in the same way.
Let Uˆ ∈ Hˆk,d. By definition of the adjoint, for all V ∈ H1D,+s, one has (F∗kUˆ ,V )H1D = (Uˆ ,FkV )Hˆk
and the expression of FkV yields
(F∗kUˆ ,V )Hˆk =
∑
z∈{dd,de,di,ei}
∑
j∈Jz
∫
Λz(k)
Uˆ(λ, j) 〈Wk,λ,j ,V 〉1D,s dλ.
One can permute the duality product in x and the Bochner integral in λ to obtain
(F∗kUˆ ,V )Hˆk =
〈 ∑
z∈{dd,de,di,ei}
∑
j∈Jz
∫
Λz(k)
Uˆ(λ, j)Wk,λ,j dλ ,V
〉
1D,s
.
As it holds for any V ∈ H1D,+s, this yields (72). The permutation is here justified by the following
arguments: for any z ∈ {dd,de,di,ei} and j ∈ Jz, Uˆ(·, j) is a L1(Λk(z)) compactly supported function
in λ and the generalized eigenfunctions Wk,λ,j are uniformly bounded for x ∈ R and λ on the compact
support of Uˆ(·, j). Thus, the left-hand side of the duality product is a finite sum of Bochner integrals, since
the considered integrands (which are vector-valued in H1D,−s) are integrable. Hence, the permutation
follows from a standard property (Fubini’s like) of Bochner integrals [37].
4 Spectral theory of the full Hamiltonian and application to the
evolution problem
The hard part of the work is now done: for each fixed non zero k, we have obtained a diagonal form of
the reduced Hamiltonian Ak. It remains to gather this collection of results for k ∈ R∗, which yields a
diagonal form of the full Hamiltonian A. The proper tools to do so are the notions of direct integrals of
Hilbert spaces and operators (see, e.g. [8, 26, 33]) that we implicitly assume to be known by the reader
(at least their definition and elementary properties).
4.1 Abstract diagonalization of A
The first step consists in rewriting the link (21) between A and Ak in an abstract form using direct
integrals. The partial Fourier transform in the y-direction F led us to define Ak for each fixed k as an
operator in H1D (see (20)). Actually, the initial space H2D introduced in (8) is nothing but the tensor
product of Hilbert spaces H1D ⊗ L2(Ry) or equivalently the (constant fiber) integral
H2D =
∫ ⊕
R
H1D dy.
Hence the partial Fourier transform F appears as a unitary operator from H2D to
H⊕2D := H1D ⊗ L2(Rk) =
∫ ⊕
R
H1D dk.
A vector U⊕ ∈ H⊕2D is simply a 4-uplet analogous to a U ∈ H2D but depending on the pair of variables
(x, k) instead of (x, y). For a.e. k ∈ R, we denote Uk := U⊕(·, k) ∈H1D so that
‖U⊕‖2H⊕2D =
∫
R
‖Uk‖2H1D dk.
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FF  =
Z  
R
Fk dk
F := F  F
Aˆ ⌘  =
Z  
R
Ak dkA A
H2D =
Z  
R
H1D dkH 2D
F
H2D
F
=
Z  
R
Hˆk dkHˆ
F  =
Z  
R
Fk dk
=
Z  
R
H1D dkH 2D
=
Z  
R
Hˆk dkHˆ
F := F  F
Figure 7: Diagonalization diagram of A.
In this functional framework, we can gather the family of reduced Hamiltonian Ak for k ∈ R as a direct
integral of operators A⊕ defined by
A⊕ :=
∫ ⊕
R
Ak dk,
which means that for a.e. k ∈ R,(
A⊕U⊕
)
k
= AkUk, ∀ U⊕ ∈ D(A⊕),
where
D(A⊕) :=
{
U⊕ ∈H⊕2D | Uk ∈ D(Ak) for a.e. k ∈ R and
∫
R
‖AkUk‖2H1D dk <∞
}
. (73)
Relation (21) can then be rewritten in the concise form F A = A⊕ F , or equivalently
A = F∗A⊕F . (74)
General properties can now be applied to obtain a diagonal expression of A summarized in the following
theorem and illustrated by the commutative diagram of Figure 7.
Theorem 21. Let P denote the orthogonal projection defined in H2D by P := χ(A) where χ is the
indicator function of R \ {−Ωm, 0,Ωm}. Consider the direct integral F⊕ of the family of all generalized
Fourier transforms Fk for k ∈ R (see Theorem 18), that is,
F⊕ :=
∫ ⊕
R
Fk dk which maps H⊕2D to Hˆ :=
∫ ⊕
R
Hˆk dk. (75)
Then, for any measurable function f : R→ C, we have
f(A)P = Pf(A) = F∗ f(λ)F in D(f(A)) (76)
where
F : H2D → Hˆ is defined by F := F⊕ F and satisfies FF∗ = IdHˆ.
Thus, the restriction of F on the range of P is a unitary operator.
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Proof. From the definition of P, the diagonalization formula (76) amounts to fχ(A) = χf(A) = F∗f(λ)F.
To prove this, we start from formula (74) which shows that A and A⊕ are unitarily equivalent. So the
same holds for f(A) and f(A⊕) for any measurable function f : R → C (see [9]). More precisely, using
fχ instead of f, we have
fχ(A) = F∗fχ(A⊕)F in D(f(A)) = F∗(D(f(A⊕))). (77)
It remains to diagonalize fχ(A⊕). We first use the essential property (see [26])
fχ(A⊕) =
∫ ⊕
R
fχ(Ak) dk in D(f(A⊕)),
(where the domain D
(
f(A⊕)
)
is defined as D(A⊕) in (73) by replacing A⊕ and Ak by f(A⊕) and f(Ak)).
Roughly speaking, this latter relation means that the functional calculus “commutes” with direct integrals
of operators. We deduce from this relation that for U⊕ ∈ D(f(A⊕)) and V⊕ ∈H⊕2D, one has
(fχ(A⊕)U⊕,V⊕)H⊕2D =
∫
R
(fχ(Ak)Uk,Vk)H1D dk.
Hence, using the family of diagonalization formulas (68), i.e., fχ(Ak) = Pk f(Ak) = F∗k f(λ)Fk, we obtain
(fχ(A⊕)U⊕,V⊕)H⊕2D =
∫
R
(f(λ)FkUk,FkVk)Hˆk dk = (f(λ)F⊕U⊕,F⊕V⊕)Hˆ
which shows that
fχ(A⊕) = F∗⊕f(λ)F⊕,
where F⊕ is defined in (75). Note that this operator is bounded since ess-supk∈R ‖Fk‖ = 1 (where ess-sup
denotes the essential sup) because ‖Fk‖ = 1 for all k ∈ R∗. Combining the latter relation with (77) yields
(76).
In the particular case where f(λ) ≡ 1, relation (76) shows that χ(A) = F∗ F, whereas similar arguments
as above tell us that
F⊕ F∗⊕ =
∫ ⊕
R
FkF∗k dk =
∫ ⊕
R
IdHˆk dk = IdHˆ,
hence FF∗ = F⊕ F F∗ F∗⊕ = IdHˆ since F F∗ = IdH⊕2D . This completes the proof.
4.2 Generalized Fourier transform for A
Theorem 21 is the main result of the present paper. It is formulated here in an abstract form which will
become clearer if we make more explicit the various objects involved in this theorem. This is the subject
of this section.
4.2.1 Characterization of the projection P
By (77), the orthogonal projection P := χ(A) can be equivalently written as
P = F∗ χ(A⊕)F where χ(A⊕) =
∫ ⊕
R
χ(Ak) dk =
∫ ⊕
R
Pk dk,
where the Pk’s are defined in Theorem 18. This shows in particular that the range of P is given by
Im(P) = F∗
(∫ ⊕
R
Im(Pk) dk
)
.
where Im(Pk) = H1D(divk 0) is defined in (23). As F div = divk F , we deduce that
Im(P) = H2D(div 0) := {(E,H,J ,K) ∈H2D | divH = 0 in R2± and divK = 0 in R2+}. (78)
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In the same way, Ker(P) = Ker(A)⊕Ker(A− Ωm)⊕Ker(A+ Ωm) is described by
Ker(A) = F∗
(∫ ⊕
R
Ker(Ak) dk
)
and Ker(A∓ Ωm) = F∗
(∫ ⊕
R
Ker(Ak ∓ Ωm) dk
)
,
where Ker(Ak) and Ker(Ak ± Ωm) are characterized in Proposition 8. As F∇ = ∇kF , we have
Ker(A) = {(0, Π˜∇φ, 0, 0)> | φ ∈ H10 (R2−)}, (79)
Ker(A∓ Ωm) =
{
(0, Π∇φ, 0,±iµ0Ωm∇φ)> | φ ∈ H10 (R2+)
}
, (80)
where Π˜ is the extension by 0 of a 2D vector field defined on R2− to the whole plane R2 and H10 (R2±) :=
{φ ∈ H1(R2±) | φ(0, y) = 0 for a.e. y ∈ R}.
4.2.2 Description of the spectral space Hˆ
Consider now the spectral space Hˆ defined in (75) where each fiber Hˆk is given in (66). The elements of
Hˆ are then vector fields Uˆ : k → Uˆk ∈ Hˆk such that
‖Uˆ‖2Hˆ :=
∫
R
‖Uˆk‖2Hˆk dk <∞.
Each space Hˆk is composed of L2-spaces defined on the various zones Λz(k), which are vertical sections of
the spectral zones Λz represented in Figure 4 (and defined in (49) and (53)). The above formula gathers
the spaces associated with all sections to create a space of fields defined on the zones Λz, z ∈ Z. Indeed,
by Fubini’s theorem, we see that Hˆ can be identified with the following direct sum:
Hˆ =
⊕
z∈Z
L2(Λz)
card(Jz) = L2(Λdd)
2 ⊕ L2(Λde)⊕ L2(Λdi)2 ⊕ L2(Λei)⊕ L2(Λee). (81)
As we did for the generalized eigenfunctions W k,λ,j , we denote somewhat abusively by Uˆ(k, λ, j) the
fields of Hˆ, where it is understood that j ∈ Jz while (k, λ) ∈ Λz for the various zones Λz, z ∈ Z. The
norm in Hˆ can then be rewritten as
‖Uˆ‖2Hˆ =
∑
z∈Z\{ee}
∑
j∈Jz
∫
Λz
|Uˆ(k, λ, j)|2 dλ dk +
∑
±
∫
|k|>kc
|Uˆ(k,±λE(k), 0)|2 dk.
4.2.3 The generalized Fourier transform F and its adjoint
We show here that, as for the reduced Hamiltonian, the generalized Fourier transform F appears as
a “decomposition” operator on a family of generalized eigenfunctions of A, denoted by (Wk,λ,j) and
constructed from the generalized eigenfunctions (Wk,λ,j) of the reduced Hamiltonian Ak (see (62)) via
the following formula:
∀z ∈ Z, ∀(k, λ) ∈ Λz, ∀j ∈ Jz, ∀(x, y) ∈ R2, Wk,λ,j(x, y) := Wk,λ,j(x) e
iky
√
2pi
. (82)
Similarly the adjoint F∗ is a “recomposition” operator in the sense that its “recomposes” a function
U ∈ H2D from its spectral components Uˆ(k, λ, j) ∈ Hˆ which appears as “coordinates” on the spectral
basis (Wk,λ,j) of A.
As F (respectively, F∗) is bounded in H2D (respectively, Hˆ), if suffices to define it on a dense subspace
of H2D (respectively, Hˆ). Consider first the case of the physical space H2D. In the same way as the
1D-case (see Remark 17), we define
H2D,s := L2s(R2)× L2s(R2)2 × L2s(R2+)× L2s(R2+)2 for s ∈ R,
where L2s(O) := {u ∈ L2loc(O) | (1 + x2)s/2 (1 + y2)s/2 u ∈ L2(O)} for O = R2 or O = R2+. Note that
H2D,−s and H2D,+s are dual spaces, the corresponding duality bracket being denoted 〈·, ·〉2D,s. It is clear
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that H2D,s is dense in H2D for all s > 0, but we shall actually choose s > 1/2 : the key point is that each
function Wk,λ,j , being bounded, belongs to H2D,−s.
For the space Hˆ, this is a little more tricky. We first define Hˆc the subspace of Hˆ made of compactly
supported functions and we introduce the lines
D0 := R× {0} and D±m := R× {±Ωm},
as well as the finite set Pc := {(kc, λc), (kc,−λc), (−kc, λc), (−kc,−λc)}. Then we define the space
Hˆd := {Uˆ ∈ Hˆc | supp Uˆ ∩
(
D0 ∪D+m ∪D−m ∪ Pc
)
= ∅}.
Since D0, D±m and Pc have Lebesgue measure 0 in R2, Hˆd is clearly dense in Hˆ.
Proposition 22. Let s > 1/2. The generalized Fourier transform FU of all U ∈ H2D,+s is explicitly
given in each zone Λz, z ∈ Z, by
FU(k, λ, j) = 〈U ,Wk,λ,j〉2D,s for all (k, λ) ∈ Λz and j ∈ Jz, (83)
where the Wk,λ,j’s are defined in (82). Furthermore, for all Uˆ ∈ Hˆd, we have
F∗Uˆ =
∑
z∈Z\{ee}
∑
j∈Jz
∫
Λz
Uˆ(k, λ, j)Wk,λ,j dλ dk +
∑
±
∫
|k|>kc
Uˆ(k,±λe(k), 0)Wk,±λe(k),0 dk, (84)
where the integrals are Bochner integrals with values in H2D,−s.
Remark 23. The content of Remark 20 could be transposed here with obvious changes. In particular, for
general U ∈ H2D or Uˆ ∈ Hˆ, the expressions of FU or F∗Uˆ are deduced from the above ones by a limit
process on the domain of integration (exactly as for the usual Fourier transform of a square integrable
function). In the sequel, this process will be implicitly understood when applying formulas (83) and (84)
for general U and Uˆ .
Proof. Let U ∈ H2D,+s with s > 1/2. By definition, F := F⊕ F where F⊕ is defined in (75). Hence, in
each zone Λz, z ∈ Z, we have
FU(k, λ, j) = Fk(FU(·, k))(λ, j), for a.e. (k, λ) ∈ Λz and j ∈ Jz.
Note that H2D,+s = H1D,+s ⊗ L2s(Ry) and F(L2s(Ry)) = Hs(Rk) where Hs(Rk) stands for the Sobolev
space of index s, thus FU ∈H1D,+s ⊗Hs(Rk). As s > 1/2, Hs(Rk) is included in C0(Rk), the space of
continuous function on Rk, so FU ∈ C0(Rk,H1D,+s) and one can define FU(·, k) ∈ H1D,+s for all real
k. Hence, using the respective definitions (19) and (65) of F and Fk leads to
FU(k, λ, j) =
〈∫
R
U(·, y) e
−iky
√
2pi
dy ,Wk,λ,j
〉
1D,s
, for a.e. (k, λ) ∈ Λz and j ∈ Jz,
which yields (83) thanks to a Fubini’s like theorem for Bochner integrals (which applies here since U ∈
H2D,+s and Wk,λ,j ∈H2D,−s).
We now prove (84). Recall that the adjoint of a direct integral of operators is the direct integral of
their adjoints [33]. Hence,
F∗ = F∗F∗⊕ where F∗⊕ =
∫ ⊕
R
F∗k dk maps Hˆ to H⊕2D.
Let Uˆ ∈ Hˆd. For a.e. k ∈ R, Uˆk := Uˆ(k, ·, ·) ∈ Hˆk and its support in λ is compact. Moreover
F∗⊕Uˆ(·, k) ≡ F∗kUˆk vanishes for k large enough. So
F∗Uˆ(x, y) = F∗F∗⊕Uˆ(x, y) =
∫
R
F∗kUˆk(x)
eiky√
2pi
dk for a.e. (x, y) ∈ R2.
Note that the support of Uˆk does not contain 0 and ±Ωm, neither ±λc when |k| = kc. Thus, by
Proposition 19, F∗kUˆk is given by formula (72) with Uˆk instead of Uˆ . Then it suffices to apply Fubini’s
theorem again to obtain formula (84), using the fact that the function (k, λ) 7→ Wk,λ,j is bounded in
H2D,−s when (k, λ) varies in the support of Uˆ .
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4.3 Spectrum of A
The preceding results actually show that the spectrum σ(A) of A is obtained by superposing the spectra
σ(Ak) of Ak for all k ∈ R. More precisely, we have the following property.
Corollary 24. The spectrum of A is the whole real line: σ(A) = R. The point spectrum σp(A) is
composed of eigenvalues of infinite multiplicity: σp(A) = {−Ωm, 0,Ωm} if Ωe 6= Ωm and σp(A) =
{−Ωm,−Ωm/
√
2, 0,Ωm/
√
2,Ωm} if Ωe = Ωm.
Proof. It is based on Remark 6. First consider an interval Λ = (a, b) ⊂ R\{−Ωm, 0,Ωm} with a < b. The
diagonalization formula (76) applied to the indicator function f = 1Λ shows that the spectral projection
E(Λ) is given by E(Λ) = F∗ 1Λ F (since χ1Λ = 1Λ). Moreover, from the identification (81) of the spectral
space Hˆ, we see that the operator of multiplication by 1Λ(λ) in Hˆ cannot vanish. Hence E(Λ) 6= 0 for
all non empty Λ = (a, b) ⊂ R \ {−Ωm, 0,Ωm}. As σ(A) is closed, we conclude that σ(A) = R.
Suppose now that Λ = {a} ⊂ R\{−Ωm, 0,Ωm}. We still have E(Λ) = F∗ 1Λ F but here, the operator of
multiplication by 1{a}(λ) in Hˆ always vanishes except if Ωe = Ωm and a = ±Ωm/
√
2. To understand this,
first consider a two-dimensional zone Λz for z ∈ Z \ {ee}. As R×{a} is one-dimensional, its intersection
with Λz has measure zero in Λz, so the operator of multiplication by 1{a}(λ) in L2(Λz) vanishes. On the
other hand, for the one-dimensional zone Λee, several situations may occur. If Ωe 6= Ωm, the intersection
of R × {a} and Λee is either empty or consists of two points (which are symmetric with respect to the
λ-axis), hence this intersection still have measure zero in Λee. If Ωe = Ωm, this intersection is empty
when a /∈ {−Ωm/
√
2,+Ωm/
√
2}, whereas it is one half of Λee when a = ±Ωm/
√
2 (the half located in
the half-plane ±λ > 0). In the latter case, we see that the range of the projection E({±Ωm/
√
2}) is
isomorphic, via the generalized Fourier transform F, to the infinite dimensional space L2({|k| > kc}).
To sum up, if Ωe 6= Ωm, there is no eigenvalue of A in R \ {−Ωm, 0,Ωm}, whereas if Ωe = Ωm, the only
eigenvalues of A located in R \ {−Ωm, 0,Ωm} are ±Ωm/
√
2 and they both have infinite multiplicity.
Finally, formulas (79) and (80) show that 0 and ±Ωm are also eigenvalues of infinite multiplicity.
4.4 Generalized eigenfunction expansions for the evolution problem
As an application of the above results, let us express the solution U(t) of our initial time-dependent
Maxwell’s equations written as the Schro¨dinger equation (7).
Consider first the free evolution of the system, that is, when G = 0. In this case, U(t) = e−iAtU0 for
all t > 0, where U0 = U(0) ∈ H2D is the initial state. Theorem 21 provides us a diagonal expression of
e−iAt. More precisely, P e−iAt = e−iAt P = F∗ e−iλt F. Hence, if we restrict ourselves to initial conditions
U0 ∈H2D(div 0) = Im(P) (see (78)), we simply have U(t) = F∗ e−iλt FU0. Thanks to (83) and (84), this
expression becomes
U(t) =
∑
z∈Z
∑
j∈Jz
∫
Λz
〈U0,Wk,λ,j〉2D,s Wk,λ,j e−iλt dλ dk.
For simplicity, we have condensed here the various sums in the right-hand side of (84) in a single sum
which includes the last term corresponding to z = ee (which is of course abusive for this term, since it is a
single integral represented here by a double integral). The above expression is a generalized eigenfunction
expansion of U(t). It tells us that U(t) can be represented as a superposition of the time-harmonic waves
Wk,λ,j e−iλt modulated by the spectral components 〈U0,Wk,λ,j〉2D,s of the initial state. Strictly speaking,
the above expression is valid if we are in the context of Proposition 22, i.e., if U0 ∈H2D,+s with s > 1/2
and FU0 ∈ Hˆd. For general U0 ∈ H2D(div 0), the limit process mentioned in Remark 23 is implicitly
understood.
Consider now equation (7) with a non-zero excitation G ∈ C1(R+,H2D(div 0)). For simplicity, we
assume zero initial conditions. In this case, the Duhamel integral formula (12) writes as
U(t) =
∫ t
0
F∗ e−iλ(t−s) FG(s) ds,
which yields the following generalized eigenfunction expansion:
U(t) =
∑
z∈Z
∑
j∈Jz
∫ t
0
∫
Λz
〈G(s),Wk,λ,j〉2D,s Wk,λ,j e−iλ(t−s) dλ dk ds.
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As mentioned in the introduction, we are especially interested in the case of a time-harmonic excitation
which is switched on at an initial time, that is, G(t) = H(t) e−iωtGω for given ω ∈ R and Gω ∈
H2D(div 0), where H(t) denotes the Heaviside step function (i.e., H := 1R+). In this particular situation,
Duhamel’s formula simplifies as
U(t) = φω(A, t)Gω = F∗ φω(λ, t)FGω,
where φω(·, t) is the bounded continuous function defined for non negative t and real λ by
φω(λ, t) := e
−iλt
∫ t
0
e−is(ω−λ)ds =
 i
e−iλ t − e−iω t
λ− ω if λ 6= ω,
t e−iω t if λ = ω.
The generalized eigenfunction expansion of U(t) then takes the form
U(t) =
∑
z∈Z
∑
j∈Jz
∫
Λz
φω(λ, t) 〈Gω,Wk,λ,j〉2D,s Wk,λ,j dλ dk.
In the second part [5] of the present paper, we will study the asymptotic behavior of this quantity for large
time, in particular the validity of the limiting amplitude principle, that is, the fact that U(t) becomes
asymptotically time-harmonic. We can already predict that this principle fails in the particular case
Ωe = Ωm if we choose ω = ±Ωm/
√
2, since ±Ωm/
√
2 are eigenvalues of infinite multiplicity of A (see
Corollary 24). Indeed, if Gω is an eigenfunction associated to ±Ωm/
√
2, it is readily seen that the above
expression becomes
U(t) =
∫
|k|>kc
φω(ω, t) 〈Gω,Wk,ω,0〉2DWk,ω,0 dk.
Using the expression of φω(ω, t), we obtain
U(t) = t e−iω t
∫
|k|>kc
〈Gω,Wk,ω,0〉2DWk,ω,0 dk.
which shows that the amplitude of U(t) increases linearly in time. This resonance phenomenon is
compatible with formula (13) which tells us that ‖U(t)‖2D increases at most linearly in time. It is similar
to the resonances which can be observed in a bounded electromagnetic cavity filled with a non-dissipative
dielectric medium, when the frequency of the excitation coincides with one of the eigenfrequencies of
the cavity. But it is related here to surface plasmon polaritons which are the waves that propagate at
the interface of our Drude material and that are described by the eigenfunctions associated with the
eigenvalues ±Ωm/
√
2 of A. Moreover, unlike the eigenfrequencies of the cavity, these eigenvalues are of
infinite multiplicity and embedded in the continuous spectrum. In the case of an unbounded stratified
medium composed of standard non-dissipative dielectric materials such nonzero eigenvalues do not exist
(see [34]).
In [5], we will explore more deeply this phenomenon and we will investigate all the possible behaviors
of our system submitted to a periodic excitation. This forthcoming paper is devoted to both limiting
absorption and limiting amplitude principles, which yield two different but concurring processes that
characterize time-harmonic waves. In the limiting absorption principle, the time-harmonic regime is
associated to the existence of one-sided limits of the resolvent of the Hamiltonian on its continuous
spectrum, whereas in the limiting amplitude principle, it appears as an asymptotic behavior for large
time of the time-dependent regime.
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