ABSTRACT Sums of fading envelopes occur in several wireless communications applications. The exact mathematical solution to this statistic is, however, rather intricate. In this paper, we derive a novel closedform approximation to the sum of not necessarily identically distributed Nakagami-m random variables. The necessary parameters of the approximate solution are estimated by using the well-known expectation maximization algorithm with a Nakagami-m mixture model. The proposed approximation finds applicability in obtaining important performance metrics of communications systems where sums of variates arise. More specifically, we apply the proposed method to derive a closed-form expression for average bit error probability (ABEP) of multibranch equal-gain combining receivers. The presented models are general and can be applied to any modulation scheme. Furthermore, simplified asymptotic closed-form expressions for the ABEP have been derived to examine the achievable diversity and coding gains. Finally, the performance of the proposed approach is verified by comparing itself against both the exact evaluation and the previous results in the literature.
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NOMENCLATURE
(·) gamma function. E [·] expectation. f Z (z, θ) probability density function (PDF) of a random variable Z with a parameter vector θ. φ i (z, θ i ) i-th PDF component from a mixture model with a parameter vector θ i of a random variable Z . θ it t-th element of the parameter vector θ i .
Z i (·) characteristic function of an arbitrary random variable Z i . k current iteration in Expectation Maximization algorithm.
∼ approximately equal to. parameter set.
n number of data points. X observed data of length n. f (k) (a) value of the k-th derivative of f (x) evaluated at x = a.
I. INTRODUCTION
Several distributions have been proposed for theorical modeling of physical fading radio channels. In particular, the Nakagami-m distribution has received special attention because it has an easy mathematical treatment and great flexibility to describe a wide range of fading [1] . Another interesting feature of Nakagami-m is its better fit to empirical fading data for many wireless propagation channels than other commonly used distributions [2] .
Sums of fading envelopes arise in many practical wireless applications, such as diversity combining techniques [e.g., equal-gain combining (EGC), maximal-ratio combining (MRC)], signal detection, outage probability, inter symbol interference, phase jitter, linear equalizers, and others [3] . Unfortunately, the analytical determination of the probability density function (PDF) of the sum of independent envelopes is rather cumbersome. For M fading random variables (RVs), the exact evaluation of the PDF emerges as the convolution of the individual PDFs of the summands. This solution becomes rapidly complex as the number of signals increases and hugely expensive in computational terms. To avoid the aforementioned complexity, a number of approaches concerning approximation methods have been investigated in the literature for the well-known RVs [4] - [8] . Then, we briefly summarize some approaches related to the development of the PDF to the sum of Nakagami-m envelopes. It was the famous Nakagami [9] who presented the first approximation for the PDF of the sum of M independent, identically distributed (i.i.d.) Nakagami-m envelopes by using another Nakagamim PDF. Based on the results given in [9] , the parameters of the approximate Nakagami-m distribution for the sum of two identical and correlated Nakagami-m RVs were obtained in [10] . Yacoub et al. [11] presented a finite range multifold integral for PDF of the sum of i.i.d. Nakagami-m RVs, however, its performance in computational terms is as intense as the exact solution. Next, an alternative approach for the evaluation of the cumulative distribution function (CDF) via Hermite numerical integration of the weighted sum of M independent Rician and Nakagami-m envelopes with or without the presence of Additive White Gaussian Noise (AWGN) was presented in [12] . Later, an improved approximation for the PDF of the sum of arbitrary number of independent but not identically distributed (i.n.i.d.) Nakagami-m RVs was derived in [13] via moment-based estimators. Then, a closedform expression for the PDF, CDF, and moment-generating function (MGF) of M Nakagami-m vectors with uniform phases and a restricted m to integers was derived in [14] . Exact infinite summations of hypergeometric functions and gamma for the distribution of the sum of i.i.d. Nakagami-m RVs was shown in [15] , although their computation becomes intractable while the number of RVs increases. Following, an approximation of a sum of correlated Nakagami-m random variables RVs with identical and integer fading parameters was presented in [16] to study the performance of EGC systems. On the ground of moment-based estimator proposed in [13] , da Costa et al. [17] , presented a more accurate approximation for the PDF of the sum of i.n.i.d Nakagami-m RVs by using the α−µ distribution (which includes as a special case the Nakagami-m PDF). In the approaches [13] and [17] , the parameters of the approximate PDF are calibrated by matching predetermined moments of the approximate approach to that of the exact sum distribution. This method is well-known as moment-matching. In this paper, we provide accurate closed-form approximation for the PDF of the sum of i.n.i.d Nakagami-m RVs. For this purpose, we perform the parameters estimation of a mixture model. A mixture model combines two independent statistical distributions to improve the fitting of an underlying distribution that comes from observed samples. The major algorithm to get the parameters of the mixture models is the Expectation Maximization (EM) [18] - [20] . We are free to select the distributions, depending on the problem in hand. In particular, for the sum of Nakagami-m RVs, we propose EM with Nakagami-m Mixture Model (EM-NMM) as suitable solution to estimate the NMM density model. EM estimates the parameters of a NMM in an iterative manner. In each iteration, the algorithm calculates and accumulates statistical information from the whole data set, and then updates the parameters based on the information. It is noteworthy that, the accuracy of EM-NMM is controlled by the observed data, that is, a greater amount of data used for the estimation of parameters will lead to a higher accuracy of the algorithm. In this work, the set of samples required in the EM-NMM are obtained through the Monte Carlo (MC) simulations, where the random values from the Nakagami-m distribution are computed by a pseudo-random number generator. This procedure allows improving the accuracy of approximations and reduces the computational efforts in the sum of several envelopes. The versatility of our approach makes it handy to be used in the investigation of the performance metrics of wireless systems in which the sums of RVs occur. Thus, as an application, we present a closed-form expressions for Average Bit Error Rate (ABEP) for both coherent and non-coherent modulations considering predetection EGC receiver. The EGC is certainly a very attractive diversitycombining technique as it couples simplicity and efficiency in the same technique. It closely follows the performance of the optimum solution, known as MRC, although being considerably less complex. Several approaches concerning approximation methods in the performance analysis of diversity systems have been proposed in terms of ABEP in EGC for the well-known RVs [21] - [26] . Representative examples show that our proposed approximations are simple, versatile, accurate, and yield results without computational complexity (in very short time), which is different from the intricacy inherent evaluation of the exact solution. Additionally, the analytical results obtained from the proposed approaches are compared with the approximations found in [13] and [17] . The proposed approach can easily be extended to different applications, such as for the computation of Outage Probability, Channel Capacity, Level Crossing Rate, and others. Finally, it is important to mention that since the Nakagami-m distribution includes as special cases: one-sided Gaussian (m = 1/2), Rayleigh (m = 1), Hoyt, and Rice also known as Nakagami-q and Nakagami-n respectively. 1 So, the approximations to these models are implicitly attained. Finally, it is worth mentioning that the performance of our approximate 1 The n-and the q-distributions are particular solutions of the Nakagami-m distribution under certain specific conditions. Interested readers can find in [9] the interrelations between the Nakagami-m and the aforementioned distributions. VOLUME 6, 2018 solution is similar to the approach in [17] , which is currently the best approximation for the sum of generalized RVs in the literature. Moreover, unlike this approach, the computational effort of our approximation is practically independent of the number of branches that contribute in the resultant envelope.
The remainder of this paper is organized as follows. In section II, the problem formulation and the review of the main exact solutions for the sum of arbitrary number of RVs are described. Section III introduces the mathematical framework for the EM Algorithm with mixture model, including the generation of experimental samples through the MC method. In section IV, we apply the EM Algorithm to estimate the necessary parameters in the proposed approximation. Section V derives closed-form expressions in terms of ABEP for EGC diversity by using the proposed approach. Section VI shows some illustrative numerical results, and draws some discussions. Finally, some concluding remarks are made in Section VII.
II. PROBLEM FORMULATION AND DERIVATION OF THE EXACT PDFS
In this section, we review the formulation of the problem, as well as the most relevant exact solutions that support it. In addition, we highlight the difficult task in the evaluation of these solutions.
The Nakagami-m PDF of R i is given by [9] :
is the mean power, and
is the fading parameter. The aim of the research community is to find good approximations to the PDF of R. To motivate the search of approximation of R, in this section we revisited the general formulations to obtain the exact solution.
B. EXACT SOLUTIONS
The exact mathematical evaluation for the PDF of the sum of independent RVs can be achieved by several means. In this paper, two most common formulations are derived. The first of these standard procedures is through the convolution of marginal PDFs. On the other hand, in the second method, the resultant PDF is obtained as the product of characteristic functions (CFs) in the frequency domain [27] .
1) CONVOLUTION AND BRENNAN'S INTEGRAL
The exact formulation for the PDF of R can be computed as the convolution of individual PDFs of R i . In other words, this operation is defined by performing multifold integral of products of marginal PDFs with dimensionality equal to M − 1. Since the sums of RVs (e.g., the Rayleigh, Rice, and Nakagami-m envelopes) only exist for positive real values, it is feasible to reformulate the limits of integration through the geometric approach proposed in [28] . Therefore, the resultant PDF of R in (1) can be written as in [28] by
Notice that the exact evaluation in (3) is given in terms of the joint PDF of R i , i = 1, . . . , M . If the Nakagami-m RVs involved in the sum are assumed to be independent, then the joint PDF arises as the product of invidivual PDFs by [28] 
Unfortunately, the multidimensional integral in (3) is quite as frightful as it appears and its evaluation doesn't present closed-form expression. Additionally, the computation of (3) through numerical integration using standard computing softwares such as Mathematica and Matlab can be unfeasible from the sum of five RVs.
2) PRODUCT OF CHARACTERISTICS FUNCTIONS
The CF R i (·) is presented as the Inverse Fourier transform of the PDF of R i as: i (ω) E[exp(jωR i )] [27] . Knowing that in the time domain the PDF of R is given as the convolution of individual PDFs, the R (·) of R in the frequency domain can be achieved through the product of marginal CFs of R i as [27] 
Consequently, the exact PDF in (1) can be obtained from its CF by using Fourier transform [27] f R (r) = 1 2π
The disadvantage of this exact solution is that the closed form of CF is only available for limited cases of the well-known fading distributions. In particular, the CF of a branch R i that follows a Nakagami-m PDF is given by [3] 
where 1 F 1 (.; .; .) is the confluent Hypergeometric function [30, eq. (9.21) ]. Therefore, a common limitation of (6) is that its numerical integration requires a heavy processing, experiencing sometimes slow-convergence issues that may lead to inaccurate results as the number of variables increases. It is noteworthy that in [29] , based on the expression of Nakagami-m CF given in (7), an exact solution was presented in closed-form for the PDF of the sum of i.n.i.d. Nakagami-m RVs. This solution is presented in terms of Lauricella multivariable hypergeometric function. On the other hand, in the authors' own words ''Unfortunately, any professional software package to evaluate Lauricella multivariable hypergeometric function is not currently available for M > 2''. Therefore, this function must be evaluated via numerical integration, similar to the solution in (6) .
III. BACKGROUND
In order to understand the rationale and motivation behind the approximation proposed in Section IV, this section presents the theoretical background concerning both the EM algorithm and the MC method required to the fit of parameters of Nakagami-m Mixture Model.
A. MONTE CARLO METHOD
MC simulations describe any technique of computation that uses a large number of pseudo-random samples to achieve a certain result. They are often the only practical way to evaluate mathematical problems and they are useful when it is difficult or unfeasible to use other mathematical tools. MC methods are mainly employed in three distinct problem classes: numerical integration, optimization and generating samples from probability distributions [31] . For the problem dealt in this paper, the sum of generalized RVs given by multidimensional integrals can easily be translated from the continuous multiple integrals to the discrete sum of pseudo-random samples by using the MC method. Therefore, the sample space of the observations of the resulting PDF R in (1) can be expressed by
where each pseudo-random sequence X i contains a vector of n samples that follows a Nakagami-m distribution. To generate sequences of random numbers needed in (8), several mathematical methods have been proposed in [32] . In addition, the random number generation routines in Wolfram Mathematica and Matlab called RandomVariate [33] , and makedist [34] , respectively, implement fast algorithms to obtain Nakagami-m sample. So in this paper, we resort in these tools. Alternatively, after a careful study of the works reported on developing of approximate expressions [35] - [37] to generate X i having Nakagami-m distribution, we propose to use the approach in [37] , due to its easy implementation in any standard computer language. Having mentioned the two ways of obtaining the desired sequence X i , the estimation of the sample size in MC simulations is explained in detail below. As we previously mentioned, the main idea on MC simulation is to create series of experimental samples using pseudo-random numbers. Hence, it is necessary to establish the appropriate number of samples that ensures a good accuracy in the results. For this purpose, according to the central limit theorem, the statistics such as mean (µ), and standard deviation (σ ) can be used through the coefficient of variation (CV = σ µ ) as an indicator of estimation of iterations when the number of samples is large enough [38] . Consequently, the coefficients of variation are depicted in 
B. EXPECTATION MAXIMIZATION ALGORITHM WITH MIXTURE MODEL
EM is a iterative method that can be used to fit a mixture model of a parametric PDF. In the EM algorithm, it is assumed that the approximate PDF of (1) can be modeled as a weighted sum of other p numbers of PDFs. The parameters of those PDFs can be estimated using n samples taken from the distribution of X, where (p << n). EM maximizes the likelihood function of the mixture respect to the weight coefficients using the provided statistical samples. Therefore, EM with mixture model can be defined as in [19] by
where ω i , i ∈ {1, . . . , p} denote the mixture weights, and φ i (x; θ i ) represents the density of the i-th mixture component of the mixture model. An important constraint on this estimation is to have
the unity integral of (9) . Let = {ω 1 , . . . , ω p−1 , θ 1 , . . . , θ p } be the set of all unknown parameters of the mixture model, where θ i is a vector containing the unknown parameters of the i-th component density. Next, in the mixture model with EM procedure, we start with any feasible values of θ i , and ω i , then the parameters, and the weighting coefficients are updated in each iteration by alternating between the following two steps until a convergence condition is met:
1) EXPECTATION STEP (E STEP)
To establish notation, let (k) denotes the current estimate of after the k-th iteration of the EM algorithm. This stage evaluates the k-th responsibility value τ
ij that the data point x j ∈ X (obtained from (8)) belongs to the i-th weighted PDF, given the current parameter estimates ω i , and θ i . Using Bayes' Rule, this responsibility can be computed as in [39] by
where p is the number of weighted PDFs, and n is the whole set of samples.
2) MAXIMIZATION STEP (M STEP)
On the (k + 1)-th iteration of the M-step, the current estimate of , named (k) , is updated to (k+1) . The new parameters (k+1) are estimated by maximizing the log-likelihood function L (X | ) of each distribution φ i (x; θ i ) weighted by the responsibilities, from a sample data set X = x j n j=1 obtained through the MC method. So, the L (X | ) function is defined as in [39] by
Let θ it denotes the t-th element of the parameter vector θ i . The EM updating parameters are derived from the gradient of L (X | ) equal to zero. Thus, the maximum likelihood estimator of the element θ it ∈ θ i ∈ is given by:
On the other hand, the estimate of the element ω i ∈ , is given by
so, the weighting coefficients ω i can be updated as in [39] by:
Typically, the iterations in the EM procedure are performed until the changes in the relative difference of the PDFs parameters are less than some pre-established threshold . It is worth mentioning that, the accuracy of the EM algorithm depends both on the threshold and the number of weighted PDFs. Furthermore, the time for convergence increases on two factors; as the number of mixture distributions rises and with decreasing of . Interested readers can revise [40] for further guidance about convergence and the accuracy of the EM algorithm.
IV. PROPOSED APPROXIMATION
In this section, we propose to approximate the PDF of R given in (1) by two weighted envelopes given in (9), for which appropriate parameters must be determined to render this method a good approximation. The development of such an approach is derived in detail below. In our approach all φ i are Nakagami-m density functions given in (2), hence, all
Solving the equality (15), we have
From (16), the EM updating equation to estimate the i posteriori (i.e.,
note that in (17), the
value is updated in (k + 1)-th iteration of the M-step until a convergence condition is reached (i.e., the parameters' variation between k − 1, and k iteration is lower than a certain threshold).
Likewise, substituting (2) in (12) and solving for m i ∈ θ i , the equation to estimate m i , can be expressed as follows
After some mathematical manipulations in (18), we get ij . Therefore, we have the simplified equation
Rearranging (20) with respect to m i , we obtain
Now, we can rewrite (21) as
where
Here, note that (23) requires knowledge of i , which was computed previously by using (17) . In addition, notice that the term h in (23) is the difference of arithmetic and geometric means, hence k i will always assume only positive values. 2 Now, to find the m i parameter, we need to solve the nonlinear equation (22) , which does not lead to a closed-form solution. Because of this, we approximate ψ(z) by an asymptotic expansion defined as in [41, eq. (6.3.18) ] by
By using the second order approximation ψ(z) ≈ log(z) − 
Due to the fact that the parameter m i only assumes positive values, we have discarded the negative solution. Furthermore, we require that m i > 0. Since both h and the responsibilities τ ij are positive in (23), the non-negativity of k i is guaranteed in (25) . For more information about nonnegative property of the logarithmic ratio of the arithmetic mean to the geometric mean in (23), the reader can refer to [41, eq. (3.2.1)], [42] .
Algorithm 1 depicts our Nakagami-m Mixture Model based on EM. Here, note that both the responsibility τ k 2j and the weighting coefficient ω k+1 2 are computed from the 2 As will be seen later, the non-negativity of k i is necessary to be able to solve the equation in (22) for j = 1; j < n; j++ do
11 end 12 M step: 
difference between the unit and the τ k 1j , and ω k+1 1 parameters, respectively. This is because we use the EM-NMM for mixing two Nakagami-m distributions, so it turns out that ω 1 + ω 2 = 1. In addition, as a stop criterion we employed the relative tolerance method. In this approach, we compute the difference between the new estimation and the old one for each of the variables, and divide it by the previous (old) value of the variable. The algorithm stops when a relative tolerance in both variables is lower than the threshold. In this work, we consider a threshold value of 1×10 −3 to ensure that there is no significant change between the current and the old parameter estimate over successive iterations. Finally, as will be shown later, the proposed approximation can directly be extended to the performance analysis evaluation in which sum of random variates occurs. VOLUME 6, 2018
V. APPLICATION: BIT ERROR PROBABILITY
There are several metrics to evaluate the performance of Diversity-Combining techniques over Nakagami-m fading channels [43] . The exact solutions of these metrics lead to difficult, intricate equations due to multifold integrals involved in their computation. Among these metrics, the average bit error probability (ABEP) is the most commonly used to compare the performance of these communication systems because its straightforward interpretation. Hence, this section first presents both the exact evaluation and the closed-form approximations for the ABEP at the output of multibranch EGC receiver for coherent and non-coherent modulation techniques. Next, we derive simple expressions for high and low Signal to Noise Ratio (SNR) regime of our approximations proposed. It is worth noting that our formulations in terms of mathematical complexity are as treatable as those approaches that use a single distribution for the approximation to the sum of RVs, because NMM is a linear combination of independent Nakagami-m distributions.
A. ABEP: EXACT AND APPROXIMATE SOLUTIONS
The exact solution for the ABEP in EGC reception can be defined as in [3] bȳ
where P e (r) denotes the conditional bit error probability, and f R (r) is the PDF at the combined output signal in the diversity systems. Considering non-coherent Modulations, P e (r) can be expressed as in [3] by
where exp(·) is the exponential function, N 0 is the one-sided additive white Gaussian noise (AWGN) variance, E b is the bit energy, and g is a modulation dependent parameter such that g = 1 for Differential Binary Phase-Shift Keying (DBPSK), and g = 1/2 for non-coherent Binary Frequency-Shift Keying (BFSK). While on the other hand, for coherent Modulations, P e (r) can be defined as in [3] by
where erfc(·) is the well-known complementary error function. Note that g = 1 for coherent Binary Phase Shift keying (BPSK), g = 1/2 for coherent BFSK, and g = 0.715 for coherent BFSK with minimum correlation. For other common modulations, the value of the parameter g in (27) and (28) can be found in [3] . Then, we present accurate approximations for the two modulation schemes described above. Firstly, we analyze the non-coherent case in (27) . In order to get approximate solution for the ABEP in this modulation, we replace the exact PDF f R (r) in (26) by the approximate PDF f X (x; ) obtained in (9) and P e (r) by (27) . Next, after some mathematical manipulations, the ABEP for non-coherent techniques in closed-form is attained as
Now, turning our attention to the coherent modulation schemes, this is replacing P e (r) from (28) in (26) . We proceed by following the same steps previously done for noncoherent technique (i.e., replacing f R (r) by (9) in (26)). Our approximate, close-form expression for the ABEP in coherent modulations is given by (29) - (30) are obtained through EM-NMM procedure explained in Section IV.
B. HIGH AND LOW SNR REGIME ANALYSIS
In order to simplify the SNR analysis, the main concern in this section is to derive both asymptotic closed-form expressions for high SNR, and formulations at low SNR regime for P e shown in (29) and (30) . It is worth mentioning that the asymptotic analysis has been widely studied in both Outage Probability and Bit Error Probability at high SNR regime (see, for example, [44] - [48] , and the references therein). So, we mainly focus on the asymptotic analysis at high SNR regime for the ABEP in both coherent and non-coherent modulations. Additionally, the expressions for the aforesaid modulations at low SNR regime are also derived. These results are presented as follows.
1) SNR ANALYSIS FOR ABEP IN NON-COHERENT MODULATIONS

Proposition 1: The ABEP expression in (29) at low SNR region is expressed as
Proof: The proof is provided in Appendix A. On the other hand, in order to gain a better insight into the diversity order needed in the systems design, the behavior of the ABEP at high SNR is formulated in the following proposition. (29) can be obtained as
Proposition 2: A simple closed-form expression at high SNR of the ABEP given in
where m is equal to the lower value between the parameters m 1 , and m 2 (i.e., m = min{m 1 , m 2 }) as shall be seen later. Correspondingly, the coefficients ω and are associated 42622 VOLUME 6, 2018 with the m parameter index that meets the aforementioned condition.
Proof: The proof is provided in Appendix B.
2) SNR ANALYSIS FOR ABEP IN COHERENT MODULATIONS
Proposition 3: A closed-form expression at low SNR of the ABEP given in (30) can be derived as
Proof: The proof is provided in Appendix C. Moreover, for high SNR regime, the ABEP metric is provided below.
Proposition 4: A closed-form expression at high SNR of the ABEP given in (30) can be defined as
Proof: The proof is provided in Appendix D. Again, m = min{m 1 , m 2 }. Furthermore, note that the regularized Hypergeometric function 2 F 1 (·, ·; ·; ·) in (30) is eliminated in the expressions (33) and (34) for high and low SNR respectively, which makes them much more treatable formulations than the solution in (30 [49] . In this context, based on (32) , it can be inferred that G c = ( 
VI. NUMERICAL EXAMPLES AND DISCUSSIONS
In this section, in order to check the accuracy of our proposed approximations, we present numerical examples for EGC receivers over Nakagami-m fading channels in terms of ABEP. The exact sum statistics have been computed via numerical integration with the use of (3) and (6) . Likewise, the exact solutions for the ABEP in EGC reception are also plotted via numerical integration from (26) with their respective substitutions. In addition, we compare our NMM approximation against the approaches given in [13] and [17] for the sum of Nakagami-m variates. In all the cases of this section, we employ envelopes with unit-power, and the samples values of m i have been selected to cover a wide range of fading. It is noteworthy that, here, we choose to show only the i.n.i.d. cases, because for the i.i.d. cases, the proposed approximations are practically indistinguishable from the exact solutions.
Firstly, to demonstrate the ability of NMM approach to evaluate the expressions for large M , non-identical summands are considered in Fig. 2 , where we use 20, and 30 RVs. As can be seen for M = 20, the differences among the exact, the approach of [17] , the proposal of [13] , and our approximate curves are almost imperceptible. Notice that the small difference are reduced even further as M increases. On the other hand, for the case of M = 30, the results of the proposed approximate in [13] (e.g., 16 < r < 18) are slightly poorer than the others. [17] are excellent. In the opposite scenario, i.e., signals with greater fading severities, there are a small gap regarding the exact solution; however, both approximate solutions are still very good. Therefore, the behavior of our approaches is very accurate in all of three cases, and outperforms the approximation given in [13] . In short, the proposed approximation presents a similar behavior to the results in [17] for all fading scenarios considering the same order of diversity (i.e., M = 3) in all the cases shown. 5, 0.7, 0.9, 1, 1.5, 2, 2.5, 3) . As can be seen in all cases, the approximations achieved with our MNM agree completely with the exact solution. Here, it is worth mentioning that in all scenarios our approximations behave similarly to those presented in [17] for low values of diversity, but slightly worse than that given by [17] as the number of branches increases. The reason for this small difference is because the α−µ distribution used in [17] to approximate the sum of Nakagami-m RVs has one degree of freedom more than Nakagami-m. However, this gap is imperceptible. On the other hand, the approach of [13] , although good, again is notably outperformed by our proposal. Moreover, from both figures, it is interesting to note that the ABEP performance improves rapidly for high values of branches or high values of SNR at output receiver, while for low values of diversity, the ABEP increases significantly.
Henceforth, only the approach in [17] , and our approximations are presented. The reason for this decision is that these approximations are perfectly matched with the exact solutions as can be seen in the previous analysis (see, for instance, Figs. 3 and 4) . Figs. 5 and 6 denote the SNR regime analysis for both coherent and non-coherent modulations, considering the cases VI, VII, and VIII previously presented. In Figs. 5b and 6b , the ABEP at high SNR is plotted for coherent and non-coherent modulations respectively. It is shown that the asymptotic performances are well aligned to both the approach in [17] , and our approximations. As expected, the ABEP decreases with the increase of M . In the same figures, the diversity order, theoretically defined as D = lim SNR→∞ − log(P e )/ log(SNR) 3 [50] is also shown as a function of the SNR for different values of M . As depicted in these figures, as the SNR goes to infinity, the diversity order D approaches D o = min{m 1 , m 2 } (with M = {4, 6, 8}), verifying the mathematical results presented in Section V-B Regarding the proposed expressions at low SNR regime, the Figs. 5a and 6a show the ABEP for non-coherent and coherent modulation schemes respectively. Note that the observed performances of the formulations for this scenario lose their accuracy with respect to the solutions given in (29) and (30) . However, we encourage the use of these latter expressions, since they are mathematically as treatable as those solutions derived for low SNR regime.
In summary, the results show the expected behavior, that is, the ABEP metric improves by increasing the diversity order and/or improving the fading/shadowing conditions. It is worth mentioning that we carried out tests for other fading conditions showed an excellent fitting in all the cases investigated. 4 For informative purposes, the Fig. 7 presents the computational consuming time of all the approaches shown above. In this context, to circumvent very long simulation times in the evaluation of the exact solution, parallel processing 3 It is worth noting that the term P e in the expression for diversity order D refers to 29, and 30. 4 The simulation scripts in Matlab are available in https://sites.
google.com/view/jdvega/codes has been used 5 with Wolfram Mathematica. The box plots in Figs. 7a and 7b denote the Average elapsed time to obtain the combined envelope for M = {20, 30}, and the ABEP for M = {4, 6, 8} in EGC respectively. From both figures, the reader can observe that approach in [13] corresponds to the fastest envelope computation, but certainly its performance is the worst among all approximations. Likewise, the approach in [17] shows an excellent computational speed in all cases, and its behavior is as good as the proposed approximation in this work. Furthermore, it is clear in both figures that the average times of the approaches in [13] and [17] tend to grow rapidly with the number of branches. For instance, the average elapsed times to compute the PDF for M = 20, and M = 30 RVs for both the approach in [17] , and our approximation are (Case M = 20: 1.51 sec., and 2.23 sec.), and (Case M = 30: 7.45 sec., and 2.58 sec.), 5 Simulations have been run in Windows 10 (64-bit) Pro Intel (R) Core (TM) i7-7500U -2.90 GH -12 GB RAM. respectively. So, it is clear that the simulation time of our approximation for the complete set of examples is practically constant in the range of 2.2-2.6 seconds, being independent of the number of RVs.
Next, in order to verify the speed of real-time computations, a complete summary between the exact and the proposed approximation has been made in Table 1 for both the resulting PDF and the ABEP in EGC technique. It is worth noting that, our proposed method reduces the computational effort above 99% in all the illustrated examples with respect the exact solution. In addition, the results of our approaches in the evaluation of both the PDF and the ABEP with large M prove to be the fastest in realtime computations those presented in [13] and [17] . This fact, makes our NMM proposal attractive in applications for which sum of RVs occur such as Multiple Input Multiple Output (MIMO), Single Input Multiple Output (SIMO) among others. 
VII. CONCLUSION
This paper presented a novel closed-form expression to approximate the PDF of the sum of independent random variables by using a Mixture Model of 2 Nakagami-m through Expectation Maximization Algorithm. Our results find applicability in many important communications scenarios where sums of random variables occur. For instance, simple closed-form approximate expressions for ABEP of EGC for both coherent and non-coherent modulations schemes were derived. We analyzed the asymptotic behavior of the ABEP at high SNR regime, and these expressions provide a good approximation. Additionally, analytical expressions have also been obtained for ABEP at low SNR regime. Results for ABEP performance for EGC method were presented from representative cases (i.e., low and high fading severity/branches) for both low and high SNR regimes. Our approximate formulations presented an excellent behavior in a wide set of the scenarios through comparisons against other approaches reported the literature. In our solution, multifold integrals are replaced by a tractable formulas obtained in minimal time regardless the number of branches, which makes it an ideal approach in the performance analysis metrics in wireless applications such as digital mobile radio, space diversity (e.g., SIMO, MIMO), among others.
APPENDIX A ABEP CALCULATION AT LOW SNR REGIME FOR NON-COHERENT MODULATIONS
By considering the Maclaurin series 6 
where, R n is a remainder term known as the Lagrange remainder [41, eq. (25.2.25)]. Now, by using the second term of Maclaurin expansion in (35) for the denominator of (29), because at low SNR regime, we assume that
in the higher order coefficients are zero. So, we get
Next, by substituting (36) into (29) , and after simple mathematical manipulations, we arrive at the expression in (31) given by
APPENDIX B ABEP CALCULATION AT HIGH SNR REGIME FOR NON-COHERENT MODULATIONS
In the high SNR regime, we have that P e in (29) goes to zero as
becomes larger. Here, our goal is to achieve an expression that meets this assumption. To attain this, we can start by using the binomial theorem [51, eq. (5.13)] for x, y,
into (29), therefore we get
Now, without loss of generality, we assume m 2 > m 1 . Based on this assumption, we can consider that 
From (39), the general expression of ABEP at high SNR can be calculated as in (32) by
where m = min{m 1 , m 2 }.
APPENDIX C ABEP CALCULATION AT LOW SNR REGIME FOR COHERENT MODULATIONS
For this scenario, when z in (30) goes to zero, the term − 
therefore, we obtain 
into (41), we have that
Now, performing some algebraic operations in (43), we get
With the purpose of simplifying the mathematical complexity in (44) for finding a closed-form formulation at low SNR regime, we replace
by zero in the terms corresponding to the regularized Hypergeometric function 2 F 1 (·, ·; ·; ·). Thus, we obtain P e ≈ ω 1 (2m 1 ) Finally, by performing simple mathematical manipulations in (46) , and after mathematical manipulations, we reach the expression in (33) given by 
where z = ( i gE b ) / (m i N 0 ).
VIII. ABEP CALCULATION AT HIGH SNR REGIME FOR COHERENT MODULATIONS
It is worth mentioning that in the high SNR regime, when z in (30) goes to ∞, the term − In this case, a procedure similar to that applied to analyze the high SNR regime of ABEP for non-coherent modulation is considered (i.e., we assume m 2 > m 1 ). Hence, once again, we can consider that 
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