Bone texture characterization is important for differentiating osteoporotic and healthy subjects. Automated classification is however very challenging due to the high degree of visual similarity between the two types of images. In this paper, we propose to describe the bone textures by extracting dense sets of local descriptors and encoding them with the improved Fisher vector (IFV). Compared to the standard bag-of-visualwords (BoW) model, Fisher encoding is more discriminative by representing the distribution of local descriptors in addition to the occurrence frequencies. Our method is evaluated on the ISBI 2014 challenge dataset of bone texture characterization, and we demonstrate excellent classification performance compared to the challenge entries and large improvement over the BoW model.
INTRODUCTION
Osteoporosis, which is a bone disease, causes bone fragility and increases the risk of fracture. It is widely recognized that the analysis of microarchitectural alterations would lead to better diagnosis of this disease [1] . Recently 2D texture analysis using X-ray imaging has shown its potential in providing a cost-effective and efficient way to detect and evaluate osteoporosis [2] . Realizing automated bone texture characterization is however very challenging, since the healthy and osteoporotic images exhibit very similar visual patterns (examples shown in Fig. 1 ). The current research thus focuses on designing and evaluating various feature descriptors for characterizing the bone textures [3, 1, 4, 5] .
In our study, we are interested in understanding how the popular bag-of-visual-words (BoW) model works for bone texture characterization. BoW basically quantizes the densely extracted local descriptors into a set of visual words using kmeans clustering, and computes a histogram descriptor for This work was supported in part by ARC grants.
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an image by counting the occurrence frequencies of visual words. It has been successfully applied to many medical imaging applications [6, 7, 8, 9] . We observe that at the finer scales, there are large inhomogeneities in the bone textures. This thus prompts us to consider dividing the images into small patches, extracting the local descriptors, and combining/encoding them into an overall descriptor. The BoW model conveniently fits this purpose. To achieve more accurate classification, in general computer vision, more advanced encoding schemes have recently been incorporated into the BoW model [10] . In particular, the improved Fisher vector (IFV) [11] has been proposed to quantize the local descriptors based on the Gaussian mixture model (GMM) rather than k-means clustering. The advantage of IFV is that it encodes information about the distribution of local descriptors in addition to the occurrence frequencies, and it is designed to work with linear-kernel support vector machine (SVM) to facilitate efficient computation. It has been highly effective for various classification problems on a number of challenging datasets in general computer vision [10, 12] . Despite these nice properties, IFV has rarely been explored for medical imaging. To the best of our knowledge, only a few studies investigated the earlier version of IFV [13, 14, 15] .
We thus incorporated the IFV encoding into the BoW model for bone texture characterization. While the original IFV is developed with the scale-invariant feature transform (SIFT) [16] descriptor, we have extended it to the local binary patterns (LBP) [17] as well. This extension is motivated by our previous finding that LBP provides highly representative texture description [18, 19] . Our method is used to classify healthy and osteoporotic images, and evaluated on the ISBI 2014 challenge dataset on Texture Characterization of Bone radiograph images (TCB) [20] . We have observed large performance improvement with the IFV encoding, compared to the standard BoW model.
METHODS

The BoW Model
Based on a set of local descriptors extracted from an image, the BoW model represents the occurrence frequencies of visual words in the image. Formally, given a set of N images each with M local descriptors extracted, we denote the entire set of local descriptors as {x i : i = 1, ..., M N }, where
.., K} of K visual words is trained by quantizing these local descriptors into K bins using k-means clustering. For a certain image I, each of its local descriptor x i is assigned to its nearest visual word µ k . The BoW representation of the image I is then the histogram f ∈ R K with each element f (k) containing the number of local descriptors assigned to the visual word µ k .
We used the BoW model as our baseline for characterizing bone textures. Two types of local descriptors are extracted: SIFT and LBP. These are chosen due to their popularity in both medical imaging and general computer vision. For SIFT, we extract the 128-dimensional local descriptors densely at multiple scales with spatial bins of 4, 6, 8 and 10 pixels, which are sampled every three pixels. The local descriptors are then reduced to 64-dimensional using the principal component analysis (PCA). For LBP, a local feature is computed for every 3 × 3 pixel neighborhood and aggregated as a 58-dimensional local descriptor for every nonoverlapping 80 × 80 pixel cell. The VLFeat toolbox [21] is used to extract the dense SIFT and LBP features. Apart from the above mentioned parameters, the default settings are applied. Based on the training images, visual vocabularies are then constructed separately for the SIFT and LBP features using k-means clustering. An image I is then represented by two BoW descriptors f SIF T and f LBP , based on the SIFT and LBP local descriptors and learned visual vocabularies.
Fisher Encoding
With IFV, the visual vocabulary is generated using GMM with K components, with visual words represented by the mean vector µ k ∈ R D , covariance matrix Σ k ∈ R D×D and the prior probability ω k of each Gaussian component. The expectation maximization (EM) algorithm is used to train these parameters based on the training set of N images. The covariance matrix Σ k is assumed to be diagonal, and hence can be represented by the covariance vector σ 2 k ∈ R D . For a local descriptor x i , soft assignments to the visual words are computed by:
Then rather than summarizing the soft assignments into a histogram similar to the standard BoW, the average first and second order differences, u k ∈ R D and v k ∈ R D , between the M local descriptors from image I and the visual words are computed:
The Fisher encoding of the image I is then the concatenation of all u k and v k for all K visual words:
The feature dimension is thus 2KD. Finally, f is power and L2 normalized to improve its discriminative capability. The power normalization is performed by transforming each feature dimension d ∈ {1, ..., 2KD} with the following:
This obtained IFV descriptor is denoted as f IF V . Different from the original IFV, we didn't incorporate the spatial pyramid matching (SPM) [22] pooling. This is because spatial information is less important for textured images compared to natural scenes, and SPM pooling would increase the feature dimension by a factor of the number of regions. The local descriptors (SIFT and LBP) are extracted in the same way as mentioned in the previous section, and two sets of IFV descriptors are generated separately with SIFT and LBP as the local descriptors. The feature encoding toolbox [10] is modified to implement our feature extraction and encoding methods.
Classification
We used the dataset with released ground truth from the ISBI 2014 TCB challenge [20] , which comprises 58 healthy and 58 osteoporotic X-ray images. Each image is of 400 × 400 pixels showing the region of bone textures only. Based on the f IF V descriptors, linear-kernel binary SVM classifiers (using LIBSVM [23] ) were applied to categorize the images with three-fold cross validation. Specifically, images of each class were divided sequentially into three groups of 20, 20, and 18 images, respectively. Training and testing were then conducted in three splits. During each split, two groups were used for training and one for testing. The regularization parameter C was set with training and validation on the training set, and C = 2.6 produced the highest classification accuracy. Note that IFV was originally designed to work with linearkernel SVM, and we also found that the linear kernel indeed provided better classification accuracy compared to the other well-known nonlinear kernels.
Evaluation Metrics
We followed the requirement of the TCB challenge that sensitivity (SN) and specificity (SP) were used to evaluate the characterization performance, and were derived based on the hard binary classification results of SVM. Osteoporosis is the positive class and a correctly identified osteoporotic image is a true positive (TP). A true negative (TN) is a correctly identified healthy image. A false positive (FP) or false negative (FN) is an image misclassified as the osteoporotic or healthy case. Then, SP = TP/(TP+FN), and SN = TN/(TN+FP). The receiver operating characteristic (ROC) curve was also plotted by varying the classification threshold based on the probability estimates of the classification outputs. The area under the curve (AUC) was computed to quantify the characterization performance. We compared our SIFT/LBP descriptor encoding with IFV against the standard BoW model with SIFT/LBP local descriptors. We also compared with the winning entry [5] of the TCB challenge.
RESULTS
As shown in Fig. 2 , the parameter K, which is the number of visual words, is important for the characterization results. For BoW, the descriptor dimension is the same as K, while for IFV, the descriptor dimension is 2KD with D denoting the dimension of the local descriptors (after dimension reduction). We thus prefer a small K for IFV and a large K for BoW to keep a similar descriptor dimension between the two encoding methods. The results show that with K = 4, we Overall, the IFV encoding achieved about 19% and 13% improvement in SN and SP over the BoW model when SIFT was used as the local descriptor, with the optimal settings of K for both methods. With LBP, the improvement was about 13% and 12% in SN and SP. The advantage of IFV over BoW is further demonstrated by the ROC curves as shown in Fig. 3 . Larger AUCs were derived with the IFV encoding, i.e. 0.68 vs. 0.48 for IFV and BoW with SIFT, and 0.64 vs. 0.54 for IFV and BoW with LBP. The benefit of IFV is more obvious when coupled with SIFT than LBP, suggesting IFV is more effective with more descriptiveness features like SIFT.
SIFT with IFV and LBP with IFV produced comparable results, with SIFT providing a higher SN while LBP providing a higher SP (at K = 4). By analyzing the ROC curves of the two descriptors (Fig. 3) , we can see that SIFT achieved slightly higher overall performance than LBP, with the AUCs of 0.68 vs. 0.64. The computation with LBP was however Table 1 shows the comparison with the winning entry [5] of the TCB challenge, which computes the marginals of Haar wavelet decompositions as the feature descriptor. Our SIFT/LBP with IFV methods achieved higher classification SN and SP over the compared approach. Note that both our results and the results from [5] listed in the table were obtained from the initial dataset with released ground truth. The approach [5] achieved consistent results on the blind dataset of 58 additional images. Among the 15 competition entries of the TCB challenge, some entries reported higher performance than [5] on the initial dataset but lower performance on the blind dataset. Our comparison with [5] is thus inconclusive at the present stage, and we will investigate our method performance with the blind dataset in future work.
CONCLUSION
In this paper, we present a method for characterizing bone textures in X-ray images. We describe the image features with an enhanced bag-of-visual-words (BoW) model, by encoding SIFT and LBP local descriptors with the improved Fisher vector (IFV). Linear-kernel SVM is then used to classify the image descriptors into healthy and osteoporotic cases. Our method has been evaluated on the ISBI 2014 TCB challenge dataset of 58 healthy and 58 osteoporotic images. Promising performance has been demonstrated with on average 16% and 13% improvement in classification sensitivity and specificity over the standard BoW model.
