Abstract: In this paper, we consider the InterCriteria Analysis (ICrA), which is based on the index matrices and intuitionistic fuzzy sets. We demonstrate the application of ICrA using the software ICrAData. ICrAData implements five different algorithms for InterCriteria relations calculation, namely: µ-biased, Unbiased, ν-biased, Balanced and Weighted. The software ICrAData displays results in two panels -matrix and graphical view, and the results can also be exported in various formats: matrices, vectors, and graphics. In the matrix view, the column data can be sorted in ascending or descending order. The graphic view has options for resizing the intuitionistic fuzzy triangle, showing a grid and assigning different colours to the points. Moreover, a selected point in the graphic is outlined in the matrix view, and vice-versa. In the present paper some of the ICrAData software functionalities are illustrated by an example.
Introduction
The InterCriteria Analysis (ICrA) has been developed with the goal to gain additional insight into the nature of criteria involved in a multicriteria problem, and discover on this basis existing relations between the criteria themselves [6] . It is based on the apparatus of the index matrices [3] , and the intuitionistic fuzzy sets [2, 4, 5] and can be applied to decision making in different areas of knowledge.
The approach has been discussed in details in a number of papers devoted to different areas of application [1, 9, 15, 19, 20] . Some of the works use the authors' Matlab realization of the ICrA algorithm [15, 16, 18] , but most of them utilize the specialized software developed by Mavrov for application of ICrA and presented in [13, 14] . The software of Mavrov "takes two matrices of input data and outputs the intuitionistic fuzzy pairs that describe the intercriterial relationship as two tables. The application can work with Microsoft Excel workbooks or text files and provides ways to transfer the output data to other programs. It can also include functionality to display graphics of the output data" [13] . In [14] additional graphical interpretation of the results of ICrA in the intuitionistic fuzzy interpretational triangle, has been implemented.
While the software presented in [13, 14] has a user friendly interface and is easy to use, it suffers from several limitations: the software only works under Windows; the copied data has to be compatible with Microsoft Excel, and in this regard imposes restriction on the number of objects (placed in columns).
In this paper, a new cross-platform software implementing ICrA, called ICrAData, is proposed. ICrAData has no limitation on the number of objects and has many additional functionalities compared to the software of Mavrov. Moreover, five different algorithms (µ-biased, Unbiased, ν-biased, Balanced and Weighted) for intercriteria relations calculation are implemented in ICrAData, in accordance with the current development of the ICrA theory [7, 16] .
The paper is organized as follows: in Section 2 is presented the background of the InterCriteria Analysis, in Section 3 the software ICrAData and implemented algorithms for InterCriteria relation calculation are described. The concluding remarks are given in Section 4.
Intercriteria analysis background
We briefly outline the theoretical background of ICrA. Based on [6] , an Intuitionistic Fuzzy Pair (IFP) [2] is obtained as an estimation of the degrees of "agreement" and "disagreement" between two criteria applied to different objects. An index matrix [3] with index sets consisting of the criteria with elements IFPs corresponding to the "agreement" and "disagreement" between the respective criteria is then constructed.
Let O denote the set of all objects O 1 , O 2 , . . . , O n being evaluated, and C(O) be the set of values computed by a given criteria C to the objects, i.e.,
Then the following set can be defined:
In order to find the "agreement" of two criteria, the vector of all internal comparisons of each criteria, which fulfill exactly one of three relations R, R andR is constructed. That is, for a fixed criterion C and any ordered pair x, y ∈ C * (O) it is true:
Further, we consider R, R andR to be >, < and =, respectively. From the above it is clear that only a subset of C(O) ×C(O) needs to be considered for the effective calculation of the vector of internal comparisons, since from Eqs. (1)- (3) it follows that if the relation between x and y is known, then so is the relation between y and x. Thus of interest are only the lexicographically ordered pairs x, y . Denote for brevity:
. Then for a given criterion C, the vector with n(n − 1)/2 elements is obtained:
When comparing two criteria C and C , the degree of "agreement" µ C,C is determined as the number of matching non-zero components of the respective vectors (divided by the length of the vector for normalization purposes) and depending on the implemented algorithm, possibly by the number of matching zero components. The degree of "disagreement" ν C,C is the number of components of opposing signs in the two vectors, but may also be influenced by the matching zero components, depending on the chosen algorithm [16] .
It is obvious (from the way of calculation) that for µ C,C and ν C,C we have µ C,C = µ C ,C and ν C,C = ν C ,C . Also, µ C,C , ν C,C is an IFP. In the most of the obtained pairs µ C,C , ν C,C , the sum µ C,C + ν C,C = 1. However, there may be some pairs, for which this sum is less than 1.
is considered as a degree of "uncertainty".
Currently five different algorithms are proposed. The algorithms µ-biased, Unbiased, ν-biased and Balanced are developed in [16] , based on ideas in [7] . The Weighted algorithm is proposed later in [17] . Here we give short description of the algorithms below:
• µ-biased: This algorithm follows the rules presented in [7, Table 3 ], where the rule =, = for two criteria C and C is assigned to µ C,C .
• Unbiased: This algorithm follows the rules in [7, Table 1 ], where the rule =, = is not assigned to µ C,C or ν C,C . It should be noted that in such case a criterion compared to itself does not necessarily yield 1, 0 .
• ν-biased: In this case the rule =, = for two criteria C and C is assigned to ν C,C . It should be noted that in such case a criteria compared to itself does not necessarily yield 1, 0 .
• Balanced: This algorithm follows the rules in [7, Table 2 ], where the rule =, = for two criteria C and C is assigned a half to both µ C,C and ν C,C . It should be noted that in such case a criteria compared to itself does not necessarily yield 1, 0 .
• Weighted: The algorithm assigns the rule =, = proportionally to µ C,C and ν C,C , resulting in intuitionistic fuzzy pairs.
ICrAData software
The ICrAData software is written in the Java programming language [11] , and it requires installation of Java Virtual Machine from [12] . After installing the software from [10] , the software can be started by the executable file "ICrAData.jar".
The input data has to be a matrix with minimum size 3 × 3, as presented in Eq. (4). The column separator can be tab, comma or semicolon. Each value can be a natural or a real number, and the decimal separator can be point or comma.
The criteria names can be specified with #criterianames: A,B,C,D, the object names#objectnames: X,Y,Z,W,V. These criteria names are used for the column names in the matrices, the object names will be used in a future version of the program, for matrix transposition.
As an illustration we provide the following sample data matrix: 6;5;3;7;6 7;7;8;1;3 4;3;5;9;1 4;5;6;7;8
Copy this data and paste it into the left panel of the ICrAData window. The data written in the left panel can be saved from the button "Save File", and can be saved with different file name with "Save Copy". Afterwards, the saved files can be opened using the "Open File" option. When the data has been loaded, select the button "Analysis".
All five algorithms (µ-biased, Unbiased, ν-biased, Balanced and Weighted), mentioned in the the previous section, are implemented in ICrAData software. They can be selected from the drop-down menu. After changing the algorithm, select "Analysis" to make the new calculations and display the results. The numeric results are displayed in the central panel as two matrices (µ C,C and ν C,C ), the corresponding graphic -in the right panel.
In the primary view the central panel contains the result matrices for µ C,C and ν C,C (see Fig. 1 ).
A secondary view can be selected, which displays the ordered pair µ C,C , ν C,C in the upper matrix and the Euclidean distance from each pair to 1, 0 in the lower matrix (see Fig. 2 ) as proposed in [8] . There is also an option to change the decimal digits being displayed, the default is 4 digits. Calculations are done in double precision, which is around 16 decimal digits.
Fig. 1 ICrAData user interface -primary view
All points in the form of pairs µ C,C , ν C,C , which are the result from the analysis, are displayed on the right panel as points in the intuitionistic fuzzy triangle with vertices 0, 0 , 0, 1 , 1, 0 -corresponding to logical constants uncertainty, falsity and truth, respectively. Several options can be selected above the graphic: size of the graphic, grid lines and color of the points. The graphic can also be exported as a PNG image. Selecting a point from the graphic (with the mouse) highlights the corresponding cells in the matrices, and vice-versa -selecting a cell highlights the point.
Fig. 2 ICrAData user interface -secondary view
All data can be viewed and exported by selecting the button "View Data". There are options for choosing the displayed matrix or vector, the column separator, the decimal digits separator and the number of decimal digits displayed. The upper triangular matrices from the resulting matrices for µ C,C and ν C,C , as well as the distance matrix, can be exported as vectors, which is useful for data comparison with other software.
We will illustrate the algorithms with an example. Let us have the indexed matrix from Eq. (4). The criteria matrix, created from the index matrix, is:
. . .
(1-n) (2) (3) . . .
The following index matrix corresponds to the sample data given above:
The criteria matrix obtained from the index matrix Eq. (5) has the following form:
(1-2) (1-3) (1-4) (1-5) (2-3) (2-4) (2-5) (3-4) (3-5) (4-5)
Now we create a new matrix, called sign matrix, which takes the sign of each value of the criteria matrix Eq. (6):
Depending on the algorithm used, from the rows of the signed matrix Eq. (7), we obtain a symmetric matrix. Therefore we only need to consider the matrix of the following form:
where S i #S j denotes the result of comparison between the i-th and j-th rows of Eq. (7).
The comparison rules used in interpreting Eq. (8) generate the µ C,C and ν C,C matrices, obtained as an end result of ICrA. Further, we explain the different steps in obtaining the resulting matrices µ C,C and ν C,C Eq. (8).
• µ-biased algorithm
We use the following rules for the matrix µ C i ,C j : 0 = 0, 1 = 1, −1 = −1, and the following for the matrix ν C i ,C j : −1 = 1, 1 = −1. The comparison 0 = 0 is not considered.
We count the equal values of the signed matrix Eq. (7) and assign them to µ C i ,C j . In the same manner, the different values are assigned to ν C i ,C j . Finally, the obtained µ C i ,C j and ν C i ,C j values are normalized in [0, 1] interval by dividing by the all counted elements. As a result we obtain the following matrices:
• Unbiased algorithm
We use the following rules for the matrix µ C i ,C j : 1 = 1, −1 = −1, and the following for the matrix ν C i ,C j : −1 = 1, 1 = −1. The comparisons 0 = 0 and 0 = 0 are not considered.
Here and further, to highlight the difference between µ-biased and the other algorithms, the differing values of µ C i ,C j and ν C i ,C j are enclosed in a box.
• ν-biased algorithm
We use the following rules for the matrix µ C i ,C j : 1 = 1, −1 = −1, and the following for the matrix ν C i ,C j : 0 = 0, −1 = 1, 1 = −1. The comparison 0 = 0 is not considered.
• Balanced algorithm
Based on µ-biased and ν-biased algorithms, the µ C i ,C j and ν C i ,C j values are obtained in the following way:
Therefore, the comparisons 0 = 0 and 0 = 0 are evenly assigned to µ C i ,C j and ν C i ,C j .
• Weighted algorithm
We construct the following matrix P:
Further, we obtain µ C i ,C j and ν C i ,C j as follows:
where P i, j denotes the element in the i-th row and j-th column of matrix P.
We recall the matrices from the Unbiased algorithm:
Then the matrix P is:
The resulting µ C i ,C j and ν C i ,C j matrices obtained from the Weighted algorithm are as follows: It is important to note that the sum of the respective elements of µ C i ,C j and ν C i ,C j is equal to one.
We have now presented the algorithms both from theoretical and practical point of view. We have used the default example given in the software to illustrate in detail the different algorithms implemented in ICrAData, which are used in the application of the ICrA approach.
Conclusion
In this paper, a new cross-platform software for ICrA approach, ICrAData, is proposed. The software is written in the Java programming language and is able to easily handle large numbers of objects and criteria within a reasonable time. In ICrAData five different algorithms for intercriteria relations calculation, namely µ-biased, Unbiased, ν-biased, Balanced and Weighted, are implemented. The choice of the particular algorithm depends mainly on the initial set of data for ICrA.
This paper has demonstrated that ICrAData software is user friendly and should be a valuable addition to users working in the field of application of ICrA approach.
