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ABSTRACT
Varghese, Bino Ph.D., Biomedical Sciences Ph.D. Program, Department: Biomedical
Industrial & Human Factor Engineering, Wright State University, 2011. Quantitative
Computed- Tomography Based Bone-Strength Indicators for the Identification of Low
Bone-Strength Individuals in a Clinical Environment.
The aim of the current study was to develop quantitative computed-tomography (QCT)based bone-strength indicators that highly correlate with finite-element (FE)-based
strength. We perform a combined numerical–experimental study, comparing FEpredicted surface strains with strain gauge measurements, to validate the FE models of 36
long bones (humerus, radius, femur and tibia) under three-point bending and torsion. The
FE models were constructed from trans-axial volumetric CT scans, and the segmented
bone images were corrected for partial-volume effects. The material properties (Young's
modulus for cortex, density-modulus relationship for trabecular bone and Poisson's ratio)
were calibrated by minimizing the error between experiments and simulations among all
bones. The resultant R2 values of the measured strains versus load under three-point
bending and torsion were 0.96 – 0.99 and 0.61 – 0.99, respectively, for all bones in our
data set. The errors of the calculated FE strains in comparison to those measured using
strain gauges in the mechanical tests ranged from -6% to 7% under bending and from 37% to 19% under torsion. The observation of comparatively low errors and high
correlations between the FE-predicted strains and the experimental strains, across the
various types of bones and loading conditions (bending and torsion), validates our
approach to bone segmentation and our choice of material properties.
iii

Based on the analysis of the various FE models of the long bones, the location of the CT
slice on the bone that showed the highest propensity to fracture was identified for four
loading conditions (compression, three-point bending, cantilever bending and torsion).
The identified CT slice was then used to derive novel and improved bone-strength
indicators. We evaluated the performance of area-weighted (AW), density-weighted
(DW) and modulus-weighted (MW) rigidity measures as well as popular strength
indicators like section modulus and stress-strain index. We have also developed a novel
strength metric, the centroid deviation, which takes into consideration the spatial
distribution of the centroids. Here, we observed that the MW polar moment of inertia and
the MW moment of inertia were the two top-performers (average r > 0.87) for all bones
and loading conditions. The MW centroid deviations correlated highly with the load to
fracture for all bones under compression (r >0.83), except for the humerus (r = 0.67).
To test the power of the bone-strength indicators, a receiver operating characteristic
(ROC) analysis of the MW rigidity measures that showed the two highest correlations in
the femur under compression and three-point bending was performed. QCT scans of a
subset of 10 white and 10 black males, who were subjects of a larger study, which
reported ethnic differences in bone strength, were used. Results from this small pilot
study indicated that the MW section modulus and the MW stress-strain index are the two
top performing indicators (area under the ROC curve > 0.79).

Consistently DW or MW rigidity measures produced a statistically significant
improvement in capturing bone strength compared to AW rigidity measures. The
improvement in MW over DW rigidity measures was small yet statistically significant.
iv
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1. INTRODUCTION
With the increase in the life expectancy among the elderly and the projected doubling of
their representative proportion in our society within the next 10 years, fracture risk due to
musculoskeletal diseases is burgeoning into a major health-care problem.1 In the United
States alone, musculoskeletal conditions rank first among physically and financially
debilitating diseases. Various attempts have been made to develop bone-strength
indicators that can identify individuals with low bone strength in a clinical environment,
with the goal to provide timely treatment to bolster bone strength and prevent fracture.

In the year 2000, the World Health Organization, endorsed by the United Nations,
initiated a decade-long global campaign "The Bone and Joint Decade" to improve the
quality of life for people who have musculoskeletal conditions and to advance the
understanding and treatment of these conditions through research, prevention and
education.2,3

Technology

and

knowledge

from

diverse

interdisciplinary

and

multidisciplinary research areas have been pooled to advance the understanding of bone,
and it has been possible to identify important factors responsible for the reduced bone
strength and the increased incidence of fractures. However, since bone is living structure
that is constantly in a state of change, anatomically and physiologically, the factors
affecting bone strength such as bone geometry, bone-material composition etc., share a
convoluted relationship, which makes establishing strength indicators that can reliably
1

assess bone strength a great challenge.
Though this dissertation we present a feasible solution to assess bone strength of patients
in a clinical environment. Bone-strength indicators that consider the 3-D distribution of
bone mass were derived based on accurate 3-D finite element (FE) models of long bones,
constructed from volumetric quantitative computed tomography (QCT) data. Such
indicators may provide a more reliable method to detect low bone-strength patients in a
clinical environment than currently used, conventional bone-strength indicators.

Chapter 2 provides the background information required to perform the proposed study,
i.e., develop novel bone-strength indicators to detect low bone strength accurately in a
clinical environment. The chapter begins by highlighting the material constituents,
mechanical characteristics and structures seen in normal long bones. Each of these factors
contributes to bone strength differently and needs to be understood when analyzing bone
strength. The chapter then covers the fundamental idea behind the techniques used to
assess bone-strength, such as mechanical testing, computed-tomography, strain-gauge
analysis, FE analysis etc. Finally, based on the presented background material, the
chapter proposes the rationale, specific aims and hypothesis.

Chapter 3 describes our method in constructing reliable FE models of various long bones
(humerus, radius, femur and tibia). Here, we incorporate our previously developed
segmentation techniques to correct for partial-volume effect to obtain accurate cortical
boundaries and density distributions for the construction of FE models of a variety of
long bones. We adopt generalized mechanical properties across all long bones
2

independent of size, assuming that the individual properties of trabecular and cortical
bone apply similarly throughout the skeleton in a normal person. With improved
geometry and material estimation, our FE-derived results are expected to be closer to the
experimental results than observed in previous studies.

Chapter 4 explains our technique of developing novel QCT-based bone-strength
indicators based on the analysis of our validated FE models of the long bones. Here, we
identify, using the FE models, the location of the QCT slice on the bone that shows the
highest propensity to fracture for four loading conditions (compression, three-point
bending, cantilever bending and torsion). The identified QCT slice is then used to derive
novel and improved bone-strength indicators. We evaluate the performance of areaweighted (AW), density-weighted (DW) and modulus-weighted (MW) rigidity measures
as well as popular strength indicators like section modulus and stress-strain index. We
also introduce a novel strength metric, the centroid deviation, which takes into
consideration the spatial distribution of the centroids. With the enhanced capture of bone
strength by CT-based bone-strength indicators that take into account the 3-D distribution
of bone mass, it is expected that these metric will provide better bone strength assessment
than traditional methods.

Chapter 5 ties together the results of Chapters 3 and 4 and presents a summary of the
major results. The chapter provides a discussion of the findings in light of the broader
picture of non-invasive assessment of bone strength in a clinical environment, highlights
the significance of the findings and provides recommendations for future research.

3

2. BACKGROUND
2.1. Bone Hierarchy and Bone Strength

Adult human bone is a naturally found hierarchical structure formed because of growth
processes, namely bone modeling and remodeling.4,

5

Five levels of hierarchy can be

identified in the bone. The whole-bone level, which takes into consideration the
macrostructure, is the most studied.5 This is due to the easy availability of tools and
techniques to assess the bone properties at this level. The fundamental limitation of this
level is that, due to the complex geometric and material characteristics of whole bones,
material-level parameters such as the modulus, strength or stress in the bone matrix
cannot be directly identified.

2.2. Whole-Bone Level Properties

At the whole-bone level, the entire bone is considered as a single structure, which
incorporates the macroscopic geometric and material properties of bone. Long bones
(e.g., humerus, radius, femur and tibia) serve as the classical models for the macroscopic
structure of bone.6

2.2.1. Geometry of Long Bone

In general, a long bone consists of a tubular shaft called diaphysis with bulbous structures
4

at the two ends called epiphyses. The diaphysis centrally houses the medullary cavity and
stores mostly yellow bone marrow. Sandwiched between the diaphysis and the epiphyses
are developmental zones, conic in shape, called metaphyses.

2.2.2. Bone Material Properties

The outer layer of bone is covered by a dense layer of calcified tissue called cortical
bone. It is prominently found in the diaphysis. Towards the metaphyses and the
epiphyses, the cortical bone presents itself as a meshwork of needlelike structures called
trabecular bone.

The cortical and trabecular bone have the same material composition, but they differ in
structure and function. Quantitatively, 80 to 90 percent by mass of the cortical
compartment is bone, whereas only 15 to 25 percent of the trabecular compartment is
bone and the rest marrow.6 This variation in the amount of bone per unit volume makes
cortical bone more rigid and less flexible compared to trabecular bone.

A wide range of density values have been recorded for both cortical and trabecular bone,
based on the anatomic site from where the bone was procured and the type of mechanical
test performed. The typical range of apparent density of cortical bone is 1.8-2.2 g/cm3
and that of trabecular bone is 0.2-0.60 g/cm3.5, 7

2.2.3. Bone Mechanical Properties

Based on extensive mechanical tests, it was observed that the Young’s modulus and the
5

Poisson’s ratio are the two main parameters that describe the mechanical properties of the
bone material.5 It is not possible to accurately measure the Young’s modulus or Poisson’s
ratio at a macroscopic level; therefore, sub-macroscopic levels (separate testing of
cortical and trabecular bone samples) need to be assessed to obtain this information.5
However, there are potential problems in assessing these sub-macroscopic material
values.

a.

At all hierarchical levels bone shows anisotropy, i.e., a variation in mechanical
properties depending on the orientation of the load acting on the bone. It has been
recorded that both cortical and trabecular bone are stronger in the longitudinal
direction than in the transverse direction.8 This makes them both transversely
isotropic, which means that they exhibit two different Young's moduli (E1 and E2)
and Poisson's ratios (ν21 and ν31) in orthogonal planes. Subsequently, the strength of
bones / Young’s moduli will be different in different planes and under different
loading conditions.8

b.

For simplicity, bone is often assumed materially isotropic in bone-strength
assessments, and the values of Young’s moduli obtained for cortical and trabecular
bone from the sub-macroscopic material testing are adopted. The literature reveals a
range of Young’s modulus values of 9-25 GPa and 0.1-15 GPa for cortical and
trabecular bone, respectively, and a Poisson’s ratio of 0.3-0.4 for both bone types.5
The wide range of material values reported in the literature for both cortical and
trabecular bone may be due to bone anisotropy, variability in mechanical testing

6

methods for a given hierarchical level, or even lack of proper bone specimens, from
which material properties may be accurately assessed.

c.

Bone exhibits viscoelastic behavior, i.e., the stress depends not only on the
magnitude but also the rate of strain.5 Viscoelasticity is more prominent in trabecular
than cortical bone, owing to the comparatively low trabecular density, and it is more
prominent at microscopic than macroscopic levels. Experimentally, the elastic
modulus and ultimate strength of both bone types are proportional to the 0.06th
power of the strain rate.5, 6 Therefore, at low strain rates cortical and trabecular bones
may be considered elastic. Typical strain rates recorded in the literature range from
0.001 strain / sec in slow strain rate experiments to 10 strain / sec in high-impact
velocity experiments.5

d.

Bone displays non-linearity in its response to load after the yield strength of bone is
crossed.5,

6

However, prior to its yield strength the response of both cortical and

trabecular bone to load is linear. Therefore, in cases where post-yield characteristics
of bone are not critical, both cortical and trabecular bone may be assumed to have a
linear response to varying loads.

2.3. Bone Strength and Bone-Strength Indicators

Bone strength is defined as resistance of bone to mechanical loading. It has been
observed that the resistance of bone to axial loads primarily depends on cortical area,
whereas resistance to bending and torsion depends on the distribution of cortical mass
7

about the bone center.9, 10 Therefore, bone strength is a function of bone mass and its
distribution around the neutral axis.

Bone mineral density (BMD) measured by dual-energy x-ray absorptiometry (DXA) is
the current standard for determining bone strength in vivo. BMD correlates to some
extent (r2=0.67–0.75) with the mechanical properties of bone such as ultimate strength,
maximum load, stiffness and energy to failure.11 Geometric properties such as crosssectional moment of inertia and section modulus, which reflect the tissue-distribution in
the bone, have enhanced the prediction of fracture risk.1 The structural stiffness and
strength of hollow, tubular structures have been shown to be proportional to the product
of the cross-sectional moment of inertia and the Young’s Modulus under bending and the
product of the polar cross-sectional moment of inertia and the Young’s Modulus under
torsion.1
Another kind of bone-strength index for long bones is the stress-strain index (SSI). SSI is
defined as the product of the polar- or bending- section modulus and the normalized
volumetric cortical density value of each pixel in the cross-section to be analyzed.12

Yet another way to estimate bone strength is through in-vitro mechanical testing of the
bone at its various hierarchical levels. Mechanical tests are simple and accurate but
limited to only in-vitro applications due to their destructive nature. Further, using in-vitro
experiments, failure characteristics for only a specific loading condition can be studied
for any given bone. This hinders the evaluation of the true bone strength in identifying
the maximum and minimum limits for various loading conditions.
8

Here, strength analysis of bone has been developed based on FE models constructed from
volumetric bone images has been developed. In some studies it has been shown that 3-D
FE analysis describes bone strength better than density alone, measured using QCT or
DXA, and also better than bone cross-section based strength analysis alone.13 These FE
models take into consideration various factors that affect bone strength such as the 3-D
shape, the material and the mechanical properties of bone. Since this method is based on
information obtained from volumetric data (QCT), all mechanical and geometric
parameters are dependent on apparent density and its distribution. Therefore, a poor
capture of the inputs into the model will lead to poor performance of the FE model.

2.4. CT and Bone Strength

A CT image, in its final form, is a 2-D representation of the linear attenuation coefficients
of the various materials forming the cross-section of the test object. The obtained image
values are then linearly transformed to Hounsfield units, which represent the linear
attenuation coefficients in terms of grayscale values, which range from -1,000 to about
+3,000. A value of -1,000 represents air, 0 represents water and anything greater than 150
represents bone or any other material of higher density. At this stage, individual CT
images obtained along the length of an object can be stacked to form a 3-D representation
of the object.

2.4.1. Advantages

At a whole bone level, the various bone compartments, namely the cortex, the trabecular
9

bone and the medullary cavity, are discernable from a CT image. However, specialized
algorithms are required to accurately segment these features from the bone volume.
Several investigators have reported that separate CT thresholds need to be used to extract
the endosteal and periosteal surfaces.14, 15 Davis et al. reported an average difference of –
4.8% and –5.0% in the moment of inertia ,in the tibia and the radius due to a +5% percent
change in gray-level threshold.14 Recently, an improved algorithm to extract cortical
thickness has been developed by Hangartner et al. based on iteratively varying CT
thresholds for narrow structures and fixed thresholds for wide structures.16 To this end,
with the help of a good segmentation algorithm, CT is an excellent source for acquiring
3-D bone geometry at the whole bone level.
From a well calibrated CT system, it is possible to convert the entire range of Hounsfield
units to bone density (apparent density or ash density). In general, this transformation is
monotonic and, as a first approximation, linear in bones.17 This capability of CT, coupled
with the empirical relationships obtained between apparent bone density and Young’s
modulus for both cortical and trabecular bone, makes it possible to obtain 3-D material
(Young’s modulus) distributions of bone from volumetric CT data. Therefore, volumetric
CT data are also an excellent source of acquiring 3-D bone mechanical properties at the
whole-bone level.

2.4.2. Limitations

CT involves the use of x-rays and therefore raises the issue of radiation dose to the
patient in in-vivo applications.18 The relevance of the additional medical information
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provided by CT for the relative increase in dose is still being evaluated. Therefore, the
use of CT is currently limited to in-vitro and research-based in-vivo applications.

Limited resolution of the CT system, due to the inherent finite cross-section of the x-ray
beam, causes blurring of material boundaries. This blurring also leads to the exponential
edge-gradient effect .19, 20 In the longitudinal and the trans-axial planes, the blurring gives
rise to the partial-volume effect.20 Both these problems affect the geometry and the
material information of the CT data. Since these effects stem from inherent limitation of
the imaging technique, there is no easy correction procedure available.20-22 However,
these effects can be limited by reducing the finite thickness of the x-ray beam, but this is
achieved at the cost of increasing the dose to the patient.23

Linear attenuation coefficients of the materials along a given beam path are energy
dependent. For simplicity, in theory, we assume the x-ray beam to be monochromatic. In
reality, however, x-ray beams are polychromatic (spectrum of energies). When
polychromatic beams traverse through matter, there is a preferential depletion of lowenergy photons compared to high energy photons. This causes the effective attenuation
coefficient of a material to become dependent on the thickness of the material traversed.
This effect is called beam hardening. Beam hardening causes cupping artifacts, i.e., the
reduction of the reconstructed attenuation coefficients toward the centre of a large
object.20-22

As in all imaging modalities, CT is affected by noise. To a great extent random noise can
be reduced by operating the x-ray tube at higher voltages and currents. However, to
11

reduce the dose to the patient, these quantities need to be optimized to achieve maximum
density resolution at minimum dose and noise.18

2.5. Mechanical Testing of Whole Bones

Mechanical tests are excellent approaches of directly assessing the geometric and
material properties of an object.6, 24 However, the results of these tests can be affected by
specimen preparation (size, shape, aspect ratio, method of specimen extraction, etc.), test
methods (direct tests such as tensile tests, compressive tests, torsion tests and bending
tests or indirect tests such as nano-indentation methods, optical methods, etc.) and
environmental conditions (loading-rate, deformation-rate, specimen-hydration, specimengripping techniques, etc.).

For standard engineering structures, the protocols for testing have been well established.
In the case of bone, however, such standard testing methods cannot always be utilized
due to restrictions imposed by the hierarchical complex geometry, material anisotropy
and finite size of the bone specimens, difficulties in gripping the specimens and in some
cases the need to use relatively low loads to study bone response.

The machines used for mechanical testing have a load cell, which measures the reactive
forces generated by the bone as a result of displacement. The output of the load cell
provides a force-displacement curve, from which quantities such as ultimate load,
ultimate displacement, stiffness and work to failure can be assessed. Each of these
quantities has been shown to correlate with important bone properties such as
12

mineralization, brittleness and porosity. However, these quantities are also dependent on
the size and geometry of the bone (extrinsic properties) and represent good indicators of
structural integrity.24

In standard engineering structures (structures with materially homogenous, prismatic
cross-sections) converting from load to stress and displacement to strain, both of which
are indicators of material integrity, is possible using an estimation of object geometry. In
whole bones, however, this is not as easy. Therefore, stress-strain curves are often
obtained from homogenous, prismatic bone samples (cylindrical or cubic specimens)
extracted from various sites in the bone. One of the primary limitations of this approach
is the lack of large homogenous bone samples, from which these properties can be
reliably extracted.6

On a whole-bone level, the only way to assess material integrity directly is using strain
analysis. Stress cannot be directly measured using a sensor but only estimated using
mathematical formulas, which are based on Young’s modulus (ratio of stress to strain)
and bone geometry. Strain, on the other hand, can be directly assessed using strain
gauges. The primary limitations of the strain gauge technique are that the test sites are
limited to the area covered by the strain gauge, and the varying bone topography prevents
easy attachment of the gauges at many locations.6

To this end, FE models that are materially and geometrically similar to the actual bone
can be used to perform stress and strain analyses on an element by element basis to study
the role of 3-D geometric and material properties in explaining bone strength. Since strain
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is an independent parameter that can be assessed using strain gauges attached to bone
under mechanical loading, such strain measurements can be used to determine the
accuracy of FE-models simulating identical mechanical loading.

Accurate FE models of human bones are in demand in the clinical environment; to
determine the mechanical stress / strains that physiological activities induce in bones.
This information is of great importance in the field of patient rehabilitation, especially in
patients recovering from orthopedic procedures.6, 24

2.6. Strain and Strain Measurements

When external forces are applied to a stationary object, stress and strain are formed. For a
uniform distribution of internal resisting forces, strain is defined as the amount of
deformation per unit length of an object when a load is applied. The most common way
to measure strain is using electric resistance strain gauges. 6,
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Currently, strain-gauge

techniques have been extensively used in combined numerical–experimental studies
where the FE-predicted surface strains are compared with strain gauge measurements
measured in response to physiological loading conditions.26-28

2.6.1. Principle of Electric Resistance Strain Gauges

When a wire is stretched, its electrical resistance changes because of an increase in the
wire length and a reduction in its cross-sectional area. The proportionality constant that
relates the electrical resistance to the ratio of the length and the cross-sectional area is a
material constant called resistivity (ohm cm). Therefore in a calibrated system, the
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change in the length of a wire can be determined based on the change in electrical
resistance.

2.6.2. Factors that Affect Strain Gauge Performance

A good understanding of the following factors permits optimization of strain gauge
performance.8, 25

 Stability of the gauge material

Strain gauges perform better under low temperature. High temperature reduces gauge
matrix life and grid stability.

 Type of lead wires

Capacitive coupling caused by the lead wires running close to AC power cables or
ground currents and magnetically induced voltages caused when the lead wires pass
through variable magnetic fields as well as contact resistances are potential sources of
error in strain gauge measurements. Therefore, lead wires that minimize such errors
need to be used; insulated copper wires are the popular choice.

 Type of gauge protection

Temperature and relative humidity have shown to alter strain measurements by as
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much as 20% of the maximum output value. Therefore, the strain gauges need to be
protected against these environmental factors prior to using them for measurements.

 Gauge-surface bonding strength

The foil diaphragm and the adhesive bonding agent must work together in
transmitting the strain. Additionally, the adhesive must also serve as an electrical
insulator between the foil grid and the surface. The adhesive material inserted
between the sensors and the strained surface is sensitive to creep due to bond
degradation, temperature influences and hysteresis.

 Type of electrical circuit

In order to measure strain with a bonded resistance strain gauge, the gauge must be
connected to an electric circuit that is capable of measuring the minute changes in
resistance corresponding to strain. A strain gauge bridge circuit (modified
Wheatstone’s bridge) indicates measured strain by the degree of imbalance and uses a
precision voltmeter attached to the center of the bridge to provide an accurate
measurement of that imbalance (Fig. 1). The strain may be measured in multiple
configurations:

16

Figure 1. Wheatstone’s bridge circuit showing the four arms of the bridge with their respective resistances
R1, R2, R3 and R4. Under a constant DC voltage, the voltage across all four arms of the bridge will be
constant. At this stage the bridge is said to be balanced. When attaching a strain gauge to one or all four of
the arms (depending on the configuration), balancing of the resistances is performed to balance the bridge
prior to strain acquisition.

 Quarter-bridge arrangement: One active strain gauge as one of the arms of a
balanced bridge circuit.

The distance between the strain gauge and the three other resistances in the
bridge circuit has a significant impact on the operation of the circuit. Therefore,
we have three sub-configurations, namely:

1. Two wire arrangement: Two wires are used, one representing the strain
gauge resistance and the other representing the resistance of the wire. These
have a limitation that wire resistances affect strain measurement.

2. Three wire arrangement: The limitation of the two wire system can be
reduced by introducing a third wire which carries no current.
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3. Dual-gauge temperature compensation: One active strain gauge and one
inactive strain gauge on opposite sides of the bridge circuit. The wireresistance effects can be eliminated.

 Half-Bridge arrangement: Two active strain gauges, one on either side of the
bridge

circuit.

The

circuit

suffers

from

minimal

temperature-induced

measurement errors

 Full-Bridge arrangement: Complementary pairs of active strain gauges as four
elements of the bridge. This configuration also improves sensitivity to applied
load compared to the half-bridge arrangement.

Although half-bridge and full-bridge configurations provide higher sensitivity in
response to applied load than quarter-bridge circuits, often it is not possible to bond
complementary pairs of strain gauges to the test specimen. Thus, the quarter-bridge
circuits are frequently used in strain measurement systems, especially in scenarios
where the surface is complex and variegated, such as the bone surface.

2.7. FE Analysis

FE analysis is a powerful computational tool that permits accurate structural analysis.29 In
FE analysis, a complex geometry is discretized into simple, finite, geometric shapes
called elements. These elements can be 2-D or 3-D depending on the model
requirements. Each element is given a material property and a governing inter-element
relationship (i.e., linear or non-linear) to form the required model.
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Once the user defines the nature of the FE problem, i.e., structural or non-structural,
nodal coordinates, inter-nodal relationships, geometry of elements, loading condition
with constraints and type of analysis desired, the computer constructs the governing
equations and solves them to provide the required analysis results.

2.7.1. General Steps of FE Analysis

Step 1: Bone-Volume Imaging

Depending on the type of analysis, the appropriate imaging techniques to extract the bone
geometry need to be exploited. For example, CT and MRI are excellent sources for 3-D

macroscopic geometry.18

Several segmentation algorithms have been developed to procure bone geometry from
image datasets; however, the complex geometry of bone prevents complete automation of
the process.28 Consequently, manual or semi-automatic segmentation techniques are
popularly employed, both of which have intra- and inter-operator errors.

Step 2: Selection of Element Types and Discretization

The selection of element type (linear vs. quadratic; tetrahedral vs. hexahedral, etc.) and
size has shown to bias the FE results, especially in the case of complex geometries such
as bone. Tetrahedral linear elements produce FE results closer to analytical models
compared to even hexahedral quadratic elements.30
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The size of the elements is also critical for the accuracy of the results. Each element
should be small enough to capture even the minute changes and yet large enough to
achieve reasonable computational speed. Optimization studies based on the convergence
of proximal-femur FE-models revealed that an element size of 3 mm is optimal.31, 32

Step 3: Derivation of the Element Stiffness Matrix and Equations

For each element, the forces and displacements at the nodes are related to each other by
the stiffness matrix (SM). When nodes of adjacent elements join, they link the entire
structure. The main methods to obtain the SM are:

a. Direct Equilibrium Method: The SM and the equations are obtained using force
equilibrium conditions and force deformation relationships for a basic element. This
method is mostly used for line elements.33

b. Work or Energy Method: The nodal equations of 2D or 3D elements are estimated
using work or energy methods such as the principle of virtual work, the principle of
minimum potential energy and Castigliano’s theorem.33

c. Weighted Residual Method (Galerkin’s Method): The FE method is applied directly
to the differential equations. This method is useful when a functional, such as
potential energy, is not available in the governing equation.33

FE software used in the current study employed an advanced weighted residual method to
derive the elemental stiffness matrix and equations.
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Step 4: Element Equation Assembly and Introduction of Boundary Conditions

By superposition of individual element SMs, the global SM for the entire structure is
obtained. Then the boundary and loading conditions are introduced, which can be a major
source of error, since accurately replicating a mechanical test in the computer model is
quite difficult. In modeling trabecular bone samples, misaligning the load with respect to
the bone axis generated a 40% lower value for Young's modulus and ultimate stress
compared to aligned loading.34

Step 5: Solving for the Unknown Displacements or Degrees of Freedom

Once the boundary conditions are set and the element equations are modified, the set of
simultaneous algebraic equations are written as a matrix and solved using either the
Gauss elimination method or the Gauss Seidel’s method, and the unknown values are
determined.33

Step 6: Solving for the Element Stresses and Strains

The basic elemental stresses and strains are obtained, i.e., the normal and shear strains /
stresses. Based on these basic values, additional strain and stress values, which are
combinatorial in nature, may be calculated such as the von Mises or maximum principal
stress / strain values.
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Step 7: Interpretation of the Results

The resultant stresses and strains are analyzed. The positions of the maximum or
minimum stresses, etc., can be obtained. Using post-processing functions, the results can
be graphically displayed for visual interpretation and application of failure criteria.
Popularly, researchers employ the von Mises stress failure criterion, because it is
relatively simple to calculate and interpret. However, it has been reported recently that
the maximum principal strain criterion outperformed the von Mises or the maximum
principal stress criterion to correctly identify an individual's propensity to fracture and the
location of fracture onset.35 A maximum principal strain criterion can, thus, be defined as
a suitable candidate for the in-vivo risk factor assessment in long bones.

2.7.2. Advantages of FE Analysis in Bone Strength Assessment

a. Patient-specific FE models can be constructed from medical imaging data, which

provides an accurate estimation of bone strength on an individual basis.

b. The FE-technique of bone-strength analysis is non-invasive and non-destructive.

c. Compared to mechanical testing an unlimited number of iterations of the numerical
simulations may be performed to validate precision, and experiments may be altered
easily to accommodate changes.
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d. FE-based bone-strength analysis is less expensive and in some cases less timeconsuming than mechanical testing.

2.7.3. Limitations of FE Analysis in Bone Strength Assessment

a. Requires high computational power and personnel training to use the technique.

b. Accuracy of the FE results is dependent on the validity of the inputs and the
assumptions used to build the model. Poor or inaccurate inputs / assumptions lead to
unreliable FE models. For e.g., poor capture of bone-material properties results in
high errors in the FE analysis.26, 27 FE models that capture bone inhomogeneity using
an appropriate density-modulus relationship improve accuracy in predicting surface
strains.26, 27, 36, 37

2.8. Rationale and Hypothesis

Based on the assumptions of simple cross-sectional geometry and material homogeneity,
beam theory enables analytical equations to be derived that predict the response of
prismatic, beam-like structures to various loading conditions (cf. see online appendix A1
and A2).38 However, as the level of complexity in the cross-sectional geometry increases,
analytic expressions are replaced by more complex mathematical terms that integrate
over the cross-sectional area.38 Reasonable estimates of strength (rigidity measures) can
be calculated by multiplying the area-weighted integral with the Young’s modulus.
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In mechanics, the issue of simple material inhomogenity is addressed using the
composite-beam theory, where laminated beams constructed of more than one material
can be analyzed by adjusting the width of the various laminates proportional to the ratio
of their Young’s moduli.39 This is no different than replacing the area-weighted integral
with a modulus-weighted integral.40 The modulus-weighted integral, however, can be
applied to general inhomogeneous cross-sections and not just laminated beams.

3-D FE models evaluate strength by taking into account both material inhomogenity in 3D and non-prismatic structural geometry.41, 42 By applying appropriate loading conditions
and mechanical constraints against deflection or rotation, FE analysis can predict the
displacements, moments and stresses throughout the structure. Although FE analysis
provides more accurate results for complex structures compared to simple beam theory,
the need for considerable computational power and time in combination with the need for
validating the performance of these models based on mechanical tests have slowed down
the implementation of these techniques into the medical arena.

QCT in conjunction with engineering beam-theory has frequently been used to develop
rigidity measures that assess the strength of long bones.40,

43, 44

QCT-based strength

measures, which assess axial, bending and torsional rigidity of bone, report better
correlation with experimental fracture data than the gold-standard DXA based bonemineral density and content.12, 45 The techniques were initially developed for assessing the
bone strength in the mid-diaphysis of the femur, radius and humerus, where the crosssection is prismatic, annular (simple geometry) and comprising of just one material, i.e.,
cortical bone.46-48 However, these techniques have matured to account for complex cross24

sectional geometries and material inhomogenities.49 Subsequently, the analysis has been
adapted for use in any cross-section along the length of the bone rather than just the
diaphysis.50

Currently, material inhomogenity is accounted for in the QCT-based bone-strength
indicators by considering the measured density.12, 51 Although a step in the right direction,
the strength of a structure depends on the Young’s modulus and not the density, and the
two are not proportional to each other.52 The Young's modulus can be extracted from
QCT images by using an appropriate density-modulus equation.52

In the current study, we evaluate the effects of weighting the QCT-based rigidity
measures by area, density and modulus and compare them to FE predictions of bone
strength. We also adopt generalized mechanical properties across all long bones
independent of size, assuming that the individual properties of trabecular and cortical
bone apply similarly throughout the skeleton in a healthy person.

It is our hypothesis that strength estimates of QCT-based clinical bone-strength indicators
that take into account modulus weighting will best correlate with the estimates of
mechanically validated, accurate 3-D FE models of long bones, constructed from
volumetric QCT data. In addition, rather than basing our analysis on a single crosssection, we assess bone strength based on multiple, adjacent sections. We also evaluate
the feasibility of using the distribution of the location of the centroids along the axis of
the bone to extract information regarding bone strength. The performance of these
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indicators is tested in a small pilot study based on their power to separate low and high
bone-strength individuals, using only their QCT images.
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3. DESIGN, DEVELOPMENT AND VALIDATION OF PATIENTSPECIFIC FINITE ELEMENT MODELS OF LONG BONES USING
VOLUMETRIC COMPUTED-TOMOGRAPHY IMAGES
The development of accurate 3-D FE models allows for a broad non-invasive analysis of
bone strength under a variety of loading conditions. The reliability of these FE models is
only as good as the accuracy of the inputs that go into constructing these models such as
bone geometry and bone-material properties. By developing techniques for accurately
creating these inputs, it can be expected that the constructed FE models will capture the
true bone response to mechanical loading.

3.1. Materials and Methods
Thirty six major, cadaveric, long bones, namely the humerus, the radius, the femur and
the tibia, with no skeletal pathology were collected within 36 hours of death from 2 males
aged 58 and 80 years, respectively, and 4 females aged 53, 71, 76 and 86 years,
respectively (Table 1). The cause of death in all these patients was not bone related. All
of the cadavers were obtained through the Wright State University Body Donation
Program with the necessary consent and protocol.

On arrival of the cadavers, the bones were harvested using standard procedures and
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Table 1. Details of the harvested bones from each patient. HL / HR: humerus left / humerus right; RL / RR:
radius left / radius right; FL / FR: femur left / femur right; TL / TR: tibia left / tibia right. M: male and F:
female.

Patient Information

Harvested Bones

Patient Code Gender Age (years)

HL HR RL RR FL FR TL TR

DK

F

86

x

x

CS

M

58

x

x

MS

F

76

x

x

x

x

BD

F

53

x

x

x

x

JB

M

80

x

x

MVS

F

71

Total Number of Bones

x

x
x

x

x

x

x

5

5

5

6

x

x

2

x

x

x

x

x

x

x

x

x

x

x

x

3

5

5

x

wrapped in a cloth soaked with physiological solution for preservation prior to sealing
them in a plastic bag and refrigerating them at -20 o C.53 24 hours prior to the experiment
date, the bones were removed from the -20o C refrigerator and thawed in a -4o C
refrigerator.53 Once the bones to be tested were thawed, any remaining soft tissue
attached to the bone surface was removed using a scalpel.

3.1.1. Image Acquisition
The cleaned bones were immersed, one at a time, into a custom-made cylindrical water
tank, and trans-axial QCT scans of the whole bone were obtained using a 16-slice GE
Lightspeed scanner (General Electric Health Care, WI, USA). The scanning parameters
were as follows: 80 kVp, 200 mAs, 512x512 matrix and an isotropic voxel size of 0.625
x 0.625 x 0.625 mm3. A density-calibration phantom (Mindways, Austin, Texas, USA)
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containing five potassium hydroxy-apatite rods (equivalent K2HPO4 density: -51.8 +/0.1, -53.4 +/- 0.1, 58.9 +/- 0.1, 157.0 +/- 0.3 and 375.8 +/- 0.9 mg/cc) placed below the
cylindrical water tank was simultaneously scanned.

3.1.2. Strain Gauge Attachment
The actual positions of the strain gauges on the bone surface were defined based on the
results of three-point-bending and torsion FE analysis of a sample bone of each type (i.e.,
one sample femur, tibia, humerus and radius from the dataset) (Table 2). Care was taken
to load the bones in the simulation in the exact same manner as it would be loaded in the
actual test. To this end, the surface variability of the bone was studied to find flat
locations at the bone ends for positioning the brackets during three-point bending.
Two uniaxial strain gauges (KFG-1-120-C1-11 L3M3R; Kyowa Electronic, Tokyo,
Japan) and two 0o/90o-biaxial strain gauges (KFG-2-120-D31-11 L3M3S; Kyowa
Table 2. Positions of the strain gauges, B for bending and T for torsion. The subscript number indicates
approximately the percentage of maximum strain recorded at that site. The notation Pend indicates the
proximal end and Dend the distal end.

Bone
Type

B100

B50

T50

T25

Fracture
Site

Femur

50% from Pend

18% from Pend

17% from Pend

15% from Pend

Proximal

Tibia

50% from Dend

18% from Dend

14% from Dend

11% from Dend

Distal

Humerus

50% from Pend

20 % from Pend

15% from Pend

13% from Pend

Proximal

Radius

50% from Dend

20% from Dend

18% from Dend

15% from Dend

Distal
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Electronic, Tokyo, Japan) were attached to the surface of the diaphyseal and epiphyseal
regions of each specimen with adhesive cyano-acrylate (CC-33A; Kyowa Electronic,
Tokyo, Japan), after the attachment site was cleaned and degreased using standard
protocol.26, 54 During bending the uniaxial gauges were activated and during torsion the
biaxial gauges.

3.1.3. Three-Point Bending Experiment
A quasi-static three-point bending test of each bone specimen was conducted using a
mechanical testing machine (Instron, Norwood, MA, USA). The bone was placed on two
steel brackets, which supported the maximum epiphyseal width on either end, with the
posterior side of the bone facing down (Fig. 2). Care was taken to accurately record the
placement of the brackets (Table 3). The load cell tip was placed midway between the
bone regions guarded by the brackets. The specimens were loaded at a cross-head speed
of 1 mm/min using a cylinder, 15 mm in diameter, parallel to and centered between the
steel brackets, from the anterior side of the bone.

The applied load was measured by a load cell (Static load cell: 1 kN, Instron, Norwood,
MA, USA). The magnitude of the load and the cross-head displacement were
continuously recorded using MerlinTM software (Instron Inc., Canton, MI, USA) at a
sampling rate of 1 Hz. The loading was stopped when either the load cell reached its
maximum load of 1 kN or a displacement of 3 mm had occurred. A displacement of 3
mm was chosen to ensure that none of the bones that were tested would incur plastic
deformation.
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Figure 2. Humerus subjected to three-point bending with the load applicator on top and the bone supported
by two steel brackets at either epiphysis.

Strain at the gauge attachment sites was continuously measured and recorded throughout
the loading process also at a sampling rate of 1 Hz, and the results were stored in an
instruNet Analog/Digital Input/Output System (Omega, Stamford, CT). A strain-time
Table 3. Average location of the maximum bone width at the distal and proximal epiphysis as percent
distance of the bone length from their respective ends.

Bone Type

Maximum Epiphyseal Width Location
Distal

Proximal

Femur

11%

8%

Tibia

9%

8%

Humerus

10%

10%

Radius

9%

12%
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curve was obtained at each of the strain-gauge sites. Using the curves obtained from the
Instron load cell and the instruNet system, the strain-versus-force curves were obtained,
at each of these gauge sites, for future strain analyses.
3.1.4. Torsion Experiment

A destructive axial-rotation torsion test of each bone specimen was conducted using an
Enduratec materials testing machine (ElectroForce Systems Group, Bose Corporation,
Minnesota, USA) (Fig. 3). The distal and proximal ends of the bone specimens were
embedded in steel holders filled with poly-methyl-methacrylate (PMMA) up to 0.5 cm
beyond the maximum diameter at both epiphyses (Table 3). The steel holders were
designed to have rectangular cavities large enough to contain the epiphyses of adult
major long bones. The level, up to which the PMMA covered the bone at either
epiphysis, was recorded to replicate loading conditions in the computer simulations.
All bones were loaded at the same rate (1°/s), and the torque was always applied in the
same direction, irrespective of the side of the body, from which the bone was extracted
(i.e., left or right). Torque and angular deformation were recorded simultaneously. The
angular displacement (deg) and torque (Nm) were sampled at a rate of 1 Hz. The loading
was stopped when the strain curve measured via the attached strain gauges started
dropping towards zero.
Similar to the bending experiments, curves obtained from the Enduratec load cell and the
instruNet system, were used to obtain strain-versus-torque curves, at each of these gauge
sites, for future strain analyses.
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Figure 3. Humerus placed within the torsion testing apparatus, with the torque load-cell at the bottom and
both ends of the bone embedded in PMMA inside steel containers.

3.1.5. Image Segmentation

An initial estimate of the bone geometry was obtained using a 3-D segmentation
algorithm based on active contouring.55 The segmented output provided rough
endocortical and periosteal boundaries. Subsequently, the direction of the vectors normal
to the bone surface was determined for all boundary points, and the density profiles
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across the bone volume were sampled along these vectors. Here, we extend our previous
cortex extraction technique, which sampled profiles in the x-y CT planes only, to
sampling along the normals in 3-D space.56 The sampled profiles provide accurate
periosteal and endocortical boundaries as described previously,16 to an accuracy of about
1/3 of a pixel size.

3.1.6. Creation of the FE Model

Commercially available NX I-deas 6.1 (Siemens PLM Software, Plano, Texas) software
was used to construct surface models of the endocortical region and the periosteal region
from the respective boundaries. Subsequently, the two surfaces were exported to Avizo
6.1 software (Mercury Computer Systems Inc., MA, USA), and the volume bound within
each surface was meshed. The two meshed volumes were then merged to form the
cortical and the endocortical volumes (Fig. 4).

The second stage of the FE process is defining the appropriate element type and size.
Linear and non-linear tetrahedral elements have been popularly used in constructing FE
models of the femur.26, 27, 30 In the present study, we use linear tetrahedral elements as they
have been shown to capture bone geometry satisfactorily and result in less computational
time compared to quadratic elements. To decide on the appropriate element size, FE
models with element sizes of 2, 3 and 4 mm were constructed for a sample bone of each
type (i.e., femur, tibia, radius and humerus), and a convergence test was performed. The
maximum principal strain at points in the distal epiphysis, the mid-diaphysis and the
proximal epiphysis of the FE models, subjected to combined loading comprising axial,
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Figure 4. Commercially available NX I-deas 6.1 software was used to construct surface models of the
endocortical and periosteal regions from the respective boundaries. Subsequently, the two surfaces were
exported to Avizo 6.1 software and the volume bound within each surface was meshed. The two meshed
volumes were then merged to form the cortical and the endocortical volumes.

bending and torsional loads, was evaluated. An element size of 3 mm for all bones was
considered optimal, as the computational time was about 5 times faster compared to the 2
mm element size, and the results were within 2-5% of those from the 2 mm elements
(Fig.5). Keyak and Skinner have also recommended an element size of 3 mm for FE
modeling in their work on femora.31

3.1.7. Material Assignment

In our study, we adopted a constant Young's modulus value for the cortex volume
between periosteal and endocortical boundaries and an inhomogeneous isotropic model
for the trabecular volume. However, instead of adopting published coefficients for the
modulus-density equations, we performed an optimization study to obtain the closest
match between measured and calculated strains under three-point bending and torsion (cf.
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Parameter Optimization). A common Poisson's ratio was adopted for both cortical and
trabecular bone.

A

B

Figure 5. An element size of 3 mm produced results within 2-5% of those from the 2 mm elements (A) and
had a computational time that was about 5 times faster compared to the 2 mm element size (B). Taking into
account both computational time and improvement in results, an element size 3 mm was found to be
optimal for all bones.
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To capture the inhomogenity of the trabecular volume, without accounting for the partialvolume effect, numerous density profiles were analyzed in various bones, and the
blurring of the actual edge due to partial-volume effect was evaluated. It was observed
that the actual edge blurs over an average of 2 pixels to either side of the actual boundary.
To obtain accurate material information for the trabecular region near the endosteal
boundary, a mask representing the endosteal region was eroded twice. The eroded mask
was used to isolate the apparent density of the endosteal region from the original CT data.
Grayscale dilation was then applied twice to re-grow the volume to the original size. This
resultant volume contains partial-volume corrected density values along the endosteal
boundary.

Avizo 6.1 software was used to extract the partial-volume corrected density information
for each element of the FE mesh. The bone density of each tetrahedral element was
determined from the average of 8 density samples per tetrahedron (4 density values from
the centers of the 4 triangular faces forming the tetrahedron and 4 more from the 4 grid
points forming the linear tetrahedral element).

3.1.8. FE Analysis
Boundary and loading conditions were applied to the FE model using NX I-deas software
to represent the conditions used in the mechanical tests of the cadaveric
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bones, i.e., three-point bending and torsion (Fig. 6). For three-point bending, clamp
supports were applied in the model to the section of the bone that had made contact with
the support brackets in the experimental bending tests. The load was applied mid way
between the two supports. For torsion, clamp supports, restrained in all directions, were
defined on the region of the bone that was inserted into the PMMA. The torque was
applied at the opposite epiphysis of the bone, on the periosteal surface at the section
coinciding with the PMMA surface.

Figure 6. The FE models were subjected to three-point bending loads (A) and torsion (B). In bending, the
bones were loaded within the elastic range; in torsion they were loaded until macroscopic fractures
occurred. At the support boundaries, no displacement was allowed in all three directions, and point loads
were used at the site of their application.
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Next, the model was exported to Nastran for assignment of elemental material properties
extracted using Avizo software. The Nastran input file format was selected because of the
ease of automating the material property assignment and transfer of the updated model
back into NX I-deas to conduct linear FE analysis.

We adopted linear analysis because we concentrate on the linear range of the response of
bone to mechanical loading; we are not performing fracture studies but want to optimize
the FE model parameters to create an accurate model within the linear range. The
maximum load applied in each of the FE models was the highest load in the mechanical
tests for that particular bone (Fig. 7). The resultant maximum strain in the model was
recorded.

Figure 7. The distribution of the maximum principal strain under three-point bending indicates that the
region beneath the site of application of load has the highest probability to fracture (mid-region of bone)
(A). The strain distribution under torsion indicates the location of highest probability for a spiral fracture
(B).
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Since the FE model was linear, the strain at zero load was assumed to be zero, and all
other strain values were found to be linearly varying with load over the entire range of
loads. The maximum principal strain at the nodes of the FE-models that matched the
position of the strain gauges on the bone surface was recorded. In the case of torsion,
similar steps were performed by employing the maximum torque recorded from the
mechanical torsion test.

3.1.9. Spatial Registration of the FE Models

To verify the accuracy of the FE models, the FE model strains needed to be compared to
the experimental strains. For this purpose, the precise locations of the strain gauges on the
bone surface must be identified in the FE model. We used additional CT images of each
bone, obtained with the strain gauges attached and without the water bath, and registered
the position of each strain gauge to a group of elements (maximum 4) in the FE model
(Fig. 8). The registration of the bone volume with the strain gauges and the FE volume
was carried out manually in Avizo 6.1 using their volume-merging module.
3.1.10. Parameter Optimization

Prior to parameter optimization, the bone dataset was divided into a training set and a test
set. For every pair of a given type of bone, from a specific cadaver, one bone was
randomly assigned to the training set, whereas its counterpart was assigned to the test set.
The idea was to establish well balanced training and test datasets.
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Figure 8. An additional CT image of each bone was obtained with the strain gauges attached (A) and used
to register the precise position of each strain gauge to the element or group of elements in the FE model
(B).

The training set was used to optimize the FE model-based material parameters to match
the maximum principal strain, under three-point bending and torsion, with the measured
strain. The optimization was conducted over all the bones of the test set to independently
verify the optimal material parameters.

Parameter optimization was carried out in three stages. We first used typical literaturebased Poisson's ratio and density-modulus parameters and optimized the Young's
modulus of the cortex in the diaphysis under three-point bending, because the effect of
trabecular bone is minimal in the diaphysis, and, consequently, the choice of parameters
defining the density-modulus equation was not critical. Also, the choice of the Poisson's
ratio is not very vital under bending. In the second stage we used the optimized Young's
modulus and varied the parameters of the density-modulus relationship by focusing the
analysis on the epiphyses. This resulted in optimal values for the proportionality
coefficient and the exponent of the density-modulus relationship. The third and final
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stage of the optimization process defined the best Poisson's ratio based on the torsion
experiments.

3.1.11. Determination of Model Accuracy

The strains measured via the strain-gauge system and the FE-derived strains from the
registered nodes were compared for identical loading conditions. Both the von Mises
strain and the maximum principal strain were derived from the FE model. It was
observed that the maximum principal strain matched the measured strains better than the
von Mises strain in both three-point bending and torsion. This observation is in
agreement with published findings from FE analysis of the human femur.35 Thus, we
concentrated on the comparison of the experimental results with the maximum principal
strain.

The calculated maximum principal strains at the nodes corresponding to the sensing area
of each strain gauge were averaged and compared to the strains obtained from the
attachment sites on the bones (obtained via image registration). This was done for both
the three-point bending and torsional loading conditions.
In the literature, the R2 value is quoted for reporting the correlation between the
experimental and FE model parameters.26, 27 Accuracy is quoted based on the closeness of
the regression slope and intercept to unity and zero, respectively. In the studies that adopt
this reporting technique, the strain measurements from various sites, bones, and loading
conditions are usually pooled and, therefore, the accuracy of an individual measurement
is lost. In our study, we quote the accuracy of every strain measurement from each bone
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to report our error. To quantify the accuracy of our FE models, we calculate the percent
difference between a straight-line fit through the strain-gauge-measured strains within the
linear range and the FE-calculated strains. The accuracy quoted this way is comparable to
the percent deviation of the slope of the traditionally quoted regression model from one
with an intercept of zero.

3.2. Results

3.2.1. Experimental Measurements

The FE-calculated and the experimental strains from the three-point bending tests were
plotted against force and from the torsion experiments against torque. As described
earlier, the bending tests were terminated when the displacement in the direction of the
load reached 3 mm. The torsion tests were conducted to fracture. The data in the linear
range for two sample femora are shown in Fig. 9.
To assess the performance of the FE models in capturing the true bone response for
bending and torsion within the linear range, the strain response within a fixed range of
strain-gauge-acquired values for a given bone type and loading condition was
investigated (Table 4).

Within this strain range, the strain response was always linear (Table 5). Except for one
femur and one humerus, all bones had R2 values higher than 0.85 for both loading
conditions, which indicates the good quality of the strain-gauge bonding.26,
bending, all bones had an R2 values higher than 0.98.
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Figure 9. Measured strains from mechanical testing (points) and calculated strains from FE-models (solid
lines) for three-point bending (A, B) and torsion (C, D) of two sample femora. The curves and data points
with the higher slope in (A, B) represent the strains at the mid-diaphysis (B100); those with the lower slope
represent the data relating to the epiphyses (B 50). Similarly for (C, D), the higher slopes relate to T 50 and
the lower slopes to T25.

44

Table 4. Range of maximum principal strain values (expressed in microstrains) over which the accuracy
studies were conducted for the various bone type, under bending and torsion.

Loading

Bone

Femur

Tibia

Humerus

Radius

Epiphysis

50-100

100-300

100-300

50-500

Diaphysis

100-300

200-400

1000-2000

750-1000

Epiphysis

250-750

250-750

250-750

100-300

Diaphysis

1000-2000

1000-2000

500-1000

1000-2000

Bending

Torsion

Table 5. Range of R2 values (top) and errors (bottom) obtained by fitting a linear model to the measured
strains over the linear range for all bones under three-point bending and torsion. N: number of samples.

Three-Point Bending

Torsion

Bone
B50

B100

T25

T50

Femur
N=5

[0.98, 0.99]
[ -5%, 6%]

[0.98, 0.99]
[ -1%, 3%]

[0.61, 0.99]
[ -33%, 10%]

[0.87, 0.99]
[ -37%, 18%]

Tibia
N=10

[0.98, 0.99]
[ -6%, 5%]

[0.98, 0.99]
[ -3%, 7%]

[0.90, 0.92]
[ -23%, 17%]

[0.90, 0.92]
[ -30%, 11%]

Humerus
N=10

[0.99]
[ -5%, 4%]

[0.99]
[ -2%, 4%]

[0.64, 0.95]
[ -19%, 19%]

[0.95, 0.97]
[ -25%, 12%]

Radius
N=11

[0.98, 0.99]
[ -6%, 6%]

[0.98, 0.99]
[ -3%, 5%]

[0.85, 0.97]
[ -12%, 15%]

[0.85, 0.97]
[ -18%, 12%]
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3.2.2. Parameter Optimization
The material parameters in Table 6 represent the generalized material properties of long
bones that provide the least error between FE-calculated maximum principal strains and
experimentally measured strains for three-point bending and torsional loads within their
elastic limits. The reported material values are well within the range of the literature
values.32, 36, 52
3.2.3. Accuracy Analysis of the FE Models

To quantify the error of the FE-calculated strains from the measured strains, the
difference between the line fit through the measured strains within the linear range and
the line represented by the FE-calculated strains was computed for the two loading
conditions. The errors for all bones ranged from -6 to 7% under bending and from -37 to
19% under torsion (Table 5).

Unpaired Student t-tests revealed that the difference in errors between the training and
the test datasets obtained under bending and torsion, when grouped based on bone type
and when pooled together, was statistically not significant (in all cases the p-value was
greater than 0.1). Therefore, the two datasets were combined for future analyses.
Table 6. Optimized material properties of long bones. E units in GPa and Density in g/cc.

Etrabecular = a x Densityb
Ecortex

16.5

Poisson's ratio
a

b

3

1.8
46

0.3

3.3. Discussion

The purpose of our study was to establish 3-D FE models of long bones from volumetric
CT data that will accurately capture the varying bone geometry and material properties
and emulate true bone response within the linear range of three-point bending and
torsional loading. With the growing consensus on the choice of a strain-based rather than
a stress-based failure criterion for bone tissue, there is a major focus among researchers
to achieve high accuracy in the FE prediction of surface strains.57 Therefore, in this study
we were specifically interested in evaluating FE-model-based errors in predicting surface
strains in response to three-point bending and torsion.

Bones are subjected to compressive, tensile and torsional forces during everyday
activities. In bending there is a combination of compression and tension, tensile stresses
and strains on one side of the neutral axis and compressive stresses and strains on the
other side. Torsion tests assess the strength of the bone under twisting caused due to an
applied torque. By testing under bending and torsion, we cover the basic loading
conditions to which a bone can be subjected.

In our study the errors in the calculated FE strains in comparison to those measured using
strain gauges in the mechanical tests ranged from -6% to 7% under bending and from
-37% to 19% under torsion across all bones in our dataset (both test and training set)
(Table 5). A direct comparison of our results with those obtained from other studies is not
possible due to the difference in loading patterns, material assignment and 3-D geometry.
However, to put our technique into perspective with published techniques, we compare
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our results to the work reported by Schileo et al.27 We chose Schileo et al.'s work
because, when comparing FE surface strains with experimental strains in femora under
different stance loading conditions, they reported a high correlation (R2=0.91) and a high
accuracy (slope: 1.01; intercept: 6.03) compared to other similar studies in the literature
(R2< 0.89 and worse slopes and intercepts).58 In this context, we do not take into
consideration studies that report FE model accuracy in bones other than the ones present
in our dataset and studies that perform stress instead of strain analyses.

We performed the same statistical tests performed by Schileo et al. to report the accuracy
of their FE technique in predicting FE-surface strains. We combined all 10 bending strain
measurements (10 measurements) with at least 60 data points each from our 5 femora and
performed a linear regression analysis of the FE versus the experimental strains. We
report similar accuracy (slope: 1.02; intercept: 5.06) but higher correlation (R2=0.98)
between the FE strains and the experimental strains. The slope and intercept of the
regression model were found to be not significantly (p-value less than 0.01) different
from unity and zero, respectively. In distinction to Schileo et al.'s work, our material
parameters were not optimized for the femora only, but for all long bones in our dataset.

To the best of our knowledge, comparisons of strains calculated from FE-torsion analysis
and strains measured from torsion experiments have only been reported in the
metacarpals.37 Barker et al. report an accuracy of -49% (slope: 1.49; intercept: 1.53) in
metacarpal models, which is comparatively lower than the error values of -18% to 15%
we recorded in our smallest bone type i.e., the radius. The accuracy of Barker et al.'s
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model increased to -3% (slope: 1.03; intercept: 7.51) and 5% (slope: 0.95; intercept:
10.0), respectively, when cortical anisotropy was captured in combination with two
different density-modulus equations for the trabecular bone. It has been shown that the
assumption of isotropy is reasonable for FE modeling of bending, especially when
considering an inhomogeneous model.26

Our accuracy in predicting surface strains under three-point bending is better than that
under torsion, across all bone types. This observation is reasonable, taking into account
the quartic relationship between geometry and strain for torsion as opposed to the
quadratic relationship between the two for bending. A slight inaccuracy in the bone
geometry will affect the torsion results more than the bending results. Under bending, the
errors in the diaphysis were lower than the errors in the epiphysis. This observation could
be attributed to the more complicated geometry of the epiphysis compared to that of the
diaphysis or increased error propagation due to the increased number of material
parameters (cortical and trabecular bone).
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4. COMPUTED-TOMOGRAPHY-BASED STRENGTH INDICATORS
FOR THE IDENTIFICATION OF LOW BONE-STRENGTH
INDIVIDUALS IN A CLINICAL ENVIRONMENT
4.1. Development of Bone-Strength Indicators

The successful development of accurate FE models enables us now to subject these
models to the loading conditions besides three-point bending and torsion, with the
expectation to obtain accurate strains and stresses in the models. These loading
conditions can be adapted to loading situations encountered in real life without the need
for subjecting the bones to similar mechanical tests.

4.1.1. Methods

The validated FE models were subjected to four loading conditions: axial loading, threepoint bending, cantilever bending and torsion. These four loading conditions represent
the most basic loading scenarios that cause atraumatic fractures in long bones. Some of
the physical activities resulting in such fractures include jumping (axial loading),59 hitting
leg against a table while walking (three-point bending),60 landing on the palm of the hand
while falling (cantilever bending)61 and twisting the epiphyses while walking, running,
climbing stairs (torsion).62 Boundary and loading conditions were applied to the FE
models

using

NX

I-deas

6.1

software
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(Siemens

PLM

Software,

Plano,

Texas) (Table 7). In all cases, a distributed load of 150 N was applied.
In each FE model, the CT slice with the highest maximum principal strain as well as at
least 2 cm away from the loading and boundary conditions was identified as potential
fracture site in each of the bone models under the aforementioned loading conditions.
Since we use linear FE models, we calculated for each bone the load causing 7,000
microstrains (load to fracture) from the local average of the recorded maximum strain
values based on the original 150 N applied load. The lower the load to fracture the more
compromised is the strength of the bone.
Table 7. Location of application of load and supports for FE models for the various bones and loading
conditions. PE: location on the bone with the maximum width in proximal epiphysis; DE: location on the
bone with the maximum width in distal epiphysis; MD: location on the bone that is 50% in distance from
PE and DE; ES: end surface; MS: medial surface; LS: lateral surface; AS: anterior surface; PS: posterior
surface; Sup.: supports; ┴: perpendicular to

Compression

Three-Point
Bending

Cantilever
Bending

Torsion

Load

Sup.

Load

Sup.

Load

Sup.

Load

Sup.

Radius

PE
ES

DE
ES

MD
MS

PE &
DE
LS

PE┴E
S

DE
ES

PE┴E
S

DE
ES

Humerus

DE
ES

PE
ES

MD
LS

PE
&DE
MS

DE┴
ES

PE
ES

DE┴E
S

PE
ES

Tibia

PE
ES

DE
ES

MD
AS

PE &
DE
PS

PE┴E
S

DE
ES

PE┴E
S

DE
ES

Femur

PE
ES

DE
ES

MD
AS

PE &
DE
PS

PE┴E
S

DE
ES

PE┴E
S

DE
ES

51

Once the fracture sites for the various bones and for each loading condition were
identified, a previously described algorithm was employed to create the mechanical
models of the bone cross-section.63 First, accurate cortical thicknesses and densities were
extracted based on density profiles across the cortex. The partial-volume corrected
material properties at the endocortical transition were defined using erosion and dilation.
The density and Young's modulus value of the cortex volume between periosteal and
endocortical boundaries were held at 1,200 mg/cm3 and 16.5 GPa, respectively,
representing the optimal values identified in Chapter 3. The CT values for trabecular
bone were converted to bone density (mg/cm3), and the density-modulus equation
(Equation I) developed in Chapter 3 was employed to translate the density values to the
Young's modulus.
Etrabecular = 3 · Density1.8

(I)

Once the cortical and trabecular compartments were segmented, the centroid was
calculated in three different ways: 1. area-weighted (AW) centroid (conventional), 2.
density-weighted (DW) centroid and 3. modulus-weighted (MW) centroid (cf. see
Appendix A2). Based on each of these centroids, structural rigidity measures such as
axial rigidity, flexural rigidity and torsional rigidity as well as strength indicators such as
section modulus and stress-strain index (SSI) were calculated (cf. see Appendix A3). For
the modulus-weighted polar moment of inertia and its centroid, the bulk modulus was
used instead of the Young's modulus. The structural rigidity measures themselves were
weighted based on the type of centroid adopted, providing us with AW rigidity measures
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with AW centroids, DW rigidity measures with DW centroids and MW rigidity measures
with MW centroids.

As originally defined, the SSI is a hybrid indicator, which area weights its centroid and
density weights the pixels forming the cross-section. Consequently, we are replacing the
AW SSI with the conventional SSI. The DW and MW SSI are still weighted based on the
type of centroid adopted. As a side note, the AW SSI, involving area weighting both the
centroid and the pixels, is mathematically equivalent to the AW section modulus.
In addition to the above rigidity measures and popularly used strength indicators, we also
tested simple image-based parameters such as cortical cross-sectional area, total crosssectional area, trabecular cross-sectional area, trabecular density measured at the distal
10% location and cortical density measured at the mid diaphysis (cf. Appendix A3).

To account for the non-prismatic nature of the bone cross-section along the long axis of
the bone, we calculated the geometric location of the centroids of the CT slices lying
within a distance of 5% of the length of the bone above and 5% below the probable
fracture site identified by the FE models, under the various loading conditions.
Subsequently, we developed a new metric, the centroid deviation, by analyzing the
maximum deviation of the centroids from a straight line connecting the centroids of the
two end sections of this local bone volume (Fig. 10).

After the bone-strength indicators were calculated, cross-correlations were performed
between each of the 23 indicators and the load to fracture of the bone models, under the
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Figure 10. Location of the x-coordinates of the centroids for two hypothetical cases A and B. The central
slices in case B have a higher propensity to fracture under compression than those in case A. Even though
the area of the cross-section is the same for each slice, the position is displaced from a straight line in case
B.

various loading conditions. Pearson correlation coefficients (r) were used to express
relationships between the bone-strength indicators and the load to fracture. Bone-strength
indicators that reported an r value of higher than 0.8 were shortlisted for validation using
a clinical test population.

4.1.2. Results

Based on the analysis of the various FE models of the long bones, the location of the
region in the bone that showed the highest propensity to fracture was identified for the
four loading conditions (Table 8). For each loading condition, the fracture locations were
consistent for a given bone type. The smallest variation in fracture location was 0.01% of
the bone length, and it was observed for all bones under three-point bending. For the
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majority of the bones (all except the tibia under compression) the mid-diaphysis was
shown to have the highest propensity to fracture under compression and three-point
bending. Under cantilever bending and torsion, the calculated fracture site was more
epiphyseal. These fracture locations, identified by our FE analysis, are physiologically
valid and in agreement with the literature.61, 64

The locations of the AW, DW and MW centroids of the bones were similar in the middiaphysis. The differences in locations ranged from 0.01 to 0.3 mm across all bones. The
maximum difference was observed in the femur and the minimum in the radius. A similar
evaluation in the proximal and distal epiphyses showed comparatively larger differences.
Specifically, at a location 20% from the proximal epiphysis, the differences in the
centroids ranged from 0.02 to 1 mm. Again, the maximum and the minimum differences
were observed in the femur and the radius, respectively.

Based on the correlation of the bone-strength indicators with the load to fracture, it was
observed that, in the femur, the MW section modulus correlated best with the load to
fracture under compression and three-point bending (r = 0.92) (Table 9). Also in the
femur, the MW moment of inertia and the MW polar moment of inertia were the best
correlated metrics with the load to fracture under cantilever bending and torsion,
respectively (r > 0.89). In the tibia and the humerus, the MW moment of inertia offered
the best correlation (r > 0.88) with the load to fracture under all loading conditions. In the
radius, the MW centroid deviation best correlated with the load to fracture under
compression (r = 0.93).
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Table 8. Locations in FE-bone models showing highest propensity to fracture under different loading
conditions. All distances are measured with respect to distal epiphysis. The error term represents the
standard deviation within the group. Units are in percent.

Bone

Compression

Radius
Humerus
Tibia
Femur

50 ± 0.1
50 ± 0.1
27 ± 0.2
50 ± 0.2

Three-Point
Bending
50 ± 0.01
50 ± 0.01
50 ± 0.01
50 ± 0.01

Cantilever
Bending
20 ± 0.09
12 ± 0.12
85 ± 0.15
12 ± 0.11

Torsion
80 ± 0.1
88 ± 0.5
15 ± 0.3
20 ± 0.1

In the radius, the MW SSI and the MW moment of inertia reported the best correlations
under three-point bending and cantilever bending, respectively (r > 0.91). The best
capture of torsional strength in the radius was provided by the MW polar moment of
inertia (r = 0.92). By averaging the correlation coefficients of the individual bonestrength indicators with the load to fracture across all bones and loading conditions, it
was observed that the MW moment of inertia followed by the DW moment of inertia
were the two top correlating parameters. ( > 0.90) (Table 9). By analyzing each of the
loading conditions separately across all bones, the MW and DW moment of inertia
correlated best for compression, three-point bending and cantilever bending ( > 0.90),
and the MW and DW polar moment of inertia for torsion ( > 0.89).

Considering all bones in our dataset and all four loading conditions, the MW rigidity
measures (average r = 0.833) and the DW rigidity measures (average r = 0.813)
correlated significantly better than the AW rigidity measures (average r = 0.756) with the
load to fracture (p < 0.001 in all cases) (Table 10). Additionally, although the mean
difference was smaller, the MW rigidity measures correlated significantly better (average
r = 0.833) than the DW rigidity measures (average r = 0.813) with the load to fracture (p
< 0.001).
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Table 9. Pearson’s correlation coefficients for comparison of QCT-derived bone-strength indicators with FE-based strain response to load to fracture (load that
generates 7,000 microstrains in bone), under different loading conditions and in bones with varied geometries. F: femur; T: tibia; H: humerus; R: radius; MW:
modulus-weighted; DW: density-weighted and AW: area-weighted; RA: axial rigidity; I: moment of inertia; J: polar moment of inertia; CD: centroid deviation;
Z: section modulus and SSI: stress-strain index. The AW, DW and MW values of each bone-strength indicator have been grouped together using different
pastels. Pearson correlation coefficients ≥ 0.9 have been highlighted in orange, 0.8 ≤ r < 0.9 in yellow and r < 0.8 in white. See Appendix A3 for more
information regarding the calculation of the parameters.
Bone

AW
RA

DWR
A

MW
RA

AW
I

DW
I

MW
I

AW
J

DW
J

GW
J

AWC
D

DWC
D

MWC
D

AW
Z

DW
Z

MW
Z

SSI

DWS
SI

MW
SSI

Compression
F

.62

.77

.83

.85

.86

.86

.85

.85

.86

.84

.85

.88

.81

.89

.92

.87

.87

.87

T

.46

.54

.62

.85

.92

.93

.79

.86

.87

.57

.64

.83

.82

.85

.85

.88

.88

.89

H

.73

.75

.79

.82

.91

.93

.76

.85

.91

.59

.66

.67

.77

.91

.93

.82

.89

.91

R

.75

.75

.77

.84

.86

.86

.66

.81

.82

.83

.91

.93

.72

.75

.75

.78

.79

.81

3-Point Bending
F

.88

.88

.90

.85

.88

.91

.82

.82

.89

.68

.66

.75

.92

.92

.92

.85

.86

.91

T

.55

.79

.81

.79

.94

.94

.84

.87

.87

.46

.55

.55

.85

.89

.90

.86

.87

.88

H

.88

.84

.86

.88

.93

.93

.77

.86

.91

.51

.57

.57

.85

.88

.90

.82

.85

.87

R

.66

.81

.81

.85

.89

.89

.87

.88

.88

.30

.33

.47

.89

.89

.90

.83

.91

.91

Cantilever Bending
F

.42

.52

.52

.87

.88

.89

.39

.55

.61

.66

.69

.74

.20

.58

.60

.20

.57

.60

T

.71

.81

.81

.73

.85

.90

.82

.87

.89

.10

.24

.37

.82

.84

.87

.81

.85

.87

H

.77

.66

.66

.85

.94

.95

.88

.91

.91

.84

.84

.87

.87

.87

.88

.73

.79

.80

R

.45

.87

.87

.85

.91

.92

.85

.88

.89

.17

.51

.52

.86

.88

.90

.86

.88

.88

Torsion
F

.78

.79

.79

.88

.88

.90

.88

.92

.94

.81

.82

.82

.87

.88

.88

.87

.88

.91

T

.36

.69

.73

.71

.93

.94

.81

.88

.94

.42

.30

.10

.89

.91

.93

.66

.93

.93

H

.77

.79

.79

.81

.86

.88

.73

.74

.88

.51

.57

.60

.75

.75

.77

.71

.87

.87

R

.78

.79

.79

.87

.90

.91

.87

.89

.92

.48

.55

.55

.85

.85

.88

.85

.88

.88

Average

.66

.75

.77

.83

.90

.91

.79

.84

.87

.55

.61

.64

.80

.85

.86

.78

.85

.86
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Table 10. Average Pearson's correlation coefficients (r) of all AW-, DW- and MW- rigidity measures with
the FE-based load to fracture. n: not significant, a: p-value < 0.05, b: p-value < 0.01 and c: p-value < 0.001.

Average r

Bone

Based

AW vs. DW

AW vs. MW

DW vs. MW

Tibia

0.72, 0.79c

0.72, 0.81c

0.79, 0.81n

Radius

0.77, 0.82c

0.77, 0.83c

0.82, 0.83a

Humerus

0.77, 0.83c

0.77, 0.85c

0.83, 0.85b

Femur

0.76, 0.81c

0.76, 0.83c

0.81, 0.83a

Combined

0.76, 0.81c

0.76, 0.83c

0.81, 0.83a

on a preliminary evaluation of a couple of femora, we observed that the location of

the regions of highest strain predicted by the FE model under compression, were similar
to those sections where the location of the centroid deviated most from the straight line
joining the centroids of the end sections. Additionally, the farther the centroid points
were from the line, the higher were the observed strains in the FE model. In the current
dataset, the MW centroid deviations correlated highly for all bones under compression (r
> 0.83) except for the humerus (r = 0.67) (Table 9).
The correlation of the traditional density and geometry parameters with load to fracture
depended on bone type and loading condition. In 11 out of 16 cases, the correlation
between cortical density and load to fracture was comparatively low (r < 0.76) (Table
11). In 88 percent of the cases, trabecular density showed inferior correlation with the
load to fracture (r < 0.75). The area parameters on the average correlated better (
0.72) than the density parameters (

>

< 0.62). However, there was neither a specific bone

type nor a specific loading condition that showed consistently good performance for one
of the area parameters.
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Femur
Tibia
Humerus
Radius
Femur
Tibia
Humerus
Radius
Femur
Tibia
Humerus
Radius
Femur
Tibia
Humerus
Radius
Average

CoD

TrD

.62
.46
.73
.75

Compression
.84 .87 .43
.77 .75 .37
.87 .79 .37
.86 .76 .44

TrA

ToA

Bone

CoA

Table 11. Pearson’s correlation coefficients for comparing conventionally used simple QCT-derived bonestrength indicators to FE-based load to fracture under different loading conditions and in bones with varied
geometries. CoA: cortical cross-sectional area; ToA: total cross-sectional area; TrA: trabecular crosssectional area; TrD: trabecular density at the distal 10% location and CoD: cortical density at mid
diaphysis. Pearson correlation coefficients ≥ 0.9 have been highlighted in orange , 0.8 ≤ r < 0.9 in yellow
and r < 0.8 in white. See Appendix A3 for more information regarding the calculation of the parameters.

.16
.82
.51
.56

Three-Point Bending
.90 .76 .83 .49 .41
.55 .86 .84 .58 .66
.88 .81 .85 .52 .76
.66 .73 .62 .74 .63
Cantilever Bending
.58 .42 .57 .83 .81
.77 .71 .74 .87 .82
.86 .84 .67 .75 .35
.87 .45 .61 .33 .46
Torsion
.75 .84 .80 .67 .86
.56 .36 .81 .60 .82
.85 .82 .85 .60 .72
.74 .79 .14 .22 .47
.72 .73 .72 .55 .62

4.2. Validation of Bone-Strength Indicators
It would be difficult to ascertain the validity of the developed bone-strength indicators in
vivo through mechanical testing. However, there are opportunities to evaluate the
performance of some of these indicators in subject groups that can a-priori be divided
into individuals with stronger bones and others with weaker bones.
59

4.2.1. Methods

To test the power of the bone-strength indicators, volumetric-QCT scans of a subset of 10
white and 10 black males, who had participated in a larger study aimed at quantifying the
ethnic differences in femoral bone density and geometry, were obtained. Informed
written consent, approved by the Indiana-University-Purdue-University, Indianapolis, and
Clarian IRB, had been given by all subjects. The scans included the proximal half of the
femur. Results from the larger study, which involved 492 healthy white and 169 healthy
black males, aged 20-63 years, reported an age matched significant difference in midshaft cortical area and volumetric BMD between races (p-value < 0.001).65 These
observations are in agreement with other results in the literature that report higher bone
strength among black males compared to age-matched white counterparts.65-67

Based on the limited scan range of the obtained femur data, the test of the bone-strength
indicators was concentrated on compression and three-point bending. Consequently,
bone-strength indicators pertaining to the 50% location from the epiphyses were
calculated (Table 8). Of the various indicators, the MW section modulus, the MW
centroid deviation and the MW SSI are the three metrics found to best capture the
compressive strength of the femur. Similarly, under three-point bending, the three metrics
that best correlated with the load to fracture were the MW section modulus followed by
the MW moment of inertia and the MW SSI. For comparison, we added cortical crosssectional area and cortical density, which are the purely geometric and purely
densitometric indicators, respectively, available in the mid-diaphysis.
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The receiver operating characteristic (ROC)-based area under the curve (AUC) metric
was used to quantify the segregation power of the shortlisted bone-strength indicators in
correctly separating the test data based on race.
4.2.2. Results

Although the original study, from which our test data were obtained, reported an agematched significant difference in mid-shaft cortical area and volumetric BMD between
races (p-value < 0.001), we did not observe either of these differences in our small subset
for these two parameters (p > 0.633; paired Student t-test) (Table 12).

Of the bone-strength indicators shortlisted for assessing femoral bone strength under
three-point bending and compression, the MW section modulus had the highest AUC
value of 0.80, indicating that the MW section modulus measured at the 50% location of
the femur has an 80% chance of correctly classifying individuals based on their race by
taking advantage of the racial discrimination in bone strength. The MW SSI (AUC =
0.79) was the second best metric followed by the MW moment of inertia (AUC = 0.62).
Table 12. ROC results (area under the curve, AUC) of bone-strength indicators, measured at the 50%
location of the femur, and p-value for age-matched, paired Student t-test. CoA: cortical cross-sectional
area; CoD: cortical density at mid diaphysis; MW I: modulus-weighted moment of inertia; MW Z:
modulus-weighted section modulus; MW SSI: modulus-weighted stress-strain index. See Appendix A3 for
more information regarding the calculation of the parameters.

Metric

CoA

CoD

MW
I

MW
Z

MW
SSI

AUC

0.59

0.58

0.63

0.80

0.79

p-value

0.63

0.96

0.01

0.01

0.03
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The remaining parameters had lower AUC values (AUC < 0.6). Based on these ROC
results, it is evident that the indicators that take into account both material property and
geometry outperformed the indicators that take into account either one of these
parameters separately.
4.3. Discussion

In our study, using validated FE models of 36 major, cadaveric, long bones (humerus,
radius, femur and tibia), which cover a wide range of bone sizes, we have identified
QCT-based rigidity measures that show high correlation (r > 0.8) with load to fracture
under compression, three-point bending, cantilever bending and torsion. We have
compared the performance of AW, DW and MW rigidity measures as well as popularly
used strength indicators based on their correlation with FE-based load to fracture. We
report that, of the different weighting schemes adopted, MW rigidity measures correlate
best with fracture load under the different loading conditions and bone types considered.
We also presented a novel strength metric, the centroid deviation, which correlates well
with the load to fracture in the femur and the radius under compression (r > 0.83). A
validation study of the MW rigidity measures that showed the two highest correlations
with the load to fracture in the femur under compression and three-point bending was
performed using a small pilot sample. The results of the pilot study suggest that the tested
MW rigidity measures have a higher potential of identifying individuals with low bone
strength than conventionally used indicators such as cortical density and cortical crosssectional area.
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Typically, investigators tend to use a linear relationship between measured density and
their strength-related parameters. However, the Young's modulus is a mechanically more
relevant parameter than density to capture bone strength.40, 68, 69 Consequently, we adopted
the concept of weighting the rigidity measures and other bone-strength indicators with the
Young's modulus. We have verified, using simple cross-sections, that the location of the
MW centroid and the centroid defined by composite beam theory coincide (results not
shown here). This observation validated the mechanical relevance of the MW centroid
compared to other weighting schemes of the rigidity measures.

The same bone-strength indicators performed differently for different bone sizes,
geometries and loading conditions. The metric with the highest correlation under a given
loading condition in one type of bone was not necessarily the top performing metric in a
different bone type. This observation strengthens the notion that bone strength is defined
by bone material, geometry and loading. Nonetheless, the MW polar moment of inertia
and the MW moment of inertia were the two indicators showing the highest correlation
with load to fracture ( > 0.87) for all bones and loading conditions (Table 11).
Consequently, it is our expectation that these metrics may prove to be reliable surrogate
measures of bone strength, independent of long bone type and loading condition.

In agreement with other reports in the literature,44, 50 we observed that QCT-based BMD
alone is a poor indicator of bone strength. Particularly, the correlation of cortical density
with the load to fracture was less than 0.8 for close to 70% of the cases studied (Table
11). This poor correlation of the QCT-based cortical density with fracture load is
expected since the patients / cadavers used in our study belong to the normal population
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and, as a result of our careful segmentation technique, cortical density essentially
represents bone-material composition, which is similar for all healthy bones.

In our study the MW centroid deviations correlated highly with the load to fracture for all
bones under compression, except for the humerus (Table 9), and were rated among the
top performing metrics in assessing compressional bone strength. This may be due to the
fact that all long bones are curved along their length; therefore, mechanical failure occurs
because of buckling rather than compression. In the humerus, due to the comparatively
reduced curvature at the 50% site, failure occurs due to compression. This observation is
further supported by the increased correlation (r = 0.87) of the total cross-sectional bone
area with the load to fracture (Table 11), which has also been reported in the literature to
indicate failure due to axial loading.70

Moment of inertia, section modulus and SSI are the popularly used metrics for bending.71
These metrics performed well (

= 0.88) in capturing the bending strength of all bones

under three-point bending (Table 9). Under cantilever bending, with the exception of the
femur, these metrics report an (

= 0.86) based on their correlation with the load to

fracture. The poor performance in the femur may be due to the fact that the analysis was
performed at a location 12% from the distal end, which has a complex cross-sectional
geometry that reduces the capability of beam theory to predict the bending strength of
bone.72

Torsional strength in long bones is best captured by the polar moment of inertia73 as
demonstrated by a correlation coefficient (
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> 0.87) (Table 9). The lowest correlation

was observed in the tibia, which may be due to the deviation of the shape of the bone
cross-section (almost triangular) from that of a circle. This reduces the capability of beam
theory to predict torsional bone strength.72

From our correlation study between the bone-strength indicators and the load to fracture,
we observe that bone-strength indicators that take into account only geometry perform
better than bone-strength indicators that take into account only density (Table 11). Higher
average correlations (

> 0.72) were achieved using only cortical cross-sectional area,

total cross-sectional area and trabecular cross-sectional area in comparison to average
correlations of

> 0.58 obtained when using trabecular and cortical density. The

improved performance of the geometry-based bone-strength indicators may be due to fact
that we have a test population with normal bone density, and the variation in bone
strength is mainly due to the variation in the spatial distribution of the bone tissue, which
is better captured by the geometry-based bone-strength indicators.

Conventionally, the CT image pertaining to the 50% location (mid diaphysis) in long
bones is chosen to analyze bone strength under bending and torsion. This location is
chosen to ensure that the region to be analyzed is close to circular and contains mainly
cortical bone; beam theory may be employed to assess the strength. In a recent study, in
which the structure of the whole tibia was analyzed using volumetric CT scans, it was
observed that locations ranging from 5% to 40% from the distal epiphysis are not well
suited to withstand bending and torsional loads; these regions are more adapted to
withstand compression.74 This supports our approach to select analysis regions on a given
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bone type based on the fracture locations defined by the 3-D FE analysis of the same
bone type under different loading conditions (Table 8).

Our ROC results indicate that the MW section modulus and the MW SSI are the two top
performing indicators (AUC > 0.79) in identifying low bone-strength individuals from a
normal population under three-point bending and compression (Table 12). Other results
in the literature also indicate that the QCT-based section modulus and SSI perform better
than radiologic density measures and other QCT-based rigidity measures in capturing
bone strength;50 however, we were able to show that the adoption of a modulus–based
capture of material heterogeneity enhances their power to identify the race-based
difference in bone strength compared to both the AW- and DW- section modulus and SSI
(Table 9).

Material weighting (density or modulus) the bone-strength indicators provides a higher
correlation with the FE-based load to fracture compared to area weighting (Table 10).
This improvement is considerable in both cases, resulting in an increase in the correlation
coefficient by 6.5% and 9.2%, respectively. Modulus weighting the bone-strength
indicators also produces an improvement over density weighting in their correlation with
the FE-based load to fracture. Admittedly, the improvement is small, but it still reaches
statistical significance. Future studies using data from a larger population involving
observed fractures may help gauge the clinical significance of modulus weighting the
bone-strength indicators.
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5. CONCLUSION

Fractures of the proximal femur are the most debilitating fractures in osteoporotic
patients.75 These fractures occur mainly due to walking or falling. Consequently, a
majority of the studies that try to accurately predict fracture risk perform bone-strength
analyses of the proximal femur under stance loading or fall conditions.26, 27, 32, 58, 76 One of
our major aims through the present study was to extend the assumptions and techniques
used to model the proximal femur to other regions of the femur and other bone types and
loading conditions.

The choice of the appropriate density-modulus equation to be used in bone FE analysis is
still a challenge. One of the main reasons is that the published constitutive equations used
to derive the modulus-density equations are based on mechanical tests conducted on
small bone samples.24,
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Consequently, the equations may have errors due to bone

anisotropy, variability in mechanical testing methods or even lack of representative bone
specimens, from which material properties may be accurately assessed. Therefore, one of
the main findings of this study is the observation of low errors between the FE-predicted
and experimental strains across the various types of bones and loading conditions
(bending and torsion) when using our optimized density-modulus relationship.
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Partial-volume corrected cortical boundaries and bone densities played an important role
in improving the accuracy of the study. Our improved technique of extracting cortical
boundaries provided an accurate segmentation of the bone volume into the trabecular and
cortical compartment. This ability to accurately segment the two bone volumes is
important, as the two bone volumes were considered separately for material assignment.

Generalized material properties of the cortical and trabecular bone across a healthy
skeleton were one of the goals of this study. The justification for this goal stems from the
encouraging reports of improved accuracy from studies that use a single modulus-density
relationships over the whole range of bone densities (cortical and trabecular bone)26, 27
and those that use modulus-density relationships based on pooled mechanical test data
from various anatomic sites of different long bones.26, 27, 52, 77 Both these methods suggest
that the individual properties of cortical and trabecular bone apply similarly to all healthy
long bones.

In summary, from an FE modeling / analysis perspective, the above three steps i.e.,
choice of an appropriate density-modulus equation, correction for partial volume and our
assumption of generalized material properties of the cortical bone and the trabecular bone
across a healthy skeleton proved vital for ensuring the reliable performance of 3-D FE
models constructed from CT data.

By identifying QCT-based bone-strength indicators that correlate well with 3-D FE
analysis of these accurate bone models, we present a simple technique of assessing bone
strength in a clinical environment. The performance of the image-derived bone-strength
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indicators is comparable to that of the FE analysis and requires much lower
computational power and time.

The weakest cross-sections in long bones under various loading conditions have been
identified based on 3-D FE models constructed from the QCT data. The QCT-based
strength indicators alone, calculated at these locations, may provide the relevant strength
information without the need to run an FE model.

In summary, through this study we have identified a short list of clinically useful
parameters that correlate well with FE-based fracture load predicted using accurate FE
models of various long bones subjected to a variety of loading conditions. We have found
that modulus-based rigidity measures generally outperform area- and density-based
rigidity measures as well as those based on geometry and density alone.

5.1. Future Work

To the best of our knowledge, comparisons of strains calculated from FE-torsion analysis
and strains measured from torsion experiments have only been reported in the
metacarpals.37 The accuracy of Barker et al.'s metacarpal models increased to -3% and
5%, respectively, when cortical anisotropy was captured in combination with two
different density-modulus equations for the trabecular bone. They have shown that an
assumption of isotropy is reasonable for FE modeling of bending, especially when
considering an inhomogeneous model.26 However, our torsion results could probably be
improved by introducing anisotropy of the cortex.
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The aim of our current study was to test the accuracy of the FE model under mechanical
loading conditions that can easily be replicated on an actual mechanical testing machine,
with the goal to create unified material properties across all bones. Thus, we validated the
accuracy of the FE model within the linear range of mechanical loading and under the
two basic loading conditions of bending and torsion. Validation of the model generation
under more complex loading conditions will have more clinical relevance.

Non-linear models have the potential to better describe the fracture behavior of bone.
However, linear models have been used to estimate bone strength by defining a fracture
threshold if more than 2% of the bone volume exceeds a strain of 7,000 microstrains.78
Consequently, our simplified linear models may still be of value to assess the strength of
a bone, but a better prediction of the bone strength may be expected by testing bone
fracture beyond the linear region using non-linear FE analysis.79

With our improved prediction of the surface strain distribution using FE models, better
fracture risk predictors might be developed to provide a realistic estimate of the
maximum load a given bone can withstand prior to fracture. Also, by defining the limits
of maximum loading on these FE models, safe loading limits could be established to
avoid fractures due to everyday activities.

The techniques developed in this study focus on long bones, but some of them may be
adopted to other bones such as the vertebrae. Our cortex segmentation technique will
likely not work in the vertebrae due to the extremely thin cortices. However, we speculate
that our optimized density-modulus relationship may work reasonably well for vertebrae.
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The validation of our bone-strength indicators has been performed in a small population
and in a single bone type, and it is, therefore, expected to be statistically weak.
Nonetheless, the results obtained in this study reached significance in capturing the racial
differences of bone strength, and this warrants validation of the proposed bone-strength
indicators in a larger dataset.
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APPENDIX
Appendix A1: Definition of rigidity measures using QCT. In general,
Assumption

Material Parameter

Simple crosssection
Conventional
Technique

Young's modulus (E)
 literature based

Geometric Parameter

Equation

Area (A), for axial rigidity (RA)

RA = E·A

Moment of inertia (I) , for
flexural rigidity (RI)

RI = E·I

Homogeneous

Polar moment of inertia (J), for
torsional rigidity (RJ)

RJ = E·J

Complex crosssection

Area (A), for axial rigidity (RA)

Prismatic

Prismatic

Young's modulus (E)
 literature based

Moment of inertia (I) , for
flexural rigidity (RI)
Polar moment of inertia (J), for
torsional rigidity (RJ)

Homogeneous

Area (A), for axial rigidity (RA)
Complex crosssection
Prismatic

Density ( i)
 value derived from
each pixel
(elemental area)

Accounting
for
Inhomogenity

Moment of inertia (I) , for
flexural rigidity (RI)
Polar moment of inertia (J), for
torsional rigidity (RJ)

Complex crosssection
Prismatic

Notes
Example: circular
cross-section
with radius r
RA = E·

No analytical
expression;
elemental pixel
area has to be
integrated to get
geometry
Basis for
popularly used
strength
indicators such as
stress-strain
index, densityweighted section
modulus

Area (A), for axial rigidity (RA)
Young's modulus ( i)
 value derived from
each pixel
(elemental area)

Moment of inertia (I) , for
flexural rigidity (RI)

Our approach

Polar moment of inertia (J), for
torsional rigidity (RJ)
Location of the centroid (x-coordinate, y-coordinate); Δa: pixel area; xi: distance between the x-coordinate of Δa and the centroid; yi: distance between
the y-coordinate of Δa and the centroid; : bone density of Δa; : elastic modulus of Δa. In the case of torsion, is replaced by the bulk modulus
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Appendix A2: Definition of centroids using QCT.

Centroid Type

X-Coordinate

Y-Coordinate

Geometric or area-weighted (AW)
centroid
Density-weighted (DW) centroid

Modulus-weighted (MW) centroid
Location of the centroid (x-coordinate, y-coordinate); Δa: pixel area; xi: distance between the x-coordinate of Δa and the centroid; yi: distance between
the y-coordinate of Δa and the centroid; : bone density of Δa; : elastic modulus of Δa. In the case of torsion, is replaced by the bulk modulus
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Appendix A3: Description of bone strength indicators. The first five indicators are simple geometric or densitometric QCT-based indicators. Of the next
18 indicators, the area-weighted rigidity measures are prefixed with AW, the density-weighted rigidity measures with DW and the modulus-weighted
rigidity measures with MW. The last indicator is the FE-based fracture load metric (the standard to which the performance of all other bone-strength
indicators is compared).
Bone Strength Indicators

Method

1

Cortical Cross-Sectional Area (CoA)

Sum of pixels forming the cortex · pixel area

2

Total Cross-Sectional Area (ToA)

Sum of pixels forming the whole cross-section · pixel area

3

Trabecular Cross-Sectional Area (TrA)

ToA - CoA

4

Trabecular Density at the distal 10% location (TrD)

Average of the density of trabecular bone within the TrA after eroding the TrA to
half the original size

5

Cortical Density at Mid Diaphysis (CoD)

Average of the density of cortical bone within the cortical cross-sectional area

6

Axial Rigidity (AW RA)

7

Density-Weighted (DW) Axial Rigidity (DW RA)

8

Modulus-Weighted (MW) Axial Rigidity (MW RA)

9

Moment of Inertia (MI) (along y axis) (AW I)

10

DW MI (along y axis) (DW I)

11

MW MI (along y axis) (MW I)

12

Polar MI (AW J)

13

DW Polar MI (DW J)
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14

Bulk-MW Polar MI (GW J)

15

AW Centroid Deviation (AW CD)

Distance of the farthest AW centroid from a straight line connecting the AW
centroids of the sections forming the end surfaces of the bone volume

16

DW Centroid Deviation (DW CD)

Distance of the farthest DW centroid from a straight line connecting the DW
centroids of the sections forming the end surfaces of the bone volume

17

MW Centroid Deviation (MW CD)

Distance of the farthest MW centroid from a straight line connecting the MW
centroids of the sections forming the end surfaces of the bone volume

18

Section Modulus (SM) ( AW Z)

19

DW SM (DW Z)

20

MW SM (MW Z)

21

Strength-Strain Index (SSI)

22

DW SSI (DW SSI)

23

MW SSI (MW SSI)

24

FE-Based Fracture Load (FL)

Magnitude of load required produce 7,000 microstrains in a bone volume

Δa: pixel area; xi: distance between the x-coordinate of Δa and the centroid (AW / DW / MW, whichever is applicable); yi: distance between the ycoordinate of Δa and the centroid (AW / DW / MW, whichever is applicable); : bone density of Δa;
: physiological standard of cortical bone, i.e.,
1,200 mg/cm3; ymax: maximum distance of any Δa to the centroid (AW / DW / MW, whichever is applicable); E: elastic modulus; : bone density; G:
bulk modulus.
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