An extended Graetz problem is analyzed, with a semi-infinite axial domain and the
Introduction
This work pertains to the temperature or concentration profile development in a fluid exchanging energy or mass with its surroundings as it flows into a long circular tube. Our most specific objective is the analysis of low Peclet number problems with semi-infinite heat-or mass-transfer sections, where the hydrodynamic problem may be decoupled from the heat-or mass-transfer problem. On the exchange wall we wish to specify the boundary condition of the third kind (Robin), where a linear combination of the heat flux and the temperature on the wall is prescribed. This boundary condition on the wall is for the most general and physically important case, where the wall containing the fluid conduit has a finite resistance to heat or mass transfer. The external fluid may be of constant temperature or may have a prescribed temperature distribution.
The specification of a semi-infinite axial domain derives from the fact that in a large number of problems of practical importance, what precedes the heat-or mass-exchange section is either not well defined physically (e.g., in biological systems [1] [2] [3] ) or hydrodynamically very complex. For example, the fluid may enter the exchange section from an adiabatic reservoir or an adiabatic conduit of larger cross section, as is the case in viscous-fluid processing. A preceding adiabatic section of the same tubular cross section is one particular case that does not provide always the best description of the physical picture. The latter case leads to a boundary value problem with mixed boundary conditions (Neumann-Robin) 2 on the wall. That problem is discussed in [4] , its solution culminating into solving an infinite set of algebraic equations. In view of the above discussion, in the present problem the fluid will be taken to flow into the circular tube from an adiabatic reservoir of large heat or mass capacity.
The corresponding hydrodynamic problem has been widely studied in the literature [5] , its importance deriving from its applications in almost every industrial process involving transport of fluids. For flows of high Reynolds numbers, the velocity profile develops very slowly [5] , so that the heat-or mass-transfer problem may not be decoupled from the hydrodynamic problem. However, in the case of low Reynolds numbers, the velocity profile develops rapidly; from the results of Vrentas and Duda [5] , and possibly extrapolating to large values of their parameter /?, even at z = 0, the velocity profile has essentially attained its fully-developed shape, except for a small core region around the centerline of the tube. It is therefore a good approximation to assume the fully developed velocity profile from the very beginning 1 Currently Asst. Professor in the Department of Chemical Engineering, Rice University, Houston, Tex. 77001 (to whom all correspondence may be ad- 2 The Neumann boundary condition specifies the flux on the conduit wall (zero for adiabatic wall). In mixed boundary conditions, the first name refers to the upstream section and the second one to the heat-or mass-exchange section.
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of the entrance region. Usual Reynolds numbers in viscous-fluid processing and many biological flows are of the order of 10~3 and the approximation of a fully developed flow at 2 = 0 is a typical one [2, 6] . However, small Reynolds numbers would result also in small Peclet numbers even for Schmidt or Prandtl numbers of the order of 10 4 . Thus the validity of the model is not just restricted to the heat transfer problem in liquid metals. For the very low Peclet number regime, where the conductive terms dominate the heat transfer mechanism, the velocity profile approximation has a minimal effect on the solution of the problem. Although here we treat Newtonian flows only, extensions to fluids with any velocity profile may be realized in a straightforward manner from the analysis presented herein. The only difference will be computational, in the integration of the resulting eigenvalue problem (equation (21)). Thus, the methodology may apply to problems in experimental rheology, viscous fluid processing, heat transfer in liquid metals and mass transfer in biological systems. In the discussion and analysis that follow we discuss the heat transfer problem only, the analysis of the mass transfer problem being entirely analogous.
The problem under discussion may be looked upon as an extended Graetz problem, in that axial heat conduction is included in the analysis, so that it can be applied to low Peclet number flows. We consider as classical the problem without axial conduction but with any kind of a wall boundary condition. Past efforts on the extended Graetz problems, which have been discussed in detail by Shah and London [7] , Papoutsakis [4] and Papoutsakis, et al. [8, 9] , were largely approximate. Truly analytical (and computationally efficient) solutions to extended Graetz problems with infinite axial domains were obtained in [8, 9] . The Dirichlet-Dirichlet problem with a jump in the wall temperature at z = 0 was treated in [8] . The Neumann-Neumann problem was solved in [9] . The solutions to both the above problems were based on a selfadjoint formalism obtained by decomposing the energy equation into a pair of first order partial differential equations in the spirit of [10] . The decomposition was accomplished by defining an axial-energy flow function [8, 9] based on physical arguments alone. This technique allowed analytical solutions to be obtained for the apparently non-selfadjoint extended Graetz problems.
Unfortunately, all extended Graetz problems with infinite axial domains and with the Robin wall boundary condition lead to mixed-boundary-value problems, which elude analytical solutions [4] . However, the extended Graetz problem with the Robin boundary condition on the wall and a semi-infinite axial domain admits a technically analytical solution, as it will be presently shown.
Yet, the treatment of the Robin wall boundary condition with a semi-infinite axial domain poses nontrivial difficulties, thus requiring further analysis. Specifically, the Robin boundary condition demands a nontrivial extension of the matrix differential operator that was used in our recent work [8, 9] ; the semi-infinite axial domain introduces further difficulties whose resolution is even more demanding. The latter will become evident from the following analysis. This is indeed the case where an apparently simpler problem (the present) is actually more complex and computationally demanding than some apparently more complex problems (the problems in [8, 9] ).
The heat transfer problem for flow out of a reservoir and with Neumann wall boundary conditions (prescribed wall flux) has been addressed by Pirkle and Sigillito [11] ; a flat temperature profile was employed as an entrance boundary condition. Variational techniques, leading to the solution of an infinite set of algebraic equations, were employed for the computation of the coefficients of expansion of the solution in terms of non-orthogonal eigenfunctions [11] . Hsu [12] treated the problem with a flat entrance temperature profile and the Robin wall boundary condition. The incorrectness and questionable computability of that solution have been discussed by Pirkle and Sigillito [13] and Michelsen and Villadsen [14] , respectively. Finally, Sorensen and Stewart [15] solved the semi-infinite-domain problem with a Dirichlet wall boundary condition (prescribed wall temperature) and a generalized Danckwerts entrance condition (see below). That problem was meant as an approximation to the NeumannDirichlet problem and was treated by means of a collocation technique [15] .
2 Analysis 2(a) Entrance Boundary Condition. In view of the discussion in the preceding section we consider the problem where a viscous fluid in a cylindrical capillary exchanges energy with its environment of constant temperature T/ through a wall of finite heat resistance. The viscous fluid is entering the capillary at low velocity from a reservoir of large heat capacity and constant temperature To.
In the formulation of an entrance boundary condition, the presence of a hydrodynamic entrance region represents an extraordinary degree of complexity even for an extensive numerical computation scheme. Consequently, we focus on situations that admit some important simplifications. Thus, we impose the restrictions of low Reynolds numbers for which the hydrodynamic entrance region is short and a Prandtl number large enough to preserve the uniformity of the temperature profile in this entrance region (except for peripheral distortions due to small amounts of heat transfer). The Peclet number, however, is assumed to be small enough to render axial conduction important (which is true for low enough Reynolds numbers). Next we ask that the reservoir be well stirred, have a large heat capacity, and be maintained at a uniform temperature To everywhere, by which we imply that the mixing and its heat capacity are enough to overcome the axial gradient in temperature that will be induced by heat conduction at the outlet of the reservoir. Thus, if 2 = 0 is regarded as the capillary inlet, then for z < 0 the essentially uniform temperature field makes for negligible conduction whereas for z > 0 the heat transfer at the periphery will result in axial gradients near there and hence in axial conduction.
Summarizing, we have the situation of a virtually fully developed velocity profile at the outlet of the reservoir and a uniform temperature of To with an energy efflux substantially by convection. On the capillary side, however, there is some axial conduction especially near the periphery. We have now two choices for the entrance boundary condition. Either we insist that the temperature be continuous so that the fluid will be entering at a uniform temperature To, in which case the situation is one of the total energy flux entering the capillary being different from that leaving the reservoir (implying a flux discontinuity), or we admit a temperature discontinuity by allowing the total flux to be continuous. Between these two options, the latter appears to us to be more reasonable since the procedure is in essence collapsing a finite but small region, where the temperature suffers a rapid change axially. Besides, the overall energy balance is intact. Indeed such idealizations are not foreign to analysis. We thus converge on the boundary condition
Boundary condition (1) (which is a generalized Danckwerts type condition [16] ) stands all by itself as an entrance condition for the type of physical applications that we discussed in the introduction. It has also been examined earlier [15] as a possible approximation to a mixed-boundary problem (Neumann-Dirichlet). In this context, it is in order to compare the present problem to the Neumann-Robin problem with regard to the temperature at z = 0. For the NeumannRobin problem, the temperature at z = 0 will be lower than the temperature of the present problem at the same point. This is because of the high heat capacity of the reservoir. In other words, the fluid .NomenclatureAy = expansion coefficients, equations (30) and ( Transactions of the ASME temperature at z = 0 for this problem will be lower than To but somewhat higher than the fluid temperature of the Neumann-Robin problem. Also, the higher the Peclet number the lower the above temperature differences. Thus, for high Peclet numbers, the solutions of the three problems (i.e., the Neumann-Robin, the Danckwertsentrance-condition and the uniform-temperature-entrance problems) will be the same.
Although entrance boundary condition (1) is used for the calculations presented in this paper, the generality of our solution methodology is demonstrated by solving the problem with other possible entrance conditions. These entrance conditions may include a specification of the axial flux or the temperature at z = 0.
The selfadjoint formalism presented here is useful for establishing the fact that the eigenvalues involved are real and an orthonormal basis is available in the space in which the differential operator is defined; yet, the solution to the boundary value problem is obtained as an expansion in terms of a part only of the above complete set of functions. The coefficients of expansion are however obtained by an application of the Gram-Schmidt orthogonalization process, which makes it unnecessary to solve an infinite set of algebraic equations. The selfadjoint formalism presented here naturally accommodates the entrance boundary condition, whether we use the Danckwerts boundary condition or the temperature or flux specification.
2(h) Formalism. In dimensionless form, the energy equation and the boundary conditions, assuming constant physical properties, negligible viscous dissipation, axisymmetry and in view of the above discussion, are given by, 
The dimensionless quantities are defined in the Nomenclature. The motivation for the decomposition of the energy equation and the physical arguments used for the definition of the axial energy flow function may be found elsewhere [4, 8,9j . In dimensionless form, the axial energy flow function is defined as,
Now the convective-diffusion process may be looked upon as a pair of first order differential equations describing how the axial energy flow varies with f and r\. Thus, we have d2 d9
which expresses the fact that the axial change of energy flow results from radial conduction and 
which is obtained by differentiation from (7) and expresses the fact that the radial change of energy flow results from both axial convection and conduction of heat. Equation (9) may be rearranged to read as
while from equations (7) and (6a) we obtain, limS(f,?/) = 0, all?; 2(f,0) = 0, allf
We have now recast the problem into the pair of partial differential equations (8) and (10) in the two functions 9(f, TJ) and 2(f, 71) with boundary conditions given by (4, 5, 11) and (12) . Note that (12) implies (3) 3 and (11) implies (6a) so that equations (3) and (6a) need not be included. Since it is important for the mathematical formalism to follow, we observe from (4) and (8) that
Equations (8) _2(f, D" (14) Since equation (13) has already accounted for boundary condition (4), it is now possible to state the boundary conditions for (14) as given by (5, 11) and (12) . Some notational brevity is achieved by denoting by Li the operator in matrix form in equation (14) . Also we denote by F(f) the three component vector appearing on both sides of equation (14) . Note that for each f this vector may be looked upon as an element of the linear space ft = fi\ ® ft-i ®Jl, which consists of ordered triplets of elements from the respective spaces fii, "Hz and 31, the first two representing the spaces of functions, /(??) and g(rj) defined in [0,1], such that the Lebesque integrals §\ prjdr) < «> and fog 2 dr)/ri < <*>, respectively, while 31 represents the space of the real numbers. Equation (14) is now written as
The solution of the problem is now reduced to that of solving (15) subject to boundary conditions (5,11) and (12) . The most interesting aspect of the operator Li is that it gives rise to a selfadjoint problem although the original convective diffusion operator is nonselfadjoint. Indeed, if we define the inner product between two vectors 
it is shown in [4] that Li is a symmetric operator in the Hilbert space 3 Indeed, from (8), 2 lim -= lim , the right-hand side of which, using L'Hospital's rule, equals to: lim lim= 1--which by virtue of (7) and
thus of (10) and (12), equals to lim -2T? I-----+ u(r))9 = 0. ,-0 af I \ Pe 2 Q? I\ J4 of interest. Thus the selfadjoint (or Sturm-Liouville) eigenvalue problem is given by Li<l>j = \j<t>j from which we may obtain,
Therefore, the eigenvalue problem (18) implies, through (19, 20) , and (17) , that
subject to the boundary conditions $yi(0) = 0, </>ji'(l) + B0yi(l) = 0. Li is neither positive definite nor negative definite and in fact possesses both positive eigenvalues (Xy + | with corresponding eigenvectors {<j>j + \ and negative eigenvalues {Ay~| with eigenvectors |0y~). The two sets of eigenvectors normalized according to (16) , together constitute an orthonormal basis in ft. It is worth noting that the eigenvalue problem (21) is the same as the eigenvalue problem obtained in the past [12] without recognizing the symmetric structure. The analysis herein justifies rigorously the implicit assumption made in [12] that the X ; -'s are real since they are in fact the eigenvalues of a selfadjoint problem.
Before we proceed to the solution of the problem, the following expansion theorem is obtained from the eigenvalue problem, for any vector ieJt, and now using (15) and (18) where the expansion coefficients Ay must be determined. From (30) for f = 0 and for the second vector components, we have
while from equation (5) we obtain, 
that corresponds to Hilbert space fi2-It is a simple computational procedure to determine constants Ujk,j, k = 1, 2, 3,. .| such that
as it will be seen subsequently. Since the set \\pj(r])\ is an orthonormal basis in 3i2, we have
Hence, from (31) and (35) we have
where
The evaluation of Ek is discussed in detail in [4] . Now we turn to the evaluation of the set jey/,). From the GramSchmidt procedure we obtain for the non-normalized i/'y, where the norm in (39) derives from the inner product (33). Now, from (38) and (34) we obtain
The summation range covered by r and k in (40) may be modified to read as,
Thus, by virtue of (34) and (41), we obtain 
Equation (42) is a recursive formula for the computation of the set \(jk\ because we know en = 1/j tf>i2 -|. Considered as an infinite dimensional matrix, jey^j is a lower triangular matrix in which the calculation of each row requires all the rows above it.
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Transactions of the ASME
The computation of the integral {<j>j2~, <t> S 2~) is discussed in [4] . The defining equations for the bulk temperature, the Nusselt number and the asymptotic Nusselt number may be found in [4] or [8] . Expressions, suitable for computations, for the above quantities may be readily derived from their defining equations and equation (30) [4] . 
where Q e (r] ) is the dimensionless T e (r). For the determination of the Aj~'s from (43) the Gram-Schmidt process must now be performed on the set |0yi~(jj)) with the inner product that corresponds to Ji\. If the axial flux is specified at the entrance, from equation (30) we obtain, ^(0+,77)= EX ; -Ay-^i- (7)) (44) and again the Aj~'s are determined from (44) with the Gram-Schmidt process performed on the set |$yi~(?/)}.
Computational Aspects
For the parabolic velocity profile the eigenvectors are computed using Kummer's functions [18] , after transforming equation (21) into Kummer's equation [4, 8, 9, 18] . Thus, we have,
where obtained from boundary condition 0yi'(l) + B$ ; i(l) = 0, the real positive roots of which provide the /ij ~ 's. The computation of the eigenvalues has already been widely discussed in [4, 8, 9] . The expansion coefficients Aj~ of the problem are computed according to equation (36). It may be seen from the process of computing the set je/fc), that the computational effort increases much faster than linearly with the number of expansion coefficients to be computed. Thus, 11 expansion coefficients may be computed within 3-4 CP s on a CDC 6600 computer, 13 of them within 4-5 CP s and 15 of them within 8-12 CP 6600. Finally, the computation of 168 temperature points, typically used for either of the Figs. 1 and 2, required 1-1.5 CP 6600 s. It will be seen that the use of 11 terms for solution (30) provides an accuracy of better than 0.05 percent. It should be evident then that the analytical solution presented herein is also computationally very efficient.
Results
A number of negative eigenvalues has been presented in [12] for three different Biot numbers and various Peclet numbers. Further eigenvalues with their corresponding expansion coefficients may be found in [4] . Table 1 presents the expansion coefficients (computed with ;' = 13) for Pe = 5 and B = 1.
A careful study of the construction of the expansion coefficients may reveal that, although the addition in the construction process of one or two terms may alter all the previous expansion coefficients, the changes are such that the net effect on the expansion of a quantity is minimal beyond a number of terms. Indeed, the maximum difference (usually in the entrance and the center of the tube) on the final computations with 14 and 18 terms was found to be less than 0.008 percent. The corresponding maximum difference between 11 and 15 term computations was found to be less than 0.03 percent. It may be concluded then that a solution with 11 series terms provides final accuracy of better than 0.05 percent with minimal computation time.
The fast convergence of the series solution is primarily due to the fast decrease of the expansion coefficients; however, the decrease of the non-normalized eigenfunctions themselves [4] contribute to the fast series convergence in view of equation (30). An interesting point to note is that, unlike the Dirichlet [8] and the Neumann [9] problems, there exist two consecutive expansion coefficients with the same sign, except for Pe = °°. Finally, note that for Pe = °° the expansion coefficients [4] are the same with those of the classical Graetz problem with Robin boundary conditions (see, for example [19] ). Indeed, as discussed already in the introduction, for Pe = <» the Danckwerts boundary condition is equivalent to the uniform temperature boundary condition. Figures 1 and 2 show radial temperature profiles for various axial distances, computed according to equation (30) for Pe = 5 and 20 respectively, both with B = 1. It can be shown, from further computational results in [4] , that axial heat conduction may be neglected for Pe > 30.
Unlike the problem with Neumann boundary conditions [9] , the length of the heating section becomes less important a factor in the analysis, since for dimensionless axial distance 1, the dimensionless temperature is almost zero. A heat exchange section of length 5-20 times the tube diameter is neither long nor unusual indeed particularly for the small Biot number used here. This feature derives from the nature of the boundary condition and it also exists for the problem with Dirichlet boundary conditions [8] . Figure 3 shows the dimensionless bulk temperature 9b as a function of the dimensionless axial variable, for three Peclet numbers, 5,10 and <». The bulk temperature behavior shows a remarkable averaging of the axial conduction effect that may lead one to believe axial conduction not to be important for Peclet numbers higher than 10; the latter is not true as it was discussed above. Figure 4 shows a plot of the Nusselt number as a function of the dimensionless axial distance for three Peclet numbers, 5,10 and 20. As it has been discussed in [20] , the Nusselt number at f = 0 becomes unbounded for Pe -» <». However, the Nusselt numbers at f = 0 are finite for all finite Peclet numbers, decreasing with decreasing Peclet numbers. In the contrary, the asymptotic Nusselt numbers increase with decreasing Peclet numbers. This creates the crossing of the Nusselt-number curves shown in Fig. 4 . Note also that for Pe < 10 the Nusselt number curve shows a maximum occurring at an axial distance which increases with decreasing Peclet numbers. This fact is observed for the first time in a Newtonian Graetz problem. [4] that the asymptotic Nusselt number is independent of the entrance boundary condition.
Discussion
The extended Graetz problems with a semi-infinite axial domain and either the Dirichlet or the Neumann boundary condition on the wall may be treated in an entirely analogous manner. The definitions of the proper matrix differential operators that correspond to Li, may be found in [8] and [9] , respectively. What distinguishes Li from the operators in [8, 9] is that the wall boundary condition (4) has been incorporated into the differential expression of Li (equation (14)) by virtue of equation (13) . This incorporation is necessary for a selfadjoint formalism. L,! is thus a 3 X 3 matrix operator in contrast to the 434 / VOL 103, AUGUST 1981 2X2 operators in [8, 9] ; in the latter, the wall boundary conditions were accounted for by the proper definition of the domains of the operators. This non-trivial extension of the operators in [8, 9 ] to obtain Li we found most instructive for the definition of the operators in the conjugated Graetz problems [21] .
The Dirichlet-Dirichlet [8] and Neumann-Neumann [9] problems had the unique feature that the wall-boundary conditions of the two sections (z > 0, z < 0) of the tube although physically different, were of the same type mathematically. This allowed analytical solutions to be obtained in terms of orthogonal functions, which resulted in the coefficients of expansion to be computed in the usual simple form of the classical Graetz problems. On the contrary, the Robin-Robin problem (and all problems with a different-type boundary condition on the wall of each section of the tube) lead to mixed-boundary problems, where the convenience of an analytical solution is lost. Yet, the semi-infinite problems, like the Robin problem presently discussed, lend themselves to technically analytical solutions, albeit not as efficient as those of [8, 9] . The nicety of these solutions derives from the fact that no variational techniques and/or infinite sets of algebraic equations must be used as in the past [11, 12] . The implications of the above is a solution with an improved accuracy and computational efficiency. Avoiding the use of variational techniques in handling the pointwise Danckwerts entrance boundary condition must be viewed as a particular accomplishment of the presented formalism. This derives from the fact that the pointwise Danckwerts condition is a linear combination of the heat flux and the temperature (equation (5)), with a coefficient of combination (v(rj)) which is a function of the radial distance.
