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Abstract
We describe conditions on non-gradient drift diffusion Fokker–Planck equations for its solutions to con-
verge to equilibrium with a uniform exponential rate in Wasserstein distance. This asymptotic behaviour is
related to a functional inequality, which links the distance with its dissipation and ensures a spectral gap
in Wasserstein distance. We give practical criteria for this inequality and compare it to classical ones. The
key point is to quantify the contribution of the diffusion term to the rate of convergence, in any dimension,
which to our knowledge is a novelty.
© 2012 Elsevier Inc. All rights reserved.
Keywords: Diffusion equations; Wasserstein distance; Functional inequalities; Spectral gap
0. Introduction
In this work we consider the Fokker–Planck equation
∂tμt = ∇ · (∇μt +μtA), t > 0, x ∈Rn (1)
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concerned with initial data μ0 which are probability measures on Rn, so that so are the solutions
μt = μ(t, ·) at any time t > 0. For measures on Rn with a density with respect to the Lebesgue
measure, we shall use the same notation for the measure and its density, hoping that it is not
confusing.
We are interested in criteria ensuring uniform bounds on the long time behaviour of solutions.
To explain our main issue, let us start with the classical case when A = ∇V with∫
e−V dx = 1. The probability measure dν(x) = e−V (x) dx is a stationary solution of (1) and
it is interesting to know for which V all solutions μt converge to ν as t tends to infinity, in which
sense and with a rate.
There are various ways of measuring the gap between a solution μt of the equation and the
stationary one e−V : total variation (as in Meyn-Tweedie’s approach), L2-norm, relative entropy,
Wasserstein distance. Perhaps, the simplest way is to consider the L2-norm
G(t) =
∫ (
μt − e−V
)2
eV dx =
∫ (
μt
e−V
− 1
)2
e−V dx
of the difference of the densities, with the weight eV . Formally, by integration by parts,
G′(t) = 2
∫ (
μt
e−V
− 1
)
∂tμt dx = −2
∫ ∣∣∣∣∇
(
μt
e−V
− 1
)∣∣∣∣
2
e−V dx, t > 0.
Here | · | is the Euclidean norm on Rn. In particular the quantity G(t) is non-increasing in time.
Assume now that the measure e−V satisfies a Poincaré inequality with constant C > 0, that is,
∫ (
f −
∫
f e−V
)2
e−V dx  1
C
∫
|∇f |2e−V dx (2)
for all f . By choosing f = μt/e−V − 1, we obtain G′(t)−2CG(t). Hence∫ ∣∣μt − e−V ∣∣2eV dx  e−2Ct
∫ ∣∣μ0 − e−V ∣∣2eV dx, t  0 (3)
by integration. In particular this ensures the strong convergence of μt to e−V in L2(eV ) for any
initial datum μ0 in L2(eV ). In fact, (3) is equivalent to (2) by time-differentiating at t = 0.
Then simple criteria are known for a measure e−V to satisfy the Poincaré inequality (2):
for instance, (2) holds if the Hessian matrix ∇2V (x) is uniformly bounded by below by C Idn
(Bakry–Émery criterion, see [3] for instance); more generally it holds for a C if V is convex,
see for example [7]. The argument can also be performed for diverse convex functionals of the
quantity μt/e−V , under the name of entropy method (see [6] for instance).
In fact the Poincaré inequality (2) implies the following stronger contraction property between
any two solutions: if μt and νt are two solutions in L2(eV ), then (2) with f = (μt − νt )/e−V
leads to ∫
|μt − νt |2eV dx  e−2Ct
∫
|μ0 − ν0|2eV dx, t  0. (4)
It implies (3) by letting ν0 = e−V .
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stronger) L2-contraction property (4) of two solutions, and to the Poincaré inequality (2).
Contraction results between solutions to (1) can also be measured in terms of Wasserstein
distances. If ρ1, ρ2 are two probability measures on Rn, their Wasserstein distance is defined
by
W2(ρ1, ρ2) = inf
(
E|X − Y |2)1/2,
where the infimum runs over all random variables X and Y with law respectively ρ1 and ρ2.
This distance metrizes a weak convergence (as opposed to the strong L2 convergence above), but
has the advantage of being defined on the larger and more natural space of probability measures
on Rn. Moreover convergence for this distance can be turned into convergence in Sobolev norms
by means of interpolation estimates as in [15]. It is adapted to (1) since, by the Itô formula, a
measure solution μt to (1) can be seen as the law at time t of the process (Xt )t0 solution to the
stochastic differential equation
dXt =
√
2dBt − ∇V (Xt) dt. (5)
Here (Bt )t0 is a standard Brownian motion in Rn and the initial datum X0 has law μ0.
Let now μ0 and ν0 be two measures on Rn, and (Xt )t (resp. (Yt )t ) the solution to (5) starting
from X0 of law μ0 (resp. Y0 of law ν0), both driven by the same Brownian motion. Then
d
dt
|Xt − Yt |2 = −2
(∇V (Xt)− ∇V (Yt )) · (Xt − Yt ).
Now, if V satisfies ∇2V (x) C Idn for all x ∈Rn and for a C ∈R, that is,
(∇V (x)− ∇V (y)) · (x − y) C|x − y|2 (6)
for all x, y ∈Rd , then
E|Xt − Yt |2  e−2CtE|X0 − Y0|2
by integrating in time and taking the expectation. Moreover
W 22 (μt , νt ) E|Xt − Yt |2
since Xt and Yt have respective laws μt and νt . Now taking the infimum over X0 and Y0 gives
the following contraction-type estimate between any two solutions:
W2(μt , νt ) e−CtW2(μ0, ν0), t  0. (7)
Such a contraction-type estimate is a key estimate in the theory of gradient flows in the space of
probability measures, an instance of which is (1) when A = ∇V (see [1]).
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W2
(
μt , e
−V ) e−CtW2(μ0, e−V ), t  0 (8)
for any initial condition μ0. For C > 0 it ensures that e−V is the only stationary state of (1) and
quantifies the convergence of all solutions to it; it can be seen as a spectral gap in Wasserstein
distance.
Of course (7) is a stronger statement than (8) since it enables to compare any two solutions,
and not only a solution to the stationary one. But it asks for extremely strong assumptions on the
drift: indeed, according to K.-T. Sturm and M. von Renesse, the uniform convexity condition (6)
is in fact equivalent to (7); more generally when the vector field A is not necessary a gradient,
then solutions of (1) satisfy (7) if and only if (6) holds with A instead of ∇V (see [29] and
Remark 3.6, and also [25] for a duality proof of the sufficient condition). In this case, and with
C > 0, this classically ensures the existence and uniqueness of a stationary solution, as used in
diverse contexts in [10,15], or [14] for instance.
The purpose of this work is twofold: First, to consider possibly non-gradient drifts A, which
naturally appear for example in polymeric fluid flow or Wigner–Fokker–Planck equation (see
[23] or [5]). Such non-gradient drifts forbid the gradient flow approach to (1), which holds only
in the gradient case. Then, and above all, to give weaker conditions than (6) on the drift A for
the uniform convergence estimate (8) to hold for solutions to (1). As for the L2-norm and the
Poincaré inequality, it will be described by a functional inequality, which links the Wasserstein
distance with its dissipation along the flow of the equation. As will be seen later on, an interesting
fact is that it holds for potentials which are uniformly convex only at infinity. For that purpose
we will use the diffusion term to overcome the possible degeneracy of the potential convexity in
some region. We will see on examples how an a priori polynomial rate of convergence can simply
be turned into an exponential rate by this method. To our knowledge this is the first quantitative
use of the contribution of the diffusion term in measuring the convergence to equilibrium in
Wasserstein distance in any dimension (this idea also appears in [13] in the 1d case, and with a
crucial use of the specific 1d formulation of the distance).
In Section 1, we introduce the objects studied in the paper. In Section 2 we derive the Wasser-
stein distance dissipation along solutions to (1) when A is not necessarily a gradient, and state
first simple criteria for the uniform stability or convergence estimate (8). In Section 3 we intro-
duce the WJ inequality which governs (8), and give further practical conditions to this inequality
and its connections with classical functional inequalities as the Poincaré or logarithmic Sobolev
inequalities.
Let us finish by some possible extension to nonlinear models. For example, contraction prop-
erties such as (7) also hold for nonlinear equations such as the granular media equation
∂tμt = ∇ ·
(∇μt +μt(∇V + ∇W ∗x μt )), t > 0, x ∈Rn
under hypothesis like (6) on the potentials V and W (see [14]); here ∗x stands for the convolution
on Rn. It is then natural to hope that we can go beyond this strict convexity assumption using our
approach. In [9] we precisely show that the method is sufficiently robust to include non-uniformly
convex potentials.
1. Framework
We consider the Fokker–Planck equation starting from a probability measure μ0,
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(
μt(∇ logμt +A)
)
, t > 0, x ∈Rn (9)
where A is a C1 function on Rn and ∇ ·G is the divergence of a vector field G.
The existence of a non-explosive solution can be proven under simple conditions on A. For
instance, if there exist a and b such that
x ·A(x)−a|x|2 − b
for all x, then for any initial datum μ0 in the space P2(Rn) of probability measures ρ on Rn
such that
∫ |x|2 dρ(x) < ∞ there exists a continuous curve (μt )t0 of probability measures such
that (9) holds in the sense of distributions. We shall assume that for any t > 0 a solution μt is
in P2(Rn) and has a C1 positive density with respect to the Lebesgue measure: this is proven in
diverse frameworks for instance in [28], the appendix in [11], Corollary 3.6 in [8], see also [25]
and the references therein.
Itô’s formula implies that the law (μt )t0 of the Markov process
dXt =
√
2dBt − A(Xt) dt, (10)
where X0 has law μ0 and (Bt )t0 is a Brownian motion on Rn, is a solution to (9). Eq. (9) is
also called the Kolmogorov forward equation.
We assume that there exists a positive smooth stationary solution e−V of (9), which is a
probability measure and where V is a C2 map on Rn. Letting F = A − ∇V , Eq. (9) reads
∂tμt = ∇ ·
(
μt(∇ logμt + ∇V + F)
)
. (11)
Here the vector field F satisfies ∇ · (e−V F ) = 0, which is a necessary and sufficient condition
for e−V to be a stationary solution.
Let ∇A be the Jacobian matrix of A and ∇SA = (∇A + ∇AT )/2 be its symmetric part.
We saw in the introduction that the condition ∇SA C Idn as symmetric matrices on Rn, with
C > 0 and uniformly on Rn, ensures the existence of a unique stationary solution in the space of
probability measures, and convergence of all solutions to it. Weaker conditions on A for such an
existence can be obtained by Liapunov methods for instance, but deriving quantitative estimates
on the steady state, and a fortiori convergence estimates, only from the knowledge of A, is an
interesting and difficult issue, which will not be addressed in the present work. We refer to [4]
for an entropy dissipation approach to convergence rates, and with a general diffusion matrix.
The generator L∗ defined by L∗f = f +∇ · (f (∇V +F)) for f a C2 map on Rn is the dual
operator in L2(dx) of L defined by Lf = f −∇f · (∇V +F). Moreover L is the infinitesimal
generator of the Markov semigroup (Pt )t0 defined by
Ptf (x) = Ex
(
f (Xt )
)
for any smooth function f ; here (Xt )t0 is the Markov process, solution of the stochastic dif-
ferential equation (10), such that X0 = x. In other words, the function Ptf solves the partial
differential equation
∂tu = Lu, (12)
with initial datum f .
F. Bolley et al. / Journal of Functional Analysis 263 (2012) 2430–2457 2435If μt is a solution to (11) then ϕt = eV μt satisfies the PDE
∂tϕt = ϕt − ∇ϕt · (∇V − F). (13)
Conversely, if ϕt is a smooth positive solution to (13) with initial datum ϕ0 such that∫
ϕ0e−V dx = 1, then
μt = e−V ϕt
for t  0 is a positive probability density which solves (11) with the initial datum ϕ0e−V . The
diffusion operator Lf = f − ∇f · (∇V − F) can now be seen as the infinitesimal generator
of a Markov semigroup denoted (Pt )t0. It is the dual of L in L2(dν), where dν = e−V dx,
that is,
∫
fLg dν =
∫
gLf dν
for all compactly supported C2 functions f and g.
Moreover, the measure dν = e−V dx is an invariant measure for both generators L and L,
that is, for all compactly supported C2 functions f
∫
Lf dν =
∫
Lf dν = 0.
When A = ∇V (or equivalently F = 0), then (11) is the usual Fokker–Planck equation
whereas the dual form (12) is the general Ornstein–Uhlenbeck equation. In that case L = L
and L is symmetric in L2(dν): we say that ν is reversible.
The discrepancy between probability measures will mainly be estimated in terms of the
Wasserstein distance: for two measures ρ1 and ρ2 in P2(Rn) it is defined by
W2(ρ1, ρ2) = inf
( ∫
R2n
|x − y|2 dπ(x, y)
)1/2
,
where the infimum runs over all probability measures π on Rn ×Rn with marges ρ1 and ρ2, that
is, for all bounded functions f and g on Rn
∫
R2n
(
f (x) + g(y))dπ(x, y) = ∫
Rn
f dρ1 +
∫
Rn
g dρ2
(see [1] or [30] for example). This definition is of course the same as the one given in the in-
troduction in terms of random variables. All the measures considered in the sequel will be in
P2(Rn), even if not specified.
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continuous with respect to the Lebesgue measure then there exists a convex function φ such that
∇φ#ρ1 = ρ2, that is, ∫
Rn
g dρ2 =
∫
Rn
g(∇φ)dρ1
for every bounded test function g; moreover
W 22 (ρ1, ρ2) =
∫
Rn
∣∣x − ∇φ(x)∣∣2 dρ1(x).
The Legendre transform will be useful for the next sections: for a map φ : Rn 	→ R ∪ {∞} it
is the map φ∗ :Rn 	→R∪ {∞} defined by
φ∗(q) = sup
x∈Rn
{
q · x − φ(x)}.
If ρ1 and ρ2 are probability densities in P2(Rn) such that ∇φ#ρ1 = ρ2, then ∇φ∗#ρ2 = ρ1.
2. Convergence in Wasserstein distance
Convergence in Wasserstein distance is related to its time-derivative, which was studied by
L. Ambrosio, N. Gigli and G. Savaré in [1, Th. 8.4.7] (see also [30, Th. 23.9]).
For a probability measure ρ1 and a probability density h with respect to ρ1 we let
H(ρ2|ρ1) =
∫
h loghdρ1, I (ρ2|ρ1) =
∫ |∇h|2
h
dρ1 (14)
respectively be the entropy and the Fisher information of ρ2 = hρ1 with respect to ρ1.
Theorem 2.1. (See [1].) Assume that V,F are such that ∫ |F |4 dν < ∞ with dν = e−V dx ∈
P2(Rn). Let μt be a solution of (11) with initial condition having a smooth density μ0 ∈P2(Rn)
such that ∫
μ20e
V dx < ∞. (15)
Then the map t 	→ W2(μt , ν) is absolutely continuous and for almost every t  0
1
2
d
dt
W 22 (μt , ν) =
∫
(∇ψt − x) · (∇ logμt +A)dμt (16)
where for every t  0, ∇ψt#μt = ν.
Let us first give a direct and formal proof of this result. Brenier’s Theorem implies that
W 22 (μt , ν) =
∫ ∣∣∇φt (x)− x∣∣2 dν(x)
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1
2
d
dt
W 22 (μt , ν) =
∫ (∇φt (x) − x) · ∂t∇φt dν.
Now for all g = g(t, x) the time-derivative of ∫ g(∇φt ) dν = ∫ gdμt is∫
∇g(t,∇φt ) · ∂t∇φt dν =
∫
g d(∂tμt ).
For g(t, x) = |x|22 − φ∗t (x), which satisfies ∇g(t,∇φt (x)) = ∇φt (x) − x by Legendre transform
properties, this gives
1
2
d
dt
W 22 (μt , ν) =
∫ ( |x|2
2
− φ∗t
)
d(∂tμt ).
An integration by parts implies (16) with ψt = φ∗t .
Another approach, developed in [2, Th. 4.1], goes as follows: for given t let g(x) = |x|22 −
ϕ∗t (x) as above and g¯(y) = |y|
2
2 − ϕt (y) be the Kantorovich potentials such that g(x) + g¯(y)
1
2 |x − y|2 for every x, y and
1
2
W 22 (μt , ν) =
∫
g dμt +
∫
g¯ dν.
We observe that
1
2
W 22 (μt−h, ν)
∫
g dμt−h +
∫
g¯ dν
so that taking the difference, dividing by h > 0 and letting h → 0+
1
2
d
dt
W 22 (μt , ν)
∫
g d(∂tμt )
as above.
Proof of Theorem 2.1. It is a direct application of [30, Th. 23.9] and we now check its assump-
tions.
First, the vector field ξt = ∇ logμt + ∇V + F is locally Lipschitz since the solution μt has a
smooth and positive density on (0,∞). Let us now check that
t2∫
t1
∫
|ξt |2 dμt dt < ∞
for every 0 < t1 < t2. Indeed∫
|ξt |2 dμt =
∫ ∣∣∣∣∇ log μt + F
∣∣∣∣
2
dμt  2I (μt |ν)+ 2
∫
|F |2 dμt .ν
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t2∫
t1
I (μt |ν)dt 
t2∫
0
I (μt |ν)dt = H(μ0|ν)− H(μt2 |ν)H(μ0|ν)
which is finite since so is
∫
μ20e
V dx.
As for the other term, by the Cauchy–Schwarz inequality,
∫
|F |2 dμt =
∫
|F |2 μt
ν
dν 
(∫
|F |4 dν
)1/2(∫ (
μt
ν
)2
dν
)1/2

(∫
|F |4 dν
)1/2(∫ (
μ0
ν
)2
dν
)1/2
.
The last two bounds imply
t2∫
t1
∫
|ξt |2 dμt dt  2H(μ0|ν)+ 2(t2 − t1)
(∫
|F |4 dν
∫
μ20e
V dx
)1/2
< ∞. 
Remark 2.2. The assumptions of Theorem 2.1 hold for instance for the couple (F,V ) considered
in [4].
Remark 2.3. In the (gradient flow) case when F = 0, the proof above requires the weaker
condition H(μ0|ν) < ∞ instead of (15). In fact, it is observed in the theorem in [27] that
H(μt1 |ν) < ∞ for any t1 > 0 and initial datum μ0 ∈ P2(Rn) if ∇2V is uniformly bounded
from below (by a possibly negative constant λ), so that Theorem 2.1 can be extended to all solu-
tions with initial datum in P2(Rn); this is a general feature of gradients flows of λ-displacement
convex functionals in P2(Rn), see [1].
Here also H(μt |ν) and I (μt |ν) get instantaneously finite for μ0 ∈ P2(Rn) if ∇SA is uni-
formly bounded from below, as can be seen by adapting the proofs of the theorem in [27] and
Lemma 2.6 below.
Let us also notice that the coupled conditions
∫ |F |4 dν < ∞, ∫ μ20eV < ∞ can be modified
by using the Hölder or the Young inequality instead of the Cauchy–Schwarz inequality, and for
instance be replaced by
∫
eF
2
dν < ∞,H(μ0|ν) < ∞.
Corollary 2.4. Let dν = e−V dx ∈ P2(Rn) with ∇ · (e−V F ) = 0 and make the same hypotheses
as in Theorem 2.1. Assume moreover the existence of a constant C > 0 such that
W 22 (μ, ν)
1
C
∫
(x − ∇ψ) · (∇ logμ+A)dμ (17)
for all probability densities μ, where ∇ψ#μ = ν. Then
W2(μt , ν) e−CtW2(μ0, ν), t  0 (18)
for any solution (μt )t to (11) starting from a probability density μ0 as in Theorem 2.1.
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ous. 
We saw in the introduction that the contraction property (7) between all solutions, whence the
uniform exponential convergence estimate (8)–(18), holds if A = ∇V with ∇2V (x) C Idn for
all x, or more generally if ∇SA(x) C Idn.
Let us now give a first simple and weaker criterion ensuring the condition (17) in Corol-
lary 2.4, whence the uniform exponential convergence (18) of the solutions to ν.
For that purpose, recall that a measure ν is said to satisfy a (transportation) Talagrand inequal-
ity with constant C > 0, denoted WH(C), if
W2(ν,μ)
√
2
C
H(μ|ν) (19)
for all measure μ absolutely continuous with respect to ν (see [26] for instance). Then:
Proposition 2.5. Assume that the measure dν = e−V dx ∈ P2(Rn) satisfies a WH(c) inequality
and that ∇2V (x) λ1 Idn, ∇SF (x) λ2 Idn with λ1, λ2 ∈R and all x. Then it satisfies (17) with
the constant C = (c + λ1 + 2λ2)/2 inequality if c > −λ1 − 2λ2.
In particular, when A = ∇V and λ1 > 0, then ν = e−V satisfies a WH(λ1) inequality
(see [26]), so that (17) holds with the constant λ1, as observed above (see also Lemma 3.3 below
for the non-gradient case). But above all it allows for larger classes of measures ν satisfying a
WH inequality, as described in [19], including for example potentials V which are the sum of a
uniformly convex and of a bounded function.
Proof of Proposition 2.5. By Lemma 2.6 below and assumptions,
−
∫
(x − ∇ψ) · (∇ logμ+A)dμ+
(
λ1
2
+ λ2
)
W 22 (ν,μ)−H(μ|ν)−
C
2
W 22 (ν,μ)
for any probability density μ with ∇ψ#μ = ν. This concludes the argument. 
Lemma 2.6. Let dν = e−V dx ∈ P2(Rn) and F be a vector field such that ∇ · (e−V F ) = 0. If
∇2V  λ1 Idn and ∇SF  λ2 Idn for some λ1, λ2 ∈R, uniformly in Rn, then
H(μ|ν) +
(
λ1
2
+ λ2
)
W 22 (ν,μ)
∫
(x − ∇ψ) · (∇ logμ +A)dμ (20)
for every probability density μ, and with ∇ψ#μ = ν.
Proof. We follow the proof of Theorem 1 in [17]. Let μ be a probability on Rn with a smooth
positive density f with respect to ν. If ∇ψ#μ = ν then, by change of variables,
f e−V = e−V (∇ψ) det(∇2ψ).
Then
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∫
f logf dν =
∫ [
V − V (∇ψ)+ log det(∇2ψ)]f dν

∫ [
V − V (∇ψ)+
(
ψ − |x|
2
2
)]
f dν

∫ [
V − V (∇ψ)+ ∇V · (∇ψ − x)]f dν − ∫ (∇ψ − x) · ∇f dν
by convexity and integration by parts. Here ψ is the Alexandrov Laplacian of the convex func-
tion ψ , which is smaller than its distributional Laplacian. Moreover
∫
(x − ∇ψ) · (∇ logμ+ A)dμ =
∫
(x − ∇ψ) · ∇f dν +
∫
(x − ∇ψ) · Ff dν
and
∫
(x − ∇ψ) · F(∇ψ)dμ =
∫ (∇ψ∗ − x) · F dν = −∫ (ψ∗ − |x|2
2
)
∇ · (e−V F )= 0
since ∇ψ#μ = ν and ∇ · (e−V F ) = 0. Hence
H(μ|ν) =
∫
f logf dν

∫ [
V − V (∇ψ)+ ∇V · (∇ψ − x)− (F − F(∇ψ)) · (x − ∇ψ)]dμ
+
∫
(x − ∇ψ) · (∇ logμ +A)dμ.
Now, by the Taylor expansion,
V − V (∇ψ)+ ∇V · (∇ψ − x)
= −
1∫
0
(1 − t)(∇ψ − x) · [∇2V (x + t (∇ψ − x))(∇ψ − x)]dt −λ1
2
|∇ψ − x|2
and
−(F − F(∇ψ)) · (x − ∇ψ)
= −
1∫
0
(∇ψ − x) · [∇SF (x + t (∇ψ − x))(∇ψ − x)]dt −λ2|∇ψ − x|2.
This concludes the argument by combining the two expressions. 
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inequality
H(μ|ν)W2(ν,μ)
√
I (μ|ν)− λ1
2
W 22 (ν,μ),
where I (μ|ν) is the Fisher information of μ with respect to ν, defined in (14). It implies the HWI
inequality since
∫
(x − ∇ψ) · ∇ log μ
ν
dμ
√∫
|x − ∇ψ |2 dμ
√∫ ∣∣∣∣∇ log μν
∣∣∣∣
2
dμ = W2(ν,μ)
√
I (μ|ν)
by the Cauchy–Schwarz inequality; here again ∇ψ#μ = ν.
Moreover, again for F = 0, inequality (20) appears in [1] as a fundamental inequality in the
general theory of gradient flows, see [1, Th. 4.0.4] for instance.
Remark 2.8. In this work we focus on the estimate (8) in the Euclidean Wasserstein distance and
give simple necessary and sufficient conditions (weaker than strictly positive curvature) on the
drift for (8) to hold for any initial condition μ0.
Let us stress that in our study, it is important that there is no (larger than 1) multiplicative
constant on the right-hand side of (8). Indeed, there are various ways to get convergence result
of the form
W2(μt , ν)Ke−CtW2(μ0, ν) (21)
for a constant K larger than 1. Let us mention two different approaches.
i. Suppose that ν satisfies a logarithmic Sobolev inequality with constant C, that is
H(f ν|ν) 1
2C
I (f ν|ν) (22)
for all probability densities f with respect to ν. This inequality can be proved in infinite
negative curvature cases and is equivalent to the exponential decay of the entropy
H(μt |ν) e−2C(t−t0)H(μt0 |ν).
Recall then that such a logarithmic Sobolev inequality implies the Talagrand inequality (19)
with the same constant C (see for example [26]). Hence
W2(μt , ν)K(C, t0)e−Ct
√
H(μt0 |ν) K˜(V ,C, t0)e−CtW2(ν,μ0)
for all t . The last inequality follows from a regularization argument derived from a Harnack-
type inequality under regularity assumptions on V (see [31]).
ii. Another approach relies on the study of the contraction in a Wasserstein distance for a twisted
metric, equivalent to the Euclidean one, so that such a contraction result will lead to con-
vergence in the Euclidean Wasserstein distance as in (21), with a K > 1. This has been
successfully done for the kinetic Fokker–Planck equation in a perturbation of the Gaussian
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for the two different dynamics, as in the introduction). Recently, A. Eberle [18] has used
reflection coupling to establish contraction results in a twisted metric for a reversible Fokker–
Planck equation under lower negative curvature and sufficient quadratic growth condition at
infinity.
3. The WJ inequality
In this section we derive a functional inequality ensuring the uniform exponential conver-
gence (18) of the solutions to the steady state ν = e−V , give practical criteria for it and its
connections with classical functional inequalities as the Poincaré or logarithmic Sobolev inequal-
ities.
3.1. Definition of the inequality
As in Theorem 2.1, let us assume that V,F are such that
∫ |F |4 dν < ∞ with dν = e−V dx.
If μt is a solution of (11) with initial condition having a smooth density μ0 such that∫
μ20e
V dx < ∞, we saw that the map t 	→ W2(μt , ν) is absolutely continuous and for almost
every t  0
1
2
d
dt
W 22 (μt , ν) =
∫ (∇ψt(y) − y) · (∇ logμt(y)+ A(y))dμt(y)
where for every t  0, ∇ψt#μt = ν. In fact, since dν = e−V dx is a stationary solution of (11),
and since
∫ |F |2 dν < ∞, then, again by [30, Th. 23.9],
1
2
d
dt
W 22 (μt , ν) =
∫ (∇ψt(y) − y) · (∇ logμt(y) +A(y))dμt(y)
+
∫ (∇φt (x)− x) · (∇ logν(x) +A(x))dν(x).
=
∫ (∇ψt(y) − y) · (∇μt(y) +A(y)μt (y))dy
+
∫ (∇φt (x)− x) · (∇ν(x) +A(x)ν(x))dx.
Here ∇φt#ν = μt , so that ψt = φ∗t .
Then one can perform a “weak” integration by parts as in [24, Th. 1.5] and use the push-
forward property to bound from above the right-hand side by
−
∫
Rn
(
φt(x)+ φ∗t
(∇φt (x))− 2n+ (A(∇φt (x))− A(x)) · (∇φt (x) − x))dν(x).
Here φ is the Alexandrov Laplacian of a convex map φ on Rn.
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with C1 positive densities on Rn. In particular, a measure ρ in P2,c(Rn) has a density which is
C0,α and bounded from above and from below by a positive constant on any ball of Rn. Then Caf-
farelli’s regularity results (see [12]) also apply in the case of two measures ρ1 and ρ2 in P2,c(Rn),
and ensure that both convex functions φ and φ∗, where ∇φ#ρ1 = ρ2 and ∇φ∗#ρ2 = ρ1, are C2
and strictly convex.
In particular here the convex functions φt and φ∗t are C2 and strictly convex, and φt and
φ∗t are the usual Laplacians; moreover for almost every t  0
1
2
d
dt
W 22 (μt , ν)
−
∫
Rn
(
φt(x)+ φ∗t
(∇φt (x))− 2n+ (A(∇φt (x))− A(x)) · (∇φt (x) − x))dν(x).
This motivates the following definition:
Definition 3.1. We say that the couple (ν,A), where ν belongs to P2,c(Rn) and A is a C1 vector
field, satisfies a WJ inequality with constant C > 0 if
W2(ν,μ)
√
1
C
J
(
μ
∣∣(ν,A)) (23)
for every μ ∈P2,c(Rn); here
J
(
μ
∣∣(ν,A))= ∫ [φ + φ∗(∇φ)− 2n+ (A(∇φ)−A) · (∇φ − x)]dν
where ∇φ#ν = μ. We implicitly assume in the definition that J (μ|(ν,A)) is well defined and
non-negative.
For simplicity, if dν = e−V dx and A = ∇V , or equivalently F = 0, then J (μ|(ν,A)) is
denoted J (μ|ν) and we say that the probability measure ν satisfies a WJ inequality.
This definition is general, and does not assume that ν is invariant with respect to the Fokker–
Planck equation driven by A; when it is the case, that is, when dν = e−V dx and ∇ · (e−V F ) = 0,
then as in Corollary 2.4, the WJ inequality governs the uniform exponential convergence of
solutions to (9) towards the equilibrium ν, according to (18).
3.2. Sufficient conditions
We begin with the following simple but key observation:
Lemma 3.2. If φ is a C2 strictly convex function on Rn then
φ(x)+φ∗(∇φ(x))− 2n 0
for all x such that the Hessian matrix ∇2φ(x) at x is positive, and is 0 if and only if ∇2φ(x) is
the identity matrix.
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and di are the positive eigenvalues of ∇2φ(x).
Observe that ∇φ∗(∇φ(x)) = x, and then
∇2φ∗(∇φ(x))∇2φ(x) = Idn .
This leads to
∇2φ∗(∇φ(x))= (∇2φ(x))−1 = OD−1O∗.
Then
φ(x) +φ∗(∇φ(x))− 2n = n∑
i=1
di +
n∑
i=1
1
di
− 2n =
n∑
i=1
(√
di − 1√
di
)2
 0,
with equality if and only if the di are all equal to 1. 
If A is monotone, that is, if
(
A(x) −A(y)) · (x − y) 0
for all x, y, then by Lemma 3.2 the quantity J (μ|(ν,A)) is non-negative for all μ = ∇φ#ν. This
is not always the case, as pointed out to us by B. Han (see [22]). Observe similarly that along
the evolution of the Fokker–Planck equation, the dissipation of the relative entropy to the steady
state, and more generally of relative φ-entropies with φ convex, is non-negative; this is however
not always the case for the Fisher information, as observed by B. Helffer (see [3]).
Lemma 3.2 has the following straightforward consequence:
Lemma 3.3. If ν is in P2,c(Rn) and A is such that
∇SA C Idn (24)
with C > 0, uniformly on Rn, then (ν,A) satisfies a WJ(C) inequality.
This is natural since the contraction property (7) between any solutions, and not only the
convergence estimate (8), holds in this uniformly monotone situation, as observed in the intro-
duction.
In particular the standard Gaussian measure γ on Rn satisfies a WJ inequality with constant 1
and the constant 1 is optimal. Observe indeed that
J (μ|γ ) =
∫ (
φ(x) +φ∗(∇φ(x))− 2n)dγ (x)+ W 22 (μ,γ )
for all μ = ∇φ#γ . Hence it is always larger than W 22 (μ,γ ) by Lemma 3.2; moreover it is equal
to W 22 (μ,γ ) if and only if the non-negative term φ(x) + φ∗(∇φ(x)) − 2n is 0 for almost
every x, that is, if and only if ∇2φ(x) = Idn, by Lemma 3.2, that is, if and only if μ is a translation
of γ .
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is obtained without using the non-negative contribution φ(x)+φ∗(∇φ(x))− 2n in J , which
stems from the diffusion term.
Proposition 2.5 gave a first way of taking advantage of the diffusion term to consider non-
uniformly convex cases and even non-convex cases. However, for a non-gradient drift, there
is a strong assumption on the measure ν in Proposition 2.5, which is not always easy to be
checked since ν may not be explicit. We can replace it by another criterion, which asks for
weaker assumptions on ν, for instance:
Proposition 3.4. Let A be a C1 monotone map from Rn to Rn for which there exist two constants
R  0 and K > 0 such that
∇SA(x)K
for all |x|R, and let dν = e−V be a probability measure on Rn, with V a C1 potential.
Then (ν,A) satisfies a WJ inequality with constant C = C(V,R,K).
Remark 3.5. The constant C given by the proof depends on V only through its minima and
maxima on the ball of center 0 and radius 3R. Observe that the proof requires only V to be
bounded on this ball, and that any ball of center 0 and radius >R would work.
The proof consists in overcoming the lack of convexity near the origin by using the diffusion
term. It will be given at the end of the section.
Let us see the influence of the diffusion term on the rate of convergence to equilibrium
on a simple example, for instance for the potential V (x) = x4 on R and F = 0. By Proposi-
tion 2.5 or 3.4, the measure e−V satisfies the condition (17) with a constant C > 0, whence
solutions μt to the Fokker–Planck equation (9) converge exponentially fast to it, according to
W2(μt , e−V ) e−CtW2(μt , e−V ). On the other hand, without diffusion, the solution at time t to
∂tμt = ∇ · (μt∇V ) is the distribution of the points x(t) initially at x(0) drawn according to μ0
and evolving according to x′(t) = −x3. This solves into x(t)2 = x(0)2/(1+2tx(0)2), so that the
solution μt converges to the unique steady state δ0 according to
W 22 (μt , δ0) =
∫
x2
1 + 2tx2 dμ0(x) ∼
1
t
for large t .
Remark 3.6. If (μt )t and (νt )t are two solutions to (11), a formal adaptation of the above com-
putation gives
1
2
d
dt
W 22 (μt , νt ) = −
∫ [
φt + φ∗t (∇φt )− 2n+
(
A(∇φt )− A
) · (∇φt − x)]dμt
if νt = ∇ϕt#μt . With this in hand one can recover the equivalence between the following three
assertions, due to K.-T. Sturm and M. von Renesse (see [29] and [31, Th. 5.6.1]):
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W2(μt , νt ) e−CtW2(μ0, ν0),
where μt (resp. νt ) are solutions of (9) starting from μ0 (resp. ν0).
1′) For all x, y ∈Rn and all t  0,
W2(μt , νt ) e−Ct |x − y|,
where μt (resp. νt ) are solutions of (9) starting from δx (resp. δy ).
2) For all x, y ∈Rn the vector field A satisfies
(
A(y) −A(x)) · (y − x) C|y − x|2.
Indeed time-differentiating 1′) at t = 0 implies 2), and 2) implies 1) by time-integration and
Lemma 3.2.
3.3. Tensorization and perturbation
Fundamental properties of functional inequalities lie in the range of stability: non-dependence
on the dimension, which enables to consider problems in infinite dimension, and stability by
perturbation, which enables to reach more general potentials.
The following two results are important to extend the practical conditions we just derived. The
first one concerns the tensorization: namely, the product of measures satisfying a WJ inequality
also satisfies a WJ inequality.
Proposition 3.7 (Tensorization). Suppose that the measures and drifts (νi,Ai)1in satisfy
a WJ(Ci) inequality on Rni respectively. Then (
⊗n
i=1 νi,A) with A(x) = (Ai(xi))1in for
x = (xi)i on the product space satisfies a WJ inequality with constant mini Ci .
Proof. Let us assume for simplicity of notation that ni = 1 for all i, and let us denote dνn(x) =⊗n
i=1 dνi(xi) dxi . For x ∈ Rn we let xˆi ∈ Rn−1 have the same coordinate than x, but the i-th
coordinate xi , which is removed.
Let now φ be a C2 strictly convex function on Rn. Noticing that all its restrictions xi 	→
ϕ(xˆi , xi) are also C2 strictly convex functions on R, and using the WJ inequality for each νi we
get
∫
Rn
∣∣∇φ(x)− x∣∣2 dνn(x)
=
n∑
i=1
∫
Rn−1
⊗
j =i
dνj (xˆi)
∫
R
∣∣∂iφ(x)− xi∣∣2 dνi(xi)
 1
mini Ci
n∑∫ ⊗
dνi(xˆi)
∫ (
Ai
(
∂iφ(x)
)−Ai(xi))(∂iφ(x)− xi)dνi(xi)
i=1 j =i
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mini Ci
n∑
i=1
∫ ⊗
j =i
dνj (xˆi)
∫ (
∂2iiφ(x) +
1
∂2iiφ(x)
− 2
)
dνi(xi)
 1
mini Ci
∫
Rn
n∑
i=1
(
Ai
(
∂iφ(x)
)−Ai(xi))(∂iφ(x)− xi)dνn(x)
+ 1
mini Ci
∫
Rn
n∑
i=1
(
∂2iiφ(x) +
1
∂2iiφ(x)
− 2
)
dνn(x).
Now, in the first term,
n∑
i=1
(
Ai
(
∂iφ(x)
)− Ai(xi))(∂iφ(x) − xi)= (A(∇φ(x))−A(x)) · (∇φ(x)− x).
In the second term we fix x ∈ Rn and, in the notation of Lemma 3.2, we write ∇2φ(x) =
ODO∗ where O is orthonormal and D = diag(d1, . . . , dn). Then
n∑
i=1
∂2iiφ(x) = tr
(∇2φ(x))= n∑
i=1
di .
Moreover ∂iiφ(x) =∑nj=1 O2ij dj with ∑ni=1 O2ij = 1, and x 	→ x−1 is convex on {x > 0}, so by
the Jensen inequality
n∑
i=1
1
∂2iiφ(x)
=
n∑
i=1
1∑n
j=1 O2ij dj

n∑
i=1
n∑
j=1
O2ij
1
dj
=
n∑
j=1
n∑
i=1
O2ij
1
dj
=
n∑
j=1
1
dj
since also
∑n
j=1 O2ji = 1. Hence
n∑
i=1
(
∂2iiφ(x) +
1
∂2iiφ(x)
− 2
)

n∑
i=1
(
di + 1
di
− 2
)
= φ(x) +φ∗(∇φ(x))− 2n
as in the proof of Lemma 3.2. This concludes the proof. 
Let us come back to the PDE motivation of the WJ inequality: letting dνi(xi) = e−Vi(xi ) dxi
for each i, then ∇ · ((A − ∇V )(x)e−V (x)) = 0 on the product space with V (x) =∑ni=1 Vi(xi)
for x = (xi)i as soon as ∇ · ((Ai − ∇Vi)(xi)e−Vi(xi )) = 0 on Rni for each i. Hence e−V dx =⊗n
i=1 e−Vi(xi ) dxi is indeed a stationary measure of the corresponding PDE on the product space
if so is each e−Vi(xi ) dxi on Rni .
The second result is about the perturbation of the measure μ. For classical functional in-
equalities, such as Poincaré inequality, WH or logarithmic Sobolev inequality, perturbations by
bounded potentials are allowed (see for example [3,19]). Here we have to be more restrictive, not
only on the perturbation term but also on the initial measure satisfying a WJ inequality.
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equality and that for an α  0
i. (A(y) −A(x)) · (y − x) α|y − x|2 for all x, y.
Consider a map T on Rn such that e−T dν is a probability measure and for a K  0
ii. |T (x)|K for all x,
and a map B from Rn to Rn such that for a β ∈R
iii. (B(y) − B(x)) · (y − x) β|x − y|2 for all x, y.
If −βe2K − α(e2K − 1) < C, then (e−T ν,A + B) satisfies a WJ inequality with constant
Ce−2K + β + α(1 − e−2K).
Proof. Let ν˜ = e−T ν, and let φ be a C2 strictly convex map on Rn. Then
∫ ∣∣∇φ(x)− x∣∣2dν˜(x) ii. eK ∫ ∣∣∇φ(x) − x∣∣2 dν
WJ
 e
K
C
∫ (
A(∇φ) −A) · (∇φ − x)dν
+ e
K
C
∫ (
φ +φ∗(∇φ)− 2n)dν. (25)
Since φ(x)+φ∗(∇φ(x))− 2n 0 by Lemma 3.2, the second integral on the right-hand side
of (25) is bounded by
e2K
C
∫ (
φ + φ∗(∇φ) − 2n)dν˜
by ii. Moreover, by i. and ii., we write the first integral on the right-hand side of (25) as
∫ [(
A(∇φ)− A) · (∇φ − x)− α|∇φ − x|2]dν + α ∫ |∇φ − x|2 dν
 eK
∫ (
A(∇φ) −A) · (∇φ − x)dν˜ − α(eK − e−K)∫ |∇φ − x|2 dν˜.
Then, by iii., we bound the first integral on the above right-hand side by
∫ (
(A+B)(∇φ) − (A+B)(x)) · (∇φ − x)dν˜ − β ∫ |∇φ − x|2 dν˜.
This concludes the proof by collecting all terms and using the positivity conditions on the
coefficients. 
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also that one can adapt the proof above to give a variant of this result for α > 0.
3.4. Necessary conditions
We now compare the WJ inequality for a measure ν = e−V and a drift A with more classical
inequalities.
We first prove that a WJ inequality implies a Poincaré inequality:
Proposition 3.9. If (ν,A) satisfies a WJ(C) inequality then ν satisfies a Poincaré inequality with
the same constant C, that is, for every smooth function f
∫ (
f −
∫
f dμ
)2
dν  1
C
∫
|∇f |2 dν.
Proof. Let f be a smooth map on Rn and φ be defined by
φ(x) = |x|
2
2
+ εf (x)
for small ε. Then for all x the Hessian matrices of φ and f and their respective eigenvalues di
and fi for 1 i  n satisfy
∇2φ(x) = Idn +ε∇2f (x), di = 1 + εfi.
Hence, as in Lemma 3.2,
φ∗
(∇φ(x))+ φ(x)− 2n = n∑
i=1
(
1
di
+ di − 2
)
=
n∑
i=1
(
1
1 + εfi + 1 + εfi − 2
)
= ε2
n∑
i=1
f 2i + o
(
ε2
)= ε2∥∥∇2f ∥∥HS + o(ε2).
Moreover
∇V (∇φ(x))− ∇V (x) = ε∇2V (x)∇f (x)+ o(ε).
Hence, for this map ϕ, the WJ inequality now reads
ε2
∫ [∥∥∇2f (x)∥∥HS + ∇f (x) · ∇2V (x)∇f (x)]dν(x) + o(ε2) ε2C
∫ ∣∣∇f (x)∣∣2 dν
where ‖M‖HS is the Hilbert–Schmidt norm of a matrix M . Letting ε → 0, we recover the well-
known integral Γ2 criterion (see for example [3, Prop. 5.5.4]), which is equivalent to the Poincaré
inequality with constant C. 
We now turn to the WI inequality in the particular case A = ∇V .
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alence to deviation inequalities for integral functional of Markov processes: thus it has high
practical interest. We say that a probability measure ν satisfies a WI inequality with constant
C > 0 (called LSI +T (C) in [26]) if for every probability measure μ absolutely continuous with
respect to ν
W2(ν,μ)
1
C
√
I (μ|ν).
Here I (μ|ν) is the Fisher information of μ with respect to ν defined in (14).
If ν satisfies a WJ(C) inequality then, in the notation ∇ψ#μ = ν,
W 22 (ν,μ)
1
C
J(μ|ν) 1
C
∫
(x − ∇ψ) · (∇ logμ+ A)dμ 1
C
W2(ν,μ)
√
I (μ|ν)
by the Cauchy–Schwarz inequality, as in Remark 2.7:
Proposition 3.10. A WJ inequality implies a WI inequality with the same constant.
Let us now examine the link with the Talagrand (19) and logarithmic Sobolev (22) inequalities.
Corollary 3.11. 1) A WJ inequality implies a WH inequality with the same constant.
2) Assume that the probability measure ν = e−V dx satisfies a WJ(C) inequality and ∇2V 
ρ Idn, for some ρ ∈R. Then ν satisfies a logarithmic Sobolev with constant C(1 + max(0,−ρ)2C )−2.
Proof. 1) By [20, Th. 2.4], a WI inequality implies a WH inequality with the same constant, so
that the result comes from Proposition 3.10.
2) By [26, Th. 2], the following HWI inequality holds: for all μ
H(μ|ν)√I (μ|ν)W2(ν,μ) + ρ−2 W 22 (ν,μ) = W2(ν,μ)
(√
I (μ|ν)+ ρ−
2
W2(ν,μ)
)
.
Here ρ− = max(0,−ρ). As a WJ(C) inequality implies both WH(C) and WI(C) inequalities,
we get
H(μ|ν)
√
2
C
H(μ|ν)
(
1 + ρ−
2C
)√
I (μ|ν)
which ends the proof. 
Observe that in the uniformly convex case when ρ > 0, then ν classically satisfies all WJ, WI,
WH and logarithmic Sobolev inequalities with constant C. Moreover, under the assumption 2)
with C  max(ρ,0), then [26, Cor. 3.2] ensures a log Sobolev inequality with constant C(2 −
ρ/C)−1: for instance for ρ  0 it is worse than our constant (since then C  |ρ|/2).
Remark also, by [21] and [26], that a WI(C) or a WH(C) inequality imply a Poincaré inequal-
ity with the same constant, hence providing an alternative proof to Proposition 3.9.
Observe finally that the general bound
W2(μ0, ν) −W2(μt , ν) t1/2H(μ0|ν)1/2
F. Bolley et al. / Journal of Functional Analysis 263 (2012) 2430–2457 2451was obtained in [16, Remark 4.9] for all t and solutions (μt )t to (1), hence directly proving that
a uniform decay of the Wasserstein distance as in (8) implies a WH inequality with constant
supt>0 2
(1−e−Ct )2
t
= 2C supx>0 (1−e
−x)2
x
∼ 0.8C instead of C, which is optimal.
We do not know whether a logarithmic Sobolev inequality, which implies a WI inequality,
also implies a WJ inequality, or whether the converse holds without the curvature condition of
Corollary 3.11.
3.5. Proof of Proposition 3.4
We first state a general result on the map A:
Lemma 3.12. Let A be a C1 monotone map on Rn for which there exist two constants R and
K > 0 such that ∇SA(x)K for all |x|R. Then
(
A(x) −A(y)) · (x − y) K
3
|x − y|2
if |x| 2R or |y| 2R.
Proof. Let x and y be fixed in Rn with |y| 2R, and let us first write
(
A(x) −A(y)) · (x − y) =
1∫
0
∇SA(y + t (x − y))(x − y) · (x − y)dt
= r
r∫
0
∇SA(y + sθ)θ · θ ds
for x = y + rθ with r(= |x − y|) 0 and θ ∈ Sn−1.
1. If {y + t (x − y); 0 t  1} ∩ {z ∈Rn; |z|R} = ∅, then
1∫
0
∇SA(y + t (x − y))(x − y) · (x − y)dt K|x − y|2 K |x − y|2
3
·
2. If {y + t (x − y); 0 t  1} ∩ {z ∈Rn; |z|R} = ∅, then let 0 r−  r+ such that
{y + sθ; s  0} ∩ {z ∈Rd ; |z|R}= [r−θ, r+θ ].
Observe that
r− =
∣∣y − (y + r−θ θ)∣∣ inf{|y − z|; |z|R}= |y| − R
and
r+  sup
{|y − z|; |z|R}= |y| + R
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r− 
r+
3
·
2.1. If r−  r  r+, then
r∫
0
∇SA(y + sθ)θ · θ ds 
r−∫
0
∇SA(y + sθ)θ · θ ds Kr− K r+3 K
r
3
·
2.2. If r+  r , then
r∫
0
∇SA(y + sθ)θ · θ ds

r−∫
0
∇SA(y + sθ)θ · θ ds +
r∫
r+
∇SA(y + sθ)θ · θ ds
Kr− +K(r − r+)K
(
r+
3
+ r − r+
)
= K
(
r
3
+ 2(r − r+)
3
)
K r
3
·
This concludes the argument, all cases being covered. 
We now turn to the proof of Proposition 3.4. Let φ be a given strictly convex C2 function
on Rn. Let us recall that for the Hessian operator
∇2φ∗(∇φ(x))= (∇2φ(x))−1
and in particular
φ∗
(∇φ(x))= trace(∇2φ(x))−1.
Let X be the subset of Rn defined by
X = {x ∈Rn, |x| 2R, ∣∣∇φ(x)∣∣ 2R}.
1. First of all, by monotonicity of A and Lemma 3.12,∫
Rn
(
A
(∇φ(x))− A(x)) · (∇φ(x)− x)e−V (x) dx

∫
Rn\X
(
A
(∇φ(x))−A(x)) · (∇φ(x) − x)e−V (x) dx
 K
3
∫
n
∣∣∇φ(x)− x∣∣2e−V (x) dx.
R \X
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and Rθ  2R. Then we let rθ ∈ [Rθ,3R] such that∣∣∇φ(rθ θ)− rθ θ ∣∣= inf{∣∣∇φ(rθ) − rθ ∣∣, Rθ  r  3R}.
In particular
∣∣∇φ(rθ θ)∣∣ ∣∣∇φ(rθ θ)− rθ θ ∣∣+ |rθ θ | ∣∣∇φ(Rθθ)−Rθθ ∣∣+ |rθ θ | 2R + 2R + 3R = 7R
since |∇φ(Rθθ)| 2R and |Rθθ | 2R for Rθθ ∈ X.
Then, for rθ ∈ X with 0 r Rθ  rθ , let us write
∇φ(rθ) − rθ = ∇φ(rθ θ)− rθ θ +
r∫
rθ
[∇2φ(sθ) − I ]θ ds.
Letting H = ∇2φ(sθ) for notational convenience, we decompose as
[H − I ]θ = [H 12 −H− 12 ]H 12 θ
so that
∣∣∣∣∣
rθ∫
r
[H − I ]θ dt
∣∣∣∣∣
2

( rθ∫
r
∣∣H 12 −H− 12 ∣∣∣∣H 12 θ ∣∣ds
)2

rθ∫
r
∣∣H 12 −H− 12 ∣∣2e−V (sθ) ds
rθ∫
r
∣∣H 12 θ ∣∣2e+V (sθ) ds.
by the Hölder inequality. But
∣∣H 12 −H− 12 ∣∣2 = sup
x
|[H 12 −H− 12 ]x|2
|x|2 = supx
([H − 2I +H−1]x) · x
|x|2
 trace
(
H − 2I +H−1)= φ(sθ) − 2n+ (φ∗)(∇φ(sθ)),
since the eigenvalues of H − 2I + H−1 are non-negative. Moreover
∣∣H 12 θ ∣∣2 = (H 12 θ) · (H 12 θ)= Hθ · θ.
Hence
∣∣∇φ(rθ) − rθ ∣∣2  2∣∣∇φ(rθ θ)− rθ θ ∣∣2
+ 2
rθ∫ (
φ(sθ) − 2n+ φ∗(∇φ(sθ)))e−V (sθ) ds
rθ∫
(Hθ) · θe+V (sθ) dsr r
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rθ∫
r
(Hθ) · θ ds = (∇φ(rθ θ)− ∇φ(rθ)) · θ  ∣∣∇φ(rθ θ)∣∣+ ∣∣∇φ(rθ)∣∣ 9R
for rθ ∈ X. Hence∫
X,|x|2R
∣∣∇φ(x) − x∣∣2e−V (x) dx
=
∫
Sn−1
Rθ∫
0
rn−1
∣∣∇φ(rθ) − rθ ∣∣2e−V (rθ) dr dθ
 2
∫
Sn−1
Rθ∫
0
rn−1
∣∣∇φ(rθ θ)− rθ θ ∣∣2e−V (rθ) dr dθ
+ 18Resup{V (x); |x|2R}
∫
Sn−1
Rθ∫
0
rn−1
rθ∫
r
(
φ(sθ) − 2n+φ∗(∇φ(sθ)))e−V (sθ) ds dr dθ.
But
∫
Sn−1
Rθ∫
0
rn−1
rθ∫
r
(
φ(sθ) − 2n+φ∗(∇φ(sθ)))e−V (sθ) ds dr dθ

∫
Sn−1
Rθ∫
0
rθ∫
r
sn−1
(
φ(sθ) − 2n+φ∗(∇φ(sθ)))e−V (sθ) ds dr dθ
 2R
∫
Sn−1
3R∫
0
sn−1
(
φ(sθ) − 2n+φ∗(∇φ(sθ)))e−V (sθ) ds dθ
= 2R
∫
|x|3R
(
φ(x) − 2n+φ∗(∇φ(x)))e−V (x) dx.
Hence ∫
X,|x|2R
∣∣∇φ(x)− x∣∣2e−V (x) dx
 2e− inf{V (x); |x|2R} (2R)
n
n
∫
n−1
∣∣∇φ(rθ θ)− rθ θ ∣∣2 dθ
S
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∫
|x|3R
(
φ(x) − 2n+φ∗(∇φ(x)))e−V (x) dx. (26)
Moreover, by Lemma 3.12 and the definition of rθ ,
∫
|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x) − x)e−V (x) dx

∫
2R|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x) − x)e−V (x) dx
 K
3
∫
2R|x|3R
∣∣∇φ(x)− x∣∣2e−V (x) dx
 K
3
e− sup{V (x); |x|3R}
∫
2R|x|3R
∣∣∇φ(x)− x∣∣2 dx
= K
3
e− sup{V (x); |x|3R}
3R∫
2R
rn−1
∫
Sn−1
∣∣∇φ(rθ) − rθ ∣∣2 dr dθ
 K
3
e− sup{V (x); |x|3R}
3R∫
2R
rn−1
∫
Sn−1
∣∣∇φ(rθ θ)− rθ θ ∣∣2 dr dθ.
Hence there exists a constant C such that
C
∫
Sn−1
∣∣∇φ(rθ θ)− rθ θ ∣∣2 dθ 
∫
|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x)− x)e−V (x) dx. (27)
It follows from (26) and (27) that
C
∫
X,|x|2R
∣∣∇φ(x) − x∣∣2e−V (x) dx  ∫
|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x)− x)e−V (x) dx
+
∫
|x|3R
(
φ(x)− 2n+ φ∗(∇φ(x)))e−V (x) dx.
Moreover∫
|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x) − x)e−V (x) dx  K
3
∫
2R|x|3R
∣∣∇φ(x)− x∣∣2e−V (x) dx,
so that
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∫
X
∣∣∇φ(x) − x∣∣2e−V (x) dx  ∫
|x|3R
(
A
(∇φ(x))−A(x)) · (∇φ(x) − x)e−V (x) dx
+
∫
|x|3R
(
φ(x) − 2n+ φ∗(∇φ(x)))e−V (x) dx.
Finally the last two integrands are non-negative maps, so we can bound from above these last
two integrals on the set {|x| 3R} by the corresponding integrals on the whole Rn.
3. We conclude the proof of Proposition 3.4 by adding the estimates in 1. and 2.
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