The particle reconstruction capabilities of a novel 3-D, 3-C PIV technique, based on volume illumination and a plenoptic camera to measure a velocity field, are tested. This technique is based on light-field photography, which uses a dense microlens array mounted near a camera sensor to sample the spatial and angular distribution of light entering the camera. Tomographic algorithms (MART) are then used to reconstruct a volumetric intensity field after the image is taken, and cross-correlation algorithms extract the velocity field from the reconstructed volume. This paper provides an introduction to the concepts of light fields and describes the tomographic algorithms used to reconstruct the measurement volume. A preliminary test on the accuracy of single particle reconstructions is presented, showing that laterally we can expect errors to be less than a voxel for most cases. A test on the reconstruction quality is presented for a volume of particles as a function of particle density and is shown to vary little as the particle density is increased. Finally a simulated Gaussian ring vortex is presented showing a full simulation as well as the velocity accuracy.
I. Introduction
Experimentally quantifying the topology of unsteady coherent flow structures in turbulent flows remains at the forefront of fluid mechanics research. The inability of planar methods, such as particle image velocimetry (PIV), to describe this phenomena can be directly attributed to their 2D nature. An instantaneous fully three-dimensional (3D), three-component (3C) velocity field would be instrumental in the quantification of turbulent flows. The need for 3D techniques has led to numerous efforts over the years with advances such as stereoscopic-PIV 1 and dual-plane stereoscopic-PIV 2 which allow 3C measurements within a 2D plane. Since these methods only capture 3C data within one or two two-dimensional planes, they are not considered truly three-dimensional. Four techniques that are capable of acquiring fully 3D, 3C velocity fields are defocusing PIV, 3, 4 holographic PIV, 5 tomographic PIV, 6 and synthetic aperture PIV.
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This effort is a continuation of the work by Lynch, 8 Lynch and Thurow, 9 Lynch et al., 10 and Fahringer and Thurow. 11 In Lynch, 8 a preliminary analysis of particle imaging using a plenoptic camera, with a focus on refocusing was described. Using only synthetic data a plenoptic simulator was designed as well as the first attempt at reconstructing a volume from the light field data. The method used was similar to that in synthetic aperture PIV and is based on refocusing the light field at multiple focal planes, then thresholding the data such that only the bright in-focus particles remain. Building off of these tools Lynch and Thurow 9 describes a home built plenoptic camera, demonstrates the refocusing/thresholding reconstruction and cross-correlation procedures, as well as the first experimentally captured images with the prototype camera. These experimentally captured images were refocused at different focal planes, verifying the plenoptic camera concept. Starting with Lynch et al. 10 the refocusing/thresholding technique was replaced with a direct tomographic approach. It was found that the refocusing/thresholding technique is limited to imaging a sparse number of high intensity particles. This work detailed a preliminary attempt at tomographic reconstruction and provided a synthetic velocity field of an Oseen vortex. Fahringer and Thurow 11 detailed the unique tomographic algorithms used for reconstruction of a volume using a plenoptic camera and tested the algorithms on both synthetic and experimental data. This work will focus on accessing the ability of the tomographic reconstruction algorithm to reconstruct volumes of particles. The first case considered is
II. Light Field Imaging
The term light field is used to describe the complete distribution of light rays in space, and can be described by a 5-D function, sometimes termed the plenoptic function. Each ray in the light field can be parameterized in terms of the plenoptic function as its position (x, y, z) and angle of propagation (θ, φ). This function can be simplified if the light field is in a transparent medium, such as air, where the propagation along one of the spatial coordinates is assumed to be a straight line and therefore redundant, resulting in a 4-D parameterization of the light field denoted as L F (x, y, θ, φ).
The modern concept of light field imaging with a plenoptic camera started with Adelson and Wang
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and continued by Ng. et al. 13 for handheld photography and Levoy et al. 14 for microscopy. In contrast to conventional photography, which only captures the spatial distribution of the 4-D light field, light field photography can capture the full 4-D light field. As described in Levoy, 15 one of several ways to capture the light field is to use a microlens array mounted near a CCD to encode the this information onto a single sensor. This device, termed the plenoptic camera, is the focus of this work.
A conventional camera, depicted in Figure 1a , maps a spatial location (x, y, z) on the world focal plane to another spatial location (x p , y p ) at the sensor plane. In reference to Figure 1a the gray area represents the path of light rays emanating from the point (x, y, z) going through the main lens aperture and onto the sensor. Since all rays terminate at the same location on the sensor the angle at which each ray propagated cannot be determined. In contrast, a plenoptic camera maps a spatial location (x, y, z) on the world focal plane to a spatial location (x p , y p ) at the microlens plane which then focuses the light onto the sensor plane. 
III. Reconstruction Algorithm
To reconstruct a volumetric intensity field useful for PIV, tomo-PIV principles are used with appropriate modifications. The working principle of tomo-PIV as detailed in Elsinga et. al. 6 involves immersing tracer particles into a flow-field, and illuminating the particles within a 3-D region of interest using a pulsed light source. The light scattered from the particles is then recorded onto a plenoptic camera. The 3D particle fields are reconstructed from the images obtained in the recording, then the velocity field is determined from the displacement of the particles calculated using a 3D cross correlation algorithm.
The reconstruction of the particle fields is in general both ill-posed and under-determined leading to ambiguity in the solution. A special class of reconstruction algorithms are better suited for these problems and are known as algebraic methods as described by Herman and Lent. 16 These methods rely on iteratively solving a system of linear equations which model the imaging system. As with conventional tomo-PIV the 3D volume to be reconstructed is discretized into cubic voxel (volume equivalent of a pixel) elements, with intensity E(x, y, z). The size of the voxel was chosen to be similar to that of a microlens, since they govern the spatial resolution of a plenoptic camera. The problem can be stated as the projection of the volume intensity distribution E(x, y, z) onto a pixel located at (x i , y i ) yields the known intensity of that pixel I(x i , y i ). In equation form this is given by
where N i represents the number of voxels in the line-of-sight of the ith pixel. The weighting function w i,j describes the relationship between the recorded image (ith pixel) and the 3-D volume of interest (jth voxel), and was detailed in Fahringer.
11 In order to solve this set of equations, techniques have been developed that update the current solution for E based on the previous relation. For additive techniques such as ART
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(algebraic reconstruction technique) the update is based on the difference between the image intensity data and the projection of the volume such that when they are equal the update added to the solution is zero. For multiplicative techniques such as MART 16 (multiplicative algebraic reconstruction technique) the update is based on the ratio of the image intensity data to the projection of the volume such that when they are equal the update multiplied to the solution is unity.
The algorithm used in this work is the standard MART algorithm for its ability to accurately reconstruct particles. Starting from an initial guess of the volume E(x, y, z) 0 = 1 MART is updated via the following relation
where µ is the relaxation parameter which must be less than or equal to one. The exponent restricts the updates to parts of the volume affected by the ith pixel.
IV. Synthetic Particle Reconstructions
As an illustration of the reconstruction process a small volume (cube with sides of 6.125 mm) of 20 particles was generated with random positions, synthetically imaged using the plenoptic simulation tool (Lynch 8 ) , and reconstructed using the MART algorithm. For this exercise a small plenoptic camera consisting of a 1000 x 1000 pixel image sensor behind a microlens array of 60 x 60 lenslets was used to cut down on the computational time. The rest of the parameters are the same as the full scale simulations as well as the prototpye camera built at Auburn University and are shown in Table 1 . The image simualated from the volume of particles is shown in Figure 2 . As a means of comparison a volume using the actual particle positions was generated using a 3 x 3 x 3 voxel Gaussian blob fit to the particles position. The final reconstruction of the particles is shown in Figure 3 and the true particle positions are shown in Figure 4 . Figure 3b shows a front view of the reconstructed volume. When compared to the actual particle positions (Fig 4b) the reconstructed particles are shown to match the actual particles in both size and location. Alternatively, when the reconstructed particles are compared to the actual particles in depth (Figs 3c & 4c) they are shown to match locations, but the reconstructed particles are elongated in depth. This can be attributed to the limited range of angles that a plenoptic camera has on the scene. Fortunately, the intensity in depth is not a constant. Figure 5 shows a single reconstructed particle iso-surface as well as a slice through the center of the particle on the YZ plane. The particle has a "hot" center with decreasing intensity at the front and back as shown in Figure 5b . This allows for resolution of the location of the center of the particle in depth, where a constant intensity would create a large ambiguity. The lateral spatial resolution of this particles reconstruction is limited to a single voxel. For other particles this may be four voxels or larger depending on their location spatially as well as in depth. In particular, the reconstruction of a particle far away from the focal plane is more elongated in depth and blurred spatially. For the reconstruction, a relaxation patameter of 0.75 was used and the MART algorithm was run for 3 iterations. Since the particle locations are known, the error in the reconstructed particles can be calculated. To precisely determine the particle location with sub-voxel accuracy, a 3D Gaussian function was fit to the reconstructed intensity data and the peak location was taken to be the location of the reconstructed particle. The results are shown in Figure 6 with the absolute error (in voxels) on the y-axis and the relative position of the particle to the focal plane of the camera (100 mm away from the lens plane) on the x-axis. The results shown use a nominal magnification of -1, it is noted that the results will vary for other magnifications, however those are not considered in this work. Figure 6a reveals the lateral accuracy of the algorithm as a function of depth for this optical configuration. In this case the particle position was perfectly aligned with a voxel, representing the best case scenario. For the region near the focal plane [-10, 10] , the mean of the absolute value of the error is 0.49 and 0.4 voxels for x and y respectively, with standard deviations of 0.28 and 0.25 voxels. A notable aberration is the particle located at the focal plane of the camera. This is due to ambiguity in a 1 mm region around the focal plane caused by the nominal depth of field of our camera. More specifically, in this region light emanating from a particle strikes a single microlens whereas in other locations, the light is spread across multiple microlenses. Thus the algorithm does not have the information to "interpolate" between microlenses. The MART algorithm spreads the intensity throughout this region often leaving two peaks: one before and one after the focal plane. This results in the 1 voxel error shown.Further away from the focal plane the algorithm is shown to be less accurate, however the absolute error is only 1.5 voxels. There is some noticeable peak locking occurring causing the solution to be forced into a single voxel. The depth accuracy is shown in Figure 6b as a function of depth. In the region near the focal plane [-10 10] the error in depth was shown on average to be 1 voxel, with a standard deviation of 0.74 voxels. Outside of this region the average error is 5 voxels. It is noted that the depth accuracy is worse than the spatial accuracy as is to be expected.
Using the same Gaussian fit for determining the particle positions, some statistics on the shape of the particles can be obtained. The function used for the Gaussian fit is given by
where A is the amplitude, the point (x o , y o , z o ) is the center of the blob (taken to be the center of the particle), and σ is the width of the particle in a particular direction. Figure 7a shows σ x and σ y plotted as a function of depth. Only considering the region of [-10 10] , the average width for the lateral positions x and y was calculated to be 0.214 and 0.212 voxels respectively. Figure 7b depicts σ z as a function of depth.
In the same [-10 10] region the average width of the particle in depth was shown to be 1.938 voxels. Using these average parameters a representative Gaussian blob is determined and is used as the comparison for further tests. Table 1 . Inside the volume 558 particles (0.01 particles per microlens) were randomly positioned and an image was generated. This is still a relatively small particle density, however the purpose of this test is to obtain the accuracy of individual particles in the presence of additional particles. To determine the error in the reconstruction a sub-volume around the area of a known particle location was extracted (sub-volume was of size 6 x 6 x 30 voxels), and fit with a Gaussian blob yielding the peak location. This is subtracted from the actual known location of the particle resulting in the absolute reconstruction error of the particles. A plot of the absolute X error v. absolute Z error is shown in Figure 8 . The absolute error in X has a mean of -0.0676 voxels and a standard deviation of 0.9747 voxels. The absolute error in Z has a mean of 0.1771 voxels and a standard deviation of 2.8767 voxels. This is consistent with the single particle data in the range of depths used. 
B. Full Simulation Reconstruction Quality
For a full simulation of particles calculating the reconstruction error for each individual particle is inaccurate. Therefore, to determine the accuracy of the reconstruction process, a statistical measure, known as the reconstruction quality factor is used. This work utilizes the zero-mean reconstruction quality factor, Q * defined in La Foy and Vlachos. 17 They demonstrated that as the particle density increased the zero-mean reconstruction quality factor became a more accurate measure than the normal reconstruction quality factor defined in Elsinga et al. 6 The zero mean quality factor is defined as:
whereẼ(x, y, z) andẼ 0 (x, y, z) are the zero mean reconstructed intensity field and the zero mean exact intensity field respectively.
Using the aforementioned quality factor the reconstruction quality is used as a measure of the accuracy as a function of particle density. For comparison the exact intensity volume was created using Gaussian blobs consistent with the average single particle reconstruction.Conventionally, particle density is defined as the number of particles per pixel, however for a plenoptic camera the spatial resolution is governed by the microlens array, therefore the results are presented as number of particles per microlens (ppm). For completion the results are also presented as particles per pixel (ppp). The focus of this section is to show the change in quality of the reconstruction as a function of particle density, therefore the results are normalized by the single particle reconstruction quality, Q * 0 = 0.36. The results are shown, with µ = 0.75 after 3 iterations, in Figure 9 , with the reconstruction quality on the y-axis and the particle density on the x-axis. The results show that their is little variance with respect to particle density at these particle concentrations. As the particle density approaches 3 ppm the image becomes white and the algorithm no longer produces accurate results. Figure 9 : Quality factor as a function of particle density
C. Simulated Gaussian Ring Vortex
The final test for the accuracy of the reconstruction of a 3D particle field is to test the effect of the errors on the final velocity data. In order to test the velocity a synthetic displacement is applied to a randomized particle field (0.5 ppm) and two synthetic images are acquired. The displacement field used is a Gaussian ring vortex. The vortex core's centerline is aligned with the y-axis and is located at the center of the volume forming a ring with an 8 mm diameter. The tangential displacement (in voxel coordinates) is given by
where r is the distance from the particles location to the center of the vortex. The other parameters, circulation Γ and c θ are defined as
where r c , the radius of the vortex, is 40 voxels, the tangential displacement at r c , v rc , is 8 voxels and γ is a constant equal to 1.256431. To compare the reconstructed velocity field, a synthetic particle field was generated using the actual positions of the particles with a 3x3x3 Gaussian blob representing each particle. The synthetic volumes were then run through the same cross-correlation algorithms, thus providing an accurate baseline to test the reconstruction algorithm. Both volume pairs were run through a multi-pass FFT based cross-correlation algorithm with final window sizes of 16x16x16 voxels with 75% overlap. The results of the reconstructed velocity field are presented in Figure 10 and the actual field in Figure 11 . Figure 10a shows a cross-section of the vortex in the XY plane at Z = 100 voxels (center of the volume) with velocity vectors and contours of the z component of vorticity. Figure 10b shows a cross-section in the ZY plane at X = 150 voxels with a contour showing the axial component of velocity. When compared to the exact solution (Fig. 11 ) the solution matches well, but has some spurious vectors in the vortex ring (Fig. 10a) , and the axial velocity rings are less well defined (Fig. 10b) . The overall RMS error of the velocity field is 1.02 voxels with each component having an RMS error of 0.165, 0.23, and 0.9833 for the u, v, and w components respectively. 
V. Conclusions
Using the previously determined unique weighting function, and MART algorithms a preliminary study of the reconstruction accuracy was conducted for both a single particle as well as a volume of particles. Further optimization is needed to determine the optimal grid size, relaxation parameter, number of iterations for MART, as well as the optimal cross-correlation parameters. As such, we expect the results to improve as we learn more about how these parameters affect the reconstruction. Even so it was shown that the accuracy of a single particle reconstruction was 0.5 voxels in the lateral spatial dimensions (x and y) and 1 voxel in depth on average in the range of [-10 10] mm relative to the nominal focal plane of the camera. The particles where shown to be best described using a Gaussian blob with widths of 0.2, 0.2, and 2 voxels in the x, y, and z directions. When testing a volume of particles the reconstruction quality was shown to vary little as the number of particles increased. Finally, a synthetic Gaussian ring vortex was used to demonstrate the velocity accuracy and the total RMS error was shown to be approximately 1 voxel.
