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Abstract. Controlled tabular adjustment (CTA) can be classified within the group
of approaches that perturb output data (i.e., tabular data), unlike other methods that
focus on the original microdata. Being a post-tabular data perturbation technique it
becomes easier to guarantee consistency and quality of the released information (e.g., table
additivity, preservation of subtotal or total cells of the original table, etc.). On the other
hand, it may be computationally more costly than pre-tabular strategies. The purpose of
this work is twofold. First, we will review a recently used heuristic to suboptimally solve
CTA (which is a mixed integer linear optimization problem). For some tables this heuristic
provided decent solutions much faster than other state-of-the-art optimization methods.
This approach can be useful when CTA is applied to a pre-defined ”static” set of tables.
The second goal of the paper is to provide and discuss variants of CTA when applied
in an on-line table generation system. In this case, tables can be dynamically generated
over time, and CTA has to face two new challenges: (i) it has to deliver an on-line fast
solution; (ii) protection senses of sensitive cells have to be consistent (i.e, the same) when
the same sensitive cell appears in two (or more) tables which are generated and protected
at different moments. Some of these ideas will be implemented in the recently started
Data without Boundaries FP7 EU project.
1 Introduction
Tabular data protection methods can be classified as pre-tabular or post-tabular.
Pre-tabular methods perturb the microdata such that the tables produced from this
modified microdata are considered safe enough. The approach of Giessing and Ho¨hne
(2011) belongs to this family. Post-tabular methods deal directly with the resulting
tables, either modifying (perturbative methods) or hiding (nonperturbative meth-
ods) information. The most well known nonperturbative post-tabular tool is cell
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suppression. Among the perturbative post-tabular approaches we may distinguish
between those that preserve additivity (and thus they rely on linear optimization),
like controlled tabular adjustment (CTA) (Castro, 2006; Dandekar and Cox, 2002)
and those that perturb cells but can not guarantee preservation of subtotals or addi-
tivity (e.g., Fraser and Wooton (2006); Shlomo and Young (2008)). A recent survey
on tabular data protection can be found in Castro (2011).
When table additivity or preservation of marginals is compulsory, CTA may
be considered a good choice. Pre-tabular and other post-tabular methods can not
easily guarantee such strong constraints. Since CTA relies on optimization (lin-
ear/quadratic programming (LP/QP) and mixed integer linear/quadratic program-
ming (MILP/MIQP)): (i) it offers great flexibility in the control of the amount of
additivity, preservation or subtotals, or cell perturbations required by the user; (ii)
it can be applied to any type of table; (iii) it finds the safe closest table to the
original one either using either L1 (Manhattan distance) or L2 (Euclidean distance)
norms. The price to be paid by all these features is the solution of a (sometimes
difficult) MILP/MIQP optimization problem. The RCTA (Restricted CTA) pack-
age (Castro and Gonza´lez, 2011a; Castro et al., 2009) is an implementation of CTA,
which include many features as the choice of solver (Cplex or Xpress), extensions for
nonadditive tables and negative protection levels, and a feasibility tool that deals
with infeasible instances. CTA is one of the methods discussed in the handbook
Hundepool et al. (2010), and it has been applied within a wider scheme for the pro-
tection of structural business statistics released by Eurostat (project coordinated by
Statistics Netherlands, with the participation of Destatis and Universitat Polite`cnica
de Catalunya) (Giessing et al., 2009).
Given a table to be protected, CTA achieves disclosure limitation by either in-
creasing or decreasing by at least a certain amount (protection level) the cell values
of a subset of sensitives cells, and then adjusting the rest of cells to preserve subto-
tals and additivity. This problem involves two types of decisions: binary decisions to
decide either the increase or decrease of sensitive cells; and continuous perturbations
for the remaining cells. This can be formulated as an optimization problem. Up
to now, CTA has always been applied to a predefined set of tables. In this setting,
it makes sense to compute together the binary and continuous variables, obtaining
a MILP model. The first part of this paper will discuss a recent heuristic used to
obtain good suboptimal solutions to the MILP CTA problem.
The situation drastically changes when the set of tables is a priori not predefined,
and they are rather produced by on-line tabular data servers. In the second part of
this work we will discuss the pros and cons of the classical MILP CTA formulation
for on-line systems, and how CTA can be adjusted for this new paradigm, following
the recommendations of Giessing (2011).
We will first start by outlining the classical MILP CTA formulation in next
section.
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2 Outline of minimum distance CTA
Any CTA instance, either with one table or a number of tables, can be represented
by the following parameters:
• A set of cells ai, i = 1, . . . , n, that satisfy some linear relations Aa = b (a being
the vector of ai’s), and a vector w ∈ Rn of positive weights for the deviations
of cell values.
• A lower and upper bound for each cell i = 1, . . . , n, respectively lxi and uxi ,
which are considered to be known by any attacker. If no previous knowledge
is assumed for cell i lxi = 0 (lxi = −∞ if a ≥ 0 is not required) and uxi = +∞
can be used.
• A set S = {i1, i2, . . . , is} ⊆ {1, . . . , n} of indices of s confidential cells.
• A lower and upper protection level for each confidential cell i ∈ S, respectively
lpli and upli, such that the released values satisfy either xi ≥ ai + upli or
xi ≤ ai − lpli.
CTA attempts to find the closest values xi, i = 1, . . . , n, according to some
distance L, that makes the released table safe. This involves the solution of the
following optimization problem:
min
x
||x− a||L
subject to Ax = b
lx ≤ x ≤ ux
xi ≤ ai − lpli or xi ≥ ai + upli i ∈ S.
(1)
Problem (1) can also be formulated in terms of deviations from the current cell
values. Defining z = x− a, lz = lx− a , uz = ux− a, using the L1 distance weighted
by w, and introducing variables z+, z− ∈ Rn so that z = z+− z− and |z| = z+ + z−,
the final MILP model for CTA is:
min
z+,z−,y
n∑
i=1
wi(z
+
i + z
−
i ) (2a)
subject to A(z+ − z−) = 0 (2b)
0 ≤ z+ ≤ uz, 0 ≤ z− ≤ −lz (2c)
y ∈ {0, 1}s (2d)
upli yi ≤ z+i ≤ uziyi
lpli(1− yi) ≤ z−i ≤ −lzi(1− yi)
}
i ∈ S (2e)
Constraints (2b) impose feasibility of the published perturbed table. Constraints
(2c) guarantee perturbations are within allowed bounds. Constraints (2d)–(2e) force
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Table 1: Dimensions of instances
instance n s m N. coef. cont. bin. constr.
case 35 499298 55527 20747 1007124 998596 55527 242855
case 36 1200439 107743 45638 2417196 2400878 107743 476610
case 37 296004 42652 10904 597057 592008 42652 181512
case 38 572373 81359 18873 1152345 1144746 81359 344309
the new table is safe. When yi = 1 the constraints mean upli ≤ z+i ≤ uzi and z−i = 0,
thus the protection sense is “upper”; when yi = 0 we get z
+
i = 0 and lpli ≤ z−i ≤ −lzi ,
thus the protection sense is “lower”.
3 A heuristic approach for CTA
In the recent work Gonza´lez and Castro (2011) a block coordinate descent (BCD)
approach was applied to CTA. Briefly, given an optimization problem, BCD first
decomposes it in subproblems that contain a subset of the variables while the re-
maining ones kept fixed; next, it optimally solves a sequence of those subproblems,
fixing the solution of the previously solved subproblem in the current one. For CTA,
the set of binary variables y (protection senses) is assigned to each subproblem,
while the continuous variables z+ and z− (perturbations) are not fixed, so they can
be modified in any subproblem.
BCD does not guarantee convergence to an optimal solution (except for strictly
convex optimization problems) but in practice it has a good behaviour. Since BCD
needs a feasible starting point, we considered a SAT-based strategy for warm-starting
the algorithm (SAT comes from Boolean satisfiability, a well-known problem in com-
plexity theory). It works as follows. First, from the linear constraints of the table,
a set of infeasible combinations of protection senses (i.e., values of binary variables)
were detected. Second, an assignment that avoided all the infeasible combinations
was found for the binary variables. This assignment is obtained formulating the
problem as a SAT problem. Avoiding these infeasible combinations is a necessary,
but not sufficient, condition for feasibility. However in practice the solution ob-
tained by SAT was generally feasible. We note that the infeasible combinations
detected can be added as feasibility cuts to strengthen the CTA model; this is work
in progress.
Figure 1 shows illustrative results obtained with four large 1H2D tables (two
dimensional tables with one hierarchical variable). The dimensions of these tables
are shown in Table 1 (number of cells n, number of sensitive cells s, number of
table constrains m, number of coefficients in tabular constraints “N. coef”, number
of continuous and binary variables “cont.” and “bin”, and overall number of con-
straints “constr.”). Figure 1 shows the evolution of the best objective function for
four variants, named BCD, Tree BCD, SAT B&C and B&C. BCD and Tree BCD are
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Figure 1: Evolution of incumbent. The horizontal axis shows the CPU time in
minutes, and the vertical axis the best objective function value achieved. The B&C
solutions are not shown since the objective functions were 1000 times those of the
other approaches (exceeding the scale of the vertical axis).
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two BCD variants obtained by respectively partitioning the set of binary variables
randomly or according to the subtables of the 1H2D table. B&C corresponds to the
standard Cplex branch-and-cut algorithm. SAT B&C was obtained by initializing
the Cplex B&C with the feasible point returned by SAT. We note that BCD sub-
problems were solved by Cplex B&C. Clearly, BCD variants are very competitive
against standard B&C, and SAT B&C was much more efficient that B&C.
4 CTA for on-line tabular data servers
Unlike the “static view” that represents the protection of a pre-defined set of tables,
on-line data servers provide a “dynamic view”, where tables are generated over time,
and, in addition, the set of tables is a priori unknown. CTA has been used, up to
now, only for the “static view”. The features of a CTA-like procedure for a “dynamic
view” should include (Giessing, 2011):
• Consistency on input : if a cell appears in several tables, it is either nonsensi-
tive, or sensitive in all these tables (i.e., it can not be sensitive in one table,
and nonsensitive in others, otherwise its true value could be released). This
feature has to be guaranteed by the sensitivity rules considered, rather than
for the protection method.
• Consistency on output : if a sensitive cell of value a and protection levels (for
instance, both upper and lower) p appears in two (or more) different tables,
the protection sense (either lower or upper) should be the same in all tables.
Otherwise, the released values for this cell in different tables may be both a−p
and a + p; then, just taking the average value any attacker would recompute
a.
• Efficiency : the tool should provide a quick solution in an on-line table gener-
ation system, unlike the standard CTA approach which can take a long time
to process very large tables.
• Reliability : a solution (table) should always be provided, possibly non-optimal
or slightly violating some of the constraints of the table (additivity, bounds on
cell values, or, ultimately, protection levels).
We first note that the standard CTA approach applied to an on-line table would
not satisfy consistency on output. Indeed, the protection sense (i.e., the value of the
binary variable yi) could be both lower and upper for the same cell in two different
tables (unless they are protected together, which is not possible if they are obtained
at different moments).
A possible CTA-like approach satisfying all the above features could be based on
a two-stages approach. The proposal is:
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• First stage. Given an on-line table to be protected, the first stage would com-
pute: (i) all the parameters of the CTA model (2) (i.e., set of sensitive cells,
protection levels, cell bounds, and additivity constraints); (ii) and also the
protection senses of sensitive cells (i.e., it would set yi, i ∈ S either to 0 or 1 in
(2)). We note that if sensitive cells are computed using the standard sensitivity
rules (minimum frequency or p-% rules), then consistency on input is guaran-
teed; indeed, whether a cell is sensitive or not only depends (according to the
above rules) on the particular respondents to this cell, not on the structure of
the table being generated. Consistency on output would also be guaranteed if
the fixed protection sense is always the same for this cell, independently of the
table where it appears. Therefore, the protection sense should be fixed using
only local information to the cell (as done by sensitivity rule). This is likely
not the best approach, since some particular protection sense could make the
second stage problem (see below) infeasible. An alternative would be to set yi
to 0 or 1 considering the constraints of the table where this cell appears for
the first time, and recording (for future tables) the selected value yi. However,
this means to store in the on-line server information about protection senses
for all sensitive cells, and in no way it guarantees that second stage problems
of future tables will be feasible.
• Second stage. The basic problem to be solved in the second stage is (2) but con-
sidering binary variables yi as parameters (they were fixed in the first stage).
Since some combinations of yi may make the resulting problem infeasible, it
may be necessary to include extra variables and constraints to permit slight
“violations” in bounds and constraints (“soft constraints”), and ultimately, in
protection levels. This would guarantee the reliability of the approach. In
addition, since binary variables are a priori fixed, the resulting problem would
be a continuous LP or QP (if Euclidean distances or quadratic penalizations
to violations are considered). This would satisfy efficiency, and very large
tables could be protected in few seconds or minutes. For nonsensitive cells
slightly different values could be released in different tables, unless the values
of previously published cells are recorded in the on-line system (which could
be prohibitive or impractical).
The above two-stage scheme is similar to that used in the field of stochastic
programming (SP), with the (very important) difference that in SP the binary first
stage decisions are selected to minimize (in average) all the second stage scenarios.
In our case, the different second stage scenarios would correspond to all the possible
on-line tables that can be released, which may be extremely large. In theory, all
the possibles tables (or a sample of them) could be considered to a priori compute
the “best” binary decisions, but the resulting problem would be a massive MILP
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problem. This problem is interesting from a theoretical point of view, but perhaps
it exceeds the capacities of on-line table generation systems.
5 Conclusions and future work
In this work we discussed two practical extensions to the RCTA package. The first
one consists on implementing and including the BCD heuristic in the current pack-
age. Suboptimal, hopefully good, solutions could be then obtained in a fraction of
the time needed by the optimal algorithms. The second extension is to develop a
version of the package for CTA instances derived from on-line servers, implement-
ing the two-stages procedure, which should provide a quick and reliable solution.
Fortunately, since the resulting second-stage problem is continuous (either LP or
QP), this problem is a priori simpler than the standard CTA. These extensions are
planned to be done within the scope of the Data without Boundaries project.
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