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CLASSIFICATION OF QUANTUM CELLULAR AUTOMATA
MICHAEL FREEDMAN AND MATTHEW B. HASTINGS
ABSTRACT. There exists an index theory to classify strictly local quantum cellular automata in one
dimension[4, 5, 10]. We consider two classification questions. First, we study to what extent this
index theory can be applied in higher dimensions via dimensional reduction, finding a classification
by the first homology group of the manifold modulo torsion. Second, in two dimensions, we show
that an extension of this index theory (including torsion) fully classifies quantum cellular automata,
at least in the absence of fermionic degrees of freedom. This complete classification in one and two
dimensions by index theory is not expected to extend to higher dimensions due to recent evidence of
a nontrivial automaton in three dimensions[6]. Finally, we discuss some group theoretical aspects of
the classification of quantum cellular automata and consider these automata on higher dimensional
real projective spaces.
1. INTRODUCTION
Quantum cellular automata (QCA) in one-dimension have been considered by several authors,
in particular in Ref. [5], and the existence of a nontrivial index has been shown. In this paper, we
first use topological arguments to push this index theory as far as we can in higher dimensions. The
result is, perhaps not surprisingly, a classification using the first homology group of the manifold;
however, the classification does not detect torsion in this group. These arguments begin with appli-
cations of covering space theory to the one dimensional index, but then require a long digression
into algebra to establish a key dimension bound. In a second part of this paper, we push algebraic
arguments further for two dimensional QCA and show that the first homology group (including
torsion) gives a full classification, at least for QCA without fermionic degrees of freedom.
Before describing our results, let us describe QCA in a general setting, as well as mentioning
some possible generalizations. A QCA is an automorphism of the ∗-algebra of operators acting on
the Hilbert space of some system, subject to certain locality constraints on the map described later.
For a finite system, this map can be described by by conjugation by a unitary: for a QCA α and an
operator O, we map α(O) =U†OU for some unitary U . For this paper, we will restrict to this case
of finite systems, giving bounds uniform in system size.
One example of QCA is a finite depth quantum circuit (fdqc), where the corresponding unitary
is obtained by composing several individual unitaries, called gates such that each gate acts on a
set of some bounded diameter and such that the circuit has a bounded depth. However, QCA that
cannot be described by an fdqc also exist. More precisely, since on any finite system any QCA
can be represented by some quantum circuit, we mean that families of QCA exist on systems of
increasing size with uniform bounds on the range of the QCA (defined below) such that the family
of QCA cannot be described by a family of quantum circuits with uniformly bounded depth and
range. We describe several different ways of classifying possible QCA later.
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2 MICHAEL FREEDMAN AND MATTHEW B. HASTINGS
For any graph G with vertex set V , we can define a QCA (using some additional data) as follows.
We call the vertices of the graph sites, and each site has finite-dimensional Hilbert space (not
necessarily the same on all sites) and the Hilbert space of the whole system is the tensor product
of these Hilbert spaces. We call these finite-dimensional Hilbert spaces “degrees of freedom”.
We use the graph metric on this graph to define a distance. For us, a QCA of range R will be
an automorphism α of the algebra of operators on the Hilbert space of the system, such that for
any operator Ox supported on a site x, we have that α(Ox) is supported on the set of sites within
distance R of site x. Note that every QCA with range R is a QCA with range R′ for all R′≥ R. More
generally, rather than a graph, we can consider degrees of freedom corresponding to sites {xi} in a
space X , called the “control space,” where X is a metric space. The simplest cases are when X is
a line, circle S1, or graph G; we then define the range of the QCA using the metric of the control
space.
If the graph is the graph of a d-dimensional hypercubic lattice with periodic boundary conditions
(i.e., sites are labelled by a string of d integers, identifying sites modulo some integer L, which is
the side length of the cube) we will call this a QCA in d-dimensions. More generally, if the control
space is a d-dimensional manifold then this also is termed a QCA in d-dimensions. The original
case of a one-dimensional QCA is the case that sites of the graph are labelled by a single integer,
as studied previously[5].
The graph definition of a QCA with a sharp radius R is the definition that we will use. However, it
is interesting to note that there are at least two possible ways that the definition can be generalized.
First, one might consider the case that the locality is not strict: one might require that for any
R, α(Ox) can be approximated by an operator supported on the sets of sites within distance R
of x, up to an error that decays rapidly (perhaps exponentially) with R. This case was called a
“locality preserving unitary” in Ref. [7]. Even in the simplest 1D case, with xi located at the
integer site i ∈ R, it is not yet proven that the GNVW index, discussed below, is well-defined with
such an exponential decay assumption. We will shortly see that Wedderburn’s basic theorems on
the structure of finite dimensional C∗-algebras and their subalgebras play a key role in defining the
index. It appears that the most natural way to deal with exponential tails is to simply truncate them
and accept that post-truncation what previously was a ∗-subalgebra now is only approximately
closed under the operations + and ·. Repairing the proof seems to require a form of Hyers-Ulam-
Rassias stability in the context of Wedderburn theory. For example, one would like to know if an
approximate ∗-subalgebra of a full matrix algebra is in fact near an exact ∗-subalgebra.
Another possible generalization is to consider fermionic operators which anti-commute on dis-
tinct sites rather than commuting; this case was considered in one-dimension in Ref. [4, 10]. One
might also combine these two possibilities, so at least four interesting cases exist, depending on
whether one requires strict locality or not and depending on whether one considers fermions or not.
Here we consider the definition above, which is the case of strict locality without fermions. We
expect that the arguments in the topological section can be extend to the fermionic case without
difficulty.
There are at least three interesting classification questions one might consider. The first question
is whether a given QCA can be described by a quantum circuit of bounded depth and range. Two
other questions are “path equivalence”, i.e., whether there is a continuous path of QCA connecting
CLASSIFICATION OF QUANTUM CELLULAR AUTOMATA 3
two given QCA α,β , and “blending”, i.e., given two QCA α,β and two vertex sets S,T , whether
there is a QCA with the same action as α for operators supported on S and the same action as β for
operators supported on T (“blending” is a generalization of “crossover” from Ref. [5]; we use the
term blending to match terminology from topology). We then outline the paper and sketch some
of the results.
Let us recall that in Ref. [5] all of these classification questions were completely answered for
one-dimensional QCA. The key to their result was defining a certain index that was (in that paper)
defined to be a positive rational, with this index being the only obstruction to path equivalence and
blending. It will be slightly more convenient for us to consider the logarithm of the quantity that
they defined. We call this logarithm the GNVW index after the authors of Ref. [5], i.e., the GNVW
index is equal to log(p/q) for integer p,q. Sometimes we also use the physically suggestive word
“flux” for this logarithm.
We use Id to represent the identity QCA and I to represent an identity operator. All algebras that
we consider are ∗-algebras.
1.1. Path Equivalence. The second interesting classification question is whether or not two dis-
tinct QCA α0,α1 can be connected by a continuous path αs while keeping the range of the QCA
αs bounded by some R′ which is a constant times the range R of α0, with the constant independent
of system size, local Hilbert space dimension, and all other data. Since we study finite systems,
by a “continuous path” we simply mean a continuous path of unitaries acting in some finite di-
mensional unitary group, i.e., we use a subspace topology where we restrict to unitaries which
obey the locality conditions; for an infinite system it must be defined more carefully. However, we
will consider a slightly different question. Similarly to what is done when studying phases of free
fermion Hamiltonians[7, 8], we consider two modifications of this question.
First we define equivalence of QCA by paths:
Definition 1.1. Given two QCA α,β with the same graph G for each and the same Hilbert space
on each site for each, we say that they are R′-path equivalent if there exists a continuous path of
QCA αt with range R′ with α0 = α,α1 = β .
Our first modification of the question is to modify the notion of equivalence by considering
a broader notion of equivalence that allows stabilization by tensoring with additional degrees of
freedom, just as is done when considering free fermionic phases. For each site, we will define a
way to increase the Hilbert space dimension on that site. If site i had some Hilbert space dimension
di, we allow one to increase the Hilbert space dimension by increasing the dimension to did′i for
any positive integer d′i . This may be done for any number of sites; we refer to the tensor factor of
dimension di as the “original degree of freedom” on that site and the tensor factor of dimension d′i
as the “ancilla degree of freedom on that site”. We replace the QCA α by α⊗ Id, where α acts on
the original degrees of freedom and Id acts on the ancilla degrees of freedom. This motivatives our
next definition:
Definition 1.2. Given two QCA α,β with the same graph G for each, we say that α,β are stably R′-
equivalent if one may tensor with additional degrees of freedom so that α⊗ Id is R′-path equivalent
to β ⊗ Id.
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Note that α,β may have different Hilbert space dimensions on each site from each other, and so
we may tensor with degrees of freedom with certain dimensions (for example, α may have dimen-
sion 3 for some site, β may have dimension 5, and perhaps for both we increase the dimension to
15) so that the tensor factor Id may differ in α⊗ Id from that in β ⊗ Id.
Remark. For brevity, we will sometimes just say “stably equivalent”, dropping the word “path”
and the R′ if one can pick R′ = O(R) independent of system size and Hilbert space dimension.
Remark. Later, we will sometimes describe the tensor process in several steps. For example, for
a single site, we may describe tensoring in some additional degree of freedom with dimension D′,
then another with dimension D′′, and so on; the net effect is just to tensor in one degree of freedom
with dimension D′ ·D′′ · . . ..
The second way in which we modify the question can be explained by an example. Suppose we
have a system with the topology of a two torus. For example, the sites are labelled by a pair of
integers, (i, j), in the range 0,L−1 for some L and we have an edge between sites (i, j) and (k, l)
if i = k±1 mod L and j = l or i = k and j = l±1 mod L. Since we will refer to this graph several
times later, we call it H(L). Suppose we have the same dimension di on each site and suppose α
acts trivially on all sites, except the sites with i = 0, where it acts as a shift: it maps an operator
on (i, j) to the corresponding operator on (i, j+1). This QCA α is not stablyR′-equivalent to the
identity for R′ = O(1); this can be seen by ignoring the i coordinate and regarding this QCA as a
one-dimensional QCA with sites labelled by j. Then, this one-dimensional QCA has a nontrivial
GNVW index, and hence it is not path equivalent to Id.
This nontrivial index for the one-dimensional QCA is a simple example showing the application
of the index theory to higher dimensions; section 2 considers this in more generality. Indeed, two
independent GNVW indices can be described for any QCA on a torus as one may ignore either of
two coordinates (and other indices can be defined via Eq. (21 later).
However, at the same time, we certainly would not like to consider this QCA as describing some
interesting, truly two-dimensional behavior since it is simply an example of a one-dimensional
shift QCA. The way we will deal with this question is that we will show that some QCA is stably
equivalent to another QCA which acts trivially on all sites except those on some lower dimensional
subset; for example, in this case, the QCA acts trivially everywhere except on one line while in
general on a torus it may act trivially everywhere except on two lines. We will explain this more
precisely later.
Let us describe an interesting modification of this example. Consider the same graph H(L). Let
α act trivially on all sites except those with i = 0 and those with i = L/2. On the sites with i = 0,
it acts as a shift: it maps an operator on (i, j) to the corresponding operator on (i, j+1), while on
the sites with i= L/2 it acts as a shift in the opposite direction, mapping an operator on (i, j) to the
corresponding operator on (i, j−1); let us call these “positive” and “negative” flows respectively.
It is not hard to show that this is O(1)-path equivalent to Id of QCA, as one may simply deform the
two different flows towards each other along the path (i.e., describe a path where first we deform
it to a QCA with a positive flow along the line i = 1 and negative flow along the line i = L/2−1,
then deform to shifts along lines i = 2 and i = L/2−2, and so on, until the lines meet and we can
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cancel the shifts). However, this does not give a quantum circuit of bounded depth and range: the
depth diverges with L.
However, it is possible to give a quantum circuit of bounded depth and range using a trick
reminiscent of the “Eilenberg swindle” in topology as follows. First, find a quantum circuit of
bounded depth and range that has a positive flow for i = 0 and a negative flow for i = −1; this
follows from results of GNVW as we can treat the two lines i = 0 and i = 1 as a single one-
dimensional QCA and the flow for that QCA vanishes. In parallel, create positive flow for i = 2
and negative flow for i = 3 and so on, creating positive flow for 2k and negative flow for 2k+1 for
2k = 0, . . . ,L/2− 1. Then, cancel the negative flow for i = 1 against the positive flow for i = 2,
cancel the negative flow for i = 3 against the positive flow for i = 4 and so on, until all that is left
is the flows for i = 0 and i = L/2. We will give a more detailed treatment of this later, once we
define the incompressible flow in two dimensions.
Also, another subtlety occurs when we ask whether path equivalence to Id implies that something
can be described by a quantum circuit. On a finite system, if the path is smooth enough, we can
describe the QCA by conjugation by some unitary U written as
U = S exp(
∫ 1
0
ηsds),
where the notation S means that we are computing an s-ordered exponential and ηs is some anti-
Hermitian matrix. One question is whether ηs is a sum of uniformly (in system size) bounded local
operators (in the example above, the path where we moved the two paths each a distance of order
L would not allow ηs to be a sum of uniformly bounded local operators as we deform the paths by
a distance L over the same interval of s; however, the other path where we created and cancelled
pairs of flows does allow ηs to be written as a sum of uniformly bounded local operators). Another
problem though is whether or not this evolution can be described by a quantum circuit; certainly
it can be approximated by a quantum circuit, but that only approximates the final unitary. We do
not consider these questions further; for the particular case of two-dimensions, we are fully able to
understand when a QCA can be described by a quantum circuit and we do not yet consider higher
dimensional cases beyond the discussion in section 2.
1.2. Blending. The third classification question is blending. We define:
Definition 1.3. Let α,β be QCA. We say that α,β ‘agree on S if α(O) = β (O) for all O supported
on S.
Definition 1.4. Given two QCA α,β and given two sets S,T , we say that a QCA γ blends between
α on S and β on T if γ agrees with α on S and γ agrees with β on T .
Now, an interesting question is: given two QCA, α,β , both of range R, and which are disjoint
with large distance between S and T , does there exist another QCA γ of range O(R) which blends
between α on S and β on T ?
1.3. Families of QCA and Circuits. As noted at the start, we actually consider families of QCA.
Our use of the big-O notation O(R) above, for example, implicitly refers to a family of QCA all
with the same range. Families are mostly implicit, rather than explicit, in this paper, but we now
discuss this point further.
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As an example, consider a QCA with range R on a circle. So long as R is much smaller than the
circumference C of the circle, the GNVW index is well-defined. However, composition of QCAs
will increase the range, so that for any finite system eventually the range will become comparable
to C and the index will not be well-defined. Indeed, for any finite number of degrees of freedom
on a circle, a shift (even a shift by a single site) will have finite order. Families of QCAs give
a mathematically precise solution to this problem: for a control space which is some manifold,
each family consists of a sequence of QCAs on the same control space, with the radius of all QCA
being fixed at O(1) and with the metric on the control space being rescaled in the family so that
the injectivity radius of the control space diverges. Then, any finite composition will give an index
which is well-defined for all but finitely many QCA.
Note that, given an arbitrary family of QCA on the same control space, it is possible that different
QCA in a family have different values of the indices that we define. We show, however, that given
two families F1,F2 of QCA, such that the indices of the QCA in F1 differ from the corresponding
indices in F2, it is not possible to relate F1 to F2 by a family of fdqc. Nevertheless, the reader may
wonder if there is a good way to define a family of QCA so that all QCA in the family are related
by an fdqc (and as a result all but finitely many will have the same value of the indices we define).
We propose the following definition. Before giving the definition, let us rescale the metric for each
QCA in the family, so that all QCA in the family have the same metric on the same control space
so now the sequence of QCA α1,α2, . . . in the family have ranges R1,R2, . . . with Ri! 0 as i!∞.
Let us fix Ri = 2−i. Then, we define:
Definition 1.5. Such a family of QCA is “uniform” if there exists a constant c such that for all i,
QCA αi is stably cRi-equivalent to αi+1.
Remark: We have chosen to focus only on the equivalence of αi to αi+1. If we instead consider,
for example, the equivalence of αi to αi+100, this involves two QCA with very different scales and
so the stable path equivalence involves QCA that are very nonlocal compared to αi+100. However,
the definition above implies that αi is stably cRi equivalent to α j for all j > i. Also, we have fixed
Ri = 2−i so that Ri+1 is not much smaller than Ri.
Remark: as an example consider a family where αi is a shift by one on a circle with 2i sites.
This family is uniform because αi is stably equivalent to αi+1 as follows. Tensor in an additional
2i sites in between the existing sites so that the result is a shift by two on half the sites. Then this
is connected by an fdqc to αi+1.
1.4. Outline and Results. In section 2, we use apply the one dimensional index theory to higher
dimensional QCA. One of the results (on additivity of flux when summing homology classes) will
require applying the two dimensional theory that we develop in section 3. In this section, we do
not refer specifically to the graph when defining a QCA, but simply consider some manifold as a
control space, and assume that degrees of freedom correspond to points within the control space,
with the QCA being short range with respect to some metric in the control space. In this section,
the existence of a nontrivial index (or indices) for some QCA will imply that it is not stably path
equivalent to Id. However, in this section we do not consider questions of blending or of whether
a QCA is path equivalent to some QCA which acts trivially except on some lower dimensional
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subspace. This is because one can generate QCA with nontrivial indices using QCA which are
shifts on essential cycles of the manifold.
In section 3, we push the algebraic methods further in two dimensions. Here we consider ques-
tions of blending. Roughly, we show that every QCA in two dimensions can be blended to the
identity QCA outside any disc. This allows us to give a full classification in terms of the first
homology group.
Finally, in section 4, we consider the real projective space RPn as an interesting examples of a
control space. Here there is an interplay of the topological and algebraic methods.
2. GNVW INDEX IN ONE DIMENSION AND HIGHER
We now use topological methods to apply the index theory in higher dimensions. In this section,
all QCA will be considered up to stabilization, whereby we tensor with the identity on any addi-
tional, locally finite, degrees of freedom called ancilla. In this section, we describe the locality of
the QCA using a more general control space X , rather than just a graph G.
In subsection 2.1, we review the GNVW index. We modify slightly the GNVW discussion and
also use the more physical word flux for the index. In subsection 2.2, we also establish some
multiplicativity properties for flux under finite covers which can be interpretted as naturality for
fα under certain finite covers (Theorems 2.1A, 2.1B, and 2.1C). In subsection 2.3 we will prove
(Theorem 2.4) that on any higher dimensional manifold (or simplical complex) X , for R > 0, but
sufficiently small for any R QCA α , there is a well-defined flux fα ∈H lf1 (X ;M)/torsion. The group
structure of QCA are also studied. Subsection 2.4 gives information on QCAs defined on products
X×R, also from topological sources. It shows how to replace a general QCA with a periodic one,
retaining a “germ.”
Finally we note that although not treated here, [4, 10] gave a quite satisfactory fermionic gener-
alization of the GNVW index (or flux). The new feature is that the values are now in the Z-module:
M′ = M∪ 1
2
M
The Majorana fermion with quantum dimension
√
2 can now also flow about leading to halves
of logarithms. Presumably all the theorems of this section can be put through their fermionic
machinery to yield natural generalizations.
2.1. Review of GNVW Index. We now review the GNVW index. We will work initially with the
case where the control space X = R (reals), {xi} = Z (integers), and R = 1. The other 1D cases
with sharp cut-off R > 1 readily reduce to this one by clustering sites. Later we progress beyond
these 1-dimensional cases but much is still unknown in higher dimensions.
Note. When {xi} is infinite the ⊗i symbol stands for the direct limit over the net of finite tensor
products. Correctly scaled, this becomes the hyperfinite type II factor. However, the reader may
freely assume {xi} have a large period and that X is a large circle, and later that all graphs G are
also compact. Infinities play no essential role in our discussion.
We work in the category of finite dimensional, unital ∗-algebras over C. Suppose A⊂ B1⊗B2.
Definition 2.1. The support algebra S(A,B1) is
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(1) The smallest S s.t. A⊂ S⊗B2, or
(2) The intersection of all S′ s.t. A⊂ S′⊗B2, or
(3) The algebra generated by {Av,µ}, where {Aµ} is a basis for A and {Eµ} a basis for B2
and Av = ∑µ Av,µ ⊗Eµ . Note that diagramatically
Av,µ = Aµ
J1
J1
Eµ
J2
J2
where = IdB2 and = trB2
S(A,B2) is similarly defined switching 1 ! 2.
Lemma 2.1. Inside B1⊗B2⊗B3, assume A⊂ B1⊗B2⊗ Id, and A′ ⊂ Id⊗B2⊗B3. If A and A′
commute, [A,A′] = 0, then [S(A,B2),S(A′,B2)] = 0.
Proof. Write Av = ∑µ Eµ ⊗Av,µ , A′v′ = ∑µ ′ A′v′,µ ′⊗E ′µ ′ , then
0 = [Av,A′v′ ] = ∑
µ,µ ′
Eµ ⊗ [Av,µ ,A′v′,µ ′]⊗E ′µ ′
Since {Eµ⊗E ′µ ′} are linearly independent, in fact a basis of B1⊗B3, all [Av,µ ,A′v′,µ ′] = 0 imply-
ing the two support algebras commute.
Alternative diagramatic proof:
Av,µA′v′,µ ′ =
Eµ
Av
A′v′ Eµ ′ =
Eµ
Av
A′v′
Eµ ′ =
apply
hypothesis
in dotted box
=
Eµ
E ′µ ′
Av
A′v′
= Eµ
Av
A′v′ Eµ ′
= A′v′,µ ′Av,µ 
Recall that we have grouped sites if necessary so that R= 1. Next we group these sites {xi}= Z
in pairs along the control space X = R. Let us draw a diagram indicating the support of certain
source and target operator algebras. LetOi =End(Hi). The support algebras S lie in End(H2i+1)⊗
End(H2i+2). We denoted End(Hi) by Oi.
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O2i−1
S2i−1
S2i S2i+1
S2i+2 S2i+3
S2i+4
O2i O2i+1 O2i+2 O2i+3 O2i+4
FIGURE 1
Legend: S2i+1 = S(α(O2i⊗O2i+1),O2i+1⊗O2i+2) and S2i+2 = S(α(O2i+2⊗O2i+3),O2i+2⊗
O2i+2).
Lemma 2.2 (“Columns Commute”). [S2i+1,S2i+2] = 0.
Proof. Apply Lemma 2.1 to the two subalgebras α(O2i⊗O2i+1) and α(O2i+2⊗O2i+3) of (O2i−1⊗
O2i)⊗(O2i+1⊗O2i+2)⊗(O2i+3⊗O2i+4), using the fact thatO2i⊗O2i+1 andO2i+2⊗O2i+3 com-
mute by disjointness. 
Lemma 2.3. All distinct support algebras Sx, x ∈ Z commute.
Proof. Those not in the same column clearly commute since their supports are disjoint. 
Lemma 2.4. O2i+1⊗O2i+2 = S2i+1⊗S2i+2. By Wedderburn’s classification of simple ∗-algebras
this implies that each of the support algebras Sy is a full matrix algebra.
Proof. Clearly S2i+1⊗S2i+2⊂O2i+1⊗O2i+2. If the inclusion is proper, then there is a z∈O2i+1⊗
O2i+2, not a multiple of Id, which commutes with S2i+1⊗S2i+2. But again by disjointness z would
commute with all the S and therefore commute with all of Im(α) =A, contradicting Wedderburn’s
Theorem that full matrix algebras are simple. 
Lemma 2.5. α(O2i×O2i+1) = S2i⊗S2i+1
Proof. From the definition of support algebra,
(1) α(O2i⊗O2i+1)⊂ S2i⊗O2i+1∩O2i⊗S2i+1 = S2i⊗S2i+1,
the last equality follows by expanding elements on a tensor basis.
If the inclusion were proper, there would be by Wedderburn’s Theorem a z in the full matrix
algebra S2i⊗S2i+1, not a scalar multiple of the identity, such that [α(O2i⊗O2i+1),z] = 0.
But by Lemma 2.2, z commutes with S2i+2 and S2i−1. By disjointness z also commutes with the
more distant columns, the other S. From Eq. (1), z commutes with α(O2 j⊗O2 j+1) for all j. So
z commutes with Im(α). But α is an automorphism of A so Im(α) = A, implying a non-scalar
element α−1(z) of Center(A), a contradiction. 
Now we take dimensions (“decategorify”) the isomorphism. It is actually more convenient to
take the 12 logdim. The log makes things additive (to agree with our intuition of flux) and the
conventional 12 means we are taking log(Hilbert space dimension) rather than log(Endomorphism
algebra dimension). Let
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f1
f2
f3
f1 = f2+ f3
FIGURE 2
ox =
1
2
log(dimOx), sx = 12 log(dimSx)
From Lemmas 2.4 and 2.5 we have
(2) o2x+o2x+1 = s2x+ s2x+1 and o2x+1+o2x+2 = s2x+1+ s2x+2,
which implies a well-defined flux—independent of x— f (α):
(3) f (α) = s2x+1−o2x+1 =−(s2x−o2x) =−(s2x+2−o2x+2)
for all x.
If we choose base 2 logarithms and all our degrees of freedom are qubits (or tensor products of
qubits) then flux is integer valued, and for the generalization to higher dimensions which we soon
treat it is sufficient to focus on this case to understand the arguments. Essentially, the different
primes do not interact.
However, in general flux takes values in M = {logQ} logarithms (say base 2) of rationals, which
we regard as a module over Z, with the integers acting via multiplication on the logarithms. What
we have just derived is that for a QCA α on R, f (α) ∈M. With very little extra work we have:
Theorem 2.1. Let G be any locally finite graph whose edge lengths all exceed 2R, then to a R-QCA
α on G there is a well-defined flux f (α) ∈ H lf1 (G;M) in the first homology of G with coefficients
in M. The correct homology is the one based on “locally finite” chains. If the degrees of freedom
are all qubits we may replace M by the integers Z. If the graph is finite we may drop the “lf”
superscript.
Proof. The key principle was established in Eq. (3): the computation of flux is local and the same
answer is obtained by doing the computation in different places. To check that flux, when locally
computed on (temporarily oriented) edges of sufficient length (> 2R), obeys the cycle condition,
we must see that oriented sum around any vertext vanish as in Figure 2:
This is proven by locally projecting the degrees of freedom to an oriented line—in the case
above identify the two segments labeled f1 and f2 and then applying (3).
Note on stability: The quantity flux(α) is stable for two reasons, with potentially different
scope of application. First, since flux(α) can be calculated near any point on R and the same value
will be obtained at different points, any deformation which can be expressed as a composition of
deformations αt with support smaller than 2R must leave flux(αt) unchanged. Also if there is a
QCA α which agrees with α0 in one interval in R and α1 in another disjoint interval, then flux(α0)
= flux(α1); QCAs of different fluxes cannot be blended together. Local compatibility is a very
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general principle and one could imagine applying it beyond the case of finite dimensional degrees
of freedom treated above, e.g. to type II factors.
An even sharper source of stability, but one dependent on the integral dimensions of the local
Hilbert spaces, is the total disconnectedness of the set M = log(Q) in which possible flux values
lie. If αt changes continuously the values of flux(αt) must stay constant. 
2.2. Coverings, Immersions, and Homology. In this subsection we employ topological tricks to
extract as much information as possible from the 1D definition (GNVW) of index or “flux.” The
most fundamental trick is dimensional reduction given a control space X and a map g : X ! G, to
a 1D space, a graph G, if all point preimages of g are compact we may replace degrees of freedom
in X located at {xi} with their images {g(xi)} located in G. (It is immaterial if g(xi) = g(x j), i 6= j.)
Control in X will imply control in G. Then in G we may apply the 1D theory recalled in subsection
2.1. A space such as a torus can be reduced to a 1D circle in many ways, and this will be important
for us.
Another topological idea is that of germ. The word is from function theory, if f : R! R,
f (0) = 0, is any real function fixing the origin, its germ is the equivalence class of f |U, U any
open set containing 0, where equivalent means equal on U∩U′. Intuatively germ means a tiny, but
important, piece of something larger.
In that spirit, suppose we have QCA on a d-manifold Y containing a (d− 1)-submanifold W
with trivial normal bundle neighborhood W × (−1,1) ⊂ Y and the interaction radius R of a QCA
α on Y is small w.r.t. the thickness of the normal bundle, say, R << 0.1, then α|W×(−1/2,1/2),
the germ of α near W , is not strictly speaking always a QCA because the edges may be ragged:
d.o.f. hopping on and off under α . Instead of an automorphism of algebras we have embedding
(∗-isometries into):
AW×(−0.5,0.5)
α|
−!AW×(−0.6,0.6)
α−1|
−−−!AW×(−0.7,0.7)
so that the composition is IdAW×(−0.5,0.5) composed with the inclusion Inc: AW×(−0.5,0.5)!AW×(−0.7,0.7).
Note. If we dimensionally reduce W × (−0.5,0.5) to (−0.5,0.5) the discussion of subsection 2.1
produces a well-defined GNVW Index (flux) near 0 despite the fact that the system has edges. Thus
we may speak of the flux of α crossing W when R is sufficiently small.
We will use the fact[7] that QCAs can be pulled back under covering space projections and,
more generally, immersions. The latter case is conceptually similar to the germ concept in that
there is also a ragged edge so the QCA is not pulled back precisely to an automorphism but rather
a germ on a somewhat reduced region as in the previous discussion.
As the methods will be different, we divide this subection into subsubsections 2.2.1,2.2.2,2.2.3,
dealing respectively with QCAs of manifolds of dimensions 2, 3, and 4, respectively. However,
in each subsection the result is the same homological multiplicativity formula that would arise if
the flux f of quantum information were merely a classical flow. Since we know the situation to be
richer than that[6] these results supply a “lower bound” on the classical behavior.
Theorem 2.2. Let α on W × [−12 , 12 ] be the germ of a QCA on a closed orientable hypersurface
W of dimension d−1 for d ≤ 4. Let W˜ pi−!W be an n-sheeted covering space, n a natural number,
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and α˜ on W˜ × [−12 , 12 ] be the pulled back QCA, α˜ = pi∗(α). Then the flux across W and W˜ satisfy
flux(α˜) = nflux(α). Said homologically flux(α) ∈ H lf1 (W × [−12 , 12 ];Z) and flux(α˜) ∈ H lf1 (W˜ ×
[−12 , 12 ];Z) satisfy:
pi∗(flux(α˜)) = deg(pi)(flux(α))
The three cases d = 2,3,4 are theorems 2.1A, 2.1B, 2.1C.
2.2.1. Proof of Theorem 2.2 for d = 2. Following standard 2D notation, we write γ for a simple
closed curve (scc) on W , C for the collar, γ× [−0.5,0.5], and Σ for an ambient surface containing
the germ.
So we consider a QCA with some small range R on a surface Σ, with scc γ ⊂Σ and C a cylindrical
tubular neighborhood around γ with injectivity radius much larger than R.
Σ
γ
C
C′
R
FIGURE 3. α acts on operator R, almost preserving locality
Lemma 2.6. A germ of α near γ may be imported into a twice-punctured torus T−− with γ parallel
to one of the punctures.
Note that for Σ as drawn in Fig. 3, we may just restrict α to (most of) C′ ∼= T−−. The work
comes when, for example, Σ is itself a torus where there is no “extra” genus.
But the “work” is quite easy given the Kirby torus trick, introduced in this context in [7]. One
merely immerses T−− in C, sending the (say) left puncture to a parallel copy of γ and then pull
back the restriction of α to T−−. Figure 4 shows explicitly how to do this.
Note. Locality of the calculation of flux in a one-dimensional reduction shows that the flux of
“pulled back α” through the two ends is the same as f (α)(γ).
Lemma 2.7. T−− admits an irregular 3-fold cover schematically drawn in Figure 5. The preimage
of one puncture is a circle; the preimage of the other puncture is three circles.
CLASSIFICATION OF QUANTUM CELLULAR AUTOMATA 13
γ
C
Immersed copy of T−− (bands give the genus)
bands should be much
thicker than R
FIGURE 4
m
lx y
C′
FIGURE 5
Proof. pi1(T−−) ∼= Free(l,m,x); define a homomorphism θ from this group to the permutation
group S(3) by:
θ(l) = (1,3,2)
θ(m) = (2,3)
θ(x) = (1,2,3)
Now the element y corresponding to the right puncture is sent to the identity e ∈ S(3):
(4) y = [m, l]x, θ(y) = θ [m, l]θ(x) = (2,3)(1,3,2)(2,3)(1,2,3)(1,2,3) = e
Let the irregular cover correspond to the pulled back group H:
Since θ(x), θ(x2) /∈ Z2, x and x2 /∈ H, explaining why the left puncture is covered by a single
circle, whereas y ∈ ker(θ) and in particular y ∈H, so the right puncture is covered by three circles.

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Free(l,m,x)
H
S(3)
Z2= {e,(1,2)}
(or any other Z2 subgroup)
θ
↪! ↪!
There is a straightforward generalization to n-fold irregular covers replacing S(3) with the dihe-
dral group D(n) of order 2n.
D(n) = {r, t|r2 = e, tn = e,rtr = t−1}
Define θn : pi1(T−−)! D(n) by:
θn(l) = t−1
θn(m) = r
θn(x) = t−2
θn(y) = θn([m, l]x) = rt−1rtt−2 = e.
Now construct the irregular n-fold cover corresponding to the pulled back subgroup Hn:
Free(l,m,x)
Hn
D(n)
Z2 = {e,r}
θ
↪! ↪!
There are two cases. If n is odd θ(x) has order n, if n is even θ(x) has order n2 . Also the
normalizer N(Z2) of Z2 in D(n) is Z2 for n odd and the Klein group {e,r, tn/2,rtn/2 ∼= Z2⊕Z2} for
n even. The covering group of this irregular cover is, of course,
(5) N(Hn)/Hn ∼= N(Z2)/Z2 ∼=
{ {e}, n odd
{e, tn/2} ∼= Z2, n even
Consequently, for n odd the preimage of x is one circle of “length” n, and for n even is two
circles of length n2 permuted by the covering group. Since θ(y) = e, y ∈Hn, for all n, the preimage
of y consists of n circles. This establishes:
Lemma 2.8. T−− admits an irregular degree n covering space, with preimage γn circles and
preimage x one (two) circle(s) n odd (even).
Proof. The total space for n odd is a genus n+12 surface with one puncture covering x and n punc-
tures covering y. For n even the total space is a genus n2 surface with two punctures covering x and
n punctures covering y The genus is computed using multiplicity of the Euler characteristic under
cover. 
Theorem 2.1A. Given a germ of a 2D QCA α on a surface containing a scc γ , denote the GNVW
flux of α across γ by fγ . Let C be a cylindrical neighborhood of γ (large w.r.t. the interaction radius
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R of α) and Cn, γn, and αn be the n-fold cylic covers. In the cover the GNVW flux fαn satisfies:
fαn = n fα
. . .
γn
genus = n+12
C˜′
C′
...
degree n, odd
C′
degree n, even
C˜′
γn/2
γn/2
. . .
genus = n2
...
FIGURE 6
Proof. The proof is to apply Lemmas 2.7, 2.9, and dimensional reduction (i.e. aggregation of
sites). We do not decorate α as we modify it. The local nature of computation of flux (not local in
the transverse direction but in the linear direction after aggregation of sites) implies:
fγ,C(α) = fγ,C′(α)
and
n fγ(α) = n fγ,C′(α) = f
right
(y)−1,C˜′
(α) =
! well-definedness of GNVW index in 1D
f left
(x)−1,C˜′
(α) =
{
fγn(α), n odd
2 fγn/2(α), n even

Theorem 2.1A follows directly for n odd. For the general integer k, odd or even divide the
equation by 2 to obtain the theorem:
2k fγ(α) = 2 fγn/2(α)

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2.2.2. Proof of Theorem 2.2 for d = 3. In the previous subsection 2.1A we gave a topological
proof of Theorem 2.2 that for a QCA on a surface the GNVW-flux across any circle is multiplica-
tive under unwrapping the circle in a finite cover. We now give related, but conceptually distinct,
topological proof that GNVW flux of a QCA across a hypersurface is again multiplicative in fi-
nite covers when the QCA is acting with sufficient locality near the germ of hypersurface Y in a
manifold of dimension 3 (the hypersurface is a closed 2D surface). We consider here only ori-
ented manifolds and oriented hypersurfaces. This leaves out an interesting case we would like to
understand RP2× (−0.5,0.5).
We first consider a germ of a QCA of small interaction radius R on Y × (−0.5,0.5), Y a closed
oriented surface.
Lemma 2.9. Let Y be a closed oriented (d−1)-manifold. Let Z ft↪−!Y ×R be a regular homotopy
of immersion of a closed oriented (d−1)-manifold in Y×(−0.04,0.04), where R<< 0.1, t ∈ [0,1].
For any QCA α with range R sufficiently small (w.r.t. ft) the GNVW flux of α across ft(Z) is well-
defined and independent of t.
Proof. The orientation trivializes the normal bundle to Z as Z×R. The pulling back the QCA α
to Z×R we obtain a new QCA on Z×R and may determine its flux. The regular homotopy ft
may be partitioned so that for any t the homotopy is supported in a small ball whose width in the
R direction is << 0.1. This means that at any time t we may locate a representative hypersurface
Zt across which the GNVW flux is not changing at time t, because Zt ∩ (support ft) = ∅. This
implies that the flux does not vary as a function of t. 
It is instructive to see an example of two regularly homotopic immersions (in this case of a circle)
which do not co-bound an immersion of a manifold of one higher dimension (in this case a surface).
Figure 7 shows two circles γ1 and γ2, one embedded and one immersed in an annulus. They are
regularly homotopic (the dotted line suggests an intermediate stage of the regular homotopy) but
do not cobound any immersion of a surface.
γ1
γ2
annulus
FIGURE 7
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The reason this is possible is that “regular homotopy” implies a 1-parameter family of maps
whose differential has rank one, whereas an immersed surface implies a differential of rank two, a
stronger condition.
To prove there is no immersed surface Σ connecting γ1 and γ2 use the maximal principal to show
that image(Σ) would be contained within the outer contour of γ2. Then inspecting image(Σ) near
the leftmost kink yields a contradiction.
Theorem 2.1B. Let Y be a closed surface and c : T ! Y an n-sheeted covering. Let α be a QCA
on Y ×R, or germ of a QCA on Y × (−0.5,0.5), with GNVW-flux f (α) = a. Then the pull back of
α , αn, on T ×R has GNVW-flux F(αn) = na.
Proof. Consider the map C : T ∏(−Y1 ∏· · · ∏−Yn) := T+! Y ×R defined by C(T ) = c(T )× 0,
C(−Yi) = c(Yi)× i. The− sign refers to reversed orientation. Image(C) is a null homologous cycle
so it bounds an integral 3-chain in Y ×R. A three-dimensional integral chain bounding a surface
such as T+ can always be assumed to be a map g from an oriented 3-manifold with boundary
equal T+. We would like, ideally, to approximate g, relative to the boundary T+, by an immersion.
Unfortunately immersion theory is only operative in the range where the relative handles to be
immersed, the handles of (X ,T+), have index less than the ambient dimension, in this case 3, into
which they are to be immersed. Beyond this dimension requirement, the only other hypothesis of
the Smale-Hirsch theory is that the map to be approximated by an immersion must be covered by a
tangent bundle injection. Since all oriented 3-manifolds are parallelizable, the latter is for free, and
the dimension hypothesis is achieved by puncturing X , removing the interior of a 3-ball, to obtain
X− with ∂X− = ∂X ∪S2 = T+∪S2, S2 a 2-sphere, now the restricted map g− : X−! Y ×R may
be approximated by an immersion g˜ : X−! Y ×R.
Pull α back via g˜ and dimensionally reduce X− to a tree joining n+ 2 vertices, one for each
boundary component: T , Y1, ..., Yn, S2, to a base point. Apply additivity of GNVW flux to trees
and high girth graphs (Theorem 2.1) to obtain:
fα(αn) = n f (α)+ fα(g˜(S2))
This is the desired formula except we must show that the correction term fα(S2) representing
GNVW flux escaping through the immersed 2-sphere g˜(S2) is zero. For this we use Lemma 2.9.
Since g˜ ' g− are homotopic, g˜|S2 is homotopic to a small round 2-sphere h imbedded in Y ×
R. Because pi2(SO(3)) ∼= 0 the choice of tangential data normally associated with an immersion
is unique. Consequently g˜|S2 is regularly homotopic to the small round 2-sphere h. Again by
dimensional reduction, there is a “Gauss Law” fα(h(S2)) = 0 and by Lemma 2.9
(6) fα(g˜(S2)) = 0,
completing the proof. 
Note that as in Figure 7 one should not expect that there is actually an immersion of X− into
Y ×R which embeds ∂ (X−), but using Lemma 2.9, we see that this is not required to complete the
argument.
Note. The proof of Theorem 2.1B cannot be adapted to prove Theorem 2.1A. The reason is that
pi1(SO(2)) ∼= Z2 6= 0. If we followed the logic of Theorem 2.1B to construct an immersion of say
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a punctured “pair of pants” joining one degree 2 circle to two degree 1 circles we would find the
framing obstruction around the puncture to be = 2, so the puncture circle would not be regularly
homotopic to a trivial embedded circle having framing obstruction = 1. The model for this is to
take the 2-fold branched cover b of a cylinder C by a pair of points P and notice that if the branch
point p ∈ P is deleted to form P− then b|P− : P−!C maps the puncture to a degree 2 loop. See
Figure 8.
C
PP
b/P− image of loop around puncture P
180◦
FIGURE 8
2.2.3. Proof of Theorem 2.2 for d = 4.
Theorem 2.1C. Let Y be a closed oriented 3-manifold and c : T ! Y an n-sheeted covering. Let
α be a QCA on Y ×R, or a germ of a QCA on Y × (−0.5,0.5), with GNVW-flux f (α) = a. Then
the pull back of α , αn, on T ×R has GNVW-flux f (αn) = na.
Proof. Just as before construct a null homologous (integral) cycle C : T ∏(Y1, ...,Yn) := T+ !
Y ×R. Dimension 4 is the last dimension where a bounding integral chain can always be assumed
to be the image g(X) of a connected manifold X . In fact, choosing a spin structure on Y , T+ inherits
a spin structure and there is no loss of generality in assuming X has a spin structure extending the
one on ∂X = T+. (Technically this can be proven from the Aliyah-Bott spectral sequence which
computes spin bordism from (oriented bordism) ⊗ spin bordism (pt.) as its E1 term. But it is
geometrically rather direct, since spin bordism of a point vanishes through dimension three.)
Again to apply immersion theory, puncture X to obtain X− and an immersion g˜(X−) bounding
T+ ∏g˜(S3), and obtain:
(7) f (αn) = n f (α)+ fα(g˜(S3)),
where f (αn) is the flux in through T , f (α) the flux out through each copy of Y and the third term
any GNVW flux that might pass through g˜(S3).
Again g˜(S3) is homotopically trivial in Y×R but now the framing choices and therefore potential
regular homotopy classes for the 3-sphere are innumerated by pi3(SO(4)) ∼= Z ⊕ Z. According
to Milnor [9] the two factors are generated by left and right quaternion multiplication, l and r
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respectively, and in these coordinates the two four-dimensional characteristic classes of the tangent
bundle of a spin 4-manifold are given:
Pontryagin class: p1 = 2(l− r), and
Euler class: χ = l+ r
(8)
We have the freedom to rechoose the bounding spin manifold X by connect summing to it any
closed spin 4-manfiold M. Consider three possibilities.
If M is the K3 surface K, we have
p1(K) = 48
χ(K) = 24
(9)
If M is J = S1×S3 # S1×S3, then
p1(J) = 0
χ(J) =−2(10)
and if M is L = S2×S2, then
p1(L) = 0
χ(L) = 4
(11)
Also note the symmetries:
p1(M) =−p1(−M), and
χ(M) = χ(−M)(12)
Take 48 copies of T+ bounded by 48 copies of X−. Now connect sum the 48 copies of X−
together and tube together the 48 punctures to produce a connected manifold V− with one puncture
bounding 48(T+). Immersing V− into Y ×R, we find Eq. (7) becomes:
(13) 48 f (αn) = 48n f (α)+ fα(g¯(S3)),
where g¯ is the immersion of S3 made by tubing together the 48 individual copies of g˜(S3).
From lines 9 through 11, we can add vectors of the form (48s,48t) ∈ Z ⊕ Z to the framing
obstruction around g¯(S3) by adding copies of ±K, L, and J to #
48 copies
(X−). Since g¯(S2) is made
by tubing (connected sum) 48 disjoint copies of g˜(S2) together its framing obstruction vector is
already divisible by 48. Consequently this freedom allows us to change #
48 copies
(X) to bring the
framing obstruction around g¯(S3) to (0,0). Now as in Theorem 2.1B, g¯(S3) is regularly homotopic
to a small round sphere and the Gauss law now applies to show the correction term in lines (7) and
(12) vanishes, proving Theorem 2.1C. 
If one pushes on to still higher dimensions, the line of reasoning we present runs into difficult
questions in algebraic topology, for QCA on manifolds of dimension ≥ 5i multiplicativity in finite
covers of GNVW flux across hypersurfaces remains an open question.
While the behavior of flux under finite cover is generally unknown when dim(Y ) d− 1 ≥ 4,
some special cases are readily handled by dimensional reduction. For example:
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The case of hypersurfaces diffeomorphic to d−1 torus T d−1, all finite covers can be produced by
unwrapping one direction at a time. This is because a n-fold cover has a order n, abelian group G of
covering translations, G= Zd−1/H, H a rank d−1 subgroup of Zd−1 of index n. Necessarily H is a
normal subgroup and the quotient G abelian. G may be factored as a product∏d−1i Ci∼=G of cyclic
group, with the sequence of “unwrappings” given by the subgroups pi−1(∏d−1i= j C1), j= 1, . . . ,d−1,
where pi : Zd−1! G is the quotient map.
Then, by repeated use of dimensional reduction one may show that for any T ′! T d−1 which is
a degree n cover of the (d−1) torus:
(14) n fT (α) = fT ′(α˜)
2.3. Group structure and additivity of flux. As also noted in [6] we have the following two
results:
Lemma 2.10. Over any acceptable control space X, the finite depth quantum circuits (fdqc) con-
stitute a normal subgroup of the QCA and the quotient group QCA/fdqc, which we denote Q(X), is
abelian. As noted in subsection 2.1, all fdqc and QCA are considered up to stabilization, ⊗ Id with
a locally bounded number of degrees of freedom.
Comment on acceptable control spaces X : In the proof below we will need to parse the points
{xi} in the control space X into a bounded number of groups of k(L) “colors” so that no two xi
of the same color are closer than some constant distance L apart. Let us rescale so that no two
distinct xi are closer than distance 1. (To make introduction of ancilla convenient in the proof of
Theorem 2.3 we should relax this to allow two distinct - or any bounded number- xi to map to the
same the same location in X , but this only affects the constant k(L) by that multiple.) To avoid
pathological metrics where no such constant k(L) exists we assume our control space is a subset of
Euclidean n-space or hyperbolic n-space for some n, with the metric induced by inclusion. By the
Nash embedding theorem, the first case allows approximate realization of all metrics on compact
Riemannian manifolds, and compact real semi-algebraic varieties. We include the hyperbolic case
to allow a very broad range of noncompact control spaces, such as hyperbolic n-space, itself. To
sketch the construction of the k-coloring in the hyperbolic case ( the Euclidean case is easier since
there the domains discussed can all be taken to be large n-cubes.) Let D⊂ Hn be the fundamental
domain for a compact hyperbolic n-manifold M; copies of D tile Hn. By the separation require-
ment, there are a bounded number b of control points in each copy of D. Give each such point a
different color. Now since the fundamental group of a hyperbolic manifolds is residually finite[11],
there is a much larger fundamental domain D′ for a large injectivity radius (>> L) , finite cover M′
of M, where i copies of D tile D′, i the index of the cover. Now divide the original colors, each into
i varieties according to the position of D in D′. The tiling of Hn by D′ now induces an i∗b coloring
with the property that points with the same color are always distance > L apart. For embeddings
the coloring is induced by inclusion from the coloring constructed in the ambient space.
Notation: We write QCA, an algebra map, in caps, and fdqc lowercase since it is a unitary, and
becomes a QCA only when acting by conjugation.
Proof. Let c be a fdqc and α a QCA. We may write c = · · ·g2 ◦g1 of local gates (when a substring
is disjointly represented, they can be simultaneously). Conjugating g1 by α expands its range but
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gα1 can still be written as a finite composition of local gates of any desired range (e.g. nearest
neighbor) so gα1 is also fdqc of depth at most a constant c depending on the geometry of the control
space {xi} ∈ X and the range R of α . Similarly, all gαj are depth c fdqc.
These circuits gαi have depth c and width 2R+ r where r is an upper bound to the range of the
original gi. The increase in width causes a small technical problem: How can these wider circuits
be fitted together (without overlapping) to build a new fdqc, cα? Depending on the geometry of
{xi} ∈ X and the range 2R+ r, there is a constant k so that we may k-partition or “k-color” the
original gate supports {S j} (S j might be a pair of nearby sites xi ∪ xk) so that no supports of the
same color are closer than 2R+ r. Then the gates {gαj } can be applied in a partial order which
refines the original partial order on {g j} so that each “layer” within {g j} instead of being applied
simultaneously is applied in k disjoint layers. Thus if c had depth d,
(15) (depth cα)≤ ckd
In particular conjugating a fdqc by α yields a fdqc, establishing normality. 
Theorem 2.3. Q := QCA/fdqc is an abelian group.
Proof. We show that the group structure under composition agrees with the group structure (⊗-
product) under disjoint union, which manifestly is abelian. The argument is summarized in Figure
9 below:
≡ = =
α1
α2
α1
α2
α1
α2
α1 α2
FIGURE 9
The left vertical line represents H = ⊗iH over {xi} ⊂ X (that is, X is imagined normal to the
figure) and the stacking is composition of QCA, α2◦α1. The line to its right represents doubling the
degrees of freedom by introducing for every Hi at xi an identical ancilla at the same location. The
≡ sign represents equality in the quotient group Q. The crossings (under/over has no significance
here) are our notation for the swap operators which at xi swaps the local Hilbert space Hi with
its ancillary partner. Notice that a swap is a fdqc of depth one, so may be added at will without
changing the element in Q. At the far right we have the manifestly abelian group structure. 
It is a natural question which we hope to study later: is Q(X) a grade of some generalized
homology theory of the control space X? In any case we are at least able to identify a map from
Q(X) to a bit of ordinary homology inside Q.
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Let H = H1(X ;M) when X is compact and H = H lf1 (X ;M) in the more general case where X
is permitted to be noncompact. The essential features of this paper can all be cast in the compact
setting where only finitely many degrees of freedom arise but at this juncture we clarify the topo-
logical language required to treat noncompact control spaces X such as the Reals, or, for example,
an infinite n-valent tree.
There is really no loss in assuming X is a manifold, for example, the tree above could be thick-
ened to be 3D and then we could use the boundary of this thickening X , instead of the original X
as our control space. The advantage is that manifolds exhibit Poincare´ duality which is a concep-
tual convenience, so from here on X will be a d-manifold. For any coefficient module N over Z
Poincare´ duality takes these forms:
Hi(X ;N)∼= Hd−i(X ;N), X compact
H lfi (X ;N)∼= Hd−i(X ;N)
Hi(X ;N)∼= Hd−ics (X ;N)
}
X possibly noncompact
where lf denotes locally finite chains meaning formal chains are allowed to be infinite sums as
long as no compact set meets more than finitely many formal simplicies, and cs denotes compact
support, meaning each co-chain is a compactly supported function.
It is known that H lfi (X ;N)∼= lim −−−−−K−compact Hi(X ,X\K;N) and H
i
cs(X ;N)∼= lim−−−−−!
K−compact
H1(X ,X\K;N).
Using shifts, it is easy to build a map s : H(X)! Q(X).
Theorem 2.4. There is a four term exact sequence where T is some unknown torsion subgroup,
possibly trivial.
0! T ! H s−! Q! P! 0
After dividing by Tor, all the torsion in H, we get a spit short exact sequence:
0! H/Tor s Q! P! 0
t
We denote the quotient by P, s is for “shift,” and t is the splitting.
Note 1. If we restrict the degrees of freedom to be qubits, then the coefficients M may be replaced
by the integers Z. In some cases, for simplicity we will argue just in that case if the generalization
is easy.
Note 2. When X is a surface we will see in section 3 that H ∼= Q(X).
Proof. Take graph G ⊂ X carrying H and on G implement a local permutation of sites {xi} and
Hilbert spaces {Hi}carrying degree of freedom Hi so as to induce a local algebra endormoprhism
with any desired flux in H1(G;M); then under inclusion, this maps to the general element in
H lf1 (X ;M). This construction turns out to be unique. To explain why, let us restrict, for sim-
plicity, to the qubit case (integer coefficients) and X compact, where it is sufficient to prove the
following lemma.
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Lemma 2.11. Let G be a graph embedded in a compact manifold (or finite simplical complex X).
Let {xi} be finitely many points distributed on G and P a local permutation with flux(P)∈H1(G;Z)
so that Inc∗(flux(P)) =O ∈H1(X ;Z). Then we may stabilize {xi} with additional points in X (still
denoted {xi}) and extend P to be the identity on these. Then P is a bounded depth composition
of local transposition of {xi}. Here “bounded depth” means that if we assume the spacing of the
{xi} along G is small enough and the stabilization also dense enough that the diameter of every
site-track under this circuit defining P is of arbitrarily small diameter. The diameter will be a small
multiple of the maximum distance that P moves a point.
The well-definedness of the splitting t is proven by applying Lemma 2.11 to G = G1∪G2 and
{xi} = {x1i }∪ {x2i }, and P = P1 ∪P−12 , where (G j,{x ji },Pj) constitute two constructions of t for
j = 1,2.
Proof (sketch) for Lemma 2.11. The main idea is a kind of swindle that allows a bounded sequence
of local permutations to build a cyclic permutation along a null homologous cycle. Figure 10
illustrates the principle for a cycle bounding a disk. Further details are left to the reader.
(Note: All symmetric groups Sn are generated by transpositions, so for n small we do not need
to bother explicitly expressing local permutations as products of transpositions.) 
It remains to construct the splitting t. We will also need the universal coefficient exact sequence
(UCT):
0! Ext1Z(Hi−1(W ;Z),N)! H
i(W ;N)! HomZ(Hi(W,Z),N)! 0
When i = 1 the Ext-term vanishes. Set N = M. If X is compact set W = X , if X is noncompact
set W = (X ,X\K) for K compact in X . We get
H1(X ;M)
∼=
−! HomZ(H1(X ;Z),M)
or in the noncompact case:
H1(X ,X\K;M) ∼=−! HomZ(H1(X ,X\K;Z),M)
lim
−−!
K
(H1(X ,X\K;M)
=
H1cs(X ;M)
∼=
−! HomZ(
lim
 −−
K
H1(X ,X\K;Z),K))
=
HomZ(H lf1 (X ;Z),M)
The lesson is if X is noncompact we take cohomology with compact supports and locally finite
homology. If X is compact one may ignore these decorations. Now taking HomZ we find natural
isomorphisms:
HomZ(H1cs(X ;Z),M)∼=HomZ(H1cs(X ;M),Z)!HomZ(HomZ(H lf1 (X ;Z),M))∼=H lf1 (X ;M)/Torsion
The first and last isomorphism since the module M is torsion free.
On the right we have our proposed home for flux; on the left we have linear functions from
hypersurfaces to M. To see this latter fact note that H1(X ;Z)∼= [X ,S1] homotopy classes of maps
to the circle and, more generally, H1cs(X ;Z)∼= [Xˆ ;S1] where Xˆ is the one-point-compactification of
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Build two counter-rotating rings by a bound sequence of transpositions. To do this note:
· · · · · ·
· · ·
followed by
· · ·
is equal
· · · · · ·
This can be made periodic and a difference in number of sites in these adjacent rows can also be
accomodated locally a replacement of the form:
(A)
Build n such ring pairs and then cancel the inner one locally. Finally cancel R2n−1 with R2n−2, ...,
R3 with R2 leaving only R1.
R1
R2
R3
. . .
R2n−1
(B)
FIGURE 10
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X . By Poincare´ duality H1cs(X ;Z)∼= Hd−1(X ;Z), the linearized hypersurfaces. Corresponding to a
class a ∈ H1cs(X ;Z) is the hypersurface Y = f−1(∗ ∈ S1) where [ f ] ∈ [Xˆ ,S1] corresponds to a.
Given a QCA α with sufficiently small range on X , then using dimensional reduction, flux can
be defined as a function f (α) : Hd−1(X ;Z)!M. We can now state:
Theorem 2.5. For a QCA α on X, the flux f (α) is a linear map f (α) : Hd−1(X ;Z)!M. Hence
(by the UCT) α determines a cohomology class [α] ∈ Hd−1(X ;M)/Torsion, or equivalently via
Poincare´ duality a class [α]∧ ∈ H lf1 (X ;M)/Torsion
Remark. We do not know if α in some sense determines a divergenceless vector field (or equiva-
lently a closed d−1 form), but at least it contains the corresponding cohomological information.
Proof. Curiously it is completely general to give the argument when X is T 2, a 2-torus. We need
to show that for two embedded (d−1) submanifolds Y1 and Y2 ⊂ X that
(16) fα(Y1)+ fα(Y2) = fα(Y3),
where Y3 is an embedded d−1 submanifold in the sum of the two homology classes:
(17) [Y1]+ [Y2] = [Y3]
A prototypical example of this is Y1 = meridian = m and Y2 = longitude = l on the torus T 2.
But more importantly, using the classification property of S1, every example (X ;Y1;Y2) may be
written as the transverse inverse image of (T 2;m, l). Let θi : X ! S1 classify Yi, i = 1,2, so that
Yi = θ−1i (∗) = the preimage of the base point. Now setting θ1× θ2 : X
θ
−! S1× S1 = T 2, we see
that Y1 = θ−1(∗×S1) and Y2 = θ−1(S1×∗).
In the special case where (X ;Y1,Y2) = (T 2,m, l) we need to argue that the α-flux through the
diagonal ∆= m+ l is the sum of the two fluxes through m and l respectively. In fact, this follows
immediately from theorem 3.8 later, as the QCA is stably equivalent to a composition of two shift
QCA, one shifting on the meridian and one shifting on the longitude, and one can directly compute
the fluxes in this case.
However, it is also interesting to see that one can prove the additivity of fluxes using topolog-
ical methods, without using the full machinery of section 3. We will need some input from that
section below, but not as much. We do this via a large but finite covering space T 2! T 2 (degree
n2). The general case then follows by pulling back all constructions over θ and computing using
dimensional reduction (to 1D).
The 2-torus T may be dimensionally reduced either to a horizontal circle m or a vertical circle l.
See Figure 11(A) and 11(B).
Claim 1. | fm(α)+ fl(α)− f∆(α)|< c, a constant depending on the range R and the local Hilbert
space dimensions, where a diagonal representative ∆ may be identified with the preimage of point
on the loop e in Figure 11(D), and the constant c can be taken to be the product of the Hilbert
space dimensions within radius 2R of ∗= l∩m.
This claim is established by comparing the computation of support algebra dimensions for α
near l, m, and ∆, the preimage of e in Figure 11(D), respectively, where we note that ∆ is in the
class of the diagonal. We know nothing detailed of the contribution to support algebras near ∗ and
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T 2
∗
m
(A)
T 2
∗ l
(B)
We splice these together at the base point of each family to produce 11(C), a decomposition of T 2
whose quotient space is a “tadpole,” a circle glued to the end point of an arc.
a b c d e f c b a
dd
e
d e f
quotient
(C)
a
b
c
d
e
f
(D)
FIGURE 11
this ignorance yields the inequality. The derivation of this estimate is given in subection 2.3.1 and
it requires some input from the theory of section 3 later.
Now let us pull back α on T = T 2 to α˜ on an n×n square covering T˜ ! T . By Theorem 2.1A:
fl˜ = n fl and fm˜ = n fm
Let ∆˜ be the (small scale) resolution of l˜ ∪ m˜ to a scc on T˜ (we use the same local resolution
used to obtain ∆ as the preimage of e in Figure 11(D)). Over l and m the ˜ indicates a connected
component of the inverse image in T˜ under the covering map. We use
≈
∆ to denote any component
of the preimage of ∆ in T˜ . Although
≈
∆ has undergone n local resolutions it is clearly in the same
homology class as ∆˜, which has a single resolution. Since the range R of α and the local Hilbert
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space dimensions are unchanged by pullback, from that single resolution we have:
(18) | fl˜ + fm˜− f∆˜| ≤ c (same const. as in the claim)
Directly from Theorem 2.1A,
(19) fl˜ = n fl, fm˜ = n fm, and f≈∆ = n f∆
Claim 2. Since
≈
∆ and ∆˜ are homologous, f≈
∆
= f∆˜
Proof.
≈
∆ and ∆˜ are isotopic scc so the proof is essentially the same as in Lemma 2.9. We may
deform
≈
∆ to ∆˜ by a sequence of locally supported isotopies, none of which can alter the transverse
flux since at each step it may be alternatively computed as the flux across a distant parallel copy of
that scc. (The argument only requires the weaker relation: homology.) 
From Eq. (19) we now have
(20) f∆˜ = n f∆
From (18) and (19):
|n fl +n fm−n f∆| ≤ c
| fl + fm− f∆| ≤ cn , for all n
fl + fm = f∆, as desired(21)
e˜
error c occurs here and does
not scale with n
FIGURE 12. ∆˜⊂ T˜ for n = 3
As noted at the start of the proof, in the general case, sites in X are aggregated by first pushing
forward to T 2 via θ and then applying the explicit decomposition of T 2 shown in Figure 11(c). All
equalities and estimates obtained in T 2 now hold without change in X via pullback. 
Remark. The splitting t shows that something like an incompressible flow; actually just its ho-
mology class, a closed (d−1)-form ∈Hd−1(X ,R)∼=Hom(Hd−1(X ;R),R) is associated to a QCA
regardless of the dimension d. What we actually map to is Hom(Hd−1(X ;Z),M). Recent work of
[6] show that although QCAs contain this information they also contain more mysterious torsion.
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Remark. We did not need, in proving Claim 2, a strong fact that we record here for future appli-
cation.
Fact. For two disjoint oriented 1-manifolds α,β on a surface Σ the equivalence relation ≡ gener-
ated by α ∼ β if α ∩β = ∅ and α ∪−β cobound a surface Σ0 ⊂ Σ is the same as ≡H , α and β
satisfy α ≡H β if [α] = [β ] ∈ H1(Σ;Z), i.e. the homological equivalence.
It would take us too far afield to prove this topological fact here; we only note that it implies that
the flux through a scc γ of a sufficiently local QCA on a surface Σ depends only on the homology
class of γ .
2.3.1. Derivation of Estimate. We show the existence of a constant c(α) in Claim 1. See Fig. 12.
Recall that the flux is defined by the difference between the 12 log dimension of a support algebra
and the 12 log dimension of an algebra on local sites. Consider the curve ∆ shown in the figure. The
relevant support algebra is as follows. Choose one side of the curve and call this side the “right
side”. Take the full algebra on sites near the curve, apply QCA α to this algebra, and consider its
support algebra on the sites to the right of the curve. Call this support algebra A∆. Similary, for
curves l or m, we define support algebra Al,Am.
We will first show that f∆(α)− fm(α)− fl(α) < c. Then, by a slight modification of the ar-
gument we will show that fm(α)+ fl(α)− f∆(α) < c, establishing the claim. To show the first
inequality, we use a result, which follows from theorem 3.3, that algebra A∆ is generated by two
subalgebras, which we call C1,C2, such that these subalgebras commute with each other and such
that C2 is supported a distance greater than R form the sites inside the dashed circle in Fig. 12,
while C1 is supported near (within distance O(R)) of sites inside dashed circle. Thus, the dimen-
sion of C1 is bounded by some constant. However, we claim that C2 is a subalgebra of the algebra
generated by Al,Am. To see this, for any operator O in C2, note that α−1(O) is supported near l∪m,
and hence is in the site algebra used to define Al,Am, i.e., away from the dashed circle, ∆ and l∪m
contain the same set of sites. This establishes the bound on the difference in dimensions.
To show that fm(α)+ fl(α)− f∆(α) < c, we use a similar argument. For Al (and similarly for
Am) we show that it is generated by subalgebras, C1,C2, such that these subalgebras that commute
with each other and such that C2 is supported a distance greater than R form the sites inside the
dashed circle in Fig. 12, while C1 is supported near (within distance O(R)) of sites inside dashed
circle. Thus, the dimension of C1 is bounded by some constant. However, C2 is a subalgebra of
the algebra generated by A∆. A similar argument for Am establishes the bound on the difference in
dimensions.
2.4. Extending a germ periodically. In this subsection we use a modification of the Kirby torus
trick [K] and [7] (see the latter reference for the QCA context) to get a better understanding of the
role that germs of QCA play in the subject. The results here answer an initial question but there
are natural questions that are still unanswered. For example, we do not know how to construct a
deformation of an initial germ to the periodic extension constructed next.
Definition 2.2. A quantum system H on a Riemannian manifold Y is a collection of finite di-
mensional Hilbert spaces {Hi} indexed by a locally finite collection of points {yi} in Y . It is not
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necessary to assume that yi 6= y j whenever i 6= j. However, we assume that in any ball of radius r
only finitely many degrees of freedom are associated to points within that ball.
One might also require that for all y ∈ Y , there is a yi associated to an Hi of dimHi ≥ 2 so that
dist(y,yi)<< inj. rad(Y,y)
But this is not essential to the proof we give. However, without such an assumption it makes
little sense to think of Y as parameterizing the quantum systemH.
Definition 2.3. The operator algebra O ofH is
O = End(⊗
i
Hi)∼=⊗
i
End(Hi)
in the case that i is from a finite index I and
O = lim
!
End(Hi
i∈F
)
where the direct limit is taken over the finite subsets F of I. Several topologies are possible on this
limit, for example: weak, trace, and norm; but restricted to local operators, they all agree, up to
constants.
For us, all algebras are ∗-algebras and all homomorphisms unital.
Note. With an appropriately rescaled trace, the infinite case O becomes the hyperfinite type II
factor.
Definition 2.4. For us, all homomorphisms carry unit to unit, so all “automorphisms” are implic-
itly unital. An automorphism α of O, or equivalently “over Y ”, is said to be R-local (= “range
R”) if for every operator A ∈ O with sup(α(A)) ⊂ NR(sup(A)) i.e. α(A) has support within an
R-neighborhood of sup(A). O−1 is easily seen to be R-local as well. Similarly, a homomorphism
γ :O!O′,O supported in U⊂Y ,O′ supported in U′ ⊂Y is R-local iff sup(γ(A))⊂NR(sup(A)),
for every A ∈ O.
Definition 2.5. Let U ⊂ Y be an open set. Then we say the composition β = γ2 ◦ γ1 is a ragged
R-autmorphism over U if there are R-homomorphisms
γ1 :OU!OV, V⊂NR(U)
γ2 :OV!OW, U⊂W
so that γ2 ◦ γ1 is the map Inc# :OU!OW induced by inclusion of U into W.
Note. Any automorphism α of End(Cn) is “inner” in the sense of being conjugation by a unitary:
α(A) = UAU+. If α is R-local so will be the conjugating unitary.
We typically consider systems, endomorphism algebras, and their local automorphisms up to
stabilization. This means that we free add additional finite dimensional Hilbert spaces H j, j ∈ J,
located at y j ∈ Y and extend α to the identity on these. In atomic physics these would be “inner
orbitals,” remote from the low energy physics.
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The theme of this subsection is to begin to define and prove analogs, in this algebraic setting, of
famous theorems in manifold topology from the 1960’s: the product structure theorem[2] and the
uniqueness of collars [3]. We prove:
Theorem 2.6 (“Extend a germ”). Let β be a ragged R-automorphism over X × (0,1) ⊂ X ×R.
Assume r << R << 1 and R << r0, the injectivity radius of the Riemannian manifold X. Then
β |X×[−1/2,1/2] may be extended to a 2-periodic R-local automorphism α over X ×R, or equiva-
lently over X×S12, S12 being the circle of length 2, [−1,1]/−1∼=1.
Proof. The chief topological ingredient is the existence of the immersion
e
↪! extending horizontal
and vertical maps in the diagram below:
X× (−12 , 12) ↪! X× (−1,1)
 
−
↩
((X×S12)\pt.)
↪−!
e f−
FIGURE 13
There is a “folding map” f which is the identity on the x-coordinate and “folds” S12 into [−12 , 12 ],
generically a 2-1 map. Removing a single point reduces the homotopy dimension of the source
to less than the target putting us within the scope of the Smale-Hirsh immersion theorem, which
reduce the question: “can f := f restricted to (X × S12)\pt., called f−, be homotopic (rel X ×
[−12 , 12 ]) to an immersion” to homotopy theory. One must find a tangent bundle injection covering
f− (and restricting to the differential of f on X × [−12 , 12 ]). On the level of stable tangent bundles
this is immediate since the composition covers the folding map.
(22) τS(X×S1) ↪! τS(X×D2) p−! τS(X× I)
p is projection to the first coordinate p : D2! D1.
To destabilize we must continuously select a nonzero section in the fiber of τS(X ×D2), Rd+k,
for k ≥ 2, d = dim(X). There is no obstruction as long as
d+1 = dim(base)< dim(fiber) = d+ k
so f may be covered by a tangent bundle injection. (Actually we only need to cover f− whose
source has homotopy-dimension d, so there is room to spare meeting the hypotheses of immersion
theory.) In any case, the immersion e exists.
Concretely, one may supply the tangential information a factor at a time: on the X-factor cover
the inclusion by the identity map on tangent bundles, Id : τ(X)! τ(X). On the second factor
S1! [−1,1] can be covered in only one way consistent with orientations: ∂∂θ ! +∂∂x .
Now we follow [7] (see text above and below his line (53)), pull back β along e to β˜ and then
“heal the puncture.” To do this define B to be the injective image under β˜ of the full matrix algebra
A of d.o.f. not within distance R of the “the edge of the immersion.” A and B are both simple
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1
2
0
−12
−1
image e
band thickness
large w.r.t. R
picture of e
for the case
X = S1
FIGURE 14
algebras and consequently (by Wedderburn’s Theorem) sit as tensor subfactors inside the entire
pulled back algebra C. Now extend β˜ :A! B by an arbitrary isomorphism β∞ : CA ! CB and set
(23) β¯ = β˜ ⊗β∞
to be the healed algebra endomorphism over X × S1. β¯ and its unwrapping α satisfy the require-
ment of Theorem 2.6. 
We now make a comment regarding uniqueness of α , which is mostly about how little we know.
One might hope to prove that any two periodic extensions α0 and α1 can be suitably stabilized,
and then deformed (site separations must be stretched or compressed if α0 and α1 have distinct
periods) one into the other. Possibly, but we cannot prove this. However, if one restricts attention
to α0 and α1 coming only from the construction we have just given, using two different immersions
e0 and e1 and perhaps slightly different cut offs at infinity, then we may reference a topological
fact leading to uniqueness under the corresponding notion of “deformation.”
Topological fact: Immersion theory does not merely produce immersion in specific homotopy
classes but when the hypotheses are satisfied produces a weak homotopy equivalence of spaces
{immersion of A into B} differential−−−−−−!∼= {maps A! B covered by a tangent bundle injection}
Since covering f by bundle data was canonical, we were not required to make any choices,
any two immersions e0 and e1 will not only be homotopic to f but regularly homotopic to each
other. This regular homotopy translates to a 1-parameter family of partially defined algebraic
automorphisms e˜t , 0≤ t ≤ 1. We say “partially defined” because of the usual problem of degrees
of freedom near the (moving) edge of the immersion. “Healing” the puncture now can be done
w.r.t. a cover {Ui} of [0,1] and on intersections Ui∩U j we will need to trim to smaller algebras
Ai∩A j and Bi∩B j, withAk and Bk associated to Uk, k = i or i. This leads to some suitable notion
of uniqueness for the extension α . One would like to know more.
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3. ALGEBRAIC METHODS AND TRIVIALITY IN TWO DIMENSIONS
We now apply algebraic methods in to two dimensional QCA. In this section, we will often refer
to QCA defined by a specific graph G rather than considering an abstract control space.
To classify QCA, we begin in subsection 3.1 by constructing a certain algebra that we call a
boundary algebra. This boundary algebra in fact is a special case of the support algebra considered
previously, but the alternative definition here makes it simpler to consider certain properties of
this algebra. We then define some basic properties of this algebra, defining properties that we call
“visibly simple” and “locally factorizable”. This subsection considers an arbitrary graph G.
In subsection 3.2 we use the properties of the boundary algebra to give a brief definition of
the GNVW index; of course, we have already defined this previously but this subsection shows
how to define it in terms of the boundary algebra considered here. This subsection considers one-
dimensional QCA only.
Then, in subsection 3.3 we further consider some properties of visibly simple algebras, and
give a decomposition of such algebras defined on a “linear” one-dimensional graph (i.e., sites are
labelled by integers i with dist(i, j) = |i− j|). Then, in subsection 3.4, we consider visibly simple,
locally factorizable algebras defined on a “circular” one-dimensional graph (i.e., a ring of sites
labelled by integers with dist(i, j) = 1 if i = j±1 modulo L, where L is the number of sites); this
is relevant to the case that the algebra is the boundary algebra of a two-dimensional subset. In
subsection 3.5, we use this to show that in two dimensions we can blend between any QCA α on
some (slightly smaller) subset and the identity QCA Id far away, thus answering the question of
blending in two-dimensions.
In subsection 3.6 we consider stable equivalence between QCA in two dimensions, showing
that any QCA in two-dimensions is stably equivalent to some QCA which acts as the identity
everywhere except on some lower dimensional set, answering the question of local equivalence.
3.1. Construction of Boundary Algebra. We begin by defining a certain boundary algebra and
exploring some of its properties that will hold for an arbitrary graph G.
We need a general result.
Lemma 3.1. Suppose a QCA α has range R. Then α−1 also has range R.
Proof. Let Ox be supprted on a site x. Let Oy be supported on some site y with dist(x,y)> R. Then,
[α(Oy),Ox] = 0. Hence, [Oy,α−1(Ox)] = 0. Since this holds for all sites y with dist(x,y)> R, α−1
has range R. 
For any site x, let bR(x) be the set of sites within distance R of x, i.e., the set of sites y such that
dist(x,y)≤ R.
For any set S, let A(S) be the algebra of operators supported on S.
Lemma 3.2. Let F ⊂ V be some set of sites. Let α be a QCA with range R. Let Int(F) denote
the set of sites x such that bR(x) ⊂ F; we call this the interior. Note that the interior depends
on R; indeed, in many cases a dependence on R will be implicit in our definitions. Let Ext(F)
denote the set of sites x such that bR(x)∩F = /0; we call this the exterior. Finally, let Bd(F) denote
V \ (Int(F)∪Ext(F)); we call this the boundary.
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Then, the algebra α(A(F)) is generated by algebras on disjoint sets:
(24) α(A(F) =<A(Int(F)),P(α,F)>,
where P(α,F) is supported on Bd(F) and where < .. . , . . . > denotes an algebra generated by
other algebras.
Proof. By the definition of the range of α , α(A(F)) is supported on Int(F)∪Bd(F).
Similarly, α−1(A(Int(F))) is supported on F so α−1(A(Int(F))) ⊂ A(F). So A(Int(F)) ⊂
α(A(F)). Since A(Int(F)) has trivial center, this means that α(A(F)) is generated by A(Int(F))
and by the commutant of A(Int(F)) in α(A(F)). (Recall that given two algebras X ,Y , with X a
subalgebra of Y , the commutant of X in Y is defined to be the set of elements of Y that commute
with X .) This commutant is supported on Bd(F) and is the algebra we call P(α,F). 
We now further characterize P(α,F) in the next two subsections, defining properties that we
call visibly simple and locally factorizable.
3.1.1. Locally Factorizable.
Definition 3.1. An algebra A is an l-locally-factorizable algebra if given any operator O ∈ A
supported on T1∪T2 for any two disjoints sets T1,T2 with dist(T1,T2)> l, if O is decomposed using
a singular value decomposition using the Hilbert-Schmidt inner product as O = ∑β A(β )O
β
1 O
β
2 ,
for some discrete index β and complex scalars A(β ) 6= 0 with Oβi supported on Ti, then Oβi is in A
for all i,β .
An equivalent definition is that the support algebra of O on T1 and on T2 are both in A.
To clarify this definition, suppose that A is generated by two algebras A1 and A2, with A1
supported on some set S1 with diameter l and A2 supported on some set S2 also with diameter l,
with S1,S2 disjoint and dist(S1,S2) arbitrarily large (for example, the distance may be much larger
than l). In this case, A is l-locally factorizable. Proof: let O in A. Without loss of generality
assume T1 ⊂ S1,T2 ⊂ S2. Then, Oβ1 = A(β )−1trT2(O(Oβ2 )†). However, O=∑α Pα1 Pα2 with P1 ∈A1
and P2 ∈ A2. Hence,
Oβ1 = A(β )
−1∑
α
Pα1 trT2
(
Pα2 (O
β
2 )
†
)
.
The trace is a scalar, so the result follows.
As another example, consider a line of sites labelled by integers i with 1 ≤ i ≤ L, and consider
the algebra generated by X1XL and Z1. This is a simple algebra and it is (L−1)-locally factorizable
but it is not (L−2)-locally factorizable, as given T1 = {1} and T2 = {L} with dist(T1,T2) = L−1,
the operator X1XL is supported on T1∪T2 but does not obey the requirements of the definition for
l = L−2.
Remark. If A is l-locally factorizable, and an operator O ∈ A is supported on T1 ∪T2 ∪ . . . for
any finite number of disjoint sets Ti with dist(Ti,Tj)> l for i 6= j, then O can be written as a sum of
products, O = ∑β O
β
1 O
β
2 . . ., with each O
β
i supported on Ti and O
β
i ∈ A and pairwise orthogonal
as β varies. This follows by induction from the definition.
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Lemma 3.3. Let α be a QCA with range R. Let A be an l-locally-factorizable algebra. Then
α(A) is an l+2R-locally-factorizable algebra.
Proof. Consider an operator O in α(A). Decompose O = ∑β A(β )Oβ1 Oβ2 as in definition 3.1
with dist(T1,T2) > l + 2R. Then, α−1(O) = ∑β A(β )α−1(O
β
1 )α
−1(Oβ2 ). Let S1,S2 be the set
of sites within distance R of T1,T2, respectively, so that α−1(O
β
i ) is supported on Si. Then, since
dist(S1,S2)> l and A is l-locally-factorizable, α−1(Oβi ) ∈ A for all i,β and so Oβi ∈ α(A). 
Lemma 3.4. Let algebra A be generated by a finite number of algebras A1,A2, . . ., with Ai sup-
ported on some set Si, with Si∩S j = /0 for i 6= j. Assume thatA is an l-locally-factorizable algebra.
Then, each Ai is also an l-locally-factorizable subalgebra.
Proof. We consider the case that A is generated by two algebras, A1,A2; the general case follows
by induction.
Consider an operator O ∈ A1 supported on sets T1 ∪ T2 with dist(T1,T2) > l. Without loss of
generality, we can assume that T1,T2 ⊂ S1. Since A is l-locally-factorizable, O = ∑β A(β )Oβ1 Oβ2
with Oβ1 ,O
β
2 supported on T1,T2. Then, O
β
1 ,O
β
2 ∈ A1 since T1,T2 ⊂ S1. 
Theorem 3.1. The algebra P(α,F) in theorem 3.2 is a 2R-locally-factorizable algebra.
Proof. A(F) is a 0-locally-factorizable algebra. By lemma 3.3, α(A(F)) is a 2R-locally-factorizable
algebra. By lemma 3.4, the claim follows. 
3.1.2. Visibly Simple Algebras. We now define
Definition 3.2. Let dist(., .) be some metric. We say that an algebra of operators A is an l-visibly
simple algebra if given any operator O ∈ A, and given any site x in the support of O, there is an
operator P ∈ A which is supported on the set of sites within distance l of x such that [O,P] 6= 0.
In this definition, when we refer to the “support of O”, we mean the minimal set such that O is
supported on that set; we say that a scalar is supported on the empty set and so no sites are in the
support of a scalar.
Note that any l-visibly simple algebra has trivial center.
Remark. The term “visibly simple” is used because it suggests that one can “see” that O is not a
central element of A by just “looking” at some small set of sites.
We give three examples of algebras to clarify this definition. First, let S be any set of sites and
use any metric and let A = A(S). Then, A is a 0-visibly simple algeba, because if x is in the
support of an operator O ∈ A, then there is an operator supported on x which does not commute
with O andA contains all operators supported on S and so it contains that operator supported on x.
Second, consider a set S of sites labeled by integers i with 1≤ i≤ L. Let there be a qubit on each
site. Let A be the algebra generated by operators XiXi+1 for i odd and ZiZi+1 for i even, where Xi
denotes the Pauli X-operator on site i and Zi denotes the Pauli Z-operator on site i. Let L be even
and use periodic boundary conditions, identifying ZL+1 with Z1, and use any metric. Then, A is
not an l-visibly simple algebra for any l because it has non-trivial central elements generated by
X1X2X3X4 . . . and Z1Z2Z3Z4 . . . Thirdly, again let S have sites labeled by integers i with 1 ≤ i ≤ L.
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Let there be a qubit on each site. Let A be the algebra generated by operators XiXi+1 for i odd
and ZiZi+1 for i even. However, let L be odd and ≥ 3 and use open (i.e., not periodic) boundary
conditions, defining dist(i, j) = |i− j|. Then, A is an (L−1)-visibly simple algebra but is not an
(L− 2)-visibly simple algebra. To see the first statement, note that every operator is supported
within distance L− 1 of every site so the first statement follows from the fact that this algebra
has trivial center. To see the second statement, consider the operator X1X2 . . .XL−1. This operator
commutes with all of the generators except for ZL−1ZL and indeed it commutes with all operators
in the algebra supported on sites 1, ...,L−1. Hence, taking x to be site 1 (which is in the support
of this operator), there is no operator in A supported within distance L− 2 of x which commutes
with this operator.
Lemma 3.5. LetA be an l-visibly simple algebra. Then, for any operator O, with O not necessarily
in A, if there exists an X ∈ A supported on some set S such that tr(XO)tr(I) 6= tr(X)tr(O), then
there is some operator P ∈A which is supported on the set of sites within distance l of S such that
[O,P] 6= 0.
Proof. Since A is l-visibly simple it has trivial center. So, the algebra of all operators is generated
by A and some other algebra C which also has trivial center such that A,C commute with each
other. So, O can be decomposed as sum of products, O = ∑α AαCα , with Aα ∈ A and Cα ∈ C.
Then, tr(XO) = ∑α tr(XAα)tr(Cα)/tr(I) and tr(O) = ∑α tr(Aα)tr(Cα)/tr(I). Hence, for some α ,
tr(XAα)tr(I) 6= tr(X)tr(Aα). Hence, for some α , Aα has support on set S. So, by the assumption
that A is l-visibly simple, there is a P ∈ A which is supported on the set of sites within distance l
of S such that [Aα ,P] 6= 0 for the given α . Do this decomposition so that tr(C†αCβ ) = δα,β , where
δ is the Kronecker δ -function. Then, since [Aα ,P] 6= 0, it follows that [O,P] 6= 0. 
Lemma 3.6. Let α be a QCA with range R. Let A be an l-visibly simple algebra. Then α(A) is
an l+2R-visibly simple algebra.
Proof. Consider an operator O in α(A) with a site x in its support. Then, there is a site y in the
support of α−1(A) with dist(x,y) ≤ R. Then, since A is l-visibly simple, there is an operator
P ∈ A supported on the set of sites within distance l of site y such that [α−1(O),P] 6= 0. Hence,
[O,α(P)] 6= 0, and α(P) is supported on the set of sites within distance l +R of site y which is
within distance l+2R of site x. 
Lemma 3.7. Let algebra A be generated by a finite number of algebras A1,A2, . . ., with Ai sup-
ported on some set Si, with Si ∩ S j = /0 for i 6= j. Assume that A is an l-visibly simple algebra.
Then, each Ai is also an l-visibly simple subalgebra.
Proof. We consider the case that A is generated by two algebras, A1,A2; the general case follows
by induction.
Consider any operator O in A1 and consider any site x in the support of O. Then, since A is
l-visibly simple, there is an operator P in A such that [O,P] 6= 0 and P is supported on the set of
sites within distance l of x. P can be decomposed as P =∑β P
β
1 P
β
2 , for some discrete index β with
Pβ1 ∈ A1 and Pβ2 ∈ A2 and where the Pβ2 are chosen orthonormal using the Hilbert-Schmidt inner
product and
Pβ1 = tr2(P(P
β
2 )
†).
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Then, there is some β such that [Pβ1 ,O] 6= 0 and since P is supported within distance l of x, Pβ1 is
supported within distance l of x. 
Hence,
Theorem 3.2. The algebra P(α,F) in lemma 3.2 is a 2R-visibly simple algebra.
Proof. A(F) is a 0-visibly simple algebra. By lemma 3.6, α(A(F)) is a 2R-visibly simple algebra.
By lemma 3.7, the claim follows. 
Remark. We will in fact see later as a corollary in theorem 3.5 that every l-visibly simple algebra
is O(l)-locally factorizable.
3.1.3. Boundary With Disjoint Components. In some applications, it will be possible to write the
boundary Bd(F) as union of separate components. More precisely, suppose there are sets Bdi(F),
where i is some discrete index taking a finite set of possible values such that
(25) ∪i Bdi(F) = Bd(F),
and such that dist(Bdi(F),Bd j(F))≥ 2R for i 6= j.
Then, using local factorizability of P(α,F), the algebra P(α,F) is generated by algebras
P(α,F)i, with P(α,F)i being the algebra of operators in P(α,F) which are supported on Bdi.
Each of these P(α,F)i is 2R-visibly simple and 2R-locally-factorizable by theorem 3.1 and lemma
3.4.
3.2. GNVW Index. We now show how to define the GNVW index for a one-dimensional QCA α
using the algebras P(α,F)i defined above. Although we derive it in a slightly different way than
in the original reference, the resulting is the same index as previously defined. Consider a line of
sites indexed by an integer i, with a Hilbert space dimension di on each site.
We use notation [i, j] to denote a set of sites {i, i+1, . . . , j} for i≤ j. Let F be any interval of sites
[i, j] which is sufficiently long that we can write the boundary as separate components which we
call BdL(F) and BdR(F). In this case BdL(F) = [i−R, i+R−1] and BdR(F) = [ j−R+1, j+R],
so we need j− i > 4R−2.
Remark. In fact, the GNVW index can be defined using shorter intervals than this. In the original
GNVW paper, by coarse-graining R was taken equal to 1 and intervals with j− i = 1 were used.
That required a slightly more careful treatment of commutation of algebras. The larger intervals
that we use here may help make the commutation slightly more clear.
Since P(α,F)R is simple, it is isomorphic to a d-by-d matrix algebra. We define dR(α,F) to
equal this dimension d, i.e.,P(α,F)R has dimension dR(α,F)2. Similarly, we define dL(α,F) so
that P(α,F)L has dimension dL(α,F)2. We now define the GNVW index to equal
(26) flux(α,F) = log
( dR(α,F)
∏i∈BdR(F)∩F di
)
.
This GNVW index flux(α,F) is indeed equal to the logarithm of the index defined in Ref. [5].
Let us explain why, given the algebra P(α,F)R, we are naturally led to make this choice for
the index (up to choices such as whether or not to take the logarithm). First, the only property
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of P(α,F)R that is invariant under unitary transformations supported on BdR(F) is the dimension
dR(α,F), so the index must be a function of dR(α,F). Since we wish the index to be invari-
ant under stabilization, we divide by ∏i∈BdR(F)∩F di; one may verify that then flux(α ⊗ Id,F) =
flux(α,F) after tensoring with any choice of additional degrees of freedom. Then, the choice of
taking the logarithm is done so that the index to equals 0 if α = Id and is additive under tensor
product: Int(α⊗β ,F) = flux(α,F)⊗ Int(β ,F) for any choice of α,β .
One may wonder whether the algebraP(α,F)L can be used to define a different index. However,
since the dimension of α(A(F)) is the same as that of A(F), we have
(27) dR(α,F)dL(α,F) ∏
i∈Int(F)
di =∏
i∈F
di.
Hence,
(28) flux(α,F) = log
(∏i∈BdL(F)∩F di
dL(α,F)
)
.
So, we are led to the same index (up to a sign) using the two different algebrasP(α,F)L,P(α,F)R.
Finally, given any two intervals, F,G with F = [i, j] and G= [ j+1,k]with j− i> 3R and k− j >
3R we can define indexes flux(α,F),flux(α,G). Then, BdR(F) =BdL(G) and dR(α,F)dL(α,G) =
∏i∈BdR(F) di so
(29) flux(α,F) = flux(α,G),
showing the equivalence of the GNVW index for different intervals along the chain as shown in
Ref. [5]. Since the GNVW index is independent of choice of interval F , we may drop the F-
dependence from the notation and just write the GNVW index as flux(α).
3.3. Structure of Visibly Simple Algebras. We now prove a structure theorem 3.3 for visibly
simple algebras on arbitrary control spaces. By induction, in the case of “linear” graph as a control
space, this gives us theorem 3.4. In the next subsection, we prove theorem 3.6, where we use a
“circular” graph as a control space.
In the following, the metric used to measure distances between sites is arbitrary:
Theorem 3.3. Suppose an algebraA of operators is l-visibly simple. Let S be any set of sites. Then,
A is generated by algebras A1,A2 constructed below where A1 is supported within distance 2l
of S, where A2 is supported within distance l of the complement of S, and where A1,A2 commute
with each other and have trivial center.
Proof. Let B1 be the algebra of operators in A which are supported on S.
We begin by considering a special case before considering the general case. The special case
that we consider is that B1 is a simple algebra. If so, then define A1 = B1 and define A2 to be the
commutant of A1 in A. Then, these algebras obey the claims of the lemma. The only claim that
is non-obvious is that A2 is supported within distance O(l) of the complement of S. This claim
follows from the assumption thatA1 is visibly simple: let O be an operator inA2. If O has support
on some site which is distance greater than l from the complement of S, then there is some operator
P supported on S which does not commute with O. Such an operator P is in A1 by construction,
giving a contradiction since A2 is the commutant of A1.
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Now consider the general case that B1 is not a simple algebra. We will construct a simple algebra
A1 such that B1 ⊂ A1 and such that A1 is supported within distance O(l) of S. We then take A2
to be the commutant of A1 in A. Then, the claims of the lemma follow: the only claim that is
non-obvious is the support of A2, but since B1 ⊂A1 this follows in the same way as in the special
case above.
To construct A1 in this special case, define B2 to be the subalgebra of A supported on sites
within distance l of S. Any operator in the center of B2 must then be supported on the complement
of S: if O is in the center of B2 and there is some site x in the support of O which is in S, then there
is some operator P which does not commute with O with P supported within distance l of x, i.e.,
so that P is supported within distance l of S so that P ∈ B2 giving a contradiction. Hence, for any
operator P2 in the center of B2 and any operator P1 in the center of B1, the supports of P1,P2 are
disjoint and so tr(P1P2) = tr(P1)tr(P2)/tr(I). Then, the existence of A1 follows from lemma 3.8
below. 
Remark: the condition tr(P1P2) = tr(P1)tr(P2)/tr(I) may seem mysterious. It can be informally
understood as follows: regard the traces as describing the expectation value of some classical
random variables; then, the condition says that these variables are uncorrelated with each other.
From this theorem we prove by induction the following theorem. We will use the term “linear
graph” throughout to refer to a graph where the vertices can be labelled by integers 1,2, . . . ,J
with edges ( j, j+1); this corresponds to the case of an interval control space with fixed endpoints
and scale. Remark: in words, the theorem says that a visibly simple algebra on a linear graph is
generated by a set of simple algebras, which commute with each other, and which have bounded
support. Clearly the converse holds: given any set of simple algebras, each of bounded support,
which commute with each other, the algebra generated by that set of simple algebras is visibly
simple.
Theorem 3.4. Consider a set of sites labelled by integers 1,2, ...,J for some J, using a “linear”
graph metric to measure distance where site j is connected to sites j± 1 and consider a tensor
product Hilbert space with a finite dimensional Hilbert space for each site. Suppose an algebra A
of operators is l-visibly simple. Then,A is generated by algebras Ci constructed below where each
Ci is an algebra of operators supported on some set Ci of diameter O(l). Further, the algebras Ci
all commute with each other and have trivial center. Further, the support of Ci is disjoint from the
support of all C j for i 6= j except possibly Ci±1
Proof. This follows from theorem 3.3 by induction. Pick S to consist of the set of sites 1,2, . . . ,2l,
so that A2 is supported on sites l+1, l+2, . . . ,J and A1 is supported on sites 1, . . . ,3l. Construct
algebras A1,A2 from that theorem. Set C1 =A1.
Call the original linear graph G. We will construct a new linear graph G′. Now, group sites
l+ 1, l+ 2, . . . ,3l into a new “supersite” which we label 1. Relabel the other sites by subtracting
3l− 1, so that site 3l+ 1 becomes site 1, site 3l+ 2 becomes site 2, and so on. This gives a new
linear graph with sites 1, . . . ,J′ for some J′ = J−O(l). We claim that A2 is l-visibly simple with
respect to G′. Indeed, consider some operator O ∈ A2. Let x′ be in the support of O. If x′ > l+1,
then x = x′+3l−1 > 4l is in the support of O on the original graph G. Hence, sinceA is l-visibly
simple, there is some operator P ∈ A which does not commute with O, such that x is supported
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on sites within distance l of x. Since x > 4l, this implies that the support of P is disjoint from
the support of A1, and so P ∈ A2. Suppose instead that x′ ≤ l + 1. Then, x = x′+ 3l− 1 ≤ 4l
is in the support of O on the original graph G. Hence, since A is l-visibly simple, there is some
operator P ∈ A which does not commute with O, such that x is supported on sites within distance
l of x. This operator P may not be in A2 (i.e., it may be some some of products of operators in
A1,A2), but since A1 commutes with O, this means that there is some operator Q in A2 which
does not commute with O which is supported on the union of the support of A1 and the support of
P. So, Q is supported on the set of sites {1, . . . ,5l} in G. On graph G′, this corresponds to sites
{1, . . . ,2l+1}, and this set is within distance l of x.
We then apply theorem 3.3 to algebraA2, calling the resulting algebrasA′1,A′2. We set C2 =A′1.
Proceeding inductively in this fashion gives the desired decomposition. 
From this we have the corollary:
Theorem 3.5. Let A be an l-visibly simple algebra. Then, A is an O(l)-locally factorizable alge-
bra.
Proof. Let O ∈ A be supported on T1∪T2.
Define a linear graph by grouping all sites in T1 into supersite 1, and grouping all sites at distance
r from T1 into supersite r+1 for each integer r. Apply theorem 3.4 to construct algebras Ci. Let X
be the algebra generated by all algebras Ci whose support includes supersites corresponding to T1
(from the proof of the theorem, in fact this is only algebra C1) and let Y be the algebra generated
by all algebras Ci whose support includes supersites corresponding to T2.
Let X denote the support of X and let Y denote the support of Y . Note that X may be larger than
T1 and Y may be larger than T2. Assume that dist(T1,T2) is sufficiently large compared to l so that
X ∩Y = /0.
Decompose O = ∑γ B(γ)O
γ
X O
γ
Y , where X ∈ X and Y ∈ Y and B(γ) 6= 0 is a scalar, using a
singular value decomposition and Hilbert-Schmidt inner product. Then, the set of OγX generates
the support algebra of O on the complement of Y . Since O is supported on T1∪T2 and T2 ⊂Y , this
means that the OγX are supported on T1. Hence, the support algebra of O on T1 is generated by the
set of X γ and so it is in in A, and similarly the support algebra of O on T2 is in A. 
Finally, we prove lemma 3.8. However, we first recall a structure theorem that is an application
of the Artin-Wedderburn theorem. We will use this structure theorem several times, both in this
lemma and in the proof of theorem 3.6. LetMn denote the algebra of n-by-n matrices. Consider
any subalgebra X of the algebra of operators Y on a finite-dimensional Hilbert space. Suppose
this subalgebra X is closed under adjoint and has an m-dimensional center, meaning that the center
consists of operators of the form z1P1+ ...+ zmPm for za being complex scalars and Pa being pro-
jectors with ∑a Pa = I. Then, X is isomorphic to a direct sum of algebrasMd1, ...,Mdm . Further,
up to a unitary transformation (acting on the Hilbert space of the entire system), the operators in
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this algebra are of the form
(30) M =

M1
M1
...
M2
M2
...
...
Mm
...

.
That is, there are some number of copies of a matrix M1 which has dimension d1-by-d1, followed
by some number of copies of a matrix M2 which has dimension d2-by-d2, and so on. Let c1,c2, ...
denote the number of copies of M1,M2, .... Note that ca ≥ 1; the form above shows 2 or more
copies in each case but one may have only a single copy. That is, the operator is of the form
(31) M = (M1⊗ Ic1)⊕ (M2⊗ Ic2)⊕ ...,
where Ic is the c-by-c identity matrix.
Now we prove
Lemma 3.8. Let X ⊂ Z be subalgebras of some matrix algebra. Suppose that for any PX in the
center of X and any PZ in the center of Z we have tr(PX PZ) = tr(PX)tr(PZ)/tr(I), where all traces
are taken in the matrix algebra. Then, there exists a simple algebra Y with X ⊂ Y ⊂ Z .
Proof. First we apply the structure theorem to Z . We write d(Z)1,d(Z)2, . . . rather than d1,d2, . . .
for the dimensions for clarity, P(Z)1,P(Z)2, . . . for the projectors, and c(Z)1,c(Z)2, . . . for the
number of copies. We writeMa to denote the algebra of d(Z)a-by-d(Z)a matrices.
Since X ⊂ Z we have a homomorphism from X toMa for each a in the obvious way: given
an O ∈ X , apply the structure theorem to write it in form Eq. (30), and then the image of O is the
matrix Ma.
Consider a given a. We now apply the structure theorem to X , writing d(X)1,d(X)2, . . . for
the dimensions, P(X)1,P(X)2, . . . for the projectors, and c(Z)1,c(Z)2, . . . for the number of copies.
Then, the image of this homomorphism is of the form (M1⊗ ICa,1)⊕ (M2⊗ ICa,2)⊕ . . . ... where Mb
has dimension d(X)b and Ca,b are some integers so that
∑
b
d(X)bCa,b = d(Z)a.
We claim that there is some integer N such that
(32) Ca,b =
d(Z)ac(X)b
N
.
To see this, note that Ca,bd(X)bc(Z)a = tr(P(X)bP(Z)a). By assumption, this equals tr(P(X)b)tr(P(Z)a)/tr(I)=
d(X)bc(X)bd(Z)ac(Z)a/tr(I), so so Eq. (32) holds for N = tr(I).
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Let c˜(X)b = c(X)b/gcd(c(X)1,c(X)2, . . .), and let N˜ = N/gcd(c(X)1,c(X)2, . . .). Note that N˜ is
also an integer. Then,
(33) Ca,b = c˜(X)b
d(Z)a
N˜
.
So, since Ca,b is an integer and the greatest common divisor of the c˜ is 1,
d(Z)a
N˜ is an integer. So,
for each a, the image of the homomorphism from X toMa is of the form(
(M1⊗ c˜(X)1)⊕ (M2⊗ c˜(X)2)⊕ . . .
)
⊗ Id(Z)a
N˜
.
Hence, taking a direct sum over a, each operator in X can be written, using the structure theorem
for Z , as
⊕a
((
(M1⊗ c˜(X)1)⊕ (M2⊗ c˜(X)2)⊕ . . .
)
⊗ Id(Z)a
N˜
⊗ Ic(Z)a
)
.
Now consider the algebra of all operators of the form
⊕a
(
M⊗ Id(Z)a
N˜
⊗ Ic(Z)a
)
.
where M is a matrix of dimension d-by-d for
(34) d =∑
a
d(X)bc˜(X)b.
This is a simple subalgebra of Z . We will define Y to be this subalgebra. 
3.4. Structure of Visibly Simple, Locally Factorizable Algebras in One Dimension: Circular
Graph. We now further characterize P(α,F). Our main result is the following structure theorem
for visibly simple, locally factorizable algebras in the case that the sites are on a one-dimensional
line with a “circular” metric as defined in the theorem. This will be relevant to the case of QCA in
two dimensions, as we explain later when we use this theorem. This theorem is more complicated
than the “linear” metric considered previously.
Theorem 3.6. Consider a set of sites labelled by integers 1,2, ...,J for some J, using a “circular”
graph metric to measure distance where site j is connected to sites j± 1modJ and consider a
tensor product Hilbert space with a finite dimensional Hilbert space for each site. Suppose an
algebra A of operators is l-visibly simple and l-locally factorizable. Then, A is generated by
algebras Ci constructed below where each Ci is an algebra of operators supported on some set Ci
of diameter O(l). Further, the algebras Ci all commute with each other and have trivial center.
Further, the support of Ci is disjoint from the support of all C j for i 6= j except possibly Ci±1; this
i±1 is taken modulo the number of Ci so that the last one may have support overlapping with that
of C1.
Proof. For any set S of sites, define AS to be the algebra of operators in A which are supported on
S.
We define a sequence of sets, I1, I2, . . . , IK , for some integer K = O(J/l) with the following
properties. Each I j is a set of sites {1,2, . . . ,R j}, where R j = j∆where ∆=Cl for some sufficiently
large constant C chosen later (for example, C = 4 suffices). We choose K so that ∆≤ J−RK ≤ 2∆.
Note that I j ⊂ I j+1. See figure 15.
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FIGURE 15. Schematic illustration of intervals. Top line is I1, middle line is I2,
bottom line is I3. Largest rectangular box represents the intervals; the boxes with
diagonal lines inside represent the left and right ends. The extended right end in-
cludes the right end as well as the longer box with vertical lines inside.
Let B j =AI j so that B j−1 ⊆ B j.
Proof in special case when B j have trivial center— To give the idea of the proof, we consider
the case in which all B j have trivial center (later we consider the more general case). In this case,
define algebras C j as follows. Let C1 = B1. Let C j for j > 2 equal the commutant of B j−1 in B j.
That is, C j is equal to the set of elements of B j which commute with all elements of B j−1. Then,
since all of these algebras B j are assumed to have trivial center, the algebras C j also have trivial
center and C1, . . . ,CK generates BK . Finally, define algebra CK+1 to equal to commutant of BK in
A so that C1, . . . ,CK+1 generate A.
Remark. It might seem strange to the reader that we use a slightly different notation to define
CK+1 compared to the other algebras C j for j ≤ K; we could have defined a set IK+1 that is the set
of all sites and then define BK+1 =AIK+1 and defined CK+1 as the commutant of BK in BK+1. This
is the same definition but using a unified notation for all C j. We choose not to do this because in
the more general case we will want to treat them slightly differently.
By construction, then, the algebras C j all commute with each other and have trivial center. It
remains then to show the claims about the supports of the algebras. For any interval, I j define the
“left end” of that interval to consist of the set of sites {1, . . . , l} and define the “right end” to consist
of sites {R j− l+ 1, . . . ,R j}. Both the left and right ends consist of l sites. Define the “extended
right end” for j > 1 to consist of sites sites {R j−1− l+1, . . . ,R j} so that the extended right end of
I j consists of the right end of I j−1 as well as all sites in I j \ I j−1.
Consider algebra C j for j≤K. Every operator O∈ C j is supported on I j. We claim that for j > 1
the operator O is supported on the union of the left end and the extended right end of I j and that
for j > 2 the operator O is supported on the extended right end of I j. First left us show that the
operator O is supported on the union of the left end and extended right end for j > 1. Indeed, if a
site x ∈ I j is in the support of O with x not in the left or right end, then, by properties of a visibly
simple algebra, there is an operator P in A supported within the set of sites within distance l of
x which does not commute with O. However the support of such a P is in I j−1 and hence P is in
B j−1, giving a contradiction. Next, we show that the O is supported on the extended right end of I j
for j > 2. By assumption thatA is locally factorizable, since O is supported on the union of the left
end and extended right end, we can decompose O = ∑β A(β )O
β
L O
β
R with OL,OR supported on the
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left end and extended right end respectively and OβL ,O
β
R ∈A, and A(β ) being a scalar, respectively
(here we use that the distance between left end and extended right end is greater than l which
requires that C > 3). Thus OβL is in B1. Hence, since B1 is simple, if OβL is not a scalar then there
is some operator P ∈ B1 which does not commute with OβL . Since the extended right end of I j is
disjoint from I1 for j > 2 for large enough C (again, C > 3 suffices), this operator P commutes with
OβR and so P does not commute with O. Hence, O
β
L must be a scalar and so the support of O is as
claimed.
Then, since the extended right ends have diameters O(l), the claim about the support of C j for
j > 2 follows (the same argument also works to bound the support of CK+1). For j = 1,2, the claim
about the support of C j follows from the fact that I j has diameter O(l) for any given j = O(1).
Thus, this proves the theorem under the assumption that all B j have trivial center.
Proof in general case— Now we consider the more general case that the B j may have nontrivial
center.
Note first that any operator O in the center of B j is supported on the union of the left and right
ends of I j. (Remark: here we indeed mean the right end, not the extended right end.) Indeed, if not,
then there would be some x in the support of O with x not in the union of left and right ends such
that the set of sites within distance l of x would be contained within I j and sinceA is visibly simple
there would be some operator inA supported on I j which does not commute with O, contradicting
the assumption that O is in the center.
Remark. It seems natural to conjecture that the center of O is generated by two algebras, one
supported on the left end of O and one supported on the right end of O. In fact, this conjecture
will follow from the theorem for sufficiently long intervals. However, we will not assume that this
conjecture holds.
Before giving the proof, let us give a rough outline of what we will do. We will define new
algebras D j derived from B j so that the D j have trivial center and we will then use those algebras
D j to construct C j by commutants as in the previous case. We will construct theD j in two different
steps, which, roughly, correspond to removing the terms in the center supported on the left and right
of I j; of course, as we remarked, we do not assume that the center factorizes into a center on the
left and right end.
First we describe the step that, roughly, “removes the terms in the center on the left end”. Let
Q be the algebra of operators in A which are supported on the set of sites {1, . . . , l}. Let Π be any
minimal nonzero projector in Q, i.e., Π is any projector in this algebra such that Π 6= 0 but such
that there is no other projector Π′ 6= 0 in Q with Π′ < Π. Note that Π is in B j for all j. For each
j, let B′j be the algebra of operators in B j which commute with Π. Then, we restrict to the +1
eigenspace of Π, i.e., rather than considering the full Hilbert space which is a tensor product of the
Hilbert space on each site, we restrict this full Hilbert space to the +1 eigenspace of Π.
We now apply the structure theorem of Eq. (30) to B j for arbitrary j; for notational clarity we
will add a j in parenthesis to the matrices and projectors in the decomposition, writing M( j)a and
P( j)a. Recall that Π ∈ B j for all j. The projector Π, when written in the form (30), has M( j)a
equal to some projector for each a. If we take a full matrix algebra, consider the subalgebra of
operators commuting with some projector, and then restrict to the +1 eigenspace of that projector,
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then the resulting algebra still has trivial center. Thus, for all j the center of the algebra B′j is
generated by operators ΠP( j)a for each a. For some a, it is possible that ΠP( j)a = 0.
As shown above, any operator P( j)a in the center of B j is supported on the union of the left and
right ends and so can be written as P( j)a = ∑β A(β )O
β
L O
β
R with OL,OR supported on the left and
right ends and OβL ,O
β
R ∈ B j, and A(β ) being a scalar. The operators OβL commute with Π since
P( j)a is in the center of B j and the support of OβR is disjoint from the support of B1. Further,
the operators OβL are in Q. Restricting to the +1 eigenspace of Π, we claim that OβL must be
proportional to the identity operator for each β . If this were not true for some β , then Π would
not be minimal as the algebra generated by Π and OβL would contain a nonzero projector Π
′ with
Π′ <Π.
Hence, the center of B′j is generated by operators supported on the right end of the interval.
Since we restrict to the +1 eigenspace of Π, note that for any O with [O,Π] = 0 we have ΠO = O.
Now, in the next step, we, roughly speaking, “remove the center on the right”. Note that B′j ⊂
B′j+1. We now construct a simple algebra D j such that B′j ⊂D j ⊂ B′j+1. Since the right end of I j
is disjoint from the right end of I j+1, for any operators P′( j) in the center of I j and P′( j+ 1) in
the center of I j+1, we have that tr(P′( j)bP′( j+ 1)a) = tr(P′( j)b)tr(P′( j+ 1)a)/tr(I). Hence, the
existence of D j follows from lemma 3.8.
Now define E j to be the commutant of D j−1 in D j. Since each D j is simple, each E j is also
simple, the E j commute with each other, and the set of E j for j = 1, . . . ,K generates D j.
Let F be the algebra generated by E2,E3, . . . ,EK−1. Any operator O in A supported on IK−1 \ I1
commutes with Π and also ΠO is nonvanishing, i.e., we have an injection f from the set of oper-
ators supported on IK−1 \ I1 to DK given by multiplying the operator by Π. Further, O commutes
with D1, so that O is in F .
Further, we have an injection g from D j to A, mapping an operator in D j to ΠO for some O in
A with [O,Π] = 0. The composition of these two injections g◦ f maps O to ΠO.
Now consider any operator O in E j for 2 ≤ j ≤ K− 1. This operator commutes with D j−1.
Hence, g(O) has no support on sites 2l + 1, . . . ,C · ( j− 1)− l because if it had support on such
sites, by definition of a visibly simple algebra there would be some operator P supported on l +
1, . . . ,C · ( j−1) which does not commute with g(O) and so f (P) would not commute with O since
the support of P is disjoint from the support of Π. So, g(O) is supported on sites 1, . . . ,2l and
C · ( j− 1)− l + 1, . . . ,C · ( j+ 1). By the assumption that A is locally factorizable, we can write
g(O) = ∑β A(β )O
β
L O
β
R with OL,OR supported on 1, . . . ,2l and C · ( j− 1)− l + 1, . . . ,C · ( j+ 1)
respectively. Then, OβL commutes withΠ and indeed O
β
L equals the image under g of some operator
in D1. However, since D1 is simple, this operator must be a scalar.
Hence, g(O) is equal to Π times some operator supported on C · ( j− 1)− l+ 1, . . . ,C · ( j+ 1).
Hence, every operator in g(F) is equal to Π times an operator supported on l+1, . . . ,CK.
We are now finally ready to define C j for 2 ≤ j ≤ K− 1. For any O in E j, we have that g(O)
is equal to Π times an operator P supported on C · ( j− 1)− l+ 1, . . . ,C · ( j+ 1). We define C j to
be the algebra generated by such operators P. The support of the algebras C j is as claimed; the
algebras are simple and commute with each other.
Finally, we define C1 to be the commutant of the algebra generated by C2, . . . ,CK−1 in A. 
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3.4.1. Commutant of Visibly Simple Algebra. We note that theorem 3.6 has the following corollary.
This corollary will not be needed later, however, so it may be skipped.
Lemma 3.9. Consider a set of sites labelled by integers 1,2, ...,J, using a graph metric to measure
distance where site j is connected to sites j±1modJ and consider a tensor product Hilbert space
with a finite dimensional Hilbert space for each site. Suppose an algebraA of operators is l-visibly
simple and l-locally factorizable. Let B be the commutant of A in the algebra of all operators on
the tensor product Hilbert space. Then, B is O(l)-locally factorizable and O(l)-visibly simple.
Proof. Define algebras Ci as in theorem 3.6. Suppose O ∈ B is supported on sets T1∪T2 T1,T2 and
O is decomposed using a singular value decomposition using the Hilbert-Schmidt inner product as
O=∑β A(β )O
β
1 O
β
2 , for some discrete index β and complex scalars A(β ) 6= 0. Then, if dist(T1,T2)
is sufficiently large compared to l, there is no set Ci which has nonvanishing intersection with both
T1 and T2. In this case, if O commutes with every element of A, it means that Oβ1 commutes with
every element of Ci for which Ci has non-vanishing intersection with T1. Hence, Oβ1 is in B, and
similarly for Oβ2 . This shows that B is O(l)-locally factorizable.
Next, suppose that O ∈ B has support on some site x. Then, there is some operator (in the
algebra of all operators) supported on site x which does not commute with O. Call this operator Z.
Then, since A is simple, we can decompose every operator (and hence in particular Z) as a sum of
products of operators in A,B as
(35) Z =∑
α
A(α)OαAO
α
B,
using a singular value decomposition with Hilbert-Schmidt inner product and complex scalars
A(α).
Let C(x) denote the set of i such that x ∈Ci. The operator Z commutes with Ci if i 6∈C(x). So,
we can assume in Eq. (35) that OαA is in the algebra generated by the set of Ci for i ∈C(x). Call
this algebra C(x). This algebra C(x) is supported within distance O(l) of x. Then, we have that
(36) OαB = const.×A(α)−1trC(x)
(
OαAZ
)
,
where the trace is over the algebra C. The constant in front denotes the fact that the Hilbert-Schmidt
inner product used to define the decomposition is defined with a different trace; this constant is
equal to tr(I)/trC(x)(I).
The trace over C(x) can be written as, for an arbitrary operator Q,
(37) trC(x)(Q) = const.×
∫
U∈C(x)
dU UQU†,
where the integral is over unitaries U in C(x) using a Haar measure, where now the constant is
equal to trC(x)(I).
So, combining Eqs. (35,36,37), and using the fact that the unitaries U in Eq. (37) are supported
within distance O(l) of x, we find that OαB is supported within distance l of x for all α . There
must be at least one α such that OαB does not commute with O, so this shows that B is O(l)-visibly
simple. 
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3.5. Blending for QCA in 2d. We now can consider blending using the results above.
Let us also define what we mean by a “one-dimensional boundary”.
Definition 3.3. Let G be a graph. That say that a set F of vertices has a one-dimensional boundary
with bounded distortion if it is possible to define a mapping f from sites in Bd(F) to {1, . . . ,J} for
some J such that the following holds. Define a metric dist(i, j) on elements of {1, . . . ,J} using a
graph metric where site j is connected to sites j±1 mod J such that
(38) dist( f (i), f ( j))≤Cdist(i, j)+C′R
and
(39) dist(i, j)≤Cdist( f (i), f ( j))+C′R
for some constants C,C′.
Remark. This notion is sometimes made into the equivalence relation “coarse quasi-isometric”.
Remark. Certainly one might consider more general definitions of “bounded distortion”, allowing
different ways in which the distance changes. This definition will be general enough for us. This
definition is useful as if dist(i, j) =O(R) for some pair of sites i, j ∈ Bd(F), then dist( f (i), f ( j)) =
O(R); then, if one finds some k such that dist( f (i),k)=O(R), also dist( f−1( f (i)), f−1(k))=O(R).
This mapping is not necessarily one-to-one so f−1(k) may be a set of sites.
A simple example of this is to consider the graph of a discretization of a torus, H(L0), for some
L0 and take F to be the set of sites (i, j) with 1≤ i, j≤ L, i.e., a smaller square. Then, the constants
C,C′ can both be chosen O(1) and F has a boundary with bounded distortion. Since we refer to
this example below, we refer to this choice of F as F(L).
Theorem 3.7. Let α be a QCA with range R. Suppose there is a set of sites F such that the
boundary has bounded distortion. Then, we can tensor with additional degrees of freedom on
Bd(F)∩F and construct a QCA β with range O(R) such that α⊗ Id agrees with β on Int(Int(F))
and β agrees with Id on Ext(F). The O(R) notation hides a dependence of the range of β on the
constants C,C′.
Proof. By theorems 3.1,3.2, α(A(F)) is generated by < A(Int(F)),P(α,F) > where P(α,F)
acts on Bd(F) and is O(R)-visibly simple and O(R)-locally factorizable. Using that F has a one-
dimensional boundary with bounded distortion, we “coarse-grain”, defining a new set of “super-
sites” labelled by 1, . . . ,J for some J. A supersite labelled by i is the tensor product of sites in
f−1(i). The algebra P can be regarded as acting on the supersites and is still O(R)-visibly simple
and O(R) locally factorizable (here we use that F has a one-dimensional boundary with bounded
distortion). This coarse-graining is done so that we can apply theorem 3.6 to show that P(α,F)
is generated by algebras Ci where each Ci is an algebra of operators supported on some set Ci of
diameter O(R) with Ci ⊂ Bd(F). Note that Ci is a set of sites, not of supersites. The algebras Ci all
commute with each other and have trivial center.
Let Ci have dimension D2i . Note that
(40) ∏
i
Di = ∏
j∈Bd(F)∩F
d j,
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where d j is the Hilbert space dimension on site j.
We tensor with additional degrees of freedom as follows. For each algebra Ci, we tensor with an
ancilla degree of freedom with dimension Di on any (arbitrarily chosen) site j ∈ Bd(F) such that
f ( j) is in on the support of Ci. Let ci denote the added site corresponding to algebra Ci.
We now define QCA β . It will be defined to agree with α on Int(Int(F)). We define β to agree
with Id on the original degrees of freedom which are in the complement of F .
The Hilbert space with the additional degrees of freedom can be written as a tensor product
of three Hilbert spaces, corresponding to the original degrees of freedom in the complement of
F , to the original degrees of freedom in F , and to the additional degrees of freedom (which are
all supported on Bd(F). Write these three Hilbert spaces as HF ,HF ,HA, respectively, and write
A(F),A(F),A(A) for the algebra of operators acting on these three spaces, respectively. We say
that an operator is supported on one of these three Hilbert spaces if it is equal to some operator on
that Hilbert space tensored with the identity on the other Hilbert spaces. We have defined β (O)=O
for O supported on HF . We now define β (O) for O supported on HF or HA. For use later, write
HInt(F) for the Hilbert space of the original degrees of freedom in F and HF∩Bd(F) for the Hilbert
space of the original degrees of freedom in F ∩Bd(F), and writeA(Int(F)),A(F ∩Bd(F)) for the
algebras of operators acting on those Hilbert spaces, respectively.
We define β (O) for O supported on HF as follows. For any such O, α(O) can be written as a
sum of products ∑α OαI O
α
B where O
α
I is supported on the degrees of freedom in Int(F) and O
α
B is
supported on F ∩Bd(F) and OαB is in P(α,F). Define (arbitrary) isomorphisms from operators
acting on each Ci to operators acting on the corresponding added site ci. This gives an isomorphism
from the tensor product of Ci to A(A); call this isomorphism h(·). We define β so that β (O) =
∑α OαI ⊗h(OαB ). Thus, while α maps A(F) =A(Int(F))⊗A(F ∩Bd(F)) to A(Int(F)) times the
boundary algebra, β maps A(F)) =A(Int(F))⊗A(F ∩Bd(F)) to A(Int(F)) times A(A).
For O supported on Int(Int(F)), α(O) is supported on Int(F) and so α and β agree on Int(Int(F)).
Finally, we define the action of β on the sites ci. Roughly, the idea is to “use wires to mapA(A)
to A(F ∩Bd(F))”. Here, the algebra of operators on the original boundary degrees of freedom is
A(F ∩Bd(F)) and a “wire” is (roughly) a one-dimensional QCA. Let us describe a first attempt
before giving the actual construction. Suppose can find some site ci with an additional degree
of freedom with dimension Di and find some site j ∈ Bd(F)∩F such that the original degree of
freedom has dimension d j such that Di = d j, then we tensor with additional degrees of freedom,
with these degrees of freedom located at some sites s1,s2, . . . ,sk, in Bd(F)∩F . The additional
degrees of freedom will all have dimension Di, and the si are chosen so that so that dist(si,si+1)≤R
and dist(ci,s1) ≤ R and dist(sk, j) ≤ R. We then define β to act as a shift as follows: it maps an
operator on ci to the corresponding operator on s1, maps an operator on si to the corresponding
operator on si+1, and maps an operator on sk to the corresponding operator on j. When we say
“corresponding”, this requires choosing some (arbitrary) isomorphisms between these algebras
which all have the same dimension.
We would like to pair up all additional degrees of freedom ci in this manner. Unfortunately, this
runs into a technical detail. It is possible that we cannot pair off all sites ci in this manner. For
example, it may be possible that there is one site c1 with dimension d1 = 15 and two sites j = 1,2
with dimensions d1 = 3,d2 = 5, respectively. However, this problem is simple to solve. We factor
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each Di into prime factor and then write the additional degree of freedom Hilbert space on site
ci as a tensor product of Hilbert space with dimension corresponding to the prime factors of Di,
and similarly factor the original degree of freedom for each j ∈ Bd(F)∩F into a tensor product
of Hilbert space with dimension corresponding to the prime factors of d j. We then find a one-to-
one matching between tensor factors of sites ci and tensor factors of sites j ∈ Bd(F)∩F . Such a
matching is possible by Eq. (40) and by uniqueness of prime factorization. We then use the same
wire construction described in the above paragraph: for each pair of tensor factors we tensor with
additional degrees of freedom on sites s1,s2, . . . ,sk, all with dimension equal to the given prime
factor of some Di, and then define a shift that maps an operator on the tensor factor of some Ci to
an operator acting on s1, maps an operator on si to the corresponding operator on si+1, and maps
an operator on sk to the corresponding operator on a tensor factor of some j.
Having defined the action of β for operators supported on any one of the Hilbert spaces,HF ,HF ,HA,
we define β for an operator which is a product OFOFOA of operators supported on those spaces
by β (OFOFOA) = β (OF)β (OF)β (OA) and we define β for a sum of products by linearity.
This completes the definition of β . It remains to verify that β has range O(R) as claimed and
that β indeed is a ∗-algebra automorphism. The range follows immediately from the construction.
We now verify that β is an automorphism, in particular we show that for any operators O,P
we have β (O)β (P) = β (OP). The QCA β agrees with the identity on HF , i.e., β is equal to the
identity automorphism onHF tensored with some map onHF⊗HA. So, it suffices to consider O,P
which are supported on HF ⊗HA. For O,P both supported on HF , β (O)β (P) = β (OP) follows
from the fact that α is a QCA and h(·) is an isomorphism. For O,P both supported on HA, one
may verify it from the construction. For O supported on HA and P supported on HF , one may
verify that [β (O),β (P)] = 0 since β (P) is supported on H(Int(F))⊗HA and β (O) acts trivially
on those spaces. So, for any O = OFOA with OF ,OA supported on HF ,HA respectively, and
any P = PFPA with PF ,PA supported on HF ,HA respectively, β (O)β (P) = β (OFOA)β (PFPA) =
β (OF)β (OA)β (PF)β (PA) = β (OF)β (PF)β (OA)β (PA) = β (OFPF)β (OAPA) = β (OFPFOAPA) =
β (OP). 
We now give some examples using the graph H(L0) from before and picking F to be F(L) as
above.
Remark. We emphasize that it might be necessary to connect far separated added sites with wires.
For example, suppose all sites have the same dimension and suppose α acts as the identity every-
where in S except along some line of sites, where this line is the sites with i = L/2. There, α acts
as a shift, mapping an operator supported on (i, j) to the corresponding operator supported on
(i, j+ 1). Along this line, we have a nontrivial GNVW index. To do the wiring, we must connect
some site at the top (i.e., at (i,L) to some site at the bottom, i.e., at (i,1). This must be done by
running the wire all the way around the boundary since we do not let the wires enter the interior.
Indeed, it may be necessary to run many wires. Suppose that α acts as the shift on all columns,
mapping an operator supported on (i, j) to the corresponding operator supported on (i, j+1) for
all i. Then, we need to run many wires (a number proportional to L from the top to the bottom.
Remark. Fnally, we make an aesthetic remark. As we noted above, it may be necessary to run
many wires. This may seem unaesthetic as the number of sites that we tensor with is proportional
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to L2, i.e., there are roughly L wires, each requiring roughly L added sites. Then, locally we may
need to add of order L sites even to a small local patch. If this seems unaesthetic, then one can
reduce this number by “running the wires into the bulk”: one can move the wire out from S, have
it move through Ext(S) in some path, and finally return to S. Since this is purely an aesthetic
question, we leave the details of this to the reader.
3.6. No Homotopy Invariants. In this subsection, we show quantum circuit equivalence between
various QCAs. First we note a general result which holds for an arbitary graph.
Definition 3.4. Let S,T be any two subsets of the vertex set V . We say that there is a (discrete)
deformation from S to T if the following holds for some constants R,R′. There is a map f (i, t)
with i ∈ S and t an integer and with the range of f being vertices of G, such that f (i,0) = i,
f (i,T ) ∈ T for some integer T > 0, dist( f (i, t), f (i, t + 1)) ≤ R′ and for any i, j, if dist(i, j) ≤ R
then dist( f (i, t), f ( j, t))≤ R′ for all t.
If we wish to make the constants R,R′ explicit, we say that there is an (R,R′)-deformation from
S to T .
Lemma 3.10. Let α be a QCA with range R such that α agrees with Id on V \ S for some set S
(i.e., α is nontrivial only on S). Suppose there is an (R,R′)-deformation from S to T . Then, α is
stably 3R′-equivalent to some QCA β such that β agrees with Id on V \T .
Proof. For each site i in S, let i have dimension di. Tensor with additional degrees of freedom on
all sites f (i, t) for t = 1, . . . ,T with dimension di. Let (i, t) for t > 0 denote the degree of freedom
corresponding to i that we tensor with on site f (i, t) and let (i,0) denote the original degree of
freedom on site i. Define Swap(i,t1),(i,t2) to swap degree of freedom (i, t1) with degree of freedom
(i, t2). Note that for each site j, it is possible that j we tensor with several additional degrees of
freedom on j since j may be the image of f (i, t) for several different pairs i, t.
Remark. We slightly overload notation since previously we were using pairs (i, j) to label sites in
a two-dimensional lattice and here (i, t) is used differently; no confusion should arise.
Consider the discrete sequence of QCA
(41) γt =
(
∏
i∈S
Swap(i,t),(i,0)
)
(α⊗ Id)
(
∏
i∈S
Swap(i,t),(i,0)
)
,
so that γ0 = α⊗ Id and we define β = γT .
From this discrete sequence of γt , we can construct a continuous path of QCA from γ0 to γT = β
as follows. We will first construct such a continuous path from γt−1 to γt for each t = 1, . . . ,T and
then obtain the path from γ0 to γT by composing those paths.
Let W1 =V1 and let Vt =VtV
†
t−1. Then, Wtγt−1W
†
t = γt for t ≥ 1. Each Wt is equal to∏i∈S Swap(i,t),(i,t−1).
Each Swap(i,t),(i,t−1) acts only on two degrees of freedom which are a distance at most R′ apart,
and so Wt is R′-path equivalent to Id. Let δt,s denote the QCA in this path, where s is the path
parameter with δt,0 = Id and δt,s = Wt . Hence, the composition of QCA δt,s ◦ γt−1 ◦ δt,s gives a
continuous path from from γt−1 to γt . By the assumption that there is an (R,R′) deformation from
S to T , each γt−1 has range at most R′. Hence, since δt,s and γt−1 have range R′, the composition
δt,s ◦ γt−1 ◦δt,s has range at most 3R′. Hence, the result follows. 
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Now we show an example application of this:
Theorem 3.8. Consider graph H(L0); recall that this is the graph for a control space which is a
2-torus. Let α be a QCA with range R. Then, α is stably O(R)-equivalent to a QCA γ such that γ
agrees with the identity everywhere except the set of sites (i, j) such that i= 1 or j = 1 or both; we
call this set of sites Q.
Proof.
Remark. We can regard β as a QCA that acts trivially everywhere except for two one-dimensional
lines.
Pick some L roughly equal to L0/2. Then G contains a subgraph F(L) which has a one-
dimensional boundary with bounded distortion. Apply theorem 3.7 to find a QCA β which agrees
with α on Int(Int(S)) and β agrees with Id on Ext(S).
By lemma 3.10, β is O(R)-stably equivalent to Id (the set of sites on which β acts nontrivially has
an (R,O(R)) deformation to a single site) and also so is β−1. Hence, α is O(R)-stably equivalent
to α ⊗β−1. Let SwapS be the product over sites in S of a unitary that swaps original and ancilla
degrees of freedom; this is a QCA of range 0. Since SwapS is a product over sites of a unitary that
acts only on that site, SwapS is 0-path equivalent to Id. Let SwapS(t) describe such a continuous
path, with SwapS(0) = Id and SwapS(t) = SwapS. Consider the path of QCA(
α⊗ Id
)
◦SwapS(t)−1 ◦
(
Id⊗β−1
)
◦SwapS(t).
This shows that α⊗β−1 is O(R)-stably equivalent to(
α⊗ Id
)
◦SwapS ◦
(
Id⊗β−1
)
◦SwapS,
which agrees with Id on Int(Int(S)) and agrees with α⊗ Id on Ext(S).
(The trick that we use here, considering a path from SwapS to Id is a slight modification of an
unpublished idea of A. Kitaev. There, a swap QCA was defined which swapped degrees of freedom
on all cites, and a path from that QCA to the identity was used to show that, for any QCA α on
any graph, there is a continuous path from α⊗α−1 to Id. See also [1].)
Let T =V \ Int(Int(S)). Then, note that there is an (R,O(R))-deformation from T to Q. Hence,
the result follows by theorem 3.10. 
Theorem 3.8 is just a special case of a general result for any two dimensional manifold.
Theorem 3.9. Consider a (sequence of) metrics on some manifold with bounded local geometry.
Given any (sequence of) QCAs on such a manifold, with range R = O(1), each QCA is stably
O(R)-equivalent to a shift QCA acting on degrees of freedom on set of cycles which form a basis
for the first homology of the manifold.
This theorem should be compared to theorem 2.5 which shows that a QCA α determines a class
[α]∧ ∈ H lf1 (X ;M)/Torsion. Theorem 3.9 implies that (if torsion is not present), all QCA in the
same class are stably O(R)-equivalent.
Proof. Give a cell decomposition of the manifold. Take the length of the 1-cells to be much larger
than R but still O(R). Also take the distance between any two 1-cells which are not attached to the
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same 0-cell to be much larger than R but still O(R). Take the diameter of the 2-cells to be O(R).
The QCA is stably O(R)-equivalent to a QCA that agrees with the identity on degrees of freedom
on the interior of the 2-cells. The resulting QCA is a shift QCA on degrees of freedom on the
1-cells.
On each 1-cell, we can define the GNVW index. Since the range of the QCA is short compared
to the length of the 1-cell is possible to define a GNVW index for each edge independently. We
pick an arbitrary orientation on each edge to define the sign of this index. Define a 1-chain with
coefficient on each edge equal to this GNVW index. The coefficients are logarithms of positive
rationals, with addition as the group multiplication rule. One may verify that the boundary of this
1-chain is equal to zero, i.e., it is a 1-cycle. Let us call this 1-cycle the “flow” and write it~v.
We claim that any two flows which represent the same homology class define QCA which are
equivalent up to a a quantum circuit of depth O(1) and range O(R). To see this, note that if ~v is
homologous to~v′, then~v=~v′+∂~w for some 2-chain ~w. Call the 2-cells Fa, labelled by some index
a. Given this 2-chain ~w, for each a, we tensor with ancilla degrees on each site on the edges around
the boundary of the 2-cell Fa and find some quantum circuit that gives a flow on the edges of the
boundary equal to the gradient of the ~wa. This can be done by a quantum circuit of depth O(1)
and range O(R) because we assume that each 2-cell has diameter O(R). We can do these quantum
circuits for each square in parallel; call the resulting circuit δ . This gives the equivalence between
two QCA with homologous flows. The Eilenberg swindle that we discussed in the introduction is
one specific realization of this construction. 
4. REAL PROJECTIVE SPACES
We finally consider QCA on X = RPn for various n. We have H1(X ;Z) = Z2 for n≥ 2. Hence,
the index of section 2 is not useful in classifying such QCA as the first homology group modulo
torsion is trivial.
This motives the following question: consider an RP1 inside RPn. Consider a system with
degrees of freedom (for example, qubits, but any other degree of freedom may be consider) on
this RP1, and consider a QCA that implements a shift of such degrees of freedom. Can such a
QCA be realized a quantum circuit? To be explicit about what we mean by a shift QCA, since RP1
is diffeomorphic to S1, we consider equally spaced degrees of freedom arranged on a circle, and
imagine a shift QCA acting on those degrees of freedom.
Note first that with qubit degrees of freedom, any two such QCAs whose fluxes differ by an even
multiple of log(2) are related by a quantum circuit. More generally, any two QCAs whose fluxes
differ by even multiples of log(d) (with qudit degrees of freedom) are related by a quantum circuit.
For RP2, this follows because the RP1 inside RPn has D2 attached to it by a two-to-one covering
map. One can construct a quantum circuit on D2 which generates a flux on the boundary which is
an arbitrary multiple of log(d). The two-to-one covering map doubles this flux. For higher n, one
considers the RP2 inside RPn.
For RP2, the results of section 3 show indeed that such a shift QCA can not be realized by a
finite depth quantum circuit. However, we can also give a more direct argument:
Lemma 4.1. The shift QCA on RP1 inside RP2 cannot be realized by a fdqc.
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Proof. Suppose there were such a fdqc. Take a sufficiently large radius tubular neighborhood ( a
Mobius band) around RP1 inside RP2 and run the fdqc on this neighborhood, i.e., include only the
gates of the circuit supported on this neighborhood. It will produce single site hoping on RP1 and
an “error” QCA on near the boundary of the Mobius band. The GNVW index of the error term
is an integer and when we dimensionally reduce everything to RP1 that integer gets multiplied by
two. The result is a flux which is an odd multiple of log(d) on a circle created by a fdqc, giving a
contradiction. 
Now consider RP3. We will also be able to show that
Lemma 4.2. The shift QCA on RP1 inside RP3 cannot be realized by a fdqc.
Proof. Let c be such a circuit. We will show a contradiction. Delete all gates in c lying in a ball
B3 ⊂ RP3, with the ball disjoint from RP1, calling the result c−.
The circuit c− products a shift on RP1. The circuit c− has some uncontrolled behavior (it is still
local, but we do not know what it is) near the S2 = ∂B3. We refer to such uncontrolled behavior as
“garbage”. Finally, c− acts as the identity on all sites in RP3 \B3 which are sufficiently far from
∂B3 and are not in RP1.
Let E be the submanifold of RP3 \B3 consisting of sites which are not near S2 = ∂B3, so that on
E, the circuit c− acts as the identity on most sites except as the shift on those sites in RP1. E is a
twisted interval bundle over RP2 with projection pi : E! RP2 and ∂E = S2.
The circuit c− defines a QCA U(c−) near E. So, U(c−) can be decomposed as
(42) U(c−) = g⊗ Id⊗h,
where g is the “garbage” near S2, h is the shift on RP1 and Id is the identity on remaining sites in
E.
g acts on a collar S2⊗ [0,1] which can be dimensionally reduced to S2. By the results of section
3, there exists a fdqc d which realizes g−1. So, the concatenation d ◦ c− is a fdqc on E producing
the shift h. However, the projection pi dimensionally reduces d ◦ c− to a fdqc on RP2 producing
the shift on RP1, contradicting lemma 4.1. 
It remains open whether or not the shift QCA on RP1 inside RPn for n > 3 can be realized by a
fdqc. We remark that there is an unpublished result of A. Kitaev that any QCA on d dimensions
can be realized as the boundary of a fdqc in d + 1 dimensions. Precisely, let α be any QCA
on any control space X . The product α ⊗α−1 can be realized by a fdqc. Hence, (α ⊗α−1)⊗
(α ⊗α−1)⊗ . . . can be realized by a fdqc on X ×N, where N = {0,1,2, . . .} Follow this fdqc
by Id⊗(α−1⊗α)⊗ (α−1⊗α)⊗ . . ., which can also be realized by a fdqc. The result is α ⊗
Id⊗ Id . . ., realizing the QCA α on the boundary of control space X×N. Similarly, we can realize
an arbitrary QCA α on Sn as the boundary of a quantum circuit on Bn+1: use a similar construction
to realizeα⊗ Id⊗ Id . . .⊗ Id⊗ Id⊗α−1 on Sn×{0,1, . . . ,L} for some odd L> 0. Then, let Sn×{0}
be on the boundary of Bn+1, let Sn×{1} be a shell slightly inside the boundary, let Sn×{2} be
a shell slightly further inside, and so on, with Sn×{L} being a single point in the center of Bn+1
so that the QCA α−1 on Sn×{L} can be realized by a fdqc (indeed by a single gate). So, with
this result, one can realize arbitrary n− 1 dimensional QCA on the boundary of a Bn inside RPn.
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Since for n ≥ 3, the n− 1 dimensional QCA might not itself be a quantum circuit in (n− 1)-
dimensions[6], this prevents direct application of the proof of lemma 4.2 to the cases n > 3.
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