Fast simultaneous visualization of 3D medical images and medical instruments is necessary for a surgical simulator. Because unconstrained motion of a medical instrument is more frequent than that of the patient, the visualization of medical instruments is performed in real time using surface rendering. However, volume rendering is usually used for realistic visualization of the 3D medical image. We have developed an algorithm to combine a volume-rendered image and a surfacerendered image using a Z-buffer for depth cueing, which is applied to a surgical simulator. Surface rendering is used for visualization of a medical instrument, whereas 3D medical images such as CT and MRI are usually visualized by volume rendering, because segmentation of the medical image is difficult. In this study, when the volume-rendered image is combined with the surface-rendered image, the amount of computation is reduced by early ray termination and instrument-region masking in the sheared image space. Using these methods, a fast combination of volume-rendered and surface-rendered images is performed with high image quality. The method is appropriate for real-time visualization of 3D medical images and medical instrument motion in the images, and can be applied to image-guided therapy and surgical simulators. Comp Aid Surg 7:268 -278
INTRODUCTION
Widely used volume visualization methods for three-dimensional (3D) medical images include volume rendering and surface rendering. Volume rendering projects 3D voxels directly onto a twodimensional (2D) image plane with consideration of opacity, 1, 2 and is appropriate for visualizing fuzzy data sets like medical volumetric data. Typical volume-rendering methods are ray-casting and splatting. 2, 3 Surface rendering 4, 5 is usually faster than volume rendering, because surface rendering only has to traverse the 3D volume data once, in a preprocessing step, to extract surface primitives, whereas volume rendering must traverse the entire 3D data set whenever the view direction is changed. Hence, volume rendering requires a large amount of computation and memory space. However, the quality of surface-rendered images is highly dependent on the performance of a segmentation process which is difficult and highly sensitive to noise, whereas volume rendering does not require this segmentation process.
To realize volume rendering in real time, many optimization methods, as well as several special-purpose volume-rendering systems, have been developed. The combination of resampling and the seed-filling algorithm 6 enables volume rendering to perform in real time with a reasonable threshold for empty voxels. Volume rendering with wavelet transform 7 is a multilevel rendering algorithm using a 3D wavelet transform that has progressive characteristics. The progressive refinement 8 method successively improves the resolution and quality of a volume-rendered image.
The shear-warp method 9 was developed for fast volume rendering. This method transforms the 3D data set to intermediate coordinates known as the 3D sheared space by translating each slice, and allows an efficient projection to a 2D sheared image space. Figure 1 illustrates the transformation from a 3D object space to a 3D sheared space for a parallel projection. This factorization is very efficient for implementation of resampling and compositing, but the projection in the 3D sheared space results in a distorted image. Therefore, the distorted image must be restored by 2D warping according to the view direction.
A hybrid ray tracer 10 is used to render volume data and polygons, giving point opacities and colors to the polygons. These point opacities and colors are combined with sample opacities and colors of the volume data. Ebert and Parent 11 proposed a scanline A-buffer to combine scanline A-buffer rendering with volume rendering without any restrictions on the geometric positioning or overlapping of the volume and nonvolume elements. These two methods were based on ray-casting.
We proposed a fast combination algorithm, 12 based on shear-warp factorization, 9 for medical volume data and medical instruments, and presented an algorithm to combine a volume-rendered image and a surface-rendered needle image. In general, the motion of a needle is so fast that image updating should be performed quite frequently, whereas the viewing direction is not changed so rapidly in visualization, so it is not necessary to update the volume-rendered organ image frequently. The realization of the medical instruments can be performed by surface rendering rather than by volume rendering to visualize the fast motion of the instruments in the surgical simulator. Surface rendering is an efficient method for rendering a simple structure, with lower computation and memory requirements. Fast combination of volume-rendered and surface-rendered images is performed with high-quality realization.
Most surgeons and medical students have to practice surgical procedures on an endotrainer, living animals, or cadavers. However, the first solution lacks realism, and there are ethical problems associated with the other solutions. To overcome these problems, an advanced virtual-reality system such as a real-time surgery simulation system 13,14 is necessary. The surgical simulator has been developed to help medical doctors train for a biopsy or operation and plan an appropriate path for the instruments. When performing a biopsy or other surgical procedure, a surgeon should possess sufficient accuracy and skill, because the target organ may have a complex structure or be surrounded by other critical organs. If a resident trainee can first practice a surgical procedure on a simulator, the risk in the actual operation may be reduced.
To improve performance of the simulator, we have developed an adequate combination method based on a surface-rendered medical instrument image and a volume-rendered organ image. In addition, this article describes an application of the method to a spine biopsy simulator, and expands on an earlier presentation 12 on fast combination.
MATERIALS AND METHODS

Combination of a Surface-Rendered Instrument and Volume-Rendered Organs
Volume rendering is used for medical data that have complex structures, and surface rendering is used for medical instruments in the surgical simulator, because simple structures such as instruments are better manipulated by surface rendering than by volume rendering.
As mentioned above, surface rendering is faster than volume rendering, but requires image segmentation. Thus, medical instruments that require fast motion must be surface-rendered, whereas fuzzy and complicated organ images are volume-rendered. To combine the surface-rendered image of an instrument and the volume-rendered image of organs, an efficient combination method has been developed, as shown in Figure 2 . In this algorithm, the shear-warp factorization is used for fast volume rendering. First, a pseudocode of the combination method is presented for description of a total structure as follows: When the volume-rendered and surface-rendered images are combined, the depth information of the two images is required. Once the accumulated opacity 2 of a ray in the ray traversal of volume rendering becomes larger than a given threshold, i.e., 0.95, or a ray meets the surface of the instrument, the ray traversal is terminated to save computation time and the terminated depth information of the voxel is stored in the Z-buffer as follows:
where ZB V (u, v) is the terminated depth value, i.e., the Z-buffer, on the sheared image space (u, v) for volume rendering; ZB N (u, v) is the Z-buffer on the sheared image space (u, v) for surface rendering of instruments; d(x N ) is the distance from a voxel at x N to the corresponding pixel on the sheared image space (u, v); and ␣(x n ) is the opacity at x n . In Equation (1), the voxels of x n , n ϭ 1, 2, . . ., N are on a ray projected to (u, v) .
After comparing the terminated depth of volume rendering, ZB V (u, v), and the depth value of the instrument, ZB N (u, v), only the part where the instrument overlaps with the organs is rendered. There are two cases of overlapping: one where the instrument is in front of the organ without contacting it, and another where the instrument is in the organ. In the second case only, the surface-rendered image and the volume-rendered image are combined together according to the accumulated opacity, which is called ␣-blending. 15 The instrument image is combined with the volume-rendered organ image in proportion to the remaining accumulated opacity as follows:
where C(u, v) is the combined image, I N (u, v) is the pixel of a 2D instrument image, I V (u, v) is the pixel of a volume-rendered organ image from ray traversal up to ZB V (u, v), and ␣ acc (u, v) is the accumulated opacity of the organs. As the accumulated opacity of the organs increases, the weight of the instrument must also decrease.
We adopt two methods to reduce the computation amount: early ray termination, and masking of the sheared image space. In the first method, ray traversing in the ray-casting is terminated when the accumulated opacity becomes larger than a given threshold, 16 or when the ray meets the surface of the instrument. By assuming that the opacity of an instrument is one, the ray cannot make any more progress once it meets the instrument. The second method is the masking of the instrument regions, where the motion of the instrument can be estimated in a 2D sheared image space, which is called a mask. Subsequently, only the masking region is updated unless the viewer's position is changed.
Reduction of Computation Amount
Early Ray Termination
When we combine a surface-rendered image and a volume-rendered image, there are three cases for ray termination. The first case is where the ray cannot advance through the organ because an instrument is in front of the organs. This is shown in Figure 3a , where the instrument is drawn in the image without combination with the organ. The second case is where, when the instrument is behind organs having low opacities, such as the skin, the ray passes the organ and approaches the instrument before ray termination, as shown in Figure 3b . In this case, it is necessary to combine the organ image with the instrument image by ␣-blending in Equation (2) . The last case is where, because the organs in front of the instrument have large opacities, the ray traversal is terminated before the instrument. Thus, the resulting image does not include the instrument behind the organs, as shown in Figure  3c . As a consequence, the advantages of the termination include not only the addition of reality to the rendered images, but also a reduction in computation time, because the ray termination eliminates unnecessary computation.
Masking in Sheared Image Space
For realistic visualization of the moving instrument, image rendering of the instrument should be performed frequently. Conversely, as the view direction is not changed in visualization as often as the motion of the instrument, it is not necessary to frequently update the entire volume-rendered organ image. Therefore, only the motion area of the instrument should be updated for frequent motion by using mask M t as follows: 
where OR denotes the binary OR operation. If the position of the instrument changes, a point of update region is set to one, indicating the mask region to be updated. Figure 4 shows an example of the mask region of the instrument between two consecutive frames at t Ϫ 1 and t. Figure 5 explains the concepts of compositing a volume-rendered image and an instrument image with the depth information within the mask area.
Depth Information
Depth information means the distance between a voxel in a 3D object space and the corresponding pixel on a 2D rendered image space where the voxel is projected to the pixel. In ray-casting of the volume rendering, the depth information is obtained using Euclidean distance in the 3D object space as follows:
where d x , d y , and d z are the distances corresponding to the x, y, and z axes, respectively, between the voxel in the 3D object space and the pixel on the rendered image space.
In the shear-warp method, the distance between a 3D voxel and its projected pixel is just the value in the z axis, as shown in Figure 6 . Because an instrument was not rendered in the 3D sheared space, the coordinates of the instrument have to be transformed into the 3D sheared space by using the instrument's geometry. To transform the geometry of the instrument (x, y, z) to the 3D sheared space (x s , y s , z s ), we must define an affine transform matrix 17 for shear as follows:
where s x and s y are shear coefficients of the x and y axes, respectively, and where the coordinate system maps the principal viewing axis that is closest to the view direction onto the z s axis and organizes a rectangular coordinate system around the z s axis as follows: (6) where (, ) is the view direction in the case where the first rotation is counterclockwise about the y axis with an angle of , and the second rotation is counterclockwise about the x axis with an angle of . After transformation of the instrument, the distance d 2 in the z-direction can be obtained as a depth value in the 3D sheared space, as shown in Figure 6b . In the proposed combination method, it is necessary to compare the relative distances, i.e., whether the depth of an organ is longer than that of an instrument. In this article, we define the depth of d 2 rather than d 1 to reduce the computation time.
Application to Spine Biopsy Simulator
As an early application, the combination method was employed in a spine biopsy simulator. The purpose of spine biopsies is to make a pathologic diagnosis in the spine. Because there are many critical organs near the spine, a well-trained operator is required. In current spine biopsy procedures, the surgeon reads 2D CT images then defines the location where the diseased area is expected to be found and the path through which the needle should enter the spine. However, it is very difficult for a surgeon to visualize the 3D location and the path from the 2D information.
The spine biopsy simulation (SBS) system 18 in Figure 7 provides realistic visual-and force- feedback information 19 to the user. The SBS system helps medical students understand the structure of organs near the spine and train for spine biopsy virtually, without involving a real patient. In the SBS system, the needle is rendered with a light gray color, and its shape is a cylinder of about 14 cm length and 1.4 mm radius. We move a needle that is physically attached to the end of a haptic device and find the path from the skin to the diseased area of the spine displayed on a monitor. Also, the position and motion of the needle in the 3D visualized image must be drawn corresponding to the physical position of the needle in a torso dummy. In the following experiments, the needle was surface-rendered and the proposed combination method was applied to combine volume-rendered organs and a surface-rendered needle image.
EXPERIMENTS AND RESULTS
To verify the rendering method, experiments have been performed with a 3D image with 256 ϫ 256 ϫ 256 voxels. A 400-MHz Pentium PC is used as a computing platform, having a memory of 256 MB. The ray-termination method was applied in these experiments. Figure 8 shows a volume-rendered organ image near the spine and a surfacerendered image of a needle for the spine biopsy. Table 1 shows the processing time with and without masking. "Overlap" in Tables 1 and 2 refers to the extent to which the needle enters an organ: "none" indicates that the needle has not yet entered the organ, as shown in Figure 9a ; "half" indicates that half of the needle has entered the organ (Fig.  9b) ; and "full" indicates that the needle has been fully inserted into the organ (Fig. 9c) . Generation of a color-rendered image took 0.91 s without masking and 0.32 s with masking, the latter being 2.84 times faster than total rendering without masking. Generation of a gray-rendered image took 0.63 s without masking and 0.24 s with masking, the latter being 2.63 times faster. Table 2 shows the number of voxels contributing to the volume rendering. The number of voxels without masking is about 2,650,000, whereas the number in the masking area is about 20,000 -35,000 when the position of the needle moves 7.03 mm in both the x-and z-directions. This shows that the number of voxels for compositing with masking decreases to about 1% of the overall total. However, the rendering time does not decrease with the rate, because the compositing function has some overheads, such as determining the masking region and a voxel-skipping procedure with ray termination in the intermediate image. Table 3 shows the time required for each function of volume rendering. The compositing operation occupies the majority of the total computation time. When the proposed masking is used, the time saved in the compositing operation is much greater than the overhead time of the needle combining process. Therefore, using the proposed masking reduces total computation time. Table 4 shows another experimental result for the processing time with and without masking in the case of the spine only and a needle. Here, half of the needle enters the organ, as shown in Figure  10a . Generation of a color-rendered image took 0.36 s without masking and 0.22 s with masking, the latter being 1.64 times faster than total rendering without masking. Generation of a gray-rendered image took 0.26 s without masking and 0.16 s with masking, the latter being 1.63 times faster. Because there is no skin and lung in Figure  10 , the region of volume rendering is smaller than that of Figure 9 , so the speed-up ratio decreases in comparison with Figure 9 .
DISCUSSION
The fast combination method for surface-rendered and volume-rendered images offers several advantages. First, the computation amount and memory cost can be reduced because the medical instrument is rendered by surface rendering, not by volume rendering. Second, the volume rendering using ray termination reduces the computation amount. Third, only the mask region of the instrument is frequently rendered to realize fast motion of the instrument. The method thus provides a fast rendering for the combination of a volume-rendered organ image and a surface-rendered instrument image. The fast combination method was applied to a spine biopsy simulator, which showed good performance of fast rendering and realistic visualization.
The shear-warp factorization makes the volume rendering fast. However, there are three potential problems associated with the shear-warp algorithm. First, the algorithm involves two resampling steps; every slice is resampled during compositing, and the intermediate image is resampled during the final warping process. These resampling steps can potentially cause blurring and loss of detail. The second problem arises because the shear-warp algorithm uses a 2D rather than a 3D filter to resample the volume data. The third problem is that the shear-warp algorithm goes through shearing while compositing. Shearing produces low image quality around a view direction of 45 degrees. In this article, the proposed method was applied to a spine biopsy simulator. The combination method can be extended to other hybrid rendering methods, such as fast combination of image-based rendering and geometry modeling, 20 and the masking method can be applied to deformable surface modeling-based indirect volume rendering. 21 With the continued development of surgical simulators and image-guided therapy, it is likely that the combination method will be widely used.
