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The simulation of ultrasound propagation through soft biological tissue has a wide range of
practical applications. These include the design of transducers for diagnostic and therapeu-
tic ultrasound, the development of new signal processing and imaging techniques, studying
the aberration of ultrasound beams in heterogeneous media, ultrasonic tissue classification,
training ultrasonographers to use ultrasound equipment and interpret ultrasound images,
model-based medical image registration, and treatment planning and dosimetry for high-
intensity focused ultrasound. However, ultrasound simulation presents a computationally
difficult problem, as simulation domains are very large compared with the acoustic wave-
lengths of interest. But if the problem is axisymmetric, the governing equations can also be
solved in 2D. This allows running simulations with larger grid size, with less computational
resources and in a shorter time. This paper model and implements an acceleration of the
Full-wave Nonlinear Ultrasound Simulation in an Axisymmetric Coordinate System imple-
mented in Matlab using Mex Files for FFTW DST and DCT transformations. The axisym-
metric simulation was implemented in C++ as an extension to the open source K-WAVE
toolbox. The codes were optimized to run using one node of Salomon supercomputer cluster
(IT4Innovations, Ostrava, Czechia) with two twelve-core Intel Xeon E5-2680v3 processors.
To maximize computational efficiency, several stages of code optimization were performed.
First, the FFTs were computed using the real-to-complex FFT from the FFTW library.
Compared to the complex-to-complex FFT, this reduced the compute time and memory
associated with the FFT by nearly 50%. Also, real-to-real DCTs and DSTs were computed
using FFTW library, which ones in Matlab version, had to be invoked from dynamically
loaded MEX Files. Second, to save memory bandwidth, all operations were computed in
single precision. Third, element-wise operations were parallelized using OpenMP and then
optimized using streaming SIMD extensions (SSE). The overall computation of the C++
k-space model is up to 34-times faster and uses less than one-third of the memory than
Matlab version. The simulation which would take nearly two days by Matlab implementa-
tion can be now computed in one and half hour. This all allows running the simulation on
the computational grid with 16384× 8192 grid points within a reasonable time.
Abstrakt
Simulácia šírenia ultrazvuku prostredníctvom mäkkých biologických tkanív má širokú škálu
praktických aplikácií. Patria sem dizajn prevodníkov pre diagnostický a terapeutický ultra-
zvuk, vývoj nových metód spracovania signálov a zobrazovacích techník, štúdium anomálií
ultrazvukových lúčov v heterogénnych médiách, ultrazvuková klasifikácia tkanív, učenie
rádiológov používať ultrazvukové zariadenia a interpretáciu ultrazvukových obrazov, mod-
elové vrstvenie medicínskeho obrazu a plánovanie liečby pre ultrazvuk s vysokou intenz-
itou. Ultrazvuková simulácia však predstavuje výpočtovo zložitý problém, pretože simu-
lačné domény sú veľmi veľké v porovnaní s akustickými vlnovými dĺžkami, ktoré sú pred-
metom záujmu. Ale ak je problém osovo symetrický, problém môže byť riešený v 2D.To
umožňuje spúšťanie simulácií na mriežke s väčším počtom bodov, s menším využitím výpoč-
tových zdrojov za kratšiu dobu. Táto práca modeluje a implementuje zrýchlenie vlnovej
nelineárnej ultrazvukovej simulácie v axisymetrickom súradnicovom systéme realizovanom
v Matlabe pomocou Mex súborov pre diskrétne sínové a kosínové transformácie. Axisymet-
rická simulácia bola implementovaná v C++ ako open source rozšírenie K-WAVE toolboxu.
Kód je optimalizovaný na beh na jednom uzle superpočítaču Salomon (IT4Innovations, Os-
trava, Česká republika) s dvoma dvanásť-jadrovými procesormi Intel Xeon E5-2680v3. Na
maximalizáciu výpočtovej efektívnosti boli vykonané viaceré optimalizácie kódu. Po prvé,
fourierové tramsformácie boli vypočítané pomocou real-to-complex FFT z knižnice FFTW.
V porovnaní s complex-to-complex FFT to znížilo čas výpočtu a pamäť spojenú s výpočtom
FFT o takmer 50%. Taktiež diskrétne sínové a kosínové transformácie sa počítali pomocou
knižnice FFTW, ktoré v Matlab verzii museli byť vyvolané z dynamicky načítaných MEX
súborov. Po druhé, aby sa znížilo zaťaženie priepustnosti pamäte, boli všetky operácie
počítané jednoduchej presnosti pohyblivej rádovej čiarky. Po tretie, elementárne operá-
cie boli paralelizované pomocou OpenMP a potom vektorizované pomocou rozšírení SIMD
(SSE). Celkový výpočet C++ verzie je až do 34-násobne rýchlejší a využíva menej ako
tretinu pamäte ako Matlab verzia simulácie. Simulácia ktorá by trvala takmer dva dni tak
môže byť vypočítaná za jeden a pol hodinu. Toto všetko umožňuje počítať simuláciu na
výpočetnej mriežke s veľkosťou 16384× 8192 bodov v primeranom čase.
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Rozšířený abstrakt
Simulácia šírenia ultrazvuku prostredníctvom mäkkých biologických tkanív má širokú škálu
praktických aplikácií. Patria sem dizajn prevodníkov pre diagnostický a terapeutický ultra-
zvuk, vývoj nových metód spracovania signálov a zobrazovacích techník, štúdium anomálií
ultrazvukových lúčov v heterogénnych médiách, ultrazvuková klasifikácia tkanív, učenie
rádiológov používať ultrazvukové zariadenia a interpretáciu ultrazvukových obrazov, mod-
elové vrstvenie medicínskeho obrazu a plánovanie liečby pre ultrazvuk s vysokou intenzi-
tou. Ultrazvuková simulácia však predstavuje výpočtovo zložitý problém, pretože simulačné
domény sú veľmi veľké v porovnaní s akustickými vlnovými dĺžkami, ktoré sú predmetom
záujmu. Ale ak je problém osovo symetrický, problém môže byť riešený v 2D.To umožňuje
spúšťanie simulácií na mriežke s väčším počtom bodov, s menším využitím výpočtových
zdrojov za kratšiu dobu. Na začiatku práce si predstavíme k-Wave toolbox pre simuláciu
ultrazvuku. Ďalej preštudujeme možnosti akcelerácie vedeckých aplikacií na superpočí-
tačoch Anselm a Salomon. Popíšeme si ich jednotlivé hárdverové komponenty ako proce-
sor a pamäť, ale aj grafické alebo výpočetné akcelerátory a zhodnotíme si ich výkonnosť
a možnosť implementácie. Podrobne si predstavíme NUMA architektúru a ukážeme si
ako optimalozovať aplikácie na danú architektúru. Potom sa zoznámime so súčasnou im-
plementáciou simulácie šírenia ultrazvuku v axisymetrickom médiu vytvorenú v prostredí
MATLAB. Ukážeme si podrobne jej implementáciu a dôležité výpočetné časti a použité
funkcie. Hlavnou časťou tejto práce je modelovanie a implementácia zrýchlenia vlnovej ne-
lineárnej ultrazvukovej simulácie v axisymetrickom súradnicovom systéme realizovanom v
Matlabe pomocou Mex súborov pre diskrétne sínové a kosínové transformácie. Axisymet-
rická simulácia bola implementovaná v C++ ako open source rozšírenie K-WAVE toolboxu.
Kód je optimalizovaný na beh na jednom uzle superpočítaču Salomon (IT4Innovations, Os-
trava, Česká republika) s dvoma dvanásť-jadrovými procesormi Intel Xeon E5-2680v3. Na
maximalizáciu výpočtovej efektívnosti boli vykonané viaceré optimalizácie kódu. Po prvé,
fourierové tramsformácie boli vypočítané pomocou real-to-complex FFT z knižnice FFTW.
V porovnaní s complex-to-complex FFT to znížilo čas výpočtu a pamäť spojenú s výpočtom
FFT o takmer 50%. Taktiež diskrétne sínové a kosínové transformácie sa počítali pomocou
knižnice FFTW, ktoré v Matlab verzii museli byť vyvolané z dynamicky načítaných MEX
súborov. Po druhé, aby sa znížilo zaťaženie priepustnosti pamäte, boli všetky operácie
počítané jednoduchej presnosti pohyblivej rádovej čiarky. Po tretie, elementárne operá-
cie boli paralelizované pomocou OpenMP a potom vektorizované pomocou rozšírení SIMD
(SSE). Po implementácií sme sa zamerali na testovanie navrhnutého kódu. Overovala sa ako
numerická presnosť oproti referenčnej implementácií v prostredí Matlab tak aj výkonnosť.
Nakoniec sme analyzovali využitie výpočetných prostriedkov a ukázali sme si hárdverové
limity ktoré obmedzujú výkonnosť. Celkový výpočet C++ verzie je až do 34-násobne rých-
lejší a využíva menej ako tretinu pamäte ako Matlab verzia simulácie, čo umožňuje spustiť
simuláciu na výpočetnej mriežke s veľkosťou 16384× 8192 bodov v primeranom čase.
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According to the Czech Society of Oncology1, more than 73,000 tumours diseases are newly
diagnosed in the Czech Republic every year and this number is continuing to grow. Sadly,
almost 27,000 patients succumb to the disease every year. Unfortunately, current can-
cer treatment procedures including external beam radiation therapy (EBRT), chemother-
apy and surgical interventions have severe limitations and side effects (radiation and drug
dosage limits, operability, repeatability, long-lasting consequences) that reduce the chances
of successful cure [10].
A very promising alternative to the standard treatment procedures is a non-invasive high
intensity focused ultrasound (HIFU), also known as focused ultrasound surgery [1, 18, 5].
The technique works by sending a focused beam of ultrasound into the tissue, typically
using a large transducer.[16]
Another very hopeful technology is photoacoustic tomography which can be very good
alternative to X-ray mammography. Its advantage over mammography is the fact that it is
non-invasive, whereas mammography use ionizing radiation. Furthemore, mammography
often produce false negatives. Estimates of the numbers of cancers missed by mammography
are usually around 20% [11].
The simulation of ultrasound propagation plays an important role in the development
of technologies such as photoacoustic tomography and high intensity focussed ultrasound
(HIFU). These simulations need to account for a range of effects seen in biological tissue such
as acoustic absorption and nonlinear propagation. These effects are particularly important
in HIFU since nonlinear propagation results from high acoustic pressures and acoustic
absorption causes significant heating in the tissue. High pressures additionally create steep
wavefronts and short acoustic wavelengths, which require dense computational grids and
correspondingly high levels of computational resources. One simplification that is commonly
made in ultrasound simulations is to assume axisymmetry in the system.[34]
If the input three-dimensional data are axisymmetric i.e. symmetric around one axis,
the problem can be solved in 2D using axisymmetric simulation. The main benefits of this
2D approximation is a significantly reduction of the computing time and used memory with
sufficiant accuracy.
The present thesis studies and models acceleration of the Full-wave Nonlinear Ultra-
sound Simulation in an Axisymmetric Coordinate System Using the Discrete Sine and Co-
sine Transforms developed by Bradley E. Treeby and Elliott S. Wise.[34] This simulation is
1https://www.linkos.cz/english-summary/czech-society-for-oncology/
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based on a k-space pseudospectral method and is composed of three coupled first-order par-
tial differential equations, together equivalent to a generalised Westervelt equation.[28, 30]
1.1 k-Wave toolbox
k-Wave is an open source MATLAB toolbox designed for the time-domain simulation of
propagating acoustic waves in 1D, 2D, or 3D [28]. The toolbox has a wide range of func-
tionality, but at its heart is an advanced numerical model that can account for both linear
and nonlinear wave propagation, an arbitrary distribution of heterogeneous material pa-
rameters, and power law acoustic absorption.
The numerical model is based on the solution of three coupled first-order partial differ-
ential equations which are equivalent to a generalised form of the Westervelt equation [30].
The equations are solved using a k-space pseudospectral method, where spatial gradients
are calculated using a Fourier collocation scheme, and temporal gradients are calculated
using a k-space corrected finite-difference scheme. The temporal scheme is exact in the
limit of linear wave propagation in a homogeneous and lossless medium, and significantly
reduces numerical dispersion in the more general case.
Power law acoustic absorption is accounted for using a linear integro-differential operator
based on the fractional Laplacian [29]. A split-field perfectly matched layer (PML) is used
to absorb the waves at the edges of the computational domain. The main advantage of
the numerical model used in k-Wave compared to models based on finite-difference time
domain (FDTD) schemes is that fewer spatial and temporal grid points are needed for
accurate simulations. This means the models run faster and use less memory.
k-Wave also includes an optimised C++/OpenMP versio of the simulations. This code
is written for shared memory computer architectures, including machines with multiple
CPUs based on a non-uniform memory access (NUMA) design. The code is optimised by
fusing multiple operations together to maximise temporal and spatial data locality, and






The Anselm cluster consists of 209 compute nodes, totaling 3344 compute cores with 15 TB
RAM and giving over 94 TFLOP/s theoretical peak performance. Each node is a powerful
x86-64 computer, equipped with 16 cores, at least 64 GB RAM, and 500 GB hard disk drive.
Nodes are interconnected by fully non-blocking fat-tree InfiniBand network and equipped
with Intel Sandy Bridge processors. A few nodes are also equipped with NVIDIA Kepler
GPU or Intel Xeon Phi MIC accelerators. [14]
2.1.1 Compute nodes
There are four types of compute nodes:
∙ 180 compute nodes without the accelerator
∙ 23 compute nodes with GPU accelerator - equipped with NVIDIA Tesla Kepler K20
∙ 4 compute nodes with MIC accelerator - equipped with Intel Xeon Phi 5110P
∙ 2 fat nodes - equipped with 512 GB RAM and two 100 GB SSD drives
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2.2 Salomon cluster
The Salomon cluster consists of 1008 compute nodes, totaling 24192 compute cores with 129
TB RAM and giving over 2 PFLOP/s theoretical peak performance. Each node is a powerful
x86-64 computer, equipped with 24 cores, at least 128 GB RAM. Nodes are interconnected
by 7D Enhanced hypercube InfiniBand network and equipped with Intel Xeon E5-2680v3
processors. The Salomon cluster consists of 576 nodes without accelerators and 432 nodes
equipped with Intel Xeon Phi MIC accelerators.[15]
2.2.1 Compute nodes
2.3 Possibilities of accelerating scientific applications on
Anselm and Salomon clusters
The main goal of code optimization is to best use of all the available resources, which can
be achieved by efficient code, parallelization and vectorization.
2.3.1 Parallel application within one node
One node of Salomon or Anselm cluster can be understood as a shared memory computer
architecture with multiple CPUs based on a non-uniform memory access (NUMA) design.
To optimize code on this architecture, an OpenMP API supporting multi-platform shared
memory multiprocessing programming in C, C++, and Fortran[25], can be used. OpenMP
allows to effectively parallelize and vectorize code on given hardware. The main advantage of
this solution is portability to almost any computer using x86 architecture. The architecture
of such a node is shown in Fig. 2.1.
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Figure 2.1: Schematic of a two-socket computer based on the Non-Uniform Memory Access
(NUMA) architecture. Non-local memory attached to a different CPU can be accessed via
the Quick Path Interconnect (QPI). However, this is considerably slower than accessing
local memory.[27]
2.3.2 Parallel application within multiple nodes
Multiple nodes form a distributed memory computer architecture with multiple CPUs,
therefore MPI (Message Passing Interface) has to be used. An application built with the
hybrid model of parallel programming can run on a computer cluster using both OpenMP
and Message Passing Interface (MPI), such that OpenMP is used for parallelism within a
(multi-cpu) node while MPI is used for parallelism between nodes.
2.3.3 Accelerator Intel Xeon Phi
The Intel R○ Xeon PhiTM processor is a bootable host processor that delivers massive par-
allelism and vectorization to support the most demanding high-performance computing
applications. The integrated and power-efficient architecture delivers significantly more
compute per unit of energy consumed versus comparable platforms to give you an im-
proved total cost of ownership.1[12] In this case OpenMP can be used too. Unfortunately,
the performance of the the Intel’s FFT implementation was found not to be very efficient
for the domain sizes of interest [16].
2.3.4 GPU accelerator
A simple way to understand the difference between a GPU and a CPU is to compare how
they process tasks. A CPU consists of a few cores optimized for sequential serial processing
while a GPU has a massively parallel architecture consisting of thousands of smaller, more
efficient cores designed for handling multiple tasks simultaneously. Applications on Nvidia
GPU accelerator can be programmed in C, C++, and Fortran using CUDA API. The main
advantage is that the simulation on GPU can be much faster and cheaper to run, but it
can be ported only within computers with supported GPUs. Another disadvantage is that
the simulation grid must fit to limited GPU memory.[24]
1Based on comparison with a system with a 2-socket E5-2697 v4.
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2.3.5 Performance
The comparison of theoretical peak performances for single precision arithmetic shows a five
to fifteen-fold margin when comparing high-end CPUs with high-end GPUs. This margin
largest around 2009, when general purpose computing on GPUs (GPGPU) took off. The
introduction of Xeon CPUs based on the Sandy Bridge architecture (with support for AVX)
in 2012 and the dual-issue floating point units introduced with Haswell in 2014 reduced the
gap between CPUs and GPUs. The recent introduction of NVIDIAs Pascal architecture
widened the gap to a factor of about three when comparing a single GPU with a dual-socket
system. What is not entirely reflected in the chart is the fact that the practical peak on
the GPU is often further away from the theoretical peak than for the CPU; but even when
taking this into account, the GPU is slightly faster. The Xeon Phi product line fills the gap
between CPUs and GPUs when it comes to single precision arithmetic.[24] Performance
graph can be seen in Fig. 2.2.
Figure 2.2: Comparison of theoretical peak GFLOP/s in single precision. CPU data is for





Non-uniform memory access (NUMA) is a computer memory design used in multiprocess-
ing, where the memory access time depends on the memory location relative to the pro-
cessor. Under NUMA, a processor can access its own local memory faster than non-local
memory (memory local to another processor or memory shared between processors). The
benefits of NUMA are limited to particular workloads, notably on servers where the data
is often associated strongly with certain tasks or users.[20]
3.1 Background
Perhaps the best way to understand NUMA is to compare it with its cousin UMA, or
Uniform Memory Access. In the UMA memory architecture, all processors access shared
memory through a bus (or another type of interconnect) as seen in Fig. 3.1.
Figure 3.1: Diagram of UMA architecture [4]
UMA gets its name from the fact that each processor must use the same shared bus
to access memory, resulting in a memory access time that is uniform across all processors.
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Note that access time is also independent of data location within memory. That is, access
time remains the same regardless of which shared memory module contains the data to be
retrieved.
In the NUMA shared memory architecture, each processor has its own local memory
module that can be accessed directly with a distinctive performance advantage. At the
same time, it can also access any other memory module belonging to another processor
using a shared bus (or some other type of interconnect) as seen in the Fig. 3.2.
Figure 3.2: Diagram of NUMA architecture [4]
What gives NUMA its name is that memory access time varies with the location of the
data to be accessed. If data resides in local memory, access is fast. If data resides in remote
memory, access is slower. The advantage of the NUMA architecture as a hierarchical shared
memory scheme is its potential to improve average case access time through the introduction
of fast, local memory.
Modern multiprocessor systems mix these basic architectures as seen in the Fig. 3.3.
Figure 3.3: Diagram of mix UMA and NUMA architectures [4]
In this complex hierarchical scheme, processors are grouped by their physical location
on one or the other multi-core CPU package or “node.” Processors within a node share
access to memory modules as per the UMA shared memory architecture. At the same
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time, they may also access memory from the remote node using a shared interconnect, but
with slower performance as per the NUMA shared memory architecture.[4]
3.2 Cache coherent NUMA (ccNUMA)
Nearly all CPU architectures use a small amount of very fast non-shared memory known as
cache to exploit locality of reference in memory accesses. With NUMA, maintaining cache
coherence across shared memory has a significant overhead. Although simpler to design
and build, non-cache-coherent NUMA systems become prohibitively complex to program
in the standard von Neumann architecture programming model.
Typically, ccNUMA uses inter-processor communication between cache controllers to keep a
consistent memory image when more than one cache stores the same memory location. For
this reason, ccNUMA may perform poorly when multiple processors attempt to access the
same memory area in rapid succession. Support for NUMA in operating systems attempts
to reduce the frequency of this kind of access by allocating processors and memory in
NUMA-friendly ways and by avoiding scheduling and locking algorithms that make NUMA-
unfriendly accesses necessary. [26]
3.3 Optimizing Applications for NUMA
3.3.1 Processor Affinity
Today’s complex operating systems assign application threads to processor cores using a
scheduler. A scheduler will take into account system state and various policy objectives
(e.g., “balance load across cores” or “aggregate threads on a few cores and put remaining
cores to sleep”), then match application threads to physical cores accordingly. A given
thread will execute on its assigned core for some period of time before being swapped out
of the core to wait, as other threads are given the chance to execute. If another core becomes
available, the scheduler may choose to migrate the thread to ensure timely execution and
meet its policy objectives.
Thread migration from one core to another poses a problem for the NUMA shared
memory architecture because of the way it disassociates a thread from its local memory
allocations. That is, a thread may allocate memory on node 1 at startup as it runs on a
core within the node 1 package. But when the thread is later migrated to a core on node
2, the data stored earlier becomes remote and memory access time significantly increases.
Processor affinity refers to the persistence of associating a thread/process with a partic-
ular processor resource instance, despite the availability of other instances. Using a system
API, or by modifying an OS data structure (e.g., affinity mask), a specific core or set of
cores can be associated with an application thread. The scheduler will then observe this
affinity in its scheduling decisions for the lifetime of the thread. For example, a thread
may be configured to run only on cores 0 through 3, all of which belong to quad core CPU
package 0. The scheduler will choose among cores 0 through 3 without even considering
migrating the thread to another package.
Exercising processor affinity ensures that memory allocations remain local to the thread(s)
that needs them. Several downsides, however, should be noted. In general, processor affinity
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may significantly harm system performance by restricting scheduler options and creating
resource contention when better resources management could have otherwise been used.
Besides preventing the scheduler from assigning waiting threads to unutilized cores, pro-
cessor affinity restrictions may hurt the application itself when additional execution time
on another node would have more than compensated for a slower memory access time.[4]
3.3.2 Data Placement Using Implicit Memory Allocation Policies
In the simple case, many operating systems transparently provide support for NUMA-
friendly data placement. When a single-threaded application allocates memory, the proces-
sor will simply assign memory pages to the physical memory associated with the requesting
thread’s node (CPU package), thus ensuring that it is local to the thread and access per-
formance is optimal.
Alternatively, some operating systems will wait for the first memory access before com-
mitting on memory page assignment. To understand the advantage here, consider a multi-
threaded application with a start-up sequence that includes memory allocations by a main
control thread, followed by the creation of various worker threads, followed by a long period
of application processing or service. While it may seem reasonable to place memory pages
local to the allocating thread, in fact, they are more effectively placed local to the worker
threads that will access the data. As such, the operating system will observe the first access
request and commit page assignments based on the requester’s node location.
These two policies (local to first access and local to first request) together illustrate
the importance of an application programmer being aware of the NUMA context of the
program’s deployment. If the page placement policy is based on first access, the programmer
can exploit this fact by including a carefully designed data access sequence at startup that
will generate “hints” to the operating system on optimal memory placement. If the page
placement policy is based on requester location, the programmer should ensure that memory
allocations are made by the thread that will subsequently access the data and not by an




K-Wave is a Matlab toolbox for simulation of acoustic wave propagation. The axisymmetric
simulation of wave propagation in fluid medium is also part of the toolbox. Although, k-
Wave implements a lot of different models, basic simulation flow is the same. First of all,
user specifies four input structures: kgrid, medium, source, and sensor. [27]
The first input kgrid defines the properties of the computational grid(2D in this case).
This determines how the continuous medium is divided up into a evenly distributed mesh
of grid points (the terms grid points and grid nodes are used interchangeably here). The
grid points represent the discrete positions in space at which the governing equations are
solved.
The second input structure medium defines the material properties of the medium at
each grid point. There are five material properties that can be defined; the isentropic sound
speed, the ambient mass density, the nonlinearity parameter, the power law absorption
coefficient or prefactor, and the power law absorption exponent. Except for the power law
absorption exponent (which must be a scalar), each of the material properties can be defined
as either a scalar (if the medium property is homogeneous), or a matrix (if the medium
property is heterogeneous). If the parameters are heterogeneous, the property matrix must
be of the same size as the computational grid.
The third input structure source defines the properties and location of any acoustic
sources in the medium. There are three different types of source that can be used. The first
is an initial pressure distribution. There are no restrictions on initial pressure distribution,
except that it must be the same size as the computational grid, and the values must be
real. The second type of source that can be defined in k-Wave is a time varying pressure
source. This physically corresponds to a mass source, and appears as a source term in the
mass conservation equation 4.1. This type of source requires two parameters; a source mask
(a binary matrix with same size as the computational grid) that defines which grid points
belong to the source, and the actual time varying pressure input. The third type of source
that can be defined is a time varying particle velocity source. This physically corresponds
to a force source, and appears as a source term in the momentum conservation equation
4.1. This is defined in an analogous fashion to a time varying pressure source.
The final input structure sensor defines the properties and location of the sensor points
used to record the acoustic field at each time step during the simulation. The position of
the sensor points within the computational domain is set using sensor mask. This can be
given either as a binary matrix which specifies the grid points that record the data, or as a
set of Cartesian coordinates. When the simulation functions are called, the propagation of
the wave-field in the medium is then computed step by step, with the acoustic field at the
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sensor elements stored after each iteration. These values are returned when the time loop
has completed. [27]
4.1 Theorethical background
In this section, the theorethical background and govering equations used in k-Wave Ax-
isymmetric fluid simmulation will be shown and described. This section was taken from a
paper by The Biomedical Ultrasound Group at University College London[34].
4.1.1 The Westervelt equation in an axisymmetric system
The model consists of a system of three first-order partial differential equations in three
acoustic variables, which together combine to give the Westervelt equation. Using a system
of equations for each variable gives a number of benefits, including allowing quantities such
as the acoustic intensity and the heating of tissue to be calculated from the acoustic field
variables, permitting staggered time and spatial grids to be used to improve the accuracy
of numerical methods, and simplifying the addition of force and mass sources. Following
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Here 𝜌0 and 𝑐0 are the ambient density and sound speed, and 𝑆𝐹 and 𝑆𝑀 are force
and mass sources. The ratio B/A characterisesthe relative contribution of finite-amplitude
effects to the sound speed, and the term −2𝜌+∇·𝑢 · u in Eq. 4.2 describes the contribution
of the particle velocity to the wave velocity.





where 𝛼0 is the power law prefactor and absorption follows a frequency squared power law.
Solving these equations in an axisymmetric system requires the axisymmetric forms of
















The 1/𝑟 term that occurs in the divergence equation is important since this restricts us
to calculating Eq. 4.6 at points that aren’t on the system’s axis. To do this, a staggered
grid scheme is used where 𝑝 and 𝜌 are defined on a grid that includes the axis while 𝑢 is
defined on a grid shifted by half the grid point spacing. This is indeed one motivation for
using a split form of the wave equation as the Laplacian operator that occurs in the general
second-order wave equation includes a 1/𝑟 term preventing the pressure field from being
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calculated on the axis. Defining 𝑝 along the axis is important for modelling the response of
transducers since the maximal pressure occurs on (or at least near) the axis and is needed
for calculating the heat delivered to tissue at the transducer’s focal point.
4.1.2 Axisymmetric boundary conditions
To simulate free-field conditions a perfectly matched layer (PML) is used to absorb the
waves at the simulation boundaries [2]. In a Cartesian system a PML would be placed on
all boundaries to prevent reflections, however in the axisymmetric case symmetry allows our
simulation to have one boundary placed on the system’s axis with the wave field mirrored
beyond it, and so only three PMLs are used. This mirroring is equivalent to applying a
symmetric extension in the radial direction to 𝑝, 𝑢𝑧 and 𝜌, and to applying an antisymmetric
extension to 𝑢𝑟. To illustrate this, the acoustic pressure field for the simulation is shown in
Fig. 4.1.
These antisymmetric and symmetric extensions can be implemented by applying ho-
mogeneous Neumann and Dirichlet boundary conditions on the axis. The implementation
of these conditions in a spectral method is often done using a polynomial basis defined on
a Chebychev grid. The Chebychev grid has the disadvantage however of needing a higher
density of points near the simulation boundaries and having a much stricter stability re-
quirement. For a given maximum grid spacing a Chebychev grid requires (𝜋/2)D more grid
points where D is the dimension of the simulation. It would be preferable instead to be able
to use an equispaced grid, like that available through Fourier spectral methods. However
to do so requires the inherent periodicity of Fourier spectral methods to be dealt with.
Figure 4.1: Simulated acoustic pressure field for an unfocussed cylindrical transducer. The
field is calculated for positive radial coordinates and a symmetric boundary condition is
used to imply the mirroring beyond the axis.
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4.1.3 Symmetric and antisymmetric Fourier spectral methods
A general approach to implementing Neumann and Dirichlet boundary conditions in a
spectral method is to choose basis functions that implicitly meet those conditions [31]. One
appropriate choice of basis functions are sines and cosines respectively – noting unlike a
Fourier representation that the choice needs to be mutually exclusive (i.e only sines or only
cosines). Much like a Fourier spectral method we can represent a sampled function 𝑢 of
length 𝑁 by a weighted sum of sinusoids defined for a set of equally spaced wavenumbers









where 𝐴𝑛 and 𝐵𝑛 are the weights associated with each basis function and 𝑗, 𝑛 = 1, 2, ..., 𝑁 .
To determine these weights and wavenumbers we use the discrete sine and cosine trans-
forms, collectively referred to as the discrete trigonometric transforms (DTTs). There are
sixteen DTTs, each corresponding to a specific type of discrete symmetry on the left and
right boundaries. Symmetry may be either symmetric (S) or antisymmetric (A) and the
point of symmetry may lie on a data point (W) or halfway between data points (H). The
DTTs can be labelled by the symmetry on each boundary, for instance a Dirichlet condition
applied at a data point on the left boundary and a Neumann condition applied halfway
between data points on the right boundary would be labelled as WSHA. Table 4.1 provides
these boundary symmetries along with their corresponding DTTs and wavenumber sets.1
In it, 𝑁 is the length of the representative sample of the sequence the DTT is applied
to and 𝑀 is the implied periodic length of the sequence. The DTTs can be divided into
four classes based on whether their implied periodic length M is an even or odd number
(even and odd classes), and whether their wavenumbers are shifted by 𝜋/𝑀Δ𝑥(whole- and
half-wavenumber classes).
To form a pseudospectral method we make use of the same frequency-space differenti-
ation properties that make the Fourier spectral method possible, namely
𝜕
𝜕𝑥
𝐴𝑛 sin(𝑘𝑛𝑥) = 𝑘𝑛𝐴𝑛 cos(𝑘𝑛𝑥) (4.9)
𝜕
𝜕𝑥
𝐵𝑛 cos(𝑘𝑛𝑥) = −𝑘𝑛𝐵𝑛 sin(𝑘𝑛𝑥) (4.10)
Thus, a DTT spectral method involves transforming a discretely sampled function 𝑢 into
frequency space using a DTT appropriate to the sequence’s boundary conditions, scaling
the basis function weights (𝐴𝑛 or 𝐵𝑛) by their wavenumbers (𝑘𝑛 or −𝑘𝑛), and inverting
the derivative back using an inverse DTT corresponding to the boundary conditions of the
differentiated function 𝑢′. That is, either
𝑢′ ≈ S−1{𝑘C{𝑢}} (4.11)
𝑢′ ≈ C−1{−𝑘S{𝑢}} (4.12)
1See Martucci for an explanation of the DTTs and their relationships to one-another and to the gener-
alised Fourier transform [21]. As in this paper, Martucci notes the existence of four DTT classes based on
wavenumbers, though in the context of convolution rather than differentiation.
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Table 4.1: THE DISCRETE TRIGONOMETRIC TRANSFORM CLASSES




WSWS C1 0, 1, ..., 𝑀2 2(𝑁 − 1)
HSHS C2 0, 1, ..., 𝑀2 − 1 2𝑁
WAWA S1 0, 1, ..., 𝑀2 − 1 2(𝑁 + 1)
HAHA S2 0, 1, ..., 𝑀2 2𝑁
WSHS C5 0, 1, ..., 𝑀−12 2(𝑁 − 1)
HSWS C6 0, 1, ..., 𝑀−12 2(𝑁 − 1)
WAHA S5 0, 1, ..., 𝑀+12 2(𝑁 + 1)






WSWA C3 0, 1, ..., 𝑀2 − 1 2𝑁
HSHA C4 0, 1, ..., 𝑀2 − 1 2𝑁
WAWS S3 0, 1, ..., 𝑀2 − 1 2𝑁
HAHS S4 0, 1, ..., 𝑀2 − 1 2𝑁
WSHA C7 0, 1, ..., 𝑀−12 2(𝑁 − 1)
HSWA C8 0, 1, ..., 𝑀−12 2(𝑁 + 1)
WAHS S7 0, 1, ..., 𝑀−12 2(𝑁 + 1)
HAWS S8 0, 1, ..., 𝑀−12 2(𝑁 − 1)
4.1.4 Discrete model equations
The ultrasound model given in Eqs. 4.1, 4.2 and 4.3 is solved using DTT pseudospectral
methods from the even half-wavenumber class along with a centred leapfrog time scheme.
On the nonaxis boundaries any symmetry applied will be negated by a PML, and so can
be chosen arbitrarily. Thus, 𝑝 and 𝜌 are given WSWA boundaries in both the radial and
depth dimensions (the axis is on the left radial boundary) and 𝑢𝑟 and 𝑢𝑧 have HAHS
boundaries. This is shown in Fig. 4.2. By choosing a half-wavenumber DTT class we
have avoided trimming or zero-padding sequences in frequency space since all DTTs in
each half-wavenumber class are defined for the same subset of wavenumbers. Choosing an
even class gives access to the fast algorithms available through the FFTW library [7]. The
model was implemented in MATLAB using a mex interface to FFTW as an extension to
the MATLAB k-Wave toolbox [28]. The PML is not included in the equations below for
simplicity, however it is applied by simply scaling 𝑢 and 𝜌 at each time step.
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Figure 4.2: The axisymmetric coordinate system used showing the grids on which field
variables are calculated and the time steps at which they are defined.
To begin, Eq. 4.1 is calculated in two parts as
𝜕
𝜕𝜉














where 𝜉 = 𝑟, 𝑧 and 𝑛 is the current timestep. The acoustic density is split into two com-
ponents so that the PML can be applied and as a result the radial terms in the divergence
operator from Eq. 4.6 are calculated separately from the depth term. Noting that 𝑢𝑟/𝑟 has










































Here 𝑢𝑟/𝑟 has been transformed into frequency space so that it can be shifted onto a
whole-sample grid after being added to 𝜕𝑢𝑟/ 𝜕𝑟. These can be added to the radial and





















where 𝜉 = 𝑟, 𝑧. The two density components are then recombined to give the total acoustic
density
𝜌𝑛+1 = 𝜌𝑛+1𝑟 + 𝜌
𝑛+1
𝑧 (4.18)



































Here, the term 𝜕𝜕𝑡𝜌
𝑛+1 has been expanded using Eq. 4.2 prior to the leapfrog time
scheme being applied to integrate it.
4.2 Matlab implementation
In this section, all important functions in the main simulation loop will be descriped.
Despite the fact that the simulation takes place in two dimensional space, only functions in
one directions will be shown. Further WSWA symmetry, nonlinear and lossy simmulation
will be considerd.
As written in Sec. 4.1.4, discrete trigonometric transforms were implemented trough
the FFTW library using mex interface, since Matlab does not support these functions. This
way, the function dtt1D() will be used. FFTW computes unnormalized transformations,
therefore, it is necessary to divide the output by the dimension size.
4.2.1 Compute pressure gradient
This Matlab code fragment refers to Eq. 4.13
% compute forward transform in the radial direction using
% DCT3 (WSWA symmetry), with transforms in the axial
% direction computed using the FFT
p_k = kappa .* fft(dtt1D(p, DCT3, 2), [], 1);
% for the radial derivative, compute inverse transform in
% the radial direction using DST4ˆ-1 = DST4 (symmetry
% changes to HAHS as output is differentiated and moved to
% staggered grid)
dpdy_sgy = dtt1D(real(ifft(bsxfun( ...
@times, ddy_k_wswa, p_k), [], 1)), DST4, 2) ./ M;
where 𝑘𝑎𝑝𝑝𝑎 is the k-space operator, fft(matrix,n,dim) represents a 1D fast Fourier
transform in the axis given by third the parameter (1 - Y dimension). dtt1D(matrix,
DST4, dim) represents 1D discrete trigonometric transform of the type given by the second
parameter (S4) along the axis given by the third parameter (1 - X dimension). The Fast
Fourier transform is used here istead of DTT, because it is faster in MATLAB and can
be used instead of DTT. In the second line, real(data) extracts the real part of complex
numbers, ifft(matrix, n, dim) represents inverse 1D fast Fourier transform in the axis
given by the third parameter. bsxfun(@times, vector, matrix) is a function for element-
wise matrix-by-vector multiplication. ddy_k_wswa contains wavenumbers.
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4.2.2 Compute velocity
Matlab implementation of computing velocity from Eq. 4.14 has a form of
% calculate ux and uy at the next time step using dp/dx and dp/dy at
% the current time step
ux_sgx = bsxfun(@times, pml_x_sgx, ...
bsxfun(@times, pml_x_sgx, ux_sgx) ...
- dt .* rho0_sgx_inv .* dpdx_sgx ...
);




This operation computes velocity from the old velocity, pressure gradient and then adds
a velocity source. pml_x_sgx represents the perfectly matched layer (PML) presented in
Sec. 4.1.2.
4.2.3 Compute velocity gradient
Calculation of velocity gradient from Eq. 4.15 4.16 is performed by
% for the axial derivative, compute forward transform in
% the radial direction using DCT3 (WSWA symmetry), and the
% inverse transform using DCT3ˆ-1 = DST2 (symmetry and grid
% staggering don’t change)
duxdx = dtt1D(real(ifft(...
kappa .* bsxfun(@times, ddx_k_shift_neg, ...
fft(dtt1D(ux_sgx, DCT3, 2), [], 1)) ...
, [], 1)), DCT2, 2) ./ M;
It is obvious that this function is very similar to the computation of pressure gradient
from Sec. 4.2.1.
4.2.4 Compute density
Implementation of Eq. 4.2 looks like follows
% use nonlinear mass conservation equation (explicit calculation)
rho0_plus_rho = 2 .* (rhox + rhoy) + rho0;
rhox = bsxfun(@times, pml_x, bsxfun(@times, ...
pml_x, rhox) - dt .* rho0_plus_rho .* duxdx);
% add the source values to the existing field values
20
rhox(p_source_pos_index) = rhox(p_source_pos_index) ...
+ source.p(p_source_sig_index, t_index);
It explicitly calculates nonlinear mass conservation equation. At the end, the pre-scaled
pressure source term as a mass source is added in.
4.2.5 Compute pressure
Finally, the calculation of pressure derived from Eq. 4.19 is shown below
% calculate p using a nonlinear absorbing equation of state
% assuming alpha_power = 2
p = c.ˆ2 .* (...
(rhox + rhoy) ...
+ absorb_tau .* rho0 .* (duxdx + duydy) ...
+ medium.BonA .* (rhox + rhoy).ˆ2 ./ (2 .* rho0) ...
);
4.3 Existing C++/OMP implementation of 3D simulation
As has been said in Chap. 4, k-Wave toolbox includes axisymmetric simulation of wave
propagation in fluid medium. And as it has been said in Sec. 1.1, k-Wave also includes
an optimised C++/OpenMP versio of the simulations. We focus on the implementation
of the first-order k-space model (kspaceFirstOrder3D-OMP) created by J. Jaroš and
corresponding to simulating wave propagation in fluid medium in three dimensions. In this
case, “first-order” refers to the fact we are solving a system of coupled first-order partial
differential equations. It’s not related to the order of numerical accuracy of the solution,
nor to the order of the acoustic variables retained in the governing equations.
The C++ code requires a single input file saved in the HDF5 format.[?] This file defines
the properties of the grid, medium, source, and sensor in the same way as described in Chap.
4. Although the C++ code is written to be run independently of MATLAB, for most users
it is easiest to use the MATLAB function kspaceFirstOrder3D to create the input matrices
and save them to disk in the required format (this requires MATLAB 2011a or later). The
HDF5 input file is automatically generated by adding the flag ‘SaveToDisk’ and a filename
(or pathname and filename) to the optional input arguments as shown below. When this
flag is given, the MATLAB code runs the preprocessing steps, saves the input parameters
to disk, and then aborts without running the actual simulation.
After saving the input data, the compiled C++ code kspaceFirstOrder3D-OMP
can be called from a terminal window (or the command line in Windows). The code
requires two mandatory parameters, in addition to a number of optional parameters and
flags. The mandatory parameters -i and -o specify the input and output file. After the
C++ code has completed, the output files can be reloaded into MATLAB using the syntax
h5read(filename, datasetname).
It is also possible to run the C++ code directly from MATLAB (rather than from
a terminal or command window). To run the code blindly, calls to kspaceFirstOrder3D
can be directly substituted with calls to kspaceFirstOrder3DC without any other changes.
This function automatically adds the ‘SaveToDisk’ flag, calls kspaceFirstOrder3D to create
the input variables, calls the C++ code using the computer command, reloads the output
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variables from disk using h5read, then deletes the input and output files. This is useful
when running MATLAB interactively.[27]
4.3.1 Main components of the C++ implementation
The most important classes of the 3D simulation code are mentioned in this section. Please
note, that this is not an exhaustive list of all parts of the framework.
Fig. B.1 represents a class diagram of 3D code. The KSpaceFirstOrder3DSolver class
represents the main class responsible for handling entire simulation. In this class, the pre-
processing, the postprocessing as well as simulation loop methods are implemented. And
also all methods with computations which occur during simulation. In the preprocessing
phase KSpaceFirstOrder3DSolver invokes methods of MatrixContainer to allocate the
memory and load the data into matrices needed during the computation. The Solver class
also implements methods to precalculate variables which needs to be available prior to sim-
ulation launch. After preprocessing phase is completed, the simulation phase begins. In this
stage, KSpaceFirstOrder3DSolver invokes appropriate methods (computational kernels),
implemented in the class one-by-one according to the model. The computational kernel
then computes a given part of simulation according to the input parameters (linear or non-
linear simulation, homogeneous or heterogeneous medium) with appropriate data provided
by the MatrixContainer class. This process is then repeated based on the parameter pro-
vided by Parameters class. Once the simulation is over, the main class invokes procedures
in MatrixContainer to store data specified by parameters (the data storing may also occur
during the simulation) and frees memory. Afterwards the application terminates.
The MatrixContainer class is responsible for data handling. This class implements
methods to create, allocate, destroy and load data into matrices. The create method
basically adds matrix records consisting of the matrix name, type and size into the list.
The size of matrices is calculated based on domain size provided by the Parameters class.
The creation of some matrices is even conditioned by values of some parameters. Matrices
from the list are then allocated by the allocate method. It also holds references to all the
matrices and it is able to serve pointers to memory of each matrix.
The Parameters class processes command line parameters, loads parameters from the
input file, sets up device constants and serves other classes with these parameters. This
class is modeled as a singleton and at some point almost every other class in framework
obtains a reference to the Parameters.
The Logger class is responsible for all outputs to standard and error output. It also
implements methods for messages formatting.
Class HDF5 implements a simplified interface to operate with HDF5 files allowing easy
manipulation, loading and storing the data.[17]
4.3.2 Libraries used in implementation
OpenMP
To achieve an efficient execution on multi-core/multi-CPU system, we need an instrument
to parallelize and vectorize a given code. As discused in Sec. 2.3.1, OpenMP is a very good
tool to parallelize and vectorize C++ code.
OpenMP uses a portable and scalable model that gives programmers a simple and
flexible interface for developing parallel applications for platforms ranging from the standard
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desktop computer to the supercomputer. One of its most advantage is its simplicity. It
allows programmer to uses simple #pragmas to achieve strong and powerfull results.[22]
HDF5
In real-life applications, the domains are usually on the order of 10 dm in size which trans-
lates to a Cartesian grid of roughly 10243 grid points in 3D. The number of grid points
strongly depends on various properties of the simulation, the numbers are just for illus-
tration purpose. To be able to run a simulation, the application needs several matrices
representing medium properties, acoustic quantities, sources, sensors and etc., many of
which have the same size as the grid. When simulating in MATLAB, all matrices are
stored internally and all computation is performed on this data stored in the computer
main memory. The problem occurs when data needs to be transferred from MATLAB into
a file and handed to the accelerated application for processing. The use of standard Unix
or Windows files is quite cumbersome. Moreover, those files are incompatible due to file
system nuances in many cases. To overcome disadvantages of using the posix binary files,
an HDF5 library have been incorporated into the fluid code. The HDF5 file format is the
fifth iteration of the hierarchical data format developed by the HDF Group [8]. This file
format has many advantages just as support for great variety of datatypes, efficient and
flexible I/O, portability, extensibility and suitability for high volume and complex data.
Another important fact is that MATLAB has a built-in support for the HDF5 file format.
Thanks to its advantages, HDF5 file format became de-facto industry standard for storing
high-volume data, especially in scientific applications.[17]
HDF5 is a data model, library, and file format for storing and managing data. It
supports an unlimited variety of datatypes, and is designed for flexible and efficient I/O and
for high volume and complex data. HDF5 is portable and extensible, allowing applications
to evolve in their use of HDF5. The HDF5 Technology suite includes tools and applications
for managing, manipulating, viewing, and analyzing data in the HDF5 format.[8]
FFTW3
By reason of using Fourier pseudospectral method to compute gradients, it was necessery
to be able quickly compute Discrete Fourier transformations. For that reason, the FFTW3
library was choosen. FFTW is a C subroutine library for computing the discrete Fourier
transform (DFT) in one or more dimensions, of arbitrary input size, and of both real and
complex data (as well as of even/odd data, i.e., the discrete cosine/sine transforms or
DCT/DST) [6]. It has many advantages such as:
∙ Speed - benchmarks, performed on on a variety of platforms, show that FFTW’s
performance is typically superior to that of other publicly available FFT software,
and is even competitive with vendor-tuned codes.
∙ Supports SSE/SSE2/Altivec, AVX and ARM Neon.
∙ Both one-dimensional and multi-dimensional transforms.
∙ Transforms of real even/odd data: the discrete cosine transform (DCT) and the
discrete sine transform (DST), types I-IV.
∙ Efficient handling of multiple, strided transforms.
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∙ Parallel transforms: parallelized code for platforms with SMP machines with some
flavor of threads (e.g. POSIX) or OpenMP. An MPI version for distributed-memory
transforms is also available.
∙ Portable to any platform with a C compiler.
∙ Free software, released under the GNU General Public License.
4.3.3 Performance of the C++ implementation
The question is: “Why do we need a C++ implementation of the MATLAB code?” The
answer is its performance as we can see in Fig. 4.3.




The main objective of this thesis is to accelerate thr MATLAB ultrasound simulation by
one choosen HPC language. Firstly, we need to choose HPC (High performance computing)
language. The C++/OpenMP solution was choosen, programmed in a way that allow easy
transformation of this solution to C++/CUDA version. The advantages and disadvantages
of this solutions were discused in Sec. 2.3.
Due to similar nature of both simulations (2D Axisymetric fluid and 3D fluid simulation)
and to provide the same ability to include acceleration in k-Wave, it has been decided to
use implementation from Sec. 4.3 as a reference. To be a framework of this designed
solution. Keeping the same interface and structure as the 3D simulation is also one of the
requirements of the designed solution.
5.1 Implementation breakdown into tasks
∙ remake 3D code to 2D code
∙ implementate sine and cosine R2R transformations
∙ create KSpaceFirstOrderAS2DSolver with corresponding computation kernels dis-
cused in Chap. 4
∙ modificate MatrixConatiner class and I/O file format
∙ create unit tests and edit existing k-Wave fluid 3D test to 2D
∙ accuracy testing
5.1.1 Reducing dimensions
In the k-Wave framework, there is an effort to provide compatible code across all simulations
as much as possible. Therefore, it was decided to keep the same structure as the 3D
simulation had. So the main change was to set the 𝑧 direction size of every matrix to 1,
and in the computation kernels to eliminate loops over the 𝑧 dimension. Moreover, it was
necessary to identify every function which worked with dimensions such a computation of
1D index and modify it without changing its interface.
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5.1.2 Sine and cosine transformations
As it was discussed in Chap. 4, the axisymmetric simulation besides Discrete Fourier
transforms, also uses Discrete Sine and Cosine transforms. The FFTW library used in the
k-Wave code can also compute discrete sine and cosine transformations as mentioned in Sec.
4.3.2. The methods to initialize all posible DST and DCT plans and methods which run this
transformation were created. An fftw_plan contains all information necessary to compute
the transform, including the pointers to the input and output arrays. To implement real-
to-real transformations the new FftwRealMatrix class as a subclass to a RealMatrix class
was created. Also the new matrices which required computation of discrete cosine and sine
transforms were implemented.
To achieve this, the C++ Mex File used by the Matlab implementation discused in
Sec. 4.2 was used as reference implementation of DCTs and DSTs. Since during the
implementation of the C++ Mex File the care was taken on performance, it was integrated
almost unchanged.
/**
* Computer forward out-of place 1D Real-to-Real DCT.
*/
void FftwRealMatrix::computeR2RDct1D \




// GNU Compiler + FFTW




// Intel Compiler + MKL
#if (defined(__INTEL_COMPILER))
mkl_set_num_threads(24);
const DimensionSizes dims = Parameters::getInstance(). \
getFullDimensionSizes();
mkl_simatcopy (’r’, ’t’, dims.ny, dims.nx, 1.0f, \
inMatrix.getData(), dims.nx, dims.ny);
#pragma omp parallel for schedule(static)
for(size_t slab_id = 0; slab_id < dims.nx; slab_id++)
{
fftwf_execute_r2r(mR2RDctPlan1D[dctType], \
&inMatrix.getData()[slab_id * dims.ny], &mData[slab_id * dims.ny]);
}














}// end of computeR2RDct1D
//----------------------------------------------------------------------------------------------------------------------
The code 5.1.2 shows the implementation of method which runs the FFTW plans and
compute DCT and DCT transformations by fftwf_execute_r2r(plan,data) function. By
default, the C++ k-Wave implementation supports Intel compiler with MKL library instead
of FFTW library. MKL is able to work with FFTW3 interface, but the support of real-to-
real transformations in MKL library is not so good. It does not support transformations of
data with stride in memory so it is impossible to compute transformation of matrix columns.
The matrix have to be transposed and then the transformation have to be computed row
by row. To do so, the mkl_simatcopy() function and for loop with transformation were
used. Even though, the MKL function is highly optimized, the performance was poor.
Nevertheless, the time complexity of matrix transpose is 𝑂(𝑛2). Therefore the version for
Intel compilator was abandoned, even though it is functional.
5.1.3 Modification of MatrixConatiner and I/O file format
In the k-Wave framework, there is effort to provide the unified interface for all simulation
functions, therefore 3D and 2D Axisymmetric code share a lot of common input variables.
However, some changes were inevitable. Simulation of wave propagation in 2D Axisym-
metric medium does not require, compared to 3D simulation, matrices related to the 𝑧
dimension. Another difference is the absence of the transducer source in thr axisymmetric
code. The list of the differences is quite extensive, thus the format of the input file is
appended to this document (for detail information see Appendix A).
The changes in the input file have to be reflected in Parameters and MatrixContainer
classes of the framework. More on this topic in the next section.
5.1.4 Create new axisymetric solver class and implementation of compu-
tation kernels
The computation kernels are the main part of framework, where the majority of simulation is
computed. , the new axisymmetric solver class is the most important part of the application.
The main goal of this work is to keep as much code from the existing 3D simulation shown in
Sec. 4.3 as possible. Some kernels, mainly the ones based on DST and DCT computations
are completely different from the existing kernels and had to be implemented from scratch,
however, a significant amount of kernels was used with only small corrections.
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/**




p_k = fft(dtt1D(p, DCT3, 2), [], 1);
dpdx_sgx = dtt1D(real(ifft(bsxfun(@times, \
ddx_k_shift_pos, kappa .* p_k), [], 1)), DCT2, 2) ./ M;
dpdy_sgy = dtt1D(real(ifft(bsxfun(@times, \





const DimensionSizes& fullDimensionSizes = \
mParameters.getFullDimensionSizes();
const DimensionSizes& reducedDimensionSizes = \
mParameters.getReducedDimensionSizes();
const size_t nElements = fullDimensionSizes.nElements();
const float divider = 1.0f / static_cast<float>(nElements*2);
// Compute FFT of pressure
getTemp1Real2D().computeR2RDct1D(getP(), FftwRealMatrix::DttType::kDct3);
getTempFftwX().computeR2CFft1DX(getTemp1Real2D());
FloatComplex* ifftX = getTempFftwX().getComplexData();
FloatComplex* ifftY = getTempFftwY().getComplexData();
const FloatComplex* ddxKShiftPos = getDdxKShiftPos().getComplexData();
const float* ddyKWswa = getDdyKWswa().getData();
const float* kappa = getKappa().getData();
#pragma omp parallel for schedule(static)
for (size_t y = 0; y < reducedDimensionSizes.ny; y++)
{
#pragma omp simd
for (size_t x = 0; x < reducedDimensionSizes.nx; x++)
{
const size_t i = get1DIndex(y, x, reducedDimensionSizes);
const FloatComplex eKappa = ifftX[i] * (kappa[i] * divider);
ifftX[i] = eKappa * ddxKShiftPos[x];










}// end of computePressureGradient
//----------------------------------------------------------------------------------------------------------------------
The code 5.1.4 displays the implementation of one computational kernel. Specifically,
the implementation of pressure gradient computation. At the end in the comment, the
short description of kernel and corresponding Matlab code is shown. We can see the com-
putation of real-to-real, real-to-complex and complex-to-real transformations. The kernel is
optimized to performance. The divider is precomputed before the loop. The unchanging
variables are declared with const and become constant to improve performance. And last
but not least, for loop is paralelized and computation inside loop is vectorized by OpenMP
by pragmas parallel and simd.
5.1.5 Unit tests
Unit tests are a set of tests which tests different parts of the code, mainly the computation
kernels.
The Google test
Google test is a C++ language unit test framework developed by Google. This framework
follows the scheme of xUnit, which is a collective name for unit testing frameworks derived
from SUnit developed for Smaltalk and designed by Kent Beck in 1998 [19]. The xUint
frameworks have a common architecture composed of:
∙ test runner - application which executes xUnit tests and produces test results
∙ test case - most elemental class implementing a test
∙ test fixtures - used to set-up the state needed by the test and afterwards returns to
normal state. It is useful for memory allocation prior to the test and cleaning after
the test
∙ test execution - execution of the test itself
∙ test result formatter - transforms the test runner output to specific the format, most
commonly, XML
∙ assertion - function or macro used to verify behavior of a unit under the test. It
usually has a form of a logical condition that compares the actual value produced by
the unit to the expected value. Failing the assertion usually results in an exception
being thrown.
The Google test was chosen as the test framework for several reasons. Firstly, the
framework is released under the BSD license. This means it is free to use, and therefore,
ideal for academic projects. Secondly, it has a great variety of assertions which can be
divided into two main groups, asserts and expects. The main difference between assert
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and expect is that the assertion terminates an execution on failure while expect does not.
Google test also supports user defined assertions. The feature that makes the Google test
stand out of crowd, is so-called death tests which enable checking the return value and the
error message in case of an failure of application.[17]
Design of unit tests
Unit tests work this way:
∙ The new TestCase2DSolver class was created as a friend class to a KSpaceFirstOrderAS2DSolver
class
∙ The parameters are loaded from the input file in method SetUp()
∙ Then a new instance of KSpaceFirstOrderAS2DSolver is created in a test routine
∙ In test class a new instance of MatrixContainer is created and required matrices for
the test are created and loaded from the input file
∙ Afterwards, the computation methods (kernels) are invoked based on a specific test





// Affinity was disabled as it may interfere with
// batch schedulers on some clusters. The user is resposible to




// set input-file and load parameters from input file
std::string rootGroup = "";
SetUp(rootGroup, kTest512FileName);
//set dimension sizes
DimensionSizes fullDims = DimensionSizes(mNx,mNy,1);
DimensionSizes reducedDims = DimensionSizes(((mNx / 2) + 1),mNy,1);
//instance of solver class with computation kernels
KSpaceFirstOrderASSolver kSpaceSolver;
// create matrix container referenced to solver matrix container
MatrixContainer& mMatrixContainer = kSpaceSolver.mMatrixContainer;











//create FFTW plans and load data to matrix container from inputfile
kSpaceSolver.InitializeFftwPlans();
mMatrixContainer.loadDataFromInputFile();






//get output simulation data from matrix container
float* p = mMatrixContainer.getMatrix<RealMatrix>( \
MatrixContainer::MatrixIdx::kP).getData();
float* out1 = mMatrixContainer.getMatrix<RealMatrix>( \
MatrixContainer::MatrixIdx::matlabOut1).getData();
float* uxSgx = mMatrixContainer.getMatrix<RealMatrix>( \
MatrixContainer::MatrixIdx::kUxSgx).getData();
float* uySgy = mMatrixContainer.getMatrix<RealMatrix>( \
MatrixContainer::MatrixIdx::kUySgy).getData();
//compute and print average and max error
float limit = 0.0001f;
float error2;
float error;
float max = 0.0f;
float max_error = 0.0f;
float average_error = 0.0f;
int N = fullDims.nx*fullDims.ny;




















std::cout<<"Referential value = "<<out1[i]<< \
" calculated value = "<<p[i]<< \





average_error /= N * max;
std::cout << "Max error: " << max_error << "\n";
std::cout << "Average error: " << average_error << "\n";
}
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Structure of HDF5 test file
Figure 5.1: Structure of used HDF5 test file
5.1.6 Integration with the framework
After finishing the previous implementation, it was necessary to start integrating parts of the
framework together to form the axisymmetric code. It has mentioned that all axisymmet-
ric code compute kernels had been implemented inside the KSpaceFirstOrderAS2DSolver
class and also that the format of the input file underwent some modifications. There-
fore, the integration with the framework consists of the modification of Parameters and
MatrixContainer classes according to a new format of the input file, modification of
MatrixContainer class to handle all variables needed throughout the simulation and other
minor modifications. The KSpaceFirstOrderAS2DSolver class was created based on the
KSpaceFirstOrder3DSolver class. A lot of preprocessing phase has been altered as well.
In the axisymmetric code, the preprocessing phase computes different variables. The sim-
ulation loop method has been almost completely altered. In this method, the computation
kernels are invoked one-by-one to compute one simulation time step, so the need for modifi-
cation is obvious. Besides some minor modifications in the postprocessing phase, the rest of
the class remains the same. In the MatrixContainer class, the most notable changes have
been made in matrices creation method and matrices dimension sizes. This method has
been modified in such way that class now includes all variables required by axisymmetric
simulation and is able to fetch pointers to those variables. Due to clever design, other parts
of the class have not been modified.[17]
5.1.7 Numerical accuracy testing
Since the kernels had been integrated into the framework, there was no chance to access
kernels from the outside and testing with Google test became impossible. Therefore, a
C++ method in Unit Test class was created to calculate the error of the axisymmetric
code compared to the reference implementation on the level of the simulation output. It is
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based on the comparison of the final pressure field. This calculation also implements a more
scientific approach to comparison incorporating 𝐿∞ and 𝐿2 errors. The method calculates








Here the 𝑥 and ?̇? represent the results of the axisymmetric code and the reference result,
respectively, and 𝑚𝑎𝑥 function extracts the maximum value in data. The standard 𝐿∞ is
then given by 𝑚𝑎𝑥|𝑥−?̇?|. The 𝐿∞ is basically the maximal absolute error. This error is then
normalized by the maximum value of reference data. This is a common practice in signal
processing because the signal peaks carry the most energy of the signal, and therefore, the
error in this part has a significantly greater impact than the error in parts with relatively
low amplitude. The normalization by maximal amplitude reflects this fact.









This error is calculated very similarly to 𝐿∞ error with a few differences. The 𝐿2 is
basically a root-mean-square deviation and represents mean error in every data point. This
error is then normalized by the maximum value in reference data. It displays the overall
accuracy of the axisymmetric code simulation compared to the MATLAB implementation.
Besides the two mentioned errors, the method also calculates raw error, checks the number
of Not a Number (NaN) values in data and also provides unnormalized versions of 𝐿∞ and
𝐿2. Another feature of the unction is the ability to calculate the number of normalized
errors which are greater than a specified limit.[17]
5.1.8 Performance testing
Both the Matlab and the C++ implementation have built-in timers calculating the elapsed
time of the simulation. These timers were used to measure the time consumed by one-time
step of the simulation. This value is then used to compare the performance of both imple-
mentations. Sec. 6.1 is dedicated to performance evaluation. The Intel VTune Amplifier
Xe and Alinea Forge were used to further investigate the performance of the axisymmetric
code. Profiling results and derived conclusions are presented in Sec.6.7.
5.1.9 Documentation
The process of implementation of the axisymmetric code was documented using a git repos-
itory. For every feature, a new branch was created with an appropriately structured issue
to meet the standards. Currently, the git repository is not accessible for public. Every





Performance is an essential aspect of the k-Wave model implementation. Simulation speed,
usability, and utilization of computational resources are main goals of this thesis, therefore
a great amount of effort has been put towards achieving high performance during develop-
ment. Performance, total simulation time mainly, is an essential factor making the k-Wave
suitable for the medical application.
To be able to get a general performance of the axisymmetric code, the implementation
was tested on various hardware. The one node of Anselm and Salomon clusters and a
desktop PC and ultrabook were the main testing hardware since the code is optimized to
run on NUMA and UMA architectures as it was mentioned in Chap. 3. The specifica-
tions of these hardware is displayed in Table 6.1 and Table 6.2. The lossless simulation of
wave propagation with the one-signal source in the homogeneous environment and uniform
medium properties was used as a benchmark. The homogeneous environment means ho-
mogeneous material properties. The benchmark was performed using grid sizes starting at
642 and ending at 16384× 8192 grid points. The dimension sizes were one after the other
multiplied by 2 to ensure sensible FFT plans. Overall performance is expressed by both
total computation time and duration of the one-time step.
Table 6.1: Processor specifications used for performance benchmarking
Processor
System CPU name Architectire Cores Frequency GFLOP/s 1
Anselm E5-2665 Sandy Bridge 2x8 2.4GHz 277.5
Salomon E5-2680v3 Haswell 2x12 2.5GHz-3.3GHz 756.4
Desktop i5-4570S Haswell 4 2.90GHz-3.60GHz 118.5
Ultrabook i7-3517U Ivy Bridge 2(4) 1.90GHz-3.00GHz 35.3
1Based on Intel LINPACK Benchmark outcome.
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Table 6.2: Processor and memory specifications used for performance benchmarking
Processor Memory
System Cache TDP Capacity Frequency
Anselm 2 x 20 MB 2 x 115 W 8 x 8 GB 1600 MHz
Salomon 2 x 30 MB 2 x 120 W 8 x 16 GB 2133 MHz
Desktop 6 MB 65 W 1 x 8 GB 1333 MHz










































































Figure 6.1: Performance benchmark of the axisymmetric code on different hardware and
various domain sizes ranging from 642 to 16384 × 8192 grid points. Reference Matlab
performance is computed on Salomon cluster.
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Fig. 6.1 shows execution times achieved on various hardware compared to Matlab solu-
tion (computed on Salomon cluster). The figure clearly demonstrates the power of the C++
implementation and reasons why it is used for acceleration of the Matlab solution. Even
on the least powerful hardware(ultrabook), the C++ solution represented in Fig. 6.1 by an
orange line, is on average 3.8 times faster than the standard Matlab implementation and,
considering the peak performance, it is 7.1 times faster(small domain sizes). This imple-
mentation is least effective because a MATLAB does not have access to the problem-specific
implementation of kernels, only general purpose implementation of MATLAB functions ex-
ists. In fact, the results of Matlab (blue line) and axisymmetric C++ code (green line) are
achieved on the same hardware configuration (Salomon cluster). The performance of both
approaches differs significantly. The axisymmetric C++ code outperforms the MATLAB
implementation by a factor 22 on average, up to factor 34 at best. The smallest difference
in performance occurs for relatively small domain sizes and gradually raise with increasing
domain size. In short, the bigger the domain size, the higher the performance benefit.
Figure 6.2: Acceleraction of the axisymmetric code on different hardware versus the ref-
erence Matlab implemntation. Reference Matlab performance is computed on Salomon
cluster. Domain size 4096× 4096 grid points.
The acceleration of axisymmetric C++ code on different hardware is shown in Fig. 6.2.
This chart shows two interesting facts. Firstly, the difference between acceleration on a
desktop PC versus ultrabook is not so high as expected from the CPU specifications shown
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in Tab. 6.1. Secondly, on the Salomon cluster, the acceleration is 1.2 times better than the
number of cores and on Anselm cluster, the acceleration is equal to the number of cores,
even though the Salomon peak performance per core is nearly two times better than Anselm
peak performance per core. And in Fig. 6.11 in Sec. 6.5 we can see that on smaller grid
size, 512×512 grid points, the acceleration per core is almost identical. This facts and their
cause will be discussed in Sec. 6.7.
6.1.1 Performance depending on thread count
It is important to know that run simulation on the maximum number of cores is not
necessarily the best option with best computation time. Optimal thread count differs on
different dimensions sizes.












Figure 6.3: Difference between computation times on 24 threads and different number of
threads with the best computation time. Specificaly on 1, 8, 8, 16, 22, 22, 22, 22, 22
threads.
Fig. 6.3 shows that biggest performance difference between computation on the max-
imum number of cores and a different number of cores occurs for small domain sizes and
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gradually disappears with increasing grid points. With bigger domain size, computation
time on maximum number of cores is superior to the computation time on different number
of cores. As we can see in Fig. 6.3, the biggest difference occurs on the smallest grid size
with 64× 64 grid points. The computation time on one core is 2.875 times shorter than on
twenty-four(maximum) cores. On the other hand, with bigger grid size of 1024× 1024 grid
points, the simulation time on twenty-four cores is 1.8 times shorter than the computation
on twenty-two cores.
6.1.2 Performance depending on factor values
Figure 6.4: Difference between computation times on different grid size type.
To test the influence of the domain size’s prime factors, four scenarios of grid sizes were cho-
sen, namely an even, odd, power of 2 and prime sce which refers to actual sizes 2522(2, 3, 7),
2552(3, 5, 17), 2562(2) and 2572(257). The type of simulation used for measurements is the
same as the one used to measure numerical accuracy of the application from Sec. 6.4.
Judging from Fig. 6.4, the performance of the axisymmetric code is strongly dependent
on domain size prime factors. The code seems to be quite fast for domain sizes which are
powers of 2. On the other hand, the performance drops significantly when the simulation




It is easy to spot in Sec. 4.2 that the majority of functions are composed of several basic
operations namely matrix addition, element-wise matrix-by-vector multiplication, matrix-
by-scalar multiplication and element-wise matrix multiplication. All these operations are
fairly simple and do not involve a lot of computation. Therefor,e the most important
and most tricky operations relative to the time complexity are Fourier, Sine, and Cosine
transformations. The time complexity of FFT, DST, and DCT is 𝑂(𝑛 log 𝑛). But the time
complexity of this implementation seems to be 𝑂(𝑛). This fact is confirmed by the outcome
of the performance testing and can be seen in the graph in Fig. 6.1.
This contraindicative result can be traced to one fact. Many constant with linear
time complexity override logarithmic time complexity for tested domain size. Therefore
the implementation overall still has asymptotic logarithmic time complexity, but for small
domain sizes, complexity seems to be linear.
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6.2 Scalability
Scalability is the capability of a system, network, or process to handle a growing amount
of work, or its potential to be enlarged to accommodate that growth.[3]
The number of cores in modern processors are rapidly increasing, and this trend is going
to continue. However, application performance does not necessarily improve with increasing
core count.
The performance of multi-threaded applications on manycore processors can be lim-
ited due to multiple factors. These bottlenecks could be due to the application structure
(e.g., serial fractions, critical sections) or due to contention for shared architectural re-
sources (e.g., cache, memory). Previous work has shown that many parallel applications
can be performance limited by available memory bandwidth [11]. For such applications,
once memory bandwidth is saturated, any additional threads spend their time waiting for
memory accesses rather than computing. These additional cores can actually deteriorate
the performance due to queuing delays in memory controllers.[9]










Figure 6.5: Scalability of the axisymmetric code on the Salomon cluster, 512 × 512 grid
points.
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Good scalability is the main aspect of the k-Wave model. Higher performance on more
powerful hardware is required to simulate larger domain sizes in a similar time or simulate
the same simulation in a shorter time with adding more hardware resources. Theoretically,
the performance should increase depending on the amount of performance increase. For
example, the performance increase 4-times when we use 4-times more computation cores.
Practically, it is not possible due to the arguments discussed at the beginning of this section.
In the Fig. 6.5 we can see the computation time depending on the number of cores.
The main graph line(blue) represents the number of threads equal to power of two and one
and twenty-four cores. The red cross markers represent another numbers of threads. We
can see that the best results are achieved for the number of threads equal to powers of two,
which is expected because of the load distribution and the FFTW library optimization.
With increasing the number of threads, the acceleration gradually decreases. Whereas the
efficiency from one to two threads reaches more than 90 percent of the theoretical maximum,
the acceleration from one to twenty-four threads reaches only 57 percent of the theoretical
maximum and the computation time in 22 threads is shorter than the computation time in
24 threads. This fact and its cause will be discussed in Sec. 6.7.
6.3 Memory consumption
Ultrasound simulations demand a lot of data, especially in real-life applications. 3D simu-
lation on a domain with 10243 grid points is nothing unusual. However, the single quantity
of this domain size represents 4 GB of data in single-precision. But with the axisymmetric
solution, we can decrease memory consumption and increase the resolution of simulation.
One matrix with the domain size of 16384×8192 grid points represents only 512 MB of data
in single-precision, which is nearly four times less memory consumption with simulation in
higher precision.
Fig. 6.6 shows the memory consumption of the C++ and Matlab implementations.
The Matlab implementation was executed in a console mode of Matlab, to consume as
little memory as possible. For a large domain size of 4096 × 4096 grid points, the Matlab
implementation consumes approximately three times more computer memory than the C++
implementation. But for small domain size, the Matlab implementation consumes up to
forty times more memory than the C++ implementation. It is logic that Matlab uses
more memory because Matlab itself without running any script uses approximately three-
hundred and fifty megabytes of memory. This explains the big difference between the
Matlab and C++ implementation for small domain sizes. Moreover, with every increase of
the domain size, the increase of the memory consumption of the C++ implementation is
approximately three times lower than the increase of the memory consumption of the Matlab
implementation. This property also allows running the C++ code on cheap hardware like
Raspberry Pi 3B. With higher dimension sizes, for example, 16384× 8192 grid points, the
C++ implementation consumes almost 7 GB of memory, but it is quite normal for nowadays
desktop computers to have at least 8 GB of memory.
43
Figure 6.6: Memmory consumtion of the reference Matlab implementation and the C++
implementation, computed on the Salomon cluster for domain size from 64 × 64 up to
4096× 4096 grid points.
6.4 Numerical accuracy
Accuracy is another key aspect of the implementation. As part of k-Wave, the axisymmet-
ric code is also aspiring to be used as a tool in medicine. In such field, the accuracy of the
simulation is absolutely crucial. However, most of the currently used imaging methods have
some kind of error in its calculations. The key to success is keeping the error of the simula-
tion below an acceptable level. The transition from a real world into discrete virtual world
inevitably introduces an error into the simulation. The overall accuracy of the simulation of
ultrasound waves propagating throughout the axisymmetric medium is affected by a variety
of factors including implemented methods, discretization error, time step size, number of
grid points, maximum frequency of the simulated signal, level of medium heterogeneity and
use of PML just to name a few. For example, a typical error introduced solely by the PML
is on the order of 10−3 to 10−4, even with optimized parameters [23]. The influence of many
of factors can be reduced by applying finer discretization (more grid points and/or smaller
time step reduce numerical dispersion). However these actions lead to the simulation being
more time and memory consuming. In general, precision and performance are inversely
related to each other. Therefore, in computer simulations, there is allways a need for an
acceptable trade-off.[17]
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Figure 6.7: Example of numerical accuracy achieved by axisymmetric code on various data
sizes. L_inf error represents the largest normalized error in pressure distribution and L_2
error represents average normalized error.
Fig. 6.7 shows the average and maximum error based on various prime factors of grid
sizes. Four scenarios of the grid sizes were chosen with different grid sizes, namely an even,
odd, power of 2 and prime which refers to the actual sizes and prime factors 2522(2, 3, 7),
2552(3, 5, 17), 2562(2) and 2572(257). The 𝐿∞ and 𝐿2 error is calculated by C++ routines
presented in Sec. 5.1.7 by Eq. 5.1, Eq. 6.1, presented in Sec. 5.1.7. Simulations in an
axisymmetric coordinate system example (lossless simulation of wave propagation with the
two-signal source in the heterogeneous environment and uniform medium properties) from
the Matlab k-Wave implementation was used as a benchmark. The Fig. 6.7 shows that
the maximum error of the axisymmetric code is not as dependant on the prime factors
as expected, and the surprising fact is that the lowest maximum error appears on the
odd scenario. But the prime scenario still has the highest maximum error. On the other
hand, the average error shows much higher dependency on prime factor values, as expected.
Anyhow, even in the worst case, the maximum error does not go above 3 × 10−5 which is
3×10−3%. The error introduced by the C++ axisymmetric implementation is smaller than
the error caused solely by the PML on the order of magnitude, and therefore, it should not
significantly affect the overall accuracy. It is also important to say that the accuracy of the
axisymmetric code was not tested against the ground truth experiment, so no assumption
about the overall accuracy of the simulation can be made. The displayed data represent
differences between the Matlab solution and C++ axisymmetric implementation only.
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Figure 6.8: Pressure distribution calculated by the C++ axisymmetric implementation and
the Matlab implementation. Grid size 256× 256 grid poinst.
Figure 6.9: Difference between the pressures from the C++ and Matlab implementation.
In Fig. 6.8, we can see the pressure distribution computed by the C++ and Matlab
implementation. The difference between these two distributions cannot be seen by a naked
eye. Therefore, Fig. 6.9 shows the difference between these two distributions.
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All these facts support that the accuracy of the C++ axisymmetric implementation is
within an acceptable range and provides outstanding performance.
6.5 Performance on ARM architecture - Raspberry Pi
The main reason of the performance testing of the axisymmetric implementation on the
ARM architecture is the simulation cost depending on the power consumption. The full
comparison of the performance per Watt on different hardware will be discussed in next
Sec. 6.6.
6.5.1 ARM
ARM, previously Advanced RISC Machine, originally Acorn RISC Machine, is a family of
reduced instruction set computing (RISC) architectures for computer processors, config-
ured for various environments. Processors that have a RISC architecture typically require
fewer transistors than those with a complex instruction set computing (CISC) architecture
(such as the x86 processors found in most personal computers), which improves cost, power
consumption, and heat dissipation. These characteristics are desirable for light, portable,
battery-powered devices including smartphones, laptops, tablets and other embedded sys-
tems. For supercomputers, which consume large amounts of electricity, ARM could also be
a power-efficient solution. [33]
6.5.2 Raspberry Pi and code modification
Raspberry Pi is a low budget credit-card-sized computer with an ARM CPU and low power
consumption. Raspberry Pi is capable of running Linux-based operating systems for ARM
architecture. Raspberry Pi specifications can be seen in Tab. 6.3.
Table 6.3: Rapsberry Pi 3B CPU and memory specifications
Processor Memory
System SoC Architectire Cores Capacity Frequency
RaspberryPi BCM2837 ARMv8-A 4 x Cortex-A53, 1.2GHz 1 x 1GB 900MHz
One of the main ideas of k-Wave is portability among different operating systems mainly
Linux-based and Windows. But with small changes, it can be ported to different architec-
tures since it is implemented in C++ and uses portable libraries as mentioned in Sec.
4.3.2. The only adjustment of the code was replacement of the Intel dependent memory
allocation function _mm_alloc(), with FFTW function fftwf_malloc(). The code was
then recompiled with Gnu Compiler on Raspberry Pi without any problems. The code
was compiled with many GCC flags optimization for ARM architecture with SIMD ARM
NEON extension turned on.
6.5.3 Scalability and performance
It must be said that the results were achieved on an overclocked Raspberry Pi. Surprisingly,
the increase of the CPU frequency did not lead to better performance thus better simulation
time. The performance difference between simulations running on RapsberryPi@800 MHz
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and RapsberryPi@1350MHz was negligible. But memory overclocking to 1200MHz led to
15% better simulation time.


















Figure 6.10: Scalability of the axisymmetric code on Rapsberry Pi 3B, 512×512 grid points.
In Fig. 6.10, we can see that scalability is not so good as we would expect and far from
quite a good scalability on the Salomon cluster discussed in Sec. 6.2. The acceleration of
the simulation time with two threads is 1.42 times better than running the simulation by a
single thread. Moreover, the execution time with four threads is only 1.6375 times shorter
than the reference run and only 1.15 times shorter than run with two threads. This gives
us 70% of the theoretical speed-up on two threads and only 40% of the theoretical speed-up
on four threads.
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Figure 6.11: Acceleraction of the axisymmetric code on different hardware and Raspberry
Pi versus the reference Matlab implemntation. The reference Matlab code was executed on
the Salomon cluster. Domain size 512× 512 grid points.
Fig. 6.11 shows that the overall simulation time of the C++ axisymmetric code running
on Raspberry Pi 3B is 5.67 times worse than the reference Matlab implementation running
on the Salomon cluster, 23 times worse that the C++ axisymmetric code running on a
desktop PC with Intel Core i5, and 140 times worse than the C++ code running on the
Salomon cluster. Amazingly on small grid sizes up to 256× 128 grid points, the simulation
time is even better than reference the Matlab implementation running on Salomon cluster.
It is obvious that the performance of the C++ axisymmetric code on Raspberry Pi is
highly limited by memory bandwidth and the ARM CPU has performance reserve. There-
fore, it will be interesting to test performance on similar hardware with faster memory.
6.6 Performance per Watt
Performance per Watt is an important indicator of high-performance computing. The cost
of difficult simulations running for a long time and consuming a large amount of resources
can be unsustainable. To measure performance per Watt among different hardware the
’PointsPerWatt’ was established based on acceleration against the Matlab implementation
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Table 6.4: Electricity consumption of tested hardware.
Raspberry Pi ultrabook desktop Anselm Salomon
BCM2837 i7-3517U i5-4570S E5-2665 E5-2680v3
TDP Est. c TDP Est. c TDP Est. c TDP Est. c TDP Est. c
4W 4W 17W 25W 65W 90W 2 x 115W 490W 2 x 120W 500W
and power consumption of given hardware, therefore, its value is not absolute but relative
to the Matlab implementation performance.
’PointsPerWatt’ is callculated as follows
𝑃𝑃𝑊 =
𝐴𝐶𝐶𝐸𝐿𝐸𝑅𝐴𝑇𝐼𝑂𝑁
𝑃𝑂𝑊𝐸𝑅_𝐶𝑂𝑁𝑆𝑈𝑀𝑃𝑇𝐼𝑂𝑁 * 1000. (6.1)
Table 6.4 shows electricity consumption of the tested hardware. Thermal Design Power
(TDP) represents the average power, in watts, the processor dissipates when operating at
Base Frequency with all cores active under an Intel-defined, high-complexity workload.[13]
The calculation based on TDP is represented by blue color in Fig. 6.12 and Fig. 6.13. ”Est.c“ in table means estimated overall consumption of given hardware not only CPU(without
input-output devices). The biggest difference between these two values we can see in Anselm
and Salomon clusters, because of high energy consumption of cooling. The calculation based
on estimated overall consumption is represented by orange color in Fig. 6.12 and Fig. 6.13.
Figure 6.12: Power efffiency of the axisymmetric on different hardware against the refer-
ence Matlab implementation. The reference Matlab performance is computed on Salomon
cluster. Domain size 512× 512 grid points.
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Fig. 6.12 and Fig. 6.13 show that the C++ axisymmetric implementation is much more
effective on every tested hardware than the Matlab implementation for various domain size.
Amazingly the simulation on Raspberry Pi is more effective than the simulation on desktop
PC with Core i5 CPU and if we compare overall power consumption it is even more effective
than Anselm cluster. It is clear that with increasing domain size power efficiency of the
C++ implementation increases even more over Matlab implementation. The most effective
of tested hardware is clearly ultrabook with ultra-low power Core i7 CPU.
Figure 6.13: Power efffiency of the axisymmetric on different hardware against the refer-
ence Matlab implementation. The reference Matlab performance is computed on Salomon




Figure 6.14: CPU usage histogram of the C++ code on Salomon cluster.
The histogram in Fig. 6.14 displays a percentage of the wall time the specific number of
CPU cores were running simultaneously. Spin and Overhead time adds to the Idle CPU
usage value. The histogram shows that almost whole time the maximum number of cores
were running simultaneously. The average CPU cores utilization is 17.5 which is only 73%,
which may signal high memory bound.
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Figure 6.15: CPU utilization by individual functions.
Fig. 6.15 displays bottom-up analysis from Intel VTune XE. We can see the most
consuming CPU routines. The most consuming functions are from FFTW3 library thus
the most of the computing time can be attributed to computing FFTs, DCTs and DSTs.
Also, we can see that functions have effective time by utilization. Effective Time is CPU
time spent in the user code. This metric does not include Spin and Overhead time but
from the next columns, we can see that every function is running with zero Spin time and
zero Overhead time. Spin time is Wait Time during which the CPU is busy. This often
occurs when a synchronization API causes the CPU to poll while the software thread is
waiting. Overhead time is the CPU time spent on the overhead of known synchronization
and threading libraries, such as system synchronization APIs, Intel TBB, and OpenMP.
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Figure 6.16: CPU work evolution over whole simulation. Brown means CPU time and
orange means Spin and Overhead time.
Fig. 6.16 shows the ratio of CPU time (brown) and Spin and Overhead time(orange).
At the beginning, we can see the FFTW measurements for the best FFTW plan. The
Spin and Overhead time after FFTW measurements is produced by OpenMP - for example
waiting on barriers.
6.7.2 Memory bounding
This metric shows how memory subsystem issues affect the performance. Memory Bound
measures a fraction of slots where the execution pipeline could be stalled due to demand
load or store instructions. This accounts mainly for incomplete in-flight memory demand
loads that coincide with execution starvation in addition to less common cases where stores
could imply back-pressure on the pipeline.
Figure 6.17: CPU time spent on memory access.
Fig. 6.17 shows the CPU time spend by Load and Store instructions. We can see that
more than 73% of CPU time is spent on memory operations.
Fig. 6.15 also displays memory bounding of every function in last column. We can see
high values of memory bound. Overall memory bound of the whole code is approximately
70%. This can indicate that the significant fraction of the execution pipeline slots could be
stalled due to demand memory load and stores.
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From this results, we can say that the implementation is absolutely bounded by memory.
This fact can explain many anomalies measured in Sec. 6.1. For example why is the
acceleration per core only 1.2 times higher on Salomon than on Anselm even though peak
performance per core is 2 times better. It is caused by memory troughpout. Further little
difference between desktop PC and ultrabook performance with much less powerfull CPU
but with faster dual-channel memory. And at the end, the poor scalability on Raspberry




Full-wave nonlinear ultrasound models in 3D have many applications. Simulations have
now been demonstrated by many groups, and the open-source k-Wave toolbox provides a
freely available tool for this purpose. The largest k-Wave simulations to date are 40963 grid
points. While well beyond the limits imagined a decade ago, this still requires many days on
a large supercomputer. Moreover, for a 20 cm domain and a 1 MHz source frequency, this
only corresponds to modelling 15 harmonics, which is not sufficient for simulating high-
intensity sources used in emerging ultrasound therapies. In this work, an axisymmetric
k-Wave model is capable of modelling highly-nonlinear fields with modest computational
resources.
This thesis has potential to have the significant impact in real life. Considering simu-
lations for medical purposes, for example, focused ultrasound surgery or ultrasound neuro-
stimulation, it is important to be able running simulations with resolution high as possi-
ble(more grid points), in reasonable time for a reasonable price. All these conditions are
fulfiled by the C++ implementation. The C++ axisymmetric code was tested for grid sizes
up to 16384 × 8192 grid points and low memory demand allows to compute even larger
grid sizes. For grid size of 40962 the C++ axisymmetric code is up to 30 times faster than
Matlab implementation. The forty hours simulation represents 960 core-hours on Salomon
cluster which is equivalent to 48 USD (according to 0.5 USD per core-hour). This price is
relevant to the simulation of grid size with 40962 grid points by Matlab or C++ simulation
of grid size with 16384 × 8192 grid points. For a nearly same price, now we can run the
simulation with eight times higher resolution on the same hardware. The C++ version also
allows run simulation on cheaper hardware. The simulations with lower resolution can be
computed even on small single-board computers with low power consumption ARM CPU.
Hardware performance analysis from this thesis can be also used to designing hardware for
a potential medical purpose machine which will run simulation optimally.
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Format of the C++ HDF5 Files
Table A.1: List of datasets that may be present in the input HDF5 file. The dimension sizes are
given following the MATLAB indexing convention. Note, the MATLAB HDF5 tools include an
additional layer to convert files from column-major to row-major ordering. If creating files outside
MATLAB, dataset dimensions should be given as (Nz, Ny, Nx).






ux_source_flag (1, 1, 1) long real
uy_source_flag (1, 1, 1) long real
p_source_flag (1, 1, 1) long real
p0_source_flag (1, 1, 1) long real
nonuniform_grid_flag (1, 1, 1) long real
nonlinear_flag (1, 1, 1) long real
absorbing_flag (1, 1, 1) long real
2. Grid Properties
Nx (1, 1, 1) long real
Ny (1, 1, 1) long real
Nt (1, 1, 1) long real
dt (1, 1, 1) long real
dx (1, 1, 1) long real
dy (1, 1, 1) long real
3. Medium Properties
3.1. Regular Medium Properties
rho0 (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
rho0_sgx (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
rho0_sgy (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
c0 (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
c_ref (1, 1, 1) float real
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Table A.2: List of datasets that may be present in the input HDF5 file continued ...





3.2. Nonlinear Medium Properties (defined if ‘nonlinear_flag = 1’)
BonA (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
3.3. Absorbing Medium Properties (defined if ‘absorbing_flag = 1’)
alpha_coeff (Nx, Ny, 1) float real heterogeneous
(1, 1, 1) float real homogeneous
alpha_power (1, 1, 1) float
4. Sensor Properties
sensor_mask_index (Nsens, 1, 1) long real
5. Source Properties
5.1 Velocity Source Terms
u_source_mode (1, 1, 1) long real
u_source_many (1, 1, 1) long real
u_source_index (Nsrc, 1, 1) long real
ux_source_input (1, Nt_src, 1) float real u_source_many = 0
(Nsrc, Nt_src, 1) float real u_source_many = 1
uy_source_input (1, Nt_src, 1) float real u_source_many = 0
(Nsrc, Nt_src, 1) float real u_source_many = 1
5.2 Pressure Source Terms
p_source_mode (1, 1, 1) long real
p_source_many (1, 1, 1) long real
p_source_index (Nsrc, 1, 1) long real
p_source_input (1, Nt_src, 1) float real p_source_many = 0
(Nsrc, Nt_src, 1) float real p_source_many = 1
5.3 Transducer Source Terms
u_source_index (Nsrc, 1, 1) long real
transducer_source_input (Nt_src, 1, 1) float real
delay_mask (Nsrc, 1, 1) float real
5.4 IVP Source Terms
p0_source_input (Nx, Ny, 1) float real
6. k-space and Shift Variables
ddx_k_shift_pos_r (Nx/2 + 1, 1, 1) float complex
ddx_k_shift_neg_r (Nx/2 + 1, 1, 1) float complex
y_vec_sg (1, Ny, 1) float complex
7. PML Variables
pml_x_size (1, 1, 1) long real
pml_y_size (1, 1, 1) long real
pml_x_alpha (1, 1, 1) float real
pml_y_alpha (1, 1, 1) float real
pml_x (Nx, 1, 1) float real
pml_x_sgx (Nx, 1, 1) float real
pml_y (1, Ny, 1) float real
pml_y_sgy (1, Ny, 1) float real
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Table A.3: List of datasets that may be present in the output HDF5 file.






ux_source_flag (1, 1, 1) long real
uy_source_flag (1, 1, 1) long real
p_source_flag (1, 1, 1) long real
p0_source_flag (1, 1, 1) long real
nonuniform_grid_flag (1, 1, 1) long real
nonlinear_flag (1, 1, 1) long real
absorbing_flag (1, 1, 1) long real
u_source_mode (1, 1, 1) long real if u_source
u_source_many (1, 1, 1) long real if u_source
p_source_mode (1, 1, 1) long real if p_source
p_source_many (1, 1, 1) long real if p_source
2. Grid Properties
Nx (1, 1, 1) long real
Ny (1, 1, 1) long real
Nt (1, 1, 1) long real
dt (1, 1, 1) long real
dx (1, 1, 1) long real
dy (1, 1, 1) long real
3. PML Variables
pml_x_size (1, 1, 1) long real
pml_y_size (1, 1, 1) long real
pml_x_alpha (1, 1, 1) long real
pml_y_alpha (1, 1, 1) float real
pml_x (Nx, 1, 1) float real
pml_x_sgx (Nx, 1, 1) float real
pml_y (1, Ny, 1) float real
pml_y_sgy (1, Ny, 1) float real
4. Simulation Results
p (Nsens, Nt - s, 1) float real if -p OR –p_raw
p_rms (Nsens, 1, 1) float real if –p_rms
p_max (Nsens, 1, 1) float real if –p_max
p_final (Nx, Ny, 1) float real if –p_final
ux (Nsens, Nt - s, 1) float real if -u OR –u_raw
uy (Nsens, Nt - s, 1) float real if -u OR –u_raw
ux_rms (Nsens, 1, 1) float real if –u_rms
uy_rms (Nsens, 1, 1) float real if –u_rms
ux_max (Nsens, 1, 1) float real if –u_max
uy_max (Nsens, 1, 1) float real if –u_max
ux_final (Nx, Ny, 1) float real if –u_final
uy_final (Nx, Ny, 1) float real if –u_final
Ix_avg (Nsens, 1, 1) float real if -I OR –I_avg
Iy_avg (Nsens, 1, 1) float real if -I OR –I_avg
Ix_max (Nsens, 1, 1) float real if –I_max




Class diagram of 3D simulation
Figure B.1: Full class diagram
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