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Introduction
Forecasting exchange rates is of particular importance for investors and policy makers. Accurate forecasts of exchange rates allow investors, for instance, to design trading strategies and to hedge exchange rate risk. The future evolution of exchange rates is also important for policy makers at central banks as it can point to the appropriate interest rate policy to be set (Groen and Matsumoto, 2004; Gali, 2008) .
In this paper we contribute to the empirical exchange rate literature by analyzing the statistical and economic implications of adaptive forecasting of exchange rates with panel data and several alternative predictors. The candidate exchange rate predictors are drawn from (i) macroeconomic 'fundamentals', (ii) returns/volatility of asset markets and (iii) cyclical and confidence indices. The proposed forecasting design allows us to generate alternative exchange rate forecasts at various horizons from each of the potential predictors using single market, mean group and pooled estimates by means of rolling window and recursive forecasting schemes. The capabilities of single predictors and of adaptive techniques for combining the generated exchange rate forecasts are subsequently analyzed by means of statistical and economic performance measures.
Our study is motivated by previous theoretical and empirical findings of the conventional and behavioral exchange rate literature, the risk-return literature and the forecasting literature.
More precisely, the conventional theoretical literature on exchange determination suggests several potential macroeconomic predictors of exchange rates. Some of the most conventional predictors are usually based upon the Purchasing Power Parity (PPP) hypothesis, Uncovered Interest Rate Parity (UIP) condition and the Monetary Model (MM). However, the forecasting contribution of such macroeconomic 'fundamentals' of exchange rates has been questioned since the highly influential study of Meese and Rogoff (1983) . The latter study finds that these predictors may not perform better out-of-sample than a random walk model in particular at lower forecasting horizons.
Subsequent studies suggest that under certain conditions (e.g. small sample corrections, recursive forecasting, measurement improvement, alternative estimation approaches), macro fundamentals may improve forecasting accuracy at longer horizons (Mark, 1995; Chen and Mark, 1996; Kilian, 1999; Berkowitz and Giorgianni, 2001; Faust et al., 2003; Engel et al., 2007) .
Nevertheless, even if there is some predictability of a bilateral exchange rate from a particular macro 'fundamental' at a certain horizon, the same variable may show no predictability at different horizons or for other bilateral exchange rates (Cheung et al., 2005) .
Recently, however, new predictors have shed more positive light on the capabilities of macro 'fundamentals' for forecasting exchange rates. In particular, predictors derived from Taylor (TAY) rule specifications have been proposed to forecast exchange rates, motivated by the fact that monetary policy can be more appropriately modeled by taking the interest rate as the policy instrument as opposed to money supply (Molodtsova and Papell, 2009; Molodtsova et al., 2008; Engel et al., 2009) . Predictors based on alternative versions of the Taylor rule have shown promising out-of-sample forecasting power over a random walk model at short and long horizons (Molodtsova and Papell, 2009; Engel et al., 2009 ). In addition, a predictor constructed by extracting latent factors from a panel of exchange rates (along with pooled coefficient estimates) has shown superior out-of-sample performance than the random walk when complemented with predictors based on PPP, MM and TAY (Engel et al., 2009 ). The forward premium (which stems from the UIP condition) has also recently shown promising results in a portfolio allocation setting (Della-Corte et al., 2009) .
In response to the puzzling explanatory power of predictors derived from conventional macro models, the behavioral finance literature suggests an alternative explanation to ex-ante exchange rate fluctuations, namely, that future exchange rates can be modeled as a weighted average of forecasts from 'fundamentalists' and 'chartists' (Kirman, 1993) . For instance, chartists forecast exchange rates by extrapolating recent trends whereas fundamentalists forecast on the basis of macro 'fundamentals' (Frankel and Froot, 1986) . Indeed, the advantages of forecast combinations and of adaptive strategies for combining forecasts have been highlighted in several studies in the forecasting literature (Granger, 1989; Newbold and Harvey, 2002; Granger and Jeon, 2004; Aiolfi and Timmermann, 2006; Kisinbay, 2007; Costantini and Pappalardo, 2009 ) and recently in the exchange rate literature (Della-Corte et al., 2009 ). In addition, the assumptions of behavioral exchange rate models also seem to be more in line with the behavior of traders in reality (Taylor and Allen, 1992; Cheung and Chinn, 2001; Grauwe and Grimaldi, 2006) . Also along the behavioral finance line, various empirical studies have shown that asset prices have a close relationship with economic or investor sentiment and that several sentiment indicators can predict asset returns (Neal and Wheatley, 1998; Lee et al., 2002; Brown and Cliff, 2004; Lux, 2010) . Nevertheless, there seems to be a lack of empirical studies that analyze the capabilities of alternative confidence or economic indicators to forecast exchange rates, although the behavioral view of asset price determination (and economics as a whole) is becoming stronger (Akerlof and Shiller, 2009) . Predictors based on returns and volatility of asset markets have also not been thoroughly investigated so far although previous empirical studies have highlighted their importance (Campbell and Hentschel, 1992; Ludvigson and Ng, 2007; Bollerslev et al., 2008; Akerlof and Shiller, 2009) .
From a methodological perspective, another recent issue of interest in the empirical literature of exchange rates is the evaluation of exchange rate models with panel data (Mark and Sul, 2001; Rapach and Wohar, 2004; Groen, 2005; Engel et al., 2007 Engel et al., , 2009 . The handful of studies available show that using panel data may increase estimation precision, improve forecasting accuracy and give more power to statistical tests. In contrast to single-country exchange rate models based on macro 'fundamentals' or other variables, panel models are often able to outperform a random walk in out-of sample tests. However, the recent forecasting literature shows that considering different types of estimation approaches and their complementarities in out-of-sample studies is important as forecasting with the 'wrong' parameter estimate (e.g. forecasting with a parameter estimate based on a heterogeneous panel model when the true data generating process (DGP) is a homogeneous panel model) may lead to forecasting distortions which can be mitigated by averaging the alternative estimates (Trapani and Urga, 2009 ). In addition, forecasts generated from rolling window or recursive schemes can also lead to alternative forecasting results, but combining such forecasts can improve their forecasting accuracy (Clark and McCracken, 2009 ). Thus, our study is 'rich' in the sense that it brings together many proposals put forward in asset pricing and forecasting studies to better understand exchange rate dynamics. To preview some of our results, we find that the forward premium and a predictor based on a Taylor rule (along with panel coefficient estimates) yield the most promising forecasting results out of the macro 'fundamentals' considered. For recursive forecasting, confidence indices and volatility in-mean (along with panel coefficient estimates) yield more accurate forecasts than most of the macro 'fundamentals'. Adaptive forecast combination techniques improve forecasting precision and yield better market timing than most single predictors at higher horizons.
The rest of the paper is organized as follows: In section 2 we explain the empirical model and predictors considered. In sections 3 and 4 we describe our dataset and the forecasting methodology employed, respectively. Section 5 presents the results of our analysis. Section 6 concludes with some final remarks.
The model
For our subsequent forecasting analysis of exchange rates we consider the so-called long-horizon regression approach (LHR henceforth) for country i = 1, ..., N and t = 1, ..., T time periods:
where
with s it = ln S it the log spot exchange rate of country i measured as (log) of foreign currency units in terms of United States (US) dollar, α h,i is a fixed effect, β h,i is the parameter attached to the observed predictor x it and u it is a zeromean disturbance term most likely heteroskedastic and serially correlated due to overlapping observations for h > 1. The LHR approach has been used in many empirical studies in economics and finance to analyze predictability (Fama and French, 1988; Mark, 1995; Stock and Watson, 1999; Berkowitz and Giorgianni, 2001) . Model (1) assumes a heterogeneous parameter β h,i for each i, indicating that the regressor x it has a heterogeneous effect on ∆ (h) s it+h . Alternatively, we may assume a homogeneous β h for all i, i.e.
so that the regressor x it has a homogeneous effect on ∆ (h) s it+h (Engel et al., 2007 (Engel et al., , 2009 .
In this study, we use three main groups of predictors for x it , namely, predictors based on (i) macroeconomic 'fundamentals', (ii) returns and volatility of asset markets and (iii) cyclical and confidence indicators. Moreover, as will be discussed subsequently, we consider three different estimation approaches based on (1) and (2) In what follows, we describe the alternative predictors x it considered in this study which are summarized in Table 1 .
Predictors based on macroeconomic fundamentals
A usual way to forecast exchange rates in the conventional (empirical) exchange rate literature is to consider a predictor of the form:
where z it is a measure of central tendency or 'fundamental' of the exchange rate (Mark, 1995; Berkowitz and Giorgianni, 2001; Engel et al., 2007 Engel et al., , 2009 Della-Corte et al., 2009 ). The variable z it can be obtained, for instance, from the PPP hypothesis, i.e.
where p it = ln P it is the country i's (log) price level and p U S t = ln P U S t is the (log) price level of the US (Engel et al., 2009 ). According to the PPP hypothesis, a relative price level increase in the home country leads to a depreciation of the domestic currency. The PPP hypothesis also suggests that future exchange rates can be predicted by the real bilateral exchange rate.
We may also obtain z it based on the well-known and often tested MM:
where m it = ln M it is the country i's (log) money supply, m U S t = ln M U S t is the (log) money supply of the US, y it = ln Y it is the country i's (log) real output and y U S t = ln Y U S t is the (log) real output of the US. In a nutshell, MM presumes that money and output differentials should predict subsequent movements in the exchange rate. It is worth noting that the above equation is a restricted version of the flexible price MM, which is also employed in other studies (Frenkel, 1976; Mussa, 1976; Mark, 1995; Engel et al., 2009) . In contrast to the original flexible price model, the interest rate differential is assumed to be zero and the domestic and foreign money-demand income elasticity is equal to one.
Another natural candidate for the set of possible z it is the h-maturity forward rate of the spot exchange rate s it , i.e.
This stems from the UIP condition which proposes that the h-maturity interest rate differential between two nations should predict future h-horizon changes of their exchange rate. That is,
is the h-maturity interest rate of country i and b U S h,t is the h-maturity US interest rate. In the absence of riskless arbitrage opportunities the Covered Interest Rate Parity (CIP) holds so that
Thus, x it = (g h,it − s it ) can be used to test the UIP (Della-Corte et al., 2009 ). The UIP is usually rejected in in-sample studies at short horizons which is sometimes attributed to the existence of risk-premia (Engel, 1996) or to heterogeneous exchange rate expectations (Kirman, 1993) . However, the rejection of UIP may become harder for certain asset classes as the horizon increases (Chinn and Meredith, 2004) .
Predictors based on PPP, MM and UIP are the most conventional macro fundamentals to forecasting exchange rates. Alternatively, as proposed recently by Engel et al. (2009) , we could use a Factor Model (FM) and extract z it directly from the data, i.e.
where thef j,t , j = 1, 2, 3 are estimated latent factors obtained from the panel of exchange rates s it , i = 1, ..., N andγ j,i , j = 1, 2, 3 are the corresponding factor loadings. 1
Another recently proposed candidate for z it is based on an open economy Taylor rule which 1 We use three latent factors as in Engel et al. (2009) to keep our analysis similar to the latter study.
can be derived from the UIP condition (Molodtsova and Papell, 2009) . In this study we use the Taylor-rule specification for x it = (b h,it −b U S h,t ) = (z it −s it ) proposed in the panel data framework of Engel et al. (2009) :
where π it and π U S t are the inflation rates of country i and the US andỹ it andỹ U S t are the output gaps of country i and the US, respectively.
Predictors based on returns and volatility of asset markets
In this section we consider predictors inspired by the behavioral finance literature and the riskreturn literature. The first predictor we consider is the exchange rate return (ERR) at time t:
where ∆ (1) s it = s it − s it−1 . This follows from studies which suggest that chartists in the foreign exchange market rely on exchange rate changes to predict exchange rate movements (Taylor and Allen, 1992; Cheung and Chinn, 2001; Grauwe and Grimaldi, 2006) .
Asset prices should theoretically incorporate information about (stochastic) discount factors and the economy in general Shiller, 1987, 1988; Akerlof and Shiller, 2009 ). In addition, countries with large stock market returns in excess of the returns of (say) the US stock market can attract foreign investors and could experience an appreciation of their currency.
Thus, we also consider stock market return differentials (SRD):
where q it and q U S t are the stock market (log) returns for country i and the US, respectively.
As proposed in the equity and exchange rate literature, time-varying second order moments in-mean or other risk-premium measures, may play an important role in describing asset price fluctuations (Campbell and Hentschel, 1992; Dumas and Solnik, 1995; Engel, 1996) . Along the latter lines, the principle of volatility-in-mean computed from daily returns has been applied recently in out-of-sample studies of the risk-return relationship in stock markets yielding promising results which motivates us to use it for exchange rates (Ludvigson and Ng, 2007; Bollerslev et al., 2008) . Thus, as alternative predictor we consider the volatility of the exchange rate return (ERV) computed from daily squared returns:
it is the day d squared (log) return of the exchange rate for cross-section member i at time t with d ∈ t. Note that this approach is similar to the realized volatility notion formalized in Andersen et al. (2003) , which assumes that ∆s 2 d,it follow (semi)-martingale processes. This requirement should also apply to our context empirically since it is well known in the finance literature that daily asset returns follow martingales approximately (Bollerslev and Mikkelsen, 1996; Baillie, 1996) .
Moreover, we consider stock market volatility differentials (SVD):
whereν it andν U S t are the stock market volatilities of country i and the US, respectively. The latter variables are computed as in (11) 
Predictors based on cyclical and confidence indicators
In this section we turn to other potential candidate predictors of exchange rates that draw their inspiration from the behavioral finance literature which suggests that asset price movements (and possibly many macro factors) can be explained by 'animal spirits' (Akerlof and Shiller, 2009 (Neal and Wheatley, 1998; Lee et al., 2002; Brown and Cliff, 2004; Lux, 2010) . In this study we use cyclical and confidence indicators. More precisely, we focus on business confidence, consumer confidence and a general economic indicator to have distinct sentiment measures.
Note, however, that in the context of exchange rates we want to predict changes in a relative price of currency units between two particular countries, thus we use differentials of the pertinent cyclical and confidence indicators. We consider a business sentiment differential (BSD):
where BS it is a business confidence index for country i and BS U S t is a business confidence index for the US. Similarly for the consumer sentiment differential (CSD):
where CS it is a consumer confidence index for country i and CS U S t is a consumer confidence index for the US. Lastly, we consider differentials of economic indicators (EID) to capture 'perceived' economic differentials between countries. However, since we employ levels in BSD and CSD, we employ first differences for EID in order to account for 'momentum' in the perceived economic differentials (Ghonghadze and Lux, 2008; Lux, 2009 ):
where ∆EI it = EI it − EI it−1 is the change of a main economic indicator for country i and
is the change of a main economic indicator for the US.
Data description
The dataset used in this study is obtained from The other difficulty faced was the inclusion of Eurozone currencies in our panel. In order to evaluate the predictors considered for Eurozone currencies we would need to restrict our sample period from January 1996 (the starting time for the data on cyclical indicators and confidence indices) to January 1999 (the starting time of the Euro currency). This would result in very few data points to perform relevant out-of-sample evaluation at higher horizons. However, since the Euro is a major currency player, it would be unusual not to include it in our forecasting exercises. Thus, we use aggregated data for the Eurozone which is available for all predictors.
In order to have as many currencies and observations as possible given our data restrictions, we consider a panel of 12 countries with monthly data for the sample period January 1999
to January 2008 which gives us a total of 109 observations per country. The countries are:
Australia, Canada, Czech Republic, Denmark, Eurozone, Japan, New Zealand, South Africa, Sweden, Switzerland, United Kingdom and United States.
We use M1 and CPI to measure money supply and price levels, respectively. In the case of Australia and New Zealand, CPI is only published on a quarterly basis. Therefore, we use an interpolation technique as suggested by Molodtsova and Papell (2009) in order to compute monthly series from the quarterly data. We employ h-maturity forward rates of the exchange rates. The interest rate variables used when economically evaluating our forecasts (as explained in section 4.3.2) are h-maturity interbank rates which were available for all pertinent maturities, time periods and countries.
We are aware that one of the most common approaches to proxy GDP at the monthly frequency is (seasonally adjusted) industrial production. Unfortunately, these data were unavailable for several countries of our panel in the sample period selected. Thus, we use real seasonally adjusted GDP at the quarterly frequency to measure output which is transformed to the monthly frequency by means of the same interpolation technique we use for the quarterly CPI series. In order not to include future data to forecast (as a forecaster will, most likely, only have interpolated information from the previous quarters), we lag by three months the interpolated value for a particular month.
We use all-share Datastream calculated stock market indices at the daily (monthly) frequency to compute the monthly volatilities (returns). The factorsf j,t and factor loadingsγ j,i
are estimated by means of Principal Component Analysis and the factors have been standardized (Engel et al., 2009 ). The estimated factors are computed using data available up to the forecast origin. The output gaps are computed recursively by Hodrick-Prescott detrending using only data from periods prior to the forecast origin (Engel et al., 2009 ).
Forecasting methodology
In the following subsections we describe the forecasting strategy designed for this study. To save on space, we concentrate on the most relevant issues. Specific details that are not described here can be provided upon request.
Forecasting design
We use recursive and rolling window forecasting schemes and consider forecasting horizons h = 1, 3, 6, 12, i.e. monthly, quarterly, semi-annual and annual. Let τ denote the forecast origin, that is, the time instance from which a forecast iteration is implemented. The recursive forecasting scheme consists of estimating parameters by recursively increasing the forecast origin from τ = K = 30 to τ = T − h. In the second scheme of rolling window forecasting, we sequentially update a fixed window of size K = 30 that ends at the forecast origin τ and begins
It is noteworthy that the literature on forecasting exchange rates usually focuses on recursive estimation for subsequent forecasting (Mark, 1995; Berkowitz and Giorgianni, 2001; Engel et al., 2009) . A priori, however, rolling forecasting schemes could be better immunized against the adverse effects of falsely imposing structural invariance as they build upon a fixed time window of observations. Moreover, combining forecasts generated by recursive or rolling window schemes can improve forecasting precision which motivates us to use both schemes here (Clark and McCracken, 2009) . The forecasting strategy is as follows:
1. At each recursion, we regress ∆ (h) s iτ on a constant α h,i and a predictor x iτ −h . We obtain single market estimatesα
h,iτ andβ h,iτ of model (1) via Ordinary Least Squares (Mark, 1995) . At the aggregate level, we compute a mean group estimateβ h,τ by averaging single market estimatesβ h,iτ over all i = 1, ..., N . MG estimation is consistent for an average impact under parameter heterogeneity (Pesaran and Smith, 1995) . In order to identify the fixed effectsα
h,iτ that best whiten the data given the MG estimateβ h,τ , we compute the mean of (
h,iτ and pooled estimateβ h,τ of model (2) are obtained by means of a pooled Least Squares Dummy Variable regression (Engel et al., 2007 (Engel et al., , 2009 ).
2. We employ the alternative estimatesβ h,iτ ,β h,τ orβ h,τ along with the corresponding fixed effectsα
h,iτ detailed previously to forecast the quantities ∆ (h) s iτ +h .
More precisely, let ∆ (h) s iτ +h|τ (P M R) denote a forecast conditional on information available up to period τ for estimator P = {SM, MG, PO} = {1, 2, 3}, predictor
and forecasting scheme R = {RE, RO} = {1, 2}. Table 1 summarizes all the P M R models. For each model M and forecasting scheme R, ex-ante forecasts at horizon h with single market estimates are obtained as
with mean group estimates as
and with pooled estimates as
3. The previous step yields at each τ a total of P max × M max × R max = 3 × 12 × 2 = 72 forecasts generated from 'heterogeneous' information sets for each horizon h and crosssection member i which can be examined separately. However, forecasts may include independent and useful information so that a linear combination of two or more forecasts may yield more accurate predictions than using only a single prediction (Granger, 1989; Newbold and Harvey, 2002; Aiolfi and Timmermann, 2006) . Thus, we also construct forecast combinations i.e.
where µ iτ +h|τ is a vector containing exchange rate forecasts ∆ (h) s iτ +h|τ (P M R) and the weights in the vector ω iτ +h|τ are computed with alternative procedures which are discussed in the following section.
Forecast combination schemes
Most of the forecast combination schemes considered are adaptive, meaning that the forecasts included in µ iτ +h|τ and/or corresponding weights ω iτ +h|τ are based on alternative selection criteria within a sub-sample of realized observations. Adaptive strategies for combining forecasts might mitigate structural breaks and model misspecification and thus improve forecasting precision over single forecasts (Newbold and Harvey, 2002; Granger and Jeon, 2004) .
Note that since a forecaster would only have information available up to the forecast origin τ , the sub-sample for forecast selection and computation of weights must contain data on or before that period. Thus, we start by setting equal weights to all forecasts until the selection of forecasts and weighting schemes could be based on the evaluation of realized forecast errors.
This procedure guarantees that we use only information available up to a particular period τ to set weights of forecasts for period τ + h. The following 6 alternative combination strategies C = {1, 2, ..., 6} are considered:
Simple average (AFC):
Various studies have demonstrated that simple averaging of a multitude of forecasts works well in relation to more sophisticated weighting schemes (Newbold and Harvey, 2002; Clark and McCracken, 2009 ). Therefore, the first scheme considered consists of averaging all the P max × M max × R max = 72 forecasts obtained from the forecasting design at each τ , horizon h and cross-section member i.
Rank-weighted combinations (RFC):
The RFC scheme, suggested by Aiolfi and Timmermann (2006) , consists of first computing the root mean square error (RMSE) of all models in the sub-sample period for evaluation at horizon h.
as the rank of the j-th model based on its historical RMSE performance up to time τ for horizon h, the weight for the j-th forecast is then calculated as:
Hierarchical forecast combinations (HFC):
Recent studies have proposed hierarchical strategies for the combination of forecasts which work relatively well in other applications (Kisinbay, 2007; Costantini and Pappalardo, 2009 ). The HFC procedure works as follows:
a. Take the sub-sample period for evaluation and calculate the RMSE of each model.
Rank the models according to their past performance based on RMSE.
b. Select the best forecasting model (in terms of RMSE) and test sequentially whether the best model forecast encompasses other models using the forecast encompassing test of Harvey et al. (1998) . 4. Thick-modeling approach with OLS weights (OFC): A study by Granger and Jeon (2004) proposes the so-called thick modeling approach (TMA) which consists of selecting the z-percent of the best forecasting models according to the RMSE criterion in the subsample period for model evaluation. We use the selection process of Granger and Jeon and subsequently compute weights by means of OLS regressions along with the constraint that the weights are all positive and sum up to one. The z-percent of top forecasts selected is set to 25% (i.e. the upper quartile).
Thick-modeling approach with RMSE-weights (MFC):
The MFC scheme consists of selecting models by means of TMA, then computing the RMSE of all selected models j and setting the weight of the j-th model as
6. Thick-modeling approach with MSE-Frequency weights (FFC): The FFC scheme consists of selecting models by means of TMA and assigning to each j-th forecast, a weight equal to a model's empirical frequency of minimizing the squared forecast error over realized forecasts.
Forecast evaluation
In this section we describe the different forecast evaluation methods used in this study. We consider statistical as well as economic performance measures of the forecasts generated by our forecasting design.
Statistical performance measures
In order to evaluate forecasts, we employ mean squared forecast errors (MSE) and mean absolute forecast errors (MAE). MSE and MAE of a particular model are given in percentage of the MSE and MAE of a random walk model with rolling drift of size K. Our choice for the latter benchmark follows from evidence that traders in foreign exchange markets rely on moving averages to 'forecast' the evolution of the exchange rate (Taylor and Allen, 1992; Grauwe and Grimaldi, 2006) . More precisely, letτ = 1, ..., T denote an out-of-sample forecast observation 
The MSE and MAE of model '•' are:
The average performance of a competing model specification is given in relation tod i (0), obtaining relative MSEs or MAEs: 
Economic performance measures
Recent studies by Han (2006) , Della-Corte et al. (2009) and Chiquoine and Hjalmarsson (2009) suggest to evaluate the economic value of forecasts obtained from asset pricing models by 'simulating' a portfolio allocation choice of a representative investor (RI). In our analysis, we follow a similar univariate approach to the latter studies. Therefore we keep the following discussion short to save on space.
For simplicity of exposition, we consider for now a representative investor (RI) in country i with an investment horizon h = 1 and mean-variance preferences. Let
respectively, the conditional mean and variance given the current information set I τ of the return of a US asset at τ + 1 denoted r τ +1 . Similar
to Della-Corte et al. (2009), we assume that the RI invests in a US bond where the only risk involved is exchange rate risk, i.e. we set r τ +1 = r f + ∆ (1) s iτ +1 with r f the risk-free rate and
be the conditional mean and variance of the portfolio returns r p,iτ +1 of investor i at τ + 1,
respectively. Then, assuming that the RI in country i invests 1 unit of the domestic currency at time τ , she solves the following maximization problem:
where U(W iτ ) is the utility of wealth, δ iτ is the portfolio weight, γ i the coefficient of absolute risk aversion, and r f,i the return on the domestic riskless asset. The optimal portfolio weights are given by
Thus, the key issue in the above set up is to have estimatesλ τ +1|τ andη τ +1|τ to obtainδ * iτ . For this purpose, we setλ τ +1|τ = r f + ∆ (1) s iτ +1|τ (•) with alternative models '•'. Since modeling the conditional variance of exchange rates is out of the scope of this paper, we follow a similar approach to Chiquoine and Hjalmarsson (2009) and approximateη τ +1|τ by using an estimate of the variance up to the forecast origin τ obtained from the residuals of the regression corresponding to a particular predictor, estimation approach (single market, mean group or pooled) and forecasting scheme (recursive or rolling). The variances of the forecast combinations are computed by weighting the estimated variances of the alternative models in the forecast combination with the computed weights.
To evaluate the performance of the portfolio allocation strategy the so-called ex-post Sharpe Ratio can be used which is defined as SR i = (r p,i − r f,i )/σ p,i , where r p,i is the sample mean and σ p,i the sample standard deviation from the realized portfolio returns. However, SR i cannot quantify the economic gains over an alternative strategy. For this purpose, we use the M2 i measure developed by Modigliani and Modigliani (1997) and applied, for instance, in the portfolio allocation framework by Han (2006) . The M2 i measure can be interpreted as the abnormal return that a particular strategy '•' would have earned if it had the same risk as a benchmark strategy '0'. M2 i is given by
which suggests that the portfolio of strategy '•' is levered upwards or downwards so that it has the same volatility as the portfolio of strategy '0'. M2 i is directly related to the Sharpe Ratio
To be consistent with Han (2006) , we take as benchmark '0' a buy-and-hold strategy. At the aggregate level we compute mean and standard errors of
One of our main issues of interest is the forecasting performance of the predictors considered and the adaptive forecasting strategies for horizons h > 1. For this purpose we assume that the RI rebalances her portfolio not only at h = 1 but also at h = 3, 6, 12. To account for higher horizons, we setλ τ +h|τ = r hf + ∆ (h) s iτ +h|τ (•) and approximateη τ +h|τ by using an estimate of the residual h-period variance up to time τ to obtainδ * h,iτ .
Note that we need to calibrate the free parameter space Γ h,i = {r hf,i , r hf , γ i } for each i and the different horizons h. To have a somewhat realistic calibration, we use the sample mean of interbank rates with maturity h up to period τ = K to calibrate r hf,i and r hf . 9 We use γ i = 3, 6
for the coefficient of absolute risk aversion as in previous studies (Han, 2006; Chiquoine and Hjalmarsson, 2009; Della-Corte et al., 2009 ).
Results
In what follows we discuss the main results of our analysis. We first consider the forecasting results of single predictors and subsequently those of combined forecasts. Tables 2 and 3 provide information on the cross-sectional average of the relative MSE and MAE obtained from a particular predictor x it (see Table 1 for acronyms) for horizons h = 1, 3, 6, 12
Single predictors
and the three different estimation approaches (SM, MG, PO). To illustrate the potential benefits of combining forecasts resulting from alternative estimates, we also report relative MSE and In the case of recursive forecasting ( forecasting and across predictors. This result corroborates findings of previous studies on the benefits of forecasting exchange rates with panel estimates (Engel et al., 2007 (Engel et al., , 2009 . Forecasts obtained by averaging the SM, MG, PO estimates usually seem to improve upon the 'worst'
performer and many times upon the 'best' performer. The latter result hints at the possible benefits of combining forecasts of the alternative estimation approaches.
Turning to the results of the Sharpe Ratio differentials M2 in Tables 6 and 7 , we find that a dynamic strategy based on forecasts of the alternative predictors considered usually generates positive abnormal returns over a buy-and-hold strategy at various horizons. Overall, we find that UIP, FM, TAY, ERV, SVD and CSD generate on average the highest M2 out of the predictors considered. This result is generally true for either recursive or rolling window forecasting. However, in contrast to relative MSEs and MAEs, M2 measures are generally higher on average for rolling than for recursive forecasting which might be due to the different estimates for η τ +h|τ . We obtain higher M2 on average at lower levels of absolute risk aversion γ and higher horizons h.
Summing up, we find that the forecasts generated by rolling window forecasting differ in In general, we find that the forecasting capabilities of the alternative predictors for exchange rates considered in terms of relative MSEs and MAEs as well as M2 vary depending on the predictor, horizon, forecasting scheme, bilateral exchange rate and estimation approach. This can be appreciated in Figure 3 which displays the frequency in which a particular model considered falls within the top 25% performers according to a root MSE criteria. However, the latter figure also shows that models conditioned upon UIP, TAY, ERV, SRD and CSD with panel estimates (MG or PO) usually maintain their top rank over time, horizon and cross-section. In what follows, we explore the potential benefits from combining alternative forecasts. In line with previous studies, we find that simple averaging of forecasts AFC works relatively well in relation to the other schemes considered (Newbold and Harvey, 2002; Clark and McCracken, 2009 ) . Surprisingly, the hierarchical forecast combination scheme HFC yields the least promising forecasting results in terms of relative MSEs and MAEs on average.
Combined forecasts
The variability of the relative MSEs and MAEs over the cross-section are generally lower than those of single predictors which suggests that combining forecasts may reduce forecast uncertainty (Newbold and Harvey, 2002) . This result can be partially visualized in Figure 1 which displays a lower cross-sectional variation for AFC and RFC than other single 'best' models in terms of relative MSEs. In general, forecast combination schemes increase the number of rejections of the null hypothesis of equal forecasting accuracy to a rolling drift model in relation to most single models according to the DM test (Table 8) .
With respect to Sharpe Ratio differentials (M2), we find that combining forecasts usually yields higher M2 values than single predictors, forecasting schemes and estimation approaches at higher horizons ( 'best' single models as displayed in Figure 2 .
Summing up, we find that various forecast combination strategies of the forecasts generated by our panel forecasting design are generally more accurate than single forecasts and also yield higher Sharpe Ratios in relation to a buy-and-hold strategy than most single models. Given the variation in 'best' performing models over time and cross-section as shown in Figure 3 , it seems from our results that combining forecast should mitigate model misspecification and 'smooth' the forecasting accuracy and market timing ability of single models. Our results are in line with previous studies which have found that combining forecasts yields more accurate predictions and profitable investment opportunities than using only a single prediction (Granger, 1989; Newbold and Harvey, 2002; Aiolfi and Timmermann, 2006; Pesaran and Timmermann, 2007; Della-Corte et al., 2009 ). Our findings also corroborate theoretical evidence of behavioral exchange rate models that a combination of alternative 'expectations' of exchange rates that build upon different information sets can provide a more accurate depiction of ex-ante exchange rate movements (Kirman, 1993) .
Conclusion
This article examined the statistical and economic implications of adaptive forecasting of exchange rates with panel data where candidate predictors are drawn from macro 'fundamentals', asset returns/volatility as well as cyclical and confidence indicators. Out of the macro 'fundamentals' considered, the forward premium (UIP) and a predictor based on a Taylor The adaptive forecasting design shows that combining forecasts generated from our various predictors, estimators and estimation schemes generally improves forecasting accuracy in relation to most single models. This is not only evident in the magnitudes of the relative MAEs and
MSEs but also in the number of rejections of the null hypothesis of equal forecasting accuracy to a rolling drift model according to the DM test. Sharpe Ratio differentials M2 are also improved on average when compared against those obtained from most single models. The latter result is important as it points out that our forecasting strategy could be potentially tested in practice.
Moreover, our results suggest that combining forecasts based upon 'heterogeneous' information sets can improve forecasting accuracy and reduce ex-ante uncertainty which corroborates not only the forecasting literature but also the behavioral exchange rate literature. It would be interesting to investigate whether the proposed forecasting design performs well for other types of forecasting exercises such as volatility, GDP, inflation, etc. We leave these issues for future research.
Predictor Acronym The table summarizes all the predictors used for forecasting exchange rates as well as all the possible models that arise from our forecasting design. SM = single market estimates; MG = mean group estimates; PO = pooled estimates; RE = recursive forecasting; RO = rolling forecasting. P M R refers to estimation approach P = {SM, MG, PO} = {1, 2, 3}, predictor M = {PPP, MM, UIP, FM, TAY, ERR, SRD, ERV, SVD, BSD, CSD, EID} = {1, ..., 12} and forecasting scheme R = {RE, RO} = {1, 2}. Models in bold are those that most frequently fall within the top 25% of models with lowest root MSE according to the Thick Modeling Approach at the various horizons h = 1, 3, 6, 12. See Figure 3 for further details. Recursive forecasting results (M2). The table shows the crosssectional average and standard errors of the Sharpe Ratio differentials (M2) in annualized basis points obtained from a portfolio constructed by using forecasts and residual variance of a particular predictor x it versus a buy-and-hold portfolio for horizons h = 1, 3, 6, 12. SM = single market estimates; MG = mean group estimates; PO = pooled estimates; AV = average of the SM, MG, PO estimates. , 11, 19, 31, 35, 44, 53, 55, 56, 67}, at h = 3 are {3, 11, 13, 15, 27, 35, 39, 44, 51, 63}, at h = 6 are {3, 11, 15, 27, 35, 39, 49, 51, 61, 63} and at h = 12 are {3, 15, 27, 35, 39, 49, 51, 53, 63, 65}. Model descriptions can be found in Table 1 . 
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