A Bayesian approach is presented for spatially adaptive nonparametric regression where the regression function is modelled as a mixture of splines. Each component spline in the mixture has associated with it a smoothing parameter which is defined over a local region of the covariate space. These local regions overlap such that individual data points may lie simultaneously in multiple regions. Consequently each component spline has attached to it a weight at each point of the covariate space and, by allowing the weight of each component spline to vary across the covariate space, a spatially adaptive estimate of the regression function is obtained. The number of mixing components is chosen using a modification of the Bayesian information criteria. We study the procedure analytically and show by simulation that it compares favourably to three competing techniques. These techniques are the Bayesian regression splines estimator of Smith & Kohn (1996), the hybrid adaptive spline estimator of Luo & Wahba (1997) and the automatic Bayesian curve fitting estimator of Denison et al. (1998). The methodology is illustrated by modelling global air temperature anomalies. All the computations are carried out efficiently using Markov chain Monte Carlo.
I
Suppose we wish to model how temperature deviations DT from a historic norm vary across the globe at a given time. One approach is to suppose that observation DT i is generated from a signal g plus some noise e i so that
where e i~N (0, s2) and t i and s i are the latitude and longitude of observation DT i . The regression problem is to estimate g(t i
, s i ). It may be unrealistic to assume that g has some known parametric form and it is preferable to estimate g nonparametrically. It may also be unrealistic to assume that the degree of smoothness of g is constant across the globe.
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For example, areas close to the equator or on a coast may have less temperature variation than interior areas in the mid-latitudes.
The purpose of this paper is to obtain an estimate of g that allows the smoothness of g to vary across the covariate space. Such an estimate of g is said to be spatially adaptive. In this paper, we model g as a mixture of P smoothing splines, so that g(t, s)= ∑ P j=1 g j (t, s)p j (t, s),
where p j is the weight given to the smoothing spline g j . We refer to this approach as mixture of splines. Note that p j depends on t and s. In the neural network literature, the function g j is referred to as an 'expert' and the function p j is referred to as a 'gating' function. The formulation in equation (1·1) is known as a mixture-of-experts model (Jacobs et al., 1991; Jordan & Jacobs, 1994) . In those papers the g j 's are parametric functions. In our case, the g j 's are smoothing splines; each of these is associated with a smoothing parameter which is defined over a local region of the covariate space, so that a smoothing spline with a given degree of smoothness is fitted to the data that fall into each region. The regions are allowed to overlap, such that individual data points may lie simultaneously in multiple regions; the regions are said to have 'soft' boundaries. In addition, the gating functions, i.e. the p j 's, are simple parameterised surfaces whose parameter values are estimated from the data so that, by allowing p j to vary across the covariate space, we obtain a spatially adaptive estimate of g. Our specific parameterisation of p j is given in § 2. Jiang & Tanner (1999a) present conditions under which mixture-of-experts can approximate a general class of smooth mean functions to an arbitrary degree of accuracy. Jiang & Tanner (1999b) discuss issues of identifiability of the mixture-of-experts model. The mixture-ofexperts model extends the standard mixture model (Titterington et al., 1985, Ch. 1) by allowing the weights to depend on the covariates.Bayesian mixture of splines model the improvement afforded by mixing splines. Another feature of the present approach is that the covariate space is not broken up into disjoint segments, with each segment having its own smoothing parameter. Instead, each component smoothing spline, g j , is allowed to be the 'true' function with probability p j , where p j varies smoothly across the covariate space. These 'soft boundaries' introduce additional flexibility into the regression function estimate. The simulations presented in § 6 suggest that the mixture-of-splines method is as good as competing methods when the function is spatially homogeneous and is superior when the function is spatially heterogeneous. Intuitively, we expect that our method will be especially effective when there are a number of regions in the covariate space where the underlying mean response has different degrees of smoothness.
Section 2 presents the model and prior specifications. Section 3 discusses the Bayesian estimation of the regression function g and the implementation of the Markov chain Monte Carlo sampling scheme. Section 4 defines and discusses heterogeneity, and examines the efficacy of the mixing procedure analytically. Section 5 presents the method used for selecting P. Section 6 presents the simulation results and § 7 applies the procedure to a bivariate problem where we model air temperature anomalies across the globe.
M   
2·1. T he model Consider a model for observations y 1 , . . . , y n with the regression function E(y i
), for i=1, . . . , n, being unknown. We model y i by a mixture of P smoothing splines with independent N(0, s2) noises, so that
where g 1 , . . . , g P are smoothing splines and w(y, g j , s) is the normal probability density of y with mean g j and variance s2. For a given x, p 1 (x), . . . , p P (x) are the unknown mixture probabilities with
Under such a model the regression function, g, becomes a mixture of the component splines, i.e.
Each component spline, g j , has attached to it a smoothing parameter, t2 j , for j=1, . . . , P. Since we allow the mixture probabilities to depend on x and the component splines to have different smoothing parameters a spatially adaptive estimator of the unknown regression function is obtained.
2·2. T he prior specification
Throughout this paper we estimate the mean response at x i by its posterior mean
where y A =(y 1 , . . . , y n ). In order to complete the specification of the posterior we place priors on the component functions, g 1 , . . . , g P , and on the mixing functions p 1 , . . . , p P−1 . To place a prior on the functions g j for j=1, . . . , P, we assume that g 1 , . . . , g P are independent and express each g j as a sum of its linear and nonlinear components (Wahba, 1990, p. 30) 
where z=(1, x i ), a j is the vector of coefficients, and f j is the nonlinear component of g j . We assume a smoothing spline prior on g j which means that f j is a Gaussian process with mean zero and with
where t2 j is the smoothing parameter. The function v ik is given by
To complete the prior specification on g j , we assume a uniform prior for t2 1~U n(0, c t2 ), for some large c t2 . The priors for t2 j , for j=2, . . . , P, are uniform on the interval [0, t2 j−1 ]. This prior specification imposes the ordering t2 1 > . . . >t2 P , which is necessary for the model to be identified. The prior for a j =(a j0 , a j1 ), for j=1, . . . , P, is set to be N(0, c a I 2 ), for some large c a . We assume a priori that the mixing function p j (x) is given by the multinomial linear probit model. Note that when the number of component splines is equal to 2 the multinomial linear probit model reduces to the binary linear probit model and the mixing functions become
where W is the standard normal cumulative density function and d 1 is the 2×1 vector of parameters of the binary linear probit model. Unlike for the binary probit model, the conditional class probabilities for the multinomial probit model cannot be written down in closed form. However, they can be obtained using a simplified version of the GewekeKeane-Hajivassiliou estimator (Geweke, 1991; Keane, 1994) , as in Yau et al. (2002) . The prior for the parameters which prescribe the multinomial distribution is assumed to be N(0, c d I 2 ), for some large c d . To place a prior on s2, we follow Carter & Kohn (1994) and take the prior for s2 as p(s2)3(s2) exp(−c−1 s2 /s2), which ensures that all posterior distributions used in the paper are proper. Based on empirical evidence we found that the results of inference are insensitive to the choice of the constants c a , c s2 and c d over the range [102, 1015] .
3. B  3·1. Preamble We adopt a Bayesian approach implemented via Markov chain Monte Carlo to perform the required multi-dimensional integration. The required posterior mean,
is the set of parameters specific to g j , for j=1, . . . , P, and d j is the set of parameters specific to the function p j (x), for j=1, . . . , P−1.
Then the Bayesian mixture of splines model
3·2. Gibbs sampling scheme To facilitate the Gibbs sampling scheme we augment the observed data with an indicator vector (c(x 1 ), . . . , c(x n )) which indicates the component in the mixture model at the data points x 1 , . . . , x n . The prior for c(x i ) is p{c(x i )= j}=p j (x i ) for j=1, . . . , P. For computational purposes we follow Albert & Chib (1993) and Yau et al. (2001) and introduce another level of latent variables. Define the latent variable v ji by
where e ji~N (0, 1) and are mutually independent. The latent variable v ji is related to the indicator variable c(x i ) by requiring that if v ji >v li for all lN j then c(x i )= j. The multinomial model given in equation (3·1) is not identified without further restrictions because
. To make the model identifiable, we impose the restriction that
To draw the component splines we factor V as V=QDQ∞, where Q is the matrix of eigenvectors of V and D is a diagonal matrix whose ith component, d i , is the ith eigenvalue of V. Define X=QDD and let b j be the n×1 vector of coefficients with prior N(0, t2 j I ). We write f j as Xb j , which means that the prior for f j is N(0, t2 j V). The following is an outline of the Gibbs sampling scheme; for details see Appendix 1.
) and then cycle through the following steps.
Step
Step 2. Draw s2 from p(s2 | b A , a A, c A).
Step 3.
Step 4. Draw c A and
by first drawing c A and then drawing v A, conditional on c A.
H   4·1. Heterogeneity of a function
We propose that a function is heterogeneous if its level of smoothness exhibits variability across the domain of x. We now define the smoothness of a function in terms of its nth derivative. First consider n=0, so that the smoothness of a function will be measured by the average range of the function values. Define the average range of a function g(x) on R by g : ={∆ R g(x)2 dx/|R|}D. Suppose we partition the domain of x into two intervals R 1 and R 2
. Then a function would be considered smooth or homogeneous if the average range of the function were similar for these two intervals. Conversely, if the range were different for the two intervals, then the function would be considered heterogeneous. If now we partition the domain of x into M intervals, a measure of the heterogeneity of the function would be the variance of the average range of g(x), which we denote by var(g : ).
The larger the variance, the greater the heterogeneity of g(x). A normed version of this variance would be var(g : )/E(g : 2). This will be our measure of heterogeneity. If the intervals are equally spaced and we take the limit M 2, it is straightforward to show that this measure of heterogeneity becomes
We define the homogeneity of the function to be =1−.
Now consider higher-order derivatives. The heterogeneity of the function is a measure of the normed variability of the average of the nth-order derivative.
More formally, consider a function g, not identically zero on [0, 1] , that is n-times differentiable and with a nth derivative that is square integrable. For any h in L p (A) that is pth-power integrable on a Lebesgue measurable set A, define its average
In general, when the nth derivative is used to measure the smoothness and we are comparing the smoothness in M intervals RM 1 that partition [0, 1], a measure of the heterogeneity of the nth derivative of g is var{g :
, where the variance and expectation are defined according to the probabilities in p j
This definition depends on the partition RM 1 . A measure of the heterogeneity of any square integrable h that is independent of the partition is
where the supremum is taken over all possible M-interval partitions of [0, 1]. We will call this the M-part heterogeneity of h. Similarly we define  M (h)=1− M (h) to be the M-part homogeneity. When the derivatives of g satisfy the necessary integrability conditions we refer to  M (g(n)) and  M (g(n)) as the M-part heterogeneity and homogeneity, respectively, to the nth order. Properties of these measures are given in Appendix 2.
4·2. Optimal relative eYciency
We now define a measure of the efficiency of an estimation procedure, which later will be shown to be related to the homogeneity measure defined in § 4·1.
Suppose that g(x) on [0, 1] is the function to be estimated and that g @(x) is an estimator of this function. Define the integrated mean squared error by
where {g @(x)}=E{g @(x)−g(x)}2.
Let g @ j ¬g @ j,T j (.) ( j=1, 2) be two estimators with smoothing parameters T j µT j ( j=1, 2).
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Then define the optimal relative efficiency of g @ 1 relative to g @ 2 by
The dependence of the estimators on the sample size n is suppressed here. Of course this is just one measure of relative performance. As a referee pointed out, other measures include separate comparisons of the variances and the biases, as well as local or piecewise comparisons that aim at parts of the covariate space. For the mixture-of-splines procedures, the optimal relative efficiency as currently defined turns out to be related to the heterogeneity of the underlying function, as discussed below.
4·3. Mixing leads to improved eYciency
In this section we show that, if a function is heterogeneous, as defined in § 4·1, then an estimate of this function based on a mixture of smoothing splines can be better in terms of optimal relative efficiency than an estimate based on only one smoothing spline. We consider the nth-order smoothing spline estimators and compare the estimators g @ P and g @ 1 with P and 1 smoothing parameters, respectively, incorporated in the mixture.
Assume that the true model is as described in § 2·1 and regularity conditions hold that are similar to those of Nychka (1995) .
A proof is given in a Northwestern University technical report by the authors.
To understand the implications of this proposition, consider the case when n=0 and recall that the lower (g @ P ; g @ 1 ) is, the better the estimate g @ P is relative to g @ 1 . If g(x) is constant, then ∏ 2 =1. Clearly, in this simple case a mixture of splines will provide no improvement over a single spline. However, if g(x)=w(x, 0·15, 0·05)+w(x, 0·60, 0·20), where w(x, m, s) is the normal density with mean m and standard deviation s, evaluated at x, then ∏ 2 =0·52. Hence, the more heterogeneous the function g(x) is, the better a mixture of P smoothing splines will be as an estimate relative to an estimate based on one smoothing spline, in terms of .
N   
We use a modification of the Bayesian information criterion, , approach of Schwarz (1978) , to select the number of mixing components P; see also Wood et al. (2002) . Let M 1 , . . . , M Q be the models with 1, . . . , Q smoothing splines, respectively. We select the model, M P , which has the highest value of the . In the present context, the  approach of Schwarz (1978) approximates the marginal
) and q 1 is the number of parameters being estimated. For the model with only one spline, h 1 =(t2 1 , a 01 , a 11 ), so that q 1 =4. Similarly the marginal likelihood for M P is estimated by
For the model with P smoothing splines, h j =(t2 j , a j0 , a j1 ) for j=1, . . . , P and d j =(d j0 , d j1 ) for j=1, . . . , P−1, so that q P =3P+2(P−1)+1. Since it is difficult to obtain maximum likelihood estimates of the parameters of interest directly, we obtain a Monte Carlo estimate of the marginal likelihood p(y A | M P ) by obtaining the iterates
. . , Q from the joint posterior distribution of these parameters via the sampling scheme outlined in § 3. We then select the set of
, s2) and use this set of parameters as the maximum likelihood estimates.
It is well known that the  method is consistent as a model selection procedure in the sense that, with probability tending to one in the large sample limit, the true model will be chosen. However, when a model is overidentified the usual regularity conditions necessary for deriving this result fail. In our technical report we consider a case where one of the models is overidentified and show that, despite this,  is still consistent for model selection.
S
The performance of the proposed method was studied for four different functions plotted in Fig. 1 . The estimates obtained from the mixture-of-splines method were then compared g (x) g(x) Fig. 1 . Simulations. Plots of the regression functions to be estimated: (a) g(x)=2 sin(4px); (b) g(x)=w(x, 0·60, 0·20)+w(x, 0·15, 0·05), where w(x, m, s) is the normal density with mean m and standard deviation s, evaluated at x; (c) g(x)=w(x, 0·60, 0·20)+w(x, 0·15, 0·05)+4I
x (0·30), where I x (a) is an indicator function with I x (a)=0 if x<a, and I x (a)=1 if x>a; (d) g(x)=8 sin(4px)−sgn(0·30−x)−sgn(x−0·60). Bayesian mixture of splines model to the Bayesian regression splines estimator of Smith & Kohn (1996) , the hybrid adaptive splines estimator of Luo & Wahba (1997) and the automatic Bayesian curve fitting estimator of Denison et al. (1998) . These three competitors were chosen because the Bayesian regression splines estimator has been shown to be the best locally adaptive estimator for smooth functions, and the hybrid adaptive splines and automatic Bayesian curve fitting estimators are designed to recover what Donoho & Johnstone (1995) refer to as 'spatially inhomogeneous functions'. In particular, they are designed to capture discontinuities in regression functions. The codes for the estimators were downloaded from the websites given in Table 1 . The first of the four functions, g(x)=2 sin(4px) requires only one smoothing parameter, with  2 {g(1)(x)}=0·81. The second function, g(x)=w(x, 0·60, 0·20)+w(x, 0·15, 0·05), taken from Smith & Kohn (1996) , may require local smoothing with  2 {g(1)(x)}= 0·31. The third function is the same as the second except with a discontinuity, and the fourth is similar to the 'Heavisine' example in Luo & Wahba (1997) and Denison et al. (1998) . The last two functions are what Donoho & Johnstone (1995) refer to as spatially heterogeneous functions; both have  2 {g(1)(x)}=0. Fifty realisations, each consisting of 100 observations, were generated for each regression function. For these simulations the maximum number of mixture components, Q, was specified to be 2 and the standard deviation of the noise, s, was set to be 1. These settings are different from those used in Luo & Wahba (1997) and Dension et al. (1998) . In those studies, s was set to be 1 7 of the standard deviation of the function g(x). For the four functions this is equivalent to setting s=0·20, s=0·08, s=0·14 and s=0·80, respectively. Furthermore, in those studies the number of observations was specified to be 2048, so that the estimates obtained using these procedures were based on many observations with very little noise. In real applications, these conditions are not often met. For example in § 7 we consider a bivariate example where the data are quite sparse and the level of noise may be high.
For each realisation and each estimator g @, we calculated the mean squared error, given by
The difference in mean squared error between mixture-of-splines and the three competitors, automatic Bayesian curve fitting, Bayesian regression splines and hybrid adaptive splines are listed in Table 2 , which gives t-statistics. Boxplots appear in Fig. 2 . A negative difference indicates that the mixtures-of-splines estimator is better than the competitor. The mixtureof-splines estimator on average is as good as or better than all three competitors for all four test functions, except possibly for the comparison with the Bayesian regression splines on the second test function. To see how these differences in mean squared error translate into differences in regression functions, we display the estimates for the third test function corresponding to the 10th Table 2 . Average diVerence in mean squared error () between the mixture-of-splines estimator and automatic Bayesian curve () fitting, Bayesian regression splines () and hybrid adaptive splines () for the four test regression functions 
percentile (5th best), 50th percentile (25th best) and 90th percentile (45th best) mean squared error values in Fig. 3 . Results are shown for the mixture-of-splines and Bayesian regression splines and automatic Bayesian curve fitting. The third test function was chosen because it demonstrates all the features of the proposed estimation method. Figure 3 shows how a mixture of two splines can capture both a discontinuity and a change in the smoothing parameter, and that the mixture-of-splines estimates are mutually very similar.
A referee requested that we also consider a piecewise constant function. We considered a simplified version of the blocks function in Donoho & Johnstone (1995); see Fig 4(a) . As with the functions shown in Figs 1(c) and (d), this function is spatially heterogeneous with  2 {g(1)(x)}=0. We considered 20 realisations, each of 500 observations with the noise level set to be s=1, as in the previous simulations; again this is in contrast to the Bayesian mixture of splines model g (x) g (x) g (x) g (x) g (x) g (x) g(x) settings used in Denison et al. (1998) and Luo & Wahba (1997) , where the number of observations was 2048 and s=0·09. We then compared the performance of the mixtureof-splines procedure against the automatic Bayesian curve fitting procedure. We used only the automatic Bayesian curve fitting procedure for comparison because it was found empirically to be the best competitor in capturing discontinuities and because it obtains spatially adaptive regression function estimates by fitting piecewise polynomials and as such should be optimal for such a test function. The boxplot in Fig. 4(b) of the difference in mean squared error between mixtures-of-splines and automatic Bayesian curve fitting shows that mixture-of-splines performed better on average than automatic Bayesian curve fitting. This difference in average performance was significantly different from zero with a t-statistic of −2·2. 7. R : G    This section demonstrates how the proposed method can be readily extended to multidimensional settings by modelling global air temperature anomalies for December 1993. The data were obtained from the air temperature anomaly archive developed by Jones (1994) and available at the web site http://ingrid.ldeo.columbia.edu/SOURCES/.JONES/.landonly.cuf/.
The dataset contains monthly readings of air temperature anomalies at various points on the globe for the period January 1851 to December 1993. Air temperature anomalies are the deviations from a monthly mean temperature for a given latitude and longitude. The monthly mean temperature for a given latitude and longitude was defined to be the monthly mean temperature for that position for the period . Altogether 445 irregularly spaced observations across the entire globe were available for December 1993. The model is
where t i and s i are the latitude and longitude of reading station i and DT i is the deviation of the December 1993 temperature reading taken at station i from the station's mean December temperature reading.
In equation (7·1), we wish to estimate the regression function g(t, s) by modelling g as a mixture of thin-plate smoothing splines. The models, M k , considered are
The extension from the univariate setting outlined in § § 2 and 3 to a bivariate setting is straightforward. The only necessary modification is the specification of a prior on the bivariate surface g(t, s), rather than on the univariate surface. As in § 2·2 it is convenient to separate g j into its linear and nonlinear components by writing g j as
Bayesian mixture of splines model
We assume a priori that the functions f j (t, s) for j=1, 2, 3 are given by the reproducing kernel for thin-plate splines (Wahba, 1990, p. 30) . This defines the prior distribution for f j to be N(0, t2 j V), where the (i, k)th entry of V is the covariance between f j
The expression for the kernel v ik is given by
where
Thus both the prior in this section as well as the prior in § 2·2 are Gaussian with mean zero. However in § 2·2 a covariance structure is placed on the univariate surface whereas here a covariance structure is placed on the bivariate surface. As in § 3, let V have eigenvalue decomposition QDQ∞ and write
where X=QDD, b j =(b 1j , . . . , b nj ) and Z=(z∞ 1 , . . . , z∞ n )∞. The model selection procedure discussed in § 5 choses the optimal number of thin-plate splines to be 2. Accordingly the probability p(t, s) was modelled by p(t i , s i )=W{h(t i , s i )}, where h(t i , s i )=d 0 +d 1 t i +d 2 s i +d 3 t i s i . Figure 5 (a) presents the isotherms of air temperature anomalies across the globe. One can see why a mixture of more than one thin-plate spline is required. The isotherms in the southern hemisphere and the lower latitudes of the northern hemisphere change very smoothly and show very little variation. In contrast, the isotherms in the higher latitudes of the northern hemisphere exhibit large fluctuations. In particular, the warmer than usual temperatures in Alaska, warmer by 10 celsius degrees, are related to the equally colder than usual temperatures in Siberia. Figure 5 (b) presents the isotherms of air temperature anomalies when only one thin-plate spline was used, and illustrates the fact that, in order to achieve the degree of variation necessary in the northern hemisphere, extra variation is induced in the estimate of southern hemisphere isotherms. , s i )= p(t i , s i )g 1 (t i , s i )+{1−p(t i , s i )}g 2 (t i , s i ), and (b) for the single thin-plate spline.
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A 1
Details of the sampling scheme Step 1. To draw b A and a A simultaneously from p(b A , a A | y A, c A, t A2, s2), we first draw b A from p(b A | y A, c A, t A2, s2) and then draw a A from p(a A | y A, b A , c A). To draw b A , we form the matrices X*= (X*∞ 1 , . . . , X*∞ n )∞ and Z*=(Z*∞ 1 , . . . , Z*∞ n )∞, where X* is a matrix of size n×nP, and Z* is a matrix of size n×2P. The ith row of X* is given by X* i =(0 1 , . . . , 0 k−1 , X i , 0 k+1 , . . . , 0 P ) if c(x i )=k, where X i is the ith row of the design matrix X and each 0 j , for j=1, . . . , P, is a vector of zeros of length n. The matrix Z* is similarly defined: 
