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Resumo 
 
Comprender a termodinámica das interaccións proteína-ligante foi fundamental para o 
desenvolvemento e aplicacións actuais da Química Medicinal. Desde que en 1894 
Hermann Emil Fischer definisse as bases do recoñecemento molecular a través da 
formulación do “principio da chave e a fechadura”. O coñecemento achega do axuste 
xeométrico entre as partes interactuantes (proteína + ligante), constitúe un requisito 
previo o cal determina e exerce unha influencia directa na afinidade das interaccións. 
Con todo, a complementariedade xeométrica por si soa non contribúe á formación de 
complexos de axuste proteína-ligante estables. Neste contexto, as interaccións non 
covalentes constitúen a forza esencial que sustenta a afinidade de unión entre as 
moléculas interactuantes (proteína + ligante) para un recoñecemento molecular exitoso. 
Por suposto, unha aplicación rigorosa do “principio de chave e fechadura” de Emil 
Fisher deberá obrigatoriamente considerar a flexibilidade ou rixidez dos mencionados 
sistemas de axuste ou recoñecemento molecular (proteína + ligante). Ao mesmo tempo 
que deberá considerar criterios sobre o grao de complementariedade e balance entre as 
propiedades hidrofóbicas e hidrofílicas de proteínas e ligantes. 
Estes estudos sentaron as bases para a comprensión dos mecanismos de interacción das 
encimas cos seus substratos específicos. Neste sentido, evidencias bioquímicas 
experimentais mostran que só unha pequena porción da encima, chamada sitio activo, 
participa na interacción cun ou varios substratos durante unha reacción bioquímica. 
O sitio activo nunha encima é unha entidade tridimensional formada por grupos que 
proveñen de diferentes partes das cadeas polipeptídicas que conforman as proteínas 
únense mediante o encartado e a flexión das cadeas formando usualmente cavidades 
hidrofóbicas. Devandito sitio activo comprende unha rexión relativamente pequena da 
estrutura da encima a cal participa directamente na catálisis. Debido a que esta contén 
os requirimentos estruturais en termos de atributos estereoquímicos e conformacionales 
para garantir o axuste preciso dos substratos e/ou ligantes (fármacos) dentro as 
mencionadas cavidades. A combinación dunha encima e un substrato específico forma 
un complexo encima-substrato (ES), que proporciona un roteiro alternativo para a 
reacción cunha menor enerxía de activación. Dentro do complexo encima-substrato, o 
substrato atopa condicións de reacción máis favorables que se estivese libre, e o 
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resultado é unha formación máis rápida do produto.  
Os recentes avances nas técnicas de cristalografía de raios X integrados con métodos 
de Bioloxía Estrutural e Computacional levaron a unha explosión significativa no 
número de estruturas publicamente dispoñibles en bancos de datos de proteínas (do 
inglés, “Protein Data Bank”), a cal recentemente superou as 123,456 estruturas 
proteicas cristalografiadas.  “Research Collaboratory Structural Bioinformatics Protein 
Data Bank (RCSB PDB)”, constitúe un dos maiores repositórios de datos de U.S.A 
para o arquivo global de estruturas modeladas PDB, servindo a decenas de miles de 
depositantes de datos ao redor do mundo. Os datos da estrutura macromolecular 3D 
para proteínas e acedos nucleicos están dispoñibles sen cargo e sen restricións para 
millóns de usuarios de RCSB.org en todo o mundo, incluídos 660,000+ educadores, 
estudantes e membros do público curioso que utilizan PDB101.RCSB.org. Os 
depositantes de datos de PDB inclúen biólogos estruturais que utilizan ferramentas 
avanzadas de cristalografía, espectroscopia de resonancia magnética nuclear, 
microscopia electrónica 3D e difracción de microelectrones para xerar modelos 
apropiados para o estudo estrutural e mecanístico de múltiples problemas de relevancia 
biolóxica. Os usuarios de datos PDB que acceden aos portais web inclúen 
investigadores, educadores e estudantes fundamentalmente de biomedicina, 
biotecnoloxía, bioingeniería e ciencias da enerxía. Durante os últimos 2 anos, o portal 
web RCSB PDB redeseñouse por completo, o que permite unha procura avanzada 
baseada en lóxica booleana co acceso máis fácil aos datos PDB integrados para máis de 
40 recursos baseado en biodatos externos. En 2020 los archivos PDB de proteínas 
descargadas totalizaron ∼840 millones (∼ 2,3 millones de descargas de archivos/día) 
Doutra banda, a base de datos denominada “PubChem” é unha das bases de datos máis 
recoñecidas e en continuo crecemento contendo máis de 15,5 millóns de entradas sobre 
compostos puros e mesturas, a cal permite a obtención de información cristalográfica 
relevante para o estudo teórico das propiedades de interacción dos compostos ligantes, 
(incluíndo os compostos derivados da nanotecnoloxía).  
Doutra banda, a base de datos PubChem (https://pubchem.ncbi.nlm.nih.gov) é un 
repositorio público de información sobre ligantes (substancias químicas) e as súas 
actividades biolóxicas, lanzado en 2004 como iniciativa das Bibliotecas Moleculares e 
Institutos Nacionais de Saúde de E.U.A (NIH). Durante os últimos 11 anos, PubChem 
creceu significativamente ata converterse nun sistema de almacenamento de grandes 
volumes de datos relevantes sobre ligantes, que serve como recurso de información 
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química para toda a comunidade de científica. PubChem consta de tres basees de datos 
interconectadas, i) Substance, ii) Compound e iii) BioAssay. Substance e Compound 
contén información química estrutural relevante. Mentres os datos asociados á súa 
actividade biolóxica experimental atópanse na base de datos de BioAssay.  
Adicionalmente, PubChem ofrece unha breve descrición das estruturas teóricas 
tridimensionales de compostos, así como arquivos de modelos de estrutura 3D de 
ligantes nos formatos .SDF, JSON, .XML, ASNT que poden ser utilizados 
eficientemente en estudos téorico-preditivos. Nos últimos anos o contido da 
información espectral contida em PubChem aumentou considerablemente. Neste 
sentido, no presente 591,000+ compostos en almacenados en PubChem teñen un ou 
máis tipos de información espectral dispoñible co acceso aberto á comunidade 
científica internacional, incluíndo: 13C NMR, 1H NMR, 2D  NMR,  ATR-IR, FT-IR, 
MS, GC-MS, Raman,  UV–Vis, IR en fase de vapor e moitos máis. Vale a pena notar 
que a información espectral de PubChem provén de SpectraBase 
(http://spectrabase.com), un repositorio espectral en liña gratuíto de Bio-Rad  
Laboratories, Inc. A cal proporcionou imaxes interactivas, anotacións e ligazóns a un 
amplo e diverso conxunto de información espectral para 225,000+ ligantes (incluíndo 
nanopartículas orgánicas como fulereno C60). Tamén ofrecendo datos sobre NMR, IR, 
RAMAN, UV e MS conxuntamente con metadatos sobre 173,000 espectros de masas 
para 77,000 compostos. 
Neste contexto, os procesos termodinámicos constitúen a base fundamental dos eventos 
de recoñecemento molecular proteína-ligante os cales son esenciais para identificar 
potenciais aplicacións biomédicas (bioactividad de novas moléculas), xogando un 
papel central desde etapas moi temperás da investigación preclínica no 
desenvolvemento exitoso de novos principios activos (fármacos).  
Paralelamente constatouse que o número e diversidade molecular de compostos 
(fármacos, nanopartículas, nanomateriales, etc.) experimentou actualmente un 
crecemento desproporcionado. Este feito é consecuencia directa do desequilibrio 
existente entre a velocidade á que se desenvolven e comercialízanse os novos ligantes 
(fármacos) e os curtos tempos de avaliación rigorosa sobre os riscos farmacolóxicos 
(interaccións farmacolóxicas) e toxicolóxicos potenciais para a saúde humana e mesmo 
a seguridade ambiental. 
O escenario vólvese aínda máis complexo se se considera que a maioría dos estudos 
mecanísticos de farmacoloxía e toxicoloxía experimental sobre interacción proteína- 
IV  
ligante, adoitan ser moi custosos en termos de infraestrutura, recursos humanos e 
tempo. Igualmente, as consideracións bioéticas asociadas á investigación experimental 
con animais de laboratorio e o seu posterior sacrificio ao final de cada proxecto de 
investigación de novos fármacos gañaron cada vez maior interese.  
Neste contexto, as institucións académicas, empresas farmacéuticas e a industria da 
biotecnoloxía desenvolveron novas e eficientes estratexias metodolóxicas para mellorar 
a avaliación das interaccións proteína-ligante orientadas ao deseño racional de 
fármacos en Química Medicinal. Devanditos estudos baséanse principalmente no uso 
de ferramentas da Química Computacional e Bioinformática aplicada ao estudo 
termodinámico de interaccións proteína-ligante (fármaco-receptor). Como exemplos 
representativos podemos citar as técnicas de: simulación de axuste molecular, cribado 
virtual, enfoques biofísico-mecanísticos utilizando modelos de perturbación local e 
modelos preditivos sobre relacións cuantitativas estrutura-actividade-toxicidade 
(modelos QSAR/QSTR). Sumándose recentemente á lista, a aplicación de modelos de 
aprendizaxe automática baseados en intelixencia artificial e redes neuronais arificiales. 
Como complemento dos ensaios termodinámicos proteína-ligante, os métodos 
computacionales “in silico” han contribuído significativamente a proporcionar 
interpretacións mecanísticas sobre as interaccións proteína-ligante cunha precisión 
razoable, eficiencia preditiva e potencial para extrapolación de resultados teóricos a 
experimentais. Neste sentido, as simulacións teóricas utilizando modelos multiescala 
permiten o estudo das propiedades termodinámicas dos complexos proteína-ligante, o 
que tamén é moi útil para a predición de mecanismos de interacción a través dos 
distintos niveis de organización (atómico, molecular, celular).  
Especificamente, os métodos  termodinámicos de axuste molecular comunmente 
utilizan dous algoritmos por separado: i) un primeiro algoritmo de mostraxe e procura 
que #predicir todas as configuracións ou conformacións estruturais (poses) que o  
ligante pode adoptar dentro do sitio activo dunha proteína branco, e ii) un algoritmo 
baseado nunha función de puntuación que #predicir as enerxías de afinidade de unión 
entre o  ligante e a proteína receptora para cada unha das configuracións establecidas 
polo algoritmo de procura e mostraxe. Logo, combinando estes dous algoritmos, todas 
as configuracións de unión do ligante e o seu receptor proteico son clasificadas (ou 
jerarquizadas termodinámicamente) de acordo ás súas enerxías (ou afinidades de 
unión). Por tanto, as funcións de puntuación son capaces de filtrar compostos ligantes a 
partir de grandes bases de datos nunha procura virtual, onde a configuración dun 
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ligante co máis alto puntaje debería corresponder á configuración cunha enerxía de 
unión máis favorable consecuente con procesos termodinámicos espontáneos, para que 
este ligante ou composto poida ser considerado como un potencial candidato cabeza de 
serie. A maioría dos programas de axuste molecular, son executados a través de 
diferentes métodos para tratar cada caso en particular. Debendo ser considerado que 
cada proteína receptora é diferente, e así como a súa capacidade de replicar os 
resultados experimentais e fisiolóxicos dependerá en gran medida do programa 
utilizado e da experiencia e criterios establecidos polo investigador. 
Outra das aplicacións recente dos métodos de simulación de axuste molecular é a súa 
integración con técnicas de intelixencia artificial orientadas ao deseño racional de 
novos fármacos, as cales se utilizou con éxito para xerar novos candidatos 
experimentalmente sintetizables e con alta afinidade de unión a biomoléculas 
(proteínas) con potencial interese biomédico. 
As simulacións axuste molecular, predín teoricamente a afinidade de interacción entre 
proteínas e ligantes (fármacos), e son amplamente aceptadas no deseño computacional 
de novos fármacos. As bases teóricas do proceso de recoñecemento entre un ligante e o 
seu receptor susténtanse na estrutura cristalográfica 3D e a conformación de mínima 
enerxía adoptada polo/os ligante(s) durante a interacción co receptor diana, seguindo os 
principios da teoría de "axuste inducido". 
O modelo de “chave e fechadura” explica a acción de numerosas encimas. Con todo, é 
demasiado restritivo para a acción de moitas outras encimas. A evidencia experimental 
indica que moitas encimas teñen flexibilidade nas súas formas, non son ríxidas e 
estáticas, senón que hai un cambio constante na súa forma. O modelo de axuste 
inducido utilízase para este tipo de situación. O modelo de axuste inducido permite 
pequenos cambios na forma ou xeometría do sitio activo dunha encima para acomodar 
un substrato. Unha boa analoxía son os cambios que ocorren na forma dunha luva 
cando se insere unha man nel. O axuste inducido é o resultado da flexibilidade da 
encima, xa que se adapta para aceptar o substrato entrante. Este modelo é unha 
explicación máis exhaustiva das propiedades do sitio activo dunha encima porque 
inclúe a especificidade do modelo de “chave e fechadura” xunto coa flexibilidade da 
encima 
Neste contexto, as técnicas de simulación de axuste molecular poden clasificarse de 
acordo a tres categorías fundamentais baseadas en criterios de flexibilidade para o 
receptor e/ou ligante: i) axuste ríxido, ii) axuste semiflexible e iii) axuste flexible. No 
VI  
axuste ríxido, a estrutura dos elementos que interactúan (proteína e ligante) non varía 
en termos de distancias e ángulos de ligazóns, permanecendo ambos os parámetros 
constantes. O método é relativamente simple e avalía principalmente o grao de 
coincidencia conformacional, o que o fai máis adecuado para o estudo de sistemas 
macromoleculares (proteínas con múltiples  domínos, ADN, outros). No segundo caso 
o axuste semiflexible, permite variar as propiedades de flexibilidade conformacional 
das dúas moléculas que interactúan (proteína e/ou ligante) dentro dun certo rango de 
graos de liberdade conformacional, o cal o fai máis apropiado para o estudo de 
interaccións entre proteínas e ligantes pequenos. Para este caso a estrutura un 
determinado ligante pódese cambiar libremente mentres que a estrutura do receptor 
permanece ríxida ou nalgúns casos algúns dos residuos de aminoácidos do receptor 
(proteína) son definidos como rotables para optimizar o custo computacional durante o 
axuste molecular. Na terceira categoría, o axuste flexible permite o estudo íntegro das 
propiedades de flexibilidade conformacional do sistema (é dicir, proteína e ligando 
simultaneamente), os cales se poden avaliar libremente considerando todos os graos de 
liberdade rotacional e conformacional. Este último tipo de axuste molecular consome 
máis recursos computacionales, con todo, mellora significativamente a precisión e a 
sensibilidade das simulacións.  
Os capítulos que compoñen a presente tese doutoral estruturáronse en nove secciones 
centrais cos seus sub-seccións correspondentes, as cales describen aspectos clave sobre 
a termodinámica e interaccións inter-moleculares proteína-ligante. Abarcando desde o 
enfoque tradicional da Química Medicinal ata o campo emerxente e en contínuo 
crecemento da Ciencia de Materiais (Nanotecnoloxía). Especificamente, no contexto 
das aplicacións biomédicas das nanopartículas e nanomateriales de carbono. 
Actualmente, evidénciase un avance significativo na comprensión das forzas 
termodinámicas implicadas nas interaccións proteína- ligante. Aquí serán presentados 
varios exemplos que abordan a complexidade das interaccións proteína-ligante; así 
como as limitacións inherentes ao extrapolar os resultados teóricos aos experimentais. 
Neste contexto, continúanse desenvolvendo novas funcións de puntuación para unha 
mellor estimación da afinidade termodinámica dos sistemas proteína-ligante. Isto abre 
un horizonte ilimitado de posibilidades para potenciais aplicacións no campo da 
Química Medicinal e Nanobiotecnoloxía. 
Para abordar este tema unha introdución xeral (Capítulo 1) estará dedicada aos 
aspectos relevantes da estrutura e función das proteínas relacionando os seus diferentes 
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niveis de organización estrutural, seguido dunha definición xeral de receptores diana, 
así como a definición xeral de “ligante” e a súa clasificación desde o punto de vista 
farmacolóxico e da Química Medicinal. Posteriormente, trataranse os principais 
aspectos da avaliación termodinámica da interacción proteína-ligante e os diferentes 
tipos de interaccións posibles; proporcionando un marco conceptual a un nivel máis 
teórico. Neste contexto, abordaranse a estabilidade  termodinámica dos complexos de 
axuste xerados en termos de afinidade de unión, e a súa importancia para asegurar a 
selectividade, especificidade e/ou modulación  alostérica dos fármacos nos sitios 
activos de receptores diana, e ao mesmo tempo abordarase o tema interaccións de 
unión indesexables (exemplo: fármaco-fármaco ou bloqueo de canles  transportadores), 
comunmente asociadas con efectos secundarios farmacolóxicos ou nanotoxicidad 
(cando referidos a efectos derivados de  nanopartículas ou  nanomateriales). 
Adicionalmente, os métodos  termodinámicos teóricos e experimentais foron 
amplamente recoñecidos e aplicados ao estudo das interaccións de axuste entre o 
receptor de proteína e as moléculas de ligante como: fármacos convencionais, péptidos, 
acedos nucleicos e recentemente produtos derivados da nanotecnoloxía, como os  
nanotubos de carbono (CNT),  fullerenos (C60) e  nanomateriales de  grafeno (Gr), os 
cales experimentaron un avance significativo no campo da Química Medicinal e o 
deseño racional de novos fármacos. Neste contexto, a estabilidade termodinámica dos 
complexos de axuste proteína-ligante (fármaco-receptor) presentan especial 
importancia para garantir a selectividade do fármaco nos receptores biolóxicos e, ao 
mesmo tempo, evitar interaccións indesexables, usualmente asociadas con efectos 
secundarios farmacolóxicos, mecanismos de toxicidade ou nanotoxicidad (cando se 
derivan de nanopartículas ou nanomateriales). Os procesos termodinámicos que 
determinan a natureza do recoñecemento molecular e os eventos de unión entre unha 
proteína receptora e un ligante dado, son dependentes dos compoñentes entálpicos 
(ΔH), entrópicos (-TΔS), así como dos atributos físico-químicos intrínsecos dos 
ligantes, determinando relacións cuantitativas estrutura-actividade/toxicidade, que 
poden ser eficientemente preditas a través de modelos QSAR. 
Considerando todo o anteriormente exposto, o obxectivo xeral desta tese doutoral está 
orientado ao estudo e aplicación de métodos teóricos-experimentais para a avaliación 
de interaccións proteína-ligante en sistemas con potencial relevancia en Biomedicina, 
Ciencia de Materiais e Saúde Ambiental. Para iso, a segunda sección (Capítulo 2) 
estará dedicada a introducir as principais metodoloxías para o estudo teórico e 
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experimental da termodinámica de interaccións proteína- ligante. Por tanto, serán 
abordados os procesos termodinámicos que determinan a natureza do recoñecemento 
molecular e os eventos de unión proteína e ligante (fármacos). Serán igualmente 
explicadas as relacións entre parámetros craves como: a enerxía libre de Gibbs (ΔG), 
entalpía (ΔH), entrópica (-TΔS) e mesmo en relación a conceptos clásicos e emerxentes 
(escala nanométrica) sobre relacións-cuantitativa-estrutura-actividade e a súa 
importancia preditiva. Aquí, cabe destacar que ao longo desta tese será particularmente 
salientada a importancia dos métodos teóricos sobre os experimentais. 
Tendo isto vista, prestarase especial atención aos seguintes métodos: i) técnicas de 
simulación de axuste molecular, ii)  cribado virtual baseado en estrutura (VS), iii) 
enfoques fractales clásicos para resolver problemas de complementariedade proteína- 
ligante, iv) modelos de resposta a perturbacións baseados en análises de modos 
normais para estudar propagación de sinais  alostéricas de proteínas en presenza e 
ausencia de  ligantes, e v) tamén serán abordados modelos preditivos de relación 
cuantitativa estrutura- nanotoxicidad (modelos Nano-QSTR). 
Os seguintes capítulos conteñen as principais contribucións da presente tese doutoral e 
resumo todos os procedementos metodolóxicos e achados teóricos máis relevantes 
obtidos polo Autor. 
As tarefas específicas delineadas aquí, estarán orientadas fundamentalmente a 
investigar teoricamente as interaccións en sistemas proteína-ligante a través de 
exemplos representativos incluíndo produtos farmacéuticos e nanopartículas de 
carbono (ou nanomateriales). Especificamente, investigaranse as interaccións con 
diferentes receptores diana de interese biomédico e saúde ambiental (exemplo, 
fibrinógeno, canle mitocondrial humano dependente de voltaxe, encima F0F1-ATPasa 
de Saccharomyces cerevisiae, proteína tau biomarcador relevante de Alzheimer e 
proteína metabolizadora de substratos hidrocarburos aromáticos derivados do petróleo). 
Comezando polo Capítulo 3, o cal examinará as propiedades estruturais e funcionais 
responsables da interacción entre os fármacos beta- bloqueadores clásicos (acebutolol e 
propranolol) co fibrinógeno plasmático como receptor. A continuación, o Capítulo 4 
estará dedicado a investigar a influencia de múltiples modos de unión do fármaco 
benzotiazol (BTS) interactuando igualmente co fibrinógeno plasmático como receptor 
diana, aplicándose para este fin, análise estrutural baseada en modelos fractales para 
estudar propiedades xeométricas de complementariedade en sistemas proteína- ligante 
no contexto de estudos simulación de axuste. Posteriormente, o Capítulo 5 abordará 
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desde un punto de vista mecanístico a problemática das interaccións farmacolóxicas 
fármaco-fármaco a través do estudo das interaccións entre os axentes betabloqueadores 
(acebutolol + propranolol) co fibrinógeno. Seguidamente, no Capítulo 6 analizarase 
desde unha perspectiva comparativa, a influencia das propiedades estruturais e 
conformacionales para dous exemplos de penicilinas antibióticos β-lactámicos 
(dicloxacilina e cloxacilina) interactuando co fibrinógeno. 
Finalmente, as seguintes seccións (Capítulo 7, Capítulo 8, Capítulo 9 e Capítulo 10) 
tratarán aspectos relevantes sobre a interacción proteína-ligante para o caso de ligantes 
de interese no campo da nanotecnoloxía e nanobiotecnología. Para este fin, serán 
estudadas nanopartículas (nanotubos de carbono, fullerenos funcionalizados) e 
nanomateriales (grafeno) de carbono interactuando cos receptores moleculares 
anteriormente citados e que posúen especial relevancia para os campos de 
investigación emerxentes de: Ciencias dos Materiais, Nanomedicina, Nanotoxicología, 
Diagnóstico Molecular e Saúde Ambiental. Esencialmente, tamén cabe destacar as 
aplicacións de enfoques teóricos innovadores para mellorar os tradicionalmente usados 
no terreo de estudo de Ciencia de Materiais e as súas aplicacións biomédicas. 
Por último, no Capítulo 11 presentarase unha discusión integrada como conclusións da 
tese doutoral destacando as principais contribucións para a investigación das 
interaccións proteína-ligante, así como, os principais desafíos e perspectivas futuras 
para continuar avanzando cara a novos paradigmas metodolóxicos para a avaliación 













Comprender la termodinámica de las interacciones proteína-ligante ha sido 
fundamental para el desarrollo y aplicaciones actuales de la Química Medicinal. Desde 
que en 1894 Emil Fischer definiera las bases del reconocimiento molecular a través de 
la formulación del “principio de la llave y la cerradura”. El conocimiento acerca del 
ajuste geométrico entre las partes interactuantes (proteína + ligante), constituye un 
requisito previo el cual determina y ejerce una influencia directa en la afinidad de las 
interacciones. Sin embargo, la complementariedad geométrica por sí sola no 
contribuye a la formación de complejos de acoplamiento proteína-ligante estables. En 
este contexto, las interacciones no covalentes constituyen la fuerza esencial que 
sustenta la afinidad de unión entre las moléculas interactuantes (proteína + ligante) 
para un reconocimiento molecular exitoso. Por supuesto, una aplicación rigurosa del 
principio de “llave y cerradura” de Emil Fisher deberá obligatoriamente considerar la 
flexibilidad o rigidez de los mencionados sistemas de acoplamiento o reconocimiento 
molecular (proteína + ligante). Al mismo tiempo que deberá considerar criterios sobre 
el grado de complementariedad y balance entre las propiedades hidrofóbicas e 
hidrofílicas de proteínas y ligantes. 
En este sentido, los recientes avances en las técnicas de cristalografía de rayos X 
integrados con métodos de Biología Estructural y Computacional han llevado a una 
explosión significativa en el número de estructuras públicamente disponibles bancos 
de datos de proteínas (del inglés, “Protein Data Bank”), la cual recientemente superó 
las 123,456 estructuras proteicas cristalografiadas. 
Por otro lado, la base de datos denominada “PubChem” es una de las bases de datos 
más reconocidas y en continuo crecimiento conteniendo más de 15,5 millones de 
entradas sobre compuestos puros y mezclas, lo cual permite la obtención de 
información cristalográfica relevante para el estudio teórico de las propiedades de 
interacción de los compuestos ligantes, (incluyendo los compuestos derivados de la 
nanotecnología). 
En este sentido, los estudios termodinámicos sobre los eventos de reconocimiento 
molecular proteína-ligante son fundamentales para identificar potenciales aplicaciones 
biomédicas (bioactividad) de nuevas moléculas, jugando desde etapas muy tempranas 
de la investigación preclínica de nuevos fármacos un papel central en el desarrollo 
exitoso de nuevos principios activos (fármacos). 
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Paralelamente se ha constatado que el número y diversidad molecular de compuestos 
(fármacos, nanopartículas, nanomateriales, etc.) ha experimentado actualmente un 
crecimiento desproporcionado. Este hecho es consecuencia directa del desequilibrio 
existente entre la velocidad a la que se desarrollan y se comercializan los nuevos 
ligantes (fármacos) y los cortos tiempos de evaluación rigurosa sobre los riesgos 
farmacológicos (interacciones farmacológicas) y toxicológicos potenciales para la salud 
humana e incluso la seguridad ambiental. 
El escenario se vuelve aún más complejo si se considera que la mayoría de los 
estudios mecanísticos de farmacología y toxicología experimental sobre interacción 
proteína- ligante, suelen ser muy costosos en términos de infraestructura, recursos 
humanos y tiempo. Igualmente, las consideraciones bioéticas asociadas a la 
investigación experimental con animales de laboratorio y su posterior sacrificio al 
final de cada proyecto de investigación de nuevos fármacos han ganado cada vez 
mayor interés. 
En este contexto, las instituciones académicas, empresas farmacéuticas y la industria 
de la biotecnología han desarrollado novedosas y eficientes estrategias metodológicas 
para mejorar la evaluación de las interacciones proteína-ligante orientadas al diseño 
racional de fármacos en Química Medicinal. Dichos estudios se basan principalmente 
en el uso de herramientas de la Química Computacional y Bioinformática aplicada al 
estudio termodinámico de interacciones proteína-ligante (fármaco-receptor). Como 
ejemplos representativos podemos citar las técnicas de: simulación de acoplamiento 
molecular, cribado virtual, enfoques biofísico-mecanísticos utilizando modelos de 
perturbación local y modelos predictivos sobre relaciones cuantitativas estructura-
actividad-toxicidad (modelos QSAR/QSTR). Sumándose recientemente a la lista, la 
aplicación de modelos de aprendizaje automático basados en inteligencia artificial y 
redes neuronales arificiales. Como complemento de los ensayos termodinámicos 
proteína-ligante, los métodos computacionales “in silico” han contribuído 
significativamente a proporcionar interpretaciones mecanísticas sobre las 
interacciones proteína-ligante con una precisión razonable, eficiencia predictiva y 
potencial para extrapolación de resultados teóricos a experimentales. En este sentido, 
las simulaciones teóricas utilizando modelos multiescala permiten el estudio de las 
propiedades termodinámicas de los complejos proteína-ligante, lo que también es muy 
útil para la predicción de mecanismos de interacción a través de los distintos niveles 
de organización (atómico, molecular, celular). Otra de las aplicaciones reciente de los 
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métodos de simulación de acoplamiento molecular es su integración con técnicas de 
inteligencia artificial orientadas al diseño racional de nuevos fármacos, las cuales se 
ha utilizado con éxito para generar nuevos candidatos experimentalmente 
sintetizables y con alta afinidad de unión a biomoléculas (proteínas) con potencial 
interés biomédico. 
Las simulaciones acoplamiento molecular, predicen teóricamente la afinidad de 
interacción entre proteínas y ligantes (fármacos), y son ampliamente aceptadas en el 
diseño computacional de nuevos fármacos. Las bases teóricas del proceso de 
reconocimiento entre un ligante y su receptor se sustentan en la estructura 
cristalográfica 3D y la conformación de mínima energía adoptada por el/los ligante(s) 
durante la interacción con el receptor diana, siguiendo los principios de la teoría de 
“ajuste inducido”. 
En este contexto, las técnicas de simulación de acoplamiento molecular pueden 
clasificarse de acuerdo a tres categorías fundamentales basadas en criterios de 
flexibilidad para el receptor y/o ligante: i) acoplamiento rígido, ii) acoplamiento 
semiflexible y iii) acoplamiento flexible. En el acoplamiento rígido, la estructura de 
los elementos que interactúan (proteína y ligante) no varía en términos de distancias y 
ángulos de enlaces, permaneciendo ambos parámetros constantes. El método es 
relativamente simple y evalúa principalmente el grado de coincidencia conformacional, 
lo que lo hace más adecuado para el estudio de sistemas macromoleculares (proteínas 
con múltiples domínos, ADN, otros). En el segundo caso el acoplamiento 
semiflexible, permite variar las propiedades de flexibilidad conformacional de las dos 
moléculas que interactúan (proteína y/o ligante) dentro de un cierto rango de grados de 
libertad conformacional, lo cual lo hace más apropiado para el estudio de 
interacciones entre proteínas y ligantes pequeños. Para este caso la estructura un 
determinado ligante se puede cambiar libremente mientras que la estructura del 
receptor permanece rígida o en algunos casos algunos de los residuos de aminoácidos 
del receptor (proteína) son definidos como rotables para optimizar el costo 
computacional durante el acoplamiento molecular. En la tercera categoría, el 
acoplamiento flexible permite el estudio íntegro de las propiedades de flexibilidad 
conformacional del sistema (es decir, proteína y ligando simultáneamente), los cuales 
se pueden evaluar libremente considerando todos los grados de libertad rotacional y 
conformacional. Este último tipo de acoplamiento molecular consume más recursos 
computacionales, sin embargo, mejora significativamente la precisión y la 
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sensibilidad de las simulaciones. 
Los capítulos que componen la presente tesis doctoral se han estructurado en nueve 
secciones centrales con sus sub-secciones correspondientes, las cuales describen 
aspectos clave sobre la termodinámica e interacciones inter-moleculares proteína-
ligante. Abarcando desde el enfoque tradicional de la Química Medicinal hasta el 
campo emergente y en contínuo crecimiento de la Ciencia de Materiales 
(Nanotecnología). Específicamente, en el contexto de las aplicaciones biomédicas de 
las nanopartículas y nanomateriales de carbono. 
Actualmente, se evidencia un avance significativo en la comprensión de las fuerzas 
termodinámicas implicadas en las interacciones proteína-ligante. Aquí serán 
presentados varios ejemplos que abordan la complejidad de las interacciones proteína-
ligante; así como las limitaciones inherentes al extrapolar los resultados teóricos a los 
experimentales. En este contexto, se continúan desarrollando nuevas funciones de 
puntuación para una mejor estimación de la afinidad termodinámica de los sistemas 
proteína-ligante. Esto abre un horizonte ilimitado de posibilidades para potenciales 
aplicaciones en el campo de la Química Medicinal y Nanobiotecnología. 
Para abordar este tema una introducción general (Capítulo 1) estará dedicada a los 
aspectos relevantes de la estructura y función de las proteínas relacionando sus 
diferentes niveles de organización estructural, seguido de una definición general de 
receptores diana, así como la definición general de “ligante” y su clasificación desde el 
punto de vista farmacológico y de la Química Medicinal. Posteriormente, se tratarán los 
principales aspectos de la evaluación termodinámica de la interacción proteína-ligante y 
los diferentes tipos de interacciones posibles; proporcionando un marco conceptual a un 
nivel más teórico. En este contexto, se abordarán la estabilidad termodinámica de los 
complejos de acoplamiento generados en términos de afinidad de unión, y su 
importancia para asegurar la selectividad, especificidad y/o modulación alostérica de 
los fármacos en los sitios activos de receptores diana, y al mismo tiempo se abordará el 
tema interacciones de unión indeseables (ejemplo: fármaco-fármaco o bloqueo de 
canales transportadores), comúnmente asociadas con efectos secundarios 
farmacológicos o nanotoxicidad (cuando referidos a efectos derivados de nanopartículas 
o nanomateriales). 
Considerando todo lo anteriormente expuesto, el objetivo general de esta tesis doctoral 
está orientado al estudio y aplicación de métodos teóricos-experimentales para la 
evaluación de interacciones proteína-ligante en sistemas con potencial relevancia en 
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Biomedicina, Ciencia de Materiales y Salud Ambiental. Para ello, la segunda sección 
(Capítulo 2) estará dedicada a introducir las principales metodologías para el estudio 
teórico y experimental de la termodinámica de interacciones proteína-ligante. Por lo 
tanto, serán abordados los procesos termodinámicos que determinan la naturaleza del 
reconocimiento molecular y los eventos de unión proteína y ligante (fármacos). 
Serán igualmente explicadas las relaciones entre parámetros claves como: la energía 
libre de Gibbs (ΔG), entalpía (ΔH), entrópica (-TΔS) e incluso en relación a conceptos 
clásicos y emergentes (escala nanométrica) sobre relación cuantitativa estructura-
actividad y su importancia predictiva. Aquí, cabe destacar que a lo largo de esta tesis 
será particularmente enfatizada la importancia de los métodos teóricos sobre los 
experimentales. 
Teniendo esto vista, se prestará especial atención a los siguientes métodos: i) técnicas 
de simulación de acoplamiento molecular, ii) cribado virtual basado en estructura (VS), 
iii) enfoques fractales clásicos para resolver problemas de complementariedad proteína- 
ligante, iv) modelos de respuesta a perturbaciones basados en análisis de modos 
normales para estudiar propagación de señales alostéricas de proteínas en presencia y 
ausencia de ligantes, y v) también serán abordados modelos predictivos de relación 
cuantitativa estructura-nanotoxicidad (modelos Nano-QSTR). 
Los siguientes capítulos contienen las principales contribuciones de la presente tesis 
doctoral y resumen todos los procedimientos metodológicos y hallazgos teóricos más 
relevantes obtenidos por el Autor. 
Las tareas específicas delineadas aquí, estarán orientadas fundamentalmente a 
investigar teóricamente las interacciones en sistemas proteína-ligante a través de 
ejemplos representativos incluyendo productos farmacéuticos y nanopartículas de 
carbono (o nanomateriales). Específicamente, se investigarán las interacciones con 
diferentes receptores diana de interés biomédico y salud ambiental (ejemplo, 
fibrinógeno, canal mitocondrial humano dependiente de voltaje, enzima F0F1-ATPasa 
de Saccharomyces cerevisiae, proteína tau biomarcador relevante de Alzheimer y 
proteína metabolizadora de sustratos hidrocarburos aromáticos derivados del petróleo). 
Comenzando por el Capítulo 3, el cual examinará las propiedades estructurales y 
funcionales responsables de la interacción entre los fármacos beta-bloqueadores 
clásicos (acebutolol y propranolol) con el fibrinógeno plasmático como receptor diana. 
A continuación, el Capítulo 4 estará dedicado a investigar la influencia de múltiples 
modos de unión del fármaco benzotiazol (BTS) interactuando igualmente con el 
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fibrinógeno plasmático como receptor diana, aplicándose para este fin, análisis 
estructural basado en modelos fractales para estudiar propiedades geométricas de 
complementariedad en sistemas proteína-ligante en el contexto de estudios simulación 
de acoplamiento. Posteriormente, el Capítulo 5 abordará desde un punto de vista 
mecanístico la problemática de las interacciones farmacológicas drug-drug a través 
del estudio de las interacciones entre los agentes beta-bloqueadores (acebutolol + 
propranolol) con el fibrinógeno. Seguidamente, en el Capítulo 6 se analizará desde una 
perspectiva comparativa, la influencia de las propiedades estructurales y 
conformacionales para dos ejemplos de penicilinas antibióticos β-lactámicos 
(dicloxacilina y cloxacilina) interactuando con el fibrinógeno. 
Finalmente, las siguientes secciones (Capítulo 7, Capítulo 8, Capítulo 9 y Capítulo 
10) tratarán aspectos relevantes sobre la interacción proteína-ligante para el caso de 
ligantes de interés en el campo de la nanotecnología y nanobiotecnología. Para este fin, 
serán estudiadas nanopartículas (nanotubos de carbono, fullerenos funcionalizados) y 
nanomateriales (grafeno) de carbono interactuando con los receptores moleculares 
anteriormente citados y que poseen especial relevancia para los campos de 
investigación emergentes de: Ciencias de los Materiales, Nanomedicina, 
Nanotoxicología, Diagnóstico Molecular y Salud Ambiental. Esencialmente, también 
cabe destacar las aplicaciones de enfoques teóricos innovadores para mejorar los 
tradicionalmente usados en el terreno de estudio de Ciencia de Materiales y sus 
aplicaciones biomédicas. 
Por último, en el Capítulo 11 se presentará una discusión integrada como conclusiones 
de la tesis doctoral destacando los principales aportes para la investigación de las 
interacciones proteína-ligante, así como, principales desafíos y perspectivas futuras 
para continuar avanzando hacia nuevos paradigmas metodológicos para la evaluación 









Understanding the thermodynamic of protein-ligand interactions has been fundamental 
to applications Medicinal Chemistry, since Emil Fischer formulated the first model for 
molecular recognition, the so-called “lock-and-key principle”, in 1894. The geometric 
fit between lock (protein) and key (ligand), is a prerequisite that can significantly 
influence the affinity between these interacting partners. However, shape alone does 
not bind molecules together. The non-covalent interactions are the driving forces for 
this process, and the strength between the lock and key is a function of the underlying 
bonding interactions, which also depend on the distance of the interactions. Of course, 
the flexibility or stiffness of the protein and ligand systems must be considered and 
evaluated in order to rigorously apply the Emil Fischer “lock and key principle” along 
with the degree of complementarity of the hydrophobic and polar parts of protein and 
ligands. 
Considerable advances in X-ray crystallography combined with recent progress in 
structural and computational biology have led to an explosion in the number of 
structures publicly available in the Protein Data Bank (PDB), which recently exceeded 
123,456 crystallographic structures. On the other hand, the PubChem database is one 
of the most recognized and growing databases with more than 15.5 million entries of 
pure compounds and mixtures, allowing to obtain structural information for the study 
of ligand properties (including some ligand-based nanoparticles). 
In this regard, thermodynamic studies of the molecular recognition events of protein- 
ligand interactions are the fundamental processes for identifying the potential 
biomedical applications or “bioactivity” of new molecules (or small ligands) that play 
a central role in the successful of drug discovery at very early stages of the preclinical 
investigation. 
The number and molecular diversity of ligands (i.e., small drugs, nanoparticles, 
nanomaterials, etc.) is growing disproportionately. This fact, is a direct consequence 
of the existing imbalance between the rate at which new drug candidates are being 
developed or manufactured and the amount subject to rigorous pharmacological and 
toxicological risks assessment evaluation in order to improve human health and 
environmental safety. The scenario becomes even more complex when considering 
that most experimental pharmacology and toxicology studies based on protein-ligand 
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interactions are usually very costly in terms of infrastructure, human resources and 
time. It is also worth mentioning the ethical aspect associated with experimental 
research on animals and their subsequent sacrifice at the end of a given drug discovery 
project. In this context, academic institutions, pharmaceutical companies and the 
biotechnology industry have developed new and rapid strategies to improve the 
evaluation of protein-ligand interactions for rational drug-design and Medicinal 
Chemistry applications. These studies are mainly based on the use of thermodynamic 
chemoinformatics tools such as: molecular docking, structure-based virtual screening, 
perturbation approaches to study allosteric signal propagation in proteins under 
unbound and bound state (ligand interactions), and prediction models for quantitative 
structure-activity-binding-toxicity relationships (QSBR/QSTR models) and, more 
recently, the application of artificial intelligence-based machine learning models. 
As a complement to thermodynamic ligand-protein experiments, in silico methods can 
efficiently provide mechanistic interpretations of protein-ligand interactions with 
reasonable precision. Besides, theoretical simulations with multiscale models allow 
the study of the thermodynamic properties of the obtained protein-ligand 
complexes at different scales, which is also very useful for the prediction of binding 
interaction mechanisms. Moreover, integrated structure-based molecular docking with 
de novo drug design methods is successfully being used to generate synthesizable small 
molecules with high binding affinity, which is another direction of molecular docking 
methods. 
Molecular docking simulations, in which the interaction affinity between proteins and 
small ligands is theoretically predicted, are widely accepted in computational drug 
design. The theoretical basis is that the recognition-binding process for the ligand and 
receptor is based on 3D spatial shape and energy matching, which is supported by the 
theory of “induced fit”.  
In this context, molecular docking techniques can be broadly classified into three 
categories based on previously established flexibility criteria: i) rigid, ii) 
semiflexible, and iii) flexible docking. In rigid docking, the structure of the two 
interacting molecules (protein and ligand) is not changed, and the bond distances and 
angles remain constant. The method is relatively simple and mainly assesses the 
degree of conformational match, which makes it more suitable for the study of 
macromolecular systems (e.g., ligand interacting with multi-domain proteins, and 




properties for both molecules to be varied within a certain range, making it more 
suitable for studying the interaction between proteins and small ligands. Here, the 
molecular structure of the small ligand can be freely changed while the 
macromolecular protein (receptor) remains rigid or retains some of the rotatable amino 
acid residues to ensure maximum computational efficiency. On the other hand, 
flexible docking allows the study of the conformational flexibility properties of 
the system (i.e., protein and ligand), which can be freely evaluated. The latter consumes 
more computational resources but improves accuracy and sensitivity. 
The chapters of the current doctoral thesis, have been structured into nine core 
sections with their corresponding subsections describing key aspects of 
thermodynamic intermolecular interactions, from traditional Medicinal Chemistry 
based drug discovery to the emerging and growing field of Materials Sciences toward 
biomedical applications of carbon nanomaterials and nanoparticles. 
Considerable progress has been made in understanding the thermodynamic forces 
involved through the study of protein-ligand interactions and the systematic 
investigation of artificial or in silico protein-ligand complexes. Here, we present 
several examples that address the difficult problem of protein-ligand interactions and 
the inherent limitations of extrapolating theoretical results to experimental ones. In this 
context, new scoring functions are currently being developed for better estimation of 
both, theoretical and experimental binding affinities. This opens an unlimited horizon 
of possibilities for potential Medicinal Chemistry and Nanobiomedical applications. 
Then, it will start with a general introduction (Chapter 1) covering relevant aspects of 
protein structure and function with the corresponding organizational levels of 
structure, followed by an overview of the general definition of target receptors, as 
well as, the general definition of ligands and how they can be classified from a 
Pharmacology and Medicinal Chemistry point of view. Next, the main aspects of 
thermodynamic evaluation of ligand-protein and different types of interactions by 
providing a conceptual framework at a more theoretical level are covered. In this 
context, the thermodynamic stability of the generated docking complexes (i.e., protein-
ligand binding affinity) is addressed, which is of key importance to ensure the 
selectivity, specificity, and/or allosteric modulation of drugs at the biological targets, 
while avoiding undesirable off-target binding interactions or drug-dug interactions 
associated with pharmacological side effects or nanotoxicity effects (when derived 
from nanoparticles or nanomaterials). 
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Considering all the above, the general aim of this doctoral thesis is directed towards 
the study and application of theoretical coupled with experimental methods for the 
evaluation of protein-ligand interactions on relevant systems with potential 
applications for Biomedicine, Materials, and Environmental Health Sciences. To this 
end, the second section (Chapter 2) will be dedicated to introduce traditional and new 
methodologies for the theoretical and experimental study of thermodynamic of protein-
ligand interactions. Thus, the thermodynamic processes that determine the nature of 
molecular recognition and binding events between a protein and a given ligand will be 
address associated to Gibbs free energy of binding, enthalpy (ΔH), entropic (-TΔS), 
and also with quantitative structure-activity relationship concepts. Herein, should be 
noted that the importance of theoretical methods over experimental ones, will be 
particularly emphasized along this thesis. 
Particular attention will be paid to the following methods: i) molecular docking 
techniques, ii) structure-based virtual screening (VS), iii) classical fractal approaches 
to solve protein-ligand complementarity problems, iv) perturbation response models 
combined with elastic normal mode analysis to study allosteric signal propagation of 
proteins and ligands under unbound and bound states, and v) predictive nano-
quantitative structure-binding-toxicity relationships (nano-QSBR/QSTR models). 
The following chapters represent the main contribution of the current doctoral thesis 
and summarize all the theoretical and experimental evidences obtained by the Author. 
The specific tasks will be oriented to investigate the protein-ligand interactions 
involving representative systems belonging to pharmaceuticals (or xenobiotic) and 
carbon nanoparticles (or nanomaterials). Specifically, will be investigated interactions 
with different protein receptors (e.g., fibrinogen blood plasma protein, human 
mitochondrial voltage-gated anion-selective channel 1 (hVDAC1), F0F1-ATPase 
from Saccharomyces cerevisiae (F0F1-TPase), Alzheimer tau protein (Tau protein), 
and Pseudomonas putida substrate-specific transport protein (TodX)). Then it will 
begin with Chapter 3, which examines the structural and functional properties of the 
binding interactions between the classical β-blockers acebutolol and propranolol with 
the bovine blood plasma protein fibrinogen. Next, the Chapter 4 is devoted to 
investigating the influence of multiple binding modes of the ligand benzothiazole 
(BTS) interacting with the fibrinogen protein (E-region) using structural fractal 
analysis in the context of docking studies. Followed by the Chapter 5 which tackle the 
polypharmacology drug-drug interaction study between two beta-blocker drugs (i.e., 
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ligand-ligand binding event for acebutolol plus propranolol) with the fibrinogen 
protein. Afterward, the Chapter 6, which discusses the influence of structural and 
conformational binding properties from a comparative perspective for two examples of 
penicillin-β-lactam antibiotics (dicloxacillin and cloxacillin) interacting with the blood 
plasma protein fibrinogen. 
By the other hand, the following sections (Chapter 7, Chapter 8, Chapter 9, and 
Chapter 10) deal with general aspects of new carbon nanoparticles (carbon 
nanotubes, fullerenes) and ligand-based nanomaterials (graphene) that interact with 
the cited above key molecular receptors forming docking complexes (i.e., 
CNT+hVDAC1, CNT+F0F1- ATPase, C60+Tau protein, and Gr+TodX) which could 
be relevant to the fields of Materials Sciences, Precision Nanomedicine, 
Nanotoxicology, Molecular Diagnosis and Environmental Health Sciences. 
Essentially, it should also be highlighted the application of innovative and cutting-edge 
theoretical approaches to improve traditional ones in the context of Material Sciences 
applications. 
Lastly, an integrated discussion in the Chapter 11 as concluding remarks by 
integrating the main contributions of the current doctoral thesis investigating protein-
ligand problems, as well as, the main challenges, and future perspectives will be 
provided to continue advancing in the current state-of-the-art of methodologies toward 
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1.1 Protein structure and target receptors. An overview and general definitions. 
Proteins are defined as large biomolecules consisting of one or more sequentially arranged 
amino acid residues (i.e., they can be any of the total 20 amino-acid residues with 20100 
different permutations) that are chemically linked to each other by peptide bonds and generally 
form polypeptide chains [1]. Basic elements of protein are carbon, hydrogen, oxygen and 
nitrogen as major components, while sulfur and phosphorus are minor components [1, 2]. The 
three-dimensional structure of the protein determines its native conformational state 
depending on its primary structure. They are responsible for performing a variety of structural 
and biochemical functions, namely: protein synthesis, degradation processes, metabolic 
reactions, DNA replication, transport, and response to external and internal stimuli occurring 
within living cells and organisms. Proteins have different levels of structural organization or 
structural complexity such as: i) primary, ii) secondary, iii) tertiary and iv) quaternary [1, 2]. 
 Primary structure: this level represents the order of amino acid residues 
constructed by the linear sequence in the polypeptide chain, including the location 
of disulfide bonds, if any. The peptide bond can be defined as a covalent bond 
formed between the α-amino group of an amino acid and the α-carboxyl group of 
the adjacent amino acids [1, 2]. 
 
 Secondary structure: represents the steric relationship of amino acid residues that 
are close to each other and represent a regular folding of regions of the polypeptide 
chain. The most representative types of secondary folding are the α-helix and the 
β-fold. In the rod-shaped α-helix, the geometric arrangement of amino acids 
exhibits a helical conformation. The β-sheet structural arrangement, on the other 
hand, exhibits a folded, slightly curved sheet in parallel or antiparallel 
conformation, in the same or opposite direction, depending on the structural sense. 
Some regions of the polypeptide chain that do not form a regular secondary 
structure can be recognized by the fact that they exhibit a coil or loop conformation 
[1, 2]. 
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 Tertiary structure: Refers to the overall 3D spatial arrangement and relationship 
of amino acid residues to each other, forming regions (or domains) of a single 
polypeptide chain. In this context, the structure is supported by four different types 
of interactions among the amino acid side chains: Hydrogen bonds, ionic 
interactions between oppositely charged groups, hydrophobic forces, and disulfide 
cross-links [1, 2]. 
 
 Quaternary structure: Here, the 3D spatial arrangement of proteins consists of 
two or more polypeptide chains held together by non-covalent interaction forces [1, 
2]. 
 
1.1.1 Receptor. Definition and examples under study 
In general, the receptor could be defined as specific macromolecular targets (i.e., proteins, 
nucleic acids, carbohydrates) to which a particular ligand binds, inducing changes or affecting 
the biochemical activity of the receptors [3]. In the present thesis, the following examples of 
protein receptors were studied: i) the E region of bovine fibrinogen blood plasma protein (PDB 
ID: 1JY2), ii) the human mitochondrial voltage-gated anion-selective channel (PDB ID: 
2JK4), iii) F0F1-ATPase from Saccharomyces cerevisiae (PDB ID: 5BPS), iv) human 
Azheimer tau protein (PDB ID: 5O3L), v) metabolizing substrate-specific transport protein 
from Pseudomonas putida (PDB ID: 3BRZ). General details are given in further sections. 
 
1.2 General definition of ligands. Classification 
1.2.1 General definition of ligand: from a biochemical, theoretical and experimental 
pharmacological point of view, a ligand (L) can be defined as any chemical structure (from 
the micro- to the nanoscale) that is able to interact reversibly or irreversibly with a certain 
specificity and selectivity with a specific biomolecule (e.g. proteins, carbohydrates and 
nucleic acids) or a target receptor (i.e. a macromolecule binding site) [4]. In the context of 
protein-ligand binding modeling, the ligand represents a molecule capable of interacting with 
a given protein (P) to form a thermodynamically stable complex (with P-L, 1:1 ratio) with 
spontaneous binding free energy (affinity). Moreover, L is considered to be smaller compared 
to P. On the other hand, non-specific ligand binding can lead to off-target interactions 
(potential site effects or tocixity) [5]. For clarity, the studied ligands were classified into 4 
categories or classes with the corresponding examples, considering the origin, structure and 
potential applications, as follows: 
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1.2.2 Ligand class 1. Definition, origin and examples. 
 Pharmacutical drug: Considering the U.S. Food and Drug Administration (FDA) 
criteria. A drug corresponds to a substance or chemical entity of natural or synthetic 
origin with potential biomedical and clinical applications for use in the prevention, 
diagnosis, or targeted for therapeutic purposes for a specific disease. These types of 
compounds are usually recognized by an official pharmacopeia or health protection 
regulatory organization [4, 6].
 
 Xenobiotics: A xenobiotic is a chemical entity that does not occur naturally or is not 
expected to be present in the organism. This definition is often applied to chemical 
structures that are rare or absent in nature because they have been chemically 
synthesized in the laboratory, although they may have potential preclinical relevance. 
In most cases, however, they are expected to cause potential harm (adverse effects or 




Figure 1. Representative examples of the different ligands studied, belonging to class 1. 
A) pharmaceuticals and B) xenobiotics. Further details will be discussed in the next 
sections. 
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1.2.3 Ligands class 2. Definition, origin and examples. 
 Nanoparticles (NPs): This type of ligand can be defined as a natural or synthetically 
derived chemical entity (or nanoligand-based NP) that has the three dimensions 
corresponding to the size in the interval of 1-100 nm. Currently, they are efficiently 
used for diagnostic and therapeutic purposes [7].
 
 Nanomaterials (NMs): This type of ligand can be strictly defined as a natural, 
incidental or manufactured material (organic or inorganic) that has one or more 
external dimensions in the size range 1-100 nm. Currently, they are efficiently used 
for chemical catalysis, regenerative medicine and bioremediation of environmental 
waters [8].
 
1.2.3.1 General aspects on ligand-based carbon nanoparticles and nanomaterials. 
 
The most commonly used carbon nanoparticles and nanomaterials include the family of 
carbon nano-allotropes as: carbon nanotubes (CNTs), fullerenes (C60), and graphene (Gr) [9, 
10]. These ligands can be created based on the carbon structure from Gr to CNT and C60 with 
different physicochemical structure and properties. Graphene is an isolated single layer of 
carbon hexagons consisting of sp2 hybridized C-C bonds with π-electron clouds. From 
synthetic technology point of view, thin flakes consisting of few layers of carbon atoms can 
be very important as mono-layer graphene due to their interesting structural and physical 
properties and also promising applications in technological fields [9, 10]. The fabrication 
process of graphene can be classified into five main routes: i) mechanical cleavage of graphite 
crystals, ii) exfoliation of graphite by its intercalation compound, iii) chemical vapor 
deposition on various substrate crystals, iv) organic synthesis process, and v) others. The 
extraordinary chemical and physical properties of Gr lead to a wide range of unusual sensing 
applications in many fields of science and technology by providing useful solutions to relevant 
key problems in the world, such as water and food safety and rapid and diagnostic medical 
analysis [9, 10]. In this regard, the C60 has attracted attention due to its potential application 
for diagnostic purposes. From a structural point of view, the fullerene C60 ligand nanoparticle 
corresponds to a truncated icosahedral shape containing 20 hexagons and 12 pentagons [9, 
10]. Here, each vertex represents a carbon atom and binds along the polygon edges. In this 
case, the C60 ligand has a van der Waals diameter of over 1.1 nm and a core-to-core diameter 
of 0.71 nm. The average bond length is 1.4 Å, and the double bonds between hexagons are 
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longer than the hexagon-pentagon bonds [9, 10]. On the other hand, in terms of CNT ligands, 
these carbon nanoparticles correspond to cylindrical structures that have a flat hexagonal 
network of graphene (carbon allotrope with sp2 hybridization) as the fundamental structural 
element. CNTs can be naturally occurring, through geological and pyrogenic origin, and are 
also anthropogenically produced as derived partial products from combustion, unintentional 
and intentional. The typical CNT structure corresponds to a cylindrical design based on the 
winding of one or more graphene layers and a length on the order of micrometers [9, 10], so 
CNTs can occur in the three classical arrangements: single-walled carbon nanotubes 
(SWCNTs), two cylindrical graphene layers (DWCNTs, double-walled carbon nanotubes), or 
multi-walled carbon nanotubes (MWCNTs) when composed of two or more concentric 
graphene layers [9-12]. (See Figure 2; below for representative examples of ligand-based 




Figure 2. Origin and molecular structure of carbon nanoparticles (C60 and CNTs) and 
nanomaterials (Gr) belonging to the studied ligand class 2. 
From a structural point of view, most of the properties of CNTs (SWCNTs) depend on their 
diameter (D) and the "chiral angle", also called chirality or helicity (Φ) [13-16]. These two 
parameters are defined by two non-negative integers called Hamada indices (n, m). 
Conceptually, a SWCNT can be modeled from a single sheet of Gr rolled to fit two 
crystallographically equivalent sites of the hexagonal Gr network. Here, the vector C, called 
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"chiral vector", defines the direction in which the graph sheet is rolled, and the relative 
position of the two crystallographically equivalent sites is defined by the Hamada indices (n, 
m) and the unit vectors of the hexagonal lattice a1 and a2 (C = na1 + ma2) [13-16]. This 
characteristic determines the specific atomic structure of the SWCNT. Thus, a SWCNT is 
called "armchair" if n = m and Φ=30°, and "zig-zag" if n > 0, m = 0 and Φ = 0°. In all other 





Figure 3. Representation of different models of carbon nanotube ligands (class 2) with 
different structural geometry by the two Hamada indices (n, m), and type of oxidation (OH, 
COOH). 
Moreover, depending on the Hamada indices (n, m), a given CNT can be classified as metallic 
(conducting properties) if (n - m) = 3q, where q is an integer, otherwise it is considered as 
semiconductor. All "armchair" SWCNTs are metallic (q = 0), while "zig-zag" and "chiral" 
types can be metallic or semiconducting [13-16]. These electrotopological properties of the 
structure need to be taken into account as they may affect the binding interaction properties 
(affinity) of CNT ligands with biological components (such as proteins or target receptors) 
and modulate the reactions at the biochemical level when these CNT structures are used in 
unmodified or functionalized form (i.e., oxidation with OH groups, e.g. COOH), which may 
be relevant for the induction of potential nanotoxicity [17-19]. 
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Due to the hydrophobic nature of CNT, C60 and Gr ligands, numerous functionalization 
methods are currently being developed to improve their biocompatibility for therapeutic 
purposes in nanomedicine and to reduce their potential nanotoxicity, as well as for 
environmental safety (mainly for the construction of efficient water filters) [17-19]. 
Functionalization of CNTs can be achieved by chemical adsorption and/or doping through 
non-covalent modification, where several functional groups of different complexity can be 
incorporated in combination with a variety of molecules, including: Peptides, acids, amines, 
polymers with high detection sensitivity and molecular recognition properties for effective 
controlled release drug carriers with anticancer, antiviral or antibacterial properties [18]. In 
particular, the covalent modification of CNTs by oxidative processes often generate hydroxyl 
(OH) and carboxyl (COOH) groups in the tips and/or walls of CNTs, Gr, and also C60 reactive 
surface, allows them to express interesting properties such as complexation/chelation of 
potentially toxic environmental compounds such as aromatic hydrocarbon compounds. In this 
regard, previous studies show that the oxidation processes of Gr surface significantly enhance 
the adsorption properties of oxidized Gr. Because the oxidized surface moieties (epoxy, OH 
and COOH) present in the oxidized Gr reactive surface confer high affinity to strongly interact 
with polycyclic aromatic hydrocarbons, which usually have high environmental pollution. 
1.3 Ligand affinity. Definition 
 
A first formal definition was provided by Irving Langmuir Kenakin in 2004 [4, 20]. It 
describes affinity as the extent, proportion, or binding interaction strength to which a ligand 
(L) interacts with the protein receptor (P) at a given concentration to form a 
thermodynamically stable complex (e.g., P-L complex) with spontaneous free energy. See 























Where [P], [L] and [P-L] represent the free concentration of protein, ligand and protein-ligand 
complex, respectively. It is assumed that the components are free to diffuse into the medium 
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in the equilibrium reaction and that P and L are not changed after dissociation. Here, Ki and 
Kd are the rate constants of affinity and dissociation of the P-L complex, respectively. 
Moreover, in the context of pharmacology (i.e., to refer to drug-receptor interaction), 
fractional occupancy is more commonly used, which also includes these parameters according 
to equation 2 below: 
[𝐿] 
𝑓𝑜𝑐𝑐𝑢𝑝𝑎𝑛𝑐𝑦 = [𝐿] + [𝐾 ] 
(𝟐) 
 
In this context, the term fractional occupancy better describes the fraction of the protein 
receptor that is occupied at a given ligand (or drug) concentration [4, 20]. This means that the 
binding interaction (effect) of a given drug should depend directly on the fraction of protein 
receptors occupied. 
1.4 Thermodynamics evaluation of ligand-protein interactions. 
 
Theoretical and experimental thermodynamics methods are widely applied to study the 
docking-binding interactions between protein receptor and ligand molecules, such as 
conventional pharmaceutical drugs, peptides, nucleic acids, and recently 
nanobiotechnological compounds, including drug-based carbon nanoparticles (NPs) such as 
carbon nanotubes (CNTs), fullerenes (C60), and graphene nanomaterials (Gr), which are 
advancing the Medicinal Chemistry field and drug discovery [21-24]. In this context, the 
thermodynamic stability of the generated docking complexes (P-L) is of particular importance 
to ensure drug selectivity at the biological targets while avoiding undesirable off-target 
binding interactions associated with pharmacological side effects or nanotoxicity effects 
(when derived from NPs or NMs) [17-24]. In this regard, the thermodynamic processes that 
determine the nature of molecular recognition and binding events between a protein and a 
given ligand are directly dependent on the enthalpic (ΔH) and entropic (-TΔS) components 
and also represent a tight quantitative structure-activity relationship (QSAR) of both 
interacting partners (ie., P plus L), with spontaneous processes driven by negative values of 
binding free energy (ΔG), which is of utmost importance for structure-based rational drug 
design and Material Sciences research for therapeutic purposes [21-24]. 
In order to address these topics didactically, this chapter has been organized in the following 
order. First, i) the general principles and thermodynamic concepts of protein-ligand 
interactions, ii) the types of specific binding interactions, iii) the influence of solvent, 
crystallographic structure water, and bulk water, iv) the classification of hydrophobic effects, 
𝑑 
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v) the thermodynamic relationship between protein flexibility and allosteric cooperativity, and 
finally vi) an overview of the state of the art in methods for evaluating the thermodynamics 
of protein-ligand interactions; with particular emphasis on the theoretical (i.e., structure-based 
docking methods) versus experimental methods. The following content will be addressed in 
order: 
1.4.1 General principles on protein-ligand interactions. 
1.4.2 Thermodynamics componentes of the free energy of binding. 
It is well-known that the general drives the non-covalent spontaneous association between a 
protein and a given ligand interacting with a negative Gibbs free energy of binding, which is 
the sum of enthalpic and entropic terms in the system, and it can be expressed according to 
the following equation 3 [24-28]: 
 
∆𝐺 = ∆𝐻 − 𝑇∆𝑆 (𝟑) 
 
 
Here ΔG is the obtained binding free energy (FEB, kcal/mol), ΔH is enthalpy, ΔS is entropy, 
and T is temperature. Here, the ΔH contribution to ΔG in the P-L complex represents the 
strength of the interactions (affinity) between the two components. This specificity for 
molecular recognition includes van der Waals interactions, electrostatics (Coulomb), 
hydrogen bonding, ion and halogen interactions, and polarization of chemical interaction 
groups, among others. In this context, the ΔH contribution in the simplest description 
represents a measure of the overall dynamics in the system. Moreover, changes in the ΔS are 
directly related to changes in the translational and rotational degrees of freedom of the system 
(P-L). In this context, it is well known that changes in the conformational entropy can be 
favorable, thus also reducing the binding entropy cost [24-28]. On the other hand, the 
influence of solvation as a solvent reorganization in the immediate vicinity of the relevant 
binding site of the protein under the conditions of ligand interaction can significantly affect 
the entropic term of the binding free energy. Moreover, we can define the thermodynamic 
Gibbs equation 4 as: 
 
∆𝐺 = −𝑅𝑇𝑙𝑛𝐾𝑖 (𝟒) 
 
 
Here R stands for the gas constant, T for the temperature, and Ki for the binding affinity 
constant. This classical formalism emphasises the relationship between the Gibbs free energy 
and the relative P-L binding affinity. In addition, two events can be defined: i) the free 
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solvation energy (ΔGsf) in the unbound state of the interacting components and, analogously, 
the free solvation energy (ΔGsb) of the ligand-protein complex [27-30]. Since the free energy 
is independent of the path leading from one particular state of the system to another, it is a 
state function. In this sense, it is important to note that a similar decomposition analysis can 
be performed separately for the enthalpic and entropic terms, since these thermodynamic 
parameters are also state functions [27-30]. 
Then it is possible to represent the experimental or observable free energy according to 
equation 5 as follows: 
 
 
∆𝐺𝑜𝑏𝑠 = ∆𝐺𝑖 + ∆𝐺𝑠𝑏 + ∆𝐺𝑠𝑓 (𝟓) 
 
 
In this context, the process of P-L binding association can be represented as a typical Born- 
Haber cycle (see Figure 4). 
 
 
Figure 4. Schematic representation of the Born-Haber cycle for the L-P complex. Here, 
ΔGobs represents the experimentally observed free energy of binding, ΔGi represents the 
intrinsic free energy between the ligand (L) and the protein (P), and the free energy of 
solvation (ΔGsf) for the isolated interacting components (L, P, and waters), and ΔGsb 
represents the citated complex (L-P) formed. The indices x, y, z and b refer to the number of 
water molecules involved in the solvation process in the unbound state as: unbound L(x), apo- 
protein or unbound P (y), the bound P-L(z), and to the bulk solvent (b). 
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In this context, enthalpic and entropic contributions to a given theoretical or/and 
experimentally determined binding free energy depend on many properties of the system, such 
as protonation states, the presence of metal cations, changes in conformational entropy and 
flexibility properties of both protein and ligands (although these are usually difficult to 
predict), and others [27-30]. In general, the protein-ligand phenomenon can be addressed by 
optimising the total free energy of the system under study toward a stable P-L complex (i.e., 
following the spontaneous thermodynamic process, ΔG < 0 kcal/mol). 
 
1.5 Specific binding interactions 
1.5.1 van der Waals interactions 
The van der Waals (VdW) interactions are crucial for the structural stabilization of biological 
molecules and for describing their interactions with ligands. VdW interactions are known to 
be the weakest of all intermolecular attractions between molecules. In this context, there are 
two types of van der Waals forces that affect the binding events: (i) attractive van der Waals 
interactions, which involve two induced dipoles generated by fluctuations in the charge 
densities between adjacent uncharged atoms of both the protein and the ligand and do not 
imply covalent bond formation, and (ii) repulsive van der Waals interactions, which occur 
when the distance between two interacting atoms of the P or L is very small but do not involve 
induced dipoles. In the latter case, the repulsion is produced by the electron-eléctron repulsion 
that occurs in the two overlapping electron clouds. The van der Waals interactions between 
protein and ligand are known to be very weak (0.1-4 kj/mol) compared to the electrostatic or 
covalent interactions. The van der Waals interactions are often treated as the sum of pairwise 
interatomic interactions. Moreover, polyatomic VdW interactions (many-body effects), 
interactions are ignored in most cases because they account for only 5% of the total binding 
energy. However, Finkelstein (2010) shows that polyatomic VdW interactions can lead to 
significant changes in the binding free energy in the presence of covalent bonds [31]. 
 
1.5.2 Hydrogen bond interactions 
Hydrogen bonding interactions (H-bonds) represent non-covalent attractive forces between a 
hydrogen atom covalently bonded to a specific electronegative moiety (i.e., donor group) and 
another electronegative atom, such as oxygen or nitrogen (i.e., acceptor group). The H-bonds 
can be defined as electrostatic dipole-dipole interaction forces. However, H-bonding has 
certain characteristics or properties of covalent bonding that need to be considered, such as 
directionality, specificity, and produces interatomic distances shorter than the sum of VdW 
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radii, which usually involves a limited number of interaction components (P plus L), which 
can be interpreted as valence type [32-35]. 
Protein receptors are composed of a large number of H-bond donors and H-bond acceptors, 
both forming their respective backbones and side chains. In this context, the environment 
(aqueous solvent, protein-protein network, and lipid bilayers) in which the proteins of interest 
are embedded also represents a large set of proton donors and acceptors. In this context, H- 
bonding interactions can occur not only between ligands and proteins or within the protein 
receptor itself, but also within the surrounding medium such as water molecules, interacting 
proteins, lipid headgroups or DNA/RNA and so on. As a type of non-covalent interaction, H- 
bonds are very weak; under physiological conditions, the strength of H-bonds varies from 5- 
30 kJ/mol and outside the physiological environment, the strength of H-bonds can vary from 
2 kJ/mol to even 155 kJ/mol, which is weaker compared to ionic or covalent bonds. However, 
due to their relative weakness, H-bonds can be rapidly formed and broken during binding 
events such as protein-ligand interactions, conformational changes of binding sites, and 
folding processes [32-35]. Therefore, H-bonds can be turned on or off in biochemical systems, 
with associated energies that are in the range of thermal fluctuations. These events represent 
one of the key factors favoring protein binding events and biological activity. Another relevant 
factor in biological systems is the strict geometrical rules followed by H-bonds. In particular, 
the orientations, angular preferences, and lengths of H-binding make H-binding highly 
specific. Because of these properties, the role of H-bonds in controlling specific binding 
interactions in P-L recognition processes is absolutely critical. It is well known that H-bonds 
(i.e., both intra- and intermolecular) are directly involved in the secondary, tertiary, and 
quaternary structures of macromolecules (proteins, nucleic acids, and also synthetic 
polymers). H-bonds play a key role in molecular recognition processes (P plus L) and tune the 
conformational properties of the macromolecular system (e.g. mechanical strength, bond 
selectivity and specificity or denaturation processes in proteins and nucleic acids). Hydrogen 
bonds always impart specificity to a protein-ligand bond recognition process due to their well- 
aligned geometry and system-specific properties. However, they do not always contribute to 
high binding free energy [32-35]. Because, H-bonds can change significantly in strength. In 
this context, stronger H-bonding means higher desolvation in most cases, so the net free 
energy gain from stronger H-bonding may be greatly affected. As for weak H-bond 
interactions, the best known donor is the CH group. Thus, despite their weakness, these 
interactions play a crucial role in the proper conformational stabilization of ligand-protein 
complexes. As a representative case, it is known that protonated amino acid residues of 
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histidines (His) can also act as strong CH donors [32-35]. The weak H-bonds and their role in 
ligand-protein interactions have been systematically studied. [36]. 
 
1.5.3 Electrostatic interactions 
The electrostatic interactions (Coulomb interactions) are directly involved in the ligand- 
protein binding processes. This type of intermolecular forces can be broadly divided into three 
main types: Charge-charge, charge-dipole and dipole-dipole. The classical charge-charge 
interactions are those that occur between oppositely charged atoms of the two partners, such 
as functional ligand moieties or protein side chains, such as positively charged (i.e., amine 
NH2 or imine groups (R2C=NR) and amino acid residues of Lys, Arg and His) and negatively 
charged moieties (carboxyl COO- group, phosphate (PO4)
3- groups, Glu side chain). In the 
context of protein-ligand interactions (P-L binding), the electrostatic interactions based on the 
charge dipole of the interacting atoms of P and L have been shown to be an important 
contributor to the ΔH change associated with the strength of electrostatic interactions that 
normally occur between ionized amino acid side chains and the dipole belonging to the ligand 
moiety or water molecule. These dipole moments of the polar side chains forming the amino 
acid also affect its binding affinity with ligands [37-39]. 
 
1.5.4 Hydrophobic interactions 
First, it is important to emphasize that the interactions between a particular ligand and the 
hydrophobic side chains of proteins contribute significantly to the free energy of binding, 
affinity, and thermodynamic stability of the complexes formed (P-L complexes). Hydrophobic 
interactions are crucial in rational de novo ligand design because most synthetic drugs must 
cross pharmacokinetic barriers (i.e., blood-brain barrier, cellular and subcellular membranes, 
ect) to produce the desired pharmacodynamic effect in a given target protein (P). The 
hydrophobic of both, protein residues and/or ligands repel each other water and other polar 
groups. This results in a net attraction of the nonpolar groups of the ligand. Moreover, the 
apolar and aromatic rings of amino acid residues such as tryptophan (Trp), phenylalanine 
(Phe), and tyrosine (Tyr) participate in a particular case of hydrophobic interaction, namely 
π-π-stacking interactions between aromatic groups of the ligand (L) and the protein (P) [40- 
43]. Several studies indicate that hydrophobic interactions on P-L, when quantified as a 
function of the amount of hydrophobic surface area of the protein, represent an important 
structural parameter that is best efficiently correlated with binding free energy or P-L affinity 
[40-43]. It applies to many and chemically diverse sets of ligands [44], as well as to peptide- 
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protein interaction phenomena [45]. It should be emphasized that a substantial part of the 
binding affinity generated by hydrophobic interactions within hydrophobic binding sites is 
due to the suboptimal solvation of the binding site in the unbound state (apo-P). 
 
1.5.5 Aromatic-aromatic π-π stacking interactions 
To understand the physical forces governing ligand-protein interactions, it is important to pay 
particular attention to the non-covalent interactions between protein side chains: aromatic- 
aromatic interactions, also called π-π-stacking interactions. The contribution of π-π-stacking 
interactions to the free energy of binding of P-L complexes has been extensively studied in 
the context of protein folding, stability (as α-helix and β-sheet stabilisation), molecular 
recognition, and self-assembly phenomena. Aromatic-aromatic interactions between L- and 
P-aromatic side chains (i.e., with Phe, Trp, and Tyr) are common in ligand-protein complexes 
[40]. In particular, the striking steric and electronic properties of the aromatic side chains of 
Phe, Trp and Tyr lead to these large polarizabilities and quadrupole moments, making oriented 
geometries under ligand interactions good candidates for geometric studies of ligand binding 
due to their stereospecific properties. Regarding aromatic-aromatic π-π-stacking interactions. 
Pioneering studies reported that the phenyl ring centres are separated by a distance of 4.5-7.0 
Å [46, 47], and dihedral angles approaching 90° are the predominant ones, with two main 
types: i) two phenyl ring centres arranged parallel to each other, and ii) a perpendicular 
orientationthat looks like an edge-to-edge arrangement between the phenyl ring centres. A 
third type, less common due to its thermodynamic stability, corresponds to iii) parallel-shifted 
π-π-stacking (i.e., the phenyl ring centres are shifted parallel, here the intermolecular distance 
for aromatic groups of the protein and the ligand determines the occurrence during P-L 
binding processes. It is important to note that aromatic-aromatic interactions are not limited 
to interactions [46, 47]. But also include favourable interactions between heavier halogens 
and aromatic rings of ligands or proteins. 
 
1.5.6 Halogen bond interactions 
A general definition of the concept of halogen-bonding interactions might be similar to the H- 
bonding interactions discussed earlier. In both types of bonding interactions, interacting atoms 
of P and L are involved as electron donors and electron acceptors. In H-bonds, an H atom acts 
as an electron acceptor and forms a non-covalent bond by accepting the electron density from 
a donor-based electronegative atom [48]. In halogen bonds, a halogen atom corresponds to 
the donor. This type of interaction has great relevance as small ligands usually contain halogen 
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atoms to favor their pharmacokinetic bioavailability for medicinal chemistry. The significant 
role of halogen-bond interactions was largely ignored for many years. The properties of 
halogen-bond interactions such as specific directionality, sigma holes are generally considered 
as weak interactions and remain unexplored till date. In some cases, the halogen-bond 
interactions can compete with H-bonds, providing an attractive alternative for the design of 
new drugs containing a halogen moiety. In particular, the halogens involved in the halogen- 
bonding interactions between protein and ligand are chlorine, bromine, iodine, and fluorine. 
Experimental and computational studies have shown that the four mentioned halogens are able 
to act as good donors, in the order F > Cl > Br > I, which normally forms the strongest halogen 
bonds, in terms that the strength increases significantly with the size of the halogen belonging 
to the ligand (L). From a chemical point of view, the halogens, with the exception of fluorine 
(F), exhibit unique electronic properties when they interact with aryl or electron-withdrawing 
alkyl groups. The fluorine halogen exhibits anisotropy of electron density distribution with a 
positive region (so-called -hole) with electrostatic potential with respect to the carbon-halogen 
bond [48, 49]. The quantum chemical origin of the -hole can be explained by the formation of 
a distribution spot of negative charge around the central region of the bond between the carbon 
atom of a given target protein and the halogen atom of the halogenated ligand, with the outer 
region being more positive (as a "hole") and having a strong influence on the thermodynamic 
stability and binding affinity of the formed complexes (halogenated-ligand-protein complex) 
[48, 49]. In previous reports, replacement of hydrogen with a halogen atom was shown to 
significantly increase the affinity (200-fold affinity) for a family of complexes belonging to 
the adenosine kinase inhibitors. Another spectacular evidence was observed for a family of 
compounds of HIV reverse transcriptase inhibitors with hydrogen substitution by iodine 
halogen groups, which showed a 300-fold increase in affinity [48, 49]. In this case, the 
increase in affinity is strongly related to the size of the halogen atom. Moreover, the halogen 
atoms of the ligand can interact well with the oxygen and carbon atoms belonging to the C=O 
groups of the proteins, which contributes to the ligand-protein stabilization. Experimental and 
computational evidence has shown that the commonly used fluoro-halogen from various drugs 
has a preference for dipolar interactions which is more pronounced than the other halogens 
[40]. On the other hand, chlorine and other heavy halogens show a great tendency to form 
multipolar interactions with carbonyl groups of proteins, in which case the C-X halogen bond 
is parallel to the amide plane rather than orthogonal, leaving the hole behind [40]. 
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1.6 Influence of structural waters and bulk water on binding affinity. 
Here it is important to emphasise that each interaction event is capable of displacing water 
molecules that are part of the biophysical environment of the protein binding site, while 
simultaneously desolvating the ligand. Since most of these water molecules are only loosely 
associated with the protein cavities, such displacement can affect the overall solvation 
envelope around the ligand-protein complex [50-52]. Crystallographic evidence shows that 
the vast majority of associated water molecules are disordered, mobile, and easily displaced 
by ligand-specific interactions. Some tightly bound water molecules are usually conserved 
across multiple crystal structures of ligand-protein complexes [50-52]. Then, the 
crystallographic water molecules play an important role in the overall biological activity of 
the protein, mainly in the catalytic processes of enzymes, and can be considered as part of the 
protein structure [53]. The ligand-protein interactions are usually mediated by structural water 
buried in the binding sites of the proteins, forming multiple hydrogen bonds. In many cases, 
the structural water molecules are released from the bulk under ligand interaction. This 
induces a shift that can dramatically affect the L plus P thermodynamic binding events. In 
general, it is assumed that water released from a biophysically rigid environment should be 
entropically favourable. Then the crystallographic structural water molecules can influence 
their environment not only through the direct interactions (i.e., as a hydrogen bonding 
network), but also by affecting the dynamic behaviour of their environment as a perturbation 
of protein flexibility, as suggested by the work performed [50-52]. These flexibility 
perturbations induced by the water molecules at the Prtein binding sites are highly dependent 
on the particular structure of the binding site and could likely lead to significant errors in the 
free energy predictions. The contribution of structural water molecules to the binding events 
continues to be investigated. This is because the traditional enthalpy-dominated view of 
ligand-protein interaction largely neglects solvation effects, which strongly influence the 
thermodynamic profile of a P-L interaction event. This aspect is of key importance since 
solvation costs are the reason why some ligands, despite being a good fit in a given binding 
site, fail in experimental validation tests as novel inhibitors of proteins. On the other hand, 
ligand desolvation itself can sometimes affect P-L binding affinity. In fact, for highly 
hydrophilic ligands, desolvation costs can be exceptionally high and make an unfavourable 
contribution to ligand affinity [50-52]. Spectroscopic evidence for the influence of structural 
water on ligand affinity has shown that: i) water molecules in the first solvation shell 
surrounding the hydrophobic ligand appear to exhibit high removability, ii) H-bonds placed 
on hydrophobic surfaces are very weak [50-52], and iii) the removability properties of the 
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water molecules from the first two solvation shells are significantly different from the bulk 
water normally bound in buried cavities of the binding site of proteins. 
 
1.7 Thermodynamics of allosteric cooperativity and protein flexibility. 
In the context of the study of protein-ligand interactions, it is important to understand the close 
relationship between protein flexibility and allosteric binding cooperativity, which has been 
ignored to date and is usually discussed independently of thermodynamic factors. In this 
context, it is well established that both enthalpic (ΔH) and entropic (-TΔS) contributions are 
strongly associated. Then, an increase in enthalpy can directly affect the entropy of the system 
(L-P) under ligand interaction conditions. This is because the presence of mobility constraints 
(protein stiffening) and/or abnormal flexibility (allosteric perturbations by ligands) can 
directly affect multiple blocks of adjacent amino acid residues forming an allosteric 
communication network in the binding sites of a given protein [54-56]. 
In general, in the presence of external stimuli such as ligand interaction, the binding site 
cavities undergo a phenomenon known as enthalpy-entropy compensation. In this case, the 
enthalpy-entropy compensation effects for ligand-protein interactions can be highly 
cooperative due to the presence of allosteric signals, which means that the associated ΔG is 
different from the sum of the individual contributions. In this context, allosteric binding 
cooperativity provides a medium to transmit information about the network of binding 
residues, to amplify or attenuate a response to changes (i.e., local ligand-induced 
perturbations) [54-59], and/or to regulate the overall signalling/response pathway. A proper 
definition of allosteric binding cooperativity could be expressed as a process in which a 
binding site on a protein molecule (P) is perturbed by an effector (ligand or endogenous 
allosteric substrate), inducing a structural change at another site and controlling it remotely. 
Moreover, allosteric binding cooperativity effects can be classified as positive (synergistic or 
additive) or negative (inhibitory), depending on the intrinsic ability of the interacting ligand 
to increase or decrease binding affinity for subsequent ligands by altering the flexibility 
properties of protein's binding sites [54-59]. In contrast, non-cooperative binding effects do 
not affect the flexibility properties of the protein or the relative affinity for the remaining 
ligands at subsequent binding sites. In other cases, cooperativity may occur in the absence of 
any ligand-induced conformational changes in the protein and is driven only by biophysical 
and physiological changes in intrinsic protein dynamics or the unbound state (Apo-P state) 
[54-59]. Proteins tend to adaptively compensate for the unfavourable entropic contribution (- 
TΔS) induced by external or internal stimuli by first increasing their conformational dynamics 
18  
in regions distant from the site [54-59]. This section highlights the importance that flexible 
protein binding pockets may require more flexible ligand units than structurally rigid ones. 
In this sense, the traditional study of the ΔH enthalpic term associated with specific 
interactions and the prevalence of allosteric concepts based on ligand-induced fit theory has 
led to an overly enthalpic view that ignores the relevance of protein flexibility and its close 
relationship to low-frequency normal modes of the protein. Following this idea, several 
studies have used normal mode analysis (i.e., elastic network ENM models) to explain 
allosteric regulation [54-59]. To this end, ENM models take into account the structural 
fluctuations of a protein around an equilibrium conformation, where said fluctuations are 
decomposed into harmonic orthogonal low-frequency modes and, precisely in relation to this, 
the flexible fluctuations in the network of C-alpha atoms that make up the protein may be 
sufficient to explain the long-range nature of allosteric communication [54-59]. Currently, 
these issues are drawing attention to the field of machine-learning allosteric drug discovery 
using conformational socket flexibility towards de novo rational ligand-based design, which 
opens new horizons in Medicinal Chemistry. 
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The general aim of this doctoral thesis is directed towards the study and application of 
theoretical coupled with experimental methods for the evaluation of protein-ligand 
interactions on relevant systems with potential applications for Biomedicine, Materials, and 
Environmental Health Sciences. It should be noted that the importance of theoretical methods 
over experimental ones will be particularly emphasised. 
 
Specific objetives 
The specific objectives listed below are designed to investigate the protein-ligand interactions 
of ligands belonging to the previously established ligand classes 1 and 2, such as 
pharmaceutical drugs (or xenobiotics) and carbon nanoparticles (or nanomaterials), 
respectively. Specifically, the examples of protein receptors studied were the following: i) 
bovine fibrinogen blood plasma protein (E-region, PDB ID: 1JY2), ii) human mitochondrial 
voltage-gated anion-selective channel (hVDAC1, PDB ID: 2JK4), iii) F0F1-ATPase from 
Saccharomyces cerevisiae (PDB ID: 5BPS), iv) human Azheimer tau protein (PDB ID: 
5O3L), v) metabolising substrate-specific transport protein from Pseudomonas putida (TodX, 
PDB ID: 3BRZ). General details are discussed in a further section. 
 
1. Characterization of the structural and functional properties of the binding interaction 
between the β-blockers acebutolol and propranolol with fibrinogen protein using 
molecular docking and normal mode analysis. 
 
2. Determination of the influence of multiple binding modes of the xenobiotic ligand 
benzothiazole (BTS) interacting on the fibrinogen protein (E-region) using molecular 
docking simulations coupled with perturbation response scanning maps and structural 
fractal analysis. 
 
3. Mechanistic investigation of the drug-drug interactions between the beta-blocker drugs 
(i.e., ligand-ligand ineractions acebutolol plus propranolol) with the fibrinogen protein 
combining molecular docking and DFT simulations. 
 
4. Theoretical investigation of the structural and functional properties guiding the 
conformational binding mechanism of fibrinogen through interactions with penicillin-β- 
lactam antibiotics (dicloxacillin and cloxacillin) using molecular docking simulations 
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coupled with elastic network models, collective low-frequency normal modes, and 
perturbation response scanning maps. 
 
5. Evaluate and characterize the binding interactions (potential nanotoxicity) between the 
zig-zag-single-walled carbon nanotube (z-z-SWCNT) with the ATP-entry-point of the 
human mitochondrial voltage-dependent anion-selective channel (hVDAC1) using 
molecular docking, molecular dynamics simulation, and perturbation response scanning 
maps. 
 
6. Predict and evaluate the mechanism of interaction of a carbon nanotube family (SWCNT- 
pristine and SWCNT-COOH) with the mitochondrial F0F1-ATPase by using molecular 
docking, nano-QSBR/QSTR approaches and experimental validation with isolated 
submitochondrial particles. 
 
7. Investigate the binding interaction properties between Azheimer's disease tau protein and 
a family of theoretically modeled fullerol-based radiopharmaceutical ligands by 
integrating molecular docking with DFT approach for diagnostic purposes. 
 
8. Determining the mechanism of interaction of a heterogeneous mixture of aromatic oil 
hydrocarbons with metabolizing substrate-specific transport protein (TodX) in the 
presence of graphene nanostructures by combining molecular docking with the DFT 
approach towards environmental bioremediation strategies. 
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Chapter 2.  
 
2. Methods  
2.1 Methodologies for the study of protein-ligand interactions. 
In order to develop accurate techniques for rapid and efficient assessment of ligand-protein 
interaction phenomena, the use of bioinformatics tools and biophysically inspired approaches 
was strongly recommended. In this context, molecular docking simulations have been 
successfully used to rapidly predict the free energy of the binding interaction between a 
relevant biological target (i.e. protein receptor) of interest and a given ligand (i.e. drug, 
xenobiotic, nanoparticle and nanomaterials) [1-9]. Molecular docking methods allow 
modeling, prediction and evaluation of stability associated with the binding affinity of the 
formed complexes (P-L) [1-9]. To this end, this theoretical approach begins by testing 
different conformations and orientations of one or a dataset of compounds (structurally related 
or not) in a presumed binding site (i.e., a site of the protein such as a van der Waal surface 
cavity) previously defined from the analysis of the three-dimensional structure of the protein 
target [10-12].  
Molecular docking methods for this case usually use linear regression algorithms or 
mathematical functions ("scoring functions") capable of generating a large number of ligand-
protein docking complexes with the corresponding values of binding free energy (ΔG ≈ FEB, 
expressed in kcal/mol) resulting from the critical balance between favorable and/or 
unfavorable thermodynamic contributions to affinity [1-12].  
The strategy for finding the best crystallographic conformation/orientation of a given ligand 
in the potential protein receptor binding site must exhaustively explore all possible binding 
modes of the evaluated ligand, which includes both i) all six translational and rotational 
degrees of freedom of the ligand and ii) the conformational degrees of freedom of the protein. 
The process of analyzing the receptor-ligand interaction is not straightforward, as several 
thermodynamic contributions (i.e., entropics and enthalpics) play a crucial role in P-L affinity 
when a ligand displaces water molecules from the binding site of the receptor as: (i) 
hydrophobic van der Waals effects (ΔG_P-L vdW), hydrogen bonding (ΔG_P-L H-bonding), 
electrostatic interaction between charged atoms (ΔG_P-L electrost), and finally the internal 
energy or intramolecular contribution (ΔG_L internal) of the ligand associated with its internal 
vibrational entropy (ΔS_L) as shown in the following equation:  
 




These thermodynamic-biophysical parameters are discussed in further sections of the thesis. 
Molecular docking also takes into account the influence of the biophysical environment on 
the protein in terms of flexibility and/or partial stiffness of the binding sites, co-crystallized 
ligands from the PDB models of crystallography obtained from RCSB Protein Data Bank [13], 
which should be removed before the docking experiments, the distribution of charges on the 
ligand under study, as well as the proper selection of specific ligand controls of the 
simulations, if any, for comparison purposes, as in the case of molecular docking experiments, 
the interactions of nanoparticles or nanomaterials with specific biological targets (i.e., 
mitochondrial channels). 
 
2.2 Protein preparation procedures. 
In molecular simulation experiments, it is very important to exercise some care to ensure the 
quality of the computational results and the further possible experimental reproducibility. In 
this context, it should be noted that the commonly used structure file from the crystallographic 
model.pdb stored in RCSB Protein Data Bank is not suitable for direct use in molecular 
modeling experiments [13]. This is because some errors originating from the crystallography 
of the protein need to be corrected beforehand. In this sense, a typical protein.pdb file contains 
only heavy atoms and may contain structurally embedded co-crystallized ligands, structural 
water molecules, metal ions and cofactors. In addition, some proteins are multimeric 
structures (i.e., multidomains) that may need to be reduced to a single domain. Due to the 
limited X-ray resolution experiments, it could be difficult to distinguish between NH and O. 
Then, the position of these groups in the protein structure needs to be carefully investigated 
and verified. In addition, the stored pdb.model may lack structural information in the form of 
atomic and bond connectivity, which must be assigned along with bond orders and formal 
charges. These limitations can be overcome by using various modeling tools that 
automatically correct the structural inconsistencies with little computational effort, such as: i) 
Schroedinger's Protein Preparation Wizard, ii) Protein_ Prepare Webserver, iii) PROPKA 3.1, 
iv) PDB2PQR 2.1, and v) Chimera 1.15 software, which also perform combinations of the 
aforementioned software, among others [14-18]. In this case, several steps are usually 
required, as shown below. In many cases, however, not all of the steps outlined need to be 
performed: 
1. Import a protein.pdb or a co-crystallized protein ligand structure obtained from Protein 
Data Bank into the above tools. 
28 
 
2. Find the structural waters you want to keep, then delete all others. Typically, these waters 
can be identified by the presence of an oxygen atom and usually have no hydrogen atoms 
attached. Generally, all structural waters (except those bonded or coordinated with metals) 
are removed. However, structural waters that form a bridge between the protein and the 
ligand are sometimes retained. If structural waters are retained, then the hydrogen atoms 
are consistently added to them during protein preparation.  
3. Simplification by removing the multimeric complexes, if any. For this purpose, it is 
necessary to remove redundant structural domains, binding sites and their associated 
duplicate chains.  
4. Correct any serious errors in the protein, metal ions and cofactors, such as incomplete 
residues, which are very common structural errors, although sometimes they are relatively 
harmless if they are far from the binding site, while the protein structure with missing 
residues in the binding site of interest should be repaired obligatorily. Examine the protein 
structure for metal ions and co-factors in the correct location. If there are bonds to metal 
ions, it is also necessary to remove the bonds and adjust the formal charge of the atoms 
bonded to the metal and the metal itself. 
5. Correct adjustment of bond orders and formal charge for all cofactors, if necessary. 
6. Adjust orientation of misoriented groups, such as amide groups of Asn and Gln. 
 
2.3 Ligand preparation procedures. 
Ligand preparation is also a critical step for the success of protein-ligand interaction studies. 
To this end, we can use the LigPred tools as a robust platform to generate high-quality, all-
atom 3D structures starting from 2D or 3D structures for a large number of drug-like 
molecules used as ligands. To this end, the LigPrep algorithm generates a single 3D structure 
with high stability-based low energy with the correct chiralities for any input ligand structure. 
Moreover, LigPrep can also generate a range of ligand structures with different ionization 
states, tautomers, stereochemistries, and ring conformations, and remove superfluous 
molecules based on various criteria such as molecular weight or different types of functional 
groups present in the ligand under study. The process of ligand preparation typically takes 
over a second per ligand structure output, depending on the type of input structures [14-18].  
The general ligand preparation procedure consists of several sequential steps in which 
multiple conversions and corrections are applied to the ligand structures to generate variations 
of optimized ligands and remove unwanted features by rigorously adding hydrogen atoms, 
adjusting the chiralities, examining all chiral atoms in the 3D ligand structures by providing 
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options to maintain the correct chiralities or to generate additional stereochemical isomers 
while maintaining the same molecular formula. Tautomerization and ionization states are then 
adjusted and, if necessary, low-energy ring conformations are generated. The obtained 
geometries for the prepared structures are then optimized by a short conformational search to 
relax the ligand structure in 3D dimensions while strongly encouraging the chiral centers to 
adopt the proper chiralities when the processed structure is highly strained. Finally, a suitable 
ligand input file is obtained for further analysis (i.e., the study of protein-ligand interaction) 
[14-18].  
 
2.4 Predicting the ligand-binding site of protein receptors 
Correct prediction of binding sites or druggable cavities in proteins is of paramount 
importance in the context of protein-ligand interaction studies and more generally Medicinal 
Chemistry. In this context, existing algorithms can treat whole proteins to find suitable binding 
sites, theoretically functional, and with the correct solvent exposure meet user specifications. 
A large list of bioinformatics tools has been used for this purpose, such as SiteMap, P2Rank, 
Pocketome, ezPocket, SiteScore, DeepSite, Q-SiteFinder, ConCavity, CAVER, fpocket, 
among others [10-12, 19,20]. In general, all of these binding site tools include a scoring 
function that takes into account the occupancy by hydrophobic groups or by hydrogen bond 
donors, acceptors, or metal binding capabilities of the ligand to evaluate the propensity of the 
binding site for ligand binding and to accurately rank possible binding sites to remove 
irrelevant drug sites [10-12, 19,20]. 
Currently, the state of the art in binding site prediction has led to multi-criteria algorithms 
based on artificial intelligence (AI) [2, 10], such as predictive deep learning (DL) tools for 
predicting possible protein binding sites. In addition, very small cavities within a given 
binding site can be identified and classified as tunnels (i.e., entangled sub-cavities with 
significant relevance to de novo drug design). These AI-DL multi-criteria algorithms are 
based on a 3D convolutional neural network (3D-DCNN) that performs a Delaunay 
triangulation procedure using the geometric concept of the "alpha-sphere" center, which can 
detect plausible binding pockets in the protein by summing up all alpha-sphere centers and 
later narrowing down access to cavities by scanning their van der Waals surface [10-12]. The 
AI-DL method includes all deep concave regions of the protein that are directly associated 
with a high probability of ligand binding (i.e., higher drugability) and excludes all convex 
parts of the protein that are associated with low drugability for ligands [10-12, 19, 20]. 
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Finally, through these different methods, it is possible to set the Cartesian X, Y, and Z 
coordinates of the box simulation for both the center of the lattice boxand the size of the lattice 
box like a discretized region of the selected best binding site to perform P-L interaction 
studies. 
 
2.5 Quality evaluation criteria on protein-ligand docking 
One of the most recognized criteria for ensuring the quality of protein-ligand binding studies 
is the measurement of root-mean-square deviation (R.M.S.D.), which is a docking validation 
parameter of the correct fit of generated ligand conformations into the binding site of the 
protein target when R.M.S.D < 2Å is considered a criterion for successful docking [21]. In the 
context of P-L docking studies, the R.M.S.D values are commonly used to compare a given 
docked ligand conformation with the reference crystallographic conformation or with other 
docked ligand conformations generated from the same ligand [21, 22]. Then the R.M.S.D. 
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In the equation, nL represents the number of atoms of the ligand, while nP corresponds to the 
number of atoms of the protein structure being evaluated [21, 22]. Therein, each term included 
in the double summation represents the distance between a ligand atom i with Cartesian 
coordinates (xi, yi, zi) interacting with a given protein atom j with Cartesian coordinates (xi, 
yi, zi). 
 
2.6 Computational tools to study protein-ligand interactions. 
2.6.1 AutoDock tools: AutoDock is a commonly used chemobioinformatics program that is 
one of the most cited software in the scientific community for modeling protein-ligand 
interactions. In this case, AutoDock uses the Lamarckian Genetic Algorithm (LGA) for 
predicting/evaluating the best conformation of a studied ligand within the binding site of a 
protein receptor. The empirical scoring function includes molecular force fields to handle Van 




2.6.2 AutoDock Vina: AutoDock Vina software was developed by the same group that 
developed AutoDock. It includes a new evaluation function that improves the speed and 
accuracy of docking and is compared to the aforementioned software. The AutoDock Vina 
has implemented an Iterated Local Search global optimization algorithm for efficient 
conformational space search [24-27].  
 
2.6.3 DockThor virtual screening: The DockThor- VS web server (available for free at 
https://www.dockthor.lncc.br) supports both single and structure-based virtual screening (VS) 
experiments (with up to 5,000 ligands) for registered projects [28]. It also includes a scoring 
function for soft docking (such as flexible protein-ligand docking). The DockThor scoring 
function for calculating binding affinities as total intermolecular energy (Etotal, kcal/mol) for 
the P-L complexes is based on the MMFF94S force field, which represents the sum of 
thermodynamic terms as: i) the van der Waals bond (with a buffer constant equal to δ = 0.35), 
ii) electrostatic interaction potentials between the atomic pairs of L and P, iii) the hydrogen 
bonding interaction energy, iv) the conformational rotation energy, and v) the intramolecular 
interaction energy term of the studied query ligands. The use of molecular docking simulation 
coupled with a VS framework is considered a powerful platform for the rational design of new 
drugs (including NPs and NMs) prior to their massive production, enabling the computational 
interaction analysis of a large volume of ligand designs with relevant molecular targets (i.e., 
proteins). 
 
2.6.4 Nano-QSAR tools:  This block of computational tools comes from traditional QSAR 
methods, which have been efficiently adapted to solve problems in nanobiotechnology and 
materials science. In this context, nanochemoinformatics tools can also be very useful to 
predict structure-activity/toxicity relationships of carbon nanoparticles and/or nanomaterials 
(nano-QSAR/nano-QSTR approaches) [29-35]. In particular, the term Nano-Quantitative-
Structure-Binding Relationships (nano-QSBR) model is used herein to address predictions of 
nanoparticle/nanomaterials-protein interactions (i.e., CNT-proteins, C60-proteins, and Gr-
protein interactions or nanotoxicity). In the specific case of "nanoparticles or nanomaterials", 
we can then speak of nano-QSAR (nano-QSTR) or nano-QSBR models by analogy. In 
general, these nano-QSTR/nano-QSBR models can use the physicochemical properties of NPs 
or NMs (nano-descriptors) as input to make predictions about their biological activity, 
nanotoxicity and/or theoretical binding affinities, which in most cases are difficult to 
rationalize by researchers [29-35]. In this regard, the main assumption of classical 
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QSAR/QSTR algorithms is that the similar structures (i.e., ligand-based NPs or NMs datasets 
belonging to the same family) have similar properties. Consequently, small structural changes 
should be linearly correlated with small changes in the values of their biological properties 
(nanotoxicity endpoints). Basically, there are a variety of techniques based on statistical data 
analysis that have been shown to be effective for using nano-QSTR (nano-QSBR models) to 
predict binding interactions for NPs and NMs with their biological targets. Examples of these 
techniques are: Linear Discriminant Analysis (LDA), Neural Networks (NN), Random Forest 
(RF), AI- Deep Learning algorithms, etc [29-35]. Finally, it should be noted that nano-QSTR 
(nano-QSBR models) should have feature selection capability (FS) to exclude redundant 
nano-descriptors before nano-QSTR model building[REF28]. In this regard, especially the (n, 
m)-Hamada indices (which are related to CNT chiral topology and CNT diameter) can become 
interesting candidates as input variables in nano-QSTR (nano-QSBR modeling). Moreover, 
the electrotopological and constitutional nanoscriptors derived from the structural information 
and periodic properties of NPs and NMs can be calculated as 2D/3D nano-desscriptors using 
Dragon software [29-35]. 
 
2.6.5 DFT approaches: The energetic, structural and electronic properties of a given ligand 
can be efficiently simulated using ab initio DFT calculations [36-39]. Several approaches have 
been proposed for this purpose. In the present work, we use the DFT simulation implemented 
with the Spanish Initiative for Electronic Simulations with thousands of atoms (SIESTA code) 
[36], which is able to perform fully self-consistent calculations by solving the Kohn-Sham 
equations and using numerical atomic orbitals of the ligands as basis sets [36-39]. In this sense, 
for all DFT interactions, a cutoff value equal to 200 Ry is used for the lattice integration to 
represent the charge density of the studied ligands. In this process, the atoms composing the 
ligand structures are relaxed until the residual forces are less than 0.05 eV/Å for all atoms of 
the studied ligand. Moreover, the interactions between the nucleus and the valence electrons 
are described by improved Troullier-Martins pseudopotentials [39], while the molecular 
orbitals use a localized double zeta plus polarization (DZP) basis set. On the other hand, the 
correlation energies of the ligand structures can be determined using the local density 
approximation (LDA) proposed by Perdew and Zunger [38,38]. In fact, the LDA approach 
has been shown to be more suitable than the generalized gradient approximation (GGA) to 
study weakly interacting systems such as ligand-target amino acid residues resulting from 
docking simulations and/or to explore ligand-ligand interactions (i.e., drug-drug interactions 
with pharmacological relevance for drug discovery) [36-39]. 
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2.6.6 Local perturbation response coupled with fractal approaches. 
This theoretical approach allows to evaluate the changes (fluctuations) by scanning or 
mapping the interatomic distances perturbations induced by a given ligand in the protein 
residue network (i.e., binding sites). In this regard, the perturbation response induced by the 
ligands (drugs, xenobiotics, NPs, or NMs) can be evaluated for different amplitudes of shifts 
from equilibrium in the C(α)-atoms forming the residue network of the protein using normal 
mode analysis (i.e. i.e. elastic network models - ENM models) are estimated, considering two 
states: i) the unperturbed state for the unbound protein receptor and ii) the perturbed state 
describing the protein-ligand complex as a bound state. Here, both states are quantified by the 
interaction potential (U) as Hooke's potential based on ENM models according to the 
following equation: 
 




∑ |pj − uj|
Na
j=1    (𝟑)         
Where, Up(i) is the effect of perturbation response in elastic normal mode (i), pj is the 
displacement of protein residue (j) in perturbed normal mode (bound state), uj is the 
displacement of single protein residue (j) in unperturbed mode (unbound state), and Na is the 
number of interacting residues of protein binding site. Then, a 2D matrix is generated based 
on local perturbation response scanning maps (LPRS maps images) allowing to evaluate 
allosteric signals propagation such as perturbations in the network of residues (i.e., sensors 
and effectors of the protein) between the mentioned binding states (i.e., unbound and bound 
states) which in turn are associated to allosteric cooperative mechanisms and conformational 
coupling (degree of collectivity) between low-frequency normal modes [40-43].  
Next, we can apply fractal analysis by using a combination of two recognized algorithms such 
as: (i) the fractal Mandelbrot set (cardioid image modeling) and (ii) the box counting method 
to quantify potential fractal geometric perturbations induced by a given ligand. The key idea 
behind the proposed fractal approach is the concept of fractal protein, which can be 
represented as a highly complex fractal shape according to non-Euclidean geometry in both 
the unbound and bound states, using the irregularity properties of the protein surface and the 
principles of fractal theory [44-50]. In this context, the main goal of the fractal approach is to 
theoretically describe the differences in geometric complexity (over multiple scales) and self-
similarity patterns from the previously obtained LPRS maps to allow comparison between the 
two protein states (i.e., unbound and bound states) [44-50]. Additional details are described 
in another section. 
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2.7 Experimental validation techniques for protein-ligand interaction 
2.7. 1 Isothermal titration calorimetry. 
Currently, several experimental tools have been implemented to address relevant problems in 
protein-ligand binding thermodynamics and, at the same time, as a complement to the 
validation of the theoretical tools. In this regard, X-ray crystallography of proteins provides 
important information on enthalpic contributions (i.e., vdW interactions, H-bonds, halogen 
bonds, electrostatic interactions, etc.). While one usually focuses on describing the properties 
of static ligand-receptor complexes by providing some information on the enthalpic 
contribution. However, the temperature factors (B-factors) obtained for heavy atoms (i.e., 
non-hydrogen atoms of the studied P-L complex) are particularly sensitive to the mean-square 
shifts of the interacting atoms due to thermal motions that affect the protein-ligand binding 
dynamics. In this context, isothermal titration calorimetry (ITC) allows the measurement of 
the heat generated during protein-ligand association [51-54]. To this end, during an ITC 
experiment, a specific ligand is titrated into a solution containing the protein receptor of 
interest. The strength or extent of binding is determined by directly measuring the heat 
exchange between the interacting partners (i.e., L plus P) when heat is absorbed or generated 
during binding thermodynamics. Therefore, ITC has a central importance as it is the only 
experimental method where the binding constant (Ki), binding affinity free energy (G), 
entropy (S), and enthalpy (H) can be determined simultaneously in a single experiment. 
(Perozzo et al., 2004) Moreover, the ITC experiments performed at different temperatures are 
commonly used to estimate the heat capacity change (Cp) of protein-ligand binding events 
[51-54]. In the present work, ITC experiments were performed using a VP-ITC 
microcalorimeter (MicroCal Inc., Northampton, U.S.). To determine the binding isotherms 
describing the drug-protein interactions. All experimental conditions were carried out at a 
temperature of 298.15 K and stirring was kept constant at 416 rpm [51-54]. On the other hand, 
the values obtained from the dilution experiments of pure fibrinogen were systematically 
removed from the cells containing the drug-protein complexes to ensure that all the heat 
generated was due to the P-L interaction process only, and blank control experiments were 
performed using BSA for comparison purposes [51-54]. 
 
2.7.2 Small-angle X-ray scattering   
Small angle X-ray scattering (SAXS) is a powerful analytical technique that allows the study 
of nanometric systems (1-100 nm) such as proteins (unbound state) or under the influence of 
ligands (bound state) forming P-L complexes in situ. For this purpose, SAXS is able to 
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measure the intensities of X-rays scattered by a sample (i.e., P or P-L samples) as a function 
of the scattering angle, since the elastic collision between the X-rays and the samples allows 
to obtain a SAXS profile, even under different experimental conditions (such as different 
concentrations) [55-57]. In this context, it is important to note that SAXS is considered a 
recognized method that allows validating theoretical evidence on protein-ligand interactions 
(such as crystallographic structural or conformational changes), since it is a non-destructive 
technique that requires a minimal amount of sample for the analysis [55-57]. In the present 
thesis, SAXS experiments were performed at the SAXS beamline of National Synchrotron 
Light Laboratory (LNLS) Campinas, Brazil, to validate the theoretical results obtained from 
molecular docking for the interacting system fibrinogen plus ligand (β-blocker drugs 
acebutolol and propranolol and for the xenobiotic BTS) at different test concentrations. All 
measurements were performed at a room temperature of 298 K [55-57]. 
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Structural and energetic evolution of fibrinogen toward to the 
betablocker interactions 
Abstract 
We present a computational analysis coupled with experimental studies, focusing on the 
binding-interaction between beta-adrenoreceptor blocking agents (acebutolol and 
propranolol) with fibrinogen protein (E-region). Herein, computational modeling on 
structural validation and flexibility properties of fibrinogen E-region showed that the E-
region interacting residues, which form the funnel-shaped hydrophobic cavity for ligand-
binding, can be efficiently modeled. The obtained free energy of binding (FEB) values 
for the docking complexes, namely acebutolol/fibrinogen E-region and 
propranolol/fibrinogen E-region, were very close and amounted to - 6.9 kcal/mol and - 
6.8 kcal/mol, respectively. They were supported by a high binding-accuracy (R.M.S.D < 
2 Å) for the best crystallographic binding-poses in both cases. In this regard, we identify 
a docking-mechanism of interaction for the propranolol and acebutolol mainly based on 
non-covalent hydrophobic contacts with the fibrinogen E-region binding-site. Besides, 
the beta-adrenoreceptor blocking agents are able to induce local perturbations affecting 
particularly the fibrinogen E-region allosteric residues linked to significant changes in the 
inter-residue communication and flexibility properties of residue network. In this sense, 
we show that the key biophysical parameters as frequency and collectivity degree may be 
compromised in different ways by the interaction with acebutolol and propranolol. 
Overall the obtained theoretical evidences fit well with previous experimental ones 
obtained by our group by using isothermal titration calorimetry and small angle X-ray 
scattering measurements (refer to https://doi.org/10.1016/j.ijbiomac.2019.06.229), 
allowing to corroborate and validate the proposed computational approaches. 
 
3.1 Introduction 
Nowadays it is well known the extraordinary structural and topological richness that 
proteins can exhibit. The ability of amino acids to fold and organize depending on 
temperature and solvent moves away infinitely from any human scale. On top of that, 





concentrations of different molecules or entities ranging in size from small ions to cells. 
This crowded environment remains stable by a delicate balance of countless interactions 
and reactions, mainly electrostatically and entropically driven[1-3]. Fibrinogen, a primary 
protein in the plasma associated with clotting process[4], has an important role to play in 
this regard. Not only is a protein engaging for bleeding problems, it is a high molecular 
protein containing highly diverse structures and multi-domain architecture[5]. 
Particularly, the N-terminal central nodule so-called “E-region” (~ 35 kDa) plays a 
decisive role in the  binding of the thrombin molecule and fibrin polymerization during 
the clotting process. By the other hand, from the structural point of view, E-region 
presents a unique dimeric constitution formed by Aα and Bβ chains with symmetric 
architecture forming a kind of hydrophobic cavity domain or funnel-shaped (vide 
infra).[6] 
These characteristics offer to fibrinogen the necessary tools for high surface activity, such 
as structural flexibility, high charge density or hydrophobicity. It is precisely this 
heterogeneous and sensitive structure that gives fibrinogen the opportunity to modulate 
and optimize, in a cooperatively way, its interactions with different molecules and 
surfaces[7].  
Although the topics discussed above are often addressed separately, there is an important 
point in common: fibrinogen-ligand interactions. The extensive bibliography on this topic 
indicates that the affinity between a ligand and a protein is determined by intermolecular 
hydrogen bonds and ionic interactions, as well as by the shape and charge 
complementarity of the contact surfaces of both partners [8, 9]. The complete 
understanding of the structural basis of these systems depends to a large extent on the 
detailed three-dimensional information on the protein-ligand interactions. Given the 
nature of the current tasks, the main obstacles that need to be examined urgently are 
related to the great difficulties to understand the complex interaction mechanisms, at the 
molecular level, between fibrinogen and different molecules as well as translating those 
particular results to a macroscopic scale. For this reason, in this work, we examine case 
studies representatives of distinct structural types of drugs and discuss the lessons learnt 
from each one. The selected drugs were acebutolol and propranol. 
Acebutolol is one of most prescribed beta-selective betablocker for treating hypertension. 
It has an aryloxipropranolamine chain as non-selective blocker but linked to an aromatic 
ring containing a polar-4 substituent. The molecule has the ability to self-assembly and 





hydrocarbon chain attached to it. The attraction of this molecule is that many of the β-
adrenoceptor blocking agents have pharmacological effects independent of their β 
blocking activity, such as the modification of the cell membrane. These effects are known 
as membrane stabilizing activity and include: non-specific cardiac depression, myocardial 
conduction velocity depression and local anesthetic activity. One of the routes of 
administration of acebutolol is intravenous, where it is immediately delivered to the 
bloodstream to interact with plasma proteins as fibrinogen [10]. Propranolol is a β-
adrenergic blocking agent. It is an optically inactive compound, with only the 1-isomer 
having adrenergic blocking activity. It is the most commonly used drug for hypertension; 
it is also used for other disorders such as chronic stable angina. Like acebutolol, its 
pharmacological effects have its origin in the alteration of the properties of the cell 
membrane[11].  
Once exposed both the idea and the systems to analyze, we turn now to detail the 
methodology. The changes given by the new events introduced under the control of 
computational techniques has made them indispensable especially at the atomic and 
molecular scale. In this way, docking procedure has been here employed. It is a in silico 
procedure based on molecular mechanics widely used to predict energies, binding 
modes, being able to generate a three-dimensional structures of ligands into a target 
protein in a variety of positions, conformations and orientations[12, 13]. One of the main 
limitations of the Docking it is the small area of the conformational space that can be 
explored. Therefore, it is necessary to look for a balance between the computational 
cost and the scanned search space. In addition to the computational tools, have been also 
employed experimental techniques as isothermal titration calorimetry, zeta potential and 
small angle X-ray scattering (SAXS) to study the cited systems. These techniques not 
only offer an additional route for exploring these systems at another biological scale, but 
also complement and extend the knowledgement obtained via computational/theoretical 
resources.  
 
3.2    Material and Methods 
3.2.1 Computational approach 
3.2.2 Computational modeling-based molecular docking. To tackle the study of 
interactions between beta-adrenoreceptor blocking agents (propranolol and acebutolol) 
with fibrinogen protein (E-region) a theoretical mechanistic study based on molecular 





protein receptor file (i.e., fibrinogen E-region), which was withdrawal from the RCSB 
Protein Data Bank (PDB) x-ray structures [14] like Crystal structure of the central region 
of bovine fibrinogen (E-region) at 1.4 angstroms resolution with code PDB ID: 1JY2, 
consequently with the specie model used in the experimental section during the 
thermodynamic study (Bovine plasma fibrinogen). The first stage consists of preparing 
the bovine fibrinogen (E-region) structure-file (receptor). For this purpose, the E-region 
PDB structure of bovine fibrinogen was optimized by using the AutoDock Tools 4 
software for AutoDock Vina [15,16]. The procedure includes the removal of 
crystallographic water and all the co-crystallized ligand molecules, if any.   
Afterward, the H-atoms were included in the protein structure, according to appropriate 
hybridization geometry according to the built-in modules to add Gasteiger-Marsili 
empirical atomic partial-charges and states of protonation of the bovine fibrinogen.pdb 
x-ray structure [14]. Next, the beta-adrenoreceptor blocking ligands were obtained from 
Pubchem Data Base Chemical Structure Search like: acebutolol hydrochloride molecule 
(PubChem CID: 1978; MF: C18H28N2O24) and propranolol hydrochloride (PubChem 
CID: 62882; MF: C16H22CL2O2). The ligand optimization was carried out by using the 
MOPAC extension based on geometry optimization [17]. More details on the molecular 
structure for both betablocker drugs can be found in the Figure S1 (A and B). 
Then, to study the ligand docking mechanisms with bovine fibrinogen E-region we use 
an Autodock Vina scoring function developed by Trott et al. (2016). [15,16]. According 
to the thermodynamic equations 1 and 2 depicted below: 
 
  FEBdock ≈ 𝛥𝐺bind = 𝛥𝐺vdW + 𝛥𝐺𝐻−bond + 𝛥𝐺electrost + 𝛥𝐺int (1) 



































∑ 𝛾𝑘(1 + 𝑐𝑜𝑠(𝜛𝑘𝜃𝑘 − 𝜃0𝑘))𝑙𝑖𝑔(𝑖𝑖)  (2) 
 
Herein, ΔG= - RT (ln Ki), R (gas constant) = 1.98 cal·(mol*k)
–1, and Ki represents the 





interaction potential (with 0.5 Å smoothing) that evaluates the van der Waals interactions 
as Aij/dij
2 (attractive Guassian function) and Bij/dij
6 (repulsive or hyperbolics interaction) 
as canonical Lennard-Jones interactions (ligands-fibrinogen)[24], the Gaussian term is 
negative and the parabolic positive, dij is the distance of surface calculated as dij = rij – Ri 
- Rj, where the interatomic distance is rij. Ri and Rj are the radii of the atoms in the pair of 
interaction of ligands(i)-fibrinogen (j) atoms[15,16]. The second term is the pair-
consisting of a donor and acceptor hydrogen bond (H-bond) as a directional 12-10 H-
bond potential term such as Cij/dij
12 and Dij/dij
10 with Goodford directionality, where E(t) 
is an angular weight factor which represents the H-bonds directionality and dij follows the 
criteria mentioned above. The third term represents the Coulomb electrostatic potential 
stored in the formed complex (ligands-fibrinogen) ij of N charges (qi, qj) of charged atoms 
pairs of of ligands (propranolol and acebutolol)(i) and fibrinogen(j). In this concern, 
appropriated Gasteiger partial-atomic charges of the fibrinogen was assigned. Herein, the 
interatomic distance (dij) is between the point charges as the positions reference of 
interaction based on distance-dependent dielectric constant. In the present study each 
Amber force field term was parameterized with default options for the ligands by 
summing up individual molecular mechanic contributions as: intra-molecular 
contributions, aromaticity criterion and the set number of active torsions moving of each 
ligand following the general steps on preparing the ligand from docking modeling[18-
20]. The fourth term (ΔGinternal) was applied to validate the internal steric energy of each 
ligands including dispersion-repulsion energy and a torsional-energies through the sum 
of the default force field parameters (i.e., ligand conformation-independent parameters of 
docking scoring function)[15-20].  
Following that, the electrostatic terms were considered, and the partial atomic charges of 
ligands were assigned with the Gasteiger-Huckel algorithm after the addition of polar and 
non-polar hydrogen atoms. Moreover, the conformational search space of the ligands was 
experimentally-validated with Autodock default options including a randomized large 
training dataset for ligands properties with 50 genetic algorithm runs, and 25 million 
evaluations in each, and all the structural-parameters to predict the best crystallographic 
docking pose and orientation of the ligands following the coordinate systems of the 
receptor (fibrinogen). The best root-mean-square deviation (RMSD) defined by (equation 
3) was stored as a relevant criterion of correct crystallographic binding-pose accuracy for 













It is important to note that the dimensionality of docking is based on degree of freedom 
(DOF) of each ligand: ligand atom position/translation (xi, yi, zi = 3), ligand 
orientation/quarternion (q(xi), q(yi), q(zi), q(wi) = 4), ligand rotable bonds/torsion (tor1, 
tor2, …, torn = Ntor) and total dimensionality of ligands (total DOF = 3 + 4 + n) which 
have a significant relevance in the FEBdock based on the intra-molecular contributions.  
After that, to validate the 3D x-ray crystallographic structure of bovine fibrinogen E-
region model Ramachandran plot and Ramachandran plot quality assessment were 
executed [29]. In order to avoid obtaining false positives in the generated flexible-docking 
complexes. This algorithm allows to verify the absence of restricted-flexibility for all 
residues from bovine fibrinogen E-region based on allowed torsion values of Ψ (Psi) 
versus Φ (Phi). For this instance, the all the ligands were established as rigid 
molecules[22]. The free energy of binding (FEB) of the formed docking complexes were 
calculated based on the score function which approximates the chemical potentials 
(ΔGbind). 
Before the docking simulations the fibrinogen E-region binding sites were predicted 
through DeepSite Convolutional Neural Network (DCNNs)[22-25]. This step was carried 
out as delimiting the access to fibrinogen-cavities, potentially at the van der Waals surface 
that are likely to bind to the ligands (propranolol and acebutolol). To this end, DeepSite 
considers all the crystallographic descriptors related to the fibrinogen. The DCNNs 
algorithm was validate using deep-learning library with an extensive test set with > 6500 
proteins[23]. The volumetric maps generated were used to establish the Cartesian 
coordinates of the box simulations[24] according to fibrinogen E-region grid box size 
with dimensions of X= 64Å, Y= 52Å, Z= 52Å and fibrinogen E-region grid box center 
X= 13.1Å, Y= -2.0Å, Z= 12.5Å. For this instance, an exhaustiveness (docking accuracy) 
option set to 100 was used[25,26]. 
Lastly, the affinity FEB values (ΔGbind) for the best docking poses of the formed 
complexes was obtaining like the sum of the individual molecular-mechanics terms of 
chemical potentials (ΔG): van der Waals interactions (ΔGvdW), hydrogen bond (ΔGH-bond), 
electrostatic interactions (ΔGelectrost), and intramolecular ligands interactions (ΔGinternal) 





The affinity FEB values results are classified-like energetically-unfavorable when the free 
energy of protein-ligand complexes ≥ 0 kcal/mol, indicating either extremely low or 
complete absence of affinity; otherwise are classified-like medium to high docking 
affinity.  
 
3.2.3 3D Lig-Plot diagrams. To determinate the relevant intermolecular interaction 
between ligands (propranolol and acebutolol) with the bovine fibrinogen the 
corresponding 3D Lig-Plot diagrams were carried out. To tackle this objective, a software 
named ezLigPlot was used [25,26]. This software evaluates the non-covalent 
intermolecular interactions present in a given protein-ligand complex. Then, Lig-Plot 
automatically generates schematic 3D interaction diagrams like (hydrophobic, H-bond, 
cation-Π, and Π-Π stacking) with its corresponding interatomic distances (dij) for all the 
docking complexes[25-29]. 
 
3.2.4 Perturbation response analysis-based elastic network models. This theoretical 
approach evaluates the degree of change (perturbation) induced by a given ligands 
(propranolol and acebutolol) in the residues network (fibrinogen E-region) by describing 
the interaction potential (U) for a receptor-ligand complex (R-L) as Hookean potential (or 
‘springs’) based on elastic normal mode analysis[38-40]. Which will be described in 
detail in the next section for the fibrinogen-ligand interactions. Herein, the ligand 
perturbation response was estimated by averaging across all the fibrinogen binding-
residues for the different amplitude between the perturbed and the unperturbed state of 
the displacements from equilibrium using anisotropic vibrational modes analysis[30-35]. 
 
3.3 Results and discussion 
To tackle with precision relevant interactions of fibrinogen with ligand, the knowledge of 
its structure and physiological function must be treated jointly. In this regard, high-
crystallographic resolution structure assays of the N-terminal central E-region of bovine 
fibrinogen reveals a singular dimeric with symmetric architecture[36-41]. The two 
fragments of the fibrinogen molecule bond tightly at the middle forming disulfide 
linkages (α-α crosslinking) and noncovalent hydrophobic contacts in a central nodule. 
The E-region is formed by Aα and Bβ chains which form a kind of funnel-shaped or 
hydrophobic cavity domain with an unusual and tangled structure; herein, is located in 





terminal Bβ-γ chains fold into an individually separated domain. Where, a unique pair of 
adjacent disulfide-bonds locally constrain the two Bβ-γ chains (γ-γ crosslinking) allow to 
adopt several conformations. This Bβ-γ/Bβ-γ dimeric domain from E-region presents an 
asymmetry architecture that ensuring the known protofibrins supercoiling in the 
fibrinogen molecule during critical stages of the blood coagulation process[41]. For all 
the above mentioned, the proposed computational modeling is focused on the study of the 
interaction of ligands (propranolol and acebutolol) with the central E-region of the 
fibrinogen molecule. According to this idea, the general information on fibrinogen E-
region molecular structure is provided in the Figure 1.  
 
Figure 1. A) Representation of general structure of bovine fibrinogen by relevant regions 
like two C-terminal portions of the carbohydrate-linking coiled-coil (D-regions) and the 
central nodule (E-region) highlighted inside the blue rectangle with the corresponding 
chains (Aα and Bβ chains) which make up a kind of funnel-hydrophobic cavity (thrombin 
binding-domain). B) Domain separation representation of E-region according to 
similarity structural and functional criteria showing the D-regions symmetric domains 
(color label blue) and the funnel-hydrophobic cavity formed by the γ-γ and α-α 
crosslinking from Aα and Bβ chains (red-color label). C) Secondary structure and 
sequence of amino acid residue number by chains for the fibrinogen E-region. More 
details on the fibrinogen whole molecular structure can be found in Figure S2. Source 
Elsevier article, please visit: https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 







Next, to ensure success of molecular docking modeling one of the most important task is 
the prediction of feasible binding-sites of the protein, linked to an appropriate structural-
validation and flexibility properties of the protein (fibrinogen E-region). Several 
algorithms and procedures for detecting relevant binding cavities have been implemented 
over the years to reach the cited goal. In this concern, in the present study the prediction 
of binding-sites from the bovine fibrinogen E-region was carried out by using machine 
learning methods-based 3D-Deep Convolutional Neural Networks. The results on the 
structure prediction/identification of fibrinogen binding site are presented in the Figure 
2. Thus, it is possible to identify a single functional pocket in the protein structure. This 
pocket is surrounded by a remarkable abundance of polar residues as serine, threonine 
and cysteine ([CYS]48:Q.CA, [THR]21:P.CA, [THR]85:R.CA, [SER]50:Q.CB, 
[THR]85:Q.CA, [THR]22:S.CA, [CYS]44:N.C, [THR]85.O.CA). The distribution of 
these aminocids at the binding site is higher than in the rest of the protein structure. These 
residues play a primary role in catalysis and their presence restricts the possible types of 
interactions with ligands (propranolol and acebutolol). The flexibility of the protein is a 
crucial issue both for the correct prediction of the ligands binding modes and for the 
determination of the different conformational changes that the ligands can produce. This 
flexibility allows the opening, closing and adaptation of the binding sites to control the 
binding processes and the specific physiological function of the proteins. We have already 
commented that the residues surrounding the binding site determine their operation. 
However, residues outside the binding site can also have a long-range effect on the 
properties of the binding site[42-44]. The result of the calculation of the flexibility is 
shown in the Figures 2 (D and E). As it can be observed the most rigid area corresponds 
to the binding site, while the rest of the structure is much more flexible. This fact enhances 
the importance of steric requirement’s. In addition, the matrix cross-correlation shows 









Figure 2. A) The top box of dashed lines is just to represent the structural attributes of 
bovine fibrinogen like: A) Representation of the full x-ray crystallographic molecular 
structure of bovine fibrinogen highlighting E-region with the corresponding thrombin 
binding-domain, B) and C) DeepSite convolutional neural network-based predictor for 
calculation of topological-cavities and dimensions of grid box center of docking 
simulation from fibrinogen E-region with maximum score = 1.0. The box down of dashed 
lines represent functional attributes of bovine fibrinogen (E-region) where C-terminal 
fragments (D-region) of the carbohydrate-linking coiled coils are omitted for clarity, then 
is depicted like: D) Flexibility analysis of fibrinogen E-region based on the fluctuations 
size of the slowest vibration-modes of the protein from E-region residues with low-
flexibility (blue) to high-flexibility (red). Highlighting the E-region catalytic binding site 
(within the blue rectangle). E) Distance matrix-cross correlation showing the inter-
residue flexibility-based correlations between residue fluctuations from E-region, plotted 
like a function of residue indices i and j (number of residue). Source Elsevier article, 
please visit: https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 15 september 
2019) 
Following this sequence, to validate the 3D X-ray crystallographic quality of the E-region 
molecular structure model the Ramachandran plot was carried up as a control test to avoid 
false positive flexible docking experiments. The Ramachandran plot is a two-dimensional 
projection on the plane from 3D-crystallographic protein model that consider all the 





which are defined according to the torsion dihedral angles (Psi vs. Phi) around the 
fibrinogen peptide-bond residues. For this end, allowed torsion values for Phi vs. Psi 
dihedral angles are found inside the Ramachandran colored purple contour (i.e., 
conformationally-favored E-region residues). Otherwise, are classified as E-region 
residues sterically-disallowed which are associated with torsion dihedral angles Psi vs. 
Phi values which appear outside of the Ramachandran colored purple contour (like 
conformationally non-favored E-region residues). See Figure 3. For this instance, was 
obtained a high-quality model structure based Ramachandran plot for fibrinogen E-region 
with high resolution of 1.4 Å, with expected % > 95 % (red dotted line) for the favored 
region of the residues. 
 
 
Figure 3. A) Representation of 2D-Ramachandran plot showing the Phi vs. Psi torsion 
dihedral angles and spatial distribution of Ramachandran outliers (empty pink circles) in 
the PDB x-ray whole structure of fibrinogen. Herein, all the possible torsion dihedral 
angles combinations of each amino-acid residue are depicted. B) Ramachandran plot 
quality assessment (fibrinogen E-region) is evaluated by the percentage (%) of the 
residues that are in the most-favored in the regions of the Ramachandran plot (or purple 
core) vs. crystallographic resolution (Å). To avoid obtaining false positives on the 
betablocker docking interactions, we check the absence of restricted-flexibility by 
filtering only the relevant betablocker interacting with binding residues from the 
Ramachandran plot of E-region catalytic binding site. Additional details on the 
Ramachandran plot just for E-region can be found like supplementary material (Figure 
S3) Source Elsevier article, please visit: https://doi.org/10.1016/j.ijbiomac.2019.06.229 






Continuing the trend, we performed the molecular docking approaches to get the Gibbs 
free energy of binding (FEB, kcal/mol) for the docking complexes formed between the 
bovine fibrinogen E-region and the ligands (acebutolol and propranolol). For this 
instance, the docking results are classified as energetically-unfavorable when the FEB 
values ≥ 0 kcal/mol from the docking complexes, aiming at extremely low or complete 
absence of affinity of binding; otherwise is categorized as medium to high binding 
affinity. Then, modeling results show that the tested beta-adrenoreceptor blocking agents 
were able to interact-favorably with fibrinogen E-region following a spontaneous 
thermodynamic process (ΔGbind < 0 kcal/mol) with very similar free energies as shown in 
the Figure 4 (B and C). The local perturbation response scanning maps (LPRS maps) 
show the different patterns of interactions based on the strength of perturbation response 
with fibrinogen E-region binding residues in the absence (unoccupied fibrinogen E-
region) and presence of ligands (acebutolol and propranolol). Highlighting the different 
behavior of local perturbation induced by the ligands in the 3D molecular structure of the 
protein in the top of the panel (inside the blue rectangle) with the corresponding intensity 
bar color (on the right). For this instance, from dark blue to red regions correspond to low 
to high strength of perturbation response respectively for 278 C(α)-atoms in the 
fibrinogen E-region. For this instance, all C(α)- atoms in the LPRS maps were established 







Figure 4. On the left of each panel van der Wall surface representation for the three cases 
studied like: A) unoccupied fibrinogen E-region, B) acebutolol/fibrinogen E-region 
docking complex, and C) propranolol/fibrinogen E-region docking complex with the 
corresponding Gibbs free energy of binding for the best crystallographic-docking poses 
(RMSD < 2Å). On the right of each panel is depicted the local perturbation response 
scanning maps (LPRS maps) for the aforementioned three cases. Source Elsevier article, 
please visit: https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 15 september 
2019) 
The elastic network approach from the best docking complexes was performed 
considering each fibrinogen E-region residues (i.e., fibrinogen-node positions are 
identified with the coordinates of C(α)-atoms from N-residues) interacting with the 
ligands and the potential (U) is calculated like the sum of individual harmonic 
potentials[32-35]. In the present study the elastic network approach describes the 
potential U for ligand-fibrinogen E-region complex (fib(j)-Lig(i) or R-L) as Hookean 
potential (or ‘springs’):  
  𝑈𝑅−𝐿 = ∑
1
2











Herein, the force constant of the spring connecting ligand (i)-atoms and j-C(α)-atoms of 
the ligands (acebutolol and propranolol) and fibrinogen E-region receptor it is taken as γL 
and γR respectively. These values are defined as: 












for this instance, the cutoff for γR = 1, dij
0 is the distance between i/j-C(α)-atoms of the 
ligand (L) and receptor (R) complexes, the equilibrium condition it is taken by the 
superscript “0” (assumed in elastic network model) and the dcutoff = 7 Å. Next, for a system 
of N-atoms, there will be 3N-degrees of freedom, and UR-L is a function thereof. The 3N-
degrees of freedom are taken from the Cartesian coordinates (x, y, and z) of each i, j-atom 
like atom charges: (qix, qiy, and qiz)L and (qjx, qjy, and qjz)R for L and R respectively. In this 
concern normal mode analysis is based on harmonic potential approximation that allows 
to describe analytically solutions for vibrational motion-equations of unperturbed and/or 
perturbed protein under the influence of external stimuli (i.e., beta-adrenoreceptor 





potential energy matrix (U) obtained from mass-weighted second derivatives[38]. Where 
the normal modes are the eigenvectors of the Hessian matrix defined by: 
  𝑈 = [







𝑈𝑁,1 𝑈𝑁,2 … 𝑈𝑁,𝑁
] (6) 
where each U is a 3 (m + n) x 3 (m + n) matrix which holds the anisotropic information’s 
regarding the orientation of residues (or number of C(α)-nodes of fibrinogen receptor (m 
or R(m)) and ligands (n or L(n)) respectively. Then, we can define U (U
C) of the potential 
((U), i.e., UR-L) according to: 
 




herein, UC has two 3N x 3N diagonal submatrices like UR (3m x 3m) and UL (3n x 3n) that 
describe the intramolecular coupling motions of R and L respectively[32-35]. These 
diagonal submatrices or super-elements is related to the coupled DoFs for the same atoms 
from the Lii or Rjj for the evaluated ligands and fibrinogen respectively. The Hessian U
C 
diagonal super-elements (UR and UL) are calculated according to the following equation: 
  𝑈𝑖,𝑖 = 𝑈
𝑅𝑅 = 𝑈𝐿𝐿 = −∑ 𝑈𝑖,𝑗
𝑁
𝑗=1,𝑗≠𝑖  (8) 
Furthermore, UC has two 3N x 3N off-diagonal submatrices like URL ≡ (ULR)T that describe 
the intermolecular docking interactions like perturbations responses between motions of 
R (i.e., fibrinogen E-region j-C(α)-atoms) and ligands (L: acebutolol and propranolol). 
For this instance, the Hessian matrix UC for off-diagonal super elements (URL and (ULR)T) 
present the form:  











































































Herein, i ϵ N (R) and j ϵ {k| (i, k) ϵ N (R, L)} of the receptor (R) and ligands (L) 
respectively. The off-diagonal super-elements of can be replaced by the Hessian elements 
which represents the force of the perturbation (URL) induced by the ligands in a given 
magnitude on the fibrinogen E-region residues network as depicted below in equation 10: 
(10) 
By the other hand, we define the (i,j)-residue fluctuation like ΔRi and ΔRj, we denote as 
Ri
0 and Rj
0 vectors respect to the XYZ-components of the instantaneous distance vector 
Rij
0 for the equilibrium position and their corresponding instantaneous-values are Ri and 
Rj. Furthermore, dij
0 and dij represent the equilibrium position and instantaneous 
separation vectors between i and j residue sites. Separation changes (i.e., displacements-







0) R-L and zij
0 = (zj
0 - zi
0) R-L are depicted by Δdij = (dij - dij
0) = ΔRj - ΔRi. For 
this instance, the cross-correlation between fibrinogen residue fluctuations can be 
obtained by means of the equation: 
 





Where U-1ij is the ij
th element of the inverse of the elastic network potential URL given by 
the equation (12). Therefore, the determination of cross-correlations between fibrinogen 
residue fluctuations is determined by the ijth element of the U-1 of U [42-46]. Then, the 
normalized cross-correlation (Cij) between the i
th and jth-fibrinogen residue is defined by: 
  










In the LPRS maps the ith rows is related to the response generated upon perturbing residue 





columns of the LPRS map represent the sensitivity in response to the perturbation of all 
fibrinogen allosteric residues (j-sensors residues)[42-46]. 
Besides, the elastic network analysis on local perturbation of fibrinogen E-region residue 
pairs (i, j), allows to know the directions of movement, normal modes of fluctuations, of 
the atoms that make them up. These modes represent all the fluctuation patterns or 
possible ways in which the structure of the protein will oscillate around its equilibrium 
conformation (or minimum local energy) when perturbed by the present of ligands in the 
binding sites. The vibrational analysis of the proteins, allows to know the directions of 
movement, normal modes of vibration, of the atoms that make them up. These modes 
represent all the patterns or possible ways in which the structure of the protein will 
oscillate around its equilibrium conformation (minimum local energy) when disturbed. 
Deformation of a protein can be expressed as a linear combination of several of these 
calculated modes. The modes with higher frequencies represent very localized 
movements in which a low number of atoms intervene (vibration of the hydrogen atoms). 
On the other hand, the modes with the lowest frequencies correspond to movements 
delocalized or collective in which a large number of atoms are involved that oscillate with 
a considerable amplitude. Precisely these are the most relevant modes because they are 
related to the functional properties of proteins. In this regard, the fibrinogen deformation 
can be expressed as a linear combination of several of these calculated flexibility normal 
modes. According to this, the properties of elastic network models for the fibrinogen 
based on the frequency (1/λ) was determinated like the reciprocal of eigenvalue and 
collectivity degree of normal modes from the fibrinogen E-region which are affected by 
the presence of ligands inducing appreciable changes in the inter-residue communication 
(i.e., correlation of the vibration by cluster de residues). According to the definition the 
collectivity degree (Kk) indicates the fraction of residues (fibrinogen E-region residues) 







Figure 5. Graphical representation of the properties of the fibrinogen E-region elastic 
network models based on normal modes frequencies (1/λ) vs. low frequency normal 
modes for three evaluated like A) unoccupied fibrinogen E-region, B) acebutolol 
hydrochloride/fibrinogen and C) propranolol hydrochloride/fibrinogen. Next is 
represented the biophysical parameter degree of collectivity (Kk) vs. low frequency 
normal modes for three evaluated conditions: D) unoccupied fibrinogen E-region, E) and 
F) for acetabutolol and propranolol respectively.  On the far right are represented the 
matrix-cross correlation maps showing the correlations between residue fluctuations from 
fibrinogen E-region, which are plotted like a function of i vs. j residue indices together 
with the corresponding flexibility changes in the 3D molecular structure of fibrinogen E-
region (in the top rectangle) in the absence and presence of beta-adrenoreceptor blocking 
ligands like G) unoccupied fibrinogen E-region, H) acebutolol hydrochloride/fibrinogen 
and I) propranolol hydrochloride/fibrinogen. The i,j-pairs to fully correlated fluctuation-
residues with strong correlations (0.2 ≤ Cij ≤ 1) with color red-label pointing the same 
orientation for the i and j fibrinogen residues-flexibility. while the anti-correlated motion-
based flexibility (i.e.: Cij ≤ 0) are colored in blue (i.e., opposite-direction for the i,j-residue 
fluctuations and for moderately correlated and/or uncorrelated fibrinogen regions (Cij ≈ 
0) are colored in light red and blue, respectively. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 15 september 2019) 
 
The motion frequency of normal modes for unoccupied fibrinogen E-region and in the 





of the eigenvalue (1/λ)[42-46]. From the biophysical point of view, a higher value of 1/λ 
indicates a lower mode with low motion frequency which are highly associated to the 
biochemical functions and represent very localized movements in which a low number of 
atoms from R and L are involved. The present of the ligands acebutolol and propranolol 
in the fibrinogen E-region binding site showed a decrease following the reference of the 
maximum frequency eigenvalue (1/λ: from 10.81 to 8.8 and 8.816) suggesting at least 
theoretically a loss of fibrinogen function for both cases. The same behavior was observed 
for the biophysical parameter collectivity degree where was obtained a value of 
unoccupied fibrinogen E-region (0.602) > propranolol (0.502) > acebutolol (0.497) 
following the reference of maximum degree of collectivity. This parameter informs about 
how the structural elements (fibrinogen binding residues) move together in that particular 
mode. The collectivity (Kk) for a given k-normal mode is estimate of the cooperativity 
degree between residues in that normal mode and can be defined according to: 
 







𝑖  (13) 
 
where, k is the normal mode number, Δdij = dij – dij
0 is the magnitude of the displacement 
(i.e., displacements-based R-L perturbation) previously defined tacking into account the 
C(α)-atoms from residue in the mode k. The subscripts i and j are the indices for 
interacting i,j-fibrinogen residues.  
Then, a high collectivity degree is associated to high entropy, that means highly-
cooperative normal mode that involving a significant region or sometimes the full 
structure of the protein (i.e., ligand interaction inducing motion-fluctuations distributed 
over a larger number of fibrinogen residues rather than being orderly confined to a few 
residues). From the biophysical point of view lower frequency (1/λ) usually present 
higher collectivity degree that triggering cooperative allosteric-responses which are 
mainly of interest to explain docking interactions based on perturbation induced by ligand 
in allosteric binding residues of fibrinogen molecule[42-46].  
According to the Figure 5 (G, H, and I) the theoretical evidences suggest that the 
molecular docking mechanism of the studied beta-adrenoreceptor blocking ligands with 
the fibrinogen molecule are most likely based on local-perturbations of normal modes of 
vibration of allosteric residues that are part of the funnel-hydrophobic cavity of E-region. 





the γ-γ and α-α crosslinking from Aα and Bβ chains by increasing the dynamical 
correlation between the residue fluctuations which interact with the acebutolol and 
propranolol. These effects theoretically could have negative consequences for the 
coagulation process (fibrin polymerization) preventing the assembly of the thrombin 
molecule. The individualized correlation analysis by elastic normal modes has a 
paramount importance in the identification of long-range perturbation-based correlations. 
In fact, in the coordinate space, the spatial correlation between the positions of i, j-residue 
pairs contain the summation of all modes (inter-modes cooperation) for a given cutoff 
motion frequency. That is meanwhile, the extent of inter-modes cooperation decays 
notably with increasing displacements-based R-L perturbation (Δdij) and by the presence 
of beta-adrenoreceptor blocking ligands that could affect the functional states of 
fibrinogen molecule which are strongly dependent on its flexibility properties.  
In order to get more fully acquainted with the frequency-collectivity degree relationship 
(1/λ↔K(k)) a clustering approach was performed by considering the aforementioned three 
conditions (Unoccupied fibrinogen E-region, acebutolol hydrochloride/fibrinogen and 
propranolol hydrochloride/fibrinogen). See Figure 6.  
 
Figure 6. Hierarchical cluster analysis (HCA) based on K-means clustering for 
frequency-collectivity degree relationship (1/λ↔K(k)) considering evaluated modeling 
conditions like A) unoccupied fibrinogen E-region, B) acebutolol 
hydrochloride/fibrinogen and C) propranolol hydrochloride/fibrinogen. The color 





coefficients of the aforementioned conditions. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 15 september 2019) 
 
In this context, it is possible to extract detailed information about hidden large-scale of 
relationships that affect the fibrinogen binding interaction with the beta-adrenoreceptor 
blocking ligands by considering the properties of normal modes and extracting 
similarities and differences on the interaction patterns to explain the binding mechanisms. 
To this end, we applied hierarchical cluster analysis based on K-means clustering with 
heatmaps following the criteria of maximum average dissimilarity. [47-50] This approach 
allows to visualize high-dimensional data because aims to partition n-observations into k-
clusters where each observation is part of the cluster with the nearest mean, which serves 
as a prototype of it. Identifying k-number of centroids, and after that assigns each data 
point to the nearest cluster referred to averaging of the n-observations (i.e., finding the 
centroid)[47-50]. The k-means algorithm is an unsupervised machine learning algorithm 
that can be applied for this instance to efficient partition of the input data set formed by 
(# of normal modes, 1/λ and K(k))) into k-clusters including the values of data points and 
the correlation coefficients between the n-observations (i.e., rows 28: categories or 
clusters for the 1/λ↔K(k) relationships by individual layers) and the evaluated factors like 
individual normal mode properties (i.e., 3 columns: # of normal modes, frequency and 
degree of collectivity) are simultaneously represented in the same graphs[47-50]. Herein, 
although the evaluated drugs (acebutolol and propranolol) belong to the same 
pharmacological group (beta-adrenoreceptor blocking agents) it is easy to identify cluster 
dissimilarity in the interaction-patterns from the physiological condition represented by 
unoccupied fibrinogen E-region. Particularly, the elastic network parameters 1/λ and K(k) 
which were presented in the same cluster based on y-axis (columns of factors or feature 
group) showing marked cluster-dissimilarity based on the correlation coefficients of the 
evaluated conditions with beta-adrenoreceptor blocking agents acebutolol and 
propranolol and the unoccupied fibrinogen E-region and also between these two drugs 
when we analyze the number and of clusters and hierarchical architecture individually 
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Figure S1. Molecular structure of the betablocker drug under study as A) Propranolol 
and B) Acebutolol. Source Elsevier article, please visit: 






Figure S2. Molecular structure of the fibrinogen protein as A) whole molecular structure 
(marked like red plus green color), and B) Fibrinogen structure highlighting the E-region 
marked in green color. Source Elsevier article, please visit: 





Figure S3. Representation of 2D-Ramachandran plot showing the Phi vs. Psi torsion 
dihedral angles for the molecular structure of fibrinogen E-region binding site. Herein, 





depicted as black dots within the purple contour line. For this instance, note the total 
absence of Ramachandran outliers for conformationally-unfavored amino acid residues 
(i.e., outsite the purple contour line). Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2019.06.229 (accessed on 15 september 2019) 
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Mapping the underlying mechanisms of fibrinogen benzothiazole drug interactions 
using computational and experimental approaches 
 
Abstract 
Three-dimensional conformational crystallographic binding-modes are of paramount 
importance to understand the docking mechanism of protein-ligand interactions and to 
identify potential "leading drugs" conformers towards rational drugs-design. Herein, we 
present an integrated computational-experimental study tackling the problem of multiple 
binding modes among the ligand 3-(2-Benzothiazolylthio)-propane sulfonic acid (BTS) and 
the fibrinogen receptor (E-region). Based on molecular docking simulations, we found that 
the free energy of binding values for nine of different BTS-docking complexes (i.e., BTS-
pose_1-9) were very close. We have also identified a docking-mechanism of BTS-interaction 
mainly based on non-covalent hydrophobic interactions with H-bond contacts stabilizing the 
fibrinogen-BTS docking complexes. Interestingly, the different BTS-poses_1-9 were found to 
be able to block the fibrinogen binding site (E-region) by inducing local perturbations in 
effector and allosteric residues, reducing the degree of collectivity in its flexibility normal 
modes. As such, we theoretically suggest that the BTS-binding modes can significantly affect 
the physiological condition theoretically represented by the unoccupied fibrinogen protein 
structure by bringing global and local perturbations in the frequency domain spectra. The 
theoretical conformational mechanisms of interactions proposed here, were further 
corroborated by applying isothermal titration calorimetry (ITC) and small angle X-ray 
scattering (SAXS) experiments. Overall theoretical and experimental results shall open new 




Proteins are responsible for most of the functions that occur in living organism, and for that 
purpose they need to maintain their three-dimensional structure. However, this is not an easy 
task because they are thermodynamically active, highly dynamic and tend to interact with 
several competing targets [1-3]. In this context, the arrangement by which proteins interact 
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with other molecular entities, whether specifically or not, has challenged many researchers to 
define biophysical parameters that characterize this action and has generated an authentic 
avalanche of publications [4, 5]. Nevertheless, still nowadays, support in this topic is in great 
demand as a result of increased awareness in biotechnology and nanomedicine applications. 
Despite all the advances in this field, establishing a protein’s structure in its native state is a 
complex task and many physical methods are cumulatively required for its elucidation. In the 
last decades, computational tools have been added to complement the toolkit of scientists. 
However, it is not always easy to work with these two different tandem approaches, but a 
balance is necessary. In order for the approaches to remain broad and varied, researchers must 
not allow any of them to be eternally petrified. As always, the work of the researchers is to 
shed light to the enormous unknowns that hinder the path to the total understanding of the 
phenomena. Always bearing in mind that the results obtained by themselves must be 
sufficiently solid to be recognized while flexible enough in order not to limit future knowledge 
[6, 7]. 
Many diseases are based on biomolecular interactions. The different interactions of the 
proteins trigger mechanisms and signals that can indicate the state of health or disease in the 
organisms. Thus, protein interactions are behind the molecular basis of diseases and might 
assist methods of prevention, diagnosis and treatment [8]. On the other hand, the increase in 
the clinical use of therapeutic proteins has drawn attention to the potential for protein-drug 
interactions [9] and regulatory agencies have recently issued interaction guidelines, which 
require determination of plasma protein binding [10].  
Fibrinogen (or factor I) is a large and elongated triglobular protein, part of the blood plasma 
of vertebrates. Its main function is to form fibrin clots to avoid the loss of blood due to injury. 
The protein (around 340 kDa) is 45 nm long, with a diameter of 5 nm, comprising a round 
disulfide-linked dimer composed of three pairs of nonidentical polypeptide chains, called Aα, 
Bβ, and γ (attached with 29 disulfide bonds and no free sulfhydryl groups), the predominant 
forms of which have 610, 461, and 411 amino acids, respectively [11]. Plasma levels of 
fibrinogen have been described as risk predictors of cardiovascular disease. It has been shown 
that drugs such as ticlopidione or fibrates are effective reducing fribrinogen levels. In addition, 
this effectiveness is affected by various factors, such as the presence of other diseases like 
diabetes [12]. Curcumin is a popular pigment with numerous known medical applications. 
However, its rapid degradation in biological fluids limits its action. Leung et al. have shown 
that the binging of curcumin to fibrinogen suppresses the degradation process by 95% [13]. 
Further, nanoparticles have been demonstrated to be very important for drug delivery systems 
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and, consequently, highlighting the role of protein-nanoparticle interactions [14]. In that 
respect, the binding of fibrinogen with gold nanoparticles has also been reported, underlining 
the importance of the process dynamics [15]. Computational techniques have also been 
focused on fibrinogen. Liu et al. have reported molecular docking simulations of the 
interaction of an anticoaagulant drug and fibrinogen to obtain features of the possible binding 
models. They found that hydrogen bonding and hydrophobic interactions embody 86% of the 
total energy [16].  
Benzothiazole derivatives have been extensively applied in both therapeutic treatments and 
diagnosis including amyloid-β markers and dyes to follow protein conformational changes in 
cells. It has been discovered that a series of benzothiazoles substitutes are selective and high 
affinity inhibitors of different triosephosphate isomerases (TIM) including Tripanosome cruzi 
(Tc) and Tripanosome brucei (Tb) TIMs. Among the anti-tumor drugs discovered recently, 
several studies have concluded that the benzothiazole nucleus has a strong anticancer activity 
against human cancers. Some authors have found that some compounds including the 
benzothiazol nucleus killed cells in a tumor-specific way. Benzothiazoles derivatives have 
indeed been reported to possess potent anticancer properties due to their structural similarity 
with naturally occurring purines as they can easily interact with biomolecules of the living 
systems [17]. Diverse biological activities such as antiviral, antifungal or antibacterial have 
also been described [18, 19]. 
In this light, this work aims at disclosing the interactions between fibrinogen and 3-(2-
Benzothiazolylthio)-propanesulfonic acid (BTS). In order to establish different approaches 
and strategies to deal with this system, emphasis has been placed on innovative approaches. 
Thus, molecular docking and local perturbation response scanning maps were chosen, since 
these give information about the interaction energy and local protein conformational changes 
[20, 21]. Further, we introduce for the first time, a combined methodology by using two 
recognized image-processing algorithms to tackle the ligand-conformations problem of BTS 
from a qualitative and quantitative point of view, namely: Fast Fourier transform (2D-FFT) 
and fractal approaches [22, 23]. These two methods offered information about the 
supramolecular complex. On the other hand, experimental results provided by isothermal 
titration calorimetry and Small Angle X-ray scattering were analyzed and contrasted with the 






4.2    Material and Methods 
4.2.1 Computational approaches 
4.2.2 Computational modeling-based molecular docking. To study the binding properties 
between BTS and fibrinogen protein (E-region) a theoretical mechanistic study based on 
molecular docking was performed. Towards such end, first we prepared the protein receptor 
file (i.e., fibrinogen E-region), which was withdrawan from the RCSB Protein Data Bank 
(PDB) X-ray structures [24], i.e. with PDB ID: 1JY2. Afterwards, the fibrinogen (E-region) 
receptor molecular structure was optimized by applying the AutoDock Tools 4 software, using 
the AutoDock Vina scoring function [25,26]. This software starts by removing all the 
crystallographic waters as well as all co-crystallized ligands if present. Next, H-atoms were 
included in the fibrinogen protein structure, following an appropriate hybridization geometry 
by adding Gasteiger-Marsili empirical atomic partial-charges and protonation states of the X-
ray fibrinogen pdb structure [24]. Following this, the BTS ligand was obtained from the 
Pubchem Data Base Chemical Structure Search (PubChem CID: 162569; MF: C10H11NO3S3). 
[27]. The drug geometry optimization was carried out by using the MOPAC extension based 
on NDDO aproximation [25,26]. To study the drug docking mechanisms with bovine 
fibrinogen E-region, we used the Autodock Vina scoring function developed by Trott et al. 
[25,26] to obtain the free energy of binging (FEB) based on X-Score function which 
approximates the standard chemical potentials.  Before the docking modeling, the 
fibrinogen E-region binding-sites were predicted through the ezPocket with fconv for binding-
site detection [28-29]. This step was carried out as delimiting the access to fibrinogen-cavities, 
like van der Waals surfaces that are likely to bind to the ligands (BTS). To this end, the fconv 
analysis uses Delaunay triangulation with weighted points to detect plausible binding pockets. 
Herein, the volumetric map of the fibrinogen binding-site is generated together with the 
Cartesian XYZ-coordinates for the docking box simulations [28-31], i.e.: grid box size with 
dimensions of X= 64Å, Y= 52Å, Z= 52Å and grid box center X= 13.1Å, Y= -2.0Å, Z= 12.5Å. 
For this purpose, a docking accuracy was fixed at 100 and after that, the best nine 
conformations or BTS binding-poses were selected [28-31]. The docking affinity (FEB 
values) were classified like energetically-unfavorable when the FEB of fibrinogen-BTS 
complexes ≥ 0 kcal/mol, therefore indicating either extremely low or complete absence of 
affinity; otherwise the fibrinogen-BTS docking complexes were classified like medium to 




4.2.3 3D Lig-Plot diagrams. This algorithm was applied to evaluate the influence in the FEB 
values for the different contributions of the ligand binding-poses (BTS binding-poses = 9) 
interacting with the fibrinogen E-region. To specified the key relevant intermolecular 
interactions between BTS binding-poses with the fibrinogen, 3D Lig-Plot diagrams were 
analyzed. To tackle this objective, a software named ezLigPlot was used. This software 
determines the non-covalent intermolecular interactions present in a given protein-ligand 
complex and it builds automatically a 3D-interaction diagram that includes hydrophobic, H-
bond, cation-Π, and Π-Π stacking interactions along with its corresponding interatomic 
distances (dij) for each BTS binding-poses from the obtained docking complexes [32]. 
 
4.2.4 Perturbation response maps and collectivity degree-based elastic network models. 
This computational approach evaluates the degree of change (i.e., interatomic distances 
perturbation between residue fluctuations) induced by a given ligand (BTS) in the residues 
network (fibrinogen E-region) by describing the receptor-ligand complex (fib(j)-Lig(i) or R-L) 
interaction potential (U) as a Hookean potential based on an elastic network analysis (ENM) 
[33]. Herein, the perturbation response-induced by BTS on fibrinogen binding-site was 
estimated by averaging across all the fibrinogen binding-residues for different amplitudes 
between the perturbed and the unperturbed state of the displacements from equilibrium using 
anisotropic vibrational analysis [33]. That is, using the following equation: 
 
  𝑒𝑝(𝑖) =  
1
𝑁𝑎
∑ |𝑝𝑗 − 𝑢𝑗|
𝑁𝑎
𝑗=1      (1) 
 
where  𝑒𝑝(𝑖) stands for the effect of the perturbation response in the anisotropic normal mode 




R-L), uj stands for the displacement of individual fibrinogen interacting residues 
(j) in the unperturbed normal mode ((𝑑𝑖𝑗 − 𝑑𝑖𝑗
0 )
2
R-R), and Na is the number of binding site 
residues obtained from the 3D Lig-Plot diagram analysis of each BTS binding-poses in the 
fibrinogen E-region protein receptor. The  𝑒𝑝(𝑖) effect is depicted as a local perturbation 
response scanning map (LPRS map) for the different BTS binding-poses. Here the ith rows are 
related to the response generated upon perturbing fibrinogen residue (i) and its average (i.e., 
over all k-receivers residues of fibrinogen). While the kth columns of the LPRS maps depict 
the sensitivity in response to the perturbation for all the fibrinogen allosteric residues (j-
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sensors residues) [43]. We also consider other recognized parameters, like the degree of 
collectivity (Kk) for a given k-normal mode. This biophysical parameter informs about how 
the structural elements (fibrinogen binding residues) move together in that particular mode 
(k). Then, Kk is useful to estimate the cooperativity degree between residues in a given k-
normal mode as shown below. 







𝑖      (2) 
 
where k is the normal mode number, Δdij (= dij – dij
0) stands for the amplitude of the individual 
displacement induced by the different BTS-ligand binding poses (i.e., displacements from R-
L perturbation) as previously defined [42,43]. 
 
4.2.5 LPRS-maps image analysis-based on Fractal and Fast Fourier Transform. Herein, 
we introduced for the first time a combination of Fast Fourier Transform (2D-FFT) and two 
fractal approaches  that is, Mandelbrot set and box-counting methods [44-48], in order to 
identify different perturbation signals and fractal patterns based on local geometrical 
perturbations from the computational image processing. Those images were obtained from the 
LPRS maps for the different BTS-binding poses interacting with the fibrinogen E-region. For 
this purpose, we applied digital image processing based on 2D-Fast Fourier Transform (2D-
FFT) for the previously obtained unperturbed and perturbed fibrinogen LPRS-maps. The FFT 
algorithm is a powerful digital image processing tool, which is used to decompose an image 
(LPRS maps) into its sine and cosine components. The number of frequencies (ω =2𝜋𝑘𝑛/𝑁) 
corresponds to the number of pixels (N) in the original LPRS map image (input image). These 
calculated frequencies contain relevant information about the geometric pattern of the 
biological response [44-48]. This fact allows the identification of spatiotemporal properties 
and patterns of complex pharmacological systems, such as the ones here targeted, i.e. the BTS-
ligand binding conformations in the fibrinogen protein receptor. More details on this modeling 
algorithms will be discussed in the next section. Following the same objective, we apply the 
computational LPRS maps image modeling based on Mandelbrot set (or M), and found to 
exhibit an infinitely complicated boundary that shows progressively ever-finer recursive 
details according to the increasing image magnifications [44-52]. The geometry shape of this 
repeating detail depends on the region of the set being studied in the LPRS maps.The 
Mandelbrot set is formed for an infinite number of distorted copies of itself and the central 
region of any of these copies represents an approximate cardioid. These cardioids structures 
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are generated by the rolling trajectory described by a point (which represents a given perturbed 
or unperturbed fibrinogen-residue) included inside a circle 1 around a fixed circle 2 with the 
same radius. In addition, the Mandelbrot set is linked to a Julia set, which generates self-
similarly complex geometries based on fractal shapes [44-52]. To generate the Mandelbrot set 
images for the different LPRS maps of BTS-ligand binding modes, we used the GNU Image 
Manipulation Program_GIMP software. By the other hand, we applied the Box counting 
method, carried out by sampling image-data like fractal dimensions (FDs by computing the 
number of binary black (B) and white (W) pixels or boxes representing different types of FD, 
namely: DBW, DBBW and DWBW[48-52].  
 
4.2.6 Performing experimental methods 
4.2.6.1 Materials. Bovine plasma fibrinogen, fraction I, type IV, was obtained from Sigma 
(No. 9001-32-5). 3-(2-Benzothiazolylthio)-propanesulfonic acid (BTS) (> 97% purity) was 
purchased from Aldrich Lancaster. The buffer solution used for fibrinogen was 50 mN glycine 
plus sodium hydroxide to give a pH of 8.5 (fibrinogen will be negatively charged). Samples 
were prepared within one hour prior to usage. All chemical reagents were of analytical grade, 
and solutions were made using doubly distilled and degassed water. 
 
4.2.6.2 Isothermal titration calorimetry. Experiments were carried out in a VP-ITC 
microcalorimeter (MicroCal Inc., Northampton, U.S. [53]. In order to determine the binding 
isotherms, the drug solution 1 mM were introduced into the syringe (296 μL), while the 
fibrinogen solution 0.033 mM were introduced into the sample cell (1.4166 mL). The stirring 
was kept constant at 416 rpm. An important factor to take into account is the equilibrium time 
necessary before starting each experiment, in our case it was one hour, more than enough for 
the power base line to remain stable. 28 injections of 5 µL at a constant rate of 0.5 µL s-1 plus a 
first one of 2 µL were introduced in the cell every 300 s. To eliminate negative signals, a reference 
power of 25 μJ s-1 was applied. Thus, it is guaranteed that the signal is not altered by any 
overcompensation mechanism. Dilution experiments of pure drugs were also conducted. The 
values obtained were systematically subtracted from those measured for the fibrinogen-drug 
systems. In this way, it is guaranteed that all the heat produced in the cell is due solely to the 
binding process. Following the described procedure, experiments were performed at a 




4.2.6.3 SAXS acquisition and data analysis. SAXS experiments were carried out at SAXS 
beamline from the National Synchrotron Light Laboratory (LNLS) Campinas, Brazil. SAXS 
experiments from BTS at concentrations of 70, 110, 150 or 180 mM (cmc around 170 mM, at 
pH 5.5 at room temperature) were taken in the absence and presence of 0.5 mg/mL of 
fibrinogen-containing buffer solution (50 mM glycine at pH 8.5). SAXS curve from 0.5 
mg/mL of fibrinogen was also obtained. Samples were placed perpendicular to the incoming 
X-Ray beam (wavelength λ = 1.488 Å) in between a mica window. The scattered X-Ray data 
were recorded by a 2D Pilatus detector in the q interval ranging from 0.012 Å-1 to 0.45 Å-1, 
where q is the scattering vector (q = (4/λ) sin with 2 the scattering angle). All 
measurements were performed at room temperature of 298 K[54-59]. 
The scattering intensity I(q) is related to the scattering particle form factor, P(q), and structure factor, 
S(q), as described by the equation 3:  
 𝐼(𝑞) = 𝑘𝑛𝑝𝑃(𝑞)𝑆(𝑞)  (3) 
where k is an instrumental parameter and np is the scattering particle number density [54-59].  
A qualitative analysis of the SAXS curves from fibrinogen in the presence of a given BTS 
concentration was done by comparing the experimental data with the expected ones 
considered as a linear combination of the individual scatterings from the fibrinogen and BTS 
in solution.  
4.3    Results and discussion 
4.3.1 Theoretical section 
4.3.2 Molecular docking and 3D Lig-Plot diagrams by BTS-binding poses. An important 
step to ensure accuracy of our theoretical approach is the identification/prediction of feasible 
binding-sites in the receptor protein molecule. In the present study the prediction of 
fibrinogen-binding sites was performed by using an ezPocket tool with maximum score equal 
to 1.0 for the fibrinogen molecule. This binding pocket detection algorithm works with a 
consensus approach using the fconv method [28,29] which is based on Delaunay triangulation 
to detect plausible fibrinogen binding pockets, typically taking a few seconds with accurate 
Cartesian XYZ-coordinates for the docking box simulations. In our case, this modeling task 
acquires a paramount importance because we tackle the docking study with a single molecule 
(BTS). The different binding-conformations that BTS can adopt into the fibrinogen-binding 
site can significantly influence its Gibbs free energy of binding (FEB) following two criteria: 
1) by inducing a little studied phenomenon so-called intrinsic ligand-promiscuity [60,61] 
according to the number of evaluated conformations in the same biophysical environment of 
a given protein receptor and 2) attributable to the proteins having at least one similar binding-
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cavity that could, in principle, accommodate small ligands in different conformations. Based 
on this, we can suggest that the simultaneous modulation of several target residues (effector 
and allosteric residues) by means of one single BTS molecule can be evaluated in a robust and 
unequivocal way and also with different types of non-covalent docking interactions, such as 
hydrophobic, H-bond, cation-Π, and Π-Π stacking interactions with its corresponding 
interatomic distances (dij) for each BTS binding-poses from the obtained docking complexes 
[62]. Figures 1 and SM1 (the latter shown in the Supporting Information  SI) illustrate and 
compare the different BTS binding-poses.  
 
 
Figure 1. Results of molecular docking simulation between BTS_binding poses and 
fibrinogen E-region. A) Theoretical prediction of the main fibrinogen E-region binding-
pocket generated by ezPocket tool with the fconv method [28,29]. The 3D-lig-plot diagrams 
for best BTS binding-poses are shown like B) BTS_pose 1, C) BTS_pose 2 and D) BTS_pose 
3 obtained from the docking complexes BTS-fibrinogen, and depicted with their 
corresponding FEB values in kcal/mol. Herein, gray dotted-lines between the different BTS-
poses and the fibrinogen residue interacting atoms represent van der Waals hydrophobic 
interactions and the blue dotted-lines represent H-bond contacts. The remaining cases like 
BTS_poses (from 4 to 9) can be found in Figure S1. Source Elsevier article, please visit: 




It is important to note that, the formation of the docking complexes follows a spontaneous 
thermodynamic process (FEB < 0 kcal/mol) for the nine conformations evaluated with a high 
prevalence of hydrophobic interactions in most cases and with different patterns of interacting 
fibrinogen residues. By the other hand, the presence of H-bond contacts contributes to the 
stabilization of the formed BTS-fibrinogen complexes, but these were only identified for the 
BTS_pose 1 (FEB = 7.0 kcal/mol), BTS_pose 2 (FEB = 6.8 kcal/mol), BTS_pose 4 (FEB 
= 4.8 kcal/mol), and the BTS_pose 5 (FEB = 4.7 kcal/mol), which in turn present the most 
negative FEB values of interactions according to more stable docking complexes. 
 
4.3.3 Perturbation response maps and collectivity degree by BTS-ligand conformation. 
Let us now discusss the relationships between the different BTS-docking poses, their ability 
to induce local-perturbations in the fibrinogen residue network, and the change in the 
collectivity degree [63-67]. The local perturbation response scanning maps (LPRS-maps) 
show the different patterns of perturbation (interactions) with the fibrinogen E-region target-
residues in the absence (unoccupied fibrinogen E-region) and presence of different 
conformations adopted by BTS. Given a protein, it is well-known that vibration modes 
between its residue pairs can be affected by the presence of ligands due to changes induced 
by residues’ distance fluctuations and deformation energy effects [63-67]. In fact, the 
transitions between the functional states in the fibrinogen E-region binding-site are strongly 
dependent on the fibrinogen flexibility properties owing to the presence of allosteric inter-
communications between cluster of residues. In this respect, we theoretically suggest that, the 
different BTS_poses evaluated can directly affect the residue network topology (i.e. the 
interaction matrix) for effector (i) and allosteric residues (j) of the fibrinogen binding-site. The 
results obtained from this perturbation response analysis are illustrated in Figures 2 and SM2 
(SI). The ith rows LPRS-maps are linked to the effector response triggered upon perturbing 
residue (i) and to its average (i.e., over all receiver residues of fibrinogen). Likewise, the kth-
columns of the LPRS-maps show the sensitivity in response to the perturbation induced by 





Figure 2. Perturbation response analysis for the BTS-binding poses. A) 3D-Cartoon 
representation for all BTS-docking poses superimposed in the fibrinogen E-region 
binding site, designed using the open-source Pymol visualization system. B) LPRS map 
obtained for the unoccupied fibrinogen E-region binding site and acting as the control 
simulation experiment. Individual LPRS-maps obtained from the best BTS-fibrinogen 
docking complexes-based conformation analysis and the corresponding 3D-fibrinogen E-
region structure (for all modes) with intensity bar color (on the right) for: C) BTS_pose 
1, D) BTS_pose 2, and E) BTS_pose 3. For this purpose, dark blue to red regions 
represent the increasing propensity to act as sensor/effector after the stimulus of 
perturbation (BTS-interaction) for 278 residues analyzed from the fibrinogen E-region 
like by C(α)-atoms. All the LPRS-maps were established in range of the low frequency 
normal modes equal to 2. The remaining cases like BTS_poses (from 4 to 9) can be found 
in the Figure S2. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 15 november 2020) 
 
Based on these LPRS maps, we found several differences on the behavior of the 
biophysical parameter collectivity degree K(k) [63-67]. That is, in general terms, we 
discovered a slight tendency to decrease when we compare the K(k) values for the case 
of BTS-binding poses (BTS_pose 3-5), which are around ~ 0.5 in the normal mode 2 
(Figures 3 and SM3), with the ones for the unoccupied fibrinogen E-region. A high K(k) 
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value is frequently associated to high entropy, which means that highly cooperative 
normal modes are influenced by a significant region or domain in the protein structure, 
i.e., the ligands show to induce perturbations with motion fluctuations distributed over a 
larger number of residues that can be extended to the full protein. From the biophysical 
point of view, a higher K(k) can trigger cooperative allosteric responses that are linked to 
lower frequency of motion of the protein. This is mainly of interest to explain the protein 
dynamics and physiological functions when the changes in docking free energy (FEB 
values) are imperceptible [63-67] like those induced by the different binding-
conformation (BTS_poses 1-9) with respect to the reference simulation condition  
unoccupied fibrinogen E-region used as control experiment.  
 
 
Figure 3. Graphical representation of the degree of collectivity K(k) vs. low frequency 
normal modes (mode 2) for the control A) unoccupied fibrinogen E-region (0.602), and 
for the three best BTS-binding poses, namely: B) Fibrinogen + BTS_pose 1 (0.6), C) 
Fibrinogen + BTS_pose 2 (0.61), and D) Fibrinogen + BTS_pose 3 (0.59). The remaining 
cases can be visualized in Figure S3. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 15 november 2020) 
 
4.3.4 Fourier transform based on BTS-ligand conformational analysis. Herein, we 
applied 2D-FFT approach to explain non-trivial interaction patterns based on the different 
conformations of BTS ligand with the fibrinogen protein receptor [9, 68-72]. To do so, 
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we gather the individual profiles coming from the 2D-FFT analysis of the nine 
conformations adopted by the BTS ligand in the fibrinogen E-region binding-site, and 
resulting from the computational image processing of the local perturbation response 




Figure 4. Graphical representation of the 2D-FFT profiles of the frequency domain (X 
[k]) based on the real component (ReX [k]) and its imaginary component (ImX [k]), as well 
as the 3D-FFT surface graph with ImX [k] ≠ 0 and ReX [k] = 0 obtained from the LPRS-
maps for the control A) unoccupied fibrinogen, and for the three best BTS-
crystallographic conformational binding modes, i.e.: B) fibrinogen plus the BTS_pose 1, 
C) fibrinogen plus the BTS_pose 2, and D) fibrinogen plus the BTS_pose 3. For all the 
3D-FFT surface graphs, the coordinates axes (u, v) are included into the spatial frequency 
to obtain the corresponding signal 3D-frequency domain (X [k]) based on the imaginary 
dimension, the latter representing the signal perturbation-response (BTS 
pharmacodynamic interactions) depicted in the complex plane k from a qualitative point 
of view. The remaining cases can be visualized in Figure S4. Source Elsevier article, 
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please visit: https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 15 november 
2020) 
 
Specifically, the LPRS-map images were decomposed to a linear combination of two 
harmonic orthogonal functions to obtain the symmetric 2D-FFT spectrum, in which the 
lowest frequency (i.e., the average pixel values) is depicted near the center [0,0], whereas 
the highest one can be detected near the corner of the 2D-FFT spectrum. The differences 
between the 2D-FFT patterns obtained from each BTS-ligand conformation are 
established by the direction of the lines in the spectra, which in turn are defined by the 
direction of the 2D-spatial sinusoids. For the BTS-binding poses up to 9, we show the 
2D-FFT frequency spectra coming from the filtration of 2D-perturbation signals of the 
respective LPRS-maps, with zero frequency at the center. That is, the line from each pair 
of points (pixels) was drawn at the center of the 2D-FFT image. This signal spectra 
representation is simpler to understand, since all its lines are drawn from the same point. 
Besides the advantage of placing the zero at the center it is the fact that, it fits with 
continuous frequency spectra signals of the images that are consistent with the modeling 
principles for complex biological systems, and allow the identification of frequency 
(spectral) content analysis of a signal just like ligand-protein interaction perturbation-
signals. When the input image is continuous, then its signals are aperiodic. This fact 
places zero frequency at the center of the 2D-FFT frequency spectrum, with the X[k] 
signals becoming higher in all directions out to infinity [73-75]. As far as our patterns are 
concerned, the zero frequency components (central peaks) are the largest. This is not 
surprising because most of the images from nature are in the low frequency range. Also 
patterns containing vertical (more intense) and horizontal lines (less intense) indicate the 
existence of components at all frequencies, but their intensity decreases with the 
frequency. This means that most information is placed in the low frequencies, that is, the 
more important contributions arise from slow changes in LRSP maps. So, conformational 
changes spread smoothly along the polypeptide chains. These changes are mostly one-
dimensional as the vertical dominant direction suggests. The absence of rotations in the 
line indicates that none of the BTS-poses involve a rotational movement of the E-domain. 
The most intense 2D-FFT central signals were detected for BTS_pose 1, BTS_pose 2 and 
BTS_pose 3 compared to the reference control. For the other BTS-poses, the central peak 




4.3.5 Fractal analysis-based on LPRS-maps of BTS-ligand conformation. Lastly, we 
examine the theoretical results following a combination of two recognized algorithms for 
fractal analysis: (i) the Mandelbrot set and (ii) box-counting methods [45, 47, 51]. The 
key idea behind such approach is the concept of the fractal protein, through which, the 
ligand-druggability properties of a simple protein (fibrinogen E-region binding-site) is 
formally represented as a highly complex fractal form according to non-Euclidean 
geometry, irregularity properties of the protein surface and the principles of fractal theory 
[45, 47, 51].  
In this context, the main goal of this approach was to describe the differences in the fractal 
geometric-pattern of the perturbation responses in the fibrinogen binding-site, derived 
from the LPRS maps before and after the BTS-docking interactions, from a qualitative 
and quantitative point of view [70]. From the mathematical point of view, the fractal 
protein (fibrogen) is a finite square subset of the Mandelbrot fractal set (M ), with center 
coordinates (x, y) and sides of length z, defined by a family of complex quadratic 
polynomials function (f ) obtained by using an Iterated Function System (IFS) that is 
executed in a feedback loop or quadratic recurrence equation given by fc(z) = zn+1 = z2 + 
c [46-50]. Due to this, it is possible to achieve a high degree of complexity based on the 
inter-residue network communication derived from its folding properties (roughness), 
which is more significant in the surfaces of interaction for most of the catalytic binding-
sites of the protein (fibrinogen) being able to be disturbed in the presence of certain 
ligands (BTS).  
For this instance, the M set can be defined as the set of all the N-pixels of a given LPRS 
map image, which represent an unperturbed or perturbed fibrinogen binding-residue in 
such a way that the previous sequence fc(z) does not escape to infinity. Then, a complex 
number c is part of the Mandelbrot set M if, when applying the quadratic recurrence 
equation, the iterating function fc(z) remains bounded. For the first time, the initial value 
starting with zn = 0 is taken as a critical point like 𝑓𝑐
𝑛(0). Then, we can formally define 
the Mandelbrot set M as follows: 
 




2 + 𝑐‖ ↛  ∞ where 𝑧𝑛 = 0 (4) 
 
Here, the IFS output (recursive function) of 𝒇𝒄
𝒏(𝒛𝒏) is taken as input when the function 
calls itself and the absolute value of zn it remains bounded. The vertical brackets denote 
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the Euclidean norm, which is a measurement of how far away a point in the complex 
plane (k) is from origin: ‖𝑧‖ = √𝑎2 + 𝑏2. The results obtained by applying the 
Mandelbrot set approach are presented in Figure 5. 
 
Figure 5. A) LPRS map for unoccupied fibrinogen (control) highlighting the fibrinogen 
binding-site (i.e., the interacting residues from E-region are included in the transparent 
red rectangle). B) Data visualization-based tracking fractal patterns of the fibrinogen 
binding-site. C) Data visualization-based Mandelbrot set fractal approach with cardioid 
image modeling obtained for unoccupied fibrinogen binding-site with different positions 
for the ligand binding-site residue cluster (RES) in the relevant Mandelbrot cardioid (i.e., 
cardioids 1, 2) considered like unperturbed fibrinogen residues (RES-unbound). The 
Mandelbrot set parameters are fixed at ReX [k]max = +1, ReX [k]min = 2, ImX [k]max = +1, 
and ImX [k]min = 1 for comparison purposes with the different BTS-poses.  Source 
Elsevier article, please visit: https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 
15 november 2020)  
 
These Mandelbrot set results refer to the protein-ligand binding condition for the three 
best BTS-docking poses_1-3, in order to identify critical changes in the fractal geometry 
of the fibrinogen binding residues (i-effector and j-sensor residues; RES) before and after 





Figure 6. Data visualization subsets of the Mandelbrot set fractal approach with cardioid 
image modeling from LPRS maps. A) Canonical representation of the M set with the 
main cardioids (1 and 2) and the corresponding Julia sets (J(f 2), J(f 3) and J(f 4)). B) 
Geometrical representation of the different positions of a given fibrinogen residue cluster 
(RES; green dot) in the main Mandelbrot cardioid (i.e., cardioid 1) considered like an 
unperturbed fibrinogen binding-site residue cluster (RES-unbound) in zn = 0 before BTS-
interaction, and the same perturbed fibrinogen residue cluster (RES-BTS) after BTS-
interaction in the complex plane k. In addition, the data visualization subsets of the 
Mandelbrot set fractal approach for the three best BTS-ligand binding modes are shown. 
C) Fibrinogen + BTS_pose 1, D) Fibrinogen + BTS_pose 2, E) Fibrinogen + BTS_pose 
3. The Mandelbrot set parameters are fixed at ReX [k]max = +1,      ReX [k]min = 2, ImX 
[k]max = +1, and ImX [k]min = 1. The remaining cases can be found in Figure S5. Source 
Elsevier article, please visit: https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 
15 november 2020) 
 
Let us begin by looking at the fractal patterns in the n-cycle components attached within 
the big region of the Mandelbrot set (i.e., the main cardioid 1) and around it. The cardioid 
image modeling-based Mandelbrot set is defined as the trajectory described by a point 
(i.e. the LPRS map image pixel) of a circle that rolls around another fixed circle with the 
same radius to get a modified or unmodified cardioid image pixel, which represent 
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differences in the fractal geometry shape of the response (i.e. the docking interactions 
coming from the LPRS maps). That is to say, it represents the trajectory described by any 
relevant interacting fibrinogen-residues (RES_fib) before and after their interactions with 
the BTS-poses up to 9. For example for the RES_fib-BTS_pose 1, these are: PRO49_chain 
Q, SER50_chain Q, TRH85_chain R, CYS19_chain S, and for the RES_fib-BTS_pose 2: 
TRH21_chain S, TRH22_chain S, SER50_chain Q, CYS83_chain R, SER50_chain N), 
which together make up the protein binding pocket (Please, refer to Figure 1. B and C.). 
Actually, the main cardioid 1 comprises a relevant region of geometric parameters for 
which it has an attracting fixed point with period n = 1. The obtained subsets of the 
Mandelbrot set (cardioid 1) thus provide relevant information about potential structural 
changes associated with the fractal geometry of the protein-ligand systems evaluated 
(unoccupied fibrinogen E-region and BTS-poses at the fibrinogen E-region). Indeed, 
previous works have suggested that changes in the spatial ordering of protein binding 
residues induced by certain stimuli (like ligands) can modulate the binding properties of 
the protein through changes in its fractal dimension (FD) [75,76]. It is well known that 
the FD is associated to the backbone non-Euclidean geometry, as well as to the irregular 
nature and fractal surface properties of the binding sites. This is justified by the fact that 
most of the ligand-protein interaction processes occur under strict conditions of ligand-
specificity and, at the same time, that these processes depend on surface phenomena with 
a defined geometric pattern of complementarity. We thus suggest that small changes in 
the fractal surface patterns, such as the cardioid 1 subset, could affect not only the native 
fibrinogen folding and solvent accessible surface in the unbound state (unoccupied 
fibrinogen E-region), but also the conformational entropy and thermodynamic stability of 
the docking complexes formed between the fibrinogen E-region and the different ligands 
[75,76]. The major contribution to these changes comes from the establishement of van 
der Waals and H-bond interactions mainly with fibrinogen i-effector residues from the 
chains N, Q, R, and S. It is therefore easy to identify dissimilarities between the fractal 
patterns-based subsets of the Mandelbrot set for the best BTS conformations evaluated 
(BTS-binding poses_1-3), which are mainly concentrated in the M region (cardioid 1) in 
its positive (ImX[k]) and negative (ReX[k]) quadrant, predicting changes in the geometric 
complementarity of the i-effector residues from chains N, Q, R, and S. In addition, the 
changes can be confronted with those from the Mandelbrot set of the control (unoccupied 
fibrinogen E-region) in the same quadrant. By the other hand, the differences observed 
between the best BTS-binding poses_(1-3) evaluated and the unoccupied fibrinogen E-
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region in the small quasi circular-shaped region, named cardioid 2, which is located in 
the left-site of cardioid 1 with negative real and imaginary components, ReX[k] and 
ImX[k], respectively. The fractal-geometric differences in cardioid 2 are maybe 
associated with changes in the geometric parameters for the clusters of j-sensor residues 
(allosteric residues), for which the attracting cycle has a period of 2 following complex 
geometrical criteria. Furthermore, other different fractal-patterns were detected for an 
infinitely many other periodic components like small cardioids tangent to cardioid 1 and 
cardioid 2, such as M-submaps of n-cycles (called hyperbolic components) that exhibit a 
“chaotic” behavior, plotted in the interior regions of M and over Julia sets J(f ) [47-49].  
In order to quantify potential fractal geometrical perturbations between the formed 
docking BTS complexes and the fibrinogen binding-site, we calculated their fractal 
dimensions by using the box-counting algorithm [51]. Notice that one of the most 
important properties in the fractal analysis is the degree of self-similarity. For instance, a 
topological fractal dimension near to 2 is considered to embody high complexity (high 
variety of geometrical information) and low self-similarity, while a topological fractal 
dimension closer to 1 represents little complexity and high self-similarity [47-49]. 
Following these criteria, the LPRS-maps were analyzed using the box counting algorithm 
and the obtained results are shown in Figure 7. For this instance, the non-Euclidean 
geometrical patterns were characterized according to the fractal dimension like DBW, 
which describes the LPRS maps properties by considering the border of LPRS map fractal 
pattern. DBBW, characterizes the LPRS map-fractal pattern on the white background, and 
the DWBW the LPRS map-fractal pattern on the black background of the images calculated 





Figure 7. Fractal spectrum based on the box-counting algorithm applied to obtain the 
slopes of the linear regression yields from binary black/white LPRS maps image-
processing. These slopes correspond to the fractal dimensions (FD: DBW, DB+BW, and 
DW+BW) for the A) unoccupied fibrinogen binding-site and the best docking complexes 
like: B) fibrinogen + BTS_pose 1, C) fibrinogen + BTS_pose 2, and D) fibrinogen + 
BTS_pose 2. The remaining cases can be seen in Figure S6. Source Elsevier article, 
please visit: https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 15 november 
2020) 
 
The calculated FDs are associated to the fibrinogen surface and backbone non-Euclidean 
geometry. These can show how the protein folding, packing density, solvent-accessibility, 
crystallographic positioning and binding-interaction properties can be affected under the 
influence of different conformation of the BTS-ligand in the fibrinogen binding-site. 
Especially, by the number of van der Waals docking-interactions through the different 
BTS-binding modes, degree of collectivity K(k), and van der Waals distances of 
interaction (≤ 7 Å). Herein we suggest that, BTS-ligand binding modes lead to a change 
in roughness-based FDs [75,76]. Because we detect that the fractal dimensions (DBW 
~1.05 and DW+BW ~1.07) were higher for all the BTS-poses_1-9 complexes at the 
fibrinogen E-region compared to the physiological condition of unoccupied fibrinogen E-
region binding site used as control (DBW = 0.94 and DW+BW = 0.96, respectively). As 
mentioned above, a FD (DW+BW) ≈ 2 reveals high variety of geometrical information and 
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low self-similarity, while FD (DW+BW) ≈ 1 represents little complexity and high self-
similarity. It is important to note here that, the fibrinogen protein is a large macromolecule 
and its vibrations generate a huge amount of different conformational sub-states (normal 
modes-based degree of collectivity) under BTS-ligand interaction, which can be 
associated with local perturbations (i.e., variation in the local magnitudes of calculated 
FD from the fibrinogen + BTS complexes). 
By the other hand, the value of the DB+BW remained fixed around 1.99 in all the cases, 
thus revealing high complexity of geometrical information. The latter suggest that the 
BTS-ligand can induce significant changes in the geometrical selectivity-based FD of the 
fibrinogen E-region binding site. It is well-known that changes (global and local 
perturbations-induced by ligands) in the spatial arrangement of atoms in key residues 
(like perturbations-induced on j-allosteric residues) of proteins can be described by their 
fractal dimension. Besides these changes can negatively impact the biological function of 
proteins, particularly when they affect the structural properties of the binding cavities, 
which are essential in the complementary processes of ligand geometrical specificity and 
recognition [72-75]. However, we note that the values of the DBW and DW+BW are very 
close to each other for the different BTS-poses complexes at the fibrinogen E-region. This 
in turn might be related with the very close strength of the Gibbs free binding energies 
(FEB values) obtained for most of the evaluated cases. The highest values for FD were 
found for the system BTS pose_3 at the fibrinogen E-region (DBW = 1.30 and DW+BW = 
1.32), which presents an average FEB = 5 kcal/mol. In this case, we suggest that the 
fractal structure of the local perturbation response maps obtained for the BTS poses_1-9 
exhibit low variety of geometrical information and high statistical self-similarity among 
them. In this regard, a fractal is considered as rigorously self-similar, if it can be expressed 
as a union of sets, each of which is an exactly reduced copy of the full set of points, taken 
as perturbed and unperturbed fibrinogen binding site residues (E-region). Additional 
details on black/white binary LPRS map imagen-processing can be found in Figure S7. 
 
Results and discussion. Experimental validation 
To further complete our computational results, we have performed two relevant validation 
experiments by using isothermal titration calorimetry (ITC) and small angle X-ray 





Figure 8. A) on the left; enthalpy as a function of molar ratio (BTS/fibrinogen). Herein, 
experiments were performed by adding 1 mM BTS solutions into 0.033 mM of 
fibrinogen. B) on the right, representation of experimental SAXS curves for fibrinogen 
protein in the presence of different BTS concentrations as 70 mM (black), 110 mM (blue), 
150 mM (green), and 180 mM (red). The p(r) functions were calculated by using GNOM 
software. [77-79] Source Elsevier article, please visit: 
https://doi.org/10.1016/j.ijbiomac.2020.07.044 (accessed on 15 november 2020) 
 
Firstly, we have explored the energetic contribution of BTS plus fibrinogen interactions 
by using ITC. For this instance, the corresponding microcalorimetric titration profile for 
the binding complex of BTS with fibrinogen was obtained (Figure 8, A). Each point 
corresponds to the heat involved in a single injection of BTS (0.033 mM) into the solution 
containing fibrinogen (1 mM), corrected by subtracting the heats of mixing and dilutions.  
As depicted in the ITC profile an exothermic process with saturation occurring at 
BTS/fibrinogen molar ratio higher than 1 was obtained. Regarding the kinetic evolution 
of the fibrinogen/BTS complex, the equilibrium was reached after 150 minutes (obtained 
from calorimetric raw data). Then, experimental points were fitted following to the 
independent binding model in order to achieved the relevant thermodynamic parameters 
of the interactions process. Besides, other BTS/fibrinogen binding models were also 
checked but large uncertainties were obtained for the associated thermodynamics 
parameters. For this instance, the obtained values were: 0.98, 6.27×104 M-1, -7.30 
kcal/mol, and -2.55 cal/mol-1ºC-1 for stoichiometry, binding constant, enthalpy and 
entropy, respectively. The stoichiometry reveals that just one type of binding interaction 
takes place. Furthermore, the binding constant suggests that BTS is able to acts as a 
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moderate ligand. Being the obtained enthalpy and entropy negative values. Concerning 
to the enthalpy, this means that the binding process is mainly driven by the formation of 
non-covalent interactions (i.e., H-bond, electrostatics, π-π stacking interactions); in the 
case of negative entropy change, it could reveals hydration and loss of conformational 
freedom associated with the BTS/fibrinogen complex formation fitting well with previous 
experimental evidences on this topic[78]. In connection with the free binding energy, the 
value obtained from ITC is -6.54 kcal/mol, which fit very well with the predicted docking 
results, it is important to note that for the BTS pose_1 and BTS pose_2, both in the 
quantities (-7 and -6.8 kcal/mol, respectively) and in the presence of hydrogen bonds and 
van de Waals hydrophobic interactions. Amaral et al [69] highlighted the differences in 
the thermodynamic quantities when the ligand interacts with a loop (loop-in compound) 
or an helix (helix-binding compound). Being basically, that loop-in binding compounds 
are mainly enthalpically governed, with favorable or small entropic contributions. While, 
for the helix-binding compounds, a large favorable entropic contribution to binding, and 
most of them have a binding enthalpy penalty are predominant. Clearly, our results 
evidence that BTS is a loop-in compound. This is another interesting point because 
docking results for BTS pose_1 and pose_2 reveal interactions with residues places 
between the 5-turn (or 5-turnI) and NCap as represented in the Lig-Plot results (refer to 
Figure 1). On the other hand, entropy change upon BTS binding can arise from a 
reduction in translational and rotational degrees of freedom, an alteration of the 
conformational flexibility of the binding partners, and from the reorganization of their 
solvation shells upon binding. Having ruled out desolvation effects, we then focus on 
conformational changes. In our perturbation analysis we have calculated the vibrational 
modes and protein flexibility pre and following BTS binding. The obtained degree of 
collectivity of fibrinogen was 0.602 (mode 2), while for the BTS pose_1 and BTS pose_2 
decrease slightly to 0.6 and 0.601, respectively. This subtle decrease also manifests itself 
in all the other analyzed modes. A high degree of collectivity means a highly cooperative 
mode that enrolls a portion of the protein. Thus, upon binding cooperativity decrease, and 
also conformational flexibility, become the main contribution to entropy change.  
Next, in order to evalute the impact of the BTS ligand in the fibrinogen conformational 
binding mechanims, the SAXS experiments were carried out by using a BTS-containing 
solution at 70mM, 110mM, 150mM, and 180 mM[79]. (See Figure 8, B).  
Herein, It is also important to remark that a transition in the fibrinogen aggregation 
process must take place between 70 mM BTS and 110 mM BTS, due to the quite different 
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scattering profiles at low q range exhibited from these two experiments. However, with 
the increase of drug concentration the SAXS curves are similar for q < 0.03 Å-1. This 
gives us an insight that similar protein–BTS complexes coexist with BTS aggregates in 
110 mM to 180 mM BTS-containing solution. 
The obtained SAXS measurements confirm and validate not only the presence of binding 
conformational changes-induced by different BTS docking poses in fibrinogen structure; 
but also show a strong dependence on BTS concentration. 
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Figure S1. Results of molecular docking simulation between BTS_binding poses and 
fibrinogen E-region. A) BTS_pose 4, B) BTS_pose 5, C) BTS_pose 6, D) BTS_pose 7, 
E) BTS_pose 8, and F) BTS_pose 9 obtained from the docking complexes BTS-
fibrinogen depicted with their corresponding FEB values in kcal/mol. Herein gray dotted-
lines between the different BTS-poses and fibrinogen residue interacting-atoms represent 






Figure S2. Perturbation response analysis for BTS-binding poses. A-F) Individual LPRS-
maps obtained from the BTS-fibrinogen docking complexes-based conformation analysis 
depicted on the top right rectangle of the LPRS-maps with the corresponding intensity 
bar color (on the right). For this purpose, dark blue to red regions correspond to low to 
high strength of perturbation response respectively for 278 residues from the fibrinogen 
E-region like by C(α)-atoms. All the LPRS-maps were established in range of the low 
frequency normal modes = 2. 
 
 
Figure S3. Graphical representation of the degree of collectivity K(k) vs. low frequency 
normal modes (mode 2) of the fibrinogen E-region interacting with the different BTS-
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binding poses like: A) Fibrinogen + BTS_pose 4, B) Fibrinogen + BTS_pose 5, C) 
Fibrinogen + BTS_pose 6, D) Fibrinogen + BTS_pose 7, E) Fibrinogen + BTS_pose 8, 
F) Fibrinogen + BTS_pose 9 (0.48). 
 
 
Figure S4. Graphical representation of the 2D-FFT profiles like: FT phases from the 
frequency domain (X[k]), ReX[k], ImX[k], and the 3D-FT surface graph like F(u,v) = X[k] 
; with ImX[k] ≠ 0 and ReX[k] = 0 obtained from each LPRS-map of BTS-crystallographic 
conformational binding mode. From top to botton and left to right: Fibrinogen + 
BTS_pose 4; Fibrinogen + BTS_pose 5; Fibrinogen + BTS_pose 6; Fibrinogen + 
BTS_pose 7; Fibrinogen + BTS_pose 8; Fibrinogen + BTS_pose 9. For all the 3D-FT 
surface graph the coordinates axes (u, v) are included into the spatial frequency and 






Figure S5. LPRS maps data visualization-like Mandelbrot set fractal approach with 
cardioid image modeling. A) Fibrinogen + BTS_pose 4, B) Fibrinogen + BTS_pose 5, C) 
Fibrinogen + BTS_pose 6, D) Fibrinogen + BTS_pose 7, E) Fibrinogen + BTS_pose 8, 
F) Fibrinogen + BTS_pose 9. The Mandelbrot set parameters were fixed in ReX[k]max = 





Figure S6. Fractal spectrum-based on box-counting algorithm applied to obtain the slopes 
like fractal dimensions (FD: DBW, DBBW, and DWBW) of the linear regression yields from 
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binary black/white binary LPRS maps image-processing for the BTS-conformational 
ligand binding-modes like A) Fibrinogen + BTS_pose 4, B) Fibrinogen + BTS_pose 5, 
C) Fibrinogen + BTS_pose 6, D) Fibrinogen + BTS_pose 7, E) Fibrinogen + BTS_pose 
8, F) Fibrinogen + BTS_pose 9.  
 
 
Figure S7. Black/white binary LPRS map imagen-processing used to perform the fractal 
box-counting analysis in this study. A) Unoccupied fibrinogen E-region, B) Fibrinogen + 
BTS_pose 1, C) Fibrinogen + BTS_pose 2, D) Fibrinogen + BTS_pose 3, E) Fibrinogen 
+ BTS_pose 4, F) Fibrinogen + BTS_pose 5, G) Fibrinogen + BTS_pose 6, H) Fibrinogen 





Figure S8. Representation of general crystallographic structure of fibrinogen protein by 
relevant regions formed by two quasi-symmetric C-terminal portions (D-regions) and the 
central fragment (E-region thrombin binding-domain) highlighting the binding sites 
formed by small cluster of hydrophobic cavities represented as colored van der Waals 
surfaces heterogeneously distributed across the overall structure. 
 
 
Figure S9. Graphical representation of the different perturbation responses induced by 
different BTS-orientation binding-modes or BTS crystallographic poses over fibrinogen 
E-region chains. 
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In this work, one of the most prevalent polypharmacology drug-drug interaction which 
occurs between two widely used beta-blocker drugs (i.e., ligand-ligand binding event for 
acebutolol plus propranolol with the most abundant blood plasma fibrinogen protein) was 
evaluated. Towards that end, molecular docking and Density Functional Theory (DFT) 
calculations were used as complementary tools. A fibrinogen crystallographic validation 
for the three best ranked binding-sites shows 100% of conformationally favored residues 
with total absence of restricted flexibility. From those three sites, results on both the 
binding-site druggability and ligand transport analysis-based free energy trajectories 
pointed out the most preferred biophysical environment site for drug-drug interactions. 
Furthermore, the total affinity for the stabilization of the drug–drug complexes was 
mostly influenced by steric energy contributions, based mainly on multiple hydrophobic 
contacts with critical residues (THR22: P and SER50: Q) in such best-ranked site. 
Additionally, the DFT calculations revealed that the beta-blocker drug-drug complexes 
have a spontaneous thermodynamic stabilization following the same affinity order 
obtained in the docking simulations, without covalent-bond formation between both 
interacting beta-blockers in the best-ranked site.  
5.1 Introduction 
Computational polypharmacology drug-drug interaction (DDI) studies are essential in 
rational drug-design and development [1–7]. Yet the exhaustive exploration of drug-drug 
side effects by experimental techniques remains a great challenge for the pharmaceutical 
industry owing to the involved costs and time. For example, beta-blocker DDI events 
constitute one of the most prevalent side effects associated with complications in several 
pharmaceutical therapies such as those employed to treat cardiovascular diseases. From 
the pharmacodynamics point of view, the DDI events refer to the simultaneous 
interactions of more than one drug (belonging to the same or different pharmacological 
groups) in the same molecular binding site of a given molecular target [2,8–10]. 
Polypharmacology DDI facets can affect millions of patients each year and apparently, 
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the most feasible approach to address them is to use computational methods [4–6]. In fact, 
advanced computational methods such as machine learning, molecular dynamics, 
pharmacophore modeling, and molecular docking techniques have become powerful in 
silico tools at the initial stages of rational drug design [11–17]. Currently, the main 
limitation of these methods is to cope with the mechanistic interpretation of DDI 
phenomena at the atomic level [11–14]. Indeed, computational polypharmacology 
involves the characterization of DDI across multiple scales and organization levels by 
integrating drug specific binding properties [7]. Nevertheless, advanced molecular 
docking simulations combined with Density Functional Theory (DFT) calculations can 
be applied efficiently to model DDI events on the relevant binding sites of a given protein 
with atomic precision. Specifically, in DDI studies, molecular docking simulations allow 
one to identify the stable drug–drug complexes by firstly predicting the feasible binding-
sites of a target protein [13,17], followed by establishing from those, the best-ranked 
drug–drug binding configurations as well as their orientations within the best-ranked 
binding-sites along with the assessment of their binding affinity [11,18–20]. During the 
ligand-binding processes, it is common to find propensity of the ligands to interact with 
multiples binding sites within the same protein. The greater or lesser specificity of a given 
ligand to a particular binding site relies on the affinity at the biophysical environment 
where the interaction takes place, and the latter can be assessed by the druggability degree 
(Dg) of the binding site [18–20]. Dg represents a quantitative estimation of the maximum 
intrinsic affinity of a given binding site of the protein to bind one or more drugs (ligands). 
Notice, however, that several pockets may have the ability to bind more than one drug 
enabling the occurrence of pharmacodynamics DDI, when partial or total overlapping of 
the drugs occurs at the same biophysical environment of a given binding site of the 
protein. Despite the existence of great advances in computational pharmacology, how 
DDI phenomena can modulate the adverse effects at the molecular and atomistic level are 
still ignored. Previous experimental studies show that beta-blocker drug interactions can 
induce multiple adverse effects [21–23]. Particularly, when the beta-blockers acebutolol 
(A) and propranolol (P) are simultaneously administered in the bloodstream, they can 
induce different clotting perturbations due to interactions with proteins [24,25]. The most 
abundant protein circulating in the bloodstream plasma is fibrinogen, a protein with a 
molecular weight of ~340 kDa depending on Aα and Bβ chains and the γ-γ and α-α 
crosslinking chains content [26]. From a structural and functional point of view, 
fibrinogen is a soluble glycoprotein with a central nodule (E-region) comprising several 
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cavities and tunnels, which facilitate the ions, water solvent, and ligand transport, and in 
turn, its E-region has the maximum responsibility for the fibrin polymerization during the 
clotting process [27–31]. Therefore, the binding site localized in the most central part of 
the E-region of fibrinogen protein exhibits the greatest propensity for the occurrence of 
pharmacodynamics DDI leading to most of the side-effects among A and P beta-blockers. 
All the theoretical evidences were well-supported by a combination of computational 
modeling approaches based on molecular docking and DFT calculations allowing to study 
the polypharmacology drug–drug interactions between the beta-blockers A plus P with 
the fibrinogen that could induce undesired effects in the coagulation processes where the 
fibrinogen thrombin binding-domain (central E-region) is critically involved.  
 
5.2 Results and discussion 
One of the most important steps in computational rational drug-design is the precise 
prediction and characterization of the biological target structure [32]. A deep knowledge 
of its three-dimensional structure, flexibility properties, and residues composition of its 
catalytic binding site is crucial to understand the phenomena of ligand–protein 
interactions with relevance from the pharmacological point of view [33–35]. As referred 
before, during the ligand-binding processes in a given protein target, it is very common 
to find propensity of the ligand to interact with multiples catalytic binding sites (tiny 
cavities and tunnels) in the same protein [11–17]. Indeed, the greater or lesser specificity 
and selectivity of the ligand will be decided by the affinity at these biophysical 
environments where the interactions take place. Particularly, the DDI phenomena are 
crucial to prevent side effects and ensure the effectiveness and safety of drugs [1–7]. In 
this work, the study of polypharmacology DDI between A and P beta-blockers is tackled 
considering the most relevant fibrinogen E-region binding sites. Towards such purpose, 
we performed a pocket ranking of fibrinogen E-region binding sites by assessing their 
highest druggability Dg [36], as defined in the Material and Methods section (see 
equation (4)). Notice that the higher Dg values are the maximum intrinsic affinity of the 
predicted binding sites of fibrinogen E-region with the ability to simultaneously bind the 
acebutolol and propranolol beta-blockers [36].  
 
5.2.1 Prediction of the Binding Sites for Fibrinogen  
Firstly, we present the predictions of the best-ranked catalytic binding sites of receptor 
fibrinogen obtained using the machine learning technique 3D-DCNN [32]. The 3D-
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DCNN algorithm performs a Delaunay triangulation with weighted points based on the 
computational geometric concept of the “alpha sphere” center [32,36,37]. An alpha 
sphere is a sphere which contains no internal atom and in turn, links four atoms on its 
border. In other words, the four atoms are at an equal distance to the alpha sphere center 
[32,36,37]. Then, the algorithm can detect plausible fibrinogen binding pockets by 
summing up all alpha sphere centers and later delimiting the access to cavities by 
scanning the van der Waals surfaces in the fibrinogen E-region. The procedure includes 
all the depth concave regions of fibrinogen that are directly associated with a high 
probability to ligand binding (higher Dg values) and exclude all the convex parts 
associated to low druggability [18–20]. The 3D-DCNN results showed that from a total 
of ten predicted binding sites in the fibrinogen E-region, the three best-ranked sites are 
the following ones depicted in Figure 1, namely: site 1 (Dg = 0.81) > site 2 (Dg = 0.54) 
> site 3 (Dg = 0.39) 
 
 
Figure 1. A) Details on the molecular structure of fibrinogen protein with the relevant 
regions, such as the two C-terminal portions of the carbohydrate-linking coiled-coil like 
chains (γ-module and β-module) and the funnel hydrophobic cavity thrombin binding-
domain (central E-region), the latter highlighted with the light-blue rectangle. B) 3D-
DCNN prediction of the three most relevant fibrinogen E-region binding-pockets (site 1, 
site 2 and site 3) depicted as van der Waals surfaces. C) Representation of the binding-
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site topology linked to catalytic active sites, depicted as volumetric orange regions. D) 
Prediction of the corresponding Dg for the best three catalytic binding sites of the 
fibrinogen E-region, depicted as orange transparent hull surfaces. Therein, the alpha 
sphere centers for predictions are shown as small red points within each site and 
surrounding target residues (yellow colored). Source MDPI article, please visit: 
https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
Let us now proceed to the 3D X-ray crystallographic structure validation of the fibrinogen 
binding sites. Figure 2 shows the Ramachandran plots for its three best-ranked binding 
sites. These plots contain a 2D-projection on the plane obtained from the 3D-
crystallographic binding sites, pertaining to all their possible residues conformations 
according to the dihedral angles (Psi (ψ) vs. Phi (ϕ)) around the peptide bond of such 
residues. The allowed torsion values for the ψ vs. ϕ dihedral angles, placed within the 
Ramachandran colored purple contour, are identified as conformationally favored 
residues, otherwise, these are considered as sterically disallowed residues [38]. This 
validation has paramount importance in order to avoid the presence of potential false 
positives in the docking results coming from the target residues forming the E-region 
binding sites. 
 
Figure 2. Ramachandran diagrams obtained for the best-ranked fibrinogen binding 
sites: A) site 1, B) site 2 and C) site 3. For visualization purposes, these are also 3D-
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displayed in the upper right corner (light blue) of each panel. All the possible 
combinations of torsion dihedral angles Psi (ψ) vs. Phi (φ) are shown. Note the total 
absence of Ramachandran outlier residues for the three sites analyzed, usually located 
outside the Ramachandran colored purple contour, if any. Source MDPI article, please 
visit: https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
As can be seen in Figure 2, our results show that 100 % of the residues belonging to the 
three validated active sites can be categorized like conformationally favored residues. 
Moreover, the complete lack of restricted flexibility of such residues will clearly avoid 
carrying out false positive docking studies of the beta-blocker DDI. Here, it is important 
to notice that, in most docking studies, the Ramachandran validation is absent or in some 
cases inappropriately applied over all the protein. In this work, the Ramachandran X-ray 
crystallographic validation was done for only the clusters of residues composing the 
relevant fibrinogen E-region binding sites, then allowing to obtain a more adjusted 
evaluation about the conformational integrity of the target-residues potentially involved 
in the docking interactions.  
5.2.2 Identification of tunnels for the fibrinogen binding sites.  
Fibrinogen E-region binding-sites are highly complex systems containing a large and 
variety number of tunnels, clefts, grooves, protrusions, and empty spaces in the interior 
of the tangled funnel hydrophobic cavity formed by the γ-γ and α-α crosslinking from Aα 
and Bβ chains. These chains are located in the two outer sides of the binding sites for 
thrombin, which allow the supercoiling of protofibrils in the fibrinogen molecule during 
critical stages of the blood coagulation process [26–29]. Under the presence of ligands 
such as the A and P here studied, critical binding residues can be affected by 
modifications in the symmetry architecture of the Bβ-γ/Bβ-γ dimeric domain of E-region. 
In fact, it is well known that many β-adrenoreceptor blocking agents can affect the 
parameters of the blood coagulation such as fibrinogen concentration and activity when 
co-administered intravenously [24]. Let us now then focus our attention on the structural 
prediction and characterization of the tiny cavities (tunnels) composing the catalytic 
residues with the highest relevance-based druggability. From the structural point of view, 
the tunnels are defined as entangled and small sub-cavities occupying the internal volume 
of the aforementioned binding sites, which selectively delimit the ligand transport to 
them, and usually present a narrower access determining the catalytic properties of the 
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binding sites of the fibrinogen E-region. The specific functions of the tunnels include: (i) 
exchange of solutes, ions, and water between the tiny cavities; (ii) leading the transport 
of reaction intermediates between two distinct active sites; and (iii) maintaining the 
conditions of conformational and geometric complementarity for binding physiological 
substrates. Moreover, the residues forming the tunnel are considered as promising 
hotspots with high ligand-binding propensity [36]. Thus, taking into account the 
complexity of the tunnel hydrophobic cavity of the fibrinogen E-region [26–29], 
evaluating the catalytic function of fibrinogen residues on its detected tunnels is 
considered to be more informative than that of traditional predicted topological cavities. 
According to this and by resorting to Caver software [36], we identified at least two 
tunnels geometrically interconnected for each predicted catalytic binding-site (sites 1–3), 
sharing catalytic binding residues (see Figure 3). 
 
Figure 3. On the left, van der Waals surface representation of the three best-ranked 
fibrinogen binding-sites, namely: (A) site 1, (B) site 2, and (C) site 3. Therein, red and 
blue regions represent acid and basic residues, respectively. On the right, (D–F) 
representation of the different tiny cavities such as tunnels detected for each predicted 
fibrinogen binding site with the corresponding surrounding target-residues. Source MDPI 
article, please visit: https://doi:10.3390/molecules25225425 (accessed on 19 november 
2020) 
 
It is important to highlight here that binding sites with high druggability comprise target-
residues displaying higher tolerance for deep environments such as: CYS, ALA, ILE, 
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LEU, MET, PHE, VAL, and TRP. The latter in turn directly influence the ligand binding 
properties of the established protein–ligand complexes (A + P/fibrinogen)—i.e., their 
specificity, enantioselectivity, inhibition constants, and thermodynamic stability [39,40]. 
As mentioned before, we also identified the “worst fibrinogen binding site” to be used as 
reference control denoting the absence of beta-blocker drug–drug interactions. For this 
instance, a small region formed by two different tunnels located in opposite 
crystallographic planes of the fibrinogen E-region was identified and showed to have the 
lowest value of druggability degree (Dg = 0.08). More details concerning the worst 
fibrinogen binding site can be found in Figure S1 of the Supplementary Material. 
 
5.2.3. Calculation of Energetic Contributions for Binding Affinity 
Moving on to the docking experiments, now we will focus our attention on the study of 
potential DDI phenomena between A and P beta-blockers with the receptor fibrinogen E-
region. Since several tunnels from the three binding sites were detected in the fibrinogen 
E-region (Figure 3), we established three pocket ranking prioritization criteria. The first 
one is the mutual overlap criterion (MOc) [37], which considers a given binding site likely 
relevant for DDI, if partial or total ligand-overlapping exists at the same crystallographic 
plane or biophysical environment in that site. Additionally, it considers the site that is 
likely relevant, if at least > 50% of the ligand atoms are within 3 Å of at least one alpha 
sphere. The second criterion pertains to the ligand-docking complexes with spontaneous 
thermodynamic process (∆Gbind < 0 kcal/mol). With regard to this criterion, as already 
referred to, the docking simulation results are categorized as energetically unfavorable 
when the Gibbs free energy of the formed complexes is ∆Gbind ≥ 0 kcal/mol, pointing 
either to extremely low or complete absence of binding affinity, otherwise they are 
categorized as having medium to high docking affinity [41,42]. Finally, the third criterion 
relates to the high depth of the target-residues of relevant binding sites. The depth is 
defined as the distance of any atom in a given residue to its closest water molecule from 
virtual bulk solvent [39,40]. In this instance, it is important to note that the cited 
crystallographic water molecules were removed from the binding sites before starting the 
molecular docking simulations during the step of receptor preparation (see Materials and 
Methods section). Several factors can influence computational polypharmacology DDI 
studies. Amongst others are the protein’s crystallographic quality, its flexibility 
properties, the pharmacological relevance of the catalytic residues involved in the 
polypharmacology interactions, the physico-chemical properties of the interacting 
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ligands, and the presence of different conformations within the binding sites. Particularly, 
the thermodynamic factors are crucial to tackle the polypharmacology DDI mechanisms. 
To address the latter, we carried out a ligand transport analysis for the obtained DDI 
complexes between the beta-blockers A and P with the three best-ranked binding-sites. 
The LTA-approach executes an iterative docking algorithm which simultaneously scans 
the binding-energy trajectory vs. tunnel radius under spatially restrained conditions, 
considering the same biophysical environment for both beta-blockers to every slice of the 
binding sites (see Figure 4). In general terms, the obtained beta-blocker binding energy 
trajectories fit with a spontaneous thermodynamic process (∆Gbind < 0 kcal/mol), 
therefore suggesting the formation of stable beta-blocker drug–drug complexes in the 
three predicted fibrinogen binding sites. According to this, the modeling results on the 
throughput tunnel parameter did not show significant differences between the three best-
ranked binding sites. In fact, the estimated T values from the predicted tunnels were high 
and very close to each other (i.e., T[site 1-tunnel 2] = 0.90, T[site 2-tunnel 1] = 0.95, and 
T[site 3-tunnel 1] = 0.96), indicating that the three binding sites display a similar 
performance for the transport of both beta-blockers. Concerning this, note that T values 
close to 1 reflect a high probability of these tunnels for the simultaneous transport of beta-
blocker ligands increasing the probability of DDI. However, considering the obtained 
∆Gbind values from the LTA-analysis, one can clearly distinguish that the DDI 
phenomenon hierarchically follows the order: site 1 > site 2 > site 3. In the case of the 
trajectories through the binding site 1, the obtained binding energy profiles for both beta-
blockers suggest the formation of a DDI complex with a high stability with a range of 
∆Gbind energy starting from −5.8 to −7.40 kcal/mol. Additionally, the interaction affinity 
soared significantly in the binding site 1 around the tunnel radius (≈2.83 Å) until its 
critical value (≈2.4 Å) for both beta-blockers, which fits with the maximum of drug–drug 
coupling interaction near to the narrowest part of the binding site 1. After this, the drug–
drug trajectories became abruptly independent for both beta-blockers. Interestingly, beta-
blocker A continued interacting at site 1 and increased its binding affinity from −7.40 
kcal/mol until a maximum value of ∆Gbind = −7.70 kcal/mol. In contrast, P showed several 
peaks of significant loss of affinity in the energy range of −7.40 and −6.5 kcal/mol in that 
site. According to the binding trajectory of P, several factors are likely to explain its 
behavior, such as rotational and repulsive forces linked to different binding modes, as 
well as clashes of P with the residues surrounding tunnels 1 and 2 of site 1. In fact, these 
likely induce a relative loss of the P affinity under the influence of A at the same 
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biophysical environment. Recent experimental evidence using small-angle X-ray 
scattering (SAXS) also suggests that P significantly affects the fibrinogen protein more 
than A. However, we firmly believe that A induces a reversible loss of P affinity [43], 
which can be verified in the range of 7–9 Å for the isolated trajectory of P (see Figure 
4D). 
 
Figure 4. On the top, van der Walls surface representation for the best drug–drug 
interaction (DDI) systems forming stable docking complexes with the fibrinogen E-
region binding sites. (A) A plus P at site 1; (B) A plus P at site 2; and C) A plus P at site 
3. On the bottom, panels (D-F) show the individual Gibbs free energy profiles (ΔGbind) 
from both beta-blockers plotted as a function of the trajectory and the fibrinogen tunnel 
radius across the predicted catalytic sites. Therein, the corresponding energy profile of A 
and P is depicted in red and blue solid lines, respectively. The transparent blue rectangle 
with the black arrow in each panel indicates the occurrence of DDI events (i.e., A and P 
interacting at the same biophysical environment in sites 1, 2, and 3). For comparison 
purposes, please refer to Figure S2, where the LTA results for the worst fibrinogen 
binding site are shown. Source MDPI article, please visit: 
https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
Instead, the obtained trajectories for A and P in sites 2 and 3 exhibited a non-continuous 
DDI profile (i.e., regions where the binding trajectories are independent or non-
associated) with an average affinity around −5.22 kcal/mol. In both these sites, a similar 
behavior happened in the first steps of the beta-blocker transport around tunnel radius 
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≈3.5 Å. In addition, one can detect the absence of DDI trajectories between 0.5–1.4 Å 
and 0.2–0.5 Å for sites 2 and 3, respectively. In site 2, the absence of DDI trajectories 
may be associated with the reduction in the A affinity (∆Gbind ranges from −5.2 to −4.9 
kcal/mol) and, in site 3, with the reduction in P affinity (∆Gbind ranges from −5.5 to −4.9 
kcal/mol). So, this suggests that these differences between the beta-blocker trajectories 
could be attributed to their transport through different tunnels, and the depth of the 
surrounding target-residues composing the tunnels of both sites. From the 2 Å trajectory 
for both beta-blockers in the binding sites 2 and 3, one can see the absence of DDI in a 
large part of the transport of these beta-blockers associated to a loss of P affinity, may be 
due to the presence of A interacting simultaneously with the same target-residues (vide 
infra), clearly affecting the thermodynamic stabilization of P interactions in such sites. It 
is important to note that in the binding sites 2 and 3, the apparent similarity of the beta-
blocker drug–drug trajectories could be attributed to a quasi-symmetrical architecture of 
these sites with respect to the main center of tunnel-hydrophobic cavity (site 1) in the 
fibrinogen E-region [26]. In addition, we checked the mutual overlap criterion by 
performing a control of simulation experiment based on the LTA approach for the worst 
fibrinogen binding site (Dg = 0.08) [36,37]. In doing so, it was corroborated that the beta-
blocker trajectories for A and P do not intercept during the passage through this site (see 
Figure S2). This result is of great theoretical relevance because it serves as a reference to 
identify the total absence of DDI patterns when compared to the interactions in sites 1, 2, 
and 3. Following this idea, to verify the presence or absence of DDI for beta-blockers A 
and P at the same biophysical environment in the best-ranked fibrinogen binding sites, 





Figure 5. Representation of 3D-lig-plots diagrams for the best beta-blocker drug–drug 
binding-poses. (A) A plus P at site 1; (B) A plus P at site 2; and (C) A plus P at site 3 (A 
displayed in red color and P in blue). Therein, the atoms from target-residues colored in 
green correspond to potential hotspots for maximum drug–drug interactions between both 
beta-blockers in each fibrinogen binding site evaluated. 
As can be seen, the A molecule involves a greater number of target-residues compared to 
P, covering a greater area in the biophysical environment shared by both beta-blockers 
during the docking interactions in the three binding sites. In all the cases, the best drug–
drug binding pose (A plus P) showed an extended shape to interact with the three 
fibrinogen sites. Additionally, considering the approximate lengths of both molecules (A: 
16.1 Å , and P:  4.8 Å ), this suggests that the pharmacodynamic DDIs are mostly 
influenced by the contribution of the atoms from beta-blocker A, since it displayed a 
greater number of hydrophobic contacts with binding residues following the “mutual 
overlap criterion” cited above. Source MDPI article, please visit: 
https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
An overview of the results revealed that the most relevant beta-blocker DDIs are the 
hydrophobic (N···C···C)-backbone side chain non-covalent interactions [46,47]. A 
greater number of these pertain to binding site 1 when compared to sites 2 and 3, which 
show a similar proportion. Thus, the presence of multiples hydrophobic (N···C···C)-
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backbone side chain non-covalent interactions between the beta-blockers (A > P) with the 
fibrinogen binding sites promote thermodynamic destabilizing effects on the residue site-
chain packing [46,47], inducing local perturbations in the flexibility and ligand-binding 
properties of those binding sites (site 1 > site 2 > site 3). Furthermore, other detected 
relevant interactions for these beta-blockers are an electrostatic (attractive interaction) 
between the electron-acceptor (N+)-(A) atom with two (O−)···δ-GLU60: chain Q (site 2) 
and a strong hydrophobic π···π stacking interaction between the naphthalene moiety 
belonging to P with the aromatic heterocyclic N-indole moiety-TRP44: chain Q (site 3), 
which can influence the stabilization of the A molecule that shares the same binding 
residue (TRP44: chain Q) through hydrophobic interactions with the benzene ring that is 
part of that aromatic heterocyclic N-indole moiety. Another aspect deserving special 
attention for targeting the beta-blocker DDI is the formation of a stable multicomponent 
docking complex that follows a recognized heterogeneous Monod-Wyman-Changeux 
Allosteric Transition model (HMWC-AT) [48–50], which depends on the fractional 
occupancy parameter (δsite) as a measure of the affinity constant (Ki) or degree of 
saturation from the different binding sites [48–50]. The HMWC-AT model is related to 
the cases where two or more ligands interact with different binding sites of a given target-
protein, but where just one affinity (∆Gbind) per ligand is attributable [49]. In this context, 
the fractional occupancy for a given fibrinogen binding site forming a multicomponent 
complex with two different ligands (A and P) can be defined per binding site as follows 
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In this equation, the first ligand (Acebutolol: A) interacts with the (ni)-fibrinogen binding 
sites (n1: sites 1, 2, or 3), and the second ligand (Propranolol: P) simultaneously interacts 
with the same ni fibrinogen binding sites (n2: sites 1, 2, or 3), but with different affinity 
(Ki or Kj) and both with the best Dg. Furthermore, X1 and X2 denote the ligand 
concentration of the evaluated beta-blockers, and the parameter L is an isomerization 
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constant of the fibrinogen E-region formed by Aα and Bβ chains with pseudo-allosteric 
behavior. This parameter is obtained by the ratio: L = |T0|/|L0|, which describes the 
equilibrium between the high-affinity relaxed conformation state (R0) and the low-affinity 
tensor conformation state (T0) for the three best-ranked fibrinogen binding sites [48–51]. 
In this context, the different affinity (Ki) is represented in the high-affinity R-state like 
Ki
R for both beta-blockers, and the c parameter indicates how much the equilibrium 
between T and R states changes under beta-blocker interactions [50–52]. The value of Dg 
≈ ∆Gmax (Fibrogen site) is a function directly associated to the fractional occupancy 
parameter (δsite), namely: δsite 1 ≈ 0.81 > δsite 2 ≈ 0.54 > δsite 3 ≈ 0.39. Let us now begin by 
ascertaining the total binding affinity (∆GTbind), as well as its thermodynamic 
contributions (∆GGauss1, ∆GGauss2, ∆Grepulsion, ∆GH-bond, ∆Ghydrophobic, and ∆Grot; see 
equations (11) and (12) in the Materials and Methods section). Additionally, the 
frequencies (k-occurrences) of affinities were evaluated by assuming that the ligand 
binding occurs in the high-affinity relaxed conformation state (R0) in the three best-
ranked binding sites (site 1 > site 2 > site 3). The results of this analysis are shown in 
Figure 6. An analysis of the results depicted in Figure 6 revealed that the most dominant 
energy contributions for the total binding affinity ∆GTbind of the beta-blocker DDI systems 
are the pair of steric Gaussian molecular mechanism distance-dependent terms (Gauss2 
> Gauss1) [53]. In particular, the Gauss2 energetic terms provide relevant information 
about the influence of attractive binding energies of the beta-blockers system with the 
three fibrinogen binding sites (site 1 > site 2 ≈ site 3). These show the presence of the 
strongest interactions based on non-covalent hydrophobic and non-electrostatic attractive 
energy contributions between the A and P hydrophobic atoms making the DDI system. 
This indicates that the great influence exerted by the Gauss2 energy [53] is due to the 
formation of temporary dipoles (fluctuating dipole–induced dipole) with electron cloud 
overlap between both beta-blockers. It is well-known that this phenomenon can induce 
random fluctuations of electron density and non-zero instantaneous dipole moments in all 
the interacting atoms, therefore leading to a significantly increase in the total affinity 
when both beta-blockers interact at the same biophysical environment in the fibrinogen 
E-region binding site. Particularly, based on the Gauss2 attractive energy contributions, 
the narrowest pocket seen in the case of the binding site 1 appeared to favor a steeper 
stabilization of the drug-drug system when compared to binding sites 2 and 3. Indeed, the 
later sites presented a greater number of tunnels and binding interaction surfaces that 
decrease the probability of drug–drug interactions based on their frequency (k-
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occurrences). These conclusions match up with the previous results obtained by the ligand 
transport approach [54], where very close values of maximum affinity were found for 
sites 2 and 3 compared to the first-ranked binding site 1. In addition, the hydrogen-bond 
interactions contribute to the stabilization of the beta-blocker drug-drug complexes in the 
system but show less impact on its total affinity, which display similar interaction values 
for the three catalytic active sites studied. On the other hand, from a quantitative point of 
view, the energetic contributions related to repulsive and rotational forces showed a 
similar behavior for the three binding sites. So, repulsive and rotational forces are thought 
to have low relevance for the stabilization of the beta-blocker drug-drug complexes in the 
fibrinogen E-region binding sites evaluated. Furthermore, the energetic contributions of 
the beta-blockers A and P with the “worst fibrinogen binding site” were used as a control 
simulation experiment for comparison purposes (see Figure S3). 
 
Figure 6. Graphical breakdown of the different binding energy contributions of the total 
binding affinity ( ) with the corresponding values obtained from the simultaneous 
interaction of both beta-blockers with the fibrinogen E-region binding sites. A) A and P 
at site 1 ( = 7.70 kcal/mol); B) A and P at site 2 ( = 6.30 kcal/mol); and 
C) A and P at site 3 ( = 6.50 kcal/mol). Therein, different colors were used to 
distinguish the type of thermodynamic contribution, namely: attractive energy 
dispersion based on two Gaussian functions (Gauss1 and Gauss2 in blue and green, 
respectively), repulsion energy (red), hydrophobic energy (light blue), hydrogen bond 
energy (purple), rotational energy (yellow) and total affinity (black).        D) Frequency 
distribution of the total binding energies, in which the x-axis pertains to the drug-drug 

















obtained from both the docked drug-drug poses (blue bars) and the undocked drug-drug 
poses (pink bars). Source MDPI article, please visit: 
https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
On the other hand, the results shown in Figure 6D corroborate that the beta-blocker 
DDI events present a higher prevalence in the fibrinogen E-region site 1 compared to 
sites 2 and 3, based on counting the binding affinity frequencies (k-occurrences) [54]. 
In fact, the calculated values of k-occurrences in site 1 (k = 100) were significantly 
higher compared to those in sites 2 and 3 (k = 10–13), suggesting the high propensity of 
the fibrinogen E-region binding site 1 for DDI events [53] To complement the previous 
analysis, we carried out additional control simulation experiments in order to identify 
which specific atom, or set of atoms, of the beta-blockers could present the maximum 
energy contribution to the individual binding affinities (∆G A bind or ∆G P bind), taking 
into account again the same thermodynamic energy contributions. To this end, a per 
atom energy contribution analysis was performed separately for each beta-blocker (see 
Figure 7). In fact, such analysis allows a more detailed evaluation of the contribution 
of the individual atoms of the beta-blockers interacting separately with separately with 
the fibrinogen E-region binding sites [33,34,41,42,55,56]. 
 
Figure 7. Graphical representation based on the beta-blocker per atom energy 
contributions to the individual binding affinity (  or ). in the three best-ranked 









three best-ranked binding sites: A) A-oxygen-(2)-atom/site 1, B) A-oxygen-(2)-atom/site 
2, and C) A-oxygen-(1)-atom/site3. On the bottom, energy contributions for each atom of 
P interacting with the three best-ranked binding sites: D) P-C-atoms (C2, C3, C4)/site 1, 
E) P-N-atom/site 2, and F) P-N-atom/site 3. Please, note that therein the symbol (#) x-axis 
is only used for labeling purposes and do not fit with the atomic position in the beta-
blocker molecular structures. Source MDPI article, please visit: 
https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
As can be observed, for molecule A, the largest energetic contribution was given by the 
H-bond interaction generated by the A (H)···O-atom-(#2), with an oxo-group with 
electron-acceptor properties that interacted with the (H)-THR22: chain P:CA in binding 
site 1 (Figure 7A). In site 2, the highest energetic contribution for molecule A was 
supplied by means of H-bond interaction between the (H)-axial-(#2) of the (OH)-hydroxyl 
group of A, which exhibited electron-donor properties to interact with the (H)···ASP78: 
chain O: CA (Figure 7B). In the case of site 3, the atomic energy contribution was 
provided by the H-bond interaction between the (H)···O-atom-(#1)-A, which interacted 
with the (H)-axial-(#2) of the (OH)-HIS74 hydroxyl group in a similar way to the previous 
interaction in chain O (Figure 7C). The maximum per atom energetic contributions for 
the A molecule to ∆GA bind were then provided by hydrogen bond interactions, these 
being remarkably close in the three fibrinogen E-region binding sites (∆GH-bond ≈ −0.8 
kcal/mol). 
Regarding the P molecule, the maximum per atom energy contribution to the individual 
∆GP bind was provided by a triad of C-atoms: C-atom (#2) > C-atom-(#1) ≈ C-atom-(#3) 
in order of influence, with the SER50: chain Q:CA interacting through the hydrophobic 
(N···C···C)-backbone and site chain (based on the attractive Gauss2 energy of ca. −0.5 
kcal/mol) in site 1 (Figure 7D), and also inducing hydrophobic clashes. In binding site 2, 
the most relevant atomic energy contribution of the P molecule was provided by means of 
∆GH-bond interaction between the electron-acceptor (H)···N-acylated-atom-(#1) of P, 
which interacted with the (H)···N-atom of the ASN30: chain S:CA (Figure 7E). Lastly, 
in site 3, the most significant energetic contribution to ∆G P bind was led by ∆GH-bond 
involving the same electron-acceptor (H)···N-acylated-atom-(#1) in the P molecule, 
which interacted with the (H)-atom linked to the (H)···O-CYS39: chain Q: CA (Figure 
7F). These two lasts per atom energetic contributions of the P molecule interacting with 
sites 2 and 3 exhibited remarkably close values of ∆GH-bond (≈ −0.5 kcal/mol). 
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Additional details such as control simulation experiments for the “worst fibrinogen 
binding site” are provided in Figure S4 of the Supplementary Material. 
Let us now assess the perturbations in the depth profiles of target residues making relevant 
tunnels (THR22:P, SER50: Q/site1, ASP78:O, ASN 30:S/site2 and HIS 74:O, CYS39: 
Q/site3) that interacted with the beta-blocker ligand atoms previously identified, with the 




Figure 8. On the top, for each beta-blocker, critical target-residues interacting with the 
ligand atoms that showed the maximum atom energy contribution to the individual 
binding affinity. (A) THR22:P_site1/(A)-oxygen-(2)-atom and SER50_site1: Q/(P)-C-
atoms_(C2, C3, C4); (B) ASP78:O_site2/(A)-oxygen-(2)-atom and ASN30:S/(P)-N-
atom; (C) HIS74:O_site3/(A)-oxygen-(1)-atom and CYS39: Q_site3/(P)-N-atom. On the 
bottom, (D–F) correspond to the depth profiles (D[c,i] vs. chains) for the critical target-
residues linked to their corresponding side-chains into the relevant tunnels. Therein, the 
amplitude of the depth peaks was evaluated before (green dashed lines) and after beta-
blocker interactions (red solid lines). Source MDPI article, please visit: 




According to the results shown in Figure 8 (panels: D, E, and F), the relationship between 
the pharmacodynamics drug-drug interactions and the perturbations on the depth values 
for the revealed target-residues of A-A and P-P could be modeled by incorporating the 
latter into  previous eq 6, leading to expressions for , , and 
. In those expressions, it appears the  descriptor (i.e.: , , 
, , , and ), derived from the distance matrix between the 20 
standard amino acids, which depends on the frequency of the target residues in a certain 
position for a given chain (c). As referred to before, this descriptor might be used as an 
adjusted residue-binding probability to establish the quasi-sequence-position-order 
descriptor  [39, 40, 44], which depends of the position (i and i + d) and the frequency-
based occurrence of the target residues in the chain sequence. In this context, for each 










In Equation (2), fr stands for the normalized frequency-based occurrence of the target 
residue analyzed (i.e., THR22: P, SER50: Q/site 1, ASP78:O, ASN30:S/site 2 and 
HIS74:O, CYS39: Q/site 3), and w is a weighting factor (w = 0.1). In Equation (3), the 
parameter τd stands for the d-th rank sequence-order-coupling descriptor based on the C-
(α)-distances ( ) between the two neighbors most contiguous residues around the 
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where the fibrinogen target-residues are included. Then, one can estimate the residue 
depth-perturbations after the beta-blocker interactions interactions ( ) by correcting this 
descriptor with an adjusted residue-binding probability under the influence or binding 
perturbation with the beta-blocker ligands (lig β-blocker: A and P) i.e.,  
 site 1: , ; site 2: 
, ; and site 3: , . From the results shown in Figure 8 (panels 
D, E, and F), it can be seen that, in general terms, the beta-blocker drug–drug interactions 
induced a decrease in the residue depth values (D[c,i] ) of approximately 1-2 Å for the 
target-residues analyzed. Such results, therefore, suggest that the simultaneous 
interactions of both beta-blockers can induce loss of coupling between the target-residues 
(i.e., changes in the parameter τd), leading to anisotropic changes in the C-(α)-distances 
of the interacting target residues from their equilibrium coordinates, and depth-
perturbations (i.e., displacements) measured by the (D[c, i]) parameter. Additionally, these 
molecular changes could significantly affect the substrate-specificity for thrombin the 
natural ligand substrate of the fibrinogen E-region, and flexibility properties of the 














Figure 9. On the top, graphical representation of the beta-blocker binding ability for 
critical fibrinogen target-residues based on the depth quasi-sequence-position-order 
descriptor (Ji). (A) THR22:P, SER50: Q; (B) ASP78:O, ASN30:S; and (C) HIS74:O, 
CYS39:Q. Orange and red colored regions depict high binding ability for the beta-
blockers, while blue ones show low binding ability. On the bottom, 3D-surface maps of 
the quasi-sequence-order-coupling descriptor (τd) as a function of residue depth D[c,i] vs. 
maximum solvent accessibility. The simulation conditions considered to study the depth 
perturbation on the aforementioned target-residues are: (D) unoccupied site 1 (tunnel 2); 
(E) unoccupied site 2 (tunnel 1); and (F) unoccupied site 3 (tunnel 1). (G-I) The later 
panels refer to the last simulation condition considered that is, the study of the residue 
depth perturbations of the aforementioned target-residues under the influence of drug–
drug interactions with both beta-blockers A plus P. Therein, the color bar on the right of 
each map represents the residue depth perturbations based on the values of descriptor τd, 
which range from weak (blue) to strong (orange/red) ones. Source MDPI article, please 
visit: https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
As can be seen, the fibrinogen site 1 led preferably to beta-blocker DDIs considering that 
the modifications in the residue depth profiles (THR22:P, SER50: Q) were more 
pronounced compared to those on site 2 (ASP78:O, ASN30:S) and site 3 (HIS 74:O, CYS 
39: Q) after these occurred. Furthermore, considering the different fibrinogen target-
chains c, one can see that tunnel 2 at fibrinogen site 1 was the most preferred biophysical 
environment for the beta-blocker drug–drug interactions. Indeed, tunnel 2 at site 1 showed 
the highest relevance involving all the fibrinogen target-chains (N, O, P, Q, R, S) with 
c[site 1] = 6 compared with that at tunnel 1 of sites 2 and 3 that display medium relevance 
(c[site 2] = c[site 3] = 3) and involving only the chains O, Q, and S. Additionally, the 
occurrence of the beta-blocker DDI phenomena was more likely at site 1 than sites 2 and 
3 since it obeys a tighter relationship with Dg, Smax, and D[c,i] (see Figure S5). From the 
polypharmacology point of view, these results have a remarkable value since they match 
with previous in vitro evidence, which suggest that modifications in the residue depth 
profile can significantly affect several binding properties of the catalytic sites such as 
substrate-specificity, enantioselectivity, inhibition constants (Ki), and thermodynamic-
stability of the protein–ligand complexes [39,40]. 
 
5.2.4. DFT Modeling of Beta-Blocker Drug–Drug Binding Systems 
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In order to further characterize the structural and electronic properties of the most stable 
beta-blocker drug-drug binding configurations, a DFT study was then carried out [57]. 
We started by evaluating the structural and electronic properties of the isolated beta-
blockers A and P (see Figure 10).  
 
Figure 10. Representation of the electronic energy levels and local charge density plots 
with the corresponding HOMO and LUMO levels (4.3×10−3 e/Å3 iso-surface) for the 
optimized beta-blocker ligands obtained by DFT calculations. A) beta-blocker A and B) 
beta-blocker P. In the lower right corner, the atom types of the beta-blockers are depicted, 
namely: C-atoms (dark gray), O-atoms (red), N-atoms (blue), and H-atoms (light gray). 
Source MDPI article, please visit: https://doi:10.3390/molecules25225425 (accessed on 
19 november 2020) 
 
To do so, we have calculated the electronic levels of the isolated beta-blockers with the 
corresponding local charge densities plots for the highest occupied molecular orbital 
(HOMO) and the lowest unoccupied molecular orbital (LUMO) [58, 59]. Here it should 
be noticed that local charge density plots allow us to identify relevant target-atoms 
potentially involved in the beta-blocker DDI from an electronic point of view [58, 60]. 
For molecule A, the obtained HOMO–LUMO energy gap difference (∆HL) was 3.10 eV, 
and, as it can be seen, the density of charges in the HOMO level is essentially placed in 
the N-atom, while in the LUMO level those are more concentrated in the (sp2)-C-atoms 
of the aromatic ring, including the O-atom from one part of this molecule. On the other 
hand, the obtained HOMO-LUMO gap in the case of molecule P was 2.30 eV, with the 
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HOMO level more concentrated in the N-atom and O-atom, while its LUMO level 
covering the (sp2)-C-atoms from the naphthalene-moiety.  
Then, we carried out DFT calculations for all the potential conformations adopted by the 
beta-blockers during the pharmacodynamics interactions, according to the ligand binding 
conformations and thermodynamic stability. To do so, the most stable drug-drug binding 
configurations of the beta-blockers were identified following several criteria for their 
prioritization based on the following DFT obtained results: drug-drug energy of binding 
(Eb), drug-drug inter-atomic distances of binding (dA-P) for the molecules A and P, and 
the HOMO-LUMO energy difference gap (ΔHL) of each modeled system (see Table 1). 
In so doing, fifteen most stable drug-drug binding configurations from a total of forty 




Figure 11. DFT results for the fifteen most stable thermodynamically drug-drug binding 
configurations (from I to XV) adopted by the beta-blockers A and P during the 
pharmacodynamic interactions (i.e., modeled in the absence of fibrinogen E-region). The 
beta-blocker atoms are depicted as ball and sticks and colored as follows: dark gray (C-
atoms), red (O-atoms), blue (N-atoms), and light gray (H-atoms). Source MDPI article, 
please visit: https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
Table 1. Energy of binding (Eb), lowest β-blocker inter-atomic distance of interaction (dA-
P), and HOMO-LUMO gap (ΔHL) obtained for the fifteen most stable configurations of 
beta-blocker DDI systems ordered according to their pharmacodynamics relevance (DFT 
results obtained by modeling DDI in the absence of fibrinogen E-region molecule). 
Source MDPI article, please visit: https://doi:10.3390/molecules25225425 (accessed on 
19 november 2020) 
 
Ranking Configuration |Eb| (eV) ΔHL (eV) dA-P (Å) 
1 XII 2.40 2.02 1.84 (O-H) 
2 IV 2.36 2.11 1.64 (O-H) 
3 II 1.99 1.87 1.59 (N-H) 
4 XIII 1.99 2.26 1.77 (H-O) 
5 XIV 1.99 2.15 2.08 (N-H) 
6 XI 1.97 1.63 1.59 (O-H) 
7 VI 1.92 1.90 2.25 (N-H) 
8 VII 1.88 2.13 2.09 (H-H) 
9 X 1.84 2.29 2.12 (O-H) 
10 VIII 1.83 2.30 1.80 (H-O) 
11 III 1.82 2.22 2.07 (H-H) 
12 I 1.76 1.47 1.84 (O-H) 
13 IX 1.71 2.20 2.10 (O-H) 
14 V 1.67 1.97 2.52 (C-H) 
15 XV 1.67 2.21 1.91 (H-H) 
 
The binding energy |Eb|-based distance is considered the most relevant DFT result to 
tackle the DDI between both beta-blockers. It is important to note here that, the DDI 
phenomena strongly depend on the best thermodynamic stability of the configuration 
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binding-poses adopted by the beta-blockers in the binding site 1. Regarding this, the DFT 
results point out that the best-ranked configuration binding-pose is achieved by 
configuration XII, which presents the highest drug-drug binding-energy value |Eb| = 2.40 
eV, with an HOMO-LUMO difference gap of ΔHL = 2.02 eV associated to an inter-
atomic distance of interaction (d(O···H)A-P) = 1.84 Å, established between the O-atom of 
molecule A and the H-atom of molecule P. Short inter-atomic distances such as O···H 
between molecules A and P in this configuration favor the non-covalent stabilization of 
the DDI system, forming a (O···H)-dipole induced-dipole interaction without involving 
the sharing of electrons. Details on this analysis are shown in Figure 12. 
 
 
Figure 12. A) Representation of the best-ranked drug-drug binding configuration XII 
formed by the A + P/fibrinogen complex in the fibrinogen E-region binding site 1. B) 
Topological representation of the tunnel 2 (colored green) containing the best-ranked 
drug-drug binding configuration XII for molecules A + P interacting simultaneously 
at the same biophysical environment (ball and sticks representation) in binding site 1 
(surrounding shaded orange region). C) Energy levels, and iso-surfaces of the local 
charge electronic density and total charge density plots obtained for the best-ranked 
drug-drug binding configuration XII (A + P). The electronic levels are depicted as 
solid lines with the HOMO-LUMO energy difference gap (ΔHL), and the density 
plots are shown, using orbital charge density iso-surfaces of 0.002 eV/Å3. The A and 
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P atoms are depicted as ball and sticks and colored as follows: dark gray (C-atoms), 
red (O-atoms), blue (N-atoms), and light gray (H-atoms). Source MDPI article, please 
visit: https://doi:10.3390/molecules25225425 (accessed on 19 november 2020) 
 
These DFT results go along with the previous docking results, since configuration XII is 
part of the clustered docking poses that exhibit higher frequency values for DDI in the 
fibrinogen E-region site 1 (i.e., at site 1 k occurrences = 100) as referred to before (see 
Figure 6D). Also, configuration XII exhibits a greater structural overlap between the 
aromatic moieties (i.e., benzene and naphthalene) compared with the remaining 
configurations (Figure 11). Interestingly, the second-best ranked drug-drug binding 
configuration corresponds to configuration IV, which present a slightly lower-energy 
value (|Eb| = 2.36 eV) compared to the former one (XII), but in contrast, it shows a lower 
value for the inter-atomic distance O···H (d(O···H) A-P = 1.64 Å). Besides, the slightly 
difference of 0.04 eV obtained for configuration IV in relation to the best drug-drug 
binding configuration XII (|Eb| = 2.36 eV) may be explained by the presence of structural 
overlapping parallel geometry between the aromatic benzene ring of A and the 
naphthalene-moiety of P. This clearly indicates potential influence of the π-π stacking in 
the stabilization of the beta-blocker DDI in this case.  
In this context, by analyzing the worst-ranked configuration XV with |Eb| = 1.67 eV, one 
can observe a clear separation of the just referred aromatic-moieties, which are oriented 
in a different plane (please refer to Figure 11). Also, the presence of β-blocker inter-
atomic distance of interaction dA-P (H-H) = 1.91 Å and HOMO-LUMO difference ΔHL = 
2.21 eV could negatively influence the stabilization of configuration XV, and thus 
decrease the DDI phenomena in the fibrinogen E-region site 1 compared to the best-
ranked drug-drug binding configurations (XII > IV) (please refer to Table 1). 
Considering the electronic properties for the best-ranked configuration (XII) in the 
fibrinogen E-region (binding site 1), one can note locally concentrated charges in the 
LUMO-orbital of A mainly placed on the (sp2)-C-atoms of the aromatic benzene-ring and 
covering partially the O-atom that forms the oxo-moiety in the A molecule. This fact, 
could significantly weaken the H-bond electron-acceptor properties of the oxo-moiety 
that interacts with the (H)-atom of the regulatory residue THR22: chain P:CA in the 
fibrinogen binding site 1. Therefore, in this way, it will affect the stabilization of the A-
fibrinogen docking complex as well as significantly the pharmacological activity of the 
A, when beta-blocker P interacts in the same biophysical environment (site 1). Regarding 
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the HOMO-orbital, the local charge density of configuration XII is spread on the N-atoms 
simultaneously for both beta-blockers. However, the latter does not involve relevant 
interacting-atoms for stabilizing the (A + P)/fibrinogen complex in site 1. On the other 
hand, the results concerning the total charge density plots [52] show that the charges are 
localized just on the separated beta-blockers without charge lines intercepting both 
molecules, thus confirming the absence of DDI under a covalent regime between the beta-
blockers A and P. Also, the obtained DFT results obtained for the binding energies (|Eb|) 
for all the configurations of (A + P) were smaller than 2.50 eV indicating that the 
interactions occur without chemical bonds [58, 59]. Besides, the total charge density plots 
show that the geometric structure and inter-atomic bond-distances are similar to the ones 
of the original isolated molecules, suggesting that the beta-blocker DDI in site 1 could be 
more intense mimicking traditional pharmacodynamics DDI phenomena.  
5.3 Materials and Methods  
5.3.1 General workflow. To begin with, the protein receptor file - i.e., fibrinogen E-
region, was withdrawn from the Protein Data Bank [61], PDB ID: 1JY2 with 1.4 Å of 
resolution and more than 98% similarity with the human fibrinogen E-region [26]. Then, 
the E-region PDB structure was prepared using the AutoDock Vina software [62], by 
including titration of the protonation states using PROPKA 3.1 utility tool, followed by 
the addition of missing atoms with an overall optimization of the H-network employing 
its implemented PDB2PQR 2 algorithm. Next, the ligands (beta-blocker drugs) were 
obtained from the PubChem Substance and Compound databases [63], i.e., A: 
hydrochloride molecule (PubChem CID:1978; MF: C18H28N2O24), and P: hydrochloride 
molecule (PubChem CID:62882; MF: C16H22CL2O2), and optimized using the 
semiempirical AM1 method implemented in MOPAC [64].  
The following fifth-step procedure was adopted for addressing the study of the drug 
interactions between the beta-blockers A and P with the fibrinogen E-region binding-
sites. 
Step1: Prediction of the binding sites for fibrinogen. This proceeds as follows. 
(i) Predict the binding sites for the fibrinogen E-region by applying an appropriate 
machine learning framework.  
(ii) Select from the fibrinogen E-region binding sites found, the three best-ranked 
ones based on their highest druggability. For comparison purposes, ascertain as 
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well the undruggable or “worst fibrinogen E-region binding site” to be used as 
reference control denoting absence of drug-drug interactions.  
(iii) Validate the three best-ranked binding sites found by examining their 
Ramachandran plots. 
Step 2: Identification of tunnels for the fibrinogen binding sites. Detect the tunnels or 
tiny cavities of the three best-ranked binding sites found, followed by a ligand transport 
analysis for the beta-blockers A and P on those, and inspection of 3D interaction diagrams 
for their target-residues. 
Step 3: Calculation of energetic contributions for binding affinity. Ascertain the 
energetic contributions for the total binding affinity from beta-blocker DDI systems on 
the three best-ranked fibrinogen E-region binding sites and evaluate in addition their 
binding relevance before as well as after the beta-blocker DDI. 
Step 4: DFT modeling of beta-blocker drug-drug binding systems. Evaluate the 
configurations of the best-ranked beta-blocker drug-drug binding systems, using DFT 
calculations. 
 
Step1: Prediction of the binding sites for fibrinogen. The task here is to predict the 
binding sites of the fibrinogen E-region, prior to the docking simulations. This was 
accomplished by applying the 3D DeepSite Convolutional Neural Networks (3D-DCNN) 
tool [32]. The latter considers all the crystallographic descriptors of a given binding site 
like van der Waals surface of the fibrinogen cavities using a validated deep-learning 
neural network algorithm. Herein, the characterization and ranking of the predicted 
binding sites were established by considering the ability of these sites to simultaneously 
bind both beta-blockers drugs A and P at the same biophysical environment [18-20].  
Then, the cartesian coordinates obtained from the volumetric maps of the fibrinogen 
binding sites were used to setup the docking box simulation for each fibrinogen E-region 
binding sites. For site 1, the details of the box-simulation are: grid box-size with volume 
V= 559 Å3 (X = 64 Å, Y = 52 Å, Z = 52 Å) centered at X = 13.6 Å, Y = -1.1 Å, Z = 12 Å; 
whereas for site 2, these are: grid box-size with volume V= 475 Å3 (X = 24 Å, Y = 24 Å, 
Z = 24 Å) centered at X = 28.6 Å, Y = 2.8 Å, Z = 16 Å; and for site 3: grid box-size with 
volume V= 545 Å3 (X = 28 Å, Y = 28 Å, Z = 28 Å) centered at X = 0.2 Å, Y= -8.4 Å, Z = 
5.7 Å. Finally, for the “worst fibrinogen binding site”, these are: grid box-size with 
volume V= 500 Å3 (X = 28 Å, Y = 28 Å, Z = 28 Å) centered at X = 38.6 Å, Y = 13.1 Å, Z 
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= 31.1 Å. For this instance, an exhaustiveness docking parameter equal to 100 was used 
in all the cases [65].  
To establish the relevance of each catalytic binding site, the druggability (Dg) was 
estimated as the maximum energy variation of the fibrinogen E-region binding-sites 
affinities under beta-blocker drug interactions. Dg is defined as follows in equation 4: 
  (4) 
where  is similar to  [19], more commonly used in rational drug design 
to represent the maximum intrinsic affinity of the fibrinogen catalytic binding site, which 
fits to a linear-correlation between the binding-site surface area and the beta-blocker 
molecular weights under DDI conditions. Then,  (=0.024 kcal/mol) stands for a 
constant related to solvent surface tension in the fibrinogen binding site, which depends 
on the surface curvature r (i.e., concave surface) of the fibrinogen binding site. The 
 corresponds to an approximation of the beta-blockers desolvation 
components, whereas the  to the drug-like size (≈ 300 Å2). The  depicts 
the normalized maximum solvent-accessible surface area of the fibrinogen site evaluated, 
and C is an empirical parameter that largely discriminates druggable from undruggable 
binding-sites when it is ca. zero [18-20].  
 
Validation of the fibrinogen binding sites. To validate the 3D X-ray crystallographic 
structure of the predicted best-ranked fibrinogen E-region binding sites, namely: sites 1, 
2, and 3, a Ramachandran diagram analysis (ψ vs. φ) was carried out [38]. Here it should 
be noticed that Ramachandran diagrams may prevent obtaining false positives from 
docking complexes, by confirming the absence of restricted-flexibility in the target-
residues making up the fibrinogen E-region binding sites. 
 
Step2: Identification of tunnels for the fibrinogen binding sites. Detection of tunnels 
for each fibrinogen E-region binding site was done using the Caver 1.0 software [36]. 
One of the most relevant tasks here is to appropriately select the tunnel starting point 
residues, which are typically placed within the active site. For this purpose, we consider 
the three fibrinogen binding sites with the highest Dg values and redundant tunnels were 
removed in order to set the starting point residues, namely: at site 1: N:48 N:49 N:50 N:51 
















S:22 R:81 R:83 R:84 R:85 R:86; at site 2: O:76 O:78 O:79 Q:54 Q:57 Q:60 Q:61 S:26 
S:29 S:30 S:33 S:34; and at site 3: N:54 N:57 N:60 N:61 P:26 P:29 P:30 O:64 P:33 R:76 
R:78 R:79. The algorithm implemented in this software allows to calculate the geometry 
of a given binding site and the target-residues composing the tunnel, as well as searching 
the tunnel pathways with the minimal radius and the lowest cost based on a Voronoi 
tessellation procedure [38]. In all the cases, the particular detection parameters applied 
here are minimum probe radius = 0.9 Å, shell depth = 4 Å, shell radius = 3 Å, clustering 
threshold = 3.5 Å, maximal distance = 3 Å, and desired radius = 5 Å.  
 
Beta-blocker ligand-transport analysis. Afterwards, we carried out a ligand transport 
analysis (LTA) on the previously detected tunnels using the CaverDock software [54]. 
The LTA algorithm is able to generate the trajectories from the individual free binding 
energy (ΔGbind) by performing an iterative docking of the beta-blockers (A or P) to every 
slice of the tunnel. In so doing, we employed the partially restrained AutoDock Vina 
scoring function [65] that considers two relevant parameters, i.e.: (i) the discretization 
delta that defines the distance between two slices centers of the tunnel, and (ii) the 
calculation mode that defines which ligand restraints will be set as rotation restriction 
coupled with backtracking to ensure a forward continuous movement. For that, the beta-
blocker free binding energy trajectories were set as default parameters, which is strongly 
recommended in pharmacodynamics DDI studies [54, 65]. 
In addition, to evaluate the efficiency of the simultaneous transport of the beta-blockers 
A and P through the different tunnels, the biophysical throughput parameter (T) was 
estimated according to the equation 5. The throughput of a given pathway can adopt the 
form of the equation below when the ligand transport trajectory has continuous variation 
through the tunnel radius [54].  
(5) 
In this equation 5, L represents the total path length with radius r, the function r(l) defines 
the largest radius for absence of collisions or steric clashes along the beta-blocker drug-
drug trajectories, and n ϵ N, though its default value is n = 2 for tunnels with relatively 
large width. Here, the “cost” is obtained by numerically integrated the exponent using the 
trapezoidal rule with a uniform grid, a minimum number of trapezoids (= 8), and a 












Analysis of 3D interaction diagrams. To evaluate the relevant beta-blockers DDI 
between A plus P with the fibrinogen E-region, 3D interaction diagrams were plotted and 
analyzed using the ezCADD software [44, 45]. This software determines the non-covalent 
intermolecular interactions in each receptor-ligand complex. Then, its utility tool named 
ezLigPlot automatically represents schematic 3D-interaction diagrams for the van der 
Waals hydrophobic, H-bond, cation-π, and π-π stacking interactions if any, along with the 
corresponding interatomic distances for all the docking complexes [44, 45]. 
 
Step 3: Calculation of energetic contributions for binding affinity. The total binding 
affinity for the beta-blockers drug-drug/fibrinogen E-region complexes was computed as 
the sum of the individual binding energies of the beta-blockers A and P (  and 
) in the three best-ranked fibrinogen E-region binding sites (from now on, denoted 
as sites 1, 2 and 3). To this end, the empirical force-field parameters of the Autodock Vina 
scoring function were used to ascertain the effect of the different thermodynamic 
contributions on the total binding affinity [41, 42, 49, 55, 56]. That is, the individual 
binding energies are obtained by summing up the different contributions, as shown below 
for e.g. the beta-blockers (acebutolol (A) or propranolol (P) represented by the equation 
6, and then added together to gather the total binding affinity ( ; eq 7). 
 
(equations 6 and 7, respectively) 
 
In eq 6, the steric interaction-based Vina scoring function is calculated using three terms, 
i.e.: two attractive Gaussian functions distance dependent terms (  and ), 
which characterize the London dispersion forces, and one repulsive parabolic interaction 
term ( ), which reproduces the canonical Lennard-Jones interaction shape of 
beta-blockers with fibrinogen [41, 42, 49, 55, 56, 66]. The  term accounts for the 
pair of donor and acceptor hydrogen-bonds. The fourth term  aims at 
evaluating the non-covalent van der Waals interactions [33-35]. Lastly, the  term 













The total binding affinity is therefore used to quantify the DDI when both beta-blockers 
interact simultaneously at the same biophysical environment and crystallographic plane 
of the three best-ranked fibrinogen E-region binding sites. When  > 0 kcal/mol, it 
is classified as energetically unfavorable, pointing either extremely low or complete 
absence of affinity of the formed complexes, otherwise it is categorized like medium to 
high binding affinity. Additional details about the thermodynamic force field parameters 
of the Autodock Vina scoring function used in this work can be seen in Refs [33-35, 66]. 
An additional control simulation experiment was carried out to evaluate the maximum 
per atom-energy contribution to the individual binding affinity of the A and P separately 
in the three best-ranked fibrinogen E-region binding sites.  
 
5.3.2 Depth profiles of fibrinogen target-residues. In order to evaluate the binding 
relevance of the beta-blocker DDI, we have performed a depth profile analysis of the 
target-residues (i) including the target-chains (c) making the tunnels [37, 39, 40, 67]. To 
this end, the residue depth is represented by the  parameter, defined according to the 
general following equation in compact notation: 
  (8) 
where , known as the depth quasi-sequence-order descriptor, represents an adjusted 
binding probability-based weighted average derived from the distance matrix between the 
twenty standard amino-acids, and displays a linear correlation with the maximum solvent 
accessibility , i.e., the percentage of predicting cavity waters to be displaced from 
the cited critical residues i in the main-chains c [37, 39, 40, 67]. Also, the  descriptor 
is a function of the quasi-sequence-position-order descriptor ( ), so-called conservation 
score, which is related to the position and occurrence of the residue i in the sequence of 
the chain. More details about these descriptors will be discussed in the next section. 
It is also important to highlight that the  parameters for two different chains are 
independent from each other. Our hypothesis here is that the depth profile of target-
residues (i) surrounding tunnels can significantly modulate the beta-blocker drug-drug 
interactions. Following this idea, in the present work, three categories were defined to 
evaluate the binding relevance of the fibrinogen target-chains, taking into account the 
TGbind
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number of chains (c) composing the tunnels involved in the beta-blocker DDI, namely: c 
= 6 (highest relevance), c = 3-4 (medium relevance), and c = 1-2 (low relevance). 
 
Step 4: DFT modeling of beta-blocker drug-drug binding systems. A DFT study of 
the configurations for the best-ranked beta-blocker drug-drug binding complexes was 
performed [68]. To this end, the Kohn-Sham equations were solved with numerical 
atomic orbitals using the SIESTA code [57, 69]. Specifically, the Kohn-Sham orbitals are 
expanded in a finite basis set of numerical pseudoatomic orbitals, the latter being 
described by double-zeta  polarization (DZP) functions [70]. Correlation energies were 
set by the local density approximation (LDA), as proposed by Perdew and Zunger [71]. 
In fact, the LDA approach has been shown to be more suitable than the generalized 
gradient approximation (GGA) to study weakly interacting systems with the presence of 
π-π stacking interactions [71]. 
Improved Troullier-Martins pseudopotentials were used to describe the interactions 
between the core and the valence electrons [58-60], and for the molecular orbitals a 
localized DZP polarization basis set was implemented. For all the beta-blockers DDI 
systems, a cutoff value of 200 Ry was used to represent the charges density in the grid 
integration. The optimization of the systems’ structure was performed by a conjugate 
gradient method; the beta-blocker atomic positions being fully relaxed until the remaining 
forces acting on them dropped below 0.05 eV/Å. 
The DFT-binding energies (Eb) between the beta-blockers A and P were calculated 
according to the following equation 9 [58-60]: 
 
  (9) 
 
where  stands for the total DFT energy of the beta-blocker drug-drug system, 
and  or  for that of the isolated beta-blocker molecules A or P, respectively.  
 






Figure 13. General flowchart of the computational methods applied. Source MDPI 
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Zahoránszky-Kőhalmi, L. Végner, B. Jelinek, P. Hari, Drug effect prediction by 
polypharmacology-based interaction profiling, Journal of chemical information and 
modeling 52(1) (2011) 134-145. 
137 
 
[7] R. Chaudhari, Z. Tan, B. Huang, S. Zhang, Computational polypharmacology: a new 
paradigm for drug discovery, Expert opinion on drug discovery 12(3) (2017) 279-291. 
[8] J.M. Ruso, A. González-Pérez, G. Prieto, F. Sarmiento, A volumetric study of two 
related amphiphilic beta-blockers as a function of temperature and electrolyte 
concentration, Colloids and Surfaces B: Biointerfaces 33(3-4) (2004) 165-175. 
[9] G. Johnsson, C.G. Regardh, Clinical pharmacokinetics of beta-adrenoreceptor 
blocking drugs, Clinical pharmacokinetics 1(4) (1976) 233-63. 
[10] U. Borchard, Pharmacokinetics of beta-adrenoceptor blocking agents: clinical 
significance of hepatic and/or renal clearance, Clinical physiology and biochemistry 8 
Suppl 2 (1990) 28-34. 
[11] E. Lounkine, M.J. Keiser, S. Whitebread, D. Mikhailov, J. Hamon, J.L. Jenkins, P. 
Lavan, E. Weber, A.K. Doak, S. Côté, Large-scale prediction and testing of drug activity 
on side-effect targets, Nature 486(7403) (2012) 361. 
[12] M. Zitnik, M. Agrawal, J. Leskovec, Modeling polypharmacy side effects with graph 
convolutional networks, Bioinformatics 34(13) (2018) i457-i466. 
[13] A. Moya-García, T. Adeyelu, F.A. Kruger, N.L. Dawson, J.G. Lees, J.P. Overington, 
C. Orengo, J.A. Ranea, Structural and functional view of polypharmacology, Scientific 
reports 7(1) (2017) 10102. 
[14] A. Zimmer, I. Katzir, E. Dekel, A.E. Mayo, U. Alon, Prediction of multidimensional 
drug dose responses based on measurements of drug pairs, Proceedings of the National 
Academy of Sciences 113(37) (2016) 10442-10447. 
[15] S. Loewe, Effect of combinations: mathematical basis of problem, Arch. Exp. Pathol. 
Pharmakol. 114 (1926) 313-326. 
[16] J. Lehár, G.R. Zimmermann, A.S. Krueger, R.A. Molnar, J.T. Ledell, A.M. Heilbut, 
G.F. Short, L.C. Giusti, G.P. Nolan, O.A. Magid, Chemical combination effects predict 
connectivity in biological systems, Molecular systems biology 3(1) (2007). 
[17] J.Y. Ryu, H.U. Kim, S.Y. Lee, Deep learning improves prediction of drug–drug and 
drug–food interactions, Proceedings of the National Academy of Sciences 115(18) (2018) 
E4304-E4311. 
[18] J. Owens, Target validation: Determining druggability, Nature Reviews Drug 
Discovery 6(3) (2007) 187. 
[19] A.C. Cheng, R.G. Coleman, K.T. Smyth, Q. Cao, P. Soulard, D.R. Caffrey, A.C. 
Salzberg, E.S. Huang, Structure-based maximal affinity model predicts small-molecule 
druggability, Nature biotechnology 25(1) (2007) 71. 
138 
 
[20] A. Bakan, N. Nevins, A.S. Lakdawala, I. Bahar, Druggability assessment of 
allosteric proteins by dynamics simulations in the presence of probe molecules, Journal 
of chemical theory and computation 8(7) (2012) 2435-2447. 
[21] P. Pasznik, E. Rutkowska, S. Niewieczerzal, J. Cielecka-Piontek, D. Latek, Potential 
off-target effects of beta-blockers on gut hormone receptors: In silico study including 
GUT-DOCK—A web service for small-molecule docking, PloS one 14(1) (2019) 
e0210705. 
[22] N. Hassan, J. Maldonado-Valderrama, A.P. Gunning, V.J. Morris, J.M. Ruso, 
Surface characterization and AFM Imaging of mixed fibrinogen− surfactant films, The 
Journal of Physical Chemistry B 115(19) (2011) 6304-6311. 
[23] N. Hassan, J.M. Ruso, P. Somasundaran, Mechanisms of fibrinogen–acebutolol 
interactions: Insights from DSC, CD and LS, Colloids and Surfaces B: Biointerfaces 
82(2) (2011) 581-587. 
[24] G. Pucci, M.G. Ranalli, F. Battista, G. Schillaci, Effects of β-blockers with and 
without vasodilating properties on central blood pressure: systematic review and meta-
analysis of randomized trials in hypertension, Hypertension 67(2) (2016) 316-324. 
[25] A. Bratek-Skicki, P. Żeliszewska, J.M. Ruso, Fibrinogen: a journey into 
biotechnology, Soft matter 12(42) (2016) 8639-8653. 
[26] J. Madrazo, J.H. Brown, S. Litvinovich, R. Dominguez, S. Yakovlev, L. Medved, C. 
Cohen, Crystal structure of the central region of bovine fibrinogen (E5 fragment) at 1.4-
Å resolution, Proceedings of the National Academy of Sciences 98(21) (2001) 11967-
11972. 
[27] J.M. Kollman, L. Pandi, M.R. Sawaya, M. Riley, R.F. Doolittle, Crystal structure of 
human fibrinogen, Biochemistry 48(18) (2009) 3877-3886. 
[28] I. Pechik, S. Yakovlev, M.W. Mosesson, G.L. Gilliland, L. Medved, Structural basis 
for sequential cleavage of fibrinopeptides upon fibrin assembly, Biochemistry 45(11) 
(2006) 3588-3597. 
[29] J.W. Weisel, J.G. Phillips, C. Cohen, The structure of fibrinogen and fibrin: II. 
Architecture of the fibrin clot, Annals of the New York Academy of Sciences 408 (1983) 
367-379. 
[30] J.H. Brown, N. Volkmann, G. Jun, A.H. Henschen-Edman, C. Cohen, The crystal 
structure of modified bovine fibrinogen, Proceedings of the National Academy of 
Sciences 97(1) (2000) 85-90. 
139 
 
[31] N. Hassan, L.R. Barbosa, R. Itri, J.M. Ruso, Fibrinogen stability under surfactant 
interaction, Journal of colloid and interface science 362(1) (2011) 118-126. 
[32] J. Jiménez, S. Doerr, G. Martínez-Rosell, A.S. Rose, G. De Fabritiis, DeepSite: 
protein-binding site predictor using 3D-convolutional neural networks, Bioinformatics 
33(19) (2017) 3036-3042. 
[33] M. Rarey, B. Kramer, T. Lengauer, Multiple automatic base selection: Protein–
ligand docking based on incremental construction without manual intervention, Journal 
of computer-aided molecular design 11(4) (1997) 369-384. 
[34] D. Seeliger, B.L. de Groot, Ligand docking and binding site analysis with PyMOL 
and Autodock/Vina, Journal of computer-aided molecular design 24(5) (2010) 417-422. 
[35] B.K. Shoichet, Virtual screening of chemical libraries, Nature 432(7019) (2004) 862. 
[36] J. Stourac, O. Vavra, P. Kokkonen, J. Filipovic, G. Pinto, J. Brezovsky, J. 
Damborsky, D. Bednar, Caver Web 1.0: identification of tunnels and channels in proteins 
and analysis of ligand transport, Nucleic acids research (2019). 
[37] V. Le Guilloux, P. Schmidtke, P. Tuffery, Fpocket: an open source platform for 
ligand pocket detection, BMC bioinformatics 10(1) (2009) 168. 
[38] V.B. Chen, W.B. Arendall, J.J. Headd, D.A. Keedy, R.M. Immormino, G.J. Kapral, 
L.W. Murray, J.S. Richardson, D.C. Richardson, MolProbity: all-atom structure 
validation for macromolecular crystallography, Acta Crystallographica Section D: 
Biological Crystallography 66(1) (2010) 12-21. 
[39] K.P. Tan, T.B. Nguyen, S. Patel, R. Varadarajan, M.S. Madhusudhan, Depth: a web 
server to compute depth, cavity sizes, detect potential small-molecule ligand-binding 
cavities and predict the pKa of ionizable residues in proteins, Nucleic acids research 
41(W1) (2013) W314-W321. 
[40] K.P. Tan, R. Varadarajan, M.S. Madhusudhan, DEPTH: a web server to compute 
depth and predict small-molecule binding cavities in proteins, Nucleic acids research 
39(suppl_2) (2011) W242-W248. 
[41] S. Forli, R. Huey, M.E. Pique, M.F. Sanner, D.S. Goodsell, A.J. Olson, 
Computational protein–ligand docking and virtual drug screening with the AutoDock 
suite, Nature protocols 11(5) (2016) 905. 
[42] G.M. Morris, D.S. Goodsell, R.S. Halliday, R. Huey, W.E. Hart, R.K. Belew, A.J. 
Olson, Automated docking using a Lamarckian genetic algorithm and an empirical 




[43] M. González-Durruthy, G. Scanavachi, R. Rial, Z. Liu, M.N.D. Cordeiro, R. Itri, 
J.M. Ruso, Structural and energetic evolution of fibrinogen toward to the betablocker 
interactions, International journal of biological macromolecules 137 (2019) 405-419. 
[44] A. Tao, Y. Huang, Y. Shinohara, M.L. Caylor, S. Pashikanti, D. Xu, ezCADD: A 
Rapid 2D/3D Visualization-Enabled Web Modeling Environment for Democratizing 
Computer-Aided Drug Design, Journal of chemical information and modeling 59(1) 
(2018) 18-24. 
[45] R.A. Laskowski, M.B. Swindells, LigPlot+: multiple ligand–protein interaction 
diagrams for drug discovery, ACS Publications, 2011. 
[46] N.E. Newell, Mapping side chain interactions at protein helix termini, BMC 
bioinformatics 16(1) (2015) 231. 
[47] A. Bachmann, D. Wildemann, F. Praetorius, G. Fischer, T. Kiefhaber, Mapping 
backbone and side-chain interactions in the transition state of a coupled protein folding 
and binding reaction, Proceedings of the National Academy of Sciences 108(10) (2011) 
3952-3957. 
[48] M.I. Stefan, S.J. Edelstein, N. Le Novère, Computing phenomenologic Adair-Klotz 
constants from microscopic MWC parameters, BMC systems biology 3(1) (2009) 68. 
[49] J. Haiech, Y. Gendrault, M.-C. Kilhoffer, R. Ranjeva, M. Madec, C. Lallement, A 
general framework improving teaching ligand binding to a macromolecule, Biochimica 
et Biophysica Acta (BBA)-Molecular Cell Research 1843(10) (2014) 2348-2355. 
[50] J.E. Fletcher, A.A. Spector, J.D. Ashbrook, Analysis of macromolecule-ligand 
binding by determination of stepwise equilibrium constants, Biochemistry 9(23) (1970) 
4580-4587. 
[51] Z. Konkoli, Safe uses of Hill's model: an exact comparison with the Adair-Klotz 
model, Theoretical Biology and Medical Modelling 8(1) (2011) 10. 
[52] V.M. de Menezes, E. Michelon, J. Rossato, I. Zanella, S.B. Fagan, Carbon 
nanostructures interacting with vitamins A, B3 and C: ab initio simulations, Journal of 
biomedical nanotechnology 8(2) (2012) 345-349. 
[53] I. Sánchez-Linares, H. Pérez-Sánchez, J.M. Cecilia, J.M. García, High-throughput 
parallel blind virtual screening using BINDSURF, BMC bioinformatics 13(14) (2012) 
S13. 
[54] E. Chovancova, A. Pavelka, P. Benes, O. Strnad, J. Brezovsky, B. Kozlikova, A. 
Gora, V. Sustr, M. Klvana, P. Medek, CAVER 3.0: a tool for the analysis of transport 
141 
 
pathways in dynamic protein structures, PLoS computational biology 8(10) (2012) 
e1002708. 
[55] Z.-R. Xie, M.-J. Hwang. An interaction-motif-based scoring function for protein-
ligand docking, BMC bioinformatics 11(1) (2010) 298. 
[56] H.A. Feldman, Mathematical theory of complex ligand-binding systems at 
equilibrium: some methods for parameter fitting, Analytical biochemistry 48(2) (1972) 
317-338. 
[57] J.M. Soler, E. Artacho, J.D. Gale, A. García, J. Junquera, P. Ordejón, D. Sánchez-
Portal, The SIESTA method for ab initio order-N materials simulation, Journal of 
Physics: Condensed Matter 14(11) (2002) 2745. 
[58] Y. Wang, Z. Xu, Y.N. Moe, On the performance of local density approximation in 
describing the adsorption of electron donating/accepting molecules on graphene, 
Chemical physics 406 (2012) 78-85. 
[59] M. Arrigoni, G.K. Madsen, Comparing the performance of LDA and GGA 
functionals in predicting the lattice thermal conductivity of III-V semiconductor materials 
in the zinc blende structure: The cases of AlAs and BAs, Computational Materials 
Science 156 (2019) 354-360. 
[60] N. Troullier, J.L. Martins, Efficient pseudopotentials for plane-wave calculations, 
Physical review B 43(3) (1991) 1993. 
[61] J. Westbrook, Z. Feng, L. Chen, H. Yang, H.M. Berman, The protein data bank and 
structural genomics, Nucleic acids research 31(1) (2003) 489-491. 
[62] O. Trott, A.J. Olson, AutoDock Vina: improving the speed and accuracy of docking 
with a new scoring function, efficient optimization, and multithreading, Journal of 
computational chemistry 31(2) (2010) 455-461. 
[63] S. Kim, P.A. Thiessen, E.E. Bolton, J. Chen, G. Fu, A. Gindulyte, L. Han, J. He, S. 
He, B.A. Shoemaker, PubChem substance and compound databases, Nucleic acids 
research 44(D1) (2015) D1202-D1213. 
[64] M.D. Hanwell, D.E. Curtis, D.C. Lonie, T. Vandermeersch, E. Zurek, G.R. 
Hutchison, Avogadro: an advanced semantic chemical editor, visualization, and analysis 
platform, Journal of cheminformatics 4(1) (2012) 17. 
[65] W.P. Feinstein, M. Brylinski. Calculating an optimal box size for ligand docking and 
virtual screening against experimental and predicted binding pockets, Journal of 
cheminformatics 7(1) (2015) 18. 
142 
 
[66] R. Quiroga, M.A. Villarreal, Vinardo: A Scoring Function Based on Autodock Vina 
Improves Scoring, Docking, and Virtual Screening, PLOS ONE 11(5) (2016) e0155183. 
[67] M.A. Marti‐Renom, M. Madhusudhan, A. Sali, Alignment of protein sequences by 
their profiles, Protein Science 13(4) (2004) 1071-1087. 
[68] P. Hohenberg, W. Kohn, Inhomogeneous electron gas, Physical review 136(3B) 
(1964) B864. 
[69] W. Kohn, L.J. Sham, Self-consistent equations including exchange and correlation 
effects, Physical review 140(4A) (1965) A1133. 
[70] O.F. Sankey, D.J. Niklewski, Ab initio multicenter tight-binding model for 
molecular-dynamics simulations and other applications in covalent systems, Physical 
Review B 40(6) (1989) 3979. 
[71] J.P. Perdew, A. Zunger, Self-interaction correction to density-functional 
























Supporting Information  
 
 
Figure S1. A) Prediction of the worst catalytic binding site of fibrinogen E-region based 
on druggability degree (Dg = 0.08). B) Tunnel detection of the worst binding site of 
fibrinogen E-region like tunnel 1 (gray) and tunnel 2 (green) with the surrounding 
catalytic residues. Source MDPI article, please visit: 





Figure S2. A) Cartoon representation of β-blocker interactions like acebutolol + tunnel 1 
(blue) and propranolol + tunnel 2 (red) from the worst fibrinogen binding site (Dg = 0.08). 
B) Binding profiles of β-blocker trajectories showing the total absence of β-blocker drug-
drug interactions based on the non-interception between β-blocker trajectories. Source 







Figure S3. Graphical breakdown of the different binding energy contributions (∆GGauss1, 
∆GGauss2, ∆Grepulsion, ∆GH-bond, ∆Ghydrophobic, and ∆Grotational) to the individual binding 
affinity (ΔGbind, kcal/mol) of the β-blockers like A) acebutolol/worst site_tunnel 1 
(ΔGbind_Acebutolol = - 4.82 kcal/mol) and B) propranolol/worst site_tunnel 2 (ΔGbind_Propranolol 
= - 4.20 kcal/mol). Source MDPI article, please visit: 







Figure S4. Representation of the per atom energy contributions (kcal/mol) to the 
individual binding affinity (ΔGbind) of the acebutolol (ΔGbind_Acebutolol) and propranolol 
(ΔGbind_Propranolol) in the worst fibrinogen binding site (Dg = 0.08). A) acebutolol + worst 
site (tunnel 1) and B) propranolol + worst site (tunnel 2). Source MDPI article, please 





Figure S5. Druggability-depth-maximum solvent accessibility-relationship of the critical 
target-residues belonging to fibrinogen E-region binding sites (site 1, site 2, and site 3). 
A) TRH22, B) SER50, C) ASP78, D) ASN30, E) HIS74, F) CYS39. Source MDPI 










Michael González-Durruthy, Ramón Rial, M. Natália D.S. Cordeiro, Zhen Liu, Juan M. 
Ruso. Exploring the conformational binding mechanism of fibrinogen induced by 
interactions with penicillin β-lactam antibiotic drugs. Journal of Molecular Liquids, 324, 
114667, 2021. doi.org/10.1016/j.molliq.2020.114667.  
 
                                                             Journal Impact Factor (JIF) (2021): 6.165. 
                                                                                                CiteScore (2021): 6.9 
 
Author Contribution M.G.-D.; Conceptualization, methodology-based on molecular 
docking, flexibility properties evaluations, building perturbation response scanning maps, 











Exploring the conformational binding mechanism of fibrinogen induced by 
interactions with penicillin β-lactam antibiotic drugs.  
 
Abstract 
Herein, we present an integrated computational and experimental study to tackle the 
interactions between recognized β-lactam antibiotics (cloxacillin and dicloxacillin) with 
the fibrinogen blood plasma protein. For this purpose, molecular docking simulation with 
elastic network based on collective low-frequency normal modes and perturbation 
response scanning maps were proposed to evaluate the conformational binding 
mechanism of fibrinogen under the unbound and bound states with the cited β-lactam 
antibiotics. Aiming to theoretically explore the hidden biochemical mechanisms and 
structural attributes leading failures in therapy success with β-lactam antibiotics. The 
computational results pointing that despite these conformational differences, both 
antibiotics exhibit very similar affinity-based free energies of binding as FEB 
(cloxacillin/E-region) = - 8.7 kcal/mol and FEB (dicloxacillin/E-region) = -7.7 kcal/mol. 
We theoretically suggest that the semi-synthetic incorporation of an additional halogen 
CL-atom in the dicloxacillin, respect to cloxacillin molecule, and its relative docking-
pose orientation in the fibrinogen E-region could significantly reduce the appearance of 
potential fibrinolytic off-target effects usually associated to parenterally administered β-
lactam antibiotics. Besides, the performed interactions diagrams revealed that the most 
relevant antibiotic binding interactions with the fibrinogen E-region (pocket 1) are mainly 
based on hydrophobic (C···C)-backbone-side-chain non-covalent interactions, 
acceptor/donor interactions with critical regulatory E-region residues SER50:Q > 
SER50:N associated to allosteric modulation based long-distance-based perturbations 
(dicloxacillin >> cloxacillin) in the E-region (Q-chain > N-chain) with remarkable 
conformational rigidification by decreasing the intrinsic collectivity, and leading different 
pattern of perturbations as allosteric signal propagation in the intrinsic conformational 
dynamics under bound state from both β-lactam antibiotics. Overall the obtained 
theoretical evidences fit well with previous experimental ones obtained by our group by 
using isothermal titration calorimetry (ITC) and quantitative differential scanning 
calorimetry (DSC) (refer to https://doi.org/10.1016/j.molliq.2020.114667). Allowing to 
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corroborate and validate the proposed computational approaches ones. Finally, the 
obtained results open new perspectives for the “de novo rational drug-design” of new 
derivatives of β-lactam antibiotics with high pharmacodynamic selectivity/specificity to 
avoid side-effects toward to achieve optimal benefit/risk rates beyond the antibiotic drug 
resistance phenomena, favoring the implementation of rigorous criteria for a more 
personalized antibiotic therapy. 
 
6.1 Introduction 
Despite the enormous attention that for so many years have enjoyed by the scientific 
community protein-ligand interactions, far from diminishing, has increased the interest 
and fascination that this topic exercise upon researchers. Many are the causes that explain 
such an attraction: multidisciplinary approach, constant discovery of new proteins and 
ligands, the recent emergence of COVID-19 with the consequent demand for new 
vaccines and medicines[1], the development of artificial intelligence methods that are 
nurtured by large databases[2], the excellent combination of thriving tools both 
experimental and computing that this field more than others need to coexist [3] and the 
scientific challenge that the complexity of these systems (dynamic, fluctuations, degrees 
of freedom, crowding, etc.) assumes[4].  
Penicillin β-lactam antibiotics are recognized as one of the most common wide-spectrum 
antibiotics used for different infections. However, the therapy success with penicillin β-
lactam antibiotics remains as unsolved problem since β-lactamase resistance due to the 
inappropriate use, is disseminating rapidly among pathogenic bacteria. Besides, 
considering the occurrence of potential hematotoxicity (off-target fibrinolytic 
interactions) as hemolytic anemia caused by intravascular hemolysis, and blood clotting 
disorders-mediated fibrinolysis (i.e., by interactions with the fibrinogen molecule) which 
are recognized as one of the most severe adverse reactions induced by the penicillin β-
lactam antibiotics when are parenterally administered [5]. To overcome the potential 
hematotoxicity of the β-lactam antibiotics therapeutic strategies should consider the 
rational prescription, substitution and/or combination [6].  
In pursuing these aims, we have studied the interactions and complexation of two 
penicillin β-lactam antibiotics, cloxacillin and dicloxacillin, with the fibrinogen serum 
protein. We have attempted to correlate the effects of chemical substitution on molecular 
and thermodynamic properties of protein in the bulk with their effects on protein 
functional properties. The penicillin drugs selected for study form an interesting series of 
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molecules in which the only variation in the molecular structure is the number and nature 
of the substituents on the aromatic ring: an additional chlorine atom on the phenyl ring of 
dicloxacillin. This selection provides an interesting opportunity to investigate the 
relationships of the molecular structure on the intermolecular interactions[7-9]. In 
previous studies we investigated the relationships between molecular architecture and the 
physicochemical properties of structures that are formed by these molecules in aqueous 
solution. Static light scattering and NMR studies have shown that both drugs form small 
aggregates from a given concentration in aqueous solution, but there was evidence of a 
second aggregation in solutions of dicloxacillin (but not cloxacillin)[10]. The stability of 
these aggregates has not yet been quantified sufficiently, but it has highlighted its 
enormous importance on the bacterial activity [11] and protein interactions, where 
evidence has been presented for the haptenation of penicillin by conjugation with serum 
proteins which results in the formation of IgE antibodies [12, 13]. From the structural and 
functional point of view the human fibrinogen is a soluble glycoprotein composed by 
disulfide-linked dimer of three nonidentical polypeptide chains, Aα, Bβ, and γ. The NH2 
terminal portions of the six chains are linked together to the central region (E) of the 
molecule by 11 disulfide bonds forming a small globular domain, the so-called disulfide 
knot, in the center. The C termini of each of the three chains end in globular domains, 
those of the Bβ, and γ chains are located at the ends of the molecule. The COOH-terminal 
portion of each fibrinogen Aα chain forms a compact αC-domain attached to the bulk of 
the molecule with a flexible αC-connector. In addition, fibrinogen shows a unique 
characteristic in its folding[14]. According to the current view, in fibrinogen, two αC-
domains interact intramolecularly with each other and with the central region of the 
molecule, while in fibrin, they switch to an intermolecular interaction to form αC-
polymers. The central region (E-region) is responsible for the fibrin polymerization 
during the clotting process[15]. Fibrinogen circulates in the plasma with a molecular 
weight of ~340 kDa depending of Aα and Bβ chains and the γ-γ and α-α crosslinking 
chains content. It has a shape similar to a rod with dimensions of 9 × 47.5 × 6 nm and 
present a negative net charge with isoelectric pH=5.8 in physiological conditions[16]. 
The normal concentration of fibrinogen is around 150-400 mg/dL in the blood plasma. 
Levels noticeably below or above this range are associated with pathological conditions 
like bleeding and/or thrombosis [17]. Crystallographic analysis of the molecule has been 
hindered for a long time by its complex and flexible structure. Finally, a planar sigmoidal 
structure was proposed: the axis of the α-helical coiled-coil rod adopts a sigmoidal shape 
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that lies nearly in a plane, as the curvature is an intrinsic feature of fibrinogen’s coiled 
coil [18]. 
In order to achieve these objectives and based on all the above, we have approached this 
task with a combination computational methods. In this context, computational methods 
like molecular docking approaches has become an increasingly important and recognized 
tool in rational drug-design[19] The molecular docking simulation can be applied to 
model the interaction between a small molecule and a protein receptor at the atomic level, 
allowing to efficiently elucidate keys biochemical processes [20]. Despite the existence 
of great advances in computational pharmacology are still ignored how different binding-
modes can modulate the pharmacological response. The molecular docking results 
generally suggest that the native binding-mode corresponds to a low free energy structure 
but not necessarily with the lowest values. In this regard, one of the main challenges, is 
to implement computational algorithms that allow to discriminate correctly the influence 
of a given conformational binding-modes of the ligand on the interaction energy (FEB 
values), which are usually, very close to each other[21]. Because, in most cases the 
different ligand-conformations obtained after the molecular docking simulations occupy 
the same biophysical environment in the protein binding-site. For this instance, the local 
perturbation response scanning maps (LPRS map images) could be considered as an 
efficient approach to identify differences-based penicillin-conformational binding-modes 
with fibrinogen protein[22, 23]. The LPRS maps allows the determination of the 
influence/sensitivity that each binding residue has on/to every other residue under ligand 
interaction, by performing a map-based matrix of interaction that works with an 
anisotropic network model (ANM), where the nodes refer to individual residues[24, 25].  
 
6.2 Materials and Methods 
6.2.1 Computational modeling-based molecular docking.  
To study the binding properties between the penicillin β-lactam antibiotics and fibrinogen 
protein a computational mechanistic study based on molecular docking simulation was 
performed. Towards such end, first we prepared the protein receptor file (i.e., fibrinogen), 
which was withdrawn from the RCSB Protein Data Bank (PDB) X-ray structures, i.e. 
with PDB ID: 1JY2 [26]. Afterwards, the obtained fibrinogen E-region structure was 
prepared using an online ProteinPrepare tool [27]. The preparation process includes the 
titration of the protonation states using PROPKA 3.1 tool, addition of missing atoms, 
removal of co-crystallized ligands and overall optimization of the H-network using 
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PDB2PQR 2.1. Following this step, the penicillin β-lactam antibiotic ligands (cloxacillin 
and dicloxacillin) were obtained from the Pubchem Data Base Chemical Structure Search 
as cloxacillin (PubChem CID: 6098; MF: 435.9 g/mol) and dicloxacillin (PubChem CID: 
18381; MF: 470.3 g/mol) [16]. The drugs geometry optimization was carried out by using 
the MOPAC extension based on NDDO approximation [28]. Then, to study the β-lactam 
antibiotic docking mechanisms with fibrinogen, we used the Autodock Vina scoring 
function developed by Trott et al.[29, 30] to obtain the free energy of binging (FEB) based 
on X-Score function which approximates the standard chemical potentials. Before the 
docking modeling, the fibrinogen binding-sites were predicted through the ezPocket with 
fconv for binding-site detection [31, 32]. This step was carried out as delimiting the access 
to fibrinogen-cavities, like van der Waals surfaces that are likely to bind to the ligands. 
To this end, the fconv analysis uses Delaunay triangulation with weighted points to detect 
all the relevant binding pockets. Herein, the volumetric map of the fibrinogen binding-
site is generated together with the Cartesian XYZ-coordinates for the docking box 
simulations [33], i.e.: grid box size with dimensions of X= 64Å, Y= 52Å, Z= 52Å and 
grid box center X= 13.1Å, Y= -2.0Å, Z= 12.5Å. For this purpose, a docking accuracy 
was fixed at 100 and after that, the best conformations or penicillin binding-poses were 
selected [34]. The docking affinity (FEB values) were classified like energetically-
unfavorable when the FEB of fibrinogen-penicillin complexes ≥ 0 kcal/mol, therefore 
indicating either extremely low or complete absence of affinity; otherwise the fibrinogen-
penicillin docking complexes were classified like medium to high docking affinity [29].  
 
6.2.2 Performing 2D-3D Lig-Plot interaction diagrams.  
This algorithm was applied to evaluate the influence in the FEB values for the different 
contributions of the β-lactam antibiotics binding-poses interacting with the fibrinogen. To 
specify the key relevant intermolecular interactions 3D Lig-Plot diagrams were analyzed. 
To tackle this objective, the ezLigPlot software was used. This software determines the 
non-covalent intermolecular interactions present in a given protein-ligand complex and it 
builds automatically a 3D-interaction diagram that includes hydrophobic, H-bond, cation-
Π, and Π-Π stacking interactions along with its corresponding interatomic distances (dij) 






6.2.3 Building perturbation response scanning maps 
This computational approach evaluates the degree of change (i.e., interatomic distances 
perturbation between residue fluctuations) induced by the ligands in the residues network 
of fibrinogen by describing the interaction potential (V) from the receptor-ligand complex 
(R-L or fibrinogen-β-lactam antibiotics) as an anisotropic network model (ANM) of 
interacting springs based on the Elastic Network Model Theory (ENM) [23, 35-37], 
where each spring connects a pair of C(α)-nodes (i-j) corresponding to the ligands (i.e., 
(i)-cloxacillin or (i)-dicloxacillin) and the receptor (j-fibrinogen) are placed within a 
given distance cutoff of 7 Å. Herein, we use the ANM models applying the concepts on 
rotation-translations blocks approximation (RTB model) to explore the collective motions 
in low-frequency normal modes. Where the target protein (fibrinogen) is splitted into n-
(b)-blocks, a block being made of one or of a few consecutive residues that belong to the 
different polypeptide chains of the fibrinogen protein that could potentially interact with 
the penicillin β-lactam antibiotic ligands (cloxacillin and dicloxacillin). Then, the ANM-
RTB model was implemented to evaluate the potential perturbation responses-induced by 
the β-lactam antibiotics on fibrinogen binding-site network of residues using local 
perturbation-response scanning maps (LPRS maps) to measure the fluctuations of the 
displacements from equilibrium between the unperturbed (unbound fibrinogen) and 
perturbed state (bound fibrinogen under the β-lactam antibiotic interactions) following 
equations 1 and 2: 
  𝑉𝑅 = ∑
1 
2




 𝑉 ҆𝑅−𝐿 = ∑
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Where V describes the interaction potential for a protein receptor (i.e., VR: fibrinogen in 
the unperturbed like unbound state representing the intrinsic conformational dynamic in 
the absence of the penicillin β-lactam antibiotic ligands), and the bound state representing 
the interaction-based perturbations (i.e., VR-L: fibrinogen/cloxacillin and 
fibrinogen/dicloxacillin as generated docking complexes) modeled by a quasi-harmonic 
Hookean springs [38]. For this instance, the force constant (γ) of the spring connecting 
C(α)-atoms i and j from the receptor (interacting residues) and the ligand are taken as γR 












The cutoff for the fibrinogen γR = 1, dij
0 is the distance between i,j-C(α)-atoms of the β-
lactam antibiotic as ligand (L) and fibrinogen receptor (R), in the equilibrium condition  
indicated by the superscript “0”, and the dcutoff = 7 Å. More details will be explained in 
the next section. 
6.3 Results and discussion 
6.3.1 Fibrinogen structural characterization and binding site prediction 
The accurate identification of druggable binding pockets constitutes an essential step for 
structure-based drug design antibiotics considering the long list of biochemical 
mechanisms associated to antibiotic-resistance phenomena[39]. Which is widely 
recognized as a fundamental public health threat affecting humans worldwide. In this 
context, the first step of molecular docking approach is the correct 
prediction/identification of a feasible binding pockets with an appropriate 
crystallographic structural characterization of their properties toward to ensure quality of 
modeling data as ligand selectivity and specificity in order to avoid adverse effects[27]. 
In the present study we address the prediction of druggable fibrinogen binding sites 
considering the fibrinogen whole structure (E-region, D-region 1 and D-region 2) in order 
to determine the highest concentration and patterns of distribution of active binding sites 
throughout the fibrinogen structure. Following this idea, the binding-sites prediction of 
fibrinogen was carried out by applying fpocket with ezPocket software which use 
Voronoi tessellation algorithm to detect/scanning concave surfaces and tiny sub-cavities 
(tunnels) collecting information-based on the crystallographic descriptors related to 
pocket topology and geometry to accommodate the ligands (cloxacillin and dicloxacillin) 





Figure 1. A) Representation of general crystallographic structure of fibrinogen protein 
by relevant regions formed by two quasi-symmetric C-terminal portions (D-regions 1 and 
2) and the central part (E-region thrombin binding-domain) highlighting the binding sites 
formed by small cluster of hydrophobic cavities represented as colored van der Waals 
surfaces heterogeneously distributed across the overall structure. B) Graphical 
representation of length (Å) vs. radius (Å) obtained for the fibrinogen tunnel sub-cavities 
(10 entangled tunnels) belonging binding sites for each fibrinogen regions (E-region and 
the two quasi-symmetric D-regions 1 and 2). C) Radial plot decomposition of the tunnel 
sub-cavities of the fibrinogen binding sites showing the overlaping within the each 
fibrinogen region. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
 
For this instance, the fpocket method calculates the geometric center of the pocket and 
considering if the relative position of the pocket center is within 4 Å from any atom of 
the potential ligand to be considered as correctly predicted or identified. The fpocket 
binding cavity detection method can generates Cartesian coordinates-like van der Waals 
volumetric maps that allows setting the box-simulation used for docking experiments 
[32]. The obtained results show that the fibrinogen protein has multiple cavities more 
densely located in the N-terminal central nodule E-region which correspond to the 
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thrombin binding-domain which has critical importance for the blood coagulation process 
(fibrin polymerization). By the other hand, the regions composed by the two quasi-
symmetric C-terminal portions showed the smallest quantity of binding sites (D-region 2 
> D-region 1). In addition, we perform a detection of tiny sub-cavities (or tunnels) 
composing fibrinogen binding sites for each region [17, 40]. For this instance, a total of 
10 relevant tunnels were identify, 6 interconnected tunnels composing the E-region 
binding sites, and 2 tunnels for each D-region binding sites. Herein, was clearly shown 
that the number of tunnel cavities forming the E-region binding sites are greater than the 
tunnel cavities composing from both D-regions. Furthermore, the length and radius of the 
tunnels composing the E-region binding sites are also significantly higher than the D-
region sub-cavity tunnels as showed in the Figure 1B and Figure 1C. This fact has great 
relevance from the pharmacological point of view on prevention potential hematotoxicity 
effects-mediated fibrinolysis which are considered as one of the most severe adverse 
reactions induced by penicillin β-lactam antibiotics, immune-mediated hemolytic anemia 
[5], and intravascular hemolysis induced by off-target ligand interactions with tunnel sub-
cavities of fibrinogen binding sites. Because, it is well-known that the critical functions 
of the tunnels include: i) substrate and solute exchange, ions and water between the sub-
cavities, ii) transport of intermediates of biochemical reactions between two different 
binding sites, and iii) maintenance of the conformational and geometric complementarity 
of binding sites for binding physiological substrates [41]. Afterward, in order to assess 
the biochemical relevance of the three main regions of the fibrinogen structure (E-region, 
D-region 1 and D-region 2) we examine three relevant pocket descriptors which are 
directly associated to the protein ability to bind potential drugs namely: i) pocket stability 
(Ps_fib), ii) pocket continuity (Pc_fib), and iii) pocket correlation (Pci-j_fib)[42]. The 
stability parameter of the fibrinogen binding pockets belonging to the cited regions can 
be calculated according to the following equations 4 and 5:  
 
  Ps_fib = {S1,S2, … , Si, … , Sm }  (4) 
 
  Si =
n
N⁄   (5) 
 
where Ps_fib represents the fibrinogen pocket stability; Si corresponds to the stability of 
the grid formed by the pocket; the parameter m represents the number of grids in the 
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fibrinogen pocket, n is the number of occurrences of the i-th grid in the pocket 
conformations, and N is the total number of the pocket conformations. The results on the 
stability parameter of the fibrinogen molecule are depicted in the Figure 2. 
 
 
Figure 2. A) Representation of the stability properties of fibrinogen binding pockets 
based on the Ps_fib crystallographic molecular descriptor; from low to high stability as 
depicted by the bar color (from blue to orange). B) 2D-matrix of pocket stability map 
based on the Ps_fib parameter by relevant fibrinogen regions. C) Representation of 
overall pockets (10 pockets in total) composing the E-region like van der Waals surface. 
D) and E) van der Waals representation of the three best-ranked fibrinogen E-region 
pockets with the highest stability (pocket 1 > pocket 2 > pocket 3 > remaining E-region 
pockets >>> D-region 2 > D-region 1). Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
 
For the fibrinogen E-region, 10 pockets in total were detected across the E-region surface 
while for the D-region 1 and 2, 2 and 4 pockets were detected, respectively. See (Figure 
2A). According to this the fibrinogen E-region suggest could has greater influence for 
ligand-binding affinity compared with the two D-regions. Particularly, in the E-region the 
central pocket 1 forms a funnel-shaped hydrophobic cavity that exhibits the greatest 
stability of all the E-region binding sites detected. Theoretically suggesting that the 
pocket 1 represents the intrinsic binding pocket for the dynamic and functional properties 
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of the fibrinogen protein. This pocket 1 is surrounded by the pockets 2, 3 and 4 and the 
stability analysis showed that the pocket 2 and 3 are slightly more stable than the pocket 
4. Figure 2C (labelled-orange van der Waals surface). Maybe the pockets 2 and 3 provide 
an allosteric pathway for the antibiotic-ligand entry and exit to the main pocket 1. Besides, 
considering that pockets 2 and 3 cover a large surface of the central segment of E-region. 
The pockets (5, 7, 8) could also be considered like potential allosteric binding pockets 
allowing accommodate small ligand molecules. Due to their relative position respect to 
the funnel-shaped hydrophobic cavity that forms the main pocket 1. The remaining 
pockets (pockets 6,9, and 10) could act binding small molecules as several co-factors and 
other native substrates during the binding of thrombin into the E-region for the fibrin 
polymerization during the blood coagulation process based on based on its lower stability 
compared with the pockets 1, 2 and 3. Herein, it is important to note that the stability of 
the predicted pockets composing the D-regions were from medium to very low pocket 
stability. See Figure 2A. 
The fibrinogen binding pocket continuity (Pc_fib) [42], was analyzed based on general 
structural attributes as appearance, merging, and volume change. The continuity 
descriptor is defined by the equation 6: 
  Pc_fib = {Pi|Pi  ∩  Pref > 0} , i = 1, 2, … , n (6) 
where, Pref represents the evaluated pocket in the first or native conformation, Pi 
corresponds to the i-th pocket which is spatially overlapped with the Pref, n represents all 
the predicted pockets modeled, and Pc_fib denotes the binding pocket continuity 
consecutively assembled pockets. This parameter (Pc_fib) is strongly depends on the 
proximity of the pockets, and on their flexibility properties which are associated to the 
different conformations that these pockets can adopt under the presence or absence of 
ligands (penicillin β-lactam antibiotics). Besides, the pocket continuity descriptor can be 
associated with the pocket correlation parameter (Pci-j_fib) through a correlation 
matrix[42]. For this instance, we reinforce our hypothesis about the greatest relevance of 
the fibrinogen E-region compared with the two D-regions 1 and 2. Due to the high 
structural inter-connection between the pockets that form the E-region (i.e., for the 10 
binding pockets) compared with the less quantity and low structural communication 
observed for both D-regions. Besides, considering the strong correlation based on the 
high values for the parameter (Pci-j_fib) for the E-region compared with both D-regions 1 
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and 2. Where the pocket correlation parameter (Pci-j_fib) for both fibrinogen D-regions 
shows several parts with moderate correlation as average values of Pci-j_fib (colored-white) 
to full uncorrelated low Pci-j_fib values (colored-blue), see Figure 3.  
 
 
Figure 3. A) Representation of the pocket continuity crystallographic molecular 
descriptor (Pc_fib) by fibrinogen regions (E-region, D-region 1 and D-region 2). B) 
Representation of the pocket correlation crystallographic molecular descriptor (Pci-j_fib) 
for the evaluated fibrinogen regions. The bar color is to qualitatively represent the values 
of the crystallographic molecular descriptor evaluated as low, average, and high values 
according to the color intensity (blue-to-white-red transitions). Source Elsevier article, 
please visit: https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 
2021) 
6.3.2 Molecular Docking Simulations 
Considering all the above we performed the molecular docking simulations focus our 
attention on the potential docking interaction between the penicillin β-lactam antibiotics 




Figure 4. A) Fibrinogen binding sites distribution from more to less densely located by 
relevant regions as white volumetric surfaces (E-region > D-region 2 > D-region 1). On 
the far right is represented overall the binding sites that form the fibrinogen E-region. B) 
Representation of the best crystallographic docking poses obtained for the fibrinogen-
cloxacillin complexes, and C) representation of the best crystallographic docking poses 
obtained for the fibrinogen-dicloxacillin complexes showing greater affinity for the 
region E. On the far right is represented the chemical structure of both β-lactam antibiotics 
cloxacillin and dicloxacillin, respectively. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
From the structural point of view, the fibrinogen E-region binding-sites are highly 
complex systems which contain a large variety of clefts, grooves, protrusions inner the 
main funnel-hydrophobic cavity (pocket 1) formed by the γ-γ and α-α crosslinking from 
Aα and Bβ chains composing the thrombin binding site [40]. Under the presence of 
ligands (cloxacillin and dicloxacillin), some critical residues can be perturbed by 
modifications in the symmetry architecture of the Bβ-γ/Bβ-γ dimeric domain of E-region 
and could induce potential hematotoxicity effects-mediated like fibrinolysis when these 
antibiotics are parenterally administered [5]. In general terms, the obtained results suggest 
that the antibiotic interactions fit with a spontaneous thermodynamic process (ΔG bind < 
0 kcal/mol). Pointing the formation of stable docking complexes with the several 
predicted fibrinogen E-region binding sites. As showed in the Figure 4B and Figure 4C 
where the best crystallographic docking poses were centrally located around the funnel-
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shaped hydrophobic cavity, namely the main pocket 1 previously identified like the most 
stable pocket. Then, aiming to deepen the modeling results, we carried out a clustered 
docking analysis involving the three fibrinogen regions studied, see Figure 5. 
 
 
Figure 5. Frequency distribution of total binding energies from the docking complexes 
obtained for both β-lactam antibiotics by relevant regions (E-region and D-regions) as: 
A) fibrinogen-cloxacillin complex and B) fibrinogen-dicloxacillin complex. Herein, the 
x-axis represents the total affinities (ΔGbind_total) and y-axis ordinate represents the 
frequencies (k-occurrences) of ΔGbind_total values (kcal/mol) obtained for all docked poses 
by fibrinogen regions (pink bars). Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
The results showed in the Figure 5 corroborates that the antibiotic binding interactions 
occur with a higher binding probability in the fibrinogen E-region compared with the two 
D-regions regarding the count of binding affinity frequencies (k-occurrences)[43]. In fact, 
the calculated values of the k-occurrences in fibrinogen E-region (k = 10-100) were higher 
compared with the values of k-occurrences of interactions for both penicillin β-lactam 
antibiotics in the D-regions (k = 20-50), approximately, which denote the preference of 
the cloxacillin and dicloxacillin by the central fibrinogen E-region, in both cases. 
In order to theoretically explain the pharmacodynamic mechanisms of interactions for 
cloxacillin and dicloxacillin with the fibrinogen E-region and detect potential similarities 
and differences from the structure-fibrinogen activity relationships point of view a 
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detailed 3D/2D-lig-plot interaction diagrams were performed for both antibiotics [31]. 
See Figure 6. 
 
Figure 6. Representation of 3D and 2D lig-plots interaction diagrams for the best β-
lactam antibiotic binding-poses obtained in the fibrinogen E-region like: A-B) fibrinogen-
cloxacillin and C-D) fibrinogen-dicloxacillin. On the far right is depicted the different 
types of hydrophobic interactions of the ligands with the fibrinogen E-region target 
residues and chains as: ligand/side-chain interactions, ligand/backbone-side chain 
interactions, and electrostatic interactions as: ligand/backbone acceptor, ligand/backbone 
donor, ligand/side-chain acceptor, ligand/side-chain donor; the gray outline represents the 
proximity contour of the 2D lig-plots interaction diagrams. Please, note the different 
crystallographic orientation of the CL-atom(s) of the cloxicillin and dicloxicillin during 
the interactions marked in green in the obtained 3D-lig-plot diagrams. More details can 
be found in Figure S1 and Figure S2. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
Herein, it is possible to note that, the cloxacillin molecule involves a greater number of 
E-region target-residues covering a greater area in the E-region biophysical environment 
(pocket 1) compared with the dicloxacillin molecule; despite the similar structural size of 
both antibiotics. This fact could be explained due to in the case of cloxacillin, the best 
binding pose (cloxacillin/E-region) shows an extended shape. However, the dicloxacillin 
ligand adopts a more closed conformation during the docking interaction. An overview 
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of the results of 3D/2D-lig-plot diagrams revealed that the most relevant antibiotic 
binding interactions with the fibrinogen E-region (pocket 1) are mainly based on 
hydrophobic (C···C)-backbone-side-chain non-covalent interactions, involving a greater 
number of these for the cloxacillin >> dicloxacillin. In this regard, we suggest that the 
presence of less quantity of hydrophobic (C···C)-backbone-side-chain non-covalent 
interactions for the dicloxacillin could promotes a decrease of the thermodynamic 
destabilizing effects on the residue side-chain packing of the E-region (pocket 1) [31, 44-
46], potentially inducing a minor quantity of local perturbations over the interacting 
chains composing the E-region  and without affect the flexibility properties and ligand-
binding properties of the fibrinogen. Consequently, this dicloxacillin chemical 
modification (Cl-atom addition) contributes to prevent potential immune-mediated 
hemolytic anemia, intravascular hemolysis, and the most representative the effects 
namely fibrinolysis more efficiently way than the cloxacillin molecule. As showed in the 
2D-lig-plot diagrams (panel B and D) the β-lactam ring is the most important toxicophoric 
fragment inducing side effects (off-target interactions) of β-lactam antibiotics (cloxacillin 
>> dicloxacillin) on fibrinogen. Toxicophoric groups, correspond to chemical motifs 
within a molecule responsible for the appearance of fibrinolytic side-effects leading 
defects in the blood clotting process[5].  
From the therapeutic point of view, it is important highlight that the β-lactam ring is the 
pharmacophoric fragment responsible for the specific antibiotic action for both evaluated 
drugs (i.e., in the absence of off-target interactions with fibrinogen blood plasma 
protein)[5]. In this context, the 2D-lig-plot diagrams show that the β-lactam ring 
belonging to the cloxacillin exhibits a large number of hydrophobic (C···C)-backbone-
side-chain non-covalent contacts with fibrinogen E-region residues and chains 
(PRO49:Q, GLY51:Q, THR22:P:S, PRO84:R, THR21:P:S, THR85:O:R) compared with 
the dicloxacillin where the β-lactam ring has a unique hydrophobic (C···C)-backbone-
side-chain non-covalent contact with the fibrinogen E-region residues and chains 
(CYS52:N). According to this, we could hypothesize several events associated with the 
β-lactam ring linked to the loss of selectivity/specificity, and greater potential of the 
cloxacillin molecule respect to  dicloxacillin to induce potential hematotoxicity 
(fibrinolytic side-effects) like: i) total or partial perturbation of the cys-stereochemical 
orientation of the H-atom pair of the β-lactam ring, ii)  total or partial loss of the strain in 
the bicyclic system that form the four membered β-lactam ring. Particularly, the β-lactam 
carbonyl group must be placed in the correct orientation to provide the strain required for 
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the attack-based acylation reaction of the β-lactam carbonyl group with the target-enzyme 
family (transpeptidases) and to remain the β-lactam ring stability against the action of β-
lactamases. Besides, an efficient rational drug-design of penicillin β-lactam antibiotics 
with optimal benefit/risk ratio requires of the amidic character of the β-lactam carbonyl 
group to be reduced, to enable the acylation of the active nucleophilic serine residue 
(SER) of the transpeptidases. Then, slight distortions in the β-lactam carbonyl group 
orientation induced by the interaction with the fibrinogen protein (i.e., regulatory serine 
residue from fibrinogen E-region) could decrease the β-lactam ring strain opening the β-
lactam ring and abolish its pharmacological properties (antibiotic effects). In this concern, 
it is well-known that the higher strain in the β-lactam ring increase the antibiotic activity 
and decrease the fibrinolytic hematotoxicity [5].  
A similar analysis based on the orientation of chemical pharmacophoric groups can be 
performed for the CH3-groups composing the thiazolidine-5-membered nitrogen 
saturated ring which could be partially perturbed in their pharmacological trans-cys-
stereochemical orientation after hydrophobic (C···C)-backbone-side-chain non-covalent 
contacts with E-region residues and chains (PRO84:R, THR21:S, THR85:O), this 
perturbation conformational event not occur for the dicloxacillin molecule. Besides, 2D-
lig-plot diagrams show a greater presence of backbone-side-chain acceptor interactions > 
backbone-side-chain donor interactions happening in the oxygen atoms that form part of 
the β-lactam ring of both antibiotics (cloxacillin > dicloxacillin). In the case of cloxacillin 
the backbone-side-chain donor interaction occurs between the ionized oxygen atom with 
the PRO20:P and with the ASP68:O for the dicloxacillin. This oxygen atom forms part 
of the carboxylic group of cloxacillin and is important to selectively bind to positively 
charged nitrogens of the lysine from bacteria transpeptidase enzyme. By the other hand, 
we show that the carbonyl group composing the thiazolidine-5-membered nitrogen 
saturated-ring and the amide-oxygen that form part of the neighboring acylamino side-
chain of the cloxacillin strongly interact with the regulatory fibrinogen E-region residues 
(SER50:Q and TRH22:P) through backbone-side-chain acceptor interactions. However, 
in the case of dicloxacillin molecule the a single backbone-side-chain acceptor interaction 
occurs between the carbonyl group composing the thiazolidine-5-membered nitrogen 
saturated-ring with a non-regulatory fibrinogen E-region residue (TRP36:Q) which 
significantly decreases the occurrence of adverse effects (hematotoxicity-based 
fibrinolysis and coagulation defects) for the dicloxacillin. It is important to note that 
electrophilic carbonyl groups in both ligands favor nucleophilic attack to NH groups of 
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regulatory fibrinogen residues like SER >> THR which present a crucial role in the 
phosphorylation processes during the thrombin bind to E-region which has critical 
importance for the blood coagulation process (fibrin polymerization). See Figure S3. 
In addition, an interesting backbone-side-chain acceptor/donor triangular-shaped 
interaction between the O-atom and N-atom from the 5-membered isoxazolyl ring side-
chain of the cloxacillin with high affinity for the regulatory fibrinogen E-region residue 
(SER50: N) was observed. This backbone-side-chain acceptor/donor triangular-shaped 
interaction was not observed for the dicloxacillin which showed weaker interaction 
involving only the regulatory E-region residue (SER50: Q). In this regard, it is important 
to highlight that the 5-membered isoxazolyl ring side-chain acts as steric shield but also 
favor the electron-withdrawing giving the structure acid stability modulating the β-lactam 
penicillinase resistance phenomena and hematotoxicity. According to this, the semi-
synthetic incorporation of an additional halogen CL-atom in the dicloxacillin molecule, 
respect to cloxacillin significantly reduces the occurrence of primary and secondary 
fibrinolysis events respect to cloxacillin molecule through the action of strong negative 
inductive effects on the 5-membered isoxazolyl ring. This inductive-effect induce a 
notable weakening of the bonds between a hetero-atom (O, N) and a H-atom. Then, the 
electron-withdrawing group increases the acidity of the O-H bond of an acid (weakening 
of the O-H bond), but decreases the basicity of a nitrogen atom in an amine by decreasing 
the electron density in the free doublet allowing a more efficient modulation of the 
interaction properties when these β-lactam antibiotics are parenterally administrated. 
Besides, the differences observed in the relative docking pose-orientation in the E-region 
binding site for the CL-atoms of the dicloxacillin respect to single CL-atom from 
cloxacillin apparently is very important to maintain its pharmacological efficacy without 
compromising binding affinity of the formed docking complexes with very close FEB 
values as FEB (cloxacillin/E-region) = - 8.7 kcal/mol and FEB (dicloxacillin/E-region) = 
-7.7 kcal/mol.  
Following the modeling procedures, we determine the total binding affinity (ΔGbind_total) 
for each ligand, as well as their thermodynamic contributions (∆GGauss1, ∆GGauss2 , 





Figure 7. On the top, graphical breakdown of the global energy contribution to the total 
binding affinity (ΔGbind_total) values (kcal/mol) obtained from the interaction of each β-
lactam antibiotics with fibrinogen E-region like: A) fibrinogen-cloxacillin (ΔGbind_total = - 
7.80 kcal/mol) and B) fibrinogen-dicloxacillin (ΔGbind_total = - 7.70 kcal/mol). Herein, 
different color-labels of the bars were used to indicate the type of thermodynamic 
contribution like: attractive energy dispersion based on two gaussian functions (Gauss1 
and Gauss2 like blue and green, respectively), repulsion interaction energy (red), 
hydrophobic interaction energy (light blue), hydrogen bond energy (purple), rotational 
energy (yellow) and total binding affinity (black). On the bottom, graphical representation 
based on per atom energy contributions for each β-lactam antibiotic tested as: C) 
fibrinogen-cloxacillin and D) fibrinogen-dicloxacillin. Please, note that the symbol (#) x-
axis was used only for labeling purposes not fitting with the atom-position in the β-lactam 
antibiotic ligand structures. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
 
An overview of the molecular docking results showed in Figure 7, reveals that the most 
prevalent energy contributions to the total binding affinity (ΔGbind_total = ΔGbind_Clox + 
ΔGbind_Diclox) from both β-lactam antibiotic drugs (ΔGbind_Clox and ΔGbind_Diclox) were 
associated to the contributions of the pair of steric Gaussian molecular mechanism 
distance-dependent terms (Gauss 2 and Gauss 1), which can be defined as attractive terms 
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of London dispersion forces[44-48]. In this sense, the Gauss 2 energy contribution 
provides relevant information on the influence of attractive binding energies of the 
docking complexes formed by the best docking pose of cloxacillin and dicloxacillin drugs 
with the fibrinogen E-region binding site (pocket 1). Herein, the procedure for obtaining 
the total binding affinity is according to the following equations 7 and 8: 
 
  ∆Gbind_Clox = (∆GGauss1Clox + ∆GGauss2_Clox) + ∆GrepulsionClox + ∆GH−bondClox +
                                                                 + ∆Ghydrophobic_Clox + ∆Grot_Clox  (7) 
 ∆Gbind_Diclox = (∆GGauss1Diclox + ∆GGauss2_Diclox) + ∆GrepulsionDiclox + ∆GH−bondDiclox +
                                                                 + ∆Ghydrophobic_Diclox + ∆Grot_Diclox  (8) 
 
The results obtained for the Gauss 2 forces show the influence of strongest interactions 
with the fibrinogen E-region (pocket 1) based on non-covalent hydrophobic and non-
electrostatic attractive energy contributions for both ligands evaluated and fitting well 
with the previous results. Herein, we strongly suggest that the high influence exerted by 
the Gauss 2 energy force ((Gauss 2_Clox > Gauss 2_Diclox), is due to temporary dipoles 
formation (fluctuating dipole–induced dipole) between the β-lactam antibiotics and the 
E-region binding site (pocket 1). Which present a greater number of tunnels and binding 
interaction surface increasing the probability-based frequency (k-occurrence) in the E-
region compared with the two D-regions. However, the energetic contributions based on 
∆G repulsive and ∆G rotational forces revealed a similar pattern of interaction with the 
E-region binding site for both ligands evaluated and were considered with low relevance 
for the stabilization of the obtained docking complexes from the quantitative point of 
view in accordance to a non-spontaneous thermodynamic process (∆G repulsion and ∆G 
rot > 0 kcal/mol). 
Following, we carried out an additional docking simulation in order to identify the 
individual atom contribution to the total binding affinity (ΔG bind) of each β-lactam 
antibiotic (ΔGbind_Clox and ΔGbind_Diclox). To this end, a per atom energy contribution 
analysis was performed regarding the cited thermodynamic energies (∆GGauss1, ∆GGauss2, 
∆Grepulsion, ∆GH-bond, ∆Ghydrophobic and ∆Grotational) (Figures 7; C, D). This approach allows 
a detailed exploration on the contribution of the individual atoms of the β-lactam 
antibiotic ligands interacting with the fibrinogen E-region binding site (pocket 1) [40-44]. 
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The results obtained pointing that the docking complex stabilization was mainly based on 
ΔGH-bond interaction atom energy contribution for both ligands evaluated (ΔGH-bond_Clox > 
ΔGH-bond_Diclox). Specifically, we observe that, the maximum atom contribution in the case 
of cloxacillin was provided by the H-bond interaction, generated by the cloxacillin O-
atom-(#1) which belong to the four membered β-lactam ring with an H--O group from 
the electron-acceptor regulatory residue THR22:P:CA having a maximum atom-energy 
contribution around -1.4 kcal/mol. While for case of dicloxacillin the H-bond atom 
contribution occurs in a different position involving the ionized oxygen atom (#1) from 
the carboxylic group of the thiazolidine-5-membered nitrogen saturated ring with a non-
regulatory residue PRO20:P with a lower ΔGH-bond atom-energy around -0.5 kcal/mol. 
Another important difference was identified for the second best-ranked ΔGH-bond_clox atom 
energy contribution of cloxacillin which involves a H-bond interaction of the oxygen 
atom (#14) of the β-lactam ring with the regulatory residue THR22:P:CA with energy 
value ≈ -1 kcal/mol. However, in the case of the oxygen atom (#14) of the dicloxacillin 
this ΔGH-bond_Diclox atom-energy was negligible with value around -0.2 kcal/mol. 
Interestingly, we observed an additional ΔGH-bond_Diclox atom-energy contribution 
involving the oxygen atom (#26) and the nitrogen atom (#30) of the dicloxacillin around 
-0.45 to -0.35 kcal/mol which are totally absent when we consider the same atom 
positions (oxygen atom (#26) and the nitrogen atom (#30)) for the cloxacillin molecule. 
Furthermore, we note the presence of a cluster of hydrophobic C-atoms (#37, #38, #40 
and #42) from the dicloxacillin molecules exhibit a higher atom-energy contribution 
based on the steric Gaussian molecular distance-dependent (Gauss 2_Diclox ≈ -0.38) 
compared with the energy contribution for the same cloxacillin atom positions with a 
lower atom-energy contribution (Gauss 2_Clox value ≈ - 0.22 kcal/mol)[43-49]. We 
suggest that this energetic difference could favors a more efficient pharmacological 
modulation based on Gauss 2 atom energy contribution (dicloxacillin > cloxacillin) 
toward to reduce the potential hematotoxicty effects (fibrinolysis) and avoid antibiotic 
resistance mechanisms.  
 
6.3.3 LPRS maps based on the most relevant interacting E-region chains 
By the other hand, we could suggest that the molecular docking mechanism of the 
evaluated β-lactam antibiotics with the fibrinogen molecule (E-region) is likely-based on 
local-perturbations (interactions) with regulatory chains (N and Q) of E-region. For this 
instance, the chains N and Q could be considered like critical targets to establish docking 
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complexes with high binding affinity with the evaluated β-lactam antibiotics because: i) 
N and Q chains contain the druggable-regulatory residues (SER50:N and SER50:Q) with 
high propension to interact with β-lactam antibiotics (refer to Figure 6, B and D), ii) the 
relative positions for these regulatory residues SER50:N and SER50:Q allow functional 
conformational changes of E-region. Because, are critically located close to loop-linked 
to helices (H2 of the Aα and Bβ chains) in the opening of the funnel-shaped hydrophobic 
cavity (main pocket 1) facing each other in the thrombin binding-domain (Figure S3) and 
iii) these regulatory residues SER50:N and SER50:Q showed relevant backbone-side-
chain acceptor/donor interactions with the pharmacophoric groups (5-membered 
isoxazolyl ring side-chain) responsible for the biochemical modulation of the β-lactam 
penicillinase resistance and prevent potential hematotoxicity effects-mediated 
fibrinolysis for both antibiotic drugs [5]. For this instance, we build the local-perturbation 
response scanning maps (LPRS maps) for the antibiotic target N and Q chains to model 
local perturbations induced by the β-lactam antibiotics. It is well-known that the 
transitions between the E-region functional states (open and close) are dependent on its 
flexibility properties and require the biophysical and biochemical regulation favored by 
the network of allosteric communication (inter-residue network communication). LPRS 
maps approaches are defined from elastic network models (ENM) which offer a 
computationally attractive way to reduce the dimensionality of the docking problem: do 
not require time-consuming simulations, benefitting from the high speed and 
practicality[50-57]. The LPRS maps based ENM models have been widely reported to 
study relevant conformational changes of several proteins (as fibrinogen) at the atomistic 
and molecular level. Because, it is well-known that the first elastic normal modes could 
describe a large number the conformational differences between the protein unbound state 
(as unoccupied E-region) and the bound state (β-lactam antibiotics interacting with E-
region). In this regard, one of the most important steps is the determination of the degree 
of collectivity of the system evaluated [50-57]. The degree of collectivity (Kk) of a given 
mode (k) determines the collective protein motions like an extent to which the structural 
elements (block of consecutive residues) move together in a given conformational mode 
[53-55]. Then, a high degree of collectivity (Kk ≈ 1) represents a highly cooperative 
conformational changes strictly dependent on the low-frequency normal modes (k) that 
exhibit larger amplitudes of correlated motions for a large number of C-(α) atoms 
affecting partially or the whole structure describing global rotations-translations of 
consecutive residue blocks by conformational anisotropic movements. While, high-
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frequency modes exhibit small amplitude and localized motions (as bending and bond 
stretching) which are usually associated with low collectivity (Kk ≈ 0) from residue blocks 
in the polypeptide chain. In the present work, the anisotropic network models-based on 
rotations-translations blocks approach (ANM-RTB model) was used because it efficiently 
provides a good biophysical approach to describe collective motions of atoms as rigid-
body translations/rotations of blocks (RTB) [25, 53-57]. Herein, the protein (E-region 
chains N and Q) was splitted into n-blocks, being a block composed by one or several 
consecutive residues clustered like rotation-translation-blocks to assess the impact under 
the absence or presence of docking interactions with the β-lactam antibiotics (cloxacillin 
and dicloxacillin). To this end, the ANM-RTB models of the interacting N and Q chains 
were obtained at the low-frequency normal modes as a linear combination of the rotations 
and translations movements of residue blocks [25, 38, 53-57]. Specifically, we use the C-
(α) atoms of the most relevant interacting E-region chains (N and Q) setting a distance 
cutoff equal to 10 Å. Then, we perform the energy minimization of the input chains N 
and Q following the ANM standard procedures. For this instance, all the C-(α) atoms 
composing the cited chain structures (including the regulatory target residues SER50:N 
and SER50:Q) were energetically minimized and used to compute the ENM-Hessian 
matrix. ENM-Hessian matrix allows to evaluate multidimensional potential energy 
surfaces for biophysical systems (like E-region polypeptide chains N and Q) of coupled 
C-(α) atoms of residues, where the matrix elements are the second derivatives of the 
harmonic potential (V). For this instance, for the unbound state for the evaluated receptor 
chains (R: N and/or Q chains) the Hessian matrix can be defined according to the 
following general equation 9: 












































Relevant perturbations which affect the E-region collective motions for the bound state 
can be also modeled as rigid-body translations/rotations of blocks (RTB) of C-(α) atoms 
by considering the allosteric signal propagations (local perturbations) released from the 
critical regulatory-sensor residues (i-residues: SER50:N and SER50:Q) to other 
consecutive neighboring residues (j-effectors) in the evaluated chain. Herein, the receptor 
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chains (R: N and Q chains) are represented as a projection matrix (P) of an atomistic C-





= PtHP [25, 53-57]. Where, P represents an orthogonal 3Na x 6nB matrix 
composing by the vectors associated with the local rotation and translation motions-based 
perturbations of each block (B), Na represents the number of C-(α) atoms in the evaluated 
chains (N or Q) with the corresponding number of blocks (nB) chosen for the evaluated 
chain in question. Here, the query normal low-frequency modes (k) are the eigenvectors 
of the cited above Hessian matrix which holds the anisotropic information’s on the 
collective fluctuations of inter-residue network communication observed in 
crystallographic fibrinogen E-region structure for the N- or C-termini. The 6nB vectors 






)Pj for each diagonal block for the bound state. Next, we can rewrite the 
equation 9 to study the changes in the conformational dynamic of our systems (chains N 
and Q) upon docking interaction (bound state) with the ligands (L: penicillin β-lactam 
antibiotics cloxacillin and dicloxacillin) in the local 3D-space according to the equation 
10: 
 







































































In this context, for calculating the normal modes we use Dynomics software (DIAGQ 
routine) [25, 53-57]. Which automatically allows the diagonalization of the obtained 
ENM-Hessian matrix for the minimized unbound chain structures (by diagonalizing the 
N and/or Q Hessian matrix) and in the presence of β-lactam antibiotics by diagonalizing 
the receptor–ligand docking complexes (R-L Hessian matrices) namely: chain 
N+cloxacillin, chain N+dicloxacillin, chain Q+cloxacillin, chain Q+dicloxacillin, chain 
N-Q+cloxacillin, chain N-Q+dicloxacillin, considering in all the cases, the best 
crystallographic docking poses. Then, we tackle the construction of the local perturbation 
response scanning maps (LPRS maps) based on the low-frequency modes (k) [25, 53-57]. 
The LPRS maps generates a comprehensive visualizations which allows evaluate 
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allosteric signal propagations in response to external perturbations (i.e., as induced by the 
β-lactam antibiotic interactions from the regulatory residues SER50:N and SER50:Q). 
Following this idea, we suggest that conformational changes in the intrinsic chain 
dynamics, as well as, perturbations in the flexibility properties of the N and Q chains 
could be associated to potential side effects of cloxacillin > dicloxacillin as anomalous 
binding of the thrombin molecule in the E-region due to loss of allosteric cooperative 
mechanisms and conformational coupling between normal modes (degree of collectivity) 
for these target chains under β-lactam antibiotic docking interactions. The degree of 
collectivity (Kk) for a given block of consecutive residues is proportional to the 
exponential of the ‘‘information entropy’’ of the eigenvector (k-mode) and can be defined 
according to Bruschwiler's equation 11: 
 







i )  (11) 
where, are included the sum of all N atoms of the molecule (fibrinogen E-region chains), 
the term dij_k represents the amplitude of the displacement of the atom i in the elastic 
normal mode k, and α is a normalization parameter which correspond to  
∑ 𝛼(∆𝑑𝑖𝑗_𝑘)
2
= 1𝑁𝑖 . Herein, ∆dij_k = dij_k − dij_k
0  which represents the displacement for 
different amplitudes between the unperturbed and the perturbed state of the displacements 
(distance-based local perturbations) from equilibrium represented by (dij_k
0 ). According 
to this, we could represent the degree of collectivity for locally perturbed fibrinogen 
chains (R, receptor as N and Q chains) interacting with the β-lactam antibiotics (L, ligands 





exp(−∑ α(dR−L − dR
0)2 log α (dR−L − dR
0 )2N=7i=1 ) (12) 
 
herein, the low-frequency normal modes allow to efficiently characterize the collective 
motions of the relevant receptor chains N and Q which are directly associated to 
functional conformational changes of E-region (main pocket 1). To address the evaluation 
of the corresponding (3N)-XYZ-atomic displacements we use the 𝑑𝑖𝑗(𝑑𝑖𝑗
0 ) which 
represent the distance between the conformational dynamical in equilibrium of the C-(α) 
atoms network using a dcutoff = 7 Å which allows map the conformational response 
triggered from the i-sensor regulatory residues (SER50:N and SER50:Q) to j-effector 
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residues. In this context, the displacement vector in the (3N)-XYZ-Cartesian 
representation can be extracted from the aforementioned equations to represent distance-
based perturbations for the evaluated conformational states (unbound and bound) for the 
interacting N and Q chains as: 
 
 ∆dij_k = (X1 − X1
0, Y1 − Y1
0, Z1 − Z1
0, … XN − XN
0 , YN − YN
0, ZN − ZN
0 )t (13) 
 
Next, the equation 9 can be rewritten as: 
 





(∆dij_k)  (14) 
 
By the other hand, in the present study we rigorously set the degree of collectivity for the 
first seven low-frequency normal modes (k, from 1 to 7, see Figure S4). It is important 
to highlight that the linear combinations of normal mode eigenvectors are defined by their 
correlation to the van der Waals forces derived from each C-(α) atom. Which as 
mentioned above, are heterogeneously distributed across the overall E-region structure in 
the inter-residue network that form the cluster of hydrophobic sub-cavities in the 
fibrinogen E-region. To explore conformational changes of regulatory chains (N and Q) 
under the presence of β-lactam antibiotics inducing local perturbations we perform the 





Figure 8. On the top, graphical representation of the behavior of the parameter degree of 
collectivity Kk (a.u) for the first seven low frequency normal modes 1-7 vs. chain N 
residue index, highlighting the local perturbations from the regulatory residue SER50:N 
(red dashed-line rectangle) under different simulation conditions as A) unbound chain N, 
B) chain N + cloxacillin, and C) chain N + dicloxacillin. The dotted black arrows 
represent long distance-based perturbations from the regulatory residue SER50: N. On 
the bottom, graphical representations of the generated local perturbation response (LPRS 
maps) showing the relationship between (i-j)-pairs of residues as i-sensor residues (x-
axis) to j-effector residues (y-ordinates) depicted like a 2D-matrix of allosteric network 
communication of inter-residue (i-j pairs as off-diagonal elements) and intra-residue (i-i 
pairs diagonal elements). On the far right of each LPRS map, the bar-color from blue to 
yellow regions correspond to weak to moderate local perturbations in the inter-residue 
communication for (i-j)-pairs of residues, and the orange to dark red regions represent 
strong inter-residue local perturbations for the aforementioned simulation conditions as 
D) unbound chain N, E) chain N + cloxacillin, and F) chain N + dicloxacillin.   Source 
Elsevier article, please visit: https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 





Figure 9. On the top, graphical representation of the behavior of the parameter degree of 
collectivity Kk (a.u) for the first seven low frequency normal modes 1-7 vs. chain Q 
residue index, highlighting the local perturbations from the regulatory residue SER50:Q 
(red dashed-line rectangle) under different simulation conditions as A) unbound chain Q, 
B) chain Q +cloxacillin, and C) chain Q + dicloxacillin. The dotted black arrows represent 
long distance-based perturbations from the regulatory residue SER50: Q. On the bottom, 
graphical representations of the generated local perturbation response (LPRS maps) 
showing the relationship between (i-j)-pairs of residues as i-sensor residues (x-axis) to j-
effector residues (y-ordinates) depicted like a 2D-matrix of allosteric network 
communication of inter-residue (i-j pairs as off-diagonal elements) and intra-residue (i-i 
pairs diagonal elements). On the far right of each LPRS map, the bar-color from blue to 
yellow regions correspond to weak to moderate local perturbations in the inter-residue 
communication for (i-j)-pairs of residues, and the orange to dark red regions represent 
strong inter-residue local perturbations for the aforementioned simulation conditions as 
D) unbound chain Q, E) chain Q + cloxacillin, and F) chain Q + dicloxacillin. Source 
Elsevier article, please visit: https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 




The results on LPRS maps allowed us to investigate the collectivity parameters in low-
frequency modes (k, from 1 to 7), and explain the observed larger-scale movements 
associated to long distance-based allosteric signal propagation affecting the inter-residue 
network communication. In this concern, the degree of collectivity and LPRS maps 
pointing clearly that both antibiotics cloxacillin and dicloxacillin can significantly affect 
the intrinsic dynamics of the relevant regulatory chains (N and Q) that form part of the 
fibrinogen E-region (main pocket 1) by reducing the Kk-values when we compare the 
unbound state (as reference control of simulation) with the bound state, for both chains. 
See Figure S5. Although, the evaluated antibiotics belong to the same pharmacological 
group exhibit a different docking interaction mechanism without significantly 
compromising the binding affinity values (- 0.1 kcal/mol of variation between both). In 
this sense, we theoretically show that the cloxacillin and dicloxacillin could significantly 
affect (i.e., induce conformational perturbations) in a large blocks of neighboring residues 
from both polypeptide chains when the regulatory i-sensor residues SER50:N and 
SER50:Q are perturbed by the β-lactam antibiotics interaction (i.e., signal propagation 
generated from SER50:N and SER50:Q in both, N-terminal and C-terminal direction 
from the regulatory chains N and Q). Specifically, around 31 consecutive amino acid 
residues were conformationally perturbed with an abrupt decrease in the degree of 
collectivity in the C-terminal direction (See Figure 8B,C and Figure 9B,C) from 
GLY35:N to regulatory non-target THR65:N and from GLY35:Q to regulatory non-target 
THR65:Q. Consistent with phenomena of conformational rigidification in large cluster of 
residues according to the results of the corresponding LPRS maps (regions colored from 
light blue to dark blue) as showed in the Figure 8E,F and Figure 9E,F for the chains N 
and Q, respectively. The conformational rigidification in both chains (N and Q) in the 
bounded state is remarkable when we compare with the reference control represented by 
the unbound state for the chains N and Q as unperturbed crystallographic native 
conformation (including the unbound residues SER50:N and SER50:Q). See Figure 8A, 
D and Figure 9 A, D.  
As mentioned above, a significant decrease in the degree of collectivity of the chains for 
Kk-values ≈ 0 is frequently associated to localized vibrational motions of a few atoms. 
Therefore, we strongly suggest that the β-lactam antibiotic docking interaction could 
induce several local perturbations based on bending and bond stretching in the inter-
residue network for the target chains N and Q and theoretically promoting a significant 
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rigidification associated to perturbation in the flexibility properties of this chains 
following the order (chain N + dicloxacillin > chain N + cloxacillin >> chain N) and 
(chain Q + dicloxacillin > chain Q + cloxacillin >> chain Q). Apparently, a transient 
decrease of the degree of collectivity in the first block of residues composing the unbound 
state of the chains N and Q (ranging from the GLY35 to regulatory non-target THR65 
residue index positions in both chains, N and Q); favor the correct accommodation and 
required adjustment of the native substrates (thrombin) in the E-region (pocket 1) during 
the coagulation process. However, from the pharmacological point of view, the potential 
docking interactions as promoted by parenterally administrated β-lactam antibiotic with 
the fibrinogen blood plasma protein, could theoretically affect the binding of thrombin 
associated with a significant decrease of the degree of collectivity with Kk-values ≈ 0, in 
these block of residues; leading appreciable changes in the conformational architecture 
of the E-region inter-residue network communication in the bound state generated from 
distance-based local perturbations initiated in SER50:N and SER50:Q. Leading potential 
hematotoxicity (fibrinolysis), which as mentioned above, is considered as one of the most 
severe adverse reactions induced by penicillin β-lactam antibiotics when are parenterally 
administrated [5]. In addition, we observed that both antibiotics cloxacillin and 
dicloxacillin promote a significant increase in the degree of collectivity with a peak, and 
subsequently an abrupt decrease of the collectivity parameter (Kk-values) in the residue 
range from Phe 65:N to SER 75:N, with subtle conformational differences as can be 
observed in the end of the profiles of collectivity mode vs. residue index. Where, dotted 
black arrows representing long distance-based perturbations (Figure 8, B and C) and in 
the corresponding LPRS maps (Figure 8, E and F). Where, a strong local perturbations 
were observed for the docking complexes formed by chain N + cloxacillin ≈ chain N + 
dicloxacillin involving the signal transduction of the perturbations from the block of i-
sensor residues (from regulatory non-target SER67:N to Phe79:N) which trigger strong 
allosteric responses in the j-effector residues (ranging from GLY35:N to regulatory non-
target THR65:N). Herein, non-target regulatory residues (SER and THR) are referred to 
residues which do not directly interact with antibiotics evaluated. By the other hand, when 
both antibiotics interact with the chain Q (Figure 9, B and C). Just the cloxacillin keeps 
the same pattern of Kk-value perturbation previously observed for the interaction with the 
N chain. However, when the regulatory target SER50:Q is perturbed by the dicloxacillin 
ligand the chain Q exhibit a different pattern of signal propagation across its inter-residue 
network communication involving the appearance of several peaks or fluctuations of the 
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Kk-values compared with the simulation condition for the chain Q for the complex formed 
by the Q-chain+cloxacillin, where the aforementioned fluctuation as peaks of the Kk-
values were not observed in the residue range from PHE65:N to SER 75:N (Figure 9, B 
and C). More details can be found in Figure S5. Furthermore, the obtained LPRS maps 
for the docking complexes formed by chain Q + cloxacillin and chain Q + dicloxacillin 
exhibit slight differences in the pattern of signal propagation of the chain Q inter-residue 
network under interactions with the cited antibiotics (Figure 9, E and F). In this regard, 
we note the presence of greater number of long-distance-based local perturbations 
following the order: chain Q + dicloxacillin > chain Q + cloxacillin >> chain Q. 
Particularly, involving the signal transduction-based perturbations from the block of i-
sensor residues (from regulatory non-target SER67:Q to PHE79:Q) triggering allosteric 
responses in j-effector residues (ranging from GLY35:Q to PHE79:Q). This, fact could 
be associated to the different crystallographic docking pose orientation of the CL-atom(s) 
of the dicloxacillin respect to cloxacillin during the interactions with E-region as 
previously showed 3D-lig-plot analysis (Figure 6). Please, also refer to Figure S1 and 
Figure S2. To validate the intrinsic conformational dynamic of the target N and Q chains 
evaluated. The Ramachandran analysis was carried up as a control test to avoid obtain 
false positives from the results of the LPRS maps. Also the Ramachandran plots obtained 
from the individual regulatory residues SER50:N and SER50:Q were considered. See 
Figure S6. In this regard, allowed torsion values for Phi vs. Psi dihedral angles were 
unequivocally identified inside the Ramachandran colored purple contour lines in both chains 
(i.e., conformationally-favored N and Q chains including their corresponding regulatory E-
region residues SER50:N and SER50:Q). Corroborating that overall results obtained from 
the LPRS maps were carried out in the total absence of sterically disallowed residues which 
are usually associated with torsion dihedral angles Psi vs. Phi values ocurring outside of 
the Ramachandran colored purple contour lines. These results are the paramount 
importance because it is well known that (C···C)-backbone-side-chain interactions 
(bound state) are associated to fluctuations of adjacent dihedral angles Psi and Phi through 
collective angular motions [25, 53-57]. 
Besides, we carried out additional simulations by considering the 2D-matrix cross-
correlation of flexibility for both interacting chains (N and Q) in the bound state and the 
showing that the cloxacillin and dicloxacillin can modulate the signal allosteric 
propagations and flexibility properties of the inter-residue network composing the E-
region. See Figure S7. 
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It is important to note that, in order to validate our ANM results we perform control 
simulation experiments by applying well established normal mode approaches based on 
several DynaMut-ANM force fields namely: i) C-(α) force field derived from Amber94 
all-atom potential, ii) ANM simplified spring force constant-based pair-wise distance, iii) 
pfANM  parameter-free ANM as alternative from the ANM force field with perturbations 
which fall off with the square of the inter-residue distance, iv) REACH called realistic 
extension algorithm-based covariance Hessian parameterized with variance-covariance 
matrices, and lastly sdENM which employs residue-specific spring force constants based 
on parameterized statistical analysis of  > 1500 NMR-ANM molecular ensembles [52-
58]. These control ANM-validation procedures fit well with our ANM results (i.e., getting 
similar Kk-values for the evaluated N and Q fibrinogen E-region chains) corroborating 
that the proposed ANM models are robust, and can be efficiently applied to evaluate the 
conformational properties of our systems under the unbound and bound states with the 
penicillin β-lactam antibiotics. 
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Figure S1. Pymol representation of the fibrinogen E-region binding site like: A) Unbound 
fibrinogen E-region, B) fibrinogen E region/cloxacillin complex with relative horizontal 
crystallographic orientation (red) respect to the binding site (green), C) fibrinogen E 
region/dicloxacillin complex with relative quasi-diagonal crystallographic orientation 
(blue) respect to the binding site (green), D) Superimposed cloxacillin and dicloxacillin 
docking complexes in the fibrinogen E-region binding site. Source Elsevier article, please 





Figure S2. A) 3D-Representation of the whole molecular structure of the fibrinogen 
protein, B) representation of the apo-fibrinogen E-region (unbound sate) showing the two 
relevant target chain like chain N and chain Q marked as red and blue color-label, 
respectively. C-D) Best crystallographic docking complex obtained for both fibrinogen 
E-region/cloxacillin complex and fibrinogen E-region/dicloxacillin complex showing the  
different crystallographic orientation of the CL-atom(s) during the interactions 
highlighted in color green in the obtained 3D-lig-plot diagrams. Lastly, E) representation 
of the superimposed crystallographic docking complexes for both β-lactam antibiotics 
cloxacillin and dicloxacillin showing the relative position into the fibrinogen E-region 
binding site. Source Elsevier article, please visit: 






Figure S3.  A) Representation of the fibrinogen E-region binding site (unbound state) 
highlighting as van der Waals surface (marked in red) the two key phosphorylation E-
region regulatory residues (i.e., SER50:N and SER50:Q) which interact with both β-
lactam antibiotics cloxacillin and dicloxacillin under study. B-D) Representation of the 
phosphorylation profiles for the fibrinogen E-region target chains (i.e., N, Q, and fused 
N-Q target chains). Source Elsevier article, please visit: 
https://doi.org/10.1016/j.molliq.2020.114667 (accessed on 15 february 2021) 
 
 
Figure S4. Graphical representation of the degree of collectivity (Kk) for the first seven 
low-frequency normal modes (k, from 1 to 7) obtained from the main fibrinogen E-region 
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target chains like A) fused N-Q chains, B) N chain, and C) Q chain using elastic network 
models. Source Elsevier article, please visit: 




Figure S5. In the top, 3D-molecular structure of the fused N-Q target chains under 
different simulation conditions as A) unbound chain N-Q, B) chain N-Q plus cloxacillin, 
and C) chain N-Q plus dicloxacillin. In the bottom, is depicted the corresponding local 
perturbation response (LPRS maps) generated. Showing the relationship between (i-j)-
pairs of residues as i-sensor residues (x-axis) to j-effector residues (y-ordinates) depicted 
like a 2D-matrix of allosteric network communication of inter-residue (i-j pairs as off-
diagonal elements) and intra-residue (i-i pairs diagonal elements). On the far right of each 
LPRS map, the bar-color from blue to yellow regions correspond to weak to moderate 
local perturbations in the inter-residue communication for (i-j)-pairs of residues, and the 
orange to dark red regions represent strong inter-residue local perturbations for the 
aforementioned simulation conditions.  All the simulations were performed for the first 
seven low-frequency normal modes (k, from 1 to 7). Source Elsevier article, please visit: 






Figure S6. Validation-based Ramachandran diagrams for each phosphorylation 
regulatory residues as A) SER50: N and B) SER50: Q which belon to the fibrinogen E-
region target chains (i.e., N and Q chains) and are directly involved in the docking 
interaction with the β-lactam antibiotics cloxacillin and dicloxacillin under study. Please 
note that, the evaluated target residues SER50:N and SER50:Q are conformationally-
favored residues according to the presence in the light green contour into the individual 
Ramachandran diagram. Source Elsevier article, please visit: 






Figure S7. In the top, 3D-molecular structure of the fused N-Q fibrinogen E-region target 
chains under different simulation conditions as A) unbound chain N-Q, B) chain N-Q plus 
cloxacillin, and C) chain N-Q plus dicloxacillin. In the bottom, is represented the 
corresponding 2D-matrix-cross correlation maps of flexibility generated for the cited 
chains and plotted as a function of i vs. j residue indices in the absence and presence of 
the β-lactam antibiotics cloxacillin and dicloxacillin under study. For this instance, the 
i,j-pairs to fully correlated fluctuation-residues with strong correlations (0.2 ≤ Cij ≤ 1) 
with color red-label pointing the same orientation for the i and j fibrinogen residues-
flexibility. While the anti-correlated motion-based flexibility (i.e.: Cij ≤ 0) are colored in 
blue (i.e., opposite-direction for the i,j-residue fluctuations and for moderately correlated 
and/or uncorrelated fibrinogen regions (Cij ≈ 0) are colored in light red and blue, 
respectively. Herein, all the simulations were performed for the first seven low-frequency 
normal modes (k, from 1 to 7). Source Elsevier article, please visit: 
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Computational Modeling on Mitochondrial Channel Nanotoxicity 
 
Abstract 
Herein, we evaluated the interactions between the zig-zag-single-walled carbon 
nanotube (z-z-SWCNT (8.0)) and the ATP-entry-point of the human mitochondrial 
voltage-dependent anion-selective channel (hVDAC1). For this purpose, both molecular 
docking and molecular dynamics simulations were performed. The flexibility properties 
of the referred ATP-entry-point was efficiently modeled using crystallographic 
validation-based on Ramachandran plot. The preferred conformations obtained for this 
segment were able to establish very favorable interactions with the ligands (ATP and z-
z-SWCNT). Next, using both molecular docking and molecular dynamics simulations, 
we demonstrated that z-z-SWCNT can directly prevent the ATP-transition from its first 
entry-point residue (MET1). We suggested that the associated z-z-SWCNT aggregation 
can be responsible by avoiding the natural biochemical steps for the ATP-transport, 
according to a nanotoxicity mechanism based on hydrophobic interactions. The docking 
free energy of z-z-SWCNT/hVDAC1 and ATP/hVDAC1 complexes was remarkably 
close, according to local perturbation maps of the catalytic residues’ cluster (i.e. MET1, 
ARG2, GLY3, SER4, ALA5). On the other hand, the results of molecular dynamics 
simulations match the ones of the docking simulations, reinforcing the hVDAC1 
channel nanotoxicity hypothesis. Overall, the obtained results could open new 
opportunities towards the rational design of new carbon nanomaterials and in silico 
mitotarget drug-discovery.  
 
7.1 Introduction 
The human mitochondrial voltage-dependent anion-selective channel (hVDAC1) is the 
main communication route between the mitochondrial inter-membrane space and 
cytosol.1-3 From a structural point of view, the hVDAC1 channel is the most densely 
localized protein in the outer mitochondrial membrane of all human cells, which shows 
a β-barrel architecture composed by 19 β-strands with the N-terminal-(α)-helix segment 
located horizontally midway within the pore.4-5 This segment adopts different 
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conformations in the voltage-gating channel, depending on the external and/or internal 
stimuli. In all the eukaryotic cells, the biochemical functions of this segment include for 
example: the ATP-bioenergetic regulation, membrane potential generation, the 
metabolic control cross-talk between the mitochondrial matrix and cytosol, the sucrose 
exchange, the intracellular [Ca2+] regulation, the (Mg2+, Zn+, Na+, K+, etc.) ions 
transport, the regulation of glycolysis by association with hexokinase and the 
ADP/ATP-influx/efflux in hVDAC1.5-6 In this regard, several pathological conditions-
like: cancer diseases, Alzheimer, Parkinson’s disease, epilepsy, acute cardiac ischemia 
and many others chronic processes have been associated with different degrees of 
hVDAC1-channel physiological perturbations leading to mitochondrial dysfunction by 
loss of regulation of the mitochondrial volume and promoting apoptosis.5-7 Three 
specific regions, within the N-terminal-()-helix segment, are directly involved in the 
ATP-transport and efflux. These are: the ATP-entry point composed by the residue 
cluster (MET1, ARG2, GLY3, SER4, ALA5), the ATP-catalytic-point (ARG18) and the 
ATP-exit-point (LYS35). The most representative effect in the hVDAC1 channel 
dysfunction is the redox and bioenergetic imbalance, due to perturbations in the ATP-
transport from the ATP-entry-point in the facing-inward conformation in mitochondrial 
matrix to the ATP-exit-point with facing outward conformation to the cytosol.1, 8-10 
Nowadays, nanobiotechnology has brought a significant impact for many fields of 
modern science especially with the development of novel nanomaterials like carbon 
nanotubes.11 Despite these, materials have been used for a wide range of biomedical 
applications; some evidences are also associating it with many hazardous effects.12-15 
This stresses the importance to develop appropriate methodologies (in silico tools), to 
predict and minimize the risk associated with those applications towards safe use.12 The 
potential mitochondrial nanotoxicity (i.e., bioenergetics dysfunction or mitotoxic 
effects) induced by single-walled carbon nanotubes (SWCNT), has been especially 
studied in the last 5 years due to their potential biomedical applications in mitochondrial 
nanomedicine for cancer therapy (i.e., SWCNT inducing cytotoxicity-based 
mitochondrial bioenergetics dysfunction).12-15 In this sense, new nanoinformatics 
approaches based on mitotarget modeling and drug-discovery concepts could offer a 
clear alternative to improve the studies on SWCNT with optimal structural 
nanodescritors for mitotropic behavior (mitochondrial selectivity), low off-target effects 
and good risk/benefit relationships. Currently, several scientific reports highlight that 
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SWCNT can induce potential mitochondrial channel nanotoxicity on critical human 
mitochondrial adenine-nucleotide transport channels like the ADP/ATP carrier and 
hVDAC1 channels.12-15 According to this, previous computational-experimental studies 
on Nano-Quantitative Structure-Binding Relationships (QSBR) models12-13 have 
suggested the existence of a singular correlation between the zig-zag geometry of the z-
z-SWCNT (Hamada index m = 0, n > 0)  with greater mitochondrial nanotoxicity-based 
reactivity compared with their non-zig-zag geometric counterparts like amchair-
SWCNT (Hamada index m = n) and chiral-SWCNT (Hamada index m ≠ n and m > 
0).12-13 However, until the present, the mechanisms involved in the mitochondrial 
channel nanotoxicity-inducing ATP-bioenergetic dysfunction of carbon nanotubes 
remain largely ignored; and some computational methodologies could provide further 
insights on this subject. In particular, molecular docking and molecular dynamics (MD) 
simulations could be very useful frameworks for addressing these issues at an atomistic 
level.12-18  
One of the main challenges, associated with these approaches, is the extremely high 
dimensionality of the ligand-protein conformational space. Particularly, the elastic 
normal mode with anisotropic network (ENM-ANM models) have been widely applied 
for describing the protein conformational dynamic, post-translational modifications, 
communication properties and signal propagation in the residue network of proteins 
under unperturbed (i.e., native conformation in the absence of ligands) and/or perturbed 
conditions like induced by some given ligands (including nanoparticles).19-22  
Herein, we suggest that the ENM-ANM approaches could be efficiently applied to 
capture the local-perturbations in the inter-residue network forming the ATP-entry-point 
of the N-terminal-(α)-helix segment of hVDAC1 channel, in the absence or presence of 
ligands (z-z-SWCNT and/or ATP the native hVDAC1-substrate).22 
Herein, the main objective of this work is to investigate the ability of a zig-zag-single-
walled carbon nanotubes (by simplicity referred as z-z-SWCNT (8.0) ligand-model) to 
induce mitochondrial channel nanotoxicity by selectively blocking the ATP-entry-point 
in hVDAC1, and disturbing the signal communication efficiency within its catalytic 
residue cluster (MET1, ARG2, GLY3, SER4, and ALA5). According to this, the 
immediate relevance of the modeling data could impact on: i) development of fast 
screening methods on potential human mitochondrial nanotoxicity using “human 
proteins” (i.e., hVDAC1 crystallographic .pdb models) long before clinical studies in 
193 
 
human candidates, in accordance with ethical criteria in nanotoxicology, ii) efficient 
identification of therapeutically relevant channel-binding sites for mitochondrial 
nanomedicine, iii) rational optimization of structural determinants (nanodescriptors) of 
the channel mitotoxicity, and iv) improve the in silico methods on 3Rs principles 
(reduction, refinement and replacement) of animal testing in nanotoxicology research. 
To probe the hypothesis, the critical interactions between the ligands (ATP native-
substrate and z-z-SWCNT) and the ATP-entry-point of the hVDAC1 channel were 
evaluated. For this purpose, we used molecular docking, ENM-ANM analysis and 
molecular dynamics (MD) simulations.12-18 
Finally, the present work gives a significant contribution to substantially improve the 
rational-design of new and safe carbon nanotubes. Open new opportunities for the 
promising mitochondrial nanomedicine, and making regulatory decisions in 
nanotoxicology.  
 
7.2 Materials and methods 
7.2.1 Theoretical Characterization of the Zig-Zag Single Walled Carbon Nanotube  
For modeling and characterizing the electronic structure of the z-z-SWCNT crystal 
specie, the small crystal approach-based on the reciprocal zone-folding (ZF) method 
with Wannier orthogonal functions was used. 23-25 These latter functions can be 
expressed as follows:  
                                      )                              (1) 
where the Wannier functions,  represent the periodicity of z-z-SWCNT (8.0) 
ligand-model and are defined as: 
                                                                                (2) 
In these equations, r represents the whole set of the atomic coordinates, and R is the 
lattice vector of the z-z-SWCNT structure, N corresponds to the number of cells in the 
z-z-SWCNT crystal in the reciprocal space that includes all the different k-values 
uniformly distributed in the Brillouin zone according to the applied  periodic boundary 
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conditions.23-25 The geometries of the ligands (z-z-SWCNT and ATP) were then 
optimized, using the semiempirical AM1 method as implemented in MOPAC.24,23 
 
7.2.2 Molecular Docking 
In this work, a molecular docking procedure was performed to ascertain the interactions 
between the ATP-entry-point in hVDAC1 and its ligands (ATP and z-z-SWCNT). For 
this purpose, two different complexes were studied: i) hVDAC1 with the z-z-SWCNT 
ligand (z-z-SWCNT/hVDAC1), ii) hVDAC1 with the ATP ligand (ATP/hVDAC1)  
First, the X-ray structure of the receptor was retrieved from the RCSB Protein Data 
Bank (PDB).23 This corresponds to the PDB entry 2jk4 with a resolution of 4.1 Å. This 
structure was then refined, by removing the water molecules and any other co-
crystallized ligands. Additionally, hydrogen atoms were added to the hVDAC1 structure 
based on Gasteiger-Marsili empirical atomic partial charges, protonation states, bond 
orders and rotatable bonds.26  To avoid obtaining false positives in the docking 
experiments, a hVDAC1 receptor structural validation was carried out through the 
Ramachandran maps of its ATP-entry-point residues.33 This procedure allows verifying 
the absence of restricted flexibility for each of the hVDCA1 residues based on the 
allowed  vs.  dihedral torsion angles of a given ATP-entry-point residue.  
Before the docking runs, the potential hVDAC1-binding-sites including the ATP-entry-
point were predicted using DeepSite.28 This procedure was performed here by 
delimiting the van der Waals surface area of the ATP-entry-point binding residues, 
which bind to small ligands such as ATP or z-z-SWCNT. The DeepSite algorithm is 
based on a 3D-deep convolutional neural networks (DCNNs)29-30 and was validated 
using more than 6500 proteins from the scPDB database.27-28 The resulting ATP-entry-
point docking box32 was predicted to have a cubic form with size 16 Å and to be 
centered in the Cartesian point (X = 49.165 Å, Y = 13.086 Å, Z = 6.072 Å).  
All the molecular docking runs were performed using the AutoDock Vina package, with 
a Vina scoring function implemented by Trott and Olson.16, 26  
Several docking runs starting from random orientations (or conformations) of the z-z-
SWCNT ligand interacting with the ATP-entry-point of hVDAC1 were executed and 
ranked according to their stability in terms of the estimated free energy of binding.  
In order to give reliable results, the AutoDock Vina exhaustiveness parameter equal to 
100 (representing 100 z-z-SWCNT conformations) was established,16, 26 which 
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determines the number of search to find best crystallographic ligand conformation in the 
docking complex formed with the ATP-entry-point from “human protein” (i.e., 
hVDAC1 crystallographic .pdb model). 
The docking results were found as energetically unfavorable when the FEB values were 
lower or equal than 0 kcal/mol (worst crystallographic poses), clearly denoting either an 
extremely low or complete absence of affinity related to a repulsive pattern of 
interactions. Notice that the FEB of such complexes was computed considering a cutoff 
value of 7 Å for the interatomic distances di,j between the i-ligands (z-z-SWCNT or 
ATP) and j-target residues of the ATP-entry-point, i.e., only atoms with distances dij ≤ 7 
Å were considered as interacting atoms.29-31 Moreover, the best root-mean-square 
deviation (RMSD; eq 3) was stored as a criterion of correct docking pose accuracy for 
atomic positions below 2 Å.29-30, 32-34   
 
           
                                  





















          (3) 
 
In equation (3), nL is the number of atoms of the ligand and nP is the number of atoms of 
the hVDAC1 protein. Additionally, each term included in the double summation 
represents the distance between a ligand atom i with Cartesian coordinates (xi, yi, zi) and 
a protein atom j with Cartesian coordinates (xj, yj, zj).  
7.2.3 ENM-ANM approach.  
The elastic normal mode with anisotropic network models (ENM-ANM) is a 
computational approach which evaluates the degree of perturbation (strength of 
interactions), induced by a given ligand (z-z-SWCNT or ATP) in the residues network 
of a given protein (ATP-entry-point of hVDAC1), by describing the interaction potential 
(V) for a receptor-ligand complex as a Hookean potential (or ‘springs’) based on elastic 
normal mode analysis.19-22 The mathematical framework of this approach has been 
extensively reported, and thus we will highlight only the more important aspects.  
The ANM approach was performed, for each C(α)-atom of the N-terminal-(α)-helix 
residues, in the absence or presence of ligands.18-22 Two VDAC1-residues were assumed 
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to be in contact when their C(α)-atoms are separated by less than a cutoff distance (Rc ≈ 
7 Å), which is directly related to effective communication distances (effS(ij) < 3,81 Å) 
between C(α)-atoms of consecutively connected (i,j)-residues. The latter are identified 
by the mean-square distance traveled by a random walk of n-Markov transition steps 
according to the following equation, 
                                                          (effS(ij))
2
 = n(L)
2,                                                     (4) 
where L is the average step size. 
The N-terminal α-helix residues were then represented as a transition matrix network 
that is controlled by Markov transition probabilities for the passage of information 
across the nodes (C(α)-atoms-hVDAC1-residues) to express the intrinsic fluctuation in 
the N-terminal-(α)-helix segment.17 
The influence of the ligands (z-z-SWCNT and ATP) on the hVDAC1 inter-residue 
communication (N-terminal-(α)-helix segment) was evaluated by applying a local-
perturbation response scanning (LPRS) analysis, where the perturbation strength of each 
ATP-entry-point residue (i.e. MET1, ARG2, GLY3, SER4, ALA5) has over its 
neighbor residue is based on correlated and/or uncorrelated motion relationships.19-22  
The collective fluctuation of the anisotropic network is completely defined by a 3N × 
3N Hessian matrix (H), 
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in which its N-elements (1 ≤ i, j ≤ N) are the second derivatives of the anisotropic 
network potential (V): 


























        (6) 
On the other hand, the 3N-dimensional vector RΔ (i) represents the residue 
displacements of hVDAC1 in response to the application of a perturbation induced by 
the ligand (i.e.: following Hooke’s law), and can be represented by,  
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)(1)(Δ iFHiR  ,                                                                (7) 
where the strength of perturbation ( )(iF exerted on residue (i) is expressed according to:  
 
              )(iF 13N = {  }T                      (8) 
 
Once it has been set up, it is possible to obtain the inverse of the H-matrix (Hi, j
1) 
according to the following equation: 
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(Hi,j
1) may be used to predict the auto- and cross-correlations of residues, and it 
represents the covariance matrix of 3N multi-variant distribution. This matrix holds the 
relevant information on the hVDAC1-residues fluctuations (i.e., the residues from ATP-
entry-point involved in the formation of stable ligand/hVDAC1 complexes); 
si,j represents the instantaneous distance between nodes or residues (i and  j); and p is an 
empirical parameter.19-22 
The main idea of the proposed LPRS analysis is to quantify the force of the 
perturbations induced by the ligand (z-z-SWCNT) in the ATP-entry-point target-
residues in order to determine the local-perturbation response in the overall residue-
network following eq 7. As mentioned above, RΔ  (i) is a 3N-dimensional vector that 
describes the displacements of all the residues (i.e., in N-blocks of dimension 3, each) 




of the kth block of RΔ (i) averaged over multiple F(i), expressed as an element of the 
3N×3N LPRS matrix.22  
The response to local displacements at each perturbation site is obtained by dividing 
each row by its diagonal value (d) as shown in the following equation,  
 
     
LPRS                                                                    (10)  
198 
 
where each ith row of  refers to the profile generated by the perturbing residue (i).  
 
7.2.4 Molecular Dynamics Simulations.  
To understand the interactions between ligands and hVDAC1 (ATP-entry-point) at 
nanometric level, we performed MD simulations for three different systems as i) ATP + 
hVDAC1, ii) z-z-SWCNT + hVDAC1, and iii) co-interacting system z-z-
SWCNT+ATP/hVDAC1. The initial structures of the ligand-hVDAC1 were taken from 
the molecular docking results and placed each of them at the center of a three-
dimensional periodic cubic box with size 8.9 nm x 8.9 nm x 8.9 nm. Afterwards, the 
boxes were filled with 21,910 water molecules, and few Cl ions were added to 
neutralize the systems.    
The GROMACS-5.1.4 software package35-36 was used for performing all the MD 
simulations. The intra- and inter-molecular interactions of the ligand-hVDAC1 protein 
were modeled by the GROMOS 43A1 force field parameter set, 37-38 and the water 
molecules by the SPC/E potential39 with rigid bonds and angle. The cross interactions 
between unlike atoms were calculated by applying geometric combination rules.40-42 
The steepest descent algorithms were used for 50000 steps to optimize the initial 
geometry keeping the ligand-hVDAC1 complex rigid.  
Thereafter, systems were equilibrated in two steps: 1) the systems were simulated for 
100 ps in NVT ensemble (number of atoms volume and temperature constant) to 
stabilize the system’s temperature at 300 K, 2) the systems were then equilibrated for 
100 ps in NPT ensemble (number of atoms, pressure and temperature constant) to 
stagnate the pressure of the systems at 1 bar. After these equilibration steps, MD 
simulations were performed for 20 ns in NPT ensemble to collect data for analysis. This 
production run was considered appropriate, once it was observed the distance between 
the center of mass of the ATP-entry-point and the center of mass of the ligand’s constant 
for first 6 ns of the production run. The leap-frog algorithm43, with a time step of 2 fs, 
was employed to integrate the equation of motion for the systems. The system pressure 
was controlled by a Parrinello-Rahman method44 with a time constant of 2.0 ps, and the 
system temperature was kept close to the intended value of 300 K, using the v-rescale 
coupling algorithm45 with a time constant of 0.1 ps. The cut off distance for both the 
Lennard-Jones potential and short-range Coulombic interactions were 1 nm.46 The long-
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range Coulombic interactions were calculated by the Particle Mesh Ewald (PME) 
method.47-48  
The binding free energy of the complexes was calculated using the Molecular 
Mechanics Poisson Boltzmann Surface Area (g_mmpbsa) method implemented in 
GROMACS 5.1.4.49 The binding free energy of the complexes was analyzed by taking 
trajectory frames at an interval of 1 ps of the simulations. The binding free energy can 
be expressed as follows, 
 
                                                  (11) 
where Gcomplex is the total free energy of the ligand/hVDAC1 (ATP-hVDAC1, z-z-
SWCNT-hVDAC1 or ATP-z-z-SWCNT/hVDAC1) complex, and GhVDAC1 and Gligand are 
the total free energy corresponding to the separately solvated hVDAC1 and ligand (ATP, 
z-z-SWCNT or ATP-z-z-SWCNT), respectively. The free energy (G(x)) for each 
individual species x (ligand, hVDAC1 or ligand/hVDAC1 complex) can be expressed as 
depicted in equations 11 and 12. 
)()()()( xGxSTxExG solvationMM                                               (12) 
  
)()()()()()( xExExExExExE elecvdwbondednonbondedbondedMM         (13) 
In equation (13), <EMM(x)> is the average molecular mechanics potential energy of the 
molecular specie x, S(x) is the respective entropy and <Gsolvation(x)> is the average value 
of its solvation free energy. According to equation (8), the potential energy (EMM(x)) can 
be expressed as the sum of its bonded (Ebonded(x)), van der Waals (Evdw(x)) and 
electrostatic (Eelec(x)) components. The solvation free energy (Gsolvation(x)) is expressed 
as the sum of the polar (Gpolar(x)) and nonpolar (Gapolar(x)) solvation free energies 
according to the following equation,  
                                               (14) 
where Gpolar(x) is estimated solving the Poisson-Boltzmann equation and Gapolar(x) is 




                                                               (15) 
where γ and b are the empirical constants.  
 
7.3    Results and discussion 
7.3.1 Ligand selection, characterization and modeling of z-z-SWCNT.  
Let us first start by focusing on the well-known direct proportionality relationship 
between the carbon nanotube zig-zag geometry with the nanotoxicity-based reactivity at 
the subcellular level (mitochondria).12-13 The presence of dangling bonds in the tip of 
the z-z-SWCNT has a direct influence on the modeled biochemical response (i.e., 
mitochondrial channel nanotoxicity). Herein, we select the zig-zag topology (Hamada 
index m = 0, n > 0) like a robust and recognized electro-topological nanodescriptor of 
single-walled carbon nanotube ligand (z-z-SWCNT). Because, it is well known that the 
potential mitochondrial channel nanotoxicity properties of z-z-SWCNT are greater 
compared to its non-zig-zag geometric counterparts as amchair-SWCNT (Hamada index 
m = n) and chiral-SWCNT, when it has Hamada index (n, m), with m > 0 and m ≠ n; 
and its enantiomer (or mirror image) has Hamada index (m,n), which is different from 
(n, m) no reflection symmetry.12-13 
As reported in previous studies, a unique phenomenon of “edge effects” present only in 
semiconducting pristine z-z-SWCNT geometries has paramount importance like 
structural nanodescriptor of mitochondrial channel nanotoxicity.12-13 Indeed, the 
presence of tip-charge variations in the open z-z-SWCNT-extremes from the 
cycloparaphenylene aromatic system; increases the reactivity of these carbon nanotubes 
when compared with their non-zig-zag geometric counterparts like armchair-SWCNT 
and chiral-SWCNT.12-13 Besides, the influence of dangling bonds in the z-z-SWCNT 
tested, induce appreciable changes in the structural and electronic properties of the z-z-
SWCNT system, partially mimicking the effects of topological vacancies observed in 
the SWCNTs with side-wall defects. It is well known that the z-z-SWCNT dangling 
bonds can influence the Fermi energy. In fact, the existence of more sp3-C-atoms can 
induce a flat-band magnetism (magnetic polarization) in the Fermi level, that together 
with the π-electrons produce a larger increase in the intrinsic reactivity of the z-z-
SWCNT topologies, maximizing the nanointeractions and consequently its 
mitochondrial channel nanotoxicity (i.e., more negative expected FEB values obtained 
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from docking and molecular dynamic simulations) compared its non-zig-zag geometric 
counterparts (amchair-SWCNT and chiral-SWCNT). 
In this context, it is important to note that during biochemical interactions of a given 
pristine-SWCNT with mitochondrial redox-components, dangling bonds formation from 
non-zig-zag geometric counterparts (amchair-SWCNT and chiral-SWCNT) can also be 
spontaneously generated at the subcellular level (mitochondria).  
Then, we performed the ligand selection, modeling and characterization of the 
electronic structure using a validated z-z-SWCNT (8.0) ligand model to ensure the 
quality of our nanotoxicological predictions on hVDAC1 (ATP-entry-point).12-13  
Herein, we present the results of the modeled z-z-SWCNT (8.0) ligand used in our 
study, which was obtained by using the reciprocal ZF scheme introduced by Saito and 
Dresselhaus,24-25 which is considered a good approximation for 2D Brillouin zone of 
graphene, within the tight-binding electronic band structure approach when applying 




Figure 1. Electronic structure z-z-SWCNT obtained using the small crystal approach 
based on the reciprocal zone-folding (ZF) method with Wannier orthogonal functions. 
A) Molecular model used, with the corresponding unit cell showing an alternative way 
to depict the reciprocal space zone-folding (ZF) like a tight-binding Wannier 
representation. B) Electronic band structure representation of Energy (eV) vs. kz, 
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performed by ZF method setting the following tight-binding parameters: hopping 
parameter t = 1, on-site energy parameter ϵ = 1 and overlap s = 0. C) Contour plot, 
for the 2D Brillouin zone, obtained by applying the ZF method in the 2D-graphitic 
Brillouin zone with Dirac points (K and K′) uniformly distributed (red cutting lines) in 
the (kx, ky)-plane. D) Representation of the density of electronic states (DOS) profile as 
a function of the energy (E) counting all over the states within each interval [E, E + dE]. 
Source Elsevier article, please visit: https:// doi.org/10.1016/j.nantod.2020.100913 
(accessed on october 2020) 
 
7.3.2 Molecular docking results. A key step to ensure the accuracy of molecular 
docking data involves the correct prediction of suitable ATP/hVDAC1 binding sites. 
Many algorithms for detecting protein-binding cavities have been settled over the years 
based on the crystallographic structure, geometric, and chemical protein 3D-features 
(ATP/hVDAC1). In the present study, the prediction of the binding residues from 
hVDAC1 (the ATP-entry-point) was carried out using the machine learning algorithm 
based on 3D-deep convolutional neural networks (DeepSite-CNNs chemoinformatic 
tool), 50 which was previously validated by an extensive test set from the scPDB 
database (> 7000 proteins structures).51-52 The structural identification results thereby 





Figure 2. A) DeepSite prediction of topological cavities of the hVDAC1 active binding 
sites (volumetric orange regions) from lateral view. B) Display of the hVDAC1active 
binding-sites (volumetric orange regions) from the mitochondrial matrix plane showing 
the ATP-entry-point. C) Representation of the N-terminal-(α)-helix segment including 
the binding-residue clusters (MET1, ARG2, GLY3, SER4, ALA5) of the hVDAC1 
channel. Source Elsevier article, please visit: https:// 
doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020) 
 
Following on, to validate the 3D X-ray crystallographic structure of the N-terminal α-
helix segment a Ramachandran analysis was carried out. This analysis comprised 
plotting a 2D-projection on the plane of the 3D-crystallographic structure of protein 
hVDAC1, describing all possible conformations of the ATP-entry-point residues by 
considering the dihedral angles ( and ) around the peptide-bond of such residues.53 
The allowed  versus  torsion values of a given residue of hVDAC1, found within the 
Ramachandran purple colored contour, were considered as conformationally favored 
residues. Otherwise, those were considered as sterically disallowed residues (see Figure 
3). As seen, the Ramachandran plot obtained corroborates the very good X-ray 
crystallographic quality of the N-terminal-(α)-helix segment model with an expected 
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percentage > 90% for favored regions. It is also important to note that, the LYS23 and 
ALA11 (Ramachandran outliers) are not part of the ATP-entry-point. 
 
Figure 3. A) Ramachandran plot and spatial distribution of its outliers (light purple 
residues: ALA11 and LYS23) only for the N-terminal α-helix segment of the hVDAC1-
channel PDB X-ray structure. All the possible combinations of Psi vs. Phi dihedral 
torsion angles of each amino acid residue of the hVDAC1-channel protein are shown. 
B) Ramachandran plot quality assessment (hVDAC1-channel model quality) measured 
by the percentage of the hVDAC1-residues that are in the most favored residues 
localized in the purple shaded region. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020)  
 
To elucidate the critical regions that could be affected by z-z-SWCNT-protein 
interactions, we evaluated also the flexibility properties of the hVDAC1 general 
structures considering the N-terminal-(α)-helix domain.1-9 Particularly, it can be seen in 
Figure 4 that the ATP-entry-point’s flexibility properties are crucial to investigate the 





Figure 4. Schematic representation of the hVDAC1 flexibility properties. The colored 
structures are based on the size of fluctuations of the hVDAC1-residues showing low-
flexibility (blue) to high-flexibility (red). A) Lateral view of hVDAC1.  B) 
Mitochondrial matrix plane view of hVDAC1. C) The flexibility properties of N-
terminal-(α)-helix segment including the MET1-flexibility corresponding to the first 
residue of the ATP-entry-point. D) Ramachandran validation based on  vs.  dihedral 
torsion angles for the first ATP-entry-point residue (MET1) with allowed 
conformational properties (inner light green region). E) Representation of the N-
terminal-(α)-helix based on hVDAC1 dynamic functional properties. Herein, it shows 
the behavior (like effector or sensor) of the most critical residues of the ATP-entry-point 
in the absence of z-z-SWCNT, such as MET1: effector-residue (red region), ATP-
catalytic point ARG18 residue: sensor-residue (blue region), and the ATP-exit point 
LYS35 residue: chain A receptor-behavior (red region). Source Elsevier article, please 
visit: https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020) 
 
After this, we carried out the molecular docking experiments to obtain the Gibbs free 
energy of binding (FEB) for the three complexes under study. The results obtained 
show that the FEB values are very similar for the two binary complexes (3.7 kcal·mol-1 
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for z-z-SWCNT/hVDAC1 and 3.8 kcal·mol-1 for ATP/hVDAC1). These results 
demonstrate the reliability of the proposed mechanism for the z-z-SWCNT channel-
nanotoxicity, based on hydrophobic and electrostatic interactions established between 
this ligand and the ATP-entry-point residues.  
 
Figure 5. On the top row, snapshots showing the molecular docking results for the best 
binding-poses like: A) docking control ATP/hVDAC1 complex (3.8 kcal/mol), B) z-z-
SWCNT/hVDAC1 complex (3.7 kcal/mol) and C) overlapping representation of the 
best binding-poses of ATP and the z-z-SWCNT at the ATP-entry-point. The ATP-entry-
point residues (MET1, ARG2, GLY3, SER4, and ALA5) are depicted as small van der 
Waals surfaces labeled-red. In the bottom row, the docking complexes like D) 
ATP/hVDAC1, E) SWCNT/hVDAC1 and F) overlapping binding-poses of ATP and 
SWCNT are presented considering the best binding-poses of these ligands interacting 
simultaneously with the ATP-entry-point from the N-terminal-()-helix segment.  
Source Elsevier article, please visit: https://doi.org/10.1016/j.nantod.2020.100913 
(accessed on october 2020) 
 
The docking results, depicted in Figure 5, suggest that the interactions between z-z-
SWCNT and the ATP-entry-point residues are hydrophobic. Furthermore, it is important 
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to highlight that the regulatory SER-(4)-N-terminal α-helix residues have an important 
role in the phosphorylation mechanism for controlling the function of ATP-entry. The 
presence of z-z-SWCNT could significantly weaken the physiological function 
pathways and induce post-translational modifications in SER4.12, 18 It is well-known that 
hVDAC1 post-translational modifications are associated with biochemical reactions of 
phosphorylation. According to this, we thus suggest that the z-z-SWCNT might mimic 
pathological conditions like post-translational modifications in the SER4 of the ATP-
entry-point such as metabolic stress, aging, cancer, and cardiovascular diseases.6 
Furthermore, it resembles that z-z-SWCNT initially blocks the ATP-transition from the 
first residue (MET1) of the ATP-entry-point before it interacts with the positively 
charged ε-amino groups (N+ primary amines) of ARG2-hVDAC1. The amino groups 
(N+) of ARG2-hVDAC1 are highly reactive and often participate in reaction at the 
ATP-entry-point acting as a voltage sensor in mitochondria.4, 18 Nevertheless, the 
presence of z-z-SWCNT and ATP molecules in the same biophysical environment 
could induce local-perturbations in the inter-residue communication, and the 
transduction properties of the ATP-entry-point. This would affect the signal 
communication efficiency in the N-terminal-(ɑ)-helix segment and the subsequent steps 
of the ATP-translocation through hVDAC1 like ATP-transport in the catalytic point 
(ARG18) and the ATP-efflux point (LYS35).7-9 Overall this thus suggest that the 
molecular docking mechanism is likely-based on local-perturbations (interactions) with 
effector and allosteric residues from the ATP-entry-point.19  
To further evaluate the local perturbation on ATP-entry-point residues in the absence or 
presence of ligands (z-z-SWCNT and ATP-native substrate of VDAC), we applied an 
anisotropic network approach based on the biophysical parameter Markov commute-
time [C (i, j) →C (j, i)].19,54 The latter represents the ability of a given target to receive 
(sensor residues) or send (effector residues) perturbation signals in both directions (j→i 




Figure 6. A) Representation of intra-molecular communications between residue’s 
fluctuation in the N-terminal-(α)-helix segment based on the efficiency of sensors (blue) 
and effectors (red): i) ATP-entry-point ii) ATP-transport in the ATP-catalytic-point 
(ARG18) iii) ATP-exit-point (LYS35) B) N-terminal-(ɑ)-helix residues network of 
C(α)-atoms connected by elastic springs. Herein, the color of atoms (spheres) is 
depicted depending on the B-factor. C) Two-dimensional transition matrix network-
based on the Markov commute time (C (i, j)), clustering sensor and effector residues in 
the N-terminal-(α)-helix. The critical regions of ATP-transport stages are represented by 
white rectangles. The color bar on the right side indicates low (blue) and high (red) 
commute time. Source Elsevier article, please visit: 
https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020)  
 
Following this idea, we theoretically modeled the local-perturbation response induced 
by the ligands in the ATP-entry-point. The results of this local-perturbation response 






Figure 7. On the left, 3D-cartoon representations for the simulated conditions, namely: 
A) hVDAC1 without ligand, B) ATP/hVDAC1 complex, and C) z-z-SWCNT/hVDAC1 
complex. On the right, the corresponding local perturbation-response scanning (LPRS) 
analysis showing the -matrix perturbations from (j)-sensors residues vs. (i)-effector 
residues based on the previously defined strength of perturbations as indicated by the 
scales on the right of the maps. The subfigures in the central column represent LPRS 
analysis results for: D) hVDAC1 without ligand, E) ATP/hVDAC1 complex, F) z-z-
SWCNT/hVDAC1 complex considering the best binding-conformation for both ligands 
in hVDAC1, G) hVDAC1 without ligand, H) ATP/hVDAC1 complex, and I) z-z-
SWCNT/hVDAC1 complex. The regions blue to orange correspond to weak to 
moderate local perturbations whereas the regions orange to dark red to strong ones in 
the ATP-entry-point inter-residue communication (i, j). Source Elsevier article, please 




The behavior of the local perturbation response of (i)-hVDAC1 effector residues 
provides relevant information regarding the effective communication distances (effS(ij)) 
for intra-segment Cα-Cα atomic distances, which can be categorized as: i) short 
segments (10–22 residues), ii) medium segments (23–26 residues), and iii) long 
segments (27–50 residues) in the N-terminal-(α)-helix segment.55 Considering the 
results of local perturbation response of (i)-hVDAC1 effector residues in the presence 
and absence of ligands (z-z-SWCNT and ATP), it appears that z-z-SWCNT affects the 
inter-residue communication of the ATP-entry-point residues following a long distance-
perturbations response, affecting allosteric-phosphorylation residues like SER 104 and 
TYR 250 or other as HIS 276 and GLY 281. Even though the ATP-ligand has a similar 
long-distance perturbation response, but the perturbed-residues were different (like GLY 
48, TRP 67, ASN 186 and TYR 228). Also, the interaction pattern of z-z-SWCNT is 
significantly different regarding the physiological condition from the unoccupied ATP-
entry-point residues, and the effector-residue like ARG 2 keeps its flexibility properties.   
 
7.3.3 Molecular dynamics results. Presently, computational approaches to model 
channel nanotoxicity have paramount importance in mitotarget drug-discovery and 
rational-design of carbon nanomaterials (SWCNT).12-13 Previous theoretical and in vitro 
studies have demonstrated that SWCNT can induce mitochondrial toxicity with special 
selectivity by the mitochondrial channels.56-57 In this context, computational methods 
like MD can efficiently model with good accuracy many protein-ligand complexes 
based on the prediction of binding conformations and affinities (FEB values) between 
drug molecules (i.e., the native hVDAC1-substrate ATP and the z-z-SWCNT) and the 
mitotarget (i.e., ATP-entry-point). Herein, it is important to note that the in silico 
nanotoxicological assays correspond to a very early stage of the nano-risks evaluation.  
Therefore, several approximations are adopted in the new field of “Computational 
Nanotoxicology” during the simulations (modeling z-z-SWCNT/hVDAC1-channel 
nanotoxicity). In this context, we assume that the probability of occurrence of potential 
off-target z-z-SWCNT/hVDAC1-interactions with lipid bilayers of cell membranes 
(including the lipid bilayers of mitochondria membranes as outer-and-inner 
mitochondrial membranes) in the biological environment could be considered from 
medium to low. As mentioned in the Introduction section the hVDAC1 channel is the 
most densely localized protein in the outer mitochondrial membrane of all human 
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cells,1, 8-10 and on the other hand, the SWCNT (z-z-SWCNT) present high ability to 
accumulate in the mitochondrial matrix (mitotropic behavior). According to this, several 
steps biochemical could bring on potential off-target hVDAC1-interactions of z-z-
SWCNT with the lipid bilayers of mitochondria membranes like: i) z-z-SWCNT first 
pass across the outer mitochondrial membrane, where the hVDAC1 channel is 
embedded. ii) Then, z-z-SWCNT passes to the mitochondrial inter-membrane space 
following by iii) the passage of z-z-SWCNT to the mitochondrial matrix across the 
mitochondrial inner-membrane where the ATP-entry-point of hVDAC1 is placed in the 
facing-inward conformation in mitochondrial matrix. 
Then, we show the initial and final MD configurations for the isolated ligand-hVDAC1 
systems, where the water molecules and ions were excluded for a clearer view of 
ligands binding position in the hVDAC1 channel. In the case of ATP-hVDAC1 
complex, the ATP molecule does not move much inside the hVDAC1 channel from its 
docking position, rather prefers to be close to the ATP-entry-point. On the other hand, 
for the z-z-SWCNT-hVDAC1 complex, we show that the z-z-SWCNT moves toward 
the hVDAC1 from its docking position during simulation and interacts strongly with the 
α-helix segment. The MD simulation results are depicted in Figure 8. 
 
Figure 8. Snapshots of ligand-hVDAC1 complexes obtained from MD simulations (red 
dotted line). Herein, A) and B) represent snapshots of the ATP/hVDAC1 complex 
(marked by red circle) and the z-z-SWCNT/hVDAC1 (marked by red circle), 
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respectively, at the beginning of the MD simulation (t = 0 ns), whereas C) and D) 
represent snapshots from the same complexes at the end of MD simulations (t = 20 ns). 
The diagrams, E) and F) represent the 3D-lig-plot hydrophobic interaction with the 
corresponding critical interatomic distance values (dij ≤ 7 Å) from relevant residues of 
the ATP-entry-point depicted for the aforementioned docking complexes just 
considering the end of MD simulations (t = 20 ns).  Source Elsevier article, please visit: 
https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020) 
 
To trace the ligand movement from its docked position in the complexes during the 
simulations, the distances between the center of masses (CM) of the ligand (z-z-
SWCNT or ATP) and the ATP-entry-point were calculated and are depicted in Figure 9. 
 
 
Figure 9. In the left column, 3D-molecular structures are represented for the simulated 
complexes, namely: A) ATP/hVDAC1 and z-z-SWCNT/hVDAC1 complexes, and B) 
Representation of the co-interacting system formed by the ATP molecule and the z-z-
SWCNT ligand interacting in the same biophysical environment (ATP-entry point). In 
the right column, the calculated distances between the center of mass (CM) of the 
ligands and the CM of ATP-entry-point residues during 20 ns of MD simulations are 
presented. C) MD-trajectories-based distances of the ATP and z-z-SWCNT interacting 
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separately with the ATP-entry-point, and D) MD-trajectories-based distances of ATP and 
z-z-SWCNT interacting simultaneously with the ATP-entry-point. Source Elsevier 
article, please visit: https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 
2020) 
  
This strategy allowed us to reveal important toxicological aspects based on the 
selectivity and/or affinity of z-z-SWCNT with mitochondrial channels (hVDAC1).12-13, 
58 According to the obtained results (see Figure 9C), the distance between the CM of 
ATP and the CM of ATP-entry-point in the ATP/ATP-entry-point system decreases 
from 1.7 nm to 0.65 nm during 20 ns simulation. Similarly, the distance between the 
CM of z-z-SWCNT and ATP-entry-point in the z-z-SWCNT/hVDAC1 system also 
decreases from its docked position suggesting a strong attractive interaction between the 
ligand and the ATP/ATP-entry-point. On the other hand, the distance between the CM of 
the ligands (ATP and z-z-SWCNT) and the CM of ATP-entry-point (see Figure 9D) in 
ATP + z-z-SWCNT/hVDAC1 system remains almost absolute for both cases. But the 
distance between the CM of z-z-SWCNT and ATP-entry-point is much shorter than the 
distance between the CM of ATP and ATP-entry-point, thus implying a stronger 
attractive interaction between z-z-SWCNT and the ATP-entry-point. This thus suggests 
that, the z-z-SWCNT-toxicodynamic behavior (i.e., proposed ligand interaction 
mechanism with the ATP-entry-point) could interfere with the ATP physiological 
function and in turn, directly affect the mitochondrial bioenergetic function in early 
stages of ATP-transport through hVDAC1 channel.3-6 
To have a deeper understanding on the interaction of  ligand/ATP-entry-point 
interactions, the respective free energy of binding (FEB) values were calculated using 
the Molecular Mechanics Poisson Boltzmann Surface Area algorithm implemented in 
GROMACS 5.1.4.49 The obtained total Gibbs free energy of binding (FEB or Ebind) of 
ATP forming the ATP/hVDAC1 complex (336.82 kcal/mol) presents more negative 
FEB values, indicating a higher interaction affinity than ATP in the presence of z-z-
SWCNT forming the complex of z-z-SWCNT+ATP/hVDAC1 with a FEB = 277.24 
kcal/mol (see Figure 10). These results suggest a weakening of the ATP affinity when 
the z-z-SWCNT molecule simultaneously interacts in the same biophysical environment 
and considering that the obtained free energy of binding of the z-z-SWCNT molecule 
interacting separately with the ATP-entry-point of hVDAC1 was 70.55 kcal/mol 
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(Figure S1).12-13, 56-57 From a toxicological point of view, this fact has great significance 
because the MD results fit with the previous docking results and allow explaining with 
better clarity the binding interactions by considering the evolution of the affinity in 
terms of time. 
Based on the individual contributions of the different components of FEB, we observed 
that the molecular mechanics energy (∆EMM) and non-polar solvation energy (∆Eapol) 
increase the ATP affinity based on the negative contribution to the obtained FEB values 
while the polar solvation energy (∆Epol) weakens the ATP binding affinity due to its 
positive contribution to FEB. In terms of contributions, ∆EMM potential provides a much 
larger contribution compared to the polar solvation energy in all the complexes, and the 
contribution from the non-polar solvation energy is negligibly small. Overall, the free 
binding energy analysis points out that the ATP molecule has a strong affinity with 
ATP-entry-point, which weakens in the presence of z-z-SWCNT suggesting potential 
channel nanotoxicity.12-13, 56-57 (see Figure 10).  
 
Figure 10. Representation of free binding energy (Ebind) decomposition for the 
complexes: A) ATP/hVDAC1 and B) co-interacting system as z-z-
SWCNT+ATP/hVDAC1 vs. simulation time (ns), highlighting the start and end of the 
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MD simulations. The terms EMM, Epol ≈ Gpol, Eapol ≈ Gapol are the average molecular 
mechanics potential energy (red line), polar solvation energy (green line), non-polar 
solvation energy (blue lines), and Gibbs binding free energy (pink line), respectively. 
Anisotropic network topology performed for the obtained systems based on the best 
energy contribution (∆EMM) to the binding free energy as C) ATP + ATP-entry-point and 
D) co-interacting system like z-z-SWCNT+ATP/ATP-entry-point. Additional details can 
be found in the supplementary material like Figure S1. Source Elsevier article, please 
visit: https://doi.org/10.1016/j.nantod.2020.100913 (accessed on october 2020)  
 
The computational modeling based on the network approach for van der Waals 
interactions between atoms of the ligands and the ATP-entry-point reveals the existence 
of marked differences in the network topology when the two systems: 1) ATP/hVDAC1 
and 2) z-z-SWCNT+ATP/ hVDAC1 (Figure 10; C and D) are compared. The latter 
analysis suggests that z-z-SWCNT near the ATP-entry-point induces conformational 
rearrangements of residues that can affect the physiological function of hVDAC1 in the 
ATP translocation. 
Then, to deepen our understanding of ligand interactions with residues of the ATP-
entry-point, we determined the individual contribution of the hVDAC1-residues to the 
binding free energy by decomposing the total binding energy. For this purpose, the 
decomposition energy of the complexes per residue is plotted in Figure 11. Inspection 
of Figure 11A suggests that the interaction between ATP and the first five residues (like 
MET1, ARG2, GLY3, SER4, ALA5) of the hVDAC1 which include the ATP-entry-
point activate other residue clusters starting from LEU 13 to ARG18 which are part of 
the surrounding area of the ATP-transport catalytic point, as mentioned above (Figure 
4E) and also activate the VAL20 to LYS 23 in the middle of the hVDAC1 channel that 
contributes for the stabilization of ATP molecule in the ATP-hVDAC1 complex during 
ATP-efflux. 
In this context, the results obtained for the interaction of the ATP + hVDAC1 complex 
(Figure 11; A and D) show that the ATP molecule is able to activates multiple hVDAC1 
residues during its interaction with the ATP-entry-point. Indeed, these residues are 
involved in the subsequent stages of the ATP translocation. However, the obtained 
results for the hVDAC1 interaction (ATP-entry-point) in the presence of the z-z-
SWCNT molecule for the two evaluated conditions like i) z-z-SWCNT + hVDAC1 
216 
 
(Figures 11; B and E) and ii) the co-interaction of z-z-SWCNT +ATP/ hVDAC1 
(Figure 11; C and F) show a significant decrease in the binding affinity in ≈ - 62 
kcal/mol in both formed complexes (z-z-SWCNT/hVDAC1 ≈ z-z-SWCNT-
ATP/hVDAC1), compared with the ATP/hVDAC1 complex (Figure 11; A and D) 
which represents the natural interaction due to the ATP molecule is the native substrate 
of the hVDAC1 (ATP-entry-point) used like reference control of the simulation.  
 
Figure 11. Left column shows a graphical representation of the binding free energy 
decomposition (ΔEbind) per hVDAC1 residues highlighting the ATP-entry-point 
residues from the position of MET1 (red asterisk, *) and the corresponding binding free 
energy (ΔEbind, like purple arrow dotted lines) for the systems: A) ATP/hVDAC1, B) z-
z-SWCNT/hVDAC1 and C) ATP + z-z-SWCNT/hVDAC1. Right column shows a 3D-
visualization of the binding energy distribution for complexes like D) ATP/hVDAC1, 
E) z-z-SWCNT/hVDAC1, and F) ATP+ z-z-SWCNT/hVDAC1. The associated color 
intensity bar represents ligand interactions (ΔEbind), i.e.: weak-interactions (blue), 
moderate interactions (grey) and strong interactions (red). Source Elsevier article, please 




Next, these results pointing that the isolated and/or simultaneous interaction of the cited 
ligands (i.e., z-z-SWCNT or co-interaction of z-z-SWCNT + ATP) in the same 
biophysical environment (ATP-entry-point) can induce drastic changes in the free 
binding energy patterns (ΔEbind/kcal·mol
-1) of the residue clusters involved in the ATP-
transport through hVDAC1 channel. For example, decreasing signal transduction of 
some binding residues to phosphate nucleotides which surrounding the hVDAC1 
channel, and range from ASN 242 to SER 244, and the cluster of residues from SER 
260 to ASP 267, just to mention some. These results match well with the performed 
molecular docking results and the ANM approach.  
Besides, the proposed approaches fit with the Organization for Economic Co-operation 
and Development (OECD) guidelines and the International Organization for 
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Figure S1. Representation of free binding energy (Ebind) decomposition of the z-z-
SWCNT interacting individually with the ATP-entry-point of the hVDAC1 channel as 
reference control of simulation for comparison purposes. Source Elsevier article, please 
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New Mechanistic Insights on Carbon Nanotubes’ Nanotoxicity Using Isolated 
Submitochondrial Particles, Molecular Docking, and Nano-QSTR Approaches. 
Abstract: Single-walled carbon nanotubes can induce mitochondrial F0F1-ATPase 
nanotoxicity through inhibition. To completely characterize the mechanistic effect 
triggering the toxicity, we have developed a new approach based on the combination 
of experimental and computational study, since the use of only one or few techniques 
may not fully describe the phenomena. To this end, the in vitro inhibition responses in 
submitochondrial particles (SMP) was combined with docking, elastic network mod-
els, fractal surface analysis, and Nano-QSTR models. In vitro studies suggest that in-
hibition responses in SMP of F0F1-ATPase enzyme were strongly dependent on the 
concentration assay (from 3 to 5 µg/mL) for both pristine and COOH single-walled 
carbon nanotubes types (SWCNT). Besides, both SWCNTs show an interaction inhi-
bition pattern mimicking the oligomycin A (the specific mitochondria F0F1-ATPase 
inhibitor blocking the c-ring F0 subunit). Performed docking studies denote the best 
crystallography binding pose obtained for the docking complexes based on the free 
energy of binding (FEB) fit well with the in vitro evidence from the thermodynamics 
point of view, following an affinity order such as: FEB (oligomycin A/F0-ATPase 
complex) = −9.8 kcal/mol > FEB (SWCNT-COOH/F0-ATPase complex) = −6.8 
kcal/mol ~ FEB (SWCNT-pristine complex) = −5.9 kcal/mol, with predominance of 
van der Waals hydrophobic nano-interactions with key F0-ATPase binding site resi-
dues (Phe 55 and Phe 64). Elastic network models and fractal surface analysis were 
performed to study conformational perturbations induced by SWCNT. Our results sug-
gest that interaction may be triggering abnormal allosteric responses and signals prop-
agation in the inter-residue network, which could affect the substrate recognition lig-
and geometrical specificity of the F0F1-ATPase enzyme in order (SWCNT-pristine > 
SWCNT-COOH). In addition, Nano-QSTR models have been developed to predict 
toxicity induced by both SWCNTs, using results of in vitro and docking studies. Re-
sults show that this method may be used for the fast prediction of the nanotoxicity 
induced by SWCNT, avoiding time- and money-consuming techniques. Overall, the 
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obtained results may open new avenues toward to the better understanding and predic-
tion of new nanotoxicity mechanisms, rational drug design-based nanotechnology, and 
potential biomedical application in precision nanomedicine. 
8.1 Introduction  
The coupled mechanical co-rotating between the γ and ε subunits that form the mito-
chondrial F1-ATP synthase (complex V) favors the H+ protons flux necessary for ATP 
synthesis in all eukaryotic cells [1,2]. This bioenergetic process involves several syn-
chronized conformational changes which are critical for the survival or death of the 
cells [1]. In this regard, a few years ago, it was shown that under pathological condi-
tions like chronic diseases such as cancer, Alzheimer’s disease, Parkinson’s disease, 
and mitochondrial encephalopathy, lactic acidosis (MELAS) syndrome, several toxic 
events, including nanotoxicity induced by single walled carbon nanotubes (SWCNT), 
may trigger F0F1ATPase dysfunction [3,4]. As a consequence, the ATP cellular re-
serves are abruptly consumed by a reverse biochemical reaction which paradoxically 
hydrolyses significant amounts of ATP, compromising the cellular homeostasis and 
viability [3,5,6]. Several chemical agents (including carbon nanoparticles) have shown 
a high affinity/selectivity by the bioenergetic mechanisms based on ATP hydrolysis, 
particularly nanoparticle-based single-walled carbon nanotubes (SWCNTs), which 
have been studied by their selective nanotoxicity effects on mitochondria (mitotropic 
behavior) [7–10].  
To the best of our knowledge, the toxicological modulation of mitochondrial ATP bi-
oenergetic mechanisms released by the exposure with SWCNT-pristine and oxidized-
SWCNT (SWCNT-COOH) have been insufficiently characterized in order to explain 
the mitochondrial nanotoxicity induced by SWCNT. On the other hand, this mecha-
nistic knowledge could be very useful to implement strategies on the named “precision 
mitochondrial nanomedicine” to improve selectivity for the treatment of brain, cardiac 
diseases, and cancer using the mitotropic behavior of SWCNT to address active phar-
macological principles as new targeting of the mitochondrial F0F1-ATPase [9–14]. In 
this context, we hypothesize that SWCNT-pristine could act by mimicking the phar-
macodynamic behavior of the Oligomycin A, which is the specific inhibitor of the 
mitochondrial ATP-hydrolysis that modulates the activity of the c-ring-F0-ATP hy-
drolase subunit. However, in the case of the SWCNT-COOH, the F0-ATPase binding 
interaction could be more attenuated by the presence of the carboxyl group.  
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From the structural point of view, the c-ring-F0-ATP hydrolase subunit represents an 
uncoupling channel which is part of the mitochondrial permeability transition pore-
induced association to mitochondrial dysfunction and apoptosis [15,16]. Following 
this idea, we suggest that SWCNT could promote the selective inhibition of the F0-
ATPase under pathological conditions like cancer where the F0F1-ATPase activity is 
abnormally exacerbated [16–19].   
In this regard, computational approaches like molecular docking simulation, elastic 
network models, fractal surface approaches linked to nano-quantitative structure–ac-
tivity/toxicity relationships (Nano-QSAR/QSTR models), and others [9,20–23], could 
be efficiently applied to the exhaustive exploration of the underlying mechanisms of 
mitochondrial bioenergetic dysfunction (pathological ATP-hydrolysis) from the struc-
tural point of view for therapeutic purposes.  
Protein structures cannot be investigated using the classical Euclidian mathematical 
approach. Due to this nature, surface and protein’s chain should be studied using the 
fractal approach. It is well-known that the fractal dimensions (FDs) are directly asso-
ciated to the backbone non-Euclidean geometry, as well as to the irregular geometric 
nature and fractal surface properties of the binding sites (ATPaseF0F1 binding sites). 
This is explained by the fact that most of the ligand–protein binding processes occur 
under strict conditions of specificity and, at the same time, that these thermodynamic 
processes depend on surface phenomena with a defined geometric pattern of stereo-
specificity and complementarity with the cited binding sites [24]. For this instance, we 
thus suggest that small changes in the fractal geometry-based surface patterns could 
directly affect not only the native ATPaseF0F1 binding sites’ folding and solvent ac-
cessible surface in the unbound state (unoccupied ATPaseF0F1), but also the confor-
mational entropy and thermodynamic stability of the formed docking complexes gen-
erated between the ATPaseF0F1 and the different single-walled carbon nanotubes 
tested [24,25]. In addition, elastic network models may also be used to study proteins 
since they may be able to predict global dynamics of proteins and proteins’ complexes 
[26–28]. Thus, these two methods can be used, together with other methods, to study 
conformational changes induced by SWCNT that may produce harmful effects, inac-
tivation, and so on. 
Another relevant approach to study toxicity is computational nano-quantitative struc-
ture–activity/toxicity relationships (nano-QSAR/QSTR), which are essential tools to 
support the discovery process of toxicological effects of nanomaterials (SWCNT). 
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Several approaches have been developed and applied recently to predict potential 
harmfulness of nanoparticles and nanomaterials [9–14,29]. These in silico tools have 
the quality of being versatile and reconfigurable to many problems. For example, the 
nano-quantitative structure–binding relationship (Nano-QSBR) models are a type of 
Nano-QSTR which are able to associate the physico-chemical properties of nano-
materials (nano-descriptors) with the theoretical free energy of binding (FEB values, 
kcal/mol) obtained from the molecular docking studies and also to experimental nano-
toxicological outputs [13,14,30].    
Due to this, the QSAR (Nano-QSTR) paradigm has been applied since the beginning 
of the “nano revolution” as a useful methodology able to support toxicity profiling of 
nanomaterials and CNT [31–35]. Several approaches by many authors have been re-
ported combining different molecular descriptors, methodologies, and algorithms, in-
cluding machine learning and deep learning [34–42]. In this sense, it is strongly advis-
able to use Nano-QSTR approaches while performing toxicity profiling of CNT and 
nanomaterials, since they may be able to predict toxicity as well as directly correlate 
toxicity/activity with specific features of nanomaterials. In addition, in silico ap-
proaches are strongly encouraged by national and supranational authorities in the light 
of the European Union (EU) 3R principles (replacement, reduction, refinement). Cur-
rently, the main limitation of these computational methods is to address a feasible 
mechanistic interpretation of the nanotoxicity phenomena at the atomic level, in many 
cases [43].  
In this work, we propose for the first time a combination of computational modeling 
approaches, based on molecular docking simulations, elastic network models, fractal 
surface approaches, and Nano-QSTR calculations, along with experimental validation 
to tackle the study of binding interactions between single-walled carbon nanotubes 
with the mitochondrial F0F1-ATPase to contribute to the rational drug design-based 
nanotechnology, mitotarget drug discovery, and the new area of precision mitochon-
drial nanomedicine. 
8.2 Materials and Methods 
8.2.1. Experimental Section 
8.2.1.1 Reagents and Solutions  
Sucrose, ethylene-glycol-bis (b-aminoethyl)-N,N,N0,N0-tetraacetic acid (EGTA), po-
tassium succinate (plus 2 mM rotenone), K2HPO4, and piperazine-N-2-ethanesulfonic 
acid (Hepes), dimetilsulfóxido (DMSO), and Biuret reagent. All other reagents were 
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commercial products of the highest purity grade available. Single-walled carbon nano-
tubes like SWCNT-pristine and carboxylated-CNT (SWCNT-COOH) with very low 
conductivity and semi-metallic properties were provided by Cheaptubes Company 
(http://cheaptubes.com/shortohcnts.htm) for the execution of experimental in vitro as-
says using submitochondrial particles. All other reagents were commercial products of 
the highest purity grade available and were purchased from Sigma-Aldrich products 
8.2.1.2 Carbon Nanotubes’ Characterization 
For this instance, a Transmission Electron Microscope (TEM, Tecnai G2-12-SpiritBi-
otwin FEI-120 kV) was used to characterize the morphology of SWCNT-pristine and 
oxidized carbon nanotubes such as SWCNT-COOH. The CNT were synthesized by 
using a catalytic chemical vapor deposition (CCVD) method and functionalized using 
a concentrated acid mixture of H2SO4:HNO3 mixed (2:1). On the other hand, in order 
to discover the molecular mechanisms of interaction inhibition of the carbon nanotubes 
with the F0-ATPase, two types of single-walled carbon nanotubes (SWCNT-pristine 
and SWCNT-COOH) were modeled by using the Avogadro software, which can be 
efficiently applied as an advanced molecule editor and visualizer for molecular mod-
eling and computational chemistry. Herein, it is important to note that the in silico 
analysis was performed just for the purpose of proposing a theoretically rigorous 
mechanism to explain the potential inhibition of the single-walled carbon nanotubes 
used on the F0-ATP-ase inhibition. For this reason, the theoretically modeled 
SWCNTs should not be taken as exact copies from the structural point of view com-
pared with the experimentally tested CNT (SWCNT-pristine and SWCNT-COOH) 
used in in vitro assays. In this sense, for computational purposes, several approxima-
tions were performed mainly based on the diameter and length of carbon nanotubes 




Figure 1. On the right, Transmission Electron Microscope (TEM) images obtained of 
carbon nanotubes, such as (A) SWCNT-pristine and (B) SWCNT-COOH used in this 
study for the experimental in vitro assay. On the left, (C) representation of the length of 
the unoccupied F0-ATPase binding site, (D) and (E) representation of the lengths of the 
theoretically modeled SWCNT-pristine and SWCNT-COOH within the F0-ATPase used 
for the in silico assay of F0-ATPase inhibition. Additional details can be found in the 
Supplementary Information in Figure S1. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
8.2.1.3 Isolation of Rat Liver Submitochondrial Particles (SMP)  
The frozen rat liver mitochondria (RLM) pellet was thawed and diluted with homogeni-
zation medium to contain 20 mg of protein/mL. The mitochondrial suspension was sub-
jected to sonic oscillation four times for 15 s with 30 s intervals, using 80 watts at 4 °C 
[44–47]. The suspension was then centrifuged at 9750 × g for 10 min at 4 °C and the 
submitochondrial particles in the supernatant were isolated by additional centrifugation 
in a Sorval SV-80 vertical rotor for one hour at 15,000 rev/min at 4 °C, using discontin-
uous gradient containing 1 mL of 0.5 M sucrose and 1 mL of 2.0 M sucrose in 5 mM Tris-
HCl, pH 7.4. Finally, the SMP were suspended in the isolation medium, and the final 




8.2.1.4 Standard Incubation Procedure  
Mitochondria liver was isolated and submitochondrial particles (SMP) were energized 
with 5 mM of potassium succinate (plus 2.5 μM of rotenone) in a standard incubation 
medium consisting of 125 mM of sucrose, 65 of mM KCl, 2 mM of inorganic phosphate 
(K2HPO4), and 10 mM of HEPES-KOH, pH 7.4, at 30 °C [44–47]. 
 
8.2.1.5 Determination of Mitochondrial F0F1-ATPase Inhibition in Isolated Rat 
Liver Submitochondrial Particles (SMP) 
Isolated rat liver submitochondrial particles (isolated-F0F1-ATPase) (20 mg of protein) 
were incubated according to the following experimental groups: (1) untreated SMP, (2) 
SMP + DMSO (100 mM), (3) SMP + SWCNT samples (SWCNT-pristine, SWCNT-
COOH) in the range of concentration of 0.5–5 µg/mL, (4) SMP + Oligomycin A (1 µM) 
as a positive control, and (5) SMP + Oligomycin A (1 µM) + SWCNT samples at 5 µg/mL 
as an additional control assay. The reactions are started by addition of enzyme, such as 
H+-c-ring/F0-ATPase (80 µg of protein). The total volume was 1 mL. After 10 min at 37 
°C, the reaction was stopped by addition of 0.5 trichloroacetic acid, 30% (w/v). Phosphate 
released by ATP hydrolysis is measured on 0.5 mL of molybdate reagent (10 mM ammo-
nium molybdate in 2.5 M sulfuric acid), 1 mL of acetone, and 0.5 mL of 0.4 M citric acid. 
After each addition, the tubes are homogenized for 10 s in a vortex mixer. The mitochon-
drial F0F1-ATPase inhibition (F0-ATPase inhibition) for each treatment was calculated 
by measuring the absorbance at 355 nm [44–47]. Before all spectrophotometric F0-
ATPase inhibition measurements, the blanks with each SWCNT were run and interfer-
ence absorbance peaks of SWCNT were not observed at 300–400 nm [44–47]. Further-
more, each SWCNT sample was added under continuous stirring by using magnetic stir-
rer cuvettes with the aim of preventing the agglomeration process for the SWCNTs during 
the F0F1-ATPase inhibition assay. For this instance, a tip-sonication regime during 5–10 
min was applied which prevents the SWCNT exfoliation into individual SWCNT samples 
(SWCNT-pristine, SWCNT-COOH), generating a non-agglomerated suspension in mon-





8.2.1.6 Statistical Procedures for the Mitochondrial Assays Using SMP 
The one-way analysis of variance (ANOVA) followed by a post hoc Newman–Keuls 
multiple comparison test was used in order to determine statistical differences between 
F0-ATPase inhibition assays as independent unrelated experimental groups. In this con-
text, the Newman–Keuls test was used as a multiple and tiered comparison procedure to 
identify experimental group statistical means that are significantly different from each 
other from the different experimental conditions evaluated, namely: (i) untreated submi-
tochondrial particles control (SMP as F0-ATPase), (ii) DMSO-treated SMP, (iii) CNT-
treated SMP (i.e., SWCNT-pristine or SWCNT-COOH at 1–5 μg/mL), (iv) Oligomycin 
A-treated SMP (Oligomycin A is a specific F0F1-ATPase inhibitor used as a positive 
control), and (v) treated SMP mixed with SWCNT or SWCNT-COOH at concentration 
of 5 μg/mL + Oligomycin A (1 μM). All the biochemical tests, by using isolated rat liver 
mitochondria (RLM) and submitochondrial particles (SMP), were performed at least 
three times in triplicate. Normality and variance homogeneity were verified using 
Shapiro–Wilks and Levene tests respectively, before using one-way ANOVA. In all 
cases, significance level was set at 5%. 
8.2.2. Theoretical Section 
8.2.2.1. Molecular Docking Study  
Docking simulations were performed using Autodock tools mixed Autodock Vina to un-
derstand the strength of biochemical interactions across CNT family members (SWCNT-
pristine and oxidized-CNT (SWCNT-COOH)) and oligomycin A on F0-ATPase. These 
in silico binding interactions were performed only to explain hidden biophysical and phar-
macodynamic mechanisms observed in the mitochondrial in vitro assays. For this in-
stance, only two types of single walled zigzag SWCNTs (Hamada index n = 8, m = 0) 
were modeled, like SWCNT (8.0) and SWCNT-COOH (8.0) as F0F1-ATPase ligands in 
order to reproduce and model some critical experimental conditions from CNT-proper-
ties, like CNT-functionalization linked to observed F0-ATPase inhibition (ATP-hydroly-
sis inhibition) in isolated RLM and isolated SMP. Following this idea, the F0F1-ATPase 
C10 ring with oligomycin A from yeast (Saccharomyces cerevisiae) as the receptor (pro-
tein data bank (PDB) ID: 5BPS, Resolution 2.1Å) was obtained from the RCSB Protein 
Data Bank (PDB) [51]. It is important to note that c-ring-F0-ATPase subunit PDB X-ray 
structure from Saccharomyces cerevisiae (5BPS) can be used in the context of the present 
docking approaches, taking into account that mitochondrial c-ring-F0-ATPase subunit 
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PDB X-ray structure from Rattus norvegicus with oligomycin A has not been crystallized 
and included in the RCSB PDB [51]. However, the oligomycin A pharmacodynamics 
mechanism is highly conserved in Rattus norvegicus according to previous experimental 
evidences [17]. 
Before the molecular docking, ATPase C10 ring molecular structure was optimized using 
the AutoDock Tools 4 software for AutoDock Vina. The algorithm includes the removal 
of crystallographic water molecules and all the co-crystallized ATPase C10 ring ligand 
molecules, such as oligomycin A (Oligo A: C45H74O11 ID: EFO) from ATPase C10 ring 
chains (B, E, K, L, M, O). Oligomycin A is a recognized classical inhibitor of F0F1-
ATPase inhibition and it was used as a control to compare the affinity and/or relevant 
interactions by the re-docking procedure.  
This theoretical algorithm was performed to the c-ring F0-ATPase subunit using a grid 
box size with dimensions of X = 22 Å, Y = 22 Å, and Z = 22 Å, and the c-ring F0-ATPase 
subunit grid box center X = 19.917 Å, Y = 19.654 Å, and Z = 29.844 Å to evaluate the 
interaction of SWCNT + c-ring–F0-ATPase [52], considering the oligomycin A environ-
ment to evaluate the SWCNT-surface affinity in the c-ring F0-ATPase subunit active 
binding site.  
The docking free energy of binding output results (or FEB values) is defined by affinity (like 
ΔGbind values) for all docked poses of the formed complexes (SWCNT-F0ATPase) and in-
cludes the internal steric forces of a given ligand (SWCNT), which can be expressed as the 
sum of individual molecular mechanics terms of standard chemical potentials as: van der 
Waals interactions (ΔGvdW), hydrogen bond (ΔGH-bond), electrostatic interactions (ΔGelectrost), 
and intramolecular interactions (ΔGinternal) ligands (SWCNTs) from empirically validated Au-
todock Vina scoring function based on default Amber force-field parameters [20–22].  
8.2.2.2 Local Perturbation Response Induced by SWCNT on F0-ATPase Subunit 
In parallel with docking simulation, a new elastic network model was performed to pro-
pose a potential mechanism based on the SWCNT propensity to perturb the intrinsic mo-
tion of F0-ATPase subunit binding residues involved in the docking interactions. For this 
purpose, the F0-ATPase is represented as a network or graph of the inter-residue contacts 
from Cα-F0-ATPase atoms of a residue and the overall potential is simply the sum of 
harmonic potentials between interacting nodes (F0-ATPase residues). The network in-
cludes all interactions within a cutoff distance < 4 Å. Information about the orientation of 
each interaction with respect to the global coordinates system is considered within the 
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force constant matrix and allows prediction of perturbed anisotropic motions [53]. The 
force constant of the F0-ATPase protein system can be described by a Kirchhoff or Hes-
sian matrix (Hi,j) to evaluate potential perturbations induced by the SWCNT ligand in the 
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where each Hi,j is a 3 × 3 matrix which holds the anisotropic information regarding the 
orientation of residues (i, j nodes). Each such sub-matrix (or the “super element” of the 
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The second partial derivatives are the harmonic potentials, V, between interacting F0-
ATPase residues. These partial derivatives are formed by a simple matrix of cosines and 
the off-diagonal super elements of the Hi,j Hessian matrix are calculated according to 













































where γ = 0.5 is an interaction constant. The si,j is the instantaneous distance between 






𝐻𝑖,𝑖 = − ∑ 𝐻𝑖,𝑗
𝑁
𝑗=1,𝑗≠𝑖
     (4) 
 
Herein, the force constant matrix Hi,j holds information regarding the F0-ATPase-residues 
position/orientation. The inverse of the Hessian matrix is the covariance matrix of 3N 
multi-variant Gaussian distribution, where p is an empirical parameter according to the 
Equation (5) for the new off-diagonal elements of the Hessian matrix which hold the de-
sired information on the residue fluctuations, including the F0-ATPase binding site resi-
dues (i, j) involved in the SWCNT-F0-ATPase docking interactions.  
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Then, we tackle the construction of the local perturbation response scanning maps (LPRS 
maps) by setting the following conditions: (i) unbound F0-ATPase as the control simula-
tion experiment, (ii) oligomycin A + F0-ATPase, (iii) SWCNT-pristine + F0-ATPase, 
and (iv) SWCNT-COOH + F0-ATPase. 
8.2.2.3 Performing Nano-QSTR Approaches 
The Nano-QSTR models have been developed using a linear regression approach to pre-
dict the mitochondrial F0F1-ATPase inhibition values of the SWCNT studied herein. The 
values used for the development of the continuous model were obtained from molecular 
docking experiments considering the free energy of binding (FEB values) obtained from 
the complexes SWCNT-pristine/F0-ATPase and SWCNT-COOH/F0-ATPase. For this 
purpose, two different sets for both ligands (SWCNT-pristine, SWCNT-COOH) were ef-
ficiently built. Considering the three recognized categories of geometric topologies as: 
zigzag-SWCNT (Hamada index m = 0, n > 0), amchair-SWCNT (Hamada index m = n), 
and chiral-SWCNT, characterized by the Hamada index (n, m), with m > 0 and m ≠ n, 
and with its enantiomers (or mirror images), presenting the Hamada index (m, n), which 
is different from (n, m), with no reflection symmetry [13,14]. Then, regression Nano-
QSTR models were developed using the linear regression tool implemented in the Statis-
tica® suite. 
The validation of the Nano-QSTR model was performed using the cross-validation mod-
ule implemented in the software. This procedure is aimed at assessing the predictive ac-
curacy of a model. The test randomly split the dataset into a training set and a validation 
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set, ensuring that if an entry was included in the test set it could not be used in the vali-
dation set. In so doing, the model was developed using the cases in the training or learning 
sample, which, in our study, was 70% of the dataset. The predictive accuracy was then 
assessed using the remaining 30% of the dataset. In addition, we have also reported the 
applicability domain (AD) for both models. 
Finally, the performance of the model was evaluated using the residuals, R and R2, and 
other relevant statistics. Regarding the molecular descriptors (MD), we used the 
DRAGON 7.0® software to calculate the variables that have been used for the develop-
ment of the models. This software suite is able to calculate up to 7500 different de-
scriptors, belonging to very different classes, such as topological, two-dimensional (2D), 
three-dimensional (3D), connectivity, and so on [54]. In order to select the best subset of 
MD, we have performed a feature selection process using a forward stepwise methodol-
ogy [35] for both models. At the end of this procedure, we were able to develop the pris-
tine and the carboxylate model using respectively two and three MD belonging to the 
topological class. The two MD used in the SWCNT-pristine model are the Narumi geo-
metric topological index (GNAR) and the electro-topological positive variation 
(MAXDP). The Narumi index of a graph G is defined as the product of the degrees of all 
its vertices: 
 
NK(𝐺) =  ∏𝑑𝐺(𝑣𝑖)
𝑛
𝑖=1
       (6) 
 
The MAXDP is calculated as follows: 






     (7) 
 
which is calculated as the maximum positive value of ΔIi. 
Regarding the SWCNT-COOH model, the continuous model was developed using three 
MD, one is the same GNAR used for the pristine model. The other two are defined as 
follows: The first one is the path/walk Randic shape indices that are calculated by sum-
ming, over the non-H atoms, the ratios of the atomic path count over the atomic walk 
count of the same order k and then, dividing by the total number of non-H atoms (nSK). 
Since path/walk count ratio is independent of molecular size, these descriptors can be 
considered as measures of molecular shape. Dragon calculates path/walk shape indices 
from order 2 up to 5, and the index of first order is not provided as the counts of the paths 
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and walks of length one are equal and, therefore, the corresponding molecular index 
equals one for all molecules. The formula in this case is not reported in the Dragon man-
ual. 
Finally, the last molecular descriptor used is the so-called lopping centric index (LOC), 
which is calculated as the mean information content derived from the pruning partition of 
a graph:  
 






    (8) 
 
 
where nk is the number of terminal vertices removed at the kth step and nSK is the number 
of non-H atoms. All the information regarding the descriptors employed in the nano-
QSTR models can be retrieved from the Dragon webpage (https://chm.kode-solu-
tions.net/products_dragon_descriptors.php). 
8.3 Results and Discussion 
8.3.1. CNT Effects on Submitochondrial Particles (SMP)  
Herein, we present the in vitro assay on the inhibitory effect of the SWCNT ligands 
(SWCNT-pristine, SWCNT-COOH) at the range of concentration of 0.5–5 µg/mL over 
F0-ATPase using isolated rat liver submitochondrial particles (isolated F0F1-ATPase) 
from mitochondrial inner membrane. In general, we can see that the tested SWCNT ex-
hibit high ability to act as F0-ATPase inhibitors (ATP-hydrolysis) at a range of concen-
tration of 3–5 µg/mL. Besides, a concentration dependence with significant statistical dif-
ference (p < 0.05) when compared with SMP (untreated SMP group) and the DMSO-
treated SMP was observed. We note an oligomycin A-like pattern (positive control group 
used) for both SWCNT ligands in a range of concentration of 3–5 µg/mL without signif-
icant statistical difference (p > 0.05) when compared with oligomycin A (Figure 1). Ac-
cording to this, the treated SMP from mixed CNT ligand (5 µg/mL) plus oligomycin A 
(1 µM) showed the strongest F0-ATPase inhibition (p < 0.05) when compared with un-
treated SMP and the DMSO-treated SMP, and the remaining CNT-treated SMP (3–5 
µg/mL). This may suggest a strong synergistic effect on F0-ATPase inhibition (mitochon-




8.3.2. Modeling F0ATPase Inhibition Induced by SWCNTs  
Herein, molecular docking was carried out in order to evaluate the influence of the carbon 
nanotubes (SWCNT-pristine and SWCNT-COOH) on the F0-ATPase inhibition re-
sponse. The best docking binding pose from each modeled CNT (SWCNT-pristine, 
SWCNT-COOH) theoretically suggests that these CNT could act in the same biophysical 
environment as the oligomycin A based on hydrophobic non-covalent interaction (π-π 
interactions) involving phenylalanine hydrophobic residues (Phe 55 and Phe 64 of the 
chains C, D, and M), which are critically involved in the F0-ATPase inhibition (ATP-
hydrolysis) in the F0-ATPase subunit active binding site, see Figure 2. 
 
Figure 2. (A) Schematic representation of carbon nanotubes (CNT) interacting with iso-
lated rat liver submitochondrial particles (SMP as F0-ATPase). (B, C) Results of experi-
mental in vitro evaluation of the F0-ATPase inhibition induced by CNT (i.e., CNT as 
SWCNT-pristine or SWCNT-COOH) using F0-ATPase under the different conditions 
described in the Material and Methods Section as treatments: (i) untreated submitochon-
drial particles control (SMP as F0-ATPase), (ii) DMSO-treated SMP, (iii) CNT-treated 
SMP (1–5 µg/mL), (iv) oligomycin A-treated SMP (oligomycin A is a specific F0F1-
ATPase inhibitor used as a positive control), and (v) treated SMP mixed with SWCNT or 
SWCNT-COOH at concentration of 5 µg/mL + oligomycin A (1 µM) to mimick syner-
gistic effects on F0-ATPase inhibition, which was performed as an additional control 
group. Results are representative of three experiments (n = 3). Symbols (*, **, #) were 
used to denote statistical differences (p < 0.05) between the evaluated experimental 
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groups used in the in vitro assay containing the SMP. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
The free energy of binding (FEB) values of the formed docking complexes follow the 
order: FEB (oligomycin A/F0-ATPase complex) = −9.8 kcal/mol > FEB (SWCNT-
COOH/F0-ATPase complex) = −6.8 kcal/mol ~ FEB (SWCNT-pristine complex) = −5.9 
kcal/mol, with interatomic distance of interaction lower than 5 Å, in all the cases. Besides, 
we note the presence of π-π interactions, like Y-shaped and pseudo parallel-displaced 
motif-orientation preferences, for both single-walled carbon nanotubes. Besides, more 
electrostatically favored interactions in the CNT-sidewall than the CNT-tips were ob-
served in both simulations (SWCNT-pristine and SWCNT-COOH). This was probably 
due to better orientation and stability between the planar-benzene-quadrupoles formed 
between van der Waals surface from the modeled SWCNT and the phenylalanine hydro-
phobic residues (Phe 55 and Phe 64) of the F0-ATPase binding site and interacting in the 
same biophysical environment as the F0-ATPase-specific inhibitor (oligomycin A) [17]. 




Figure 3. Snapshots selection from molecular docking interactions obtained from the best 
binding poses of the ligands as (A) superimposed representation of oligomycin A and 
SWCNT-pristine, and (B) superimposed representation of oligomycin and SWCNT-pris-
tine and SWCNT-COOH interacting with critical phenylalanine hydrophobic residues 
(Phe 55 and Phe 64: labelled red) which belong to the target chains C, D, and M in the 
F0-ATPase subunit receptor. Please note that oligomycin A (labelled green) corresponds 
to the control simulation experiment used here as a reference due to this ligand being the 
specific inhibitor of the F0-ATPase in all cases. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
Next, we carried out the theoretical modeling based on the local perturbation response 
scanning maps (LPRS maps). The LPRS maps are based on elastic network models (ENM 
models) and have been widely recognized to study relevant conformational changes pro-
moted from distance-based fluctuations in the alpha carbons (C(α)) of a given target pro-
tein (as F0-ATPase under unbound and bound states) at the atomistic and molecular level 
[53]. It is well-known that the ENM models could explain a large number of the confor-
mational differences based on the perturbation patterns of the network formed by the tar-
get residues evaluated (Phe 55 and Phe 64). In this instance, LPRS maps generate com-
prehensive visualizations of the F0-ATPase inhibition response, which allows to evaluate 
allosteric signal propagations in response to external perturbations under the presence of 
a given ligand (i.e., the oligomycin A as a F0-ATPase-specific inhibitor, SWCNT-pris-




Figure 4. Perturbation response analysis for the F0-ATPase inhibition response. (A) 
LPRS map obtained for the unbound F0-ATPase as the control simulation experiment. 
Individual LPRS maps obtained from the best docking complexes (in the bound state for 
all the ligands tested) with intensity bar color representing the i,j residue perturbations 
(on the right) for: (B) oligomycin A/F0-ATPase complex, (C) SWCNT-pristine/F0-
ATPase complex, and (D) SWCNT-COOH/F0-ATPase complex. All the LPRS maps 
were established in range of the low-frequency normal modes in order to capture relevant 
fluctuations associated with F0-ATPase catalytic function across the different conditions 
simulated. Source MDPI article, please visit: https://doi.org/10.3390/biology10030171 
(accessed on 25 February 2021) 
The results on LPRS maps show that both single-walled carbon nanotubes (SWCNT-
pristine and SWCNT-COOH) promote a significant change in the perturbation patterns 
of the network of target residues compared with the physiological condition represented 
by the unbound state of F0-ATPase. In this regard, we note abrupt perturbations in several 
blocks of residues more pronounced for the SWCNT-pristine (strong F0-ATPase inhibi-
tion) than the SWCNT-COOH (moderate F0-ATPase inhibition) during the interaction 
with the F0-ATPase. Interestingly, the LPRS map of the SWCNT-pristine/F0-ATPase 
complex mimicked the toxicodynamic behavior of the oligomycin A/F0-ATPase com-
plex, inducing strong F0-ATPase inhibition (see Figure 4B, C), suggesting a similar pat-
tern of allosteric network perturbation. However, the LPRS map obtained from the 
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SWCNT-COOH/F0-ATPase complex (Figure 4D) exhibits a pattern of perturbation less 
affected when compared with the physiological condition depicted for the F0F1ATPase 
unbound state (Figure 4A), maintaining a certain structural and functional coupling be-
tween the residues composing the F0-ATPase network, suggesting the presence of a mod-
erate nanotoxicity-based F0-ATPase inhibition. The relevance of these results is that 
strong local perturbations similar to those observed in Figure 4A, B are able to induce 
strong allosteric perturbations in the j-effector residues from the F0-ATPase receptor, af-
fecting its mitochondrial catalytic function (ATP-hydrolysis) involving the signal trans-
duction of the perturbations from the block of i-sensor residues which trigger abnormal 
signals’ propagation across the inter-residue network for j-effector F0-ATPase residues. 
We could suggest that considering the SWCNT docking position, both ligands (SWCNT-
pristine >> SWCNT-COOH) can theoretically disrupt the H+-proton flux dynamic in the 
mitochondrial H+-F0-ATPase subunit, compromising the coupling between oxidative 
phosphorylation and electron transport in the respiratory chain, inducing potential bioen-
ergetic dysfunction and the mitochondria nanotoxicity [9]. 
In order to quantify potential fractal geometrical perturbations, a fractal surface analysis 
was carried out to model changes-based perturbations in the geometric surface of the 
binding effector residues of the F0-ATPase under unbound and bound states (i.e., under 
SWCNT-pristine and SWCNT-COOH interactions) [9]. Several fractal dimensions (FDs, 
namely: DBW, DB+BW, and DW+BW) were calculated using the box-counting methods from 
the LPRS maps previously obtained [55]. The Fractal Theory allows the mathematical 
modeling of the geometric complexity (across multiple scales) and self-similarity (scale-
invariant structure) from non-Euclidean real or virtual objects (such as the tested 
SWCNT). One of the most important properties in the fractal modeling is the degree of 
self-similarity. Then, a topological fractal dimension near to 2 is categorized-like, high 
complexity (i.e., high variety of geometrical information after the docking interaction) 
and low self-similarity; in contrast, a topological fractal dimension closer to 1 informs 
about little complexity and high self-similarity after the docking interaction. Herein, the 
non-Euclidean geometrical patterns were included according to the fractal dimension, like 
FDBW, that describes the surface geometric perturbations in the border of the LPRS map 
fractal pattern [55]. The FDB+BW characterizes the surface geometric perturbations on the 
white background, and the FDW+BW characterizes the fractal perturbations pattern on the 




Herein, the obtained FDs are related to the F0-ATPase surface and backbone non-Euclid-
ean geometry [9,55]. FDs inform about how the F0-ATPase folding, packing density, 
solvent accessibility, and binding interaction properties could be perturbed under the pres-
ence of different ligands forming docking complexes (oligomycin A/F0-ATPase com-
plex, SWCNT-pristine/F0-ATPase complex, and SWCNT-COOH/F0-ATPase complex). 
In this context, we suggest that, in the bound state (i.e., during the docking interaction), 
the SWCNT-pristine led to higher F0F1-ATPase nanotoxicity-based allosteric perturba-
tions than its carboxylate analogous (SWCNT-COOH) based on their obtained values for 
the fractal dimensions (FDBW), such as SWCNT-pristine/F0-ATPase complex (FDBW = 
1.29) < SWCNT-COOH/F0-ATPase complex (FDBW = 1.45), which quantitatively ex-
hibits very similar features-based fractal dimension (DBW, DBBW, and DWBW) compared to 
physiological condition (unbound F0-ATPase (FDBW = 1.45)) used as a control for com-
parison purposes. It is well-known that slight variations in the fractal dimension as ob-
served in the bound state for the docking complexes SWCNT-pristine/F0-ATPase and 
SWCNT-COOH/F0-ATPase (Figure 5C, D, respectively) are sufficient to induce changes 
in the geometry and roughness of the active site of F0-subunit of the F0F1-ATPase.  
These results fit well with the previous LPRS maps, strongly suggesting that the SWCNT-
pristine/F0-ATPase complex (FDBW = 1.29) mimicked the nanotoxicological behavior of 
the specific F0F1-ATPase inhibitor (oligomycin A) with very close calculated fractal di-
mension for oligomycin A/F0-ATPase complex (FDBW = 1.32), both lower than the phys-
iological condition of unbound F0-ATPase cited above (Figure 5A). As previously cited, 
a FD ≈ 2 reveals a high variety of geometrical information and low self-similarity, while 
FD ≈ 1 represents little complexity and high self-similarity. On the other hand, the FD 
values obtained for FDB+BW and FDW+BW remain as unperturbed around 1.85 in all the 




Figure 5. Fractal spectrum based on the box-counting method performed to obtain the 
slopes of the linear regression yields from binary black/white LPRS maps image-pro-
cessing. These slopes represent the fractal dimensions (FD: DBW, DB+BW, and DW+BW) for 
the best docking complexes, namely: (A) unbound F0-ATPase, (B) oligomycin A/F0-
ATPase complex, (C) SWCNT-pristine/F0-ATPase complex, and (D) SWCNT-COOH/ 
F0-ATPase complex. Source MDPI article, please visit: https://doi.org/10.3390/biol-
ogy10030171 (accessed on 25 February 2021) 
The results of fractal surface perturbation suggest that the SWCNT-pristine can induce 
significant changes in the geometrical selectivity of the F0-ATPase, like oligomycin A. It 
is well-known that perturbation (global and local perturbations) in the three-dimensional 
spatial arrangement of atoms composing effector residues (j-effector allosteric residues) 
of proteins can be studied using their FDs. Fractal surface perturbations could negatively 
impact on catalytic function of F0-ATPase, irreversibly affecting the structural properties 
of the binding cavities, which are of paramount importance in the complementary pro-
cesses like substrate recognition and ligand geometrical specificity. Probably, topologi-
cally perturbed van der Waals fractal surface of F0-ATPase after the docking interaction 
with SWCNT-COOH could theoretically explain the moderate mitochondrial nanotoxi-
city observed from the SWCNT-COOH/F0-ATPase docking complex (refer to Figure 
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4A, D). Lastly, we carried out a nano-quantitative structure–toxicity relationship ap-
proach (Nano-QSRT models) in order to evaluate the influence of additional geometric 
properties of the ligands SWCNT-pristine and SWCNT-COOH based on the well-known 
relationship between the topology geometry based on the n, m Hamada index with their 
nanotoxicological properties (i.e., SWCNT-mitotoxicity).  
8.3.3. Performed Nano-QSTR Models 
As reported in the Material and Methods Section, the Nano-QSTR model for SWCNT-pris-
tine was developed using only two variables belonging to the topological index category. The 
observed versus predicted values and the other relevant statistics are reported in the Tables 1 
and 2, and Figure 6, respectively. In addition, we have also reported the AD in Figure 7. 
Table 1. Results of the Nano-QSTR regression model for mitochondrial F0-ATPase in-
hibition induced by SWCNT-pristine. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 







Cross-Validation (a, b) 
amchair 3.3 −20.00000 −18.93350 −1.06650 training 
amchair 4.4 −19.70000 −18.83954 −0.86046 training 
amchair 5.5 −18.80000 −18.77444 −0.02556 training 
amchair 6.6 −18.50000 −18.72592 0.22592 validation 
amchair 7.7 −18.20000 −18.68908 0.48908 training 
amchair 8.8 −17.50000 −18.66083 1.16083 training 
amchair 9.9 −17.20000 −18.63872 1.43872 training 
chiral 3.2 −17.20000 −16.28865 −0.91135 validation 
chiral 4.1 −17.20000 −15.58908 −1.61092 training 
chiral 4.2 −17.00000 −15.84427 −1.15573 training 
chiral 4.3 −16.30000 −15.96788 −0.33212 training 
chiral 5.1 −16.20000 −15.56891 −0.63109 validation 
chiral 5.2 −16.20000 −15.44925 −0.75075 training 
chiral 5.3 −16.00000 −15.63349 −0.36651 training 
chiral 5.4 −16.00000 −15.72809 −0.27191 training 
chiral 6.1 −16.00000 −15.26864 −0.73136 validation 
chiral 6.2 −15.90000 −15.19863 −0.70137 training 
chiral 6.3 −15.90000 −15.37446 −0.52554 training 
chiral 6.4 −15.90000 −15.47126 −0.42874 training 
chiral 6.5 −15.80000 −15.39773 −0.40227 validation 
chiral 7.1 −15.70000 −15.02346 −0.67654 training 
chiral 7.2 −15.40000 −15.17288 −0.22712 training 
chiral 7.3 −15.40000 −15.10112 −0.29888 training 
chiral 7.4 −15.20000 −15.24345 0.04345 validation 
chiral 7.5 −15.20000 −15.34078 0.14078 training 
chiral 7.6 −15.20000 −15.28875 0.08875 training 
chiral 8.1 −15.00000 −15.03210 0.03210 training 
chiral 8.2 −15.00000 −14.77537 −0.22463 validation 
chiral 8.3 −14.90000 −15.23422 0.33422 training 
chiral 8.4 −14.80000 −15.08583 0.28583 training 
chiral 8.5 −14.70000 −15.15833 0.45833 training 
chiral 8.6 −14.70000 −15.24567 0.54567 validation 
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chiral 8.7 −14.70000 −15.20136 0.50136 training 
chiral 9.3 −14.60000 −14.79209 0.19209 training 
chiral 9.4 −14.50000 −15.12489 0.62489 training 
chiral 9.5 −14.50000 −15.11612 0.61612 validation 
chiral 9.6 −14.50000 −15.09848 0.59848 training 
chiral 9.7 −14.30000 −15.29203 0.99203 training 
zigzag 3.0 −14.30000 −15.37860 1.07860 training 
zigzag 4.0 −14.10000 −14.00654 −0.09346 validation 
zigzag 5.0 −13.70000 −14.00654 0.30654 training 
zigzag 6.0 −13.70000 −13.79221 0.09221 training 
zigzag 7.0 −13.60000 −13.62087 0.02087 training 
zigzag 8.0 −13.30000 −13.48024 0.18024 validation 
zigzag 9.0 −12.90000 −13.36294 0.46294 training 
Datasets: training (a) and validation sets (b). 
 
Figure 6. Results of observed versus predicted values obtained for the Nano-QSTR re-
gression model performed for the SWCNT-pristine data. Source MDPI article, please 




Figure 7. Applicability domain for SWCNT-pristine data. Source MDPI article, please 
visit: https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
 
Table 2. Results of the relevant statistical parameters obtained from the Nano-QSTR re-
gression model for SWCNT-pristine. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021)  
Statistical Parameters Value 
Multiple R 0.911445 
Multiple R² 0.830731 
Adjusted R² 0.819811 
Sum of squares Model 77.70196 
Degrees of freedom Model 2 
Mean squared errors Model 38.85098 
Sum of squares Residual 15.83245 
Degrees of freedom Residual 31 
Mean squared errors Residual 0.510724 
F 76.07035 
P 0 
As can be seen in the Tables 1 and 2, the Nano-QSTR model shows an overall high ac-
curacy and goodness of fit, thus indicating that this model can be used for a continuous 
prediction of the likelihood of induced mitochondria nanotoxicity inhibition on F0F1-
ATPase by interaction with SWCNT-pristine (f(FEB_1)). In this regard, the best Nano-
QSTR regression model is based on the linear Equation (9) as: 
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f(FEB_1) = −8.24425(GNar) + 0.614121(MAXDP) − 2.87142     (9) 
 
Afterward, we performed a Nano-QSTR model for SWCNT-COOH. For this instance, was 
carried out a QSTR regression model by using three variables, as in the case of the previous 
model (i.e., using SWCNT-pristine). Herein, the results obtained on observed versus pre-
dicted values, and the other relevant statistical parameters, are summarized in the Tables 3 
and 4, and Figure 8, respectively. In addition, we have also reported the AD in Figure 9. 
Table 3. Results of the Nano-QSTR regression model for mitochondrial F0-ATPase in-
hibition induced by SWCNT-COOH. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 







Cross-Validation (a, b) 
amchair 3.3 −34.80000 −33.04305 −1.75695 training 
amchair 4.4 −33.10000 −31.92664 −1.17336 training 
amchair 5.5 −32.30000 −31.36844 −0.93156 training 
amchair 6.6 −32.30000 −30.81023 −1.48977 validation 
amchair 7.7 −29.80000 −30.53113 0.73113 training 
amchair 8.8 −29.10000 −30.25203 1.15203 training 
amchair 9.9 −29.00000 −29.97293 0.97293 training 
chiral 3.2 −28.50000 −26.92826 −1.57174 validation 
chiral 4.1 −27.90000 −26.16358 −1.73642 training 
chiral 4.2 −27.60000 −27.01059 −0.58941 training 
chiral 4.3 −26.90000 −25.00316 −1.89684 training 
chiral 5.1 −26.70000 −28.51704 1.81704 validation 
chiral 5.2 −26.60000 −24.71436 −1.88564 training 
chiral 5.3 −26.40000 −25.08549 −1.31451 training 
chiral 5.4 −26.40000 −24.19447 −2.20553 training 
chiral 6.1 −26.30000 −27.20385 0.90385 validation 
chiral 6.2 −25.90000 −24.54620 −1.35380 training 
chiral 6.3 −25.40000 −25.47553 0.07553 training 
chiral 6.4 −25.00000 −24.13724 −0.86276 training 
chiral 6.5 −24.80000 −24.44496 −0.35504 validation 
chiral 7.1 −24.70000 −25.21534 0.51534 training 
chiral 7.2 −24.60000 −26.28422 1.68422 training 
chiral 7.3 −24.50000 −24.04522 −0.45478 training 
chiral 7.4 −24.30000 −24.52728 0.22728 validation 
chiral 7.5 −24.30000 −23.88676 −0.41324 training 
chiral 7.6 −24.30000 −23.32855 −0.97145 training 
chiral 8.1 −24.10000 −26.95336 2.85336 training 
chiral 8.2 −24.10000 −23.51211 −0.58789 validation 
chiral 8.3 −24.10000 −25.39320 1.29320 training 
chiral 8.4 −24.00000 −24.63822 0.63822 training 
chiral 8.5 −23.70000 −24.27680 0.57680 training 
chiral 8.6 −23.50000 −22.90990 −0.59010 validation 
chiral 8.7 −23.50000 −24.89841 1.39841 training 
chiral 9.3 −23.00000 −23.42979 0.42979 training 
chiral 9.4 −22.60000 −24.13724 1.53724 training 
chiral 9.5 −22.50000 −23.71859 1.21859 validation 
chiral 9.6 −22.40000 −23.16039 0.76039 training 
chiral 9.7 −22.20000 −23.53151 1.33151 training 
zigzag 3.0 −22.10000 −25.42752 3.32752 training 
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zigzag 4.0 −21.70000 −20.86901 −0.83099 validation 
zigzag 5.0 −21.50000 −20.86901 −0.63099 training 
zigzag 6.0 −21.40000 −20.17126 −1.22874 training 
zigzag 7.0 −21.10000 −19.61305 −1.48695 training 
zigzag 8.0 −20.90000 −19.19440 −1.70560 validation 
zigzag 9.0 −17.30000 −18.91530 1.61530 training 
Datasets: training (a) and validation sets (b). 
 
Figure 8. Results of observed versus predicted values obtained for the Nano-QSTR re-
gression model performed for the SWCNT-COOH data. Source MDPI article, please 




Figure 9. Applicability domain for SWCNT-COOH data. Source MDPI article, please 
visit: https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
Table 4. Results of the relevant statistical parameters obtained from the Nano-QSTR re-
gression model for SWCNT-COOH. Source MDPI article, please visit: 
https://doi.org/10.3390/biology10030171 (accessed on 25 February 2021) 
Statistical Parameters  Value 
Multiple R 0.918915 
Multiple R² 0.844404 
Adjusted R² 0.828845 
Sum of squares Model 366.1187 
Degrees of freedom Model 3 
Mean squared errors Model 122.0396 
Sum of squares Residual 67.46364 
Degrees of freedom Residual 30 




For the case of the SWCNT-COOH dataset, the final Nano-QSTR regression model to predict 
the mitochondrial F0-ATPase inhibition (f(FEB_2)) is represented by the linear Equation 
(10) as: 
 
f(FEB_2) = −1005.47(𝐺𝑁𝑎𝑟) − 1401.69(𝑃𝑊5) − 139.55(𝐿𝑂𝐶) − 2326.4  (10) 
 
Overall, the proposed methodologies rigorously obey the Organization for Economic Co-
operation and Development (OECD) and the International Organization for Standardization 
guidelines for development of alternative methods for Computational Nanotoxicology [56]. 
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Nanomarker for Early Detection of Alzheimer's Disease Combining Ab initio DFT 
Simulations and Molecular Docking Approach. 
Abstract  
Tau protein is considered an important qualitative and quantitative biomarker for Alzheimer's 
disease in its asymptomatic phase. In 2011, biomarkers were suggested by the National 
Institute on Aging - Azheimer's Association as a new criterion for the early diagnosis of 
Alzheimer's disease. Thus, highlighting the non-existence of theoretical research on the 
subject, we investigated the binding interaction properties between phosphorylated tau protein 
and a theoretically modeled ligands constituted by the fullerol functionalized with 
radiopharmaceuticals from an in silico approach via molecular docking and DFT ab initio 
computational simulation. The results demonstrated that the ligand with the greatest affinity-
based binding energy to the protein was fullerol+F-THK5105. However, all systems were 
considered promising for the development of a potential diagnostic nanomarker. These 
theoretical results could efficiently contribute to reduce the time and the cost for future 
experimental preclinical studies and open new opportunities toward molecular recognition in 
nanomedicine. 
9.1 Introduction 
Alzheimer’s disease (AD) is one of the diseases that is among the trends of epidemics for the 
coming years, due to the increase of life expectancy of the population, since the incidence of 
this disease grows exponentially with age (SLOANE et al., 2002). The AD corresponds to the 
most common form of dementia, affecting more than 46 million people worldwide, with 
expectation of going up to 130 million cases by 2050 (PRINCE; BRYCE; FERRI, 2015). 
Despite the high worldwide incidence, only 1 in 4 people with AD are diagnosed (PRINCE et 
al., 2016). Statistics from 2011 revealed that approximately 36 million people had the disease 
in the world, but about 28 million did not receive the proper diagnostic (PRINCE; BRYCE; 
FERRI, 2011). These data highlight one of the main current concerns related to the disease: 
its differential and early diagnostic.  
The symptoms of early-stage AD may be easily confused with those of other pathologies, 
since other diseases also have one of the main characteristics of memory lapses 
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(MATSUNAGA; YONEDA; 2016; GASSER; SALAMIN; ZUMBACH, 2017). Thereunto, 
in 2011, the National Institute on Aging – Azheimer’s Association (NIA-AA) suggested the 
use of biomarkers as a new criterion for the identification of AD in the asymptomatic phase 
(JACK et al., 2011). The use of qualifying and quantifying biomarkers of biochemical changes 
in the brain decreases probable diagnostic errors and provides access to appropriate treatments 
even before clinical signs appear, minimizing the impacts caused by the disease, especially 
with regard to the loss of cognitive functions (BENNETT, LEIFER, 2003; SCHELTENS et 
al., 2016). 
Tau is a protein with great preclinical relevance, because it is directly related to neuronal 
death, which is the main clinical sign of AD. In its normal function (i.e., physiological 
function), this protein is responsible for the stabilization of the microtubules, allowing the 
passage of current in the axons (BRUNDEN; TROJANOWSKI; LEE, 2009). The function of 
tau is compromised when there is a hyperphosphorylation, reducing the attachment to the 
microtubules and forming paired helical filament (PHF) agglomerates in the extracellular 
spaces, known as neurofibrillary tangles (CHIEN et al., 2014). Neurofribrillary tangles spread 
in the brain as AD progresses and cause synaptic loss and gradual neuronal death in neurons 
(MASTERS et al., 2015).  
PHF-tau can be considered a promising pre-symptomatic biomarker of AD, since aggregates 
of this protein can be found in the brain years before the symptoms appear (CHIEN et al., 
2014). Nanoscale sensors have been suggested for the detection of biological markers 
associated with various diseases at the cellular and molecular levels (TOUHAMI, 2015). In 
addition, the use of nanomaterials in the implementation of biosensors increases the speed, 
sensitivity and specificity of detection by the biological molecule of interest (CULLUM, VON-
DINH, 2000).  
Carbon-based nanomaterials are being widely used in the sensing of different diseases 
(AFSAHI et al., 2018; YANG et al., 2018). Particularly, the fullerol is an interesting and 
versatile nanomaterial derived belonging to the fullerene family. This structure can be 
efficiently functionalized (i.e., oxidized) with hydroxyl groups (-OH), thus making the 
molecule of the fullerene more hydrophilic and improving its bioavailability-based 
pharmacokinetics properties (BAKRY et al., 2007). Fullerene is a promising nanocarrier with 
respect to the passage of molecules through the blood-brain barrier (BBB), besides having 
excellent antioxidant and neuroprotective activity experimentally validated by in vitro 
experiements, improving, even, the neuronal function in AD (DUGAN et al., 1996; SANTOS 
et al., 2010; DA RÓZ et al., 2015). At the same time, a series of fluorescent 
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radiopharmaceuticals have been studied experimentally for the diagnostic of several 
pathophysiological processes in the brain (BENADIBA et al., 2012; VILLEMAGNE et al., 
2015). These studies have demonstrated that these substances have an affinity for the PHF-
tau protein and can be used as receptors of this protein in biosensors (VILLEMAGNE et al., 
2015). 
In this context, computational approaches could be efficiently applied for fast, cheap, and 
early detection of AD as an alternative strategy previous to perform experimental studies, 
allowing a better understanding of the molecular mechanisms of diagnostic recognition by 
using computational animal free-testing methodologies (ERKEKOGLU; GIRAY; 
BASARAN, 2011; PASSINI et al., 2017). Besides, during studies with nanostructures, the 
computational simulation assists in the understanding of physical and chemical phenomena 
occurring on the nanometric scale (VILELA NETO, PACHECO, 2012).  
In this context, the main objective of the present study was to implement and obtain a 
prospective and computationally modeled new nanomarker formed by functionalized fullerol 
with nine radiopharmaceutical ligands, with potential ability on detecting early AD from the 
PHF-tau biomarker protein, through a combined computational approach like ab initio DFT 
and molecular docking simulation. To this end, the free energy of binding between the 
diagnostic systems (i.e., the fullerol with each radiopharmaceutical ligands) with the 
biomolecule (tau protein receptor) will be predicted with the corresponding molecular 
distances. Next, the mechanism of interaction for the best fit docking pose configuration will 
be studied through ab initio DFT simulation. 
9.2 Materials and Methods 
Firstly, the fullerol (C60(OH)24) was used as receptor for adding the fluorescent 
radiopharmaceuticals as 18F-FDDNP, 18F-T807, 18F-T808, 18F-THK523, 18F-THK5105, 18F-
THK5117, 18F-THK5351, 11C-N-methyl Lansoprazole and 11C-PBB3. The 
radiopharmaceutical molecules were obtained through the PubChem database (WANG et al., 
2016). The immobilization of the radiopharmaceuticals to fullerol was performed through 
covalent bonds from the removal of water molecules from the system. Different 
configurations of functionalization of fullerol were analyzed with each radiopharmaceutical 
(nine in total). This analysis was done through ab initio calculations based on the Density 
Functional Theory (DFT) using Spanish Initiative for Electronic Simulations with Thousands 
of Atoms (SIESTA) computer code (SOLER et al., 2002). The exchange-correlation term in 
the SIESTA code was reproduced by using the Local Density Approximation (LDA) 
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(CEPERLEY; ALDER, 1980). The most stable fullerol-radiopharmaceutical systems were 
used as input ligands to address a rigid molecular docking study. Before the rigid docking 
execution, the potential tau protein binding-sites were predicted by using DeepSite.28 This 
task was carried out here by delimiting the van der Waals surface area of the tau-protein 
binding residues, where the binds of the ligands (i.e., fullerol-radiopharmaceutical systems) 
take place. The DeepSite method (freely available at www.playmolecule.org) (JIMÉNEZ et 
al., 2017) is mainly based on a 3D-deep convolutional neural networks approach (DCNNs) 
which efficiently predict the resulting tau-protein docking box of simulation. For this instance, 
the Cartesian coordinates generated from the DeepSite volumetric maps of the tau-protein 
binding sites were used to setup a rigid-docking box simulation in the best-ranked binding site 
of tau protein, and considering the DeepSite maximum score and maximum volume of the 
selected cavity, which is well-known to have the highest druggability properties or ability to 
binds small ligands like fullerol-radiopharmaceutical systems. Them for the tau-protein, the 
details of the box-simulation are: grid box-size Cartesian coordinates of (X = 27 Å, Y = 27 Å, 
Z = 27 Å) with volume V= 827.02 Å3, and grid box-center Cartesian coordinates centered at 
X = 192.8 Å, Y = 130 Å, Z = 142.3 Å. Afterward, all the molecular docking runs were 
performed using the AutoDock Vina package, with a Vina scoring function implemented by 
Trott and Olson. (TROTT; OLSON, 2010). Molecular docking is based on the prediction of 
best crystallographic binding conformation and the determination of the free energy of binding 
(FEB, kcal/mol) which quantify the affinity between the protein-binding complexes. To this 
end, the macromolecule (tau-protein), was obtained from the Protein Data Bank (PDB) 
website (BERMAN et al., 2000), as PDB ID: 5O3L, resolution 3,4 Å was pretreated through 
of the AutoDock and PyMOL softwares for the removal of crystallographic water molecules 
and ions.  
The best crystallographic binding configuration was check for the best fitting structure 
(fullerol-radiopharmaceutical systems), and based on two criteria: (i) most negative affinity 
or FEB value from the obtained docking complexes; and (ii) the root-mean- square-deviation 
(R.M.S.D) for the atoms positions for the obtained docking complexes with an optimal value 
of R.M.S.D < 2 Å for all the simulation experiments (DURRUTHY et al., 2017). In order to 
provide more reliable and accurate results, the AutoDock exhaustiveness parameter equal to 
50 (i.e., representing 50 fullerol-radiopharmaceutical docking-pose configurations in the 
modeled rigid-pocket of tau-protein) was established (TROTT; OLSON, 2010).  
The specific regions of the docking interactions, as well as the type of interactions, were 
verified through the LigPlot program (LASKOWSKI; SWINDELLS, 2011). This program 
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evaluates the performance of non-covalent interactions between a protein and the ligand 
through a 2D diagram that shows the shape of interaction that occurred in the coupling 
(hydrophobic, hydrogen bonding, and electrostatics interactions) in the formed docking 
complexes as fullerol-radiopharmaceutical plus tau-protein. The resulting images of the atoms 
involved in the interactions of the radio-ligands and the atoms of the interacting amino-acid 
residues of tau-protein, as well as the corresponding values of the inter-atomic distances, were 
depicted by using PyMOL.  
The interface of the post-docking system was studied through ab initio calculations using the 
SIESTA code. Then, the electronic and structural properties between the best diagnostic 
system composed by the fullerol-radiopharmaceutical ligand (i.e., more stable configuration 
obtained by DFT approach), and the most critical amino acid residue from tau protein (i.e., 
identified with the shortest interaction distance) were evaluated according to the binding 
energy of the system calculated as show the equation 1: 
 
𝐸𝑙𝑖𝑔 = 𝐸𝐴+𝐿 − (𝐸𝐴 + 𝐸𝐿)  (1) 
 
Where 𝐸𝐴+𝐿 is the total energy (eV) of the interface of the amino acid+ligand system, 𝐸𝐴 
energy from isolated amino acid and 𝐸𝐿 is  the isolated binding energy.  
Furthermore, the difference between the Highest Occupied Molecular Orbital (HOMO) and 
Lowest Unoccupied Molecular Orbital (LUMO) (ΔHL) was also calculated. The isosurface 
used for analyzed the charges concentrations in the HOMO and LUMO was 0.001 e-/Bohr³. 
Next, the molecular structures were depicted using the VMD program (HUMPHREY; 
DALKE; SCHULTEN, 1996). 
9.3 Results 
9.3.1. Ligand modeling and preparation 
The radiopharmaceutical systems (nanomarker ligands) were built by the fullerol bound to 
differents 9 radiopharmaceutical ligands. To this end, the initial configurations to carried out 
the DFT ab initio simulations were manually stablished by varying the position of the 
covalently attachment atoms of the radiopharmaceutical ligands to the fullerol. Then, the final 
interacting positions of these bonds were chosen based on distribution of charges of the 
systems from the isolated structures. Besides, was considered a cutoff inter-atomic distance 
values (dij) < 7Å as initial position of the interacting DFT configurations for the interacting 
atoms to build the diagnostic systems as functionalized fullerol (i-atoms) and each one of the 
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9 radiopharmaceutical ligands (j-atoms). This DFT configurations-based inter-atomic distance 
criterion (dij < 7Å) is adopted taking into account that, only atoms with dij ≤ 7 Å are considered 
as relevant interacting atoms for a given binary system (or complex systems) for 
computational modeling purposes. Afterward, were chosen the lower energy DFT 
configurations in a module among those studied to built the diagnostic nanosystems formed 
by each one of the 9 radiopharmaceutical ligands (see Figure 1). 
 
Figure 1. Optimized structures of the ligands used for the study of interaction with the PHF-
tau protein. Source MDPI article, please visit: https://doi.org/10.3390/biophysica1020007 
(accessed on 24 March 2021) 
9.3.2. Modeling PHF-tau protein and ligand interactions 
In the Figure 2 we show the active sites for the PHF-tau protein and the respective sites 




Figure 2. (a) Representation of three-dimensional structure of tau protein with the 
corresponding chains. (b) Representation of the predicted binding sites for tau protein. (c) 
Representation of the docking box simulation set for the most probable binding site of tau 
protein according with the maximum score in the DeepSite. (d) Table of results of the 
coordinates value obtained for the grid-box centers for the predicted binding sites highlighting 
the best ranked-binding site ID: 1. Besides, a ranking-based on the volume (V) in Å3 for each 
predicted tau-protein binding site is reported like: site ID 1: V = 827.02 Å3, site ID 2: V = 
465.15 Å3, site ID 3: V = 464.15 Å3, site ID 4: V = 359.15 Å3, site ID 5: V = 329.95 Å3. In 
order to establish the relevance of each binding site of tau protein. Due to is well-know that 
the pocket cavity volume has a linear-correlation with the binding-site surface area, maximum 
intrinsic affinity of the ligand and its “druggability” or ability to strongly interact with a given 
binding site. More structural details can be found in supplementary materials as Figure S1. 
Source MDPI article, please visit: https://doi.org/10.3390/biophysica1020007 (accessed on 24 
March 2021) 
 As can be seen in Figure 2b, the receptor sites for PHF-tau are distributed throughout the tau 
macromolecule extent. However, for the prediction of the fit with the ligands was chosen a 
region among the best score according to DeepSite. The Cartesian coordinates for the grid-
box center of simulation for the active site to evaluate the interaction between the ligands and 
263 
 
the tau protein were defined X = 192.8 Å, Y = 130.0 Å, Z = 142.3 Å as showed in Figure 2 (c 
and d). Next, the box-simulation grid box-size were defined (X = 27 Å, Y = 27 Å, Z = 27 Å). 
Afterward, the molecular docking approaches to evaluate the binding interaction of the tau 
protein with the different ligands was carried out. The Table 1 shows the obtained free energy 
of binding or affinity (kcal/mol) values for the best docking complexes with the corresponding 
root-means-square-deviations (R.M.S.D < 2 Å).  
Table 1. Obtained free energy of binding (affinity; kcal/mol) and R.M.S.D (Å) for the best 
docking poses obtained of each PHF-ligand docking system evaluated and highlighting the 
best ranked docking system based on the free energy of binding (5: PHF – 18F-
THK5105+fullerol) denoted by the label symbol (*). Source MDPI article, please visit: 
https://doi.org/10.3390/biophysica1020007 (accessed on 24 March 2021) 
ID Docking systems Affinity (kcal/mol) RMSD (Å) 
1 PHF – 18F-FDDNP+fullerol  -5.9 1.356 
2 PHF – 18F-T807+fullerol  -6.0 1.617 
3 PHF – 18F-T808+fullerol  -5.7 1.344 
4 PHF – 18F-THK523+fullerol  -5.6 1.598 
5* PHF – 18F-THK5105+fullerol  -7.0 1.491 
6 PHF – 18F-THK5117+fullerol  -6.8 1.628 
7 PHF – 18F-THK5351+fullerol -6.6 1.360 
8 
PHF – 11C-N-methyl 
lansoprazole+fullerol 
-6.6 1.394 
9 PHF – 11C-PBB3+fullerol -6.3 1.050 
 
Next, we carried out the identification of relevant interactions between the docking systems 





Figure 3. Representation of the most relevant docking interactions obtained for the best 
docking complexes with the corresponding key target residues of the tau protein in each 
evaluated docking system. Source MDPI article, please visit: 
https://doi.org/10.3390/biophysica1020007 (accessed on 24 March 2021) 
9.4 General Discussion 
As observed in Figure 3, in system (a) the atoms of the ligand involved interactions of fluorine 
and oxygen atoms. For this instance, the fluorine interacted with the histidine residue of the 
tau protein through a hydrogen bond, with a distance of 3.3 Å. Yet, the oxygen interacted 
through hydrogen bonds with the lysine residues, with distances of 2.9 and 3.1 Å. In addition, 
was observed a hydrophobic interaction between the nitrogen atom and the lysine residue of 
the protein. 
For system (b), the region where direct interaction occurs involves the fluorine atom and the 
lysine residue of the protein, interrelating from a hydrogen bond. The distance from this 
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interaction was 3.1Å. Besides to hydrogen bonding, a hydrophobic interaction occurred 
between the nitrogen atom of the ligand and the carbon atom of the protein residue. 
In the arrangement of the system (c), it occurs a hydrogen bond of 3.0 Å of distance between 
the fluorine and the glutamate residue of the protein. In addition, a hydrophobic contact 
occurred between the nitrogen of the ligand and the Histidine residue of the macromolecule. 
In the complex (d), there was a hydrogen bond of 3.3 Å between the oxygen of the ligand and 
the nitrogen atom of the asparagine residue. There was also a hydrophobic contact between 
the ligand nitrogen and the histidine residue of the protein. 
For best-ranked docking system (i.e., (e): PHF – 18F-THK5105+fullerol), we show that the 
oxygen atom of the ligand interacted through a hydrogen bond of 2.8 Å with the lysine residue. 
There were also two hydrophobic contacts between the nitrogen atom of the ligand and the 
lysine and glutamate residues of the macromolecule. Details are depicted in the Figure 4 
showing three-dimensional image representation of the whole docking system as PHF – 18F-
THK5105+fullerol represented in (e). 
 
Figure 4. (a) Representation of the docking system (e) like a three-dimensional tau protein 
(PDB ID: 5O3L) binding site target residues (Glu338 and Lys340) interacting with atoms 
from the PHF – 18F-THK5105 + fullerol. (b) Representation of Ramachandran diagrams 
obtained for all the residues composing the tau protein. Besides, the two arrows (c) and (d) 
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are depicted to show the individual Ramachandram driagram of the interacting target residues 
(Glu338 and Lys 340). All the possible combinations of torsion dihedral angles Phi () vs. Psi 
() are shown. Note the total absence of Ramachandran outlier residues for the three 
conditions evaluated (general and individual Ramachandran plot), usually unfavoured 
residues or torsion angles (Phi () vs. Psi ()) are located outside the Ramachandran colored 
purple contour or green zone in the case of individual Ramachandran plots, if any. Source 
MDPI article, please visit: https://doi.org/10.3390/biophysica1020007 (accessed on 24 March 
2021) 
As showed in the Figure 4, the crystallographic validation results show that the 100 % of the 
residues composing the tau protein can be categorized like conformationally favored residues 
with total absence of restricted flexibility. This fact presents a paramount relevance because 
prevents the presence of potential false positives results in the modeling docking interactions, 
as well as ensuring the quality of the results from the conformational point of view for the 
identified interactions with the target residues. Allowing to obtain a more proper evaluation 
on the conformational integrity of the target-residues potentially involved in the molecular 
recognition process toward biomedical detection purposes.  
The remaining systems as (f), there was a hydrogen bond of 2.9 Å between the oxygen of the 
ligand and the nitrogen of the lysine residue. Furthermore, two hydrophobic contacts occurred, 
one between the same oxygen atom of the ligand and the lysine residue, and another between 
the nitrogen atoms of the ligand the lysine residue. In the docking complex (g), the main 
interaction of the system occurred through a hydrogen bond of 2.9 Å between the oxygen of 
the ligand and the nitrogen of the residue lysine.  
In the arrangement (h) a hydrogen bond of 2.8 Å occurred between the oxygen of the ligand 
and the nitrogen of the lysine residue. In addition, there was a hydrophobic contact between 
the histidine residue and the same oxygen atom of the ligand. 
Finally, in the system (i) it can be observed that two hydrogen bonds occurred with the oxygen 
atom of the ligand and lysine residues, with distances of 2.8 and 3.1 Å. In addition, there were 
also two hydrophobic contacts with the sulfur atom of the ligand and the residues lysine and 
glutamate. 
In the analysis, the interactions that involved the systems were those of hydrophobic contact 
and hydrogen bonding. hydrophobic interactions occur between non-polar groups, and 
although are considered relatively weak interactions when compared to the others, these 
interactions are of great relevance in the complexation process between the protein and the 
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ligand (GUIMARÃES, 2012). In addition, all distances were less than 7 Å, indicating a higher 
likelihood of interaction in terms of affinity and less chance of false contacts (DURRUTHY 
et al., 2017). 
The best complementarity feature according to docking criteria was obtained for the PHF – 
18F-THK5105+fullerol ligand system. As observed in the Figure 4, system (e), the interface 
of this docking system is composed of the lysine residue (Lys340) interacting through a 
hydrogen bond of 2.8 Å with the oxygen atom of the PHF – 18F-THK5105+fullerol ligand 
system. Based on this, the structural and electronic properties of the interaction interface of 
this complex were studied, as shown in Figure 5. 
 
Figure 5. Representation of the interface of interaction for the best-ranked docking complex 
formed by binding site target residues (lysine; Lys340) interacting with atoms from the PHF 
– 18F-THK5105 + fullerol. Herein, was represented the Lys340 residue because showed the 
high number of contact with the PHF – 18F-THK5105 + fullerol ligand in the previous 2D-lig-
plot analysis compared with the amino acid residue Glu338 in the tau protein. Then are 
represented the results of ab initio DFT simulation as: (a) energy levels, difference between 
the HOMO and the LUMO (ΔHL) and charges density of the isolated lysine molecule; (b) 
energy levels, ΔHL and charges density of the isolated ligand molecule; and (c) energy levels, 
ΔHL and charges density of the system interface. The value of the isosurface plot for LUMO 
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and for HOMO was 0.001 e-/Bohr³. Source MDPI article, please visit: 
https://doi.org/10.3390/biophysica1020007 (accessed on 24 March 2021) 
Table 2. Values of the electronic and structural parameters obtained for the interface of 
interaction for the best-ranked docking complex formed by binding site target residues 
(Lys340) interacting with atoms from the PHF – 18F-THK5105 + fullerol. Source MDPI 
article, please visit: https://doi.org/10.3390/biophysica1020007 (accessed on 24 March 2021) 
Parameters Value  
Final distance  2.80 Å 
Initial distance  2.83 Å 
Binding energy      -0.9 eV 
 
As showed above in the Figure 5, the electron density charges from LUMO and HOMO levels 
of the isolated structures (tau amino acid Lys34 and the PHF – 18F-THK5105 + fullerol ligand) 
fit well with the docking results obtained for the interface of interaction Figure 4(a). For this 
instance, the electron density charges were mainly concentrated over the ligand (PHF – 18F-
THK5105 + fullerol system) which is a relevant theoretical evidence for potential biomedical 
application toward the rational design of new diagnostic nanomarker. In addition, considering 
the results obtained in the Table 2 we can observe that there were no significant changes 
between the final distance and the initial distance of the system, proving the results of the 
docking. Besides, the negative interaction energy (-0.9 eV) clearly indicates attraction 
between the structures (i.e., Lys340 tau-protein and ligand PHF – 18F-THK5105 + fullerol). 
Lastly, the obtained theoretical results stronlgy suggest that the docking system is formed 
through a physical adsorption regime, which is an attribute of great relevance to be considered 
in the in the development of molecular detection system of high selectivity and specificity. 
In addition, it is important to highlight that, theoretically, from the therapeutic point of view, 
the main advantages on using nanothecnology-based diagnosis markers over traditional 
methods of biomarker diagnosis we can refer the following: i) the possibility of significantly 
reducing the dose to be administered during the diagnostic procedures compared with 
conventional diagnostic procedures with better cost/benefit relationships, ii) significant 
increase of the bioavailability, as well as, optimal pharmacokinetics atributes namely: 
absorption, distribution, metabolism and elimination (ADME), iii) overcome the blood-brain 
barrier (BBB), which significantly limits the entry of micro-scale diagnostic compounds 
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compared with the nano-scale-based drugs allowing the more easy access to specific areas of 
the nervous tissue, in early stages of the Alzheimer's disease, iv) in consonance, the use of 
nanomarkers-based fullerol has theoretically an optimal balance between the 
lipophilic/hydrophilic properties over the conventional diagnostic systems based on its 
expected high lipid/water partition coefficient (Log P) that could favor the easy passage across 
the BBB, easy metabolism and elimination by the biochemical mechanisms of 
biotransformation (phase II) in the brain.  
Lastly, the use of nanothecnology-based markers over traditional methods of diagnosis could 
significantly improve new therapeutic strategies of precision nanomedicine 
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Figure S1. Schematic representation of the tau protein flexibility properties. On the bottom 
the colored bar is to represent the size of fluctuations of the tau protein residues showing from 
low-flexibility (blue) to high-flexibility (red). Note that the best ranked binding site (ID:1) 
presents intrinsic rigidity (blue) simulated in physiological conditions. Source MDPI article, 
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Bioremediation strategies widely uses living organisms to remove persistent 
contaminants like oil-derived under oil spill conditions to the environment mainly soils 
and water. Here, a new mechanistic approaches by applying a combined methodology as 
Molecular Docking and Density Functional Theory were proposed to modeling the 
interactions of a heterogeneous mixture composed by oil-derived hydrocarbons, pristine 
and oxidized graphene nanostructures, and the substrate-specific transport protein (TodX) 
from Pseudomonas putida toward new bioremediation strategies. The theoretical 
evidences strongly suggest that the binding interactions are mainly based in non-covalent 
hydrophobic interactions characterizing a physical adsorption mechanism that mimics the 
“Trojan-horse effect”. These results open new horizons to improve bioremediation 
strategies in overload-saturation conditions against oil-spills expanding the use of 
nanotechnologies in the context of environmental health and safety. 
 
10.1 Introduction  
 
One of the largest oil-spills in the human history was recorded in 2010 in the Gulf of 
Mexico on the Deepwater Horizon platform, where approximately 800 million liters of 
oil were spilled into the sea.1 This environmental catastrophe caused severe impacts over 
the health of birds, fish, and marine mammals with a high-mortality rate in this ecosystem, 
including human health where the prevalence of neurological disorders and other 
environmental diseases currently persist.2,3 In the present study, we tackle the 
environmental modeling based on the use of detoxifying microorganisms (Pseudomonas 
putida) which present efficient biochemical mechanisms to selectively-reduce the oil-
derived hydrocarbons concentrations. The Pseudomonas putida is a bacterium which has 
been studied for many environmental researchers, due to its potential application in the 
bioremediation field. Pseudomonas putida is naturally adapted to actions against crude 
oil spillage in the environment.4 Particularly, the outer membrane transport protein 
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(TodX) family from Pseudomonas putida includes several proteins that are involved in 
the efficient degradation of aromatic hydrocarbons.5-7 The biochemical function of the 
TodX protein allows the hydrocarbons detoxification and passage through the cell 
membranes.  
However, the TodX hydrophobic-transport activity could be compromised in overload 
conditions of several pollutants.5-7 Previous studies performed by Belchik and 
colaborators8, support that a similar protein-like TcpY facilitates the transport of 
polychlorophenols across the outer membrane of gram-negative bacterium,8 and likewise 
COG4313 proteins are possible outer membrane transporters of hydrophobic aromatic 
compounds.8 Besides, Van Den Berg9 investigated the FadL family channels, as carrier 
of hydrophobic molecules that work according to a lateral diffusion mechanism that 
contribute to the detoxification of hydrophobic aromatic compounds. 
By the other hand,  interesting work performed by Hearn et al.10 tackle the structural study 
of the two layers of the outer membranes using Pseudomonas putida (TodX) and 
Ralstonia pickettii (TbuX) to address the transport mechanism of hydrocarbons using in 
vitro assays, suggesting that hydrocarbons transport mechanism is mainly based on 
hydrophobic transport from the extracellular environment to the periplasm through a 
channel hatching domain of the TodX.10 Besides, high-performance liquid 
chromatography measurements strongly suggest that this microorganism Pseudomonas 
putida (TodX) may be useful in the biodegradation of polycyclic aromatic hydrocarbons 
PAHs in petrochemicals.10,11 Following this idea, carbon nanomaterials like graphene 
nanostructures (pristine-Gr and oxidized-Gr) could provide new alternatives for 
environmental bioremediation when combined with detoxifying microorganisms (TodX 
protein from Pseudomonas putida), due to the high surface reactive ability to adsorb 
aromatic hydrocarbons compounds.11-14 The pristine-Gr structures present a significantly 
high- affinity by aromatic hydrocarbons compounds due to the occurrence of hydrophobic 
π-π interactions in the reactive surface of these nanomaterials. In addition, previous 
studies show that the graphene functionalization-based oxidation processes significantly 
increase the absorption properties. Because oxidized-surface moieties (epoxy, OH and 
COOH) present in the oxidized-Gr reactive surface present high-affinity to strongly 
interact with polycyclic aromatic hydrocarbons (PAHs).11,12 
In this context, the graphene nanostructures, could provide a promising bioremediation 
alternative for  the treatment of water contaminated by oil and its derivatives in overload 
conditions.10-12 It is well-known that the specific properties of graphene nanostructures 
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can provide a high adsorption capacity initially coined with the term “Trojan-horse 
effect”.10-15 Several studies have recognized the Trojan-horse-like effects induced by 
carbon nanomaterials as an important mechanism to reduce lethal concentrations and 
negative impact of many organic pollutants on the environmental compartment (soil and 
water).15 Particularly, graphene nanostructures (pristine-Gr and oxidized-Gr) present a 
high adsorption ability, which is intentionally employed in several applications involving 
molecular recognition, nanomedicine, and bioremediation.14-18 
Theoretical studies have been proposed, in this work, based on environmental modeling 
and simulations, that can qualitatively reproduce the complex processes that occur in the 
environmental compartments using mathematical and physical models to describe the 
dynamic of the systems and to predict their behavior. At present there are no studies in 
the literature addressing the analysis of protein-ligand and ligand-ligand interactions on 
detoxifying proteins and multiple-ligand-like (environmental pollutants) with a 
heterogeneous environment. For this purpose, the present study propose, for the first time, 
a new computational approach on the outer membrane protein transport (TodX) from the 
detoxifying microorganism (Pseudomonas putida) interacting with oil-derived 
hydrocarbons (n-butylbenzene, n-octane and methylnaphthalene) and graphene 
nanostructures (pristine-Gr and oxidized-Gr) to mimicking overload conditions, like oil-
spill by using a new multicomponent docking approach with ab initio Density Functional 
Theory (DFT), in order to tackle the theoretical study on bioremediation strategies.14-19 In 
this regard, the present study propose new relevant information underlying the 
mechanisms of environmental co-exposure, and, at the same time, open new horizons for 
the nanotechnology applications in the context of environmental modeling and health 
safety. 
 
10.2   Materials and Methods 
10.2.1 TodX actives binding-sites prediction 
The potential TodX binding-sites were predicted through DeepSite20, which identify 
TodX-cavities as relevant catalytic sites that is likely to bind to a small ligand into the 
Van der Waals surfaces. To this end, DeepSite considers all the molecular descriptor 
related to the proteins TodX using machine-learning algorithm based on 3D-deep 
convolutional neural networks (DCNNs).20 The DeepSite method is a robust and validated 
deep learning library with an extensive test set based on > 6500 proteins of the scPDB 
database which allows an unequivocal identification of the catalytic binding site in any 
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protein. In this regard, the binding pocket predictions, as well as, the TodX mesh 
volumetric-map obtained from DeepSite was used to establish the Cartesian coordinates 
of the docking box simulation like TodX grid box size, with X = 22 Å, Y = 18 Å, Z = 
32Å dimensions and with TodX-box simulation center as X = 29.615 Å, Y = 63.638 Å 
and Z = 28.934 Å, with option of exhaustiveness of 100 (average precision).21, 22  
 
10.2.2 Ramachandran plot validation 
To validate the 3D x-ray crystallographic structure of the transport protein Pseudomonas 
putida (TodX) pdb.model the Ramachandran plot as a general case and the corresponding 
quality assessment was performed.23 In order to prevent obtaining false positives on 
flexible-docking complexes. This methodology allows to verify the absence of restricted-
flexibility for each residue from the TodX protein based on the identification of allowed 
and disallowed torsion values of Ψ (Psi) versus Φ (Phi).  
 
10.2.3 Performing elastic network models on TodX binding sites 
This computational algorithm evaluates the signal communication efficiency between 
two or more binding active site of a given protein (TodX) by describing the residues 
network communication like Hookean potential (or ‘springs’) based on elastic normal 
mode (ENM) analysis of the interaction potential (U) obtained from the different sites.24-
26 The mathematical framework of this approach will be discussed in details in the next 
section. 
 
10.2.4 Molecular docking simulation with multicomponent binding systems 
In order to study the binding-interactions between the ligands (i.e.., oil-derived 
hydrocarbons: n-butylbenzene, n-octane and methylnaphthalene and the graphene 
nanostructures: pristine-Gr and oxidized-Gr) with the outer membrane toluene transporter 
(TodX) from Pseudomonas putida. The 3D-crytallographic structure file like TodX 
protein was retrieved from the RCSB Protein Data Bank (PDB) like PDB ID: 3BRZ with 
resolution of 3.2 Å.27 Before the docking approach, the TodX-protein was optimized by 
using the AutoDock Tools 4 software for AutoDock Vina.27-29 
Next, the TodX-hydrogen atoms were added according to appropriate hybridization 
geometry by adding the Gasteiger partial atomic charges, protonation states followed by 
bond orders assignment and rotatable bonds of the TodX protein.pdb file.27-30   
Afterward, the ligand structures like methylnaphthalene (PubChem CID: 7002), n-
butylbenzene (PubChem CID: 7705), n-octane (PubChem CID: 356), 32 and the graphene 
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nanostructures (pristine-Gr and oxidized-Gr) like the mol2. input files were optimized by 
using the MOPAC extension for geometry optimization based on the AM1-Hamiltonian 
method.31-32 Herein, it is important to clarify that the toluene ligand even though is the 
most recognized substrate of the toluene transport protein Pseudomonas putida (TodX) 
we did not take it into account for the purposes of this study, focusing our attention in the 
hydrophobic oil-derived hydrocarbon TodX substrates with greater degree of 
environmental persistence and bioaccumulation like methylnaphthalene, n-butylbenzene, 
and n-octane.32 
According to the main objective of this work to evaluate the interactions mechanism from 
the formed complexes, the free energy of binding or affinity (FEB, kcal/mol) was 
obtained considering the following systems:  i) TodX + n-butylbenzene, ii) TodX + n-
octane, iii) TodX + methylnaphthalene, iv) TodX + Gr-pristine and v) TodX + oxidized-
Gr. Furthermore, to mimicking the environmental co-exposure with the oil-derived 
hydrocarbons with two graphene nanostructures the following two heterogeneous-
multicomponent docking systems were considered: vi) TodX + (methylnaphthalene/n-
butylbenzene/n-octane) + Gr-pristine and vii) TodX + (methylnaphthalene/n-
butylbenzene/n-octane) + oxidized-Gr. For this instance, the Autodock Vina scoring 
function was implemented.27 Herein, the implemented the Vina scoring function 
combines the knowledge-based potential and empirical information from experimentally-
validated binding affinity measurements with default Amber force-field thermodynamic 
parameters.27-29 For this instance, the Vina scoring function considers optimal-linear 
Gibbs free energy of binding affinity (ΔG ≈ FEB dock). It is important to note that, overall 
docking force field parameters are based on distance-dependent atom-pair interactions 
(dij). The free energy of binding (FEB kcal/mol as output of docking results) was defined 
by ΔGbind values for all docked poses (TodX-ligands) like a sum of the individual 
molecular mechanics terms of standard-chemical potentials as: Van der Waals 
interactions (ΔGvdW), hydrogen bond (ΔGH-bond), electrostatic interactions (ΔGelectrost), and 
intra-molecular ligands interactions (ΔGinternal).
27-29 See the general thermodynamic 
equations (1) and (2). 
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+ ∑ 𝛾𝑘(1 +𝑙𝑖𝑔𝑙𝑖𝑔
cos(𝜔𝑘𝜃𝑘 − 𝜃0𝑘))}                                 (2)                           
 
The affinity (∆Gbind) values obtained from the docking complexes were categorized-like 
energetically-unfavorable when the ∆Gbind ≥ 0 kcal/mol, indicating an either extremely 
low or complete absence of affinity of the oil-derived hydrocarbons and/or graphene 
nanostructure interaction complexes; otherwise are categorized-like medium to high-
affinity of binding. Additional details on the thermodynamic force field parameters used 
in this study can be consulted in Autodock Vina scoring function.27-39 
By the other hand, the ligand conformations with the lowest Gibbs free energies of 
binding (i.e., the more negatives FEB values) were retrieved like outputs. The best root-
mean-square deviation (R.M.S.D) was considered as a criterion of correct docking pose 
accuracy below 2Å according to the equation (3). 
 




                (3)                   
 
 
10.2.5 DFT simulation 
 
The ab initio DFT methodology, implemented with the SIESTA code (Spanish Initiative 
for Electronic Simulations with Thousands of Atoms)41, was used combined with docking 
simulation experiments. In this regard, two DFT-simulation groups presenting the most 
stable binding configuration three DFT-interacting systems each one were considered 
like: Group #1: i) pristine-Gr + n-butylbenzene, ii) pristine-Gr + n-octane, iii) pristine-
Gr + methylnaphthalene and the Group #2: i) oxidized-Gr + n-butylbenzene, ii) oxidized-
Gr + n-octane, iii) oxidized-Gr + methylnaphthalene considering the optimized systems 
obtained from the most stable final configuration. For this instance, DFT-algorithm 
performs self-consistent calculations to solve the Kohn-Sham equation and evaluates the 
resulting properties of the interactions studied.42 For this instance, double-base function 
polarized (DZP) was used for the exchange-correlation potential using a Local Density 
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Approximation (LDA) parameterized by Perdew and Zunger43 with cutting radius of 300 
Ry for the mesh (grid) of the real space interaction. The atomic structures were relaxed 
until the residual forces were less than 0.05 eV / Å for all the atoms of the system. The 
interactions between the valence electrons and the ionic core was treated within the 
pseudopotential method as proposed by Troullier and Martins.44 For each DFT-simulation 
group (Group #1 and Group #2), several DFT-parameters were evaluated namely: the 
interaction energy of the ligands like (Eb), smallest interatomic distance (d), and the 
charge transfer (ΔQ). Furthermore, the electronic band structures, as well as, the 
associated conduction band minimum (CBM) and the valence band maximum (VBM), 
with respect to the Fermi level were determined in the cases of graphene nanostructures 
(pristine-Gr and oxidized-Gr). By the other hand, in the case of the oil-derived-
hydrocarbons (methylnaphthalene, n-butylbenzene or n-octane) the associated energy 
difference between the highest occupied molecular orbital and the lowest unoccupied 
molecular orbital (HOMO-LUMO gap energy) was obtained. For this instance, the 
binding energy (Eb) of the cited DFT-interacting systems were calculated according to 
the following equation 4:  
 
𝐸𝑏 = −{𝐸(𝐴 + 𝐵) − 𝐸(𝐴) − 𝐸(𝐵)}         (𝟒) 
 
Where, the term E(A+B) is the total energy of the interaction between an evaluated 
hydrocarbon (methylnaphthalene, n-butylbenzene or n-octane) with a graphene 
nanostructure (pristine-Gr or oxidized-Gr), the term E(A), represents the total energy of 
an isolated hydrocarbon molecule, and the last E(B) corresponds to the total energy of the 
isolated graphene nanostructure. 
 
10.3 Results and discussion 
Bacterial biodegradation of oil-derived hydrocarbons is a novel and important process for 
environmental remediation, which requires the hydrophobic transport of these 
compounds across the bacterial cell membrane. In this regard, we report for the first time 
a computational study toward to improve the current knowledge about environmental 
detoxification mechanisms using Pseudomonas putida.6-10 Specifically, the modeling of 
interactions of the outer membrane transport protein TodX, which have been implicated 
in the passage of hydrophobic molecules and biodegradation of oil-derived hydrocarbons 
from the extracellular environment towards the periplasm.6-10  In this regard, we carried 
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out a theoretical modeling by adapting the traditional molecular docking procedures by 
performing a new heterogeneous multicomponent docking approach in accordance with 
our objective.33,34 Then, we assume that the canonical ligand-protein (1:1) proportion (i.e., 
one hydrocarbons molecule: one protein TodX) fit with under-exposure conditions with 
easy biodegradation by TodX.22,28,29  
On the other hand, we considered the modeling based on the heterogeneous mixture of 
oil-derived hydrocarbons like methylnaphthalene, n-butylbenzene and n-octane in the 
multicomponent ligand-protein evaluation. Mimicking environmental overload 
conditions (high hydrocarbon concentrations). 33,34 In this context, we introduce graphene 
nanostructures to tackle the docking and DFT study to model potential physico-chemical 
adsorption of the cited oil-derived hydrocarbons concomitantly interacting with the 
transport protein TodX in equilibrium conditions.33,34 
To start the study, one of the most important steps to ensure quality of modeling data 
consists in the prediction/identification of the suitable TodX binding-sites along with an 
appropriate crystallographic-structural validation and flexibility properties of this protein. 
In this concern, in the present work the TodX binding-sites predictions were carried out 
by applying ezPocket package which use Voronoi tessellation method to detect tiny 
cavities and collecting information-based crystallographic descriptors about the 
pocket topology with high probability to bind small ligands.20,21 The binding 
cavity detection method (fpocket) generates cartesian coordinates-like volumetric 
maps that allows setting the docking box-simulation on the TodX binding site. For this 
instances to binding sites were identified like: TodX_Site 1 grid box-size with dimensions 
of X= 54 Å, Y= 54 Å, Z= 54 Å and TodX grid box-center X= 31.08 Å, Y= 23.18 Å, Z = 
51.41 Å with volume of 769.92 Å3 and the TodX_Site 2 grid box-size with dimensions 
of X= 64 Å, Y= 64 Å, Z= 64 Å and TodX grid box-center X= 26.43 Å, Y= 47.63 Å, Z = 
27.09 Å with volume of 3846.61 Å3. 20,21 Furthermore, the flexibility properties and 
collective motions-like anisotropic fluctuations were evaluated from the whole TodX 





Figure 1. A) Representation of ezPocket calculation/prediction of topological-cavities 
like embedded-membrane binding site 1 (light blue) and extracellular domain also named 
hatch domain or site 2 (white) from the outer membrane transport protein 
(TodX) family from Pseudomonas putida represented as volumetric Van der Waals 
surface/mesh representation. B) Representation of TodX flexibility properties like 3D-
colored structure based on the size of fluctuations-driven according to the slowest 
vibration-modes from TodX-residues from low-flexibility (blue) to high-flexibility (red). 
Herein, the catalytic binding residues are in the region of the site 1 in the middle of the 
channel labeled-yellow and red. C) On the far right, atomic positional fluctuations 
illustrating the correlated motions between the two previously identified binding sites like 
site 1 and site 2. Source adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
 
Afterward, to validate the 3D-X-ray crystallographic structure of the TodX-structure the 
Ramachandran plot diagram coupled to quality assessment was performed to avoid false 




Figure 2. A) Representation of Ramachandran analysis with the spatial distribution of 
Ramachandran outliers (pink balls) in the modeled pdb x-ray structure of TodX protein. 
All the possible combinations of dihedral angles of torsion like Psi vs. Phi of each amino 
acid residue of TodX are showed. B) Results of Ramachandran quality assessment ( 
3brz.pdb model quality) measured by the percentage of the TodX-residues which are in 
the most favored, or core, regions of the Ramachandran plot vs. resolution (Å). For this 
instance, the TodX crystallographic structure exhibits an acceptable crystallographic 
quality with more than 70% of the residues placed in the favored region including the site 
1 and site 2 (red-dotted line). Source adapted from Bentham Science Publisher, please 
visit: https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
Ramachandran evaluation is a 2D-projection on the plane from the 3D-crystallographic 
TodX model.pdb where all the possible TodX binding sites conformations of each residue 
are defined into the plot according to the torsion dihedral angles Psi vs. Phi around the 
TodX peptide-bond residues.23 In this context, allowed torsion values of the cited dihedral 
angles are placed within the Ramachandran colored purple contour (as conformational-
favored TodX-residues).23 Otherwise, are considered as TodX-sterically-disallowed 
residue associated with torsion values of dihedral angles Psi vs. Phi which appear outside 
of the Ramachandran colored purple contour (like conformational non-favored amino 
acid residues). Following the sequence of modeling interactions, we performed the in 
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silico experiment in order to get the free energy of binding (FEB, kcal/mol) for the 
complexes formed between the TodX protein and the oil-derived hydrocarbons, 
mimicking low or high-concentration in the absence or presence of graphene 
nanostructure (pristine-Gr and oxidized-Gr).  
Herein, it is important to refer some environmental issues that surrounding environmental 
processes before moving directly to models these complex interactions. In this sense, for 
the best of our knowledge, there is no evidences considering the environmental modeling 
using graphene nanostructure with detoxifying microorganisms. Although there are very 
interesting works based on experimental nanoecotoxicological evaluations, which have 
been able to reproduce with a certain level of precision the Trojan-horse phenomenon 
induced by carbon nanomaterials in co-exposure conditions.15  
Firstly, was performed the flexible docking interaction mimicking low hydrocarbons 
concentrations.29-34 Hydrocarbons that derived from petroleum such as oil, gasoline, and 
diesel-fuel are among the most commonly occurring and widely-used contaminants in the 
environment.45 Crude oil occurs inside the earth and is composed by a complex mixture 
of natural compounds composed mostly of hydrocarbons containing only H-atom and C-
atoms. The remaining elements of sulfur, nitrogen, and oxygen are less than 3% of the 
petroleum.45,46 Petroleum oil-derived products are released within the environment 
accidentally and intentionally at all steps of its use like exploration, production, 
transportation, storage, use and disposal. The most volatile subcomponents of petroleum 
are biodistributed preferentially into the atmosphere and hydrosphere inducing the well-
known bioaccumulation and bioconcentration processes which exceed the 
biotransformation capacity of the of the environmental compartments mainly water or 
can impact the trophic chains (including the Homo sapiens trophic chain) by inducing the 
biomagnification process in the most of cases.47-49 This event can be defined like the 
increase of the concentration of pollutant (oil-derived hydrocarbons) through the different 
levels of the trophic chain. 47-49 Then, after defining this ecotoxicological concepts we can 
pass to explain our computational approaches.  
It is important to note that the low-concentration condition was modeled according to the 
theoretical protein: ligand proportion (1:1) (ie., one hydrocarbons molecule: one protein 
TodX) mimicking an easy biodegradation by TodX (ie., docking interaction with the 
previously predicted catalytic binding residues in the TodX site 1) not involving potential 
hydrocarbon-hydrocarbon interactions as usually happens in mixtures released into the 
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environment in high-concentration. The results of the flexible docking procedures applied 
are depicted in the Figure 3 
 
 
Figure 3. On the top, representation for each hydrocarbon/TodX docking complexes 
obtained for the best crystallographic-docking pose (RMSD < 2Å) using flexible 
molecular docking mimicking low hydrocarbon concentration (i.e., ligand-protein 1:1 
proportion) in the TodX catalytic binding site 1. A) FEB (TodX/methylnaphtalene 
complex) = - 24.8332 kcal/mol with RMSD = 0.731Å, B) FEB (TodX/n-butylbenzene 
complex) = -27.004 kcal/mol with RMSD = 0.46Å, C) FEB (TodX/n-octane complex) = 
-24.2392 kcal/mol with RMSD = 0.72Å. On the bottom, representation of the 
corresponding 3D-lig-plot diagrams of interactions from the docking complex showing 
multiple hydrophobic interactions (gray dotted lines). For this instance, a color-label is 
assigned for each hydrocarbon like methylnaphthalene (red), n-butylbenzene (blue) and 
n-octane (yellow). Source adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
Following this idea, we carried out the same docking simulation experiments using the 
two graphene nanostructures like pristine-Gr and oxidized-Gr in order to theoretically 
verify the interaction behavior of these systems mimicking low-concentrations.29-34 See 





Figure 4. On the top, representation for each graphene nanostructure/TodX docking 
complexes obtained for the best crystallographic-docking pose (RMSD < 2Å) applying 
flexible molecular docking modeling the behavior of low graphene nanostructure 
concentrations (i.e., ligand-protein 1:1 proportion) in the TodX binding site 2, Please, 
note that the catalytic site 1 remains unoccupied for both carbon nanomaterials. A) FEB 
(TodX/pristine-Gr complex) = - 26.332 kcal/mol with RMSD = 1.431Å, B) FEB 
(TodX/oxidized-Gr complex) = -20.132 kcal/mol with RMSD = 1.406Å, in both panels 
are depicted on the right side, the corresponding 3D-lig-plot diagrams of the 
aforementioned docking complex showing multiple non-covalent hydrophobic 
interactions (gray dotted lines) highlighting the surrounding TodX-target amino acid 
residues from the site 2. On the bottom, C) Additional representation like 2D-lig-plot 
diagrams of interactions obtained from the cited docking complexes for pristine-Gr (left-
side) and oxidized-Gr (right-site). Note the presence of multiple non-covalent 
hydrophobic interactions based on hydrophobic (N···C···C)-backbone together with 
side-chain contacts, a unique π–π stacking interaction with Phe 398-TodX (green) and 
several steric clashes (red). Source adapted from Bentham Science Publisher, please visit: 




According to these results, we suggest that the interactions of graphene nanostructure in 
low-concentrations occurs in a different biophysical environment, involving lateral non-
covalent hydrophobic contacts which, mainly affect the target residues from the 
extracellular domain binding site 2 according to (N···C···C)-backbone and side chains 
(A) interactions.47-49 Then, considering that the biophysical environment of the interaction 
for the oil-derived hydrocarbons is placed in the TodX site 1 faraway of the TodX site 2, 
we strongly suggest that the biodegradation ability of the TodX protein could be partially 
affected under co-exposure with pristine-Gr and oxidized-Gr in low-concentration. 
In this context, to evaluate the communication efficiency between the TodX binding site 
1 and site 2 we carried out the ENM approach considering the collective motions in the 
TodX residue network (refer Figure 1C). The ENM analysis, allows the representation 
of the communication strength that each TodX residue has over every neighbor’s residue 
(i.e., residues from site 1 ↔ residues from site 2) based on the linear response theory.24-
26 For this instance, the collective fluctuation of the anisotropic network is defined by the 
3N × 3N Hessian matrix (H) following equation 5: 
 
𝐶𝑖,𝑗 = [
𝐶1,1 𝐶1,2 . . . . . . . . . . . . . . . . . 𝐶1,𝑁
𝐶2,1 𝐶2,2 . . . . . . . . . . . . . . . . . 𝐶2,𝑁
. . . . . . . . . . . . . . . . . . . . .
𝐶𝑁,1 𝐶𝑁,2 . . . . . . . . . . . . . . . . . 𝐶𝑁,𝑁
] (5) 
 
Where elements (1 ≤ i, j ≤ N) are the second derivatives of the ENM network potential 
(U) from equation 6: 
𝐶𝑖,𝑗 = [
𝜕2 𝑈 𝜕⁄ 𝑋𝑖𝜕𝑋𝑗 𝜕
2 𝑈 𝜕⁄ 𝑋𝑖𝜕𝑌𝑗 𝜕
2 𝑈 𝜕⁄ 𝑋𝑖𝜕𝑍𝑗
𝜕2 𝑈 𝜕⁄ 𝑌𝑖𝑋𝑗 𝜕
2 𝑈 𝜕⁄ 𝑌𝑖𝜕𝑌𝑗 𝜕
2 𝑈 𝜕⁄ 𝑌𝑖𝜕𝑍𝑗
𝜕2 𝑈 𝜕⁄ 𝑍𝑖𝑋𝑗 𝜕
2 𝑈 𝜕⁄ 𝑍𝑖𝜕𝑌𝑗 𝜕
2 𝑈 𝜕⁄ 𝑍𝑖𝜕𝑍𝑗
] (6) 
Herein, we use the biophysical parameter Markov commute-time [C (i, j) ↔ C (j, i)]24-26 
to represent the ability of a given structurally communicated TodX binding residues (i, j) 
to receive and send signals in both directions (j→i and i→j) from the site 1 to site 2 and 





Figure 5. On the left, A) the 3D-cartoon representation of the inter-communication of 
TodX binding sites (site 1 and site 2) according to the different coupling states ([C (i, j) 
↔ C (j, i)]) based on ENM approach. B) On the right, the corresponding two-dimensional 
communication efficiency transition matrix network-based on Markov commute time (C 
(i, j)), clustering receiving and communicating residues from the site 1 and site 2 of the 
TodX protein are represented by black-dotted rectangles. The color bar on the right side 
of the map indicates the pairs of TodX residues (i, j) that present fully correlated motions 
or strong correlations (0.2 ≤ (Cij↔Cji) ≤ 1) with labeled-color red indicating the same 
direction for the i and j residues-fluctuation, while the fluctuations based on anti-
correlated motions of  (i, j)-residue (i.e.: Cij↔Cji ≤ 0) are colored in blue (opposite-
direction for the fluctuation-motions of residues i and j) and the moderately correlated 
and uncorrelated (Cij↔Cji ≈ 0) regions are labeled by light red and blue color, 
respectively. Source adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
The map of signal communication efficiency of TodX binding sites provides relevant 
information regarding the effective communication distances-based on the Markov 
commute time parameter (C (i, j)) for intra-segment Cα-Cα atomic distance fluctuations, 
which can be categorized like: i) fluctuations-based distances involving short segments 
(# TodX residues: 10–22), ii) fluctuations-based distance from medium segments (# 
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TodX residues: 23–26) and iii) fluctuations-based distance from long segments (TodX 
residues: 27–50).50 Then, considering the results of the ENM approach we observe the 
presence of TodX-residues fluctuations involving coupled motion from medium to long 
distances based on the Cij↔Cji parameter.
24-26 This approach suggests that both graphene 
nanostructures pristine-Gr that interacts with target residues (Phe398, Ile423, Ile396, 
Phe380, Val80, Leu50, Leu394, Leu350, Tyr384, Leu348, Tyr344) and the oxidized-Gr 
that interacts with target residues (Phe398, Ile423, Phe380, Ile396, Pro78, Val52, Val80, 
Leu50, Leu394, Ile392, Leu350, Tyr384, Leu348, Tyr344) in the extra-cellular site 2 
(Refer to Figure 1). These fluctuations can induce potential perturbations in the 
biophysical environment of the site 1, where the main TodX catalytic residues are placed, 
and consequently could affect the biodegradation of the oil-derived hydrocarbon (n-
butylbenzene, n-octane and methylnaphthalene) despite under low-concentration (1:1 
protein-ligand proportion).24-26  
The use of computational tools has been recommended and recognized by major 
regulatory agencies including the Organization for Economic Cooperation and 
Development (OECD, 2009)51-54 and the International Organization for Standardization 
(ISO/TC 229, 2011)51-54 based on the importance of developing alternative methods in 
nano-ecotoxicology.51-54 The present docking approach try to offers a conceptual vision 
on the co-exposure phenomena, which are largely ignored from the theoretical point of 
view in nanoecotoxicological evaluations. The most studies address these environmental 
problems are carried out by performing predictive NanoQSAR models (Nano-
Quantitative-Structure-Activity-Relationships).55 While mechanistic studies-based on 
multiple ligand-protein interactions explaining thermodynamic aspects of the carbon 
nanomaterial (in high-concentrations) remain unexplored until the present. 
Following this idea, we carried out the simulation experiments considering simultaneous 
docking interactions, in order to theoretically model co-exposure conditions in high 
concentrations of the oil-derived hydrocarbons forming mixtures in the absence and the 
presence of detoxifying TodX protein and both graphene nanostructure (pristine-Gr and 
oxidized-Gr). Herein, the theoretical ecotoxicological response will depend on the ligand 
concentration (i.e., ligand proportion stablished) and on the affinity-based energy 
difference for the ligands bound and/or unbound with the TodX protein. Following this 
idea, first, we will focus on the bound state in the presence of TodX protein and the 
graphene nanostructures mimicking co-exposure with oil-derived hydrocarbon in 
overload conditions.33,34 As mentioned above the TodX protein allows the lateral 
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diffusion of hydrophobic substrates through the previously identified site 1 under normal 
conditions.9 In this regard, the crystal structure of TodX protein from Pseudomonas 
putida shows that the opening in the wall of the beta-barrel is conserved composed by a 
long hydrophobic tunnel, which  mediate the substrate passage from the extracellular 
environment, through a polar lipopolysaccharide layer and, through of the lateral opening 
in the barrel wall (embedded-membrane site 1), inside the lipid bilayer allowing the 
hydrophobic substrate diffusion into the periplasm.9,10 However, under high oil-derived 
hydrocarbon concentrations and/or co-exposure conditions of interactions the 
biotransformation capacity is severely compromised, due to the saturation processes in 
the main catalytic residues composing the site 1, increasing the likelihood of inducing the 
loss of detoxifying ability linked to TodX channel nanotoxicity, the intensity of the 
response will depend on the hydrocarbon concentration and on the energy difference for 
a given hydrocarbon to be bound (b) or unbound (unb) with the TodX-protein.27,33,34 
Herein, considering the complexity of the problem of high hydrocarbon concentrations 
interacting with the TodX, and regarding that the total affinity (ΔGbind) of the oil-derived 
hydrocarbons by TodX (catalytic site 1) can be modulated in the presence of carbon 
nanomaterials like graphene nanostructures, we carried out a molecular docking 
approach-based on Boltzmann multiplicity states.27,33,34 For this instance, we can define 
the hydrocarbon overload interacting with TodX protein like a Boltzmann problem 
involving TodX channel nanotoxicity (i.e., TodX site 1 saturation-induced by oil-derived 
hydrocarbons: methylnaphthalene, n-butylbenzene, n-octane and the graphene 
nanostructures: pristine-Gr and oxidized-Gr). Where the  unbound state of oil-derived 
hydrocarbons and the graphene nanostructures in solution has a total unbound energy like 
𝑢𝑛𝑏𝑡𝑜𝑡𝑎𝑙 = ∑(∑ 𝑢𝑛𝑏_ℎ𝑦𝑑𝑟𝑜𝑐𝑎𝑟𝑏𝑜𝑛𝑠 + ∑ 𝑢𝑛𝑏_𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒𝑠) and its corresponding energy 
𝑏𝑡𝑜𝑡𝑎𝑙 = ∑ (∑ 𝑏ℎ𝑦𝑑𝑟𝑜𝑐𝑎𝑟𝑏𝑜𝑛𝑠 + ∑ 𝑏𝑔𝑟𝑎𝑝ℎ𝑒𝑛𝑒𝑠), when forming the docking complexes 
with the TodX-receptor. Then, we can represent the Boltzmann problem-based 
distribution like an enumeration of multiple substrates (ligands) of docking interactions. 




Figure 6. On the left, A) Representation of molecular docking approach based- Gibbs 
distribution under co-exposure equilibrium binding in multiplicity states,33,34 showing the 
heterogeneous multicomponent docking complex formed by the oil-derived 
hydrocarbons like methylnaphthalene (red), n-butylbenzene (dark blue), n-octane 
(yellow), TodX protein (green), and the graphene nanostructures pristine-Gr (light blue) 
and oxidized-Gr (gray) in the unbound and bound state. On the right, B) Diagrammatic 
definition of the Gibbs distribution or Boltzmann probability ( ρbound) of the system 
through several possible states. Source adapted from Bentham Science Publisher, please 
visit: https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
Then, we can write the Boltzmann probability-based multiplicity states to represent ligand 
overload conditions like oil-derived hydrocarbons interacting with TodX and graphene 



































Herein, L is a function of the ligand concentration (c) under co-exposure conditions with 
fixed volume (V = 1 nm3) in the boxes (𝛺). In the present study the obtained 
multicomponent docking complex exhibits macrocanonical collectivity ensemble due to 
in the modeling systems the chemical potentials, volume (V) and temperature (T) were 
fixed. Besides, under thermodynamic equilibrium binding we can model these systems in 
terms of concentration like 𝑐 =
𝐿
𝑉
 in co-exposure condition with high ligand 
concentrations. To this end, we can write the 𝜌𝑏𝑜𝑢𝑛𝑑 in term of ligand concentration (c) 






















           (𝟏𝟏) 
Where the 𝑐0 =
𝛺
𝑉
 , the ∆ε = εb - εunb  < 0; the Boltzmann constant is represented by kB, the 
Keq has concentration units and can be expressed as 𝐾𝑒𝑞 = 𝑐0 · 𝑒
∆𝜀
𝑘𝑇, where if the 𝛺 =
1𝑐𝑚3 and c0 = 0.6 M. The Boltzmann probability distribution (𝜌𝑏𝑜𝑢𝑛𝑑) shows that states 
with lower energy will always be more likely to be occupied than states with higher 
energy. In addition, the 𝜌𝑏𝑜𝑢𝑛𝑑 provides relevant information about the quantitative 
relationship between the probabilities of the two bounded states (i.e., concomitant 
interactions of the cited ligands at the same biophysical environment in TodX 
protein).33,34 Despite these cases (two bounded-states) have similarities, it is important to 
distinguish them, since they generalize differently when crucial assumptions are changed. 
For this instance, under thermodynamic equilibrium binding regarding both energy 
exchange and ligand exchange, the thermodynamic requirement, fit with a relaxed fixed-
composition obtaining a grand-canonical ensemble.33,34 
According to our results we show that the co-exposure of oil-derived hydrocarbon in 
overload condition with Pseudomonas putida protein (TodX) and graphene 
nanostructures follows a complex multisite binding case. The aforementioned model of 
multicomponent binding equilibria has been prviously studied, by several authors.33,34  
These theoretical results are included in a theory of Heterogeneous Monod-Wyman-
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Changeux (HMWC) multicomponent binding systems.54,56-58 In this context, we can study 
the heterogeneous multicomponent binding equilibrium constant by modeling the 
fractional occupancy or TodX-saturation parameter (δ) as a measure of the affinity 
constant (Ki) to represent the binding of different ligands (oil-derived hydrocarbon and 
graphene nanostructures) interacting with multiple TodX binding sites (site 1, site 2,..., 
site(n)), also considering non-predicted binding sites.  In this regard, the co-exposure 
scenario and high concentration conditions for multiple ligands (m) (i.e., all the oil-
derived hydrocarbon and graphene nanostructures),54-58 simultaneously interacting with 


















𝑛𝑘 (1 + |𝑋𝑘|𝐾𝑖
𝑅) + 𝐿𝛱𝑘=1
𝑚 𝛱𝑖=1




Where the different ligand-affinities are represented by the equilibrium constants (Ki, Kj). 
The parameter L represent an isomerization constant of the TodX protein take on pseudo-
allosteric behavior from 𝐿 =
|𝑇0|
|𝑅0|
, which describe the equilibrium between the high-
affinity relaxed state (R0) and the low-affinity tensor state (T0) from TodX-binding sites. 
In this context, the different affinity is represented in the high-affinity R-state (𝐾𝑖
𝑅) for all 
the evaluated ligands and the c parameter is associated to how much the equilibrium 
between T and R states changes under co-exposure conditions.54,56-59 
Next, we evaluate the energetic contributions for the total affinity (∆Gbind) considering 
that the ligands binding interactions occur in the high-affinity relaxed conformation state 
(R0) of TodX. For this instance, the cases in the absence of the TodX protein will be 
separately discussed by DFT-simulation. Then, the theoretical results on the formed 
heterogeneous multicomponent docking complexes are presented below following the 
order: system I: methylnaphthalene + pristine-Gr + oxidized-Gr, system II: n-
butylbenzene + pristine-Gr + oxidized-Gr, system III: n-octane + pristine-Gr + oxidized-





Figure 7. On the left side, A) Representation of the equilibrium binding-based on the 
heterogeneous multicomponent docking complex for the system I: methylnaphthalene 
(red) + pristine-Gr (light blue) + oxidized-Gr (gray) in high concentration of these ligands. 
Two co-exposure conditions are represented-like: i) without detoxifying TodX protein 
and ii) with detoxifying TodX protein. On the upper right side, B) Graphical breakdown 
of the methylnaphthalene binding energy contributions to the total affinity (ΔGbind) with 
the corresponding values (kcal/mol) under co-exposure conditions with graphene 
nanostructures pristine-Gr and oxidized-Gr. On the lower right side, C) Graphical 
representation based on per atom-energy contribution for each methylnaphthalene-atom 
under co-exposure conditions with graphene nanostructures. For this instance, the 
methylnaphthalene-atoms with the best contribution to the total affinity (ΔGbind) are 
highlighted (dotted-arrows labeled red) that fit with the light-blue bar for hydrophobic C-
atom (C#5, C#6, C#8, and C#18). Herein, the symbol (#) x-axis it was used just for atom-
labeling position purposes in the methylnaphthalene structure. Source adapted from 
Bentham Science Publisher, please visit: 




In the case of the methylnaphthalene, the results show that the most relevant energetic 
contributions to the total affinity (ΔGbind) are provided by a strongest Gaussian molecular 
mechanism distance-dependent forces (Gauss2) which represent London non-
electrostatic attractive energy contributions, followed by the contribution of non-covalent 
hydrophobic interactions 𝛥𝐺𝑉𝑑𝑊.
28,37,59 In this regard, the analysis of the maximum atom-
energy contribution for the methylnaphthalene shows that the most relevant interacting 
atoms were the C-atom-labeling positions (C#5, C#6, C#8, and C#18) which provided 
the strongest hydrophobic interactions. Furthermore, we theoretically suggest that in co-
exposure conditions, the presence of graphene nanostructures (pristine-Gr and oxidized-
Gr) significantly affected the methylnaphthalene affinity by the detoxifying TodX-
protein, according to the results obtained from the system I (methylnaphthalene + 
pristine-Gr + oxidized-Gr + TodX), where the total affinity ΔGbind (methylnaphthalene) 
= - 6.90 kcal/mol compared with the high-affinity value obtained in low-concentration 
like 1:1 protein-ligand proportion with ΔGbind (methylnaphthalene/Todx) = -24.8332 
kcal/mol (please, refer to Figure 3A).  




Figure 8. On the left side, A) Representation of the equilibrium binding-based on the 
heterogeneous multicomponent docking complex for the system II: n-butylbenzene (dark 
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blue) + pristine-Gr (light blue) + oxidized-Gr (gray) in a high concentration of these 
ligands. Two co-exposure conditions are represented-like: i) without detoxifying TodX 
protein and ii) with detoxifying TodX protein. On the upper right side, B) Graphical 
breakdown of the n-butylbenzene binding energy contributions to the total affinity 
(ΔGbind) with the corresponding values (kcal/mol) under co-exposure conditions with 
graphene nanostructures pristine-Gr and oxidized-Gr. On the lower right side, C) 
Graphical representation based on per atom-energy contribution for each n-butylbenzene-
atom under co-exposure conditions with graphene nanostructures. For this instance, the 
n-butylbenzene-atoms with the best contribution to the total affinity (ΔGbind) are 
highlighted (dotted arrows labeled dark-blue) that fit with the light-blue bar for 
hydrophobic C-atom (C#9, C#10, C#12, and C#15). Herein, the symbol (#) x-axis it was 
used just for atom-labeling position purposes in the n-butylbenzene structure. Source 
adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
The simulated co-exposure system II: n-butylbenzene + pristine-Gr + oxidized-Gr show 
that the most dominant energy contributions for the total affinity (ΔGbind) = -5.90 kcal/mol 
were provided from non-covalent hydrophobic Van der Waals interactions 𝛥𝐺𝑉𝑑𝑊 > 
Gauss2 attractive energy contributions. In this regard, the most relevant interacting atoms 
were the C-atom-labeling positions (C#9, C#10, C#12, and C#15) which provided the 
strongest hydrophobic interactions and London non-electrostatic attractive energy 
contributions. 54,56-59 Likewise, we note that the n-butylbenzene total affinity by the 
metabolizing TodX-protein significantly decreases in co-exposure conditions and high 
concentration of graphene nanostructures (pristine-Gr and oxidized-Gr) compared with 
the affinity reference value-based low-concentration of the n-butylbenzene/TodX 
complex with ΔGbind = -27.004 kcal/mol (refer to Figure 3B). Next, following the same 






Figure 9. On the left side, A) Representation of the equilibrium binding-based on the 
heterogeneous multicomponent docking complex for the system III: n-octane (yellow) + 
pristine-Gr (light blue) + oxidized-Gr (gray) in a high concentration of these ligands. Two 
co-exposure conditions are represented-like: i) without detoxifying TodX protein and ii) 
with detoxifying TodX protein. On the upper right side, B) Graphical breakdown of the 
n-octane binding energy contributions to the total affinity (ΔGbind) with the corresponding 
values (kcal/mol) under co-exposure conditions with graphene nanostructures pristine-Gr 
and oxidized-Gr. On the lower right side, C) Graphical representation based on per atom-
energy contribution for each n-octane-atom under co-exposure conditions with graphene 
nanostructures. For this instance, the n-octane-atoms with the best contribution to the total 
affinity (ΔGbind) are highlighted (dotted arrows labeled yellow) that fit with the light-blue 
bar for hydrophobic C-atom (C#1, C#4, C#7 and C#23). Herein, the symbol (#) x-axis it 
was used just for atom-labeling position purposes in the n-octane structure. Source 
adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
In this concern, the total affinity (ΔGbind) = - 4.5 kcal/mol obtained from the n-
octane/TodX complex in co-exposure conditions with graphene nanostructures, kept the 
same pattern on relevant energy contributions like (𝛥𝐺𝑉𝑑𝑊 > Gauss2). For this instance, 
the atoms with the maximum influence in the hydrophobic interactions were the C-atom-
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labeling positions (C#1, C#4, C#7 and C#23) associated to a significant loss of the relative 
affinity compared with the simulated condition-based low-concentration with ΔGbind = -
24.2392 kcal/mol (refer to Figure 3C).  
In general terms, as expected the non-covalent hydrophobic interactions leading the main 
contributions to the total binding affinity with a spontaneous thermodynamic process 
(∆Gbind < 0) of the three evaluated oil-derived hydrocarbons multicomponent docking 
systems (I, II, and III) in co-exposure conditions with graphene nanostructures (pristine-
Gr and oxidized-Gr) by their chemical properties. 54,56-59 This fact, can be corroborate by 
the total absence of H-bond interactions with the TodX-protein for the three oil-derived 
hydrocarbons and, considering the influence of the graphene nanostructures evaluated, 
which present a well-known network of sp2-C-atoms with high surface reactivity, which 
significantly contribute to weaken the affinity of the oil-derived hydrocarbons forming 
multicomponent docking systems (I, II, and III). In addition, we show that most of the 
interactions are based on hydrophobic (N···C···C)-backbone and side chain interactions 
with the catalytic residues from the TodX (site 1).  
Then, to briefly show the mutual influence of each ligands composing the heterogeneous 
multicomponent docking complex in the binding equilibria (unbound and bond) all the 





Figure 10. On the left side, A) Representation equilibrium binding-based Boltzmann 
model of the heterogeneous multicomponent docking complexes composed by the 
mixture of all the hydrocarbons interacting with pristine-Gr in the absence and presence 
of TodX. B) Heterogeneous multicomponent docking complexes composed by the 
mixture of all the hydrocarbons interacting with oxidized-Gr in the absence and presence 
of TodX. C) Graphical representation of all the energetic contributions to the total affinity 
(ΔGbind) for each evaluated ligand in co-exposure conditions. Herein, the corresponding 
values of energetic contributions obtained for the mixture of all the oil-derived 
hydrocarbons are represented inside the black-dotted line rectangle like: 
methylnaphthalene (red), n-butyl benzene (blue), n-octane (yellow) and the graphene 
nanostructures like pristine-Gr (light blue) and oxidized-Gr (gray). Source adapted from 
Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
For this instance, is easy to note that, in co-exposure conditions with multiple ligands the 
total affinity-based-binding free energy significantly decrease in all the docking systems 
following the order: pristine-Gr/TodX > oxidized-Gr/TodX > methylnaphthalene/TodX 
> n-butylbenzene/TodX > n-octane/TodX maybe because the graphene nanostructures 
could interact with oil-derived hydrocarbon resulting in a greater amount of TodX protein 
molecules are in an unbound state (i.e., with unoccupied catalytic sites). 33,34, 54,56-59 On 
the other hand, the energetic contributions for the total affinity based on repulsive and 
rotational forces showed a similar behavior for the three oil-derived hydrocarbons/TodX 
complexes evaluated from the quantitative point of view. Besides, were considered as 
irrelevant for the stabilization of the multicomponent docking systems (I, II, and III) 
obtained under co-exposure conditions. 33,34, 54,56-59 These theoretical evidences fit with 
previous experimental results, which refer that carbon nanomaterials-like graphene’s can 
mitigate the negative environmental impact of many organic compounds interact under 
co-exposure15 in a given environmental compartment (water, soil). In this sense, we 
strongly support hypothesis that the presence of graphene nanostructure significantly 
reduces the affinity of the oil-derived hydrocarbons limiting its complete detoxification 
in the TodX-protein, and in this way, increasing its toxicological potential in 
environmental compartments unless remain adsorbed in the reactive surface of the 
graphene nanostructures.15  
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To verify the presence of physical-chemical adsorption processes from the graphene 
nanostructures (pristine-Gr and oxidized-Gr) interacting with the oil-derived 
hydrocarbons, a DFT study was carried out.41-44 For this purpose, the electronic and 
structural properties of the interacting systems, previously defined on the experiment 
groups (Group #1: and Group #2), were analyzed and the main results are presented in 
the Table 1.  
            
Table 1. DFT results of graphene nanostructures interacting with oil-derived 
hydrocarbons, where Eb, d, and ΔQ represent the binding energy, minimum distance, and 
charge transfer, respectively. Herein, the most stable configuration was obtained 
considering the stability of the formed complexes and denoted by the asterisk (*). Source 
adapted from Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
DFT-Group Ranking DFT-systems Eb (eV) d(Å) ΔQ (e-) 
#1 1 pristine-Gr + methylnaphthalene * - 0.74 2.76 + 0.05 
#1 2 pristine-Gr + n-butylbenzene - 0.39 3.44 + 0.22 
#1 3 pristine-Gr + n-octane - 0.66 2.61 + 0.51 
#2 1 oxidized-Gr + methylnaphthalene * -0.59 2.70 + 0.06 
#2 2 oxidized-Gr + n-octane -0.44 2.18 +0.08 
#2 3 oxidized-Gr + n-butylbenzene -0.30 2.33 0.00 
 
According to the obtained results, the binding energies (Eb) vary from -0.74 to -0.30 eV 
characterizing a spontaneous thermodynamic process in all the cases for both groups 
(Group #1 and Group #2). This fact has a paramount importance, because suggest high 
probability (i.e., occurrence-based frequency) of interactions and binding affinity for the 
formed complexes. In the case of the oil-derived hydrocarbons interacting with pristine-
Gr (Group #1), the best-ranked binding configuration (*) was found by the pristine-Gr + 
methylnaphthalene, which presents the highest modular binding-energy value and 






Figure 11. On the rightmost rectangle, A) Representation of the optimized structures of 
pristine-Gr (labeled-color gray) and methylnaphthalene (labeled-color red) from the best-
ranked binding configuration in the Group #1. In the middle rectangle, are depicted the 
HOMO/LUMO energy levels and the electronic band structure for the isolated ligands: 
B) methylnaphthalene molecule (labeled-color red) and C) pristine-Gr (labeled-color 
gray), respectively. On the leftmost rectangle, D) represents the electronic band structure 
obtained from the DFT-interacting system formed by pristine-Gr + methylnaphthalene 
with its corresponding electronic charge density plot. An isosurface value of 0.00096 e-
/Bohr3 was used to represents the charge density associated to conduction band minimum 
(CBM) and the valence band maximum (VBM). The atom-color labels were represented 
like: hydrogen-atoms (light-gray) and the carbon-atoms (dark-gray). Source adapted from 
Bentham Science Publisher, please visit: 
https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
As can be seen from Figure 11A, the methylnaphthalene molecule adopts a parallel 
position with respect to the pristine-Gr with a value of charge transfer of +0.05e-, showing 
that the electron transference occurs from the pristine-Gr to methylnaphthalene. 
According to this evidence, we can suggest the presence of a physical adsorption process, 
without significant modifications on the electronic band structure, around the Fermi 
region, after the pristine-Gr + methylnaphthalene interaction. Following this idea, we can 
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observe that, in the DFT-interacting system formed by pristine-Gr + methylnaphthalene 
exists a superposition (Figure 11 D) of the energy levels of the methylnaphthalene 
molecule (Figure 11 B) with the electronic band structure of the pristine-Gr (Figure 11 
C), confirming that the interaction occurs through a physical adsorption regime. Also, the 
electronic charge density associated to CBM is only concentrated in the 
methylnaphthalene molecule (Figure 11 D). Further, for this particular isosurface value, 
no charge concentration was observed in the VBM (Figure 11D), which remain 
unperturbed for both ligands (methylnaphthalene and pristine-Gr) according to with the 
calculated binding energy (Eb = - 0.74 eV).   
Regarding the main objective of this theoretical study the physical adsorption in the 
reactive surface of the pristine-Gr is a favorable characteristic toward potential 
applications as bioremediation strategies and environmental modeling of complexes 
mixtures.15 Because, it is well-known that the systems which adsorb through weak 
interaction patterns may present a reversible character during the complex formation, 
which allows the easy removal of the desired compounds (as oil-derived hydrocarbons) 
from the environmental compartments (water, soil), and later, the system could be 
efficiently reused in subsequent treatments, in the case of this nanostructure (pristine-
Gr).15,60 
By the other hand, the system formed by the oxidized-Gr + methylnaphthalene DFT-
results were also identified like the best-ranked binding configuration (*) in the DFT-
Group #2 with the highest modular binding-energy value and thermodynamic stability | 
Eb | = 0.59 eV compared with the other two DFT-complexes like oxidized-Gr + n-octane 
(| Eb | = 0.44 eV) and oxidized-Gr + n-butylbenzene (| Eb | = 0.30 eV). For this most 
stable configuration, the obtained value for the charge transfer, between an H-atom from 
the methylnaphthalene with an O-atom from oxidized-Gr, was + 0.06 e-. The electronic 
characteristics of the oxidized-Gr + methylnaphthalene system are shown in the Figure 




Figure 12. On the rightmost rectangle, A) Representation of the optimized structures of 
oxidized-Gr (labeled-color gray) and methylnaphthalene (labeled-color red) from the 
best-ranked binding configuration in the Group #2. In the middle rectangle, are depicted 
the HOMO/LUMO energy levels and the electronic band structure for the isolated 
ligands: B) methylnaphthalene (labeled-color red) molecule and C) oxidized-Gr (labeled-
color gray), respectively. On the leftmost rectangle, D) represents the electronic band 
structure obtained from the DFT-interacting system formed by oxidized-Gr + 
methylnaphthalene with its corresponding electronic charge density plot.  An isosurface 
value of 0.00096 e-/Bohr3 was used to represents the charge density associated to 
conduction band minimum (CBM) and the valence band maximum (VBM). The atom-
color labels were represented like: oxygen-atoms (red), hydrogen-atoms (light-gray), and 
the carbon-atoms (dark-gray). Source adapted from Bentham Science Publisher, please 
visit: https://doi.org/10.2174/1568026620666200820145412 (accessed on 21 july 2020) 
 
Herein, no significant differences were observed between the electronic properties of the 
isolated oxidized-Gr system (Figure 12 C), with respect to the oxidized-Gr + 
methylnaphthalene system (Figure 12 D). We note the presence of superposition of the 
energy levels of the methylnaphthalene molecule (Figure 12 B) with the electronic band 
structure of the oxidized-Gr after the interaction (Figure 12 D), suggesting that the 
interaction occurs also through a physical adsorption regime in the DFT-Group #2, 
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similar to the most stable system in the DFT-Group #1. As a difference, it is important 
to highlight that, in the case of the oxidized-Gr + methylnaphthalene system, the results 
of electronic charge density plot show that the charges were only concentrated on the 
oxidized-Gr nanostructure in both CBM and VBM edges (Figure 12 D). 
 
In this context, the current results suggest that the pristine-Gr has a higher capacity to 
bind hydrophobic molecules like oil-derived hydrocarbon as compared with the oxidized-
Gr, due to the π- π interactions between the graphene atoms and the aromatic rings of the 
adsorbed molecules. In addition, these theoretical evidences have been experimentally 
observed in previous works performed by Wang et al. (2014),12 in which they show that 
the interaction affinity between hydrocarbons and carbon nanostructures are favored by 
the physical adsorption mechanism-based on hydrophobic π- π interactions between the 
sp2-C atoms from aromatic rings of the molecules.15,60  
An overview of our theoretical results strongly suggests that environmental mixtures of 
oil-derived hydrocarbon with carbon nanomaterials like graphene can potentially reduce 
the ecotoxicological impact of many other pollutants of high persistence in the 
environment. In this sense, the theoretically evaluated adsorption mechanism mimicking 
a well-recognized Trojan-horse phenomenon which leading most of the interaction 
processes for engineered organic nanomaterials (NM).15,60  Nevertheless, still a long way 
to explore, since the physico-chemical mechanisms in the nanoscale, exhibit nonlinear 
behaviors (i.e., nonlinear concentration-response relationships in the environmental 
compartments like water, soil and air), which depend on the global physical and chemical 
properties of a given mixture and the biological model used (molecules, proteins, cells, 
organism, ecosystems). 
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In the present thesis, several protein-ligand interaction systems with potential relevance 
to the fields of Medicinal Chemistry, Material Sciences, Nanomedicine, and 
Environmental Health Sciences were investigated. A combination of theoretical 
approaches, mainly based on thermodynamic structure-based molecular docking and 
experimentally validated techniques were used for conventional ligands belonging to the 
class 1 (as pharmaceutical drugs). While for the ligands belonging to the class 2 as carbon 
nanoparticles (or nanomaterials) mainly was emphasized on the importance of theoretical 
and computational methods.  
Then, the main contributions of the present work focus on the importance and novel 
applications of state-of-the-art thermodynamic methods such as theoretical perturbation 
approaches to study conformational properties and allosteric signal propagation in 
proteins in the unbound and bound states, fractal approaches to solve protein-ligand 
complementarity problems, as well as, predictive models based on quantitative structure-
binding-toxicity relationships at the nanoscale (nano-QSBR/QSTR models) toward 
efficient drug-discovery and systems with desired low-toxicity (including nanotoxicity). 
Then, by integrating the theoretical and empirical mechanistic findings, the conclusions 
from this work can be summarized as follows: 
 
 The structural effects and binding properties of two betablockers (acebutolol and 
propranolol) on fibrinogen were evaluated The in silico results showed that the 
free energy of binding values for the obtained docking complexes 
(acebutolol/fibrinogen and propranolol/fibrinogen) were very close and following 
a spontaneous thermodynamic process (negative FEB values). Furthermore, the 
obtained theoretical results show that the mechanism of docking for the 
propranolol and acebutolol is mainly-based on non-covalent hydrophobic 
interactions with the fibrinogen E-region binding-site. Showing that the 
propranolol and acebutolol are able to induce significant changes in the inter-
residue communication and flexibility-properties of residue network of fibrinogen 
E-region by inducing local-perturbations in allosteric residues. Likewise, the 
aforementioned ligands can affect the fluctuation patterns-based elastic normal 
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modes of flexibility by decreasing the biophysical parameters: frequency and 
collectivity degree in the funnel-shaped hydrophobic cavity of E-region. The 
obtained theoretical results fit very well with previous experimental evidences 
obtained by our group by using ITC and SAXS analysis. Besides, these results 
could have relevant importance in the study and understanding the coagulation 
processes under unbound and bound states where the binding of thrombin at E-
domain and subsequently fibrinogen polymerization are crucial aspects. 
 
 The influence of different BTS-ligand conformation binding modes under the 
interaction with protein fibrinogen was evaluated by using molecular docking 
simulations. The computational results showed that the Gibbs free energy of the 
obtained docking complexes (BTS poses_1-9 at the fibrinogen E-region) were 
very close in most of the cases, and indicating also that their formation is related 
to spontaneous thermodynamic processes. The differences detected in the FEB 
values for the nine BTS-poses may be explained based on the different 
composition and binding properties of the interacting residues present in the 
biophysical environment of the fibrinogen binding-site (E-region). Besides, the 
mechanism of docking for the different BTS-binding poses appears to be mainly 
due to non-covalent hydrophobic interactions, like Π-Π stacking ones, and 
associated to H-bonding, which together contributes to the stability of the formed 
complexes. Further experimental results from ITC confirmed the results from 
Gibbs free energy of binding and the interactions involved in the process. Also, 
suggesting that the different BTS-binding poses can induce simultaneous 
modulation (changes) of several target residues (i.e. of effector and allosteric 
residues), based on the results of the local perturbation-response scanning maps, 
by affecting the inter-residue communication and flexibility-properties of the 
fibrinogen E-region residue network, according to the most negative FEB values 
of interaction (BTS-binding poses 1 to 3) obtained. Likewise, we show that all the 
BTS-binding poses can directly affect the normal modes of flexibility by 
decreasing the collectivity degree in the fibrinogen binding-site (residues of E-
region). Regarding the LPRS maps image-processing combining 2D-fast Fourier 
transform and fractal approaches, it revealed significant differences in the 
frequency domain signals of the BTS-interaction attributed to small 
conformational changes through the fibrinogen chain. Lastly, these theoretical 
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results were confirmed by using ITC and SAXS measurements, that not only 
validated the presence of fibrinogen-BTS conformational binding interactions, but 
also revealed a strong dependence on the BTS-ligand concentration. Overall these 
evidences open new horizons on understanding the influence of conformational 
binding modes in protein-ligand interactions, which is of paramount importance 
in rational drugs-design.  
 
 For the first time a combination of molecular docking and DFT results of the 
pharmacodynamics DDI between two beta-blockers acebutolol and propranolol 
with relevant catalytic binding-sites of the fibrinogen E-region was proposed. 
Those results showed that the three most relevant fibrinogen E-region binding 
sites exhibit from high to low druggability degree in the order: site 1 (Dg = 0.81) 
> site 2 (Dg = 0.54) > site 3 (Dg = 0.39), as well as complying with the mutual 
overlap criterion for being the best-ranked binding-sites, in contrast with the 
“worst fibrinogen binding site” with Dg = 0.08. Furthermore, the binding free 
energy trajectories and total affinity obtained for the best-ranked beta-blocker 
drug-drug docking complexes reveal a spontaneous thermodynamic stabilization 
following the site-affinity order: site 1 > site 2 > site 3. The most dominant energy 
contributions to the total affinity of the complexes (beta-blocker drug-
drug/fibrinogen E-region) were provided by the London dispersion attractive 
forces.  
In addition, the 3D-lig-plot interaction diagrams coupled with DFT results for the 
best-ranked drug-drug configuration binding-pose (configuration XII) showed 
that the complex drug-drug stabilization was mostly influenced by the 
contributions of a high number of hydrophobic atoms (acebutolol > propranolol) 
in the fibrinogen site 1 (tunnel 2). Besides, the later site was identified as the most 
preferred biophysical environment for beta-blockers DDI involving all chains (N, 
O, P, Q, R, S) of the fibrinogen E-region structure and target residues with high 
depth-values. The obtained evidences may open new perspectives in 
computational polypharmacology modelling of DDI, which can help avoiding the 
occurrence of potential undesired effects as perturbations in the coagulation 
processes induced by concomitant administration of beta-blockers, where the 
fibrinogen thrombin binding-domain (central E-region) plays a critical role in the 




 The conformational binding mechanisms of fibrinogen under interaction with 
recognized β-lactam antibiotics were evaluated. The computational results 
pointing that despite these conformational differences, both antibiotics exhibit 
very similar affinity-based on the obtained free binding energy values. Besides, 
the semi-synthetic incorporation of an additional halogen Cl-atom in the 
dicloxacillin molecule respect to cloxacillin molecule, and its relative docking-
pose orientation in the fibrinogen E-region could significantly reduce the 
appearance of potential fibrinolytic side-effects affecting the clotting process 
which are usually associated to β-lactam antibiotic parenterally administered. The 
performed 3D/2D-lig-plot diagrams revealed that the most relevant antibiotic 
interactions with the E-region (pocket 1) are mainly based on hydrophobic 
(C···C)-backbone-side-chain non-covalent and acceptor/donor interactions with 
critical regulatory E-region residues (SER50:Q > SER50:N) with high H-bond 
atom energy contribution required for the docking complex stabilization for both 
drugs. Besides, collective low-frequency normal modes and LPRS maps revealed 
the subtle differences in the conformational dynamics of relevant E-region chains 
under unbound and bound state with the β-lactam antibiotics. Next, we strongly 
suggest that the differences in the conformational binding mechanism for 
dicloxacillin and cloxacillin, predominantly involve the allosteric modulation, 
long-distance perturbations, and remarkable conformational rigidification of the 
regulatory chains from E-region (N and Q). Besides, the relevant role that the 
penicillin molecular structure plays in the conformational binding process with 
the fibrinogen protein, it has been previously confirmed by our group using 
experimental validation based on isothermal titration calorimetry (ITC) and 
quantitative differential scanning calorimetry (DSC).  
Both methods, excellently corroborated the computational predictions from: 
stoichiometry, target-residues, and binding energies point of view toward  
“de novo rational drug-design” of new β-lactam antibiotic drugs to prevent 
potential fibrinolytic side-effects, increase the target specificity with optimal 
benefit/risk rates and contribute to accurate implementation of rigorous criteria 




 Structure-based docking and molecular dynamic simulations were combined to 
study the mitochondrial channel nanotoxicity (ATP transport perturbations in 
hVDAC1 channel) induced by carbon nanotubes (z-z-SWCNT). The results show 
that z-z-SWCNT can directly block the ATP-translocation through hVDAC1 
channel from the first target-residue (MET1). Besides, the best docking pose of 
the simulated z-z-SWCNT ligand shows that the interactions with ATP-entry-
point are mainly based on van der Waals hydrophobic interactions, revealing very 
close relative position from the native substrate (ATP molecule).  
Besides, molecular dynamics results fully match with the previous docking 
attainments, indicating a weakening in the binding affinity of the ATP molecule 
when the z-z-SWCNT molecule simultaneously interacts in the same biophysical 
environment (ATP-entry-point). We strongly suggest that the potential 
mitochondrial channel nanotoxicity (ATP transport dysfunction) of z-z-SWCNT 
occurs by inducing local perturbations in the inter-residue network topology and 
transduction properties of the ATP-entry-point. Finally, the obtained results open 
new opportunities towards modeling the ATP bioenergetic dysfunction induced 
by carbon nanomaterials interactions, and new strategies of drug discovery-based 
nanotechnology for precision mitochondrial nanomedicine.  
 
 A combination of experimental and computational approaches to tackle the 
nanotoxicity of pristine and oxidized single-walled carbon nanotubes (SWCNT-
pristine, SWCNT-COOH) based on the mitochondrial F0F1-ATPase inhibition was 
addressed. Experimental evidences supported that the in vitro F0F1-ATPase 
inhibition responses in submitochondrial particles (SMP) are strongly dependent on 
the higher level of concentration (from 3 to 5 µg/mL) in both types of single-walled 
carbon nanotubes (SWCNT-pristine and SWCNT-COOH) evaluated. In addition, 
both types of carbon nanotubes show an interaction inhibition pattern for the F0F1-
ATPase enzyme, similar to the oligomycin A (specific F0F1-ATPase inhibitor). In 
addition, results on elastic network models (LPRS maps) show that the SWCNT-
pristine can promote an abrupt perturbation in several blocks of residues (strong F0-
ATPase nanotoxicity inhibition), more pronounced than the analogous SWCNT-
COOH (moderate F0-ATPase nanotoxicity inhibition), triggering perturbations on 
the allosteric responses and abnormal signals’ propagation across the inter-residue 
network of the F0F1-ATPase. In accordance with this, results on the fractal surface 
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of interactions based on the formed docking complexes (SWCNT-pristine/F0F1-
ATPase >> SWCNT-COOH/F0F1-ATPase) suggest that the SWCNT-pristine 
interactions topologically affect the van der Waals fractal surface and geometric 
properties of F0-ATPase compared to physiological condition (unbound F0-ATPase). 
We suggest that the SWCNT-pristine perturbations could negatively impact on 
catalytic function of F0-ATPase (mitochondrial ATP-hydrolysis), by irreversibly 
affecting the structural properties of the binding cavities in the F0-subunit. Lastly, the 
performed Nano-QSBR/QSTR models allow to predict the mitochondrial 
nanotoxicity (F0-ATPase nanotoxicity inhibition) which was strongly associated to 
electro-topological and graph-theoretic nanodescriptors from both, SWCNT-pristine 
and SWCNT-COOH (as Narumi geometric topological index (GNAR) and the 
electro-topological positive variation (MAXDP)). These results open new 
opportunities for the best understanding of structural attribute underlying 
mitochondrial nanotoxicity mechanisms, enhance a rational drug-discovery based 
on nanotechnology, and boosting precision nanomedicine applications.  
 
 The fullerol nanosystem to be proposed as nanobiomarker early diagnosis of 
Alzheimer's disease (AD) was computationally modeled and the binding affinity 
of the nanostructured ligands with the PHF-tau protein was evaluated using a 
combination of molecular docking and DFT simulation. The in silico results 
suggest that, all the nano-ligands studied present good affinity with optimal inter-
atomic interaction distances, suggesting high specificity and selectivity for tau 
protein for AD detection purposes. Besides, the evaluated nanobiomarker ligands 
demonstrated a predominance of hydrophobic and hydrogen bond contacts with 
the AD tau protein; which is considered as relevant target for molecular 
recognition purposes for potential biomedical applications. The best docking 
complex based on the binding affinity by PHF-tau protein was obtained for the F-
THK5105 plus fullerol, with a binding energy value of -7.0 kcal/mol and R.M.S.D 
value of 1.491 Å. In this case, DFT approach allows to obtain the best interface of 
interaction of the nanobiomarker system (i.e., tau-(Lys340) interacting with atoms 
from the PHF-18F-THK5105 plus fullerol) shows no significant changes its 
electronic and structural properties, pointing a physical adsorption regime of 
interactions. All the arrangements studied strongly suggest that the obtained 
nanosystems present optimal features of complementarity with AD-tau protein to 
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be theoretically considered as promising for the sensing and molecular recognition 
in the context of the early detection of Alzheimer's disease.  
 
 For the first time, new mechanistic approaches-based on molecular docking and 
DFT-simulations were performed to model the environmental co-exposure of a 
high concentration of a heterogeneous mixture of oil-derived hydrocarbons 
(methylnaphthalene, n-butylbenzene, and n-octane) that present a high 
environmental impact by considering the simultaneous interaction with the 
detoxifying protein (TodX) from Pseudomonas putida and graphene 
nanostructures.  
The obtained results performing a flexible docking coupled with 3D-lig-plot 
diagrams allowed mimicking relevant interactions of each oil-derived 
hydrocarbon (methylnaphthalene, n-butylbenzene, and n-octane) in low-
concentrations. For this instance, the Gibbs free energy of binding of the formed 
complexes (oil-derived hydrocarbon + TodX) exhibit a spontaneous 
thermodynamic processes (∆Gbind < 0 kcal/mol), with prevalence of non-covalent 
hydrophobic interactions in the TodX-binding site 1 from with an obtained 
average FEB-values around ≈ - 25.35 kcal/mol from the three hydrocarbon.  
On the other hand, the graphene nanostructures (pristine-Gr and oxidized-Gr) 
interact in a different biophysical environment (TodX-binding site 2); describing 
spontaneous thermodynamic processes following the order FEB (TodX/pristine-
Gr complex) = - 26.332 kcal/mol > FEB (TodX/oxidized-Gr complex) = -20.132 
kcal/mol according to the strength of the interactions. In addition, the graphene 
interactions in the TodX-binding site 2 can modulate the responses on the TodX-
binding site 1, affecting the communication efficiency in the ToDX residue-
network. Further modeling results using heterogeneous multicomponent docking 
approach (oil-derived hydrocarbons + graphene nanostructures + TodX protein) 
and DFT-simulation, show a significant decrease of the total affinity of overall 
the oil-derived hydrocarbons by the TodX (site 1) with an obtained average FEB-
values around ≈ - 5.8 kcal/mol compared with the affinity of the complex 
mimicking low-concentrations FEB-values (oil-derived hydrocarbon + TodX) = - 
25.35 kcal/mol from the three hydrocarbons (methylnaphthalene, n-butylbenzene, 
and n-octane). The general DFT-results suggest the occurrence of physical 
adsorption mechanism in the reactive surface of the graphene nanostructures 
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(pristine-Gr > oxidized-Gr), mimicking a Trojan-horse phenomenon, which is 
well-recognized leading the most interactions for organic nanomaterials under co-
exposure with complex mixtures.  
These theoretical results open new horizons to improve bioremediation strategies 
to prevent the negative impact of multiple oil-derived hydrocarbons under 
environmental co-exposure and to ensure a safe and sustainable use of the 
































The current doctoral thesis focuses on understanding the thermodynamic events of protein-
ligand interactions which have been of paramount importance from traditional Medicinal 
Chemistry to Nanobiotechnology. Particular attention has been made on the application of 
state-of-the-art methodologies to address thermodynamic studies of the protein-ligand 
interactions by integrating structure-based molecular docking techniques, classical fractal 
approaches to solve protein-ligand complementarity problems, perturbation models to 
study allosteric signal propagation, predictive nano-quantitative structure-toxicity 
relationship models coupled with powerful experimental validation techniques. The 
contributions provided by this work could open an unlimited horizon of possibilities for 
efficient drug-discovery applications. Also, boosting new and suitable strategies to 
investigate the molecular diversity of ligands and their “bioactivity” properties at very 
early stages of the preclinical investigation having a direct relevance to the fields of Drug-
Discovery, Materials Sciences, Molecular Diagnosis, and Environmental Health Sciences. 
 
