conduct convergence analysis on some classical stationary iterative methods for solving the two-dimensional variable coefficient convection-diffusion equation discretized by a fourthorder compact difference scheme. Several conditions are formulated under which the coefficient matrix is guaranteed to be an M-matrix. We further investigate the effect of different orderings of the grid points on the performance of some stationary iterative methods, multigrid method, and preconditioned GMRES. Three sets of numerical experiments are conducted to study the convergence behaviors of these iterative methods under the influence of the flow directions, the orderings of the grid points, and the magnitude of the convection coefficients.
INTRODUCTION
We consider the two-dimensional steady convection-diffusion well as the solution function ~(2, y), are assumed to be sufficiently smooth in a. The convectiondiffusion equation appears in a variety of applications involving the modeling of transport phenomenon [l] . Efficient numerical solution of equation (1.1) plays an important role in computational fluid dynamics [2] . The magnitudes of p(z, y) and q(z, y) determine the ratio of the convection to diffusion. If they vanish simultaneously at some point in R, this point will be called a stagnation point. Convection-diffusion equations with stagnation points in their domains are usually used to model recirculating flow problems.
Discretization of (1.1) by some finite difference scheme produces a linear system of equations of the form
Au=f, (1.2)
where u and f are now vectors in a finite dimensional space. In practice, the coefficient matrix A in (1.2) is usually large and sparse. It is typically nonsymmetric and often not diagonally dominant for large R. Here, R denotes the cell Reynolds number, which is in turn defined by R = Ph/2, where and h is the uniform grid spacing of the discretized domain. We say that the discrete problem (1.2)
is convection-dominated if R is greater than one; otherwise, it is diffusion-dominated.
For convection-dominated problems, discretization of (1.1) using the traditional five-point difference schemes, either the centered difference scheme (CDS) or the upwind difference scheme (UDS) yield unsatisfactory results [3] . The CDS scheme has a truncation error of order O(h2), but may produce numerical solutions with nonphysical oscillations for large R. The UDS scheme suppresses these oscillations with large artificial viscosity, and stationary iterative methods for solving the resulting linear system are stable (converge) for large values of R. However, it is only of first-order accuracy and requires fine discretizations for satisfactory solution resolution. Fine discretization entails increased computational cost, especially for higher-dimensional problems.
To obtain satisfactory numerical results with reasonable computational cost, several authors proposed improved finite difference discretization schemes that combine the advantages of the second-order centered difference scheme (high accuracy) and the first-order upwind scheme (stability). Among these are the high-order upwind schemes of various types and the fourth-order compact schemes in two dimensions. Readers are referred to [4- 81 and the references therein for more details. The fourth-order compact schemes have also been used in the numerical simulation of incompressible Navier-Stokes equations with good results . For small to moderate R, these schemes have a truncation error of order O(h4), and are defined on a two-dimensional compact stencil, i.e., using the eight nearest neighboring points of the reference grid point. These schemes will be denoted as FOCS (fourth-order compact schemes) in the sequel. It is believed that all these FOCS schemes are mathematically equivalent in two dimensions. The differences lie in how to derive the individual schemes. The particular scheme described below is due to Gupta et al. [5] .
The fourth-order finite difference approximation for equation ( The discretized values pi, qi, and fi, i = 0, 1,2,3,4, have their obvious meanings. It is easily verified that the local truncation error at a grid point (z, y) = (Q, yj) produced by the traditional centered difference scheme can be written as
The main idea behind the high-order compact schemes is to find approximations of the secondorder terms in the truncation error Ti,j using the immediate neighboring grid points of (xi, 1~j).
The approaches proposed by several authors differ in how these approximations are obtained.
The fourth-order compact finite difference formula of Gupta et al. [5] for the mesh point (xi, yj)
involves the nearest eight neighboring mesh points with the mesh spacing h, 
It is shown that the convective terms and the forcing function of the governing equation must have sufficient smoothness in order to obtain a fourth-order approximation of the solution [6, 8] .
We remark that the expressions of the coefficients of the nine-point computational stencil given above and the right-hand side in (1.3) involve approximations of the first partial derivatives of the convective terms and the forcing function, which is not the case in the standard five-point approximations.
The results of numerical experiments in [5, 10] show that certain classical stationary iterative methods such as Jacobi and Gauss-Seidel methods for solving the discrete system arising from the nine-point compact scheme converge for any values of the convection coefficients p(z, y) and q(z, y). The special case with p(z, y) = q(x:, y) E 0 (th e nine-point Laplacian) has been analyzed by Adams et al. [12] . In [13, 14] , analytic proofs confirming the convergence of some of these iterative methods are obtained for the convection-diffusion problems with constant coefficients and for large values of R. However, to the best of our knowledge, there has been no analytic convergence result for the classical stationary iterative methods with the fourth-order compact scheme discretized variable coefficient convection-diffusion problems. The first goal of the present paper will be to provide some additional rigorous justifications to show that, under certain conditions, the convergence of some classical stationary iterative methods is guaranteed for solving the fourth-order compact scheme discretized equation (1.1). The second goal is to examine the effects of ordering of the grid points, and the effect of physical significant properties of equation (1.1) on the performance of some iterative methods for solving the linear system arising from the fourthorder nine-point compact scheme. Here, we consider both point and line relaxation methods, as well as multigrid method and GMRES [15] p reconditioned by an incomplete LU factorization of the coefficient matrix [16] .
An outline of the paper is as follows. In Section 2, we present matrix analysis on the discrete system. We prove that, under certain conditions, some classical stationary iterative methods converge for solving the convection-diffusion problems with variable coefficients. In Section 3, several possible orderings of the grid points are discussed.
In Section 4, we conduct a series of numerical experiments for constant and variable coefficient convection-diffusion problems and interpret the experimental results.
l In Section 4.1, the effects of the signs and magnitudes of the convection coefficients are examined when these coefficients are assumed to be constant. The performance of several iterative methods with the natural row-wise ordering and some multicolor orderings is compared.
l In Sections 4.2 and 4.3, we consider two test problems with variable convection coefficients.
We examine the effectiveness of the iterative methods for solving these problems, and we compare their performances when natural row-wise ordering, multicolor orderings, and a flow-directed ordering are used.
Finally, based on our analyses and numerical experiments, we give a few concluding remarks in Section 5.
CONVERGENCE ANALYSIS
Assume that the domain 0 is the unit square overlapping with a uniform grid with mesh size h = l/(n + l), where n is the number of interior grid points in both the x and y directions.
We assume that the grid points are ordered using the natural row-wise ordering. The coefficient matrix in (1.2) arising from the nine-point compact discretization has a block tridiagonal form [14] A = tri L&j 
where C = L + U. The case w = 1 corresponds to the line Gauss-Seidel method. The matrix A has a block tridiagonal form, and hence, is block consistently ordered [17] . Consequently, the spectral radii of the line Jacobi and line Gauss-Seidel iteration matrices'are related by p(G) = ,4G.d2.
Moreover, if the spectrum of the line Jacobi iteration matrix is real and its spectral radius is smaller than one, then according to Young's analysis [18] , the spectral radius of the line SOR iteration matrix is minimized by 2 w*=l+dw' (2.1) with P (G*) = w, -1.
A commonly used strategy in numerical linear algebra to prove convergence of many classical stationary iterative methods is to show that the coefficient matrix of the discrete problem is an M-matrix. Recall that an n x n real matrix B = (IQ) is called an M-matrix if bij 5 0 for i # j and bii > 0 for 1 5 i, j < n, B is nonsingular and B-l 2 0. In practice, it is not easy to determine if the inverse of B is nonnegative, so a number of equivalent criteria have been established. In particular, it is known [17] that if B is strictly or irreducibly diagonally dominant, with bij 5 0 for i # j, and bii > 0 for 1 5 i, j 5 n, then B-l > 0, which means that B is an M-matrix.
Throughout our discussion, we will use this criterion. Since we assume that R 5 1, the quantities (1 + hpo/2) and (1 -hqo/2) are nonnegative, and therefore,
Taking into account this inequality and the fact that 141 -43) 5 2bh and jps -pd] 2 2ah, we arrive at instance, a + b is independent of h, or Ia + bl 5 C/h for some positive number C independent of h, then condition (2.4) shows that for sufficiently small values of h, the cell Reynolds number can be very close to 1. Some numerical examples are given in Table 1 to illustrate our points.
We remark that taking h small enough is often of practical interest.
We now give some applications of Theorem 2.1. Although the following equation:
does not satisfy the hypothesis of the corollary, a slight modification in the proof shows that the same conditions in the corollary ensure that the resulting matrix in this case is an M-matrix. The following lemma provides conditions analogous to (2.6) for another class of convection-diffusion equations.
J. ZHANG COROLLARY 2.2. Consider the following equation [19] :
-Au + ax2 (I-y") uz + ~~~ (I -x2) uy = f(x, y), PROOF. In this example, we have P = max{lal, 1~1) an d we take a = b = P(h + 2). Reasoning as above, we verify that the three conditions in Theorem 2.2 are fulfilled. I
In Table 1 , for several values of h, we list the maximum values of R satisfying conditions (2.6), (2.7), or (2.8), respectively.
We note that as the convection coefficients are required to be sufficiently regular on fi for the fourth-order compact discretization, the parameters a and b in Theorem 2.2 can be chosen as
Adopting these notations for a and b, we set Q = max{a, b} and define a new parameter S by
Theorem 2.2 can now be rewritten in the following form. In what follows, we examine convection-diffusion problems with separable coefficients, i.e., the cases where p(x, y) = p(x) and q(x, y) = q(x). The following result is analogous to Theorem 2.1. The following corollary is a direct consequence of Theorem 2.5. where m is a positive number less than 3/4h. We note that, in contrast to Theorem 2.3, Theorem 2.5 provides two independent conditions on R and S. We mention in passing that independent conditions can also be obtained for the special class of convection-diffusion equations of the form
since we can drop the terms (pi -~3) and (q2 -44) from the expressions of the coefficients (pi. In this case, the conditions R 5 1 and S 5 1 ensure that the coefficient matrix A is an M-matrix.
We conclude by mentioning that, in addition to the results obtained in [13] for convectiondiffusion problems with constant coefficients, this section gives some sufficient conditions to 
ORDERING STRATEGIES
The ordering of grid points (unknowns) plays an important role in the iterative solutions of large sparse linear systems. Apart from using certain ordering strategies to extract inherent parallelism from some iterative methods, different ordering strategies may also affect the convergence rate of many commonly used iterative methods [12, 20] . The following subsections describe two strategies for ordering the grid points.
Multicolor Orderings
With the advent of parallel computers and the increasing need for new algorithms that may run efficiently on these new architectures, multicolor orderings of unknowns have attracted considerable interest in the past two decades. The problem addressed by multicoloring is to determine a coloring of the grid (with a possible minimum number of colors) so that every grid point has a color different from that of all other points to which it is connected by the computational stencil. In graph theory, this process corresponds to coloring the nodes of the adjacency graph of the coefficient matrix of the problem such that any two adjacent nodes have different colors.
For a five-point stencil such as those associated with the centered or the upwind difference schemes, two colors suffice to decouple the grid points using the classical red-black pattern.
In an earlier work [18] , Young shows that the two-color ordering and the natural row-wise ordering lead to SOR iteration matrices with the same eigenvalues. The results are obtained by making use of consistently ordered matrices. In [21, 22] , Elman and Golub consider a variety of orderings on the reduced grid obtained by eliminating the red points after the process of one step of cyclic reduction. Their results show that iterative methods based on red-black orderings of the reduced grid converge slightly slowly (in terms of the iteration counts) than those based on the natural row-wise ordering. Similar results have been obtained by Chernesky [23] .
For the nine-point compact stencil, four colors are necessary to decouple the grid points, and the number of orderings increases significantly.
These multicolor orderings are determined by labeling the grid points with four colors (red, black, green, orange) and then ordering the grid points by first listing all the points of one color, then the second, and so on. The overall ordering of the grid points is then determined by two factors: first, the coloring of the grid (or the fourcolor topology of the grid) such as those shown in Figure 1 , and second, the ordering of the colors, i.e., the order in which the colors are arranged.
These orderings and their parallel processing applications have been studied, for instance, by O'Leary [24] , and Adams and Jordan [25] . The latter identify six equivalence classes of the four-color orderings with respect to the eigenvalues of the point SOR method; i.e., within each class, the induced point SOR iteration matrices are similar (have identical eigenvalues).
Representative orderings from each of these classes are as follows [12, 25] . The strategy for determining these orderings is based on a "data flow" concept. This technique has been successfully applied to a wide range of stencils to show how one can determine multicolor orderings so that the resulting multicolor SOR iteration matrix has the same eigenvalues as the In Table 2 , we present computed values (using MATLAB) of the spectral radii of the point Gauss-Seidel and SOR(w = 1.5) iteration matrices with the fourth-order compact scheme induced by the natural row-wise ordering and each of the six multicolor orderings, for n = 10 and some nonzero values of y and 6. The table shows that the six multicolor orderings generate spectral radii with distinct values for the SOR method, which indicates that the corresponding SOR iteration matrices are not similar. Consequently, only Ordering 1 is equivalent to the natural row-wise ordering. All the other ones are distinct. We mention that an extensive set of numerical experiments showed (not reported here) that Orderings 2 and 3 lead to Gauss-Seidel iteration matrices (w = 1) with identical spectral radii. Table 2 . Spectral radii of the point Gauss-Seidel and SOR iteration matrices arising from different orderings of the grid points with the fourth-order compact scheme and n = 10. 
Flow-Directed Orderings
In practical applications, the convection coefficients of the flow may change signs and their magnitudes may vary throughout the domain. The difficulty with variable coefficient problems is that there is no known strategy for determining optimal orderings for the grid to benefit the convergence of a large class of iterative methods. Some attempts on this matter have been made in [26] , where the authors propose several strategies for finding appropriate orderings for the convection-diffusion problems. Their numerical experiments show that the proposed orderings, in particular, the FDPI ordering described below, behave well for the Gauss-Seidel method applied to the upwind difference scheme.
In the FDPI (flow-directed point iterations) ordering, the flow velocity vector guides the ordering of the grid points. We can divide the set of the grid points into four subsets, The FDPI ordering can be described as follows. We first sweep through the unknowns in N1 from left to right and from bottom to top. We next sweep through the unknowns in NZ from right to left and from bottom to top. Then, we sweep through the unknowns in Ns from left to right and from top to bottom; and finally, we sweep through the unknowns in N4 from right to left and from top to bottom. We point out that these four subsets of the grid points are not related to the four-color orderings discussed in the previous section.
PERFORMANCE OF ITERATIVE METHODS
For several orderings of the grid points, we conduct experimental study on the behavior of a few iterative methods for solving the linear system arising from the nine-point compact discretization. We consider both point and line Gauss-Seidel methods, multigrid method with point GaussSeidel relaxation, and GMRES with the incomplete factorization ILU(l) preconditioner. Since the choice of relaxation parameters may affect the convergence rate of the SOR type methods and the optimal choice of the parameters may not be easily determined for the matrices arising from the variable coefficient problems, we do not test any SOR type methods with w # 1.
GMRES is a generalized minimal residual algorithm designed to solve nonsymmetric linear systems.
For high cell Reynolds numbers, its convergence is remarkably slow for solving the discrete convection-diffusion equations without a preconditioner [3] . A preconditioning operation consists of some auxiliary process, which solves a nearby system with the coefficient matrix approximately.
The incomplete LU factorization has been one of the best-known preconditioners, and is often used to improve the convergence of Krylov subspace methods. In [16] , it is shown that for any M-matrix B, there is a unique ILU factorization Q = LU, such that L is unit lower triangular, U is upper triangular, lij = 0 and uij = 0 for (i,j) 4 N, and [Q -B]ij = 0 for (i,j) E N, where JV is an index set containing all diagonal indices (i, i). Experiments in various application fields, such as computational fluid dynamics, reveal that incomplete factorization preconditioners exist for a large class of problems, even though the coefficient matrix of the discrete problem is not an M-matrix.
More discussions on different Krylov subspace methods and various types of incomplete LU factorization preconditioning techniques can be found in [27] .
The multigrid method used is the standard geometric multigrid method using the same fourthorder compact discretization on all possible grids [lo]. Standard full-weighting and bilinear interpolation are employed as the intergrid transfer operators [28] . At each level, we perform one point Gauss-Seidel relaxation before the full-weighting, and one point Gauss-Seidel relaxation after the interpolation.
Various multigrid methods for solving convection-diffusion equations discretized by the fourth-order compact scheme can be found in [10, 29, 30] .
In what follows, we perform an extensive set of numerical experiments that examine the effects of the ordering of the grid points, the magnitude of the Reynolds number, the direction of the flow, and the relationship (when it exists) between the ordering and the velocity field, on the behavior of the iterative methods for solving both constant and variable coefficient convectiondiffusion problems.
For the four-color orderings, we restrict our attention to Ordering 1 and Ordering 4. All iterative methods take the zero vector as the initial guess. Convergence is achieved when the two-norm of the residual is reduced by 10 lo. We use a uniform mesh size h = l/32 in both the 2 and y directions.
Computations are done on a Sun Ultra10 workstation using Fortran 77 program language in double precision.
We remark that different iterative methods may incur different costs for each iteration. The line Gauss-Seidel method and the ILU(l) p reconditioner require a certain amount of preprocessing costs to factor the tridiagonal subsystems (line Gauss-Seidel) and to construct the preconditioner (ILU( 1)). Some discussions on the relative costs of some of these methods are given by Elman and Golub [22] . However, our current interest is to study the convergence behavior of each iterative method and to see how its performance is affected by the different factors mentioned above. We only report the number of iterations of each method as a measure of its relative performance.
Constant Coefficient Problem
In Test 1, we solve the following constant coefficient model problem defined on R = (0, 1)2 by -(uzs + Uyv) + 0U, + ruy = 0, (4.1)
where the Dirichlet boundary conditions on dCl are determined from the exact solution eas -1 eTV -1 U(Xc,Y) = e"-l+ -. eT -1 This is one of the test problems used by Elman and Golub [19] . For the special case c = 0, the solution is defined using the limit, lim,,~(e"+ -l)/(e" -1) = 2, and similarly for 7 = 0. The vector (a, T) represents the velocity field with the signs of ~7 and T determining the direction of flow. We consider eight types of different velocity fields, corresponding to eight flow directions in the (2, y)-plane. The test conditions are similar to those set by Elman and Golub [19] . The nine-point computational stencil associated with (4.1) is given by
where y = ah/2 and 6 = rh/2. The exact solution of this test problem exhibits steep boundary layers at all of its inflow and outflow boundaries. But this phenomenon is not treated explicitly in our tests, since we are not directly dealing with the accuracy of the computed solution in the current study. Boundary layer treatments in the case of the fourth-order compact discretization are discussed in [31, 32] . In Table 3 , we examine the numerical performance of four iterative methods, when the convection coefficients of the flow vary throughout the domain, and the computational grid is ordered using the natural row-wise ordering. We solve the resulting linear systems by the point and line
Gauss-Seidel methods, as well as by multigrid method and GMRES without a preconditioner, restarted after every ten iterations.
In Table 4 , we compare the number of iterations required for convergence by the point GaussSeidel method when different orderings of the grid points are used. We consider four orderings:
the natural row-wise ordering, the red-black ordering, and the two four-color orderings. We also consider eight flow directions and different magnitudes of the velocity field. Table 5 shows similar results when the multigrid method is used to solve the discrete problems. In Table 6 , we examine the performance of GMRES preconditioned by the incomplete factorization ILU(l), when again four different orderings of the grid points are used.
We make the following observations based on the experimental data in Tables 3-6 . From Table 3 , we remark that both the point and line Gauss-Seidel methods converge in all cases, which shows a good stability for the fourth-order compact scheme. Their convergence rates are slow when the magnitude of the velocity vector is small (the cases where P = max{a, 7) = lo), and in most cases where P = 500 or 1000. We point out that for both methods, the best results are obtained for 50 5 P 5 200. The observed good performance of classical stationary iterative methods is also in agreement with the analytic results in [33] , which show that, in the case, the spectral radius of the line Jacobi iteration matrix reaches its minimum for some value of the cell Reynolds number between 1 and 2. The performance of the classical stationary iterative methods deteriorates as P increases, except in two cases when the flow is along the E and W directions. In these two cases, the performance of the line Gauss-Seidel method improves as P increases. For c = lop4 and ~7 = 10m6 with 7 kept zero, the number of iterations is found to be equal to 7 and 3, respectively (not reported in Table 3 ). It seems that the line Gauss-Seidel method approaches a direct solver as r = 0 and u goes to infinity.
This observation is consistent with the analytic results obtained in [13] , which indicate that the convergence factor of the line Gauss-Seidel method approaches zero when 0 grows large and r = 0, while it approaches one for the point Gauss-Seidel method. When cr = 0 and r grows large, the results in [13] performance is best when the flow is along the W direction for the point Gauss-Seidel method, and along the E and W directions for the line Gauss-Seidel method. The multigrid method has the least iteration counts in most cases. In contrast to the GaussSeidel methods, it requires only a few iterations to converge in the diffusion-dominated case with P = 10. However, there are several cases in which the multigrid method performs poorly. They correspond to the cases where P is between 50 and 100 and to the cases when the relaxation is not along the flow direction.
Since there is no relaxation scheme used, the performance of the unpreconditioned GMRES is least affected by either the flow direction or the magnitude of the Reynolds number. The unpreconditioned GMRES is not as efficient as the point relaxation methods for moderately large Reynolds numbers. But the former is more robust in terms of various parameters related to the convection-diffusion equation.
The data in Table 4 can be explained as that the point Gauss-Seidel method is slightly affected by the different orderings of the grid points as long as the flow follows the grid lines, but heavily affected by the magnitude of the Reynolds number. The performance of the point Gauss-Seidel method is usually good when P is between 100 and 200.
For the multigrid method, results in Table 5 indicate that the natural row-wise ordering may cause performance degradation when P is between 50 and 100. The red-black ordering and Ordering 4 (four-color(b)) seem to yield better performance. The colored ordering schemes also help reduce the effect of flow directions on the performance of the multigrid method, as the data in Table 5 show that the number of iterations does not differ very much due to different flow directions when colored orderings are used. Table 6 contains performance statistics of GMRES preconditioned by ILU(l). We find that the preconditioned GMRES is much better than the unpreconditioned GMRES (see Table 3 ). Compared with the point Gauss-Seidel and the multigrid methods, the preconditioned GMRES performs more uniformly across the magnitude of the Reynolds number and the flow direction. However, there are certain results showing similar effect as the line Gauss-Seidel relaxation. This can be observed when 0 = 0 and ]r] is large for the natural row-wise ordering. In these cases, the number of iterations decreases as the magnitude of the Reynolds number increases.
Variable Coefficients with Entering Flow
In the second test problem (Test 2), we choose in equation (1.1) the convection coefficients p(z,y) =E-1(2y-l) andq(z,y) =~-~2~(y--l), h w ere E is a positive number to control the convection magnitude.
The forcing function f(z,y) and the Dirichlet boundary condition are prescribed to satisfy the exact solution u(z, y) = sin(az) + sin(l37rz) + cos(~y) + cos(l37ry). This problem or its variants has been used in a few tests [3, 34, 35] . It represents a flow entering and leaving a field. Figure 2 shows the characteristic directions which corresponds to p(z, y) and We examine the effectiveness of the point Gauss-Seidel method, multigrid method, and GMRES(lO) preconditioned by ILU(l), for solving this semirecirculation flow problem when different ordering strategies of the grid points are used. In addition to the ordering strategies used for Test 1, we add the FDPI ordering. Experimental data are listed in Table 7 for the point Gauss-Seidel, in Table 8 for multigrid, and in Table 9 for GMRES/ILU(l). Table 7 shows that the performance of the point Gauss-Seidel method improves with the ordering strategies listed from the left-hand side to the right-hand side of the table for all E values tested, with only very minor exceptions involving the two four-color ordering strategies. It is also interesting to note that the FDPI ordering performs better than all the other orderings tested, although the performance of the point Gauss-Seidel method with the FDPI ordering is only slightly improved.
However, the good performance of the underlying relaxation method (point Gauss-Seidel in the current case) with the FDPI ordering does not necessarily carry over to the multigrid method. In Table 8 , the multigrid method with FDPI ordering does not converge except in the diffusion dominated case with &ml = 10. All the other coloring strategies are shown to be better than the natural row-wise ordering with the multigrid method. Both four-color orderings are better than the red-black ordering. To a very small extent, Ordering 4 is better than Ordering 1. The lack of convergence in multigrid method with the FDPI ordering needs more explanation. Careful examination of the convergence histories indicates that the multigrid method with the FDPI ordering does show convergence (in the sense of reducing the two-norm residual) in the first few iterations.
However, the convergence quickly slows down and then turns into stagnation without actual reduction in residual norm.
See Figure 3 for the cases with &ml = 10, 100, and 1000, where we plot the convergence histories of the first 100 iterations or up to convergence. Data in Table 9 show that GMRES/ILU( 1) is robust for this test problem. In particular, we see that GMRES/ILU(l) with the FDPI ordering performs best, while the two four-color ordering strategies are not very competitive.
Variable
Coefficients with Recirculation
In our third test problem (Test 3), we choose in equation (1.1) the convection coefficients p(z, y) = ~-l42(2 -l)(l -2~) and q(s, y) = -&-l4y(y -l)(l -20). The forcing function f(z, y) and the Dirichlet boundary conditions are prescribed to satisfy the exact solution u(s, y) = sin(nz) + cos(37ry) + exp(sy).
The domain of this test problem contains a stagnation point at (0.5,0.5). This is also a well-known test problem for simulating a flow with recirculation [34, 35] . The characteristic directions of p(z, y) and q(z, y) are depicted in Figure 2 . We conduct a series of experiments with Test 3, similar to those with Test 2. The results are reported in Tables 10-12 . Compared with the results of Test 2, the most striking difference is that all iterative methods perform much worse in solving Test 3 with any of the ordering strategies tested. The situation gets even worse when .s-l is large. For the point Gauss-Seidel method with natural row-wise or red-black ordering, convergence is reached after more than 19,000 iterations; see Table 10 . However, we again see that the FDPI ordering is better than all the other ordering strategies with the point Gauss-Seidel method for this test problem, especially when E-I is large.
The multigrid method with the FDPI ordering again does not converge for c-l 2 50. The convergence histories analogous to the cases shown in Figure 3 are depicted in Figure 4 . Further, the results in Table 11 show that, with &-l = 100, the multigrid method does not converge with any of the ordering strategies tested. This is surprising, since test results with a slightly different governing convection-diffusion equation show convergence of the multigrid method with at least the natural row-wise ordering when E -' = 100, although divergence is observed for larger values of E-1 [3] .
In Figure 5 , we plot the convergence histories of the first 100 multigrid iterations with all five ordering strategies and E -' = 100. We find that the multigrid method only shows some convergence with the FDPI ordering. In other cases, the multigrid iterations actually diverge after the first few iterations.
In Table 12 , GMRES/ILU(l) is shown to be robust for solving this recirculating flow problem.
The natural row-wise ordering is seen to be the best, while the colored ordering strategies deteriorate GMRES/ILU(l) 't t 1 era ions when the Reynolds number is large. GMRES/ILU(l) with the FDPI ordering performs quite well.
CONCLUDING REMARKS
We conducted convergence analysis (related to classical stationary iterative methods) on the coefficient matrix arising from the two-dimensional variable coefficient convection-diffusion equation discretized by the fourth-order compact scheme. We showed that, under certain conditions, the nine-point coefficient matrix is guaranteed to be an M-matrix. This (sufficient) result gives confidence on the convergence of many classical stationary iterative methods that may be used to solve the discretized convection-diffusion equations.
We also studied the effect of the grid ordering, the magnitude of the Reynolds number, and the flow direction on the performance of several commonly used iterative methods for solving the discretized convection-diffusion equations with the fourth-order compact scheme. Although there is not one ordering that is best for all methods and under all circumstances, we find that most iterative methods perform well with the natural row-wise ordering and with the FDPI ordering.
The multigrid method, on the other hand, is found to perform well with the colored ordering strategies.
Overall, GMRES/ILU(l) is shown to be the most robust in dealing with the various factors mentioned above that may affect the performance of iterative methods. When the domain contains a stagnation point, the multigrid method has difficulty in convergence when the Reynolds number is moderate. This may be due to the fact that the components of the residual vector have different signs around the stagnation points. The full-weighting operator used in the multigrid method averages the residual components among the neighboring grid points and may cancel the sign difference of the residual vector around the stagnation point, thus projecting a wrong residual to the coarse grid. This problem with residual transfer may be partially remedied by changing the multigrid restriction operator, e.g., using an injection operator to replace the full-weighting operator [36] .
The line Gauss-Seidel method is shown to perform very well for Test 1 with constant coefficients, when the grid lines are orthogonal to the flow direction for small and moderate cell
Reynolds numbers. In case of unknown flow directions, alternating line Gauss-Seidel iteration,
i.e., performing line Gauss-Seidel sweeps alternatively along the 2 and y coordinate directions, may be a more robust method [33] . S ince the line Gauss-Seidel method does not permit the point coloring strategies, we did not extensively experiment with it. However, we mention that the line Gauss-Seidel method does admit line version of red-black coloring, which is significantly different from the point red-black coloring discussed in this study.
Finally, we mention that Atallah and Rigal recently experimented with some multicoloring and FDPI orderings with the fourth-order compact scheme solved by the SOR method [37] . As to
