We report a new mechanism of pattern formation in growing bistable systems coupled indirectly.
Turing instability is the most well known mechanism of pattern formation in dissipative systems [1] , with the critical condition that the diffusion length of an inhibitor significantly exceeds the diffusion length of an activator [2] . Under this condition, a periodic pattern emerges at a certain critical wavenumber near the stable uniform solution in a monostable system [3, 4] ; in a bistable system, periodic patterns can be developed near both of the stable uniform solutions [5] , or between the bistable states, depending on initial conditions [6] . Turing patterns can be robust in growing systems [7] and on complex networks [8] .
Recently, Fujita et. al. proposed a mathematical model for pattern formation in growing shoot apical meristem (SAM) [9] . The emergence of new stem cell domains, where the concentration of the master protein W U S is notably elevated compared to other zones of SAM, is explained by the mechanism of Turing instability. The authors assumed that both active variables, activator and inhibitor, are diffusive in the lateral directions, though there is no clear biological evidence about the diffusive nature of the proteins W U S and CLV 1 [9] [10] [11] [12] [13] [14] . On the contrary, the experimental observation of sharp discontinuities of W U S's level in adjacent cells [11] suggests that the activator can be non-diffusive or slowly diffusive. A question arises as to whether domain confinement and new domain formation are possible in activator and inhibitor models, in particular in the WUS-CLV network, when the classic condition of Turing instability is not fulfilled, because of an intrinsic bistability.
In this work we are concerned with a mechanism of pattern formation in a class of reaction diffusion systems where activator and inhibitor variables can be non-diffusive, but the coupling is carried out by a fast diffusive variable. Such a system was introduced by Kuramoto for indirectly coupled biological cells, and it can be described by the model [15] ,
w(X j )δ(r − r j ),
where, H(x, t) is the diffusive variable, X i represents the concentrations of chemical molecules in the cell i, N is the number of cells, and F's are nonlinear functions. When << 1, H(r, t) is a fast variable whose dynamics are instantly dependent on a component of the vector of concentrations X, through a function w. Eq. (1) has been studied when the functions F(X) describe oscillatory dynamics [15, 16] . 
X j δ(x − x j ),
where the function Φ(Z) is given by the formula,
In Eq. (2-3), E, A s , A d , B, C, D, S Y , u max , and n are positive constants and Φ(Z) is a sigmoidal function [12] with the values in the range between 0 and represents the CLV 3 protein in a given cell.
Recent models of SAM suggest the existence of an unidentified diffusive factor in the regulation of SAM [9, 12] . We assume that this unidentified factor is a fast diffusive peptidehormone, which promotes the synthesis of local inhibitors by quickly sensing the activator concentration in the surrounding medium. We use the wiring diagram of Ref. [13] for the interaction of the factor with WUS-CLV network (Appendix A). In our model, the WUS-CLV network is described by the Fujita et. al. model. For the equation for H, and H's coupling in the last equation of Eq. (2), we follow Ref. [14] where the diffusive factor is termed as stemness factor. X i in our model represents W U S, and Y i represents the CLV1/CLV3 complex in a cell layer of SAM. We first assume that both X i and Y i are non-diffusive, but the effects of slowly diffusing X and Y will be discussed later.
By assuming a sufficiently dense and uniform distribution of cells [15] , the continuity limit of Eq. (2) can be taken. For << 1, H can be expressed by,
Introducing HS = S Y ·Ĥ(x, t), Eq. (2) is approximated by, A s = 1.9, u max = 10, n = 20, and S Y = 1.
where L is the system size,Ĥ(x, t) can be replaced by the global coupling function of X,Ĥ g ≈ X. Then the stationary solutions of Eq. (5) can be found from the intersections of the nullclines with a constant intercept HS, Fig. 1 . Y c1 and Y c2 in Fig. 1 are the saddle-node points for the transition between monostable and bistable solutions, and the corresponding values of the intercepts are,
We use the term domain for an area in a bistable system, where the local values of a variable are continuously higher or lower than its values in other areas of the system. From a bistable solution, a two-domain solution can be built in extended systems, with the global upper domain X 02 , but lower in the areas further away from the center. As the result of the system's growth, it may become possible that in some areas
for D = 1) but in the bulk of the system HS(x bulk , t) > Y c1 . In other words, if XL exceeds XL max as the result of the system's growth, then a domain with the value X 02 will be nucleated in the area where HS(x, t) < Y c1 , because X 02 is the only stable solution below Y c1 . After the nucleation, H(x, t) will be quickly adjusted and HS(x, t) > HS c1 everywhere.
If the intersection of the nullclines is near the point Y c2 in Fig. 1 , the nucleating domain is X 01 and consequently HS(x, t) < HS c2 everywhere.
To confirm the analysis from Fig. 1 , we simulated Eq. (2-3). For detailed numerical simulations of Eq. (2-3), the method proposed in Ref. [17] is more suitable, because when the system size is small and << 1, the finite-difference scheme is stable only at a small time step. We simulated Eq. (2-3) with periodic and no-flux boundary conditions. The initial distributions of X i 's are chosen such that the X 02 domain is in the center of the system. For Y i and H, uniform initial distributions are chosen. The system size is increased in the time
), where L 0 = 12 is the initial size. After t ≥ 50 the system size was fixed. The distance from the center of the system to the location where a nucleation of the domain takes place is dependent on the size of the initial domain in the center of the system.
Assuming the size of the upper domain is ∆X 02 , an estimate can be made from Eq. (4) for the distance from the initial domain in the center to the location of the new domain,
where (2-3) with the diffusion terms DX and DY indicate that the domain nucleation is persistent for slowly diffusing activator and inhibitor. This is because a domain in our system can be confined by the agent. Fig. 5 shows the confinement of a domain when X and Y are diffusive. The upper domain in Fig. 5 expands initially , but unlike what is expected from a bistable system with direct coupling [4] , the domain does not invade the system. The reason for this is, with the enlargement of the upper domain, due to the diffusion of X i and Y i , the field H(x, t) increases everywhere; and as the result, in the area where S Y · H(x, t) > HS c2 , the X 02 state is no longer a stable solution. On the other hand, the X 01 domain cannot invade the upper domain, because its enlargement lowers S Y · H(x, t) and stabilizes the X 02 state. Thus, the domain confinement in our system is the mutual equilibrium of the upper and lower domains, controlled by the agent (Appendix B). This confinement allows nucleation of new domains in growing systems, when X and Y slowly diffuse.
Simulations show that at a stronger coupling strength, a large X 02 domain loses its stability, and X 01 states are spontaneously generated. to be possible. Therefore, the emergence of regular shaped patterns in the bistable region of Eq. (2-3) can be explained by the pattern selection mechanism, as the continuation of the Turing patterns of a homogeneous steady state near the saddle-node points [6] . On the contrary, the size, location, and spatiotemporal dynamics of not only regular patterns, but also of irregular patterns of Eqs. (2-3) , in wide range of the parameters and initial conditions, can be explained by the mechanism we described in Fig. 2 .
In summary, we studied domain formation and instability in growing bistable systems with a reaction diffusion model, where active variables are non-diffusive but immersed in a medium of a fast diffusive agent. We explained domain nucleation in such a system with a new mechanism. In contrary to the existing theory that explains pattern formation in bistable systems with the Turing mechanism of nascent bistability [6] , the new mechanism explains it by the intrinsic transitions between coexisting states, controlled by the agent.
The new mechanism offers alternative interpretation of existing data and design of next experiments. The experimental data on SAM can be explained in terms of domain nucleation and front bifurcation, not by the critical mode selection of the Turing mechanism. Finally, we believe that the agent controlled pattern formation is generic for developmental biology, involving multistability, growth, and indirect coupling. Fig. 7 . The goal of this simple diagram is to explore the core mechanisms of SAM regulation [13] .
The model describes the interactions between W U S, CLV , and an unidentified factor H in the vertical section of SAM, in one dimensional system. It is given by the following ODE's,
where the cell index i goes from i = 2, 3, ..N − 1, where N is the number of cells. The boundary cells are described by the following set of equations,
In Eqs. (A1-A2), C variable is non-diffusive. The function g describes the interactions between the genes/proteins in Fig. 7 , and it is given by a sigmoidal function,
For more detailed descriptions and simulations of the model, Eq. (A1-A2), we refer to the Ref. [13] . Here we simulated Eqs. To answer these questions we modified the wiring diagram in Fig. 7 A to the one shown in Fig. 7 Y . This way we consider the system in the modeling framework of Kuramoto [15] , as a reaction-diffusion system, coupled through an indirect, fast diffusive-field, Y .
In Eqs. (1-3) of the main text, the nonlinear function g X is replaced by Φ, where, we assume that T XH << 1, and
replaced by,
where, following Fujita et al [9] , we approximate the sigmoidal function g Y with the linear terms only. Note that D = 1 in Eq. (2) of the main text. g H in our model is replaced by,
where h H = 0. We assume H is a fast variable. As the goal of our model is to study the mechanisms of bistability, domain formation, and domain confinement, we study our model in a closed form.
Appendix B: Domain Confinement
Domain Potential
To simplify our analysis, here we study the case of n = 2 for Eq. (3) in the main text. Fig. 9 shows a cusp bifurcation in Eq. (5) of the main text, obtained from the continuation of the saddle-node bifurcation points in Fig. 1 of the main text, using n and B as the principal bifurcation parameters. Fig. 9 shows that at n = 2, the bistability is still present, although at n = 2, the bistable region is narrow compared to the case of n > 2.
For further simplification, we next decouple the first equation in Eq. (5) diffusive X, we obtain a single PDE,
Eq. (B1) has two stable solutions, X 01 and X 02 , which can be obtained numerically by , where F is given by,
Solid and dashed lines in Fig. 10 show that depending on the parameter Y = A 0 , the depth of the potential minima can change. The two minima are symmetric at A 0c = 2.05, which implies that at A 0 = A 0c , the front is motionless. In the table of pair of stable solutions at different A 0 , the critical value A 0c is the one which satisfies the equation F (X 01 , A 0c ) = F (X 02 , A 0c ). The analytic expression for A 0c is cumbersome, so we placed the formula for A 0c in appendix E.
Heteroclinic connection
We confirmed the results shown in Fig. 10 via numerical bifurcation analysis. We transformed Eq. (B1) into two coupled ODE's, by introducing z = x + vt and X(x, t) = u(z), 
Global Coupling
Next we consider a case of A 0 = κX, i. e. the global coupling case, where κ is a constant.
The PDE is now given by,
When κ and X(x, t 0 ) are small, i.e., κX(x, t) < A 0c , the potential at the steady state,
X 02 , has a deeper minimum, Fig. 12 . Therefore, the front will propagate in the direction Other parameters are the same as in Fig. 9 . of expansion of the X 02 state Fig. 13 , and this process leads to the increase of X(x, t).
However, the front propagation slows down and eventually stops as it approaches the point where κX(x, t) = A 0c . The final size of the X 02 domain, i.e. X(x, t ∞ ), is controlled by the constant κ. If κ is smaller, X(x, t ∞ ) is larger, and vice versa.
A two variable model
Now we consider a two variable model by assuming that
Let us assume that there is a critical value A 0c at which the front in the above equation is 
Morever, if we assume Y to be a fast variable, domain nucleation and domain confinement can be found in such a two-variable model.
Domain Confinement in the Three Variable Model
Finally, let us consider the case of diffusive X and Y in the full model,
It can be shown numerically that the same mechanism, based on the equilibrium of the domain potentials, as we have shown above is responsible for the domain confinement, when << 1 and D H >> 1. Fig. 14 shows the domain confinement in the three variable model, where,
In In the simulations shown in Fig. 6 be explained by the domain confinement mechanism we described above. Space-time profiles of the stationary patterns shown by blue symbols in Fig. 16 .
Formation of the pattern does involve the mechanism described in Fig. 2 .
hexagons or regular spots. These two plots, selected as an example, show that our model can display patterns both similar and dissimilar to the Turing patterns in reaction diffusion systems with monostable states. 
