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Since the 1950s, countless missions have targeted the moon, sending spacecraft along trajectories for flybys, lunar observation orbits, and both manned and unmanned lunar landings. More recently, propulsion technology and design techniques, including the use of invariant manifolds, have facilitated the design of creative fuelefficient trajectories. For example, in an effort to salvage Japan's Hiten mission, Belbruno and Miller [1, 2] designed an unusual and fuel-efficient trajectory using invariant manifolds that resulted in ballistic capture at the moon. In addition, ESA's SMART-1 [3] , was launched in 2003 to demonstrate the potential use of ion propulsion for future interplanetary and deep-space missions. The sustained thrust provided by the ion thruster allowed the spacecraft to spiral out from an elliptical orbit around the Earth to the moon and then spiral in for lunar capture.
This work presents a method for the design of locally optimal trajectories from the Earth to the moon in the planar four-body problem. First, initial guess trajectories are created using two different approaches based on invariant manifolds of the PCR3BP. The first method replicates a trajectory similar to the Shoot the Moon trajectory presented by Koon et al. [4] . Their paper describes the design of a trajectory that begins in low Earth orbit, travels along the invariant manifolds of the sun-Earth (SE) and Earth-moon (EM) PCR3BPs, and ends in ballistic capture at the moon, using a total V of approximately 3245 m=s (3211 m=s to leave Earth orbit and 34 m=s applied midcourse). Mingotti et al. [5] describe a low-thrust version of this trajectory. The second method explores a different way of exploiting the manifold structure directly in the planar fourbody problem. Both trajectories are used as initial guesses for DMOC, which searches for a locally optimal trajectory in the fourbody system, applying control throughout the trajectory to decrease the total V.
A. Invariant Manifolds
Invariant manifolds are tubelike structures along which a spacecraft may travel, expending no energy. The manifolds can lead, for example, to periodic orbits around the Lagrange points of the PCR3BP. Conley [6] and McGehee [7] were the first to study the orbit structures around the L 1 and L 2 Lagrange points, classifying the trajectories as asymptotic orbits that asymptotically approach the periodic orbit, transit orbits that cross the equilibrium region around the Lagrange point from one region to another, or nontransit orbits. They also considered how to use such orbits to travel from the Earth to the moon. The transport made possible by invariant manifolds has been exploited for several different trajectories. Marsden and Ross [8] and Koon et al. [9] offer a great overview of the subject. More specifically, transfer from the Earth to periodic orbits around L 1 and L 2 is described by Barden et al. [10] and Gómez et al. [11] . The formal existence of heteroclinic connections between periodic orbits of the same energy is investigated by Koon et al. [12] .
Invariant manifolds are particularly useful for the design of trajectories from the Earth to the moon, in the Jovian moon system, and in the Saturian moon system. The design of a multimoon orbiter in the Jupiter system is studied in Gómez et al. [13] . The combination of resonance and gravity assists is used for trajectories to Titan in [14, 15] and in the Jupiter system by Ross and Scheeres [16] . Resonance and heteroclinic connections are shown to explain the motion of some comets, particularly those around Jupiter, presented by Koon et al. [17] .
In addition to the Hiten mission described earlier, other missions have taken advantage of invariant manifolds. For example, the Genesis Discovery Mission successfully flew on a trajectory following the invariant manifolds of the sun-Earth system along a heteroclinic connection between L 1 and L 2 , as presented by Wilson et al. [18] and later described in Koon et al. [19] . Central to the research presented here is the work of Koon et al. [4, 20] on the Shoot the Moon problem, a low-energy transfer from the Earth to the moon facilitated by the patched three-body problem of the sun-Earth and Earth-moon systems. This problem was also studied by Howell and Kakoi [21] and Mingotti and Topputo [22] . Lo [23] proposes how invariant manifolds and their connections that make up the Interplanetary Superhighway may be used for future NASA missions as part of the Origins Program.
Invariant manifold techniques typically lead to trajectories that require some kind of control, whether it be impulsive or low thrust. As mentioned earlier, Mingotti et al. [5] explore the use of low thrust combined with invariant manifolds to reach an elliptical orbit at the moon. Lo et al. [24] further examines the role of invariant manifolds for low-thrust trajectory design. Davis et al. [25] proposes an optimization technique for connecting periodic orbits about L 1 and L 2 of different energy. Marchand et al. [26] explores the use of optimal control for spacecraft formation keeping in orbits near L 1 and L 2 .
An extension of invariant manifold techniques to account for a continuously applied control force is presented in Dellnitz et al. [27] and employed to design a trajectory from Earth to Venus and from Earth to L 2 in [28] . However, so far, techniques like this are only computationally reasonable for a constant one-dimensional control force. The research presented here employs a time-dependent control law influencing all degrees of freedom of the spacecraft at each time node that are optimal with respect to a certain goal. Therefore, the application of a local optimal control scheme is indispensable for the design of trajectories with more complex control laws. The thrustless trajectories designed using invariant manifold techniques serve as initial guesses for the optimization of the controlled model.
B. Local Optimal Control
Optimal control methods have been applied to many different space-related problems already. For example, in Junge et al. [29] , DMOC is used to optimally raise a spacecraft in circular orbit to an orbit of greater radius and to reconfigure a group of hovercraft. Trajectory design in the four-body problem is a natural extension for DMOC. DMOC is a direct local optimal control method based on the discretization of the variational structure of the mechanical system directly. The discretization of the Lagrange-d'Alembert principle [30] leads to structure-preserving time-stepping equations, which serve as equality constraints for the resulting finite dimensional nonlinear optimization problem [31] . This problem can be solved by standard nonlinear optimization techniques such as sequential quadratic programming (see, e.g., Gill et al. [32, 33] , Powell [34] , and Han [35] ).
This paper begins with background in Sec. II, describing the use of invariant manifolds of the three-body problem for trajectory design, the four-body model used for optimization, and DMOC. Next, the two different methods for designing an initial guess trajectory are presented in Sec. III before providing details on the optimization process, including the constraints, objective function, and results in Sec. IV. In Sec. V, the paper proceeds with a description of the Shoot the Moon problem in the low-thrust framework. All optimization results are compared with trajectories found in the literature in Sec. VI. Ideas for future work and a summary of the major findings conclude the paper.
II. Background
The fundamental theory necessary for this work is presented here, including invariant manifolds of the planar circular restricted threebody problem, a controlled four-body model, and DMOC.
A. Invariant Manifolds of the Three-Body Problem
Trajectory design using invariant manifolds begins with two coupled planar circular restricted three-body problems [20] . The geometry of the PCR3BP is shown in Fig. 1 . For each PCR3BP, the motion of a body is described under the influence of two main bodies, either the sun and the Earth in the sun-Earth system, or the Earth and the moon for the Earth-moon system. Each system is described in a rotating coordinate frame, and mass is normalized with the mass parameter
where M 1 > M 2 . For example, in the sun-Earth three-body system, M 1 denotes the mass of the sun in kilograms, and M 2 denotes the mass of the Earth in kilograms. The normalized mass of the larger body is denoted by m 1 1 , and the normalized mass of the smaller body is m 2 . The two primary bodies rotate in circular, planar orbits about their common center of mass at the origin. The third body, the spacecraft, is assumed to have infinitesimal mass. The primary bodies, m 1 and m 2 , are positioned at ; 0 and 1 ; 0, respectively. The equations of motion for the PCR3BP are
where
The system, Eqs. (2-4), has five equilibrium points L 1 ; . . . ; L 5 (see Fig. 1 ); the unstable L 2 point is of interest for this work. Stable and unstable manifolds emanate from the periodic orbit of the L 2 Lagrange point, shown in Fig. 2 . A method for computing invariant manifolds is described in Barden et al. [10] and Ross [36] . These manifold tubes control transport into and out of the region around m 2 [20] . The unstable manifold of the sun-Earth system leads away from the periodic orbit around L 2 , whereas the stable manifold leads toward the periodic orbit as time flows forward.
The equations of motion for the PCR3BP are Hamiltonian and time independent, so there exists the following energy integral
The phase space of the PCR3BP may be divided into regions of possible and forbidden motion based on this energy [36] . There are five possible cases, with the first four cases shown in Fig. 3 . Each plot shows the Hill's region, a projection of the energy surface M; e fx; y; _ x; _ yjEx; y; _ x; _ y eg onto configuration space, for a particular energy level. The cases are distinguished by the critical energy fE i g 5 i1 , which represents the energy of a particle at rest at the Lagrange point fL i g spacecraft is greater than E 2 but less than E 3 , it is energetically possible for the spacecraft to move through the manifold tubes from the region surrounding m 2 to an exterior region and vice versa, as shown in Fig. 3c . Furthermore, this energy is important for transfer between manifolds of different PCR3BPs.
B. Controlled Four-Body Model
Optimization is used to refine the initial guess trajectory in a controlled four-body model, minimizing the control effort that translates to a minimized V. The four-body model used here is modeled in the sun-Earth rotating frame, similar to the PCR3BP, with the moon as a perturbation. The control force is denoted by u u x ; u y where u x is the control force in the x direction and u y is the control force in the y direction.
Using the coordinates of the PCR3BP, the x coordinates of the trajectory vary between (0.995, 1.01), whereas the y coordinates vary between 0:006; 0:006. The difference in scale between these numbers can cause problems for the optimization; the convergence improves when both x and y variables hover around the origin [37] . Therefore, a simple change of coordinates shifts the Earth so that it is centered at the origin. In general, the shifted problem converges faster and with smaller constraint residuals than the original problem.
This controlled four-body model describes the dynamics of the sun, Earth, moon, and spacecraft such that the moon rotates around the Earth's center in planar circular motion. Then, the Earth and sun rotate in planar circular motion about their center of mass. As before, the mass of the spacecraft is negligible. Figure 4 shows the geometry of this four-body model. The controlled equations of motion for this model in sun-Earth rotating coordinates are [36] (12) Note that M i , i E; M; S, denotes the body's mass in kilograms. Also, x M and y M represent the x and y positions of the moon as a function of time given by
where t is time, M0 is the initial angle of the moon with respect to the x axis in the sun-Earth rotating frame, a M 2:573 10 3 is the normalized radius of the moon's circular orbit, and ! M 12:369 is the normalized rotation rate of the moon. As noted by Ross [36] , the motion of the three bodies under this model is not dynamically coherent; the motion does not satisfy Newton's laws. However, the model provides an approximation to the real behavior and is effective for this problem.
C. Discrete Mechanics and Optimal Control
To compute a trajectory with minimal fuel consumption, local optimal control techniques are used. DMOC [29, 31] is an optimal control scheme based on a direct discretization of the Lagranged'Alembert principle of the mechanical system. The discretization leads to the forced discrete Euler-Lagrange equations, which are used as optimization constraints for a given objective function. The resulting restricted optimization problem is solved with a sequential quadratic programming (SQP) solver.
Consider a mechanical system to be moved along a curve qt 
for all variations q with q0 qT f 0, where L: TQ ! R is the Lagrangian consisting of the kinetic minus potential energy of the system. For a more thorough treatment of the Lagrange-d'Alembert principle, see, for example, Marsden and Ratiu [38] . The optimal control problem stated in Eqs. (16) and (17) is now transformed into a finite dimensional constrained optimization problem using a global discretization of the states and the controls. The state space TQ is replaced by Q Q and the discretization grid is defined by t ft k khjk 0; . . . ; Ng, Nh T f , where N is a positive integer and h is the step size. The path q: [30, 31] . Similarly, the control path u: 0; T f ! U is replaced by a discrete one. To this end, a refined grid t is generated via a set of control points 0 c 1 < < c s 1 and t ft k' t k c ' hjk 0; . . . ; N 1; ' 1; . . . ; sg. With this notation, the discrete control path is defined to be The discrete Lagrange-d'Alembert principle emerges using an approximation of the action integral in Eq. (17) by a discrete
and discrete forces
where the left and right discrete forces f k now depend on q k ; q k1 ; u k . In the discrete framework, it is necessary to consider discrete paths fq k g N k0 such that, for all variations
In the same manner, an approximation of the objective functional, Eq. (16), generates the discrete objective function J d and discrete cost function C d . The goal of the discrete constrained optimization problem is to minimize the discrete objective function
subject to the constraints
with k 1; . . . ; N 1. Note that D 1 (D 2 ) denotes the derivative with respect to the first (second) argument. The first two constraints require that the initial and final discrete positions match the continuous positions. The third and final constraints are the discrete momentum boundary conditions, and the fourth condition is the forced discrete Euler-Lagrange equation resulting from Eq. (20) . The order of approximation of the discrete Lagrangian and the discrete forces given in Eqs. (18) and (19), respectively, determines the order of convergence of the optimal control scheme. In general, polynomial approximations to the trajectories and numerical quadrature are used to approximate the integrals. Then, the order of the discrete Lagrangian and the discrete forces is given by the order of the quadrature rule in use.
Balancing accuracy and efficiency, the discrete cost function C d , the discrete Lagrangian L d , and the discrete forces are approximated with the midpoint rule, and constant control parameters are assumed on each time interval with l 1 and c 1
Equations (21-26) describe a nonlinear optimization problem with equality constraints, which can be solved by standard optimization methods like SQP. Optionally, inequality constraints on states and controls can be included. In contrast to other direct optimal control methods, DMOC is based on the discretization of the variational principle, Eq. (17), rather than a discretization of the ordinary differential equations. In Ober-Blöbaum et al. [39] , a detailed analysis of DMOC resulting from this discrete variational approach is given. The optimization scheme is symplectic-momentum consistent, that is, the symplectic structure and the momentum maps corresponding to symmetry groups are consistent with the control forces for the discrete solution, independent of the step size h. Thus, the use of DMOC leads to a reasonable approximation to the continuous solution also for large step sizes (i.e., a small number of discretization points). However, other optimal control methods like collocation methods or shooting methods could be used as well (for an overview of these methods, see, e.g., [40, 41] ).
III. Trajectory Design Using Invariant Manifolds
This section focuses on two different methods that use invariant manifolds for trajectory design. Method 1, originally described with different results and cost function in Moore et al. [42] , uses the unstable sun-Earth manifold and the stable Earth-moon manifold and begins with a trajectory designed in the three-body problem before modification in the four-body problem. Method 2 focuses on the stable sun-Earth manifold and the unstable Earth-moon manifold and directly generates a trajectory in the four-body problem.
A. Method 1
To achieve transfer between the Earth and moon using invariant manifolds, the first step is to locate an intersection of the unstable sun-Earth manifold with the stable Earth-moon manifold in which they do not overlap completely. A Poincaré section is used to find this intersection in the sun-Earth rotating frame. As shown in Fig. 5a , the phase of the Earth-moon frame with respect to the sun-Earth frame can be adjusted to identify such an intersection; 100 deg is used here. Note that the manifolds do not intersect at all for 150 deg, whereas for 25 deg, at the intersection, the Earth-moon manifold lies entirely inside the sun-Earth manifold. Both situations are undesirable because they do not facilitate the desired transfer from the Earth to the moon. If the manifolds completely overlap, a trajectory originating in the intersection will flow through the sunEarth manifold, toward and then through the periodic orbit toward exterior space.
Using the Poincaré section, shown on the right-hand side of Fig. 6 , a patch point is selected that falls within the stable manifold of the Earth-moon system and outside of, but very close to, the unstable manifold of the sun-Earth system. From the Poincaré section, the patch point includes x, y, and _ y. The x velocity _ x is selected to ensure that the energy integral at the patch point equals that of the desired manifold. Forward integration of the conditions at the patch point x; y; _ x; _ y leads to a trajectory that flows along the stable Earthmoon manifold and ends in ballistic capture at the moon. Selection of the patch point just outside the sun-Earth invariant manifold guarantees that backward integration will generate a trajectory that flows along the invariant manifold and then bounces off the periodic orbit. To target the Earth, the initial conditions are modified slightly in _ x and _ y. This modification is user dependent and requires much trial and error. First, very small changes are made to _ x and _ y to discern their effects. Gradually, the modifications are fine-tuned until a trajectory that travels within a desired distance of the Earth is found.
The sun-Earth and Earth-moon trajectories are patched together to form a trajectory that begins at the Earth and ends in ballistic capture at the moon. Ballistic capture here is defined to mean that the trajectory orbits the moon at least once within its sphere of influence. Note that, at the patch point, the energy is discontinuous; therefore, a V is necessary to jump from the energy level of the sun-Earth manifold to the energy level of the Earth-moon manifold. For mathematical details about this process, see Koon et al. [20] and Ross [36] . The patched trajectory is shown in Fig. 7 ; it begins in a 135 km radius circular orbit about the Earth and ends in a 11,785 km circular orbit about the moon. An initial thrust of 3227:8 m=s is required to escape Earth orbit along the trajectory, a midcourse V of 60:6 m=s is applied at the patch point, and a final V of 197:8 m=s is required to settle into a permanent circular orbit at the moon.
This trajectory is only valid for the patched three-body problem; therefore, it is necessary to modify it to fulfill the dynamics of the four-body problem. Beginning with the same initial conditions from the patch point, _
x and _ y are modified slightly and integrated using the four-body model. The modification is necessary due to the differences between the dynamics of the PCR3BP and the four-body problem. The patch point is modified differently for the sun-Earth section and the Earth-moon section because of the energy differences between the manifolds of the two systems. Thus, the initial conditions denoted by IC SE and IC EM , respectively, can be expressed as 5 The phase of the Earth-moon line with respect to the sun-Earth line is varied until a suitable intersection of the sun-Earth unstable manifold (computed using the dynamics of the sun-Earth PCR3BP) and Earth-moon stable manifold (computed using the dynamics of the Earth-moon PCR3BP) is found. 
IC SE is integrated backward to generate the sun-Earth portion of the trajectory, and IC EM is integrated forward to generate the Earthmoon portion of the trajectory. Note that the values are adjusted manually until a good trajectory is found: a trajectory that begins and ends at a desired radius about the Earth and moon, respectively. Note that the initial and final momentum values may not be favorable. DMOC adjusts these momentum values according to the specified constraints and cost function during optimization. This trajectory serves as the initial guess for DMOC.
B. Method 2
To design a trajectory valid for the planar four-body problem, the process starts with the unstable Earth-moon manifold and stable sun-Earth manifold. A point IC M is selected on the unstable Earthmoon manifold a desired distance from the moon. If this point is integrated backward in the Earth-moon PCR3BP, the trajectory would flow asymptotically to the periodic orbit. However, when integrated backward in the four-body problem (transformed to sunEarth rotating coordinates), the resulting trajectory Traj M flows from the moon toward, and then through, the Earth-moon L 2 periodic orbit. If the selected initial condition leads to a trajectory that bounces off the periodic orbit, modification of the velocity conditions should lead to the desired trajectory. For this example, such modification was not necessary. Next, another point IC E is selected on the stable sun-Earth manifold some distance from the Earth. IC E is integrated forward along the manifold using the sun-Earth four-body model, generating Traj E . In the sun-Earth PCR3BP, this trajectory would end on the periodic orbit; however, due to four-body perturbations, the trajectory bounces off the periodic orbit and flows back toward the moon's orbit. Figure 8a shows Traj E in Earth-moon rotating coordinates, and Fig. 8b shows Traj E in sun-Earth rotating coordinates.
Next, the intersection of the resulting trajectories in sun-Earth rotating coordinates is located; this is the patch point, shown in Fig. 8c . The conditions of Traj M at the patch point are integrated forward in the four-body problem to create Traj M2 (identical to Traj M , but it flows in the opposite direction, toward the moon instead of away from it). Note that, even though the trajectories intersect in x-y space, they do not actually intersect in time or velocity. The discontinuity in velocity requires an impulsive V. The lack of intersection in time means that the position of the moon, given by Eqs. (13-15) , is different for Traj M and Traj E and requires more consideration. Consequently, the position of the moon at the patch point for Traj M is selected as the initial condition of the moon for both trajectories at the patch point. Because the moon is now in a different position than it was when Traj E was devised, the velocity conditions at the patch point must be modified manually so that, when integrated backward, the resulting trajectory ends near the Earth, as desired. This trajectory is labeled Traj E2 . Figure 8d shows the trajectory combining Traj M2 and Traj E2 joined by an impulsive V at the patch point. This trajectory serves as the initial guess for optimization. In Fig. 8 , the manifolds are labeled such that EM U (EM S ) represents the Earth-moon unstable (stable) manifold, and SE U (SE S ) represents the sun-Earth unstable (stable) manifold.
Although the procedures for methods 1 and 2 appear complex and require a certain amount of user judgement, it is important to remember that the goal is to design a cohesive trajectory from the Earth to the moon. The invariant manifolds provide the main structure the trajectory follows, and modifications of the initial conditions simply fine-tune the trajectory, guiding it to a desired distance from the Earth or moon. As will be seen, if the trajectory begins near the Earth and ends near the moon, it is possible to further fine-tune the details during optimization, enforcing appropriate boundary conditions.
C. Creation of Initial Guess
When creating the initial guess using the two methods described in the preceding section, the nonlinearity of the dynamics poses a problem. Ideally, one step size would be used throughout the trajectory, but this leads to two possible and undesirable scenarios. First, if a medium step size is used, for example, O10
2 , there are not enough nodes near the Earth and moon to accurately capture the dynamics, and general accuracy and numerical problems arise. On the other hand, if a sufficiently small step size is used, for example, O10
5 , there are too many nodes leading to unreasonable computation time and memory problems. To solve this problem, the trajectory is broken into sections of different step size. For example, five sections are used for the initial guess found with method 1. Selecting the step size and number of nodes is an iterative, manual process that is repeated until a sufficiently accurate trajectory is produced. The variation in step size is accommodated in DMOC by supplying h as a vector h k , containing the step size at each node.
There are other approaches for designing the step size profile. For example, Betts and Huffman [43] describe an automated process for designing the time grid such that discretization errors in the solution are reduced. Moore et al. [44] compare Betts and Huffman's approach [43] with a similar method that aims to reduce discretization errors in the energy evolution and also examines the use of time adaptive variational integrators to generate an initial guess with continuous, variable step size profile.
The initial guess (IG) trajectories are plotted in Fig. 9 . Two initial guess trajectories are created using each method: IG1 and IG2 are created using method 1, whereas IG3 and IG4 are created using method 2. Note that IG3 and IG4 take roughly half the time to reach the moon compared with IG1 and IG2, and the final position of the moon is different for each trajectory. IG1 and IG2 are very similar except that IG1 ends at the first encounter with the moon. IG2 first loops around the moon (ballistic capture) and then continues until the spacecraft encounters the moon a second time. IG3 and IG4 differ most in the location of the patch point. In Fig. 9b , notice the strong kink in IG4; this is at the patch point. There is a larger discontinuity in velocity than at IG3's patch point. Table 1 displays the trajectory details, including initial distance from the Earth, denoted d EO , final distance from the moon d MO , the total V, which is broken into V E (the V necessary to leave circular Earth orbit), V M (the V necessary to inject the spacecraft into a circular orbit at the moon), V traj (the V applied throughout the trajectory, concentrated at the patch point for the initial guess), and the number of nodes. All four initial guesses begin within 500 km of the Earth, but they end at varying distances from the moon: 2614 km for IG1, 249 km for IG2, 685 km for IG3, and 267 km for IG4. Also, at 8683 and 9250 m=s, V E is much larger for IG3 and IG4. Additionally, the impulsive V traj at the patch point is 60, 56, 174, and 269 m=s for IG1, IG2, IG3, and IG4, respectively. Note that IG3 and IG4 are quite poor as initial guess trajectories. In particular, V E is very large, and these trajectories will be viable only if optimization brings V E down to the more reasonable values of IG1 and IG2. These different initial guess trajectories will demonstrate the local nature of DMOC as well as the effect different constraints have on the optimal solution.
Note that the number of nodes used for each initial guess is different. As mentioned before, each trajectory is broken into sections of constant step size to accurately capture the dynamics while maintaining a reasonable number of nodes. Smaller step sizes are used near the Earth and moon, whereas larger step sizes are sufficient in regions far from the bodies. IG3 and IG4 use more nodes than IG1 and IG2, even though IG1 and IG2 are longer trajectories. The maximum step size used for IG3 and IG4 is 0.001, whereas the maximum step size used for IG1 and IG2 is 0.005. The maximum step size is used in the middle portion of the trajectory, nearly in free space for IG1 and IG2, but closer to the Earth and the moon's orbit for IG3 and IG4. Therefore, the dynamics dictate a smaller maximum step size for IG3 and IG4, leading to more nodes.
Note that, even though the initial guesses have impulsive control applied at the patch point, when supplied to DMOC, the control force is assumed to be zero throughout the trajectory. This allows DMOC to find a solution with a smooth control profile. Because of the local nature of the SQP algorithm, if the impulsive force is included, DMOC returns a control profile with an impulse and much higher V.
IV. Optimization
The optimization procedure begins with the formulation of cost function and constraints. Then, an SQP solver, SNOPT, performs the optimization. A number of optimization results are presented for the initial guesses described previously.
A. Constraints and Objective Function
The next step before the optimization is the formulation of constraints. The primary constraint enforces the system dynamics, requiring that the forced discrete Euler-Lagrange equations, Eq. (25) 
The control force, fq; _ q; u u, consisting of control parameters u x ; u y , represents the control force applied in the x and y direction, respectively, and is included in the forced discrete Euler-Lagrange equations.
In addition to the forced discrete Euler-Lagrange equations, a variety of boundary conditions are enforced, including the initial and final distance from the Earth and moon, respectively, the initial and final radial velocity, and a capture condition at the moon. For each optimization, the initial distance from the Earth is required to be d EO 200 km. The final distance from the moon is different for each optimization, either equaling that of the initial guess or being allowed to vary within some specified range. If the radial velocity is required to be zero, the velocity of the initial (final) node is tangential to the trajectory, which allows the spacecraft to move out of (into) a circular or elliptical orbit using less V. If the final distance from the moon is required to match that of the initial guess, ballistic capture happens naturally. However, if the final altitude is allowed to vary, usually to decrease the final distance from that of the initial condition, ballistic capture may not be maintained by the optimization. As described by Belbruno and Miller [1] , ballistic capture may be enforced with the condition
where _ x N and _ y N are the x-and y-velocity components of the spacecraft at the final node, and _ x M N and _ y M N are the velocity components of the moon at the final node. This equation gives the Keplerian energy with respect to the moon and states that the kinetic energy of the spacecraft relative to the moon at the final node must be less than the gravitational potential energy of the moon. Because of gravitational effects of the Earth and sun, this condition is not enough for permanent capture, but it does generate ballistic capture, as desired.
For each of the four initial guesses, two optimizations are performed with a slightly different set of constraints. Each optimal result is named according to the convention DMOC i j, where i 1; . . . ; 4 is the initial guess number (i 1; 2 correspond to method 1 and i 3; 4 correspond to method 2), and j 1; 2 is the optimization run number. For all the j 1 runs, the final distance from the moon is required to match that of the initial guess, except for DMOC 1-1 which is required to be 500 km instead of the 2615 km of the initial guess. Also, for these trials, the initial and final radial velocity must be zero. For all the j 2 runs, the final distance from the moon is allowed to vary within some range, only the initial radial velocity is zero, and the capture condition is enforced. The constraints for each run are outlined in Table 2 .
The goal of the optimization is to minimize the control effort; correspondingly, the discrete objective function is 
is a vector of length 2N, corresponding to N 1 total discretization points (nodes), and k k denotes the 2 norm. The total V applied throughout the trajectory, based on the control forces computed with DMOC, is given by
where V scales the velocity to units of meters per second. Note that V E and V M are not included in the cost function for several reasons.
The expression for V is not differentiable, leading to numerical problems and convergence issues. Furthermore, the magnitudes of V are much larger than the magnitude of the control effort at any given node, so V E and V M would dominate the optimization if included. For the optimization, an appropriate weighted sum would have to be chosen, where different choices of weights would lead to different optimal solutions. In addition, control effort and V are fundamentally different quantities, and thus should not be summed up in one single objective function. To consider different objective functions simultaneously requires multi-objective optimization (see, e.g., [27] ), which enables the computation of an entire set of Pareto-optimal solutions being optimal compromises between different objective functions. A multi-objective optimization of this problem is out of the scope of this work, but can be considered in the future. The optimization process is performed using SNOPT. The primary advantage of SNOPT is its ability to handle large, sparse, nonlinear programing problems. This problem is large, requiring more than 1000 nodes for basic results. A trajectory with N 1 nodes results in 2N 2 constraints and 8N 2 12N 4 constraint derivatives. Obviously, this is a huge endeavor in terms of memory. Fortuitously, this problem is very sparse; most of the constraint derivatives are zero. SNOPTallows the user to provide analytical expressions for the derivatives, and to store these as sparse matrices, saving a great deal of memory and speeding up the process.
B. Optimization Results
The optimization results for methods 1 and 2 are summarized in Table 3 , and the initial guess and optimal trajectories are shown in Figs. 10 and 11. Each optimal trajectory is different and quite similar to its initial guess, demonstrating the local nature of DMOC and the sensitivity of the results to the initial guess. Most important, V traj is reduced to zero. With the correct initial condition, it travels to the moon using no fuel. Also, both V E and V M are reduced because the radial velocity constraint forces the initial and final (if used) node of the trajectory to be tangent to a circular orbit at the same radius. These impulsive V are included for completeness, but are not explicitly included in the optimization or objective function. Figures 10a and 10d show the optimal trajectories and initial guesses for IG1 and IG2; Figs. 10b and 10e display the trajectory integrated beyond the final node with zero V in the EM rotating frame. As shown in Fig. 10b, DMOC 1-1 is not ballistically captured, even though the initial guess had capture because the final distance at the moon is reduced from 2614 to just 500 km without enforcing capture. For DMOC 1-2, capture is maintained without any additional V. Figure 10c shows the circular orbit at the moon when V M is applied at the final node of the optimal trajectory. Notice that DMOC 1-2 is ballistically captured before the final node, so the trajectory loops around the moon once before entering the permanent circular orbit. As shown in Figs. 10e and 10f , continuation of the trajectory shows that ballistic capture is naturally maintained for both DMOC 2-1 and 2-2, and the application of V M at the final node leads to a permanent circular orbit. Figure 11 shows similar results for the optimal trajectories generated for method 2 initial guesses. Unlike the results shown in Fig. 10 , the different constraints have less of an impact on the optimal results. DMOC 3-1 and 3-2 are very similar, as are DMOC 4-1 and 4-2. All four optimal trajectories naturally maintain ballistic capture at the moon, as shown in Figs. 11b and 11e. Despite unreasonably high values for V E and V M in the initial guesses, the solutions converge to reasonable values of approximately 3:2 km=s for V E and 5-6 km=s for V M . As before, V M applied at the final node injects the spacecraft into a permanent circular orbit.
V. Low Thrust
The lack of control throughout the trajectory means that this is not actually optimal control. DMOC essentially adjusts the boundary conditions until a free transfer is found. These results are interesting nonetheless. Also, as shown in the preceding sections, an impulsive maneuver is still required for permanent capture at the moon. Therefore, this section explores the use of low-thrust propulsion to spiral into an elliptical orbit at the moon.
A. Formulation of Initial Guess
Because this problem focuses on the trajectory behavior near the moon, it is natural to consider the dynamics of the planar four-body problem in the Earth-moon rotating frame. Initially, attempts were made using the same four-body model in sun-Earth rotating coordinates as for the impulsive thrust case, but it quickly proved too difficult to generate the desired initial guess capturing the desired sensitive behavior near the moon. The low-thrust equations of motion describe the motion of the spacecraft controlled with lowthrust parameter given by T T x ; T y , where T x is the thrust applied in the x direction and T y is the thrust applied in the y direction. The thrust T is limited by T max to guarantee that the thrust is achievable with low-thrust propulsion. The model also takes into account the mass consumption as a function of the applied thrust. The equations of motion in Earth-moon rotating coordinates are [5, 36] x 2 _ y @ @x T x m (36) 
x S y S (40) and m S , m E , and m M are the normalized mass of the sun, Earth, and moon, respectively, given by
and
As before, M i , i E; M; S, denotes the body's mass in kilograms, and x S and y S represent the x and y positions of the sun as a function of time given by S ! S t S0 (45) x S a S cos S (46)
where t is time, S0 is the initial angle of the sun with respect to the x axis in the Earth-moon rotating frame, a S 3:8881 10 2 is the normalized radius of the sun's circular orbit, and ! S 0:9251 is the normalized rotation rate of the sun. Note that I LT sp 3000 s is the specific impulse of the low-thrust (LT) thruster, g 0 9:81 m=s 2 is the acceleration due to gravity at sea level, and T max is the maximum allowable thrust; in this case, 0.5 N is used. As before, all of these values are normalized and nondimensional. As for the four-body model with impulsive control, this low-thrust four-body model is also dynamically incoherent, but it is useful nonetheless.
The performance of a low-thrust trajectory is measured based on the fuel mass consumption m p and the mass fraction 
is the difference of the initial and final mass. To determine the mass fraction for an impulsive V,
where I HT sp 300 s is the specific impulse of an impulsive thruster, where HT denotes high thrust, and V i are the impulsive V.
The desired optimal trajectory ends in an elliptical orbit at the moon; therefore, that elliptical orbit is used as a starting point for formulation of the initial guess. First, the conditions x; y; _ x; _ y of an elliptical orbit with eccentricity e 0:65 and desired distance from the moon are integrated backward applying the maximum value of thrust. The goal is to generate a trajectory that spirals out from the initial elliptical orbit, flows through the periodic orbit at L 2 , and travels through the stable Earth-moon manifold toward its intersection with the unstable sun-Earth manifold, the patch point. Two variables may be manually adjusted to achieve this goal: T t , the time at which the low-thrust is turned off, and , the phase angle of the ellipse with respect to the Earth-moon rotating frame's x axis (shown in Fig. 12 ). Experimenting with different values for these variables, the desired trajectory emerges. Figures 13a and 13c show the trajectory in the Earth-moon and sun-Earth rotating frames, respectively, for one set of T t ; values, whereas Figs. 13b and 13d shows the trajectory for a different set of T t ; values. Note that the low-thrust spiral will not be included in the initial guess for optimization; instead, it is fixed.
For this low-thrust trajectory, time t 0 is set at the desired final point of the trajectory near the moon, and time flows backward. This differs from the original case when designing an initial guess in the sun-Earth rotating frame using method 1, for which time t 0 occurs at the patch point. To ensure the same manifold intersection as before, S 0 , the initial angle of the sun with respect to the Earth-moon x axis, is chosen such that M at the patch point equals M 0 from method 1. This is achieved using an iterative process in which a guess is posed for S 0 , the trajectory is integrated backward to the patch point, M is computed, and S 0 is refined. This process continues until M patch point M 0 method 1 < tolerance. When the patch point is reached, an impulsive V is applied and integration continues until the trajectory reaches the Earth. This V may be adjusted until the desired radius at the Earth is reached. The full trajectory is shown in Figs. 13c and 13d in sun-Earth rotating coordinates.
If the initial conditions at the moon are integrated forward with no thrust, the desired elliptical orbit at the moon results. Recall that the majority of the trajectory, except for the small portion near the moon and at the patch point, is achieved using zero thrust. For optimization purposes, the trajectory is reorganized such that it begins at the Earth and ends near the moon. The initial guess ends at the last node before low thrust is applied, one node before T t , excluding the low-thrust spiral toward the moon from the optimization.
Two initial guesses are tested. Both trajectories begin approximately 167 km from the surface of the Earth. IG LT1 requires an impulsive V 68 m=s at the patch point and, with lowthrust spiral, ends in an elliptical orbit with d p 1000 km. The mass fraction for the low-thrust portion of the trajectory is 0.0158, and Fig. 12 Low-thrust spiral with variable parameters T t and . T t marks the transition between no thrust and low thrust, and is the angle of the semimajor axis of the elliptical orbit at the moon with respect to the Earth-moon x axis.
according to Eq. (49), the mass fraction for the impulsive V is 0.0230, giving a total mass fraction of 0.0388. The second initial guess, IG LT2, requires an impulsive V 33 m=s at the patch point and ends in a 100 km elliptical orbit at the moon. The total mass fraction is 0.0356 with 0.0243 for the low-thrust spiral and 0.0113 for the impulsive V.
B. Low-Thrust Optimization
The optimization process differs from that of method 1 and method 2. In particular, the optimized solution should be achievable using only low thrust. As before, the primary constraints are the discrete Euler-Lagrange equations, Eq. (25), derived from the Lagrangian
where r E , r M , and r S are the distance of the spacecraft from the centers of the Earth, moon, and sun, respectively. Because mass is included in the equations of motion, Eq. (38), the discrete mass at each node m k is an optimization variable, and the mass dynamics are enforced by the constraint equation
where T k T 2) The optimization variable is k , and T x;k and T y;k are defined such that the thrust T k j k j is applied in the direction parallel to or opposite the velocity vector
There are problems with both of these options that arise in the computation of the derivatives for the constraint Jacobian. Defining thrust according to option 1, consider the derivative of Eq. 
This derivative is undefined if T x;k T y;k 0, which is allowable. For option 2, since T k j k j is not differentiable when k 0, the derivative of the mass constraint with respect to k also does not exist everywhere. There are possible tricks in the problem setup that avoid these existence problems, but both strategies display poor convergence results. Ultimately, the best results are achieved when the thrust is defined similar to option 2, but with a restriction. Let T k be the control optimization variable such that the thrust is applied in the direction opposite the velocity (this means that the thrust acts to slow the spacecraft) where
where v x;k and v y;k are the velocity in the x and y directions at node k, respectively. The discrete left and right control forces based on this thrust definition are
In summary, the optimization variables are x k , y k , and m k for k 1; . . . ; N and T k for k 1; . . . ; N 1, and the constraints that enforce dynamics are
Because the optimized solution should naturally flow into the lowthrust spiral determined for the initial guess, the mass at the end of the optimized trajectory m N is required to be 1000 kg (the initial mass assumed for the spiral). Additionally, the initial altitude of a circular orbit at the Earth must be d EO 167 km and v r 0 0. To ensure that the spiraling low-thrust portion remains possible, the position and momentum at the final node must match that of the initial guess. Two different objective functions are considered. The first objective function aims to minimize the initial mass (since m N is held fixed at 1000 kg),
The second objective function seeks to minimize the overall control effort, or thrust, initial guesses, IG LT1 and IG LT2, are presented for J d1 , denoted DMOC LT1-1 and DMOC LT2-1, respectively. Only IG LT1 is optimized with J d2 and because the trajectory results, denoted by DMOC LT1-2, are nearly identical to those of J d1 , only the thrust profile and thrust location are shown. Figure 14 shows the optimization results for DMOC LT1-1. The transition from no thrust to low thrust at the moon is shown in Earthmoon rotating coordinates in Fig. 14a. Figures 14c and 14d show the entire trajectory with the location of thrust arcs identified in sunEarth rotating coordinates and Earth-centered inertial coordinates, respectively. If the final conditions at the end of the low-thrust spiral are integrated with no thrust, the trajectory settles into the desired orbit at the moon, shown in moon-centered inertial coordinates in Fig. 14b . Figure 15 shows the same plots for DMOC LT2-1. Figures 16a and 16b show the thrust arcs in sun-Earth rotating coordinates and Earth-centered inertial coordinates for DMOC LT1-2.
The thrust profile for DMOC LT1-1 and the low-thrust spiral are shown in Fig. 17a . The majority of the profile consists of zero thrust, with a small maximum thrust arc applied for about 9.5 h on day 33. Also, the thruster turns on approximately 7 h before reaching the beginning of the low-thrust spiral. This optimal trajectory from Earth to elliptical orbit at the moon requires just 16.87 kg of fuel, giving a total mass fraction of m p =m 0 0:0168. This thrust profile is nearly bang-bang control; the thrust is either off or at the maximum value.
The entire thrust profile for DMOC LT2-1, including low-thrust spiral, is given in Fig. 17b . This thrust profile contains two smaller, continuous thrust arcs. The first arc begins on day 31, rising continuously to a maximum of 0.1 N before decreasing back to zero by day 32. The second thrust arc begins on day 146, reaches a maximum of 0.29 N, and ends approximately 1 day later. The mass fraction for the entire trajectory is m p =m 0 0:0249 and uses just 24.9 kg of fuel. As shown by the similarity of the optimal trajectories in Figs. 14 and 15, the trajectory itself is relatively insensitive to the starting point of the low-thrust spiral. Any differences, though small, are in the location and magnitude of the thrust.
The thrust profile for DMOC LT1-2, excluding the low-thrust spiral, is shown in Fig. 18 . The thrust is continuous, except for the drop off to zero at the final node. The thrust turns on approximately 1 day into the trajectory. The thrust steadily increases to a maximum of 0.0065 N on day 34 and then decreases back to zero on day 79. The thrust is then off until day 113 when it begins to increase to a maximum of 0.016 N, decreases slightly, and increases again to the global maximum of 0.0371 N on day 153 before shutting off. This trajectory requires 17.9 kg of fuel and its total mass fraction is m p =m 0 0:0179. Notice the difference in scale between Figs. 17  and 18 ; the thrust profile resulting from J d2 leads to thrust magnitudes more than an order of magnitude less than those generated by J d1 . Table 4 summarizes the optimization results. The impulsive V at the patch point for the initial guess trajectories is included. However, this metric is meaningless for the low-thrust optimal solutions and is not provided for those results. Note that the mass fraction m p =m 0 includes the optimized thrust from DMOC as well as the low-thrust spiral. Of the three optimal results, DMOC LT1-1 results in the smallest mass fraction and takes 4 days less than DMOC LT2-1. Figure 19 displays the mass throughout the trajectory, including the fuel mass consumed during low-thrust spiral at the end. DMOC LT1-2 requires the highest starting mass. DMOC LT2-1 requires the smallest initial mass, but the low-thrust spiral burns more fuel than the other low-thrust spirals, resulting in the highest mass fraction. Hohmann transfers, respectively. All of these trajectories begin in a 167 km circular Earth orbit and end in a 100 km circular orbit at the moon. The WSB trajectory is very similar to that of Shoot the Moon and produces a low-energy transfer trajectory that connects the weak stability boundaries (closely related to invariant manifolds) of the sun-Earth and Earth-moon systems. Additionally, the Shoot the Moon trajectory presented by Koon et al. [4] is represented by SM. This trajectory begins in a 200 km circular orbit, just like the DMOC solutions, and ends in ballistic capture. The final orbit and V M required to circularize the orbit at the moon are not provided for SM.
VI. Analysis and Comparison
For each trajectory, certain metrics are compared, as done in Belbruno and Miller [1] . First, it is assumed that the launch vehicle provides an injection V equal to that necessary for a Hohmann transfer from that particular altitude orbit. The first four trajectories begin in a 167 km orbit, requiring V H 3:143 km=s to leave Earth orbit using a Hohmann transfer. Any additional V required for injection, denoted V E V H , must be included in the mission V. The DMOC and SM results begin in a 200 km orbit, requiring V H 3:149 km=s for the Hohmann transfer. Next, midcourse V are compared, as denoted by V traj . For the WSB, BP, H, and BE trajectories, it is assumed that the spacecraft is first captured at the moon in an elliptical orbit with eccentricity e 0:95, and periapsis radius r p r M 100 km, where r M is the radius of the moon. The V necessary to enter this elliptical capture orbit is denoted by
where r a is the radius of the orbit at apoapsis and
where r M H and a H are the periapsis and semimajor axis of the Hohmann transfer ellipse, respectively. Finally, V M is necessary to circularize the orbit at the periapsis. The DMOC solutions do not include V C ; they are circularized directly from the final node. The total measure of V performance is given by
All numbers in the table are given in kilometers per second.
As shown by the percent change from the corresponding Hohmann transfer, the DMOC results are at most 19% better than the Hohmann transfer (DMOC 3-1) . Two of the DMOC results, DMOC 1-2 and 2-2, are actually worse than the Hohmann transfer, requiring 7% and 9% more fuel, respectively. Both of these results lack the constraint requiring the radial velocity at the final node to be zero, demonstrating the importance of that constraint. The other DMOC results are competitive with those from the literature. An emphasis on V E and V M for the initial guess or in the optimization may lead to even better results. Table 6 Also note the reduction in flight time for the DMOC solutions compared with the reference solutions. Furthermore, these comparisons exclude the small differences in V E necessary to start on the optimal trajectory. In addition, it should be noted that the optimal trajectories produced here are accurate to second order. For a higher fidelity solution, these solutions could act as initial guesses for a higher order method.
VII. Future Work
The work presented here could be advanced through the use of more accurate models. For example, formulating an initial guess in the three-dimensional CR3BP and then optimizing it with DMOC based on the corresponding Lagrangian dependent on six variables would lead to more accurate and interesting results. Furthermore, the flexibility of DMOC allows for optimization using increasingly complicated models: elliptical orbits instead of circular, realistic inclinations, even ephemeris models. If an ephemeris model is used, the sun, Earth, and moon positions would be formulated as timevarying vectors. The low-thrust work could be improved by considering an optimal thrust direction, instead of simply applying tangential thrust. In that optimized case, it seems reasonable that an even smaller mass fraction would be achievable. Furthermore, rather than fixing T t , the time at which low thrust is turned off, and the phase angle , these could be determined via an additional outer loop parameter optimization.
Because accuracy is of tantamount importance for trajectory design, further exploration of either higher order DMOC or timeadaptive DMOC is warranted. DMOC, as presented here, employs the midpoint rule to approximate the relevant integrals leading to second-order convergence. It is possible to use different quadrature rules to achieve higher levels of accuracy. It would be interesting to explore the effect of different quadrature rules on the solution accuracy and computation time. Furthermore, [45] describes timeadaptive DMOC, an indirect optimization method that adapts the step size according to the function q, dependent upon the state variables. The method is based on a discretization of Hamilton's principle applied to the Lagrangian of the optimal control problem. For certain problems, time-adaptive DMOC produces optimal solutions with smaller errors in both solution and energy evolution. At this time, only problems with q have been tested, but the timedependent Earth-to-moon transfer described here would require q; t. Therefore, it is necessary to determine whether q; t is valid for use with time-adaptive DMOC. Such an approach could produce more accurate solutions using less nodes and, consequently, less computation time.
VIII. Conclusions
The combination of dynamical systems theory with discrete mechanics and optimal control (DMOC) facilitates the design of interesting, low-energy trajectories from the Earth to the moon. Two different methods are effective for the creation of initial guess trajectories. The first method uses the invariant manifolds of the sunEarth and Earth-moon planar circular restricted three-body problems (PCR3BP), patching the two three-body systems together to generate a trajectory that begins at the Earth and is ballistically captured at the moon. Slight modification of the velocity at the intersection of the manifolds produces a trajectory valid for the four-body problem. The second method exploits the dynamics directly in the four-body problem, using the invariant manifolds of the PCR3BP as a guide. Next, the initial guess trajectories are optimized using DMOC, removing the impulsive midcourse change in velocity V and reducing the V necessary to leave Earth orbit and to circularize the orbit after the natural ballistic capture at the moon. Comparing the results achieved with different boundary constraints reveals that, when enforcing a final distance at the moon that is different than the initial guess, it is necessary to enforce the capture condition to maintain ballistic capture. Also, requiring the radial velocity to be zero at the endpoints is very important for reducing the V to leave or enter circular orbits at the Earth and moon, respectively. The combination of invariant manifolds and DMOC successfully produces optimized trajectories with impulsive thrust from the Earth to the moon that are competitive with the literature, requiring up to 19% V less than a Hohmann transfer. DMOC is also shown to be very useful for the design of low-thrust trajectories. When compared with trajectories created with shooting methods, the DMOC trajectories demonstrate an improvement of up to 59% in the mass fraction and 22% in travel time. After an impulsive V that sets the spacecraft on a trajectory influenced by the invariant manifolds of the sun-Earth and Earth-moon systems, less than 17 kg of fuel is required to reach an elliptical orbit at the moon.
