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Abstract  
Transient combustion of a single biomass particle in preheated oxygen and nitrogen atmospheres with varying 
concentration of oxygen is investigated numerically. The simulations are rigorously validated against the existing 
experimental data. The unsteady temperature and species concentration fields are calculated in the course of 
transient burning process and the subsequent diffusion of the combustion products into the surrounding gases. 
These numerical results are further post processed to reveal the temporal rates of unsteady entropy generation by 
chemical and transport mechanisms in the gaseous phase of the reactive system. The spatio-temporal evolutions 
of the temperature, major chemical species including CO, CO2, O2, H2 and H2O, and also the local entropy 
generations are presented. It is shown that the homogenous combustion of the products of devolatilisation process 
dominates the temperature and chemical species fields at low concentrations of oxygen. Yet, by oxygen enriching 
of the atmosphere the post-ignition heterogeneous reactions become increasingly more influential. Analysis of the 
total entropy generation shows that the chemical entropy is the most significant source of irreversibility and is 
generated chiefly by the ignition of volatiles. However, thermal entropy continues to be produced well after 
termination of the particle life time through diffusion of the hot gases. It also indicates that increasing the molar 
concentration of oxygen above 21% results in considerable increase in the chemical and thermal entropy 
generation. Nonetheless, further oxygen enrichment has only modest effects upon the thermodynamic 
irreversibilities of the system.  
Keywords: Biomass; Entropy Generation; Single Particle Combustion; Gaseous Transport; Varying gas-phase 
atmosphere. 
Nomenclature 
𝐴 pre-exponential factor, unit vary 𝑅𝑖,𝑐𝑟  chemical production rate for species 𝑖, 
𝑘𝑚𝑜𝑙 𝑚3 ∙ 𝑠⁄  
𝐴𝑝 particle surface area, 𝑚
2 𝑠𝐸 effective area of entropy generation, 𝑚2 
𝑎1, 𝑎2, 𝑎3 constants 𝑠 entropy flux vector 
𝐶𝐷 drag coefficient 𝑠 specific entropy, 𝐽 𝑘𝑚𝑜𝑙 ∙ 𝐾⁄  
𝑐 concentration, 𝑘𝑚𝑜𝑙 𝑚3⁄  𝑠𝑏 Stefan-Boltzman constant, 
5.67032 × 10−8  𝑊 𝑚2 ∙ 𝐾4⁄  
𝑐𝑝 specific heat capacity, 𝐽 𝑘𝑔 ∙ 𝐾⁄  𝑇 temperature, 𝐾 
𝐷𝑖𝑗  binary diffusion coefficient for the 
𝑖 − 𝑗 species pair, 𝑚2 𝑠⁄  
𝑇0 reference temperature, 𝐾 
𝐷𝑇,𝑖 thermal diffusion coefficient for 
the 𝑖𝑡ℎ species, 𝑚2 𝑠⁄  
𝑡 time, 𝑠 
𝐷𝑖  diffusion coefficient of species 𝑖, 
𝑚2 𝑠⁄  
𝑡𝑡 effective time of entropy generation, 𝑠 
𝑑 diameter, 𝑚 𝑢 velocity, 𝑚 𝑠⁄  
𝑒 specific internal energy, 𝐽 ?⃗⃗? velocity vector 
𝐸 entropy generation rate, 𝑊 𝐾⁄  𝑉𝑖⃗⃗⃗ diffusion velocity of the 𝑖
𝑡ℎ species 
𝐸𝑎 active energy, 𝐽 𝑘𝑚𝑜𝑙⁄  𝑉𝑖,𝑐𝑟
′ stoichiometric coefficients of the reactants of 
species i in reaction cr 
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𝐸ℎ rate of entropy generation duo to 
heat transfer, 𝑊 𝐾⁄  
𝑉𝑖,𝑐𝑟
′′ stoichiometric coefficients of the products of 
species i in reaction cr 
𝐸𝑚 rate of entropy generation duo to 
mass transfer, 𝑊 𝐾⁄  
𝑋 mole fraction 
𝐸𝑟  rate of entropy generation duo to 
chemical reactions, 𝑊 𝐾⁄  
𝑌 mass fraction 
𝐸′ average entropy generation rate, 
𝑊 𝐾⁄  
 
𝐹𝑑 drag force, 𝑁 Greek Symbols 
 
𝑓ℎ fraction of heat absorbed by the 
particle 
𝛼 distribution coefficient of volatile in biomass 
𝑓𝑖⃗⃗ body force per unit mass 𝜇 viscosity, 𝑘𝑔 𝑚 ∙ 𝑠⁄  
𝐻𝑟𝑒𝑎𝑐𝑐𝑟  enthalpy of reaction 𝑐𝑟, 𝐽 𝑘𝑚𝑜𝑙⁄  𝜇𝑐 specific chemical potential, 𝐽 𝑘𝑔⁄  
ℎ specific enthalpy, 𝐽 𝑘𝑚𝑜𝑙⁄  𝜇𝑐 Molar chemical potential, 𝐽 𝑚𝑜𝑙⁄  
ℎ𝑓𝑔 latent heat of devolatilization, 
𝐽 𝑘𝑔⁄  
𝜇𝑚 molecular viscosity, 𝑘𝑔 𝑚 ∙ 𝑠⁄  
ℎ′ enthalpy of mixture, , 𝐽 𝑘𝑚𝑜𝑙⁄  𝜆 thermal conductivity, 𝑊 𝑚 ∙ 𝐾⁄  
𝑔𝑥 acceleration gravity, 𝑚 𝑠
2⁄  𝜌 density, 𝑘𝑔 𝑚3⁄  
𝐽𝑖,𝑗  molecular mass flux, 𝑘𝑔 𝑚
3 ∙ 𝑠⁄  𝜔𝑖 rate of species 𝑖 mass production per unit volume 
𝐾 reaction rate, 
𝑘𝑚𝑜𝑙1−(𝑑+𝑒) (𝑚3)1−(𝑑+𝑒) ∙ 𝑠⁄  
𝜀𝑝 particle emissivity 
𝑘𝑎 rate constant of char combustion 
reactions, 𝑘𝑚𝑜𝑙 𝑚3 ∙ 𝑠⁄  
𝜃𝑅 radiation temperature, 𝐾 
𝑘𝑐 thermal conductivity, 𝐾 ∙ 𝑚 𝑊⁄  𝜎 Rate of entropy generation per unit volume, 
𝑊 𝑚3𝐾⁄  
𝑘𝑐𝑟  rate constant of reaction 𝑐𝑟, 
𝑘𝑚𝑜𝑙 𝑚3 ∙ 𝑠⁄  
Φ viscous dissipation 
𝑘𝑑 kinetic rate of devolatilization 
reaction, 𝑠−1 
 
𝐿𝑒 Lewis number Subscripts 
 
𝑀 molecular weight, 𝑘𝑔 𝑘𝑚𝑜𝑙⁄  𝑐𝑟 chemical reaction number 
𝑀 average molecular weight, 
𝑘𝑔 𝑘𝑚𝑜𝑙⁄  
𝑐𝑟′ char reaction number 
𝑚 mass, 𝑘𝑔 𝑖 𝑖𝑡ℎ species 
𝑁 number of chemical species 𝑗 indices: 1,2,…,N 
𝑛𝑐𝑟 number of chemical reactions 𝑔 gas 
𝑁𝑢 Nusselt number 𝑝 particle 
𝑝 pressure, 𝑃𝑎 𝑟𝑔 gaseous reactants 
𝑝0 reference pressure, 𝑃𝑎 𝑋 composition of chemical element H 
𝑄𝑟  internal production rate for thermal 
energy, 𝐽 𝑠⁄  
𝑌 composition of chemical element O 
𝑞𝑗 energy flux 𝑥, 𝑟 coordinates 
?⃗? heat-flux vector Superscripts 
 
𝑞𝑅⃗⃗⃗⃗⃗ radiant heat-flux vector 𝑎𝑖,𝑐𝑟 reaction order of species 𝑖 in reaction 𝑐𝑟 
𝑅𝑒 Reynolds number 𝑏 temperature exponent 
𝑅𝑢 universal gas constant, 𝑘𝑔 𝑘𝑚𝑜𝑙⁄  𝑑 reaction order of related gaseous reactants 
𝑅𝑖  net rate of production of species 𝑖 
due to chemical reactions, 
𝑘𝑔 𝑚3 ∙ 𝑠⁄  
𝑒 reaction order of oxygen 
 
Introduction 
It is well-established that combustion is, by far, the most irreversible process taking place in thermal power 
stations [1][2]. Recent studies of coal fired power stations showed that the exergy efficiency of circulating 
fluidised bed boiler can be lower than 30% [3][4]. This figure clearly reflects the significant role of combustion 
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process in exergetic losses of thermal power generation. Thus, future improvements in power stations are subject 
to obtaining a thorough understanding of the irreversibilities of combustion technologies [5]. The recent emphases 
on low carbon power generation have led to the development of oxy-combustion [6] and a fast growing interest 
in combustion of biomass [7][8].  Combination of these two technologies along with carbon capture and storage 
introduces a potential method of negative carbon emissions in power generation [9]. Practical optimisation of oxy-
combustion of biomass requires examining the thermodynamic irreversibilities associated with burning of biomass 
particles in oxygen enriched atmospheres. This, in turn, calls for accurate simulation of biomass combustion in 
atmospheres with varying concentration of oxygen. Although there exists a large body of literature on oxy-coal 
combustion (see the reviews in Refs. [6][10]) the equivalent studies for biomass are far less frequent. Given the 
high complexities of pulverised biomass combustion, analysing combustion of a single biomass particle is 
expected to better reveal the fundamentals of thermodynamic irreversibilities. Such analysis will be inevitably 
transient and therefore rather distinctive to the conventional second law studies of reactive flows [11].   
The general field of entropy generation in combustion process has already received a considerable attention 
from the scientific community and the subject has been reviewed by different authors, e.g. [5][11][12]. A vast 
majority of the literature in this area has focused on entropy generation in combustion of gaseous fuels under 
premixed or diffusion modes. For conciseness reasons, only those single-phase studies published in the current 
decade (2010’s) are discussed here and readers are referred to Ref. [5] for the review of the earlier works. In a 
series of numerical studies Chen and co-workers investigated entropy generation on opposing jet combustion of 
hydrogen and blends of hydrogen and methane in premixed [13][14] and non-premixed [15] modes. Through 
Lattice-Boltzmann simulations, these authors performed extensive parametric studies and showed that the jet 
Reynolds number is a key parameter characterising the generation of entropy.  In particular, Chen et al. [16] 
asserted that for low Reynolds number the irreversibility associated with chemical reactions is the dominating 
source of entropy generation. However, at high Reynolds number the hydrodynamic irreversibilities become more 
significant.  Emadi and Emami [17] analysed the local generation of entropy in a hydrogen-enriched, turbulent 
non-premixed flame.  Their results revealed that, in general, thermal conduction is the most significant source of 
entropy generation and is followed by that of chemical and mass diffusion processes [17]. However, preheating 
of air resulted in the reduction of thermal irreversibility and maintained the chemical and mass transfer 
irreversibilities unchanged. Hence for combustion with preheated air (at above 750K) chemical irreversibilities 
were reported as the dominant source of entropy generation [17].  On this basis, Emadi and Emami [17] 
recommended preheating as a means of improving the exergetic efficiency of combustion.  More recently, Safer 
et al. [18] simulated non-premixed combustion of syngas in a counter flow configurations. These authors [18] 
calculated the rate of entropy generation for different hydrogen contents in the syngas and showed that hydrogen 
enrichment reduces the irreversibility of the process. Their results also revealed that chemical irreversibilities are 
the most significant source of entropy generation in the investigated flame configuration [18].  
Data collected from direct numerical simulations (DNS) were used by Farran and Chakraborty to evaluate 
entropy generation in turbulent premixed flames [19]. These authors argued that decreasing the global Lewis 
number results in increasing thermal, chemical and mass diffusion irreversibilities. Yet, the regime of turbulent 
premixed combustion was judged insignificant in entropy generation process. Another DNS study of entropy 
generation in premixed flames revealed that increasing the combustor pressure and the extent of exhaust gas 
recirculation intensify the rates of irreversibility [20]. It was also shown that for the low Reynolds numbers the 
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chemical irreversibilities dominate the generation of entropy [20]. Safari and Sheikh [21] conducted a large eddy 
simulation of entropy generation in turbulent non-premixed jet flames. They found that increases in the turbulence 
intensity of the jet leads to higher chemical and thermal irreversibilities in the flame [21]. Entropy generation 
minimisation has been also applied to the design of practical combustors. In a recent study, Arjmandi and Amani 
[22] simulated the generation of entropy and the second law performance of a swirling bluff-body stabilised flame 
in a gas turbine combustor. In a parametric study they investigated the influences of equivalence ratio, fuel-inlet 
flow rate, bluff-body aspect ratio, swirl number, and air-inlet velocity upon the entropy generation and accordingly 
suggested an optimised deign of the combustor [22].  
Entropy generation in single phase combustion has been also extended to microsystems through analysing 
combustion of mixtures of H2 and CO [23] and H2 and CH4 [24] in microchannel and micro-planar configurations. 
Multiple step chemical kinetics was employed in these studies, which revealed that the total entropy generation 
within the system increases by augmenting the inlet velocity of the reactants. They also showed that concentration 
of CO and H2 can significantly affect the share of chemical irreversibility in the total entropy generation. The 
problem of entropy generation in premixed combustion of hydrogen air mixtures in micro-combustors was 
investigated by Jejurkar and Mishra [25]. This study showed that chemical reactions, heat conduction and mass 
diffusion are respectively the most important sources of irreversibilities in premixed, micro combustion [25].  It 
was also demonstrated that combustion irreversibility deceases as the thermal conductivity of the micro-
combustor walls increase [25]. In addition to classical premixed and non-premixed combustion modes, entropy 
generation calculations have been further performed for catalytic partial oxidation of methane [26]. It was shown 
that chemical irreversibilities dominate the rate of entropy generation in catalytic partial oxidation of methane in 
a Swiss-roll reactor [26]. 
Compared to those of single phase, investigations of the second law performance of multiphase combusting 
flows are much less frequent [5].  In an early theoretical study, Puri examined generation of entropy in droplet 
combustion [27].  The optimal size of the droplet and velocity of the surrounding medium was calculated in this 
work [27].  In another pioneering work Dash and Som analysed transient combustion of a single liquid droplet in 
a convective environment [28].  The unsteady governing equations along with a single step chemical reaction 
were investigated numerically in this work [28]. It revealed the distribution of temperature and convection 
coefficients around the circumference of the droplet as well as the history of entropy generation in the course of 
the burning process [28]. This study was later extended to droplet burning in quiescent atmospheres [29]. It was 
demonstrated that the initial temperature ratio of the droplet and the atmosphere and also the initial Damköhler 
number are the key parameters in determining the rate of exergy destruction in droplet combustion [29].  In a 
more recent numerical investigation, entropy generation was evaluated in quasi-steady combustion of a droplet 
[30]. It was shown that entropy generation by thermal and chemical mechanism are quite similar [30]. Further, 
this study indicated that entropy generation rate decreases with increasing ambient temperature and increases with 
the particle diameter [30]. Gas-phase entropy generation in transient combustion of methanol droplets were 
examined theoretically and numerically by Pope et al. [31]. Stationary droplet combustion in a low temperature 
nearly quiescent atmosphere and moving droplet in a preheated atmosphere were investigated [31]. The results 
showed that entropy generation by chemical reaction increases and entropy generation due to heat and mass 
transfer reduces by increasing the initial Reynolds number [31]. In keeping with the findings in single phase 
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combustion flows, Pope et al. [31] showed that comparing to the chemical and thermal irreversibilities, the 
contribution of mass transfer with the total irreversibility is rather small.  
A second law analysis of solid fuel combustion is limited to only few studies on coal and biomass combustion. 
Som et al. [32] implemented an exergy balance through using the results of a numerical analysis of a pulverised 
coal tubular combustor. Mondal et al. [33] developed a model of transport phenomena and entropy generation in 
combustion of a coal particle in quiescent hot gas environment. Due to the stationarity of the particle, spherico-
symmetric governing equations were solved in this work. The effects of coal particle diameter, coal composition 
and the free stream gas phase temperature on temporal variations of process irreversibilities were investigated 
[33]. The exergetic behaviour of a small scale wood-fired fluidised bed burner under steady state was examined 
by Baloyi et al. [34].  This study was primarily focused on the influences of air fuel ratio upon the irreversibility 
of an adiabatic combustor. The authors showed that there is an optimal air fuel ratio, which results in the 
minimisation of the entropy generation [34].   
The preceding survey of literature clearly shows that already there exist in-depth investigations of 
thermodynamic irreversibilities in single-phase, gaseous combustion. Important conclusions have been made 
about these systems. For instance, chemical reactions heat conduction and mass diffusion are respectively 
regarded as the major contributors to entropy generation in premixed flames, while the order of significance is 
different in non-premixed flames [15][19][20][25]. Further, multiple studies have clarified the effects of 
preheating and equivalence ratios in gaseous steady combustion [17][22].  Nevertheless, the equivalent studies in 
multiphase combustion are currently lacking.  This is, particularly, the case for transient combustion of solid fuels, 
which is perhaps due to the complexity of unsteady combustion in burning of solid particles. Further, the rapidly 
growing importance of biomass combustion and the potential interests in oxy-combustion of biomass for carbon 
sequestration have warranted second law investigations of biomass combustion.  
Further to the significant role of direct biomass combustion in the current and future energy systems, 
thermochemical conversion of biomass through gasification is becoming a key technology for syngas and 
hydrogen production [35][36]. In recent years, there has been a rapidly increasing interest in optimising biomass 
gasifiers, see Ref. [36] for a recent review of literature. Amongst other techniques, exergy and entropy generation 
minimisation have been employed to improve the design of biomass gasification systems [37]. Central to 
achieving improved modelling of the second law performance of biomass gasifiers, is obtaining an in-depth 
understanding of transport and entropy generation during gasification of single particles. However, so far, this has 
been hindered by the lack of proper numerical and experimental tools. Since gasification and combustion of 
biomass share a great deal of their fundamentals, numerical simulations developed for combustion can be then 
extended for the analysis of gasification processes [38][39][40]. Development of such extendable numerical model 
provides an important motivation for the current work. To achieve these goals, a detailed numerical study is 
presented for the transient combustion of single biomass particles in preheated O2/N2 atmosphere with varying 
concentration of oxygen. Results of this analysis are subsequently used to investigate different sources of 
irreversibility in both temporal and spatio-temporal senses.   
 
2. Theoretical and numerical methods 
2.1 Problem configuration  
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The current work includes numerical simulations of the experiment of Khatami et al. [41]. In that work, single 
biomass particles were released to a cylindrical reactor with constant wall temperate under quiescent and active 
flow [41]. High speed imaging was used to measure the temperature histories and ignition delay of the biomass 
particle in the preheated and isothermal surrounding atmosphere. In their experiments, Khatami et al. [41] varied 
the chemical composition of the gas atmosphere through introducing different blends of oxygen and nitrogen. 
Here these experiments are simulated. Figure 1 shows the schematic view of the computational domain used in 
the current study. 2D axisymmetric model was used to conduct the numerical simulations. The particle was 
released from the top left corner and the domain could include a uniform flow with the same velocity as the 
experiment. Similar to that in the experiment [41], the walls were maintained at constant temperature.  
 
2.2 Governing equations and assumptions 
The operating conditions correspond to those of Refs. [41], and are shown in Table 1. The following 
assumptions are made throughout this study.  
 The biomass particles are assumed to be spherical in shape with nominal diameter of 80 μm [41]. 
 The gaseous atmosphere is treated as an ideal-gas mixture. 
The computational model simultaneously solves the following conservation equations.   
The conservation of mass: 
𝜕𝜌
𝜕𝑡
+
𝜕
𝜕𝑥
(𝜌𝜐𝑥) +
𝜕
𝜕𝑟
(𝜌𝜐𝑟) +
𝜌𝜐𝑟
𝑟
= 0. 
(1) 
Conservation of momentum reads,  
𝜕(𝜌𝜐𝑥)
𝜕𝑡
+
1
𝑟
𝜕
𝜕𝑥
(𝑟𝜌𝜐𝑥𝜐𝑟) +
1
𝑟
𝜕
𝜕𝑟
(𝑟𝜌𝜐𝑥𝜐𝑟) 
= −
𝜕𝑝
𝜕𝑥
+
1
𝑟
𝜕
𝜕𝑥
[𝑟𝜇𝑚 (2
𝜕𝜐𝑥
𝜕𝑥
−
2
3
(∇ ∙ ?⃗?))] +
1
𝑟
𝜕
𝜕𝑟
[𝑟𝜇𝑚 (
𝜕𝜐𝑥
𝜕𝑟
+
𝜕𝜐𝑟
𝜕𝑥
)] + 𝜌𝑔𝑥 , 
(2𝑎) 
𝜕(𝜌𝜐𝑟)
𝜕𝑡
+
1
𝑟
𝜕
𝜕𝑥
(𝑟𝜌𝜐𝑥𝜐𝑟) +
1
𝑟
𝜕
𝜕𝑟
(𝑟𝜌𝜐𝑟𝜐𝑟) 
= −
𝜕𝑝
𝜕𝑟
+
1
𝑟
𝜕
𝜕𝑥
[𝑟𝜇𝑚 (
𝜕𝜐𝑥
𝜕𝑟
+
𝜕𝜐𝑟
𝜕𝑥
)] +
1
𝑟
𝜕
𝜕𝑟
[𝑟𝜇𝑚 (2
𝜕𝜐𝑟
𝜕𝑟
−
2
3
(∇ ∙ ?⃗?))] 
     −2𝜇𝑚
𝜐𝑟
𝑟2
+
2
3
𝜇𝑚
𝑟
(∇ ∙ ?⃗?). 
 
(2𝑏) 
Balance of energy for the reactive flow is written as [44] [45],   
𝜕(𝜌ℎ′)
𝜕𝑡
+
𝜕(𝜌ℎ′𝑢𝑟)
𝜕𝑟
+
𝜕(𝜌ℎ′𝑢𝑥)
𝜕𝑥
=
𝜕𝑝
𝜕𝑡
−
𝜕𝑞𝑗
𝜕(𝑥, 𝑟)
+ 𝑄𝑟 , 
(3𝑎) 
where  
𝑞𝑗 =
𝑐𝑝
𝜆
[−
𝜕ℎ
𝜕(𝑥, 𝑟)
+ (1 −
1
𝐿𝑒
) ∑ ℎ𝑖
𝜕𝑌𝑖
𝜕(𝑥, 𝑟)
𝑁
𝑖
], 
(3𝑏) 
𝐿𝑒 = −
𝜆
𝜌𝑐𝑝𝐷𝑖
, 
(3𝑐) 
and the conservation of species is expressed by 
𝜕(𝜌𝑌𝑖)
𝜕𝑡
+
𝜕(𝜌𝑌𝑖𝑢𝑟)
𝜕𝑟
+
𝜕(𝜌𝑌𝑖𝑢𝑥)
𝜕𝑥
=
𝜕(𝐽𝑖,𝑗)
𝜕(𝑥, 𝑟)
+ 𝑅𝑖 , 
(4𝑎) 
in which  
𝐽𝑖,𝑗 = −𝜌𝐷𝑖
𝜕𝑌𝑖
𝜕(𝑥, 𝑟)
, 
(4𝑏) 
𝑅𝑖 = 𝑀𝑖 ∑ 𝑅𝑖,𝑐𝑟
𝑛𝑐𝑟
𝑐𝑟=1
, 
(4𝑐) 
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𝑅𝑖,𝑐𝑟 = 𝐾𝑐𝑟(𝑉𝑖,𝑐𝑟
′′ − 𝑉𝑖,𝑐𝑟
′ ) ∏ 𝑐
𝑖
𝑎𝑖,𝑐𝑟 ,
𝑁
𝑖=1
 
(4𝑑) 
𝐾𝑐𝑟 = 𝐴𝑐𝑟𝑇
𝑏𝑐𝑟𝑒𝑥𝑝(−𝐸𝑎,𝑐𝑟/𝑅𝑢𝑇). (4𝑒) 
The ideal gas law for the multicomponent gas is written as   
𝑝 = 𝜌𝑅𝑢𝑇 ∑
𝑌𝑖
𝑀𝑖
𝑁
𝑖
. 
(5) 
 
The unsteady motion of the biomass particle and energy balance was also included in the computational 
model. The transient motion of the particle was modelled by considering the gravitational and aerodynamic lift 
forces through the following equations [42]. The constants 𝑎1, 𝑎2, 𝑎3 are given in Table 2 [43]. It is further noted 
that the gas viscosity appearing in Eq. 6 is calculated on the basis of an ideal gas mixture.  
𝑚𝑝
𝑑𝑢𝑝
𝑑𝑡
= 𝐹𝑑(𝑢𝑔 − 𝑢𝑝) + 𝑔𝑥(𝜌𝑝 − 𝜌), 
(6𝑎) 
𝐹𝑑 =
3𝜇
𝜌𝑝𝑑𝑝2
𝐶𝐷𝑅𝑒𝑝
4
, 
(6𝑏) 
𝑅𝑒𝑝 =
𝜌𝑑𝑝|𝑢𝑝 − 𝑢𝑔|
𝜇𝑔
, 
(6𝑐) 
𝐶𝐷 = 𝑎1 +
𝑎2
𝑅𝑒𝑝
+
𝑎3
𝑅𝑒𝑝2
. (6𝑑) 
 
The balance of energy for the particle is given by the following equation, which takes into account convection 
and radiation heat transfer and also considers phase change of the particle [44][45].  
𝑚𝑝𝑐𝑝,𝑝
𝑑𝑇𝑝
𝑑𝑡
= 𝜋𝑑𝑝𝜆𝑁𝑢(𝑇𝑔 − 𝑇𝑝) + 𝐴𝑝𝜀𝑝𝑠𝑏(𝜃𝑅
4 − 𝑇𝑝
4) +
𝑑𝑚𝑝
𝑑𝑡
ℎ𝑓𝑔 − 𝑓ℎ ∑
𝑑𝑚𝑝
𝑑𝑡
𝐻𝑟𝑒𝑎𝑐
𝑐𝑟′𝑐𝑟′
 
(7𝑎) 
in which the Nusselt number is given by the following equation. 
𝑁𝑢 = 2.0 + 0.6 ∙ 𝑅𝑒𝑝
1 2⁄ ∙ (𝑐𝑝𝜇𝑔 𝜆⁄ )
1 3⁄
. (7𝑏) 
 
In Eq. 7a the term on the left hand side represents the temporal rate of change in the sensible enthalpy of the 
particle. Further, the first and second terms on the right hand side show the heat transfer from the particle by the 
mechanisms of heat convection and radiation. The third term on the right hand side denotes the energy change 
during particle devolatilisation process. The last term on the right hand side represents the fraction of the enthalpy 
of heterogeneous reactions that is absorbed by the particle. In Eq. 7a, 
dmp
dt
 represents the mass changes during the 
devolatilisation and char combustion process respectively, which is coupled automatically by the solver (ANSYS 
Fluent) under DPM model. 
 
2.3 Combustion Model 
Table 3 provides a summary of the characteristics of the biomass particle used in the current investigation. 
Four physicochemical processes were considered during combustion of solid fuel particles. These include 
devolatilisation of the particle, volatile (represented by CHxOy) combustion, char (represented by C(s)) oxidation 
and other gas phase reactions [46]. The particles are heated by the hot surrounding gases and also thermal radiation 
from the walls and consequently they first release their moisture content (drying process). Then volatiles are 
released rapidly (devolatilisation process). In this study, the release of volatiles is described by the single rate 
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model [47]. It is assumed that the rate of devolatilisation is first-order and depends on the amount of volatiles 
remaining in the particle and employs global kinetics [45]. The reaction and its kinetic rate are: 
𝑅1: 𝐵𝑖𝑜𝑚𝑎𝑠𝑠 →  𝛼 𝑉𝑜𝑙𝑎𝑡𝑖𝑙𝑒 + (1 − 𝛼) 𝐶ℎ𝑎𝑟, (8) 
𝑘𝑑 = 𝐴𝑒𝑥𝑝(−𝐸𝑎/𝑅𝑢𝑇). (9) 
where 𝛼 is the distribution coefficient of volatile in biomass. Char formed during devolatilisation process is 
consumed by heterogeneous processes of combustion and gasification. Its combustion yields carbon monoxide 
(CO) and carbon dioxide (CO2). The following heterogeneous reaction are considered here [42][48][49], which 
include the char-H2O reaction.  
𝑅2: 𝐶(𝑠) + 𝑂2 → 𝐶𝑂2, (10) 
𝑅3: 𝐶(𝑠) + 0.5 𝑂2 → 𝐶𝑂, (11) 
𝑅4: 𝐶(𝑠) + 𝐶𝑂2 → 2 𝐶𝑂, (12) 
𝑅5: 𝐶(𝑠) + 𝐻2𝑂 → 𝐻2 +  𝐶𝑂. (13) 
Then, the reaction rate K (kmol/m3s) is defined as 
𝐾 = 𝑘𝑎𝐶𝑐(𝑠)𝐶𝑟𝑔, (14) 
and ka is the reaction rate constant given by the Arrhenius type relation: 
𝑘𝑎 = 𝐴𝑇
𝑏𝑒𝑥𝑝(−𝐸𝑎/𝑅𝑢𝑇). (15) 
Further, 𝐶𝑟𝑔 is the concentration of the gaseous reactant, which is O2 for R2 and R3 and CO2 and H2O for R4 
and R5, respectively.  The detailed chemical species in the volatile are not completely understood yet, owing to 
the complexity of the chemical structure of biomass [50]. It is, therefore, generally treated as a single species 
which varies depending on the type of coal and comprising carbon, hydrogen and oxygen (CHxOy) in a ratio 
determined from the ultimate analysis of coal and biomass in order to simplify the study [44]. For the biomass 
bagasse used in this study, the volatile gas species are represented as CH1.89O0.94. 
The homogeneous reaction related to the volatile is given by 
𝑅6: 𝐶𝐻𝑋𝑂𝑌 + 𝑚 𝑂2 → 𝐶𝑂2 + 𝑛 𝐻2𝑂. (16) 
Thus, equating the numbers of atoms of each element in the reactants to the number in the products gives: 
𝑚 = 1 + 𝑋 4⁄ − 𝑌 2⁄ , 𝑛 = 𝑋 2⁄ , and the oxidation of carbon monoxide (CO) [51] and hydrogen (H2) [52] are 
according to the following homogeneous reaction. 
𝑅7: 𝐶𝑂 + 0.5 𝑂2 → 𝐶𝑂2, (17) 
𝑅8: 𝐻2 + 0.5 𝑂2 →  𝐻2𝑂. (18) 
The reaction rates are given by 
𝐾 = 𝐴𝑇𝑏 exp(− 𝐸𝑎 𝑅𝑢𝑇⁄ )[𝑐𝑅]
𝑑[𝑐𝑜𝑥]
𝑒 . (19) 
Here 𝑐𝑟𝑔 is the concentration of 𝐶𝐻𝑋𝑂𝑌 for R6,  𝐶𝑂 for R7 and 𝐻2 for R8 respectively. Eight chemical reactions 
are considered, in total, and a summary of the kinetics data used in the present combustion modelling and the 
values of d and e are provided in Table 4. 
 
2.4 Numerical scheme 
Figure 1 shows the computational grid, which was generated using ICEM. A grid-independency study was 
carried out and grid densities with 18950, 29925, 37710 and 52680 cells were examined. The simulation results 
based on the four investigated meshes were very close to each other. Thus, in the current study, the grid with 
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29925 cells was chosen. The numerical modelling was conducted using an Euler-Lagrange model. The weighted-
sum-of-grey-gases model (WSGGM), standard k  was used to model turbulence. Further, P-1 radiation 
(spherical harmonic method) [53], single kinetic rate de-volatilisation [47] and multiple-surface-reactions 
combustion model (e.g., char-O2, char-CO2, and char-H2O) [42][48][49] were employed. SIMPLE algorithm was 
implemented for velocity-pressure coupling and simulations were run in ANSYS FLUENT [42].  
 
2.5 Gas-phase entropy generation 
The derivation of entropy generation rate makes use of the governing equations and Gibbs equation [54]. For 
the completeness of the analysis, the major steps of this derivation are summarised in the followings. The Gibbs 
equation for a multi-component gaseous mixture reads 
𝑇𝑑𝑠 = 𝑑𝑒 + 𝑝𝑑 (
1
𝜌
) − ∑ 𝜇𝑐,𝑖𝑑𝑌𝑖
𝑖
. 
(20) 
This equation applies for any differential change in the applicable parameters, therefore one can write, 
𝑇
𝜕𝑠
𝜕𝑡
=
𝜕𝑒
𝜕𝑡
−
𝑝
𝜌2
𝜕𝜌
𝜕𝑡
− ∑ 𝜇𝑐,𝑖̅̅ ̅̅
𝑖
𝜕𝑌𝑖
𝜕𝑡
, 
(21) 
where 𝜇𝑐,𝑖 = 𝜇𝑐,𝑖̅̅ ̅̅ /𝑊𝑖 is the specific chemical potential. 
Substituting the governing equations (1)-(3) into Gibbs equation and multiplying the result by 𝜌 𝑇⁄  renders 
𝜌
𝜕𝑠
𝜕𝑡
= −
1
𝑇
∇ ∙ ?⃗? +
Φ
𝑇
+
𝜌
𝑇
∑ 𝑌𝑖𝑓𝑖⃗⃗
𝑖
∙ 𝑉𝑖⃗⃗⃗ −
1
𝑇
∑ 𝜇𝑐,𝑖
𝑖
[𝜔𝑖 − ∇ ∙ (𝜌𝑌𝑖𝑉𝑖⃗⃗⃗)], 
(22) 
which can be rewritten as 
𝜌
𝜕𝑠
𝜕𝑡
= −∇ ∙ [(
?⃗?
𝑇
) −
1
𝑇
∑ 𝜇𝑐,𝑖𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
] −
?⃗?
𝑇2
∙ ∇𝑇 +
Φ
𝑇
+
𝜌
𝑇
∑ 𝑌𝑖𝑓𝑖⃗⃗
𝑖
∙ 𝑉𝑖⃗⃗⃗
−
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖 +
1
𝑇2
∑ 𝜇𝑐,𝑖𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖𝑖
∙ ∇𝑇 −
1
𝑇
∑ 𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
∙ ∇(𝜇𝑐,𝑖). 
                
 
(23) 
By comparing the equation of change for entropy presented by Hirschfelder et al. [55], Eq. (23) leads to the 
following equations: 
𝑠 = (
?⃗?
𝑇
) −
1
𝑇
∑ 𝜇𝑐,𝑖𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
, 
(24) 
and 
σ = −
?⃗?
𝑇2
∙ ∇𝑇 +
Φ
𝑇
+
𝜌
𝑇
∑ 𝑌𝑖𝑓𝑖⃗⃗ ∙ 𝑉𝑖⃗⃗⃗ −
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖
𝑖𝑖
+
1
𝑇2
∑(𝜇𝑐,𝑖𝜌𝑌𝑖𝑉𝑖⃗⃗⃗) ∙ ∇𝑇
𝑖
−
1
𝑇
∑ 𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
∙ ∇(𝜇𝑐,𝑖). 
(25) 
The preceding equation can be manipulated into a form similar to that given by Carrington and Sun [56]: 
σ = −
?⃗?
𝑇2
∙ ∇𝑇 +
Φ
𝑇
+
1
𝑇
∑ 𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
∙ (𝑓𝑖⃗⃗ +
𝜇𝑐,𝑖
𝑇
∇𝑇 − ∇𝜇𝑐,𝑖) −
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖
𝑖
. 
(26) 
At any given point, the total heat flux ?⃗? can be defined as follows 
?⃗? = 𝑞′⃗⃗⃗⃗ + 𝜌 ∑ 𝑌𝑖𝑉𝑖⃗⃗⃗ℎ𝑖 , 
(27) 
where 𝑞′⃗⃗⃗⃗ = −𝜆∇𝑇 + 𝑅𝑢𝑇 ∑ ∑ (
𝑋𝑗𝐷𝑇,𝑖
𝑀𝑖𝐷𝑖𝑗
)𝑗𝑖 (𝑉𝑖⃗⃗⃗ − 𝑉𝑗⃗⃗⃗) + 𝑞𝑅⃗⃗⃗⃗⃗, 
(28) 
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and contains the components due to heat conduction, thermal radiation and Dufour effect. It should be noted that 
the latter is not considered in the current numerical simulations. Thus, the rate of entropy generation reduces to 
σ = −
?⃗?
𝑇2
∙ ∇𝑇 +
Φ
𝑇
+
1
𝑇
∑ 𝜌𝑌𝑖𝑉𝑖⃗⃗⃗
𝑖
∙ (𝑓𝑖⃗⃗ +
(𝜇𝑐,𝑖 − ℎ𝑖)
𝑇
∇𝑇 − ∇𝜇𝑐,𝑖) −
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖
𝑖
. 
(29) 
It is then assumed that the gas phase is as an ideal-gas mixture and there exists no external forces. Further, 
the viscous dissipation contribution is negligible and also pressure and density gradients are small. These render:       
𝜇𝑐,𝑖 = ℎ𝑖 − 𝑇𝑠𝑖 , (30) 
𝑠𝑖 = 𝑠𝑖
0 + ∫
𝑐𝑝,𝑖
𝑇
𝑑𝑇
𝑇
𝑇0
− 𝑅𝑖𝑙𝑛 (
𝑝
𝑝0
) − 𝑅𝑖𝑙𝑛𝑋𝑖 , 
(31) 
∇𝑋𝑖 = ∑ (
𝑋𝑖𝑋𝑗
𝐷𝑖𝑗
)
𝑁
𝑗=1
𝑗≠𝑖
(𝑉𝑗⃗⃗⃗ − 𝑉𝑖⃗⃗⃗) + ∑ (
𝑋𝑖𝑋𝑗
𝐷𝑖𝑗
)
𝑁
𝑗=1
𝑗≠𝑖
(
𝐷𝑇,𝑗
𝜌𝑗
−
𝐷𝑇,𝑖
𝜌𝑖
) (
∇𝑇
𝑇
). 
(32) 
Combining these equations, the rate of entropy generation takes the form of 
𝜎 =
𝜆
𝑇2
(∇𝑇)2 +
𝜌𝑅𝑢𝐷𝑖𝑚
?̅?
1
𝑋𝑖
(∇𝑋𝑖)
2 +
𝑅𝑢
?̅?𝑇
∑
𝐷𝑇,𝑖
𝑌𝑖
𝑖
∇𝑇 ∙ ∇𝑋𝑖 −
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖
𝑖
. 
(33) 
The terms on the right-hand side of Eq. (33) represent the rate of entropy generation duo to heat transfer, 
mass transfer ( hE ), heat-mass coupling ( mE ) and chemical reactions ( rE ), respectively. 
𝐸ℎ =
𝜆
𝑇2
(∇𝑇)2, 
(34𝑎) 
𝐸𝑚 =
𝜌𝑅𝑢𝐷𝑖𝑚
?̅?
1
𝑋𝑖
(∇𝑋𝑖)
2 +
𝑅𝑢
?̅?𝑇
∑
𝐷𝑇,𝑖
𝑌𝑖
𝑖
∇𝑇 ∙ ∇𝑋𝑖 , 
(34𝑏) 
𝐸𝑟 = −
1
𝑇
∑ 𝜇𝑐,𝑖𝜔𝑖
𝑖
. 
(34𝑐) 
Eq. (33) represents the rate of entropy generation per unit volume. Thus the entropy generation rate for the 
whole system can be found by 
𝐸 = ∫ 𝜎𝑑𝑠𝐸 , 
(35) 
in which 𝑠𝐸 is the effective area of entropy generation and the average entropy generation over the entire course 
of burning process is given by the following relation, 
𝐸′ =
1
𝑡𝑡
∫ 𝐸𝑑𝑡.
𝑡𝑡
0
 
(36) 
The flow data required for entropy generation calculations were extracted from the CFD solver and then post-
processed in MATLAB. 
 
3. Results and discussion   
3.1 Validation  
Figure 2 illustrates a comparison between the current numerical simulations and the experimental 
measurements of Khatami et al. [41] for varying concentrations of oxygen. This includes the ignition delay (Fig. 
2a), the maximum temperature encountered during the transient combustion of biomass particle (Fig. 2b) and the 
particle life time (Fig. 2c). It should be noted that following Refs. [41][57][58], the ignition delay time accounts 
11 
 
for the duration that was commenced with the biomass particle releasing into the drop furnace and terminated at 
the ignition moment. Particle life time shows the time taken from the biomass particle releasing to the extinction 
of the particle. Further, particle maximum temperature is the highest temperature of the particle encountered 
during the course of transient combustion process. In the experimental studies, spectral measurement was used to 
monitor the whole combustion process. The start and end points of the particle combustion were determined by 
the appearance and disappearance of the light emitted from the reactive particle, and the temperature was obtained 
through signals post-processing [59][60]. In accordance with this methodology, in the simulations the ignition and 
extinction moments of the particle were deduced by the start and end points of char combustion reactions (R2 −
R5). Further, the temperature of the particle was tracked under the discrete phase modelling (DPM). 
In Fig.2, the existence of a close agreement between the simulated and measured data is evident.  Further, 
although not shown in here, the outputs of the numerical model were compared against the experimental data 
reported in Refs. [41][57][58]. In total, 81 data points were used for comparison, all resulting in excellent 
agreement with the simulations. Given these, the numerical model is deemed validated.  
3.2 Spatio-temporal evolution of the temperature and concentration fields  
Figure 3 shows the calculated history of mass loss of the particle (Fig. 3a) and its temporal location (Fig. 3b) 
under different concentrations of oxygen. It is clear from Fig. 3a that, the inflection points of the curves divide 
the whole process of particle combustion into two stages: devolatilisation stage and char combustion stage. The 
mass loss of the particle within the first few milliseconds is quite significant, which corresponds to devolatilisation 
stage prior to the particle ignition. Over this stage large molecules are decomposed to lighter gas phase matter and 
are released to the surrounding atmosphere. Figure 3a further shows that ignition of the particle majorly impedes 
the rate of mass loss and for all investigated oxygen concentrations the char burning lose mass much slower than 
the devolatilising ones. Increasing the concentration of oxygen accelerates the combustion process and hence the 
rate of mass loss. However, regardless of the composition of the surrounding atmosphere, most the particle mass 
is lost during the devolatilisation stage. This is to be anticipated as the proximate analysis, shown in Table 3, 
indicates that more than 80% of the particle mass consists of volatiles. Figure 3b indicates that the particle 
kinematics are highly affected by the mass loss. As expected, over the early stage of the particle release it 
accelerates downward. Yet, Fig. 3b shows that the acceleration decreases significantly towards the end of the 
particle life time. This is due to the mass loss of the particle, which has progressively increased the relative 
significance of aerodynamic drag forces in comparison with the gravitational forces. Thus, the particle motion has 
become quite slow just before the completion of transient combustion process.  
Figure 4 depicts the temperature field within the near particle region, specified in Fig. 1, and for different 
moments after release of the particle. In Fig. 4a, the mole fraction of oxygen is 37%. The first part of this figure 
(the left most subfigure) corresponds to 3ms after the release of the particle, which is prior to ignition. As expected, 
the fluid flow, for almost the entire domain, is isothermal and at 1200K. An exception to this is a small area very 
close to the particle. Due to the endothermic devolatilisation process, the temperature has dropped to around 
1100K in the vicinity of the particle. After 5ms the particle has already ignited and passed its peak temperature, 
the location of the particle and the reactive gas around it are completely clear in the second subfigure of Fig. 4a. 
The subsequent two subfigures correspond to the final stage of combustion in which the particle becomes 
exceedingly small and the temperature of the reactive region has decreased. The same qualitative behaviour is 
observed in Fig. 4b for oxygen mole fraction of 77%. In this figure, the temperature of the burning particle after 
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6ms is 2000K. This is subsequent to the ignition and occurrence of the peak temperature. The particle and flow 
temperature drop significantly towards the end of the particle life time. Figure 4b also shows the temperature of 
the domain after the completion of the transient burning process. Importantly, the none-reactive flow at this stage 
still features significant temperature gradients. As will be discussed later, this has major influences upon the 
transient irreversibilities of the process. 
Spatio-temporal distributions of different chemical species have been shown in Figs. 5-8 for oxygen mole 
fraction of 21% and 77%.  Figure 5a depicts the evolution of CO under 21% molar concentration of oxygen, a 
small cloud of CO appears around the particle shortly after the ignition.  As the process continues, the amount of 
CO increases as a result of the progress in R3 and R4 reactions. This is represented by the growth of the cloud of 
CO around the particle. However, at the end of the particle life time (t=21ms), the concentration of CO drops to 
zero. This is due to the conversion of CO to CO2 by reaction R7 and is an indication of the completion of the 
combustion process. For 77% O2 molar concentration, Fig. 5b shows that no CO is generated prior to ignition of 
the biomass particle and similar to that observed in Fig. 5a, after the transient burning there is no CO left in the 
gas atmosphere. It should be noted that as the legend of Fig. 5b indicates the concentration of CO in oxygen 
enriched atmosphere is higher compared to that with 21% of oxygen mole fraction.  
Figure 6 shows the spatio-temporal distribution of CO2 for the two considered concentrations of oxygen. 
Formation of a large amount of CO2 shortly after the ignition is evident in Fig. 6a. This is due to the oxidisation 
of the volatiles, as denoted by the homogenous reaction R6. The subsequent production of carbon dioxide in the 
vicinity of the particle by reactions R2 and R7 is clear in other subfigures of Fig. 6a. These subfigures also show 
the initial cloud of CO2 diffuses out and is partially advected downstream. Notably, it is inferred from Fig. 6a that 
the production of carbon dioxide occurs chiefly by homogenous reactions almost immediately after ignition. This 
finding will be further verified later. At higher mole fraction of oxygen, shown in Fig. 6b, the qualitative trend of 
carbon dioxide generation remains largely unchanged. No CO2 is observed prior to the ignition and the post-
ignition plume of CO2 is advected and diffuses during the transient burning process. However, a comparison 
between Figs. 6a and 6b reveals that under 77% oxygen mole fraction and for the entire combustion process, the 
highest concentration of CO2 within the reactor is situated close to the particle. This is clearly not the case in Fig. 
6a in which the CO2 concentration around the burning particle is considerably smaller than that produced by 
combustion of devolatilisation gases. The disparity can be attributed to the intensification of reaction R2 and also 
R3 + R7 due to higher oxygen concentration. 
Hydrogen production by steam gasification reaction (or water gas reaction) R5 is depicted in Fig. 7. In Fig. 
7a and for 21% mole fraction of oxygen, the formation of hydrogen continues for the first three demonstrated 
snapshots. However, after 17ms the amount of hydrogen has decreased and it has completely disappeared by the 
end of the particle life time. This is because of the oxidation of hydrogen to water vapour by reactions R8. A 
similar trend is observed in Fig. 7b and below 77% mole fraction of oxygen, wherein hydrogen is produced 
throughout most of the burning process but is ultimately totally converted to water. Yet, the transient 
concentrations of hydrogen in Fig.7b are significantly higher than those of Fig. 7a. This increase could be 
attributed to two factors of higher temperature of the gas and water vapour concentration in the vicinity of the 
burning biomass particle. Hotter gas favours the progress of endothermic water gas reaction and boosts hydrogen 
production through reaction R5. At the same time, the added hydrogen results in generation of more water vapour 
by reaction R8, which in turn intensifies reactions R5 and results in depletion of hydrogen.  Another contributor 
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to hydrogen production at higher oxygen concentrations is reaction R6 in which high oxygen concentration leads 
to fast generation of water vapour and hence accelerates reaction R5. 
Production of water vapour has been investigated in further details in Fig. 8. As a consequence of reaction 
R6, gas phase combustion of volatile matters results in the generation of a large amount of water vapour in the 
early stages of the transient combustion. This can be clearly seen in Fig. 8a (for 21% of oxygen mole fraction). 
Further, at the higher oxygen concentration case, shown in Fig. 8b, there is no water vapour prior to ignition, 
while ignition of the particle generates a dense cloud of water vapour. In both low and high oxygen cases, the 
water vapour cloud diffuses towards the surrounding gases and at the same time is advected downstream. This 
behaviour can be clearly seen in Fig. 8a. Nonetheless, the downstream motion of the water vapour cloud is less 
noticeable in Fig. 8b. This could to be related to buoyancy effects, water molecules are lighter than the average 
molecular weight of the atmosphere in both investigated cases. However, by increasing the concentration of 
oxygen the molecular weight of the gaseous atmosphere increases and hence the buoyancy forces acting on the 
water vapour cloud is magnified.  This effect tends to maintain most of the generated water vapour at the top 
section of the reactor in Fig. 8b. 
Figure 9 shows the radial distribution of the mass fraction of oxygen for selected instances of time after 
releasing the particle.  Each graph shows the variations in the mass fraction of oxygen along a radius that initiates 
from the external surface of the particle and penetrates for 1mm into the surrounding gases.  All four different 
concentrations of oxygen have been investigated in Fig. 9. For the lowest concentration of oxygen in Fig. 9a, 
oxygen mass fraction in the vicinity of the particle drops at the moment of ignition (3ms) and continues to decrease 
for the first 6ms before it rises again in the rest of the burning process. This figure shows that particle combustion 
can affect oxygen concentration of the surrounding gas for a maximum radial distance of about 400𝜇𝑚 from the 
external surface of the particle. Increasing the concentration of oxygen in Figs. 9b, 9c and 9d results in the 
following changes. First, the radial extent of oxygen depletion extends significantly. For instance, Fig. 9b shows 
that under 37% mole fraction of oxygen burning can influence the concentration of oxygen up to 800 𝜇𝑚 away 
from the surface. Second, the decrease in the mass fraction of oxygen becomes a lot more pronounced. Figure 9c, 
for instance, shows that mass fraction of oxygen drops from nearly 0.8 far from the particle to almost 0.3 on the 
surface of the particle. However, this value is considerably smaller in Fig. 9a. Given that the mass of particle and 
hence the total amount of fuel is fixed in all investigated cases, this result may seem counterintuitive. However, it 
should be recalled that combustion duration becomes significantly faster under oxygen enriched atmospheres (see 
Fig. 2). Hence, although the total amount of oxygen for complete oxidation of the fuel particle is unchanged, the 
rate of oxygen consumption in Figs. 9b, 9c and 9d is generally higher than that in Fig. 9a.   
Figure 10 shows the temporal evolution of the major chemical species for two different values of oxygen 
mole fraction in the gaseous atmosphere. The very fast release of volatile matters within the first few milliseconds 
of the process is clear in both Figs. 10a and 10b. Ignition is marked by the onset of CO2 and H2O formation, which 
expectedly coincides with the peak point in the volatile formation curve. Immediately after ignition, the 
concentration of volatiles drops sharply, while those of CO2 and H2O increase quickly. Figures 10a and 10b shows 
that in both cases the rate of formation of water vapour and carbon dioxide are almost exactly the same for the 
post ignition period. Nonetheless, for pure oxygen atmosphere, shown in Fig. 10b, the rate of CO2 formation 
exceeds that of H2O after about 1ms.  In both Figs. 10a and 10b formation of CO2 and H2O occurs most rapidly 
while the products of volatilisation are burning and hence the mole fraction of volatiles is non-zero. As soon as 
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the volatiles are totally consumed and the chemical system becomes largely heterogeneous, the rate of CO2 
formation decreases noticeably.  Further, the concentration of H2O starts to decrease, which is due to the 
consumption of H2O by reaction R5. It should be noted that as Fig. 10 depicts, concentration of H2 remains 
negligibly small during the entire burning process and therefore the water generation by oxidation of hydrogen is 
a minor contributor to the total H2O mole fraction. Formation of carbon monoxide starts just before the end of 
volatile burning process and increase towards a maximum value and reduces to zero at the end of the particle life 
time. The reduction of CO life span in pure oxygen (Fig. 10b) in comparison with air (Fig. 10a) is completely 
clear in this figure.  
 
3.3 Entropy generation 
Figures 11 and 12 demonstrate the spatio-temporal evolution of local entropy generation. The thermodynamic 
irreversibility of the process has been divided into three sources of thermal, mass transfer and chemical reactions 
as described by Eqs. 34. Figures 11 and 12 show the spatial distribution of entropy generation by each of these 
sources for selected instances of time and oxygen concentrations in the atmosphere. The horizontal axes of the 
subfigures in these two figures show the radial distance from the reactor centreline and the vertical axes represent 
the downward vertical distance from the particle releasing point.   
Figure 11 shows that for t = 2ms, which corresponds to pre-ignition period, there exist some thermal entropy 
generation due to the endothermic devolatilisation process. Diffusion of the produced gases at this stage has 
resulted in mass transfer irreversibilities, while entropy generation by chemical reactions is zero.  Thus, for pre-
ignition stage the mass transfer irreversibility is the dominant source of entropy generation. After 6ms (the middle 
column in Fig. 11) the combustion process of the particle has progressed to some extent.  It is clear that the region 
over which thermal entropy is generated has increased significantly, while the order of magnitude of this 
irreversibility has remained unchanged in comparison with the pre-ignition period. The spatial distribution of 
thermal irreversibility (Fig. 10d) further shows that there are two sources of thermal entropy generation. One 
situated close to the top of the reactor where volatiles have been released and reacted and the other one is around 
the burning particle. A comparison between Figs. 11b and 11e indicates that the reactor region affected by mass 
transfer has slightly decreased during the process. This is mainly due to the fact that volatile release and 
combustion are limited to a short time after release of the particle. Figures 4 to 8 showed the mass transfer of 
species generated after completion of volatile combustion is rather slow. This results in weakening of the mass 
transfer irreversibility, as depicted by Fig. 11e.  Figure 11f illustrates the distribution of reaction irreversibilities 
at t = 6ms. It is important to note that, in this figure, the entropy generation is stronger than those in Figs. 11e 
and 11d by an order of magnitude. Further, the regions over which chemical entropy is generated are large and 
comparable to those affected by thermal entropy (shown in Fig. 11d). Furthermore, generation of chemical entropy 
is clearly divided into two regions corresponding to the reaction of volatilised gases and the homogenous and 
heterogeneous reactions in the vicinity of the particle.  
As indicated by Fig. 2 for the condition shown in Fig.11 the particle life time is almost 11 milliseconds. 
Figures 11g, 11h and 11k show the distribution of irreversibilities after 20ms when the burning process has 
terminated but the resultant heat and species continue to diffusive and generate entropy. Compared to other 
subfigures, Figs. 11g, 11h and 11k show a larger area of the reactor. Most notably, compared to the earlier time 
at t = 20 ms the numerical values of all sources of entropy generation have decreased massively. This is 
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particularly the case for chemical entropy, shown in Fig.11k, which is essentially zero. Figures 11g and 11h show 
that after completion of combustion the thermal and mass transfer irreversibilities, although smaller in value, 
cover a much larger area of the reactor compared to the earlier times. Increasing the molar concentration of oxygen 
to 77% in Fig. 12 results in no qualitative changes in the spatio-temporal evolution of irreversibilities. However, 
for t=6ms the magnitudes of all sources of entropy generation increased by one order of magnitude in comparison 
with those in the corresponding subfigures in Fig.11.  It also shows that at higher oxygen concentration, chemical 
and thermal entropy generations are stronger in the near particle region.  This is distinctive to that shown in Fig. 
11 wherein the upstream reaction of the volatilisation products and the near particle chemical activities contribute 
almost equally to the thermal and chemical entropy generation.  
Figure 13 shows the temporal variation of the three sources of irreversibilities integrated over the entire 
volume of the reactor. Figures 13a and 13b illustrate the history of entropy generation by the thermal, mass transfer 
and chemical mechanisms for the particle combustion in an atmosphere with 37% mole fraction of oxygen. This 
figure reflects a few important points about the transient entropy generation. First, during the life time of the 
particle the chemical entropy is at least one order of magnitude greater than the heat and mass transfer 
irreversibilities. Second, the maximum chemical and thermal entropy generations, and hence the maximum total 
entropy generation, occur at around the ignition time. Both chemical and thermal entropy generations drop sharply 
after the ignition. Chemical entropy vanishes after the completion of the transient burning process. However, the 
thermal entropy goes up and continues to grow till the end of the investigated period (100ms). This is due to the 
diffusion of heat of combustion into the environment after the completion of the transient combustion process. 
Third, the irreversibility of mass transfer includes two peaks during the particle life time. The first peak 
corresponds to devolatilisation period and is associated with a local peak in thermal entropy and the second peak 
happens shortly after the ignition. This represents the entropy generation due to the diffusion of the chemical 
species generated by the combustion of volatilised gases. Increasing the concentration of oxygen in Figs. 13c and 
13d does not change the qualitative (and to a large extend the quantitative) behaviours observed in Figs. 13a and 
13b.  
The thermal, mass transfer and chemical as well as the total entropy generated during 200 milliseconds after 
the drop of the particle have been shown in Fig.14. This figure clearly shows the chemical entropy is the most 
significant contributor with the irreversibility of the process. The thermal entropy has a value of the same order 
of magnitude as chemical entropy but roughly about three times smaller than that. The mass transfer irreversibility 
is much smaller than the chemical and thermal entropy generation and can be practically ignored. Figure 14 further 
shows that increasing the molar concentration of oxygen from 21% results in a considerable increase in thermal 
and chemical entropy generation and thus significantly intensifies the total entropy generation. Nonetheless, any 
further increase in the oxygen concentration alters the irreversibilities very slightly.   
 
4. Conclusions  
Transient combustion of single biomass particle burning inside a drop-tube furnace and within an 
oxygen/nitrogen atmosphere was simulated numerically. The investigated cases included four different molar 
concentrations of oxygen with a slow downward flow. The numerical simulations were compared favourably 
against the existing experimental results for the maximum particle temperature, ignition delay and particle life 
time. The results were then used to calculate the spatio-temporal evolutions of the temperature and major chemical 
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species for the duration of combustion and beyond. Further, the unsteady local entropy fields generated by thermal, 
mass transfer and chemical irreversibilities inside the reactor were reconstructed.  This was integrated over time 
to predict the total entropy generation. The major findings of this study can be summarised as follows. 
 Homogeneous combustion of devolatilised gases tends to dominate the temperature and chemical species 
concentration at the lowest concentration of oxygen (21% molar basis).  
 For higher oxygen concentrations (37%, 77% and 100%) the post combustion homogenous and 
heterogeneous reactions become increasingly more influential upon the temperature and species 
concentration fields.  
 During pre-ignition period the mass transfer irreversibility is the main source of entropy generation with 
some contributions from thermal entropy. 
 Ignition of the devolatilised gases is the main source of chemical irreversibility and also generates 
significant thermal irreversibilities.  
 Thermal entropy continues to be generated after the termination of the particle life time through diffusion 
of hot gases into the surroundings. 
 Increasing the molar oxygen concentration above 21% results in a sizeable increase in the thermal and 
chemical entropy generation. However, entropy generations for the higher concentrations of oxygen can 
be considered nearly constant. 
 Overall, the chemical entropy appears to be the dominant source of irreversibility in the problem. The 
thermal entropy is the second contributor with a similar order of the magnitude as that of chemical 
entropy and mass transfer irreversibility has a negligibly small contribution.  
It is finally noted that, with minimal modifications, the numerical model developed in this work is applicable 
to the gasification of biomass particles [38, 40].  
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List of Tables: 
 
Table 1 Operating Conditions [41]  
Parameters Values 
Wall Temperature 1400 K 
Temperature of the injected gas 1200 K 
Velocity of the gas at the inlet 4.55 cm/s 
Initial diameter of the particle 80 μm 
Initial temperature of the particle 1200 K 
Initial velocity of the particle 15 cm/s 
 
Table 2: Constant parameters used in Eq. 6, [43]. 
𝐶𝐷 = 𝑎1 +
𝑎2
𝑅𝑒𝑝
+
𝑎3
𝑅𝑒𝑝2
 
𝑎1 = 0, 𝑎2 = 24.0, 𝑎3 = 0 for 𝑅𝑒𝑝 < 0.1 
𝑎1 = 3.69, 𝑎2 = 22.73, 𝑎3 = 0.0903 for 0.1 < 𝑅𝑒𝑝 < 1.0 
𝑎1 = 1.222, 𝑎2 = 29.1667, 𝑎3 = −3.8889 for 1.0 < 𝑅𝑒𝑝 < 10.0 
𝑎1 = 0.6167, 𝑎2 = 46.5, 𝑎3 = −116.67 for 10.0 < 𝑅𝑒𝑝 < 100.0 
𝑎1 = 0.3644, 𝑎2 = 98.33, 𝑎3 = −2778 for 100.0 < 𝑅𝑒𝑝 < 1000.0 
𝑎1 = 0.357, 𝑎2 = 148.62, 𝑎3 = −4.75 × 10
4 for 1000.0 < 𝑅𝑒𝑝 < 5000.0 
𝑎1 = 0.46, 𝑎2 = −490.546, 𝑎3 = 5.787 × 10
5 for 5000.0 < 𝑅𝑒𝑝 < 10000.0 
𝑎1 = 0.5191, 𝑎2 = −1662.5, 𝑎3 = 5.4167 × 10
6 for 10000.0 < 𝑅𝑒𝑝 < 50000.0 
 
 
Table 3: Characteristics of  Bagasse Sugarcane residue [41] 
Proximate analysis ( received) 
Moisture (%) 4.4 
83.9 
7.7 
4.0 
Volatile (%) 
Fixed Carbon (%) 
Ash (%) 
 
Ultimate analysis (dry basis) 
C 44.3 
5.7 
45.5 
0.2 
0.07 
4.2 
 
 
16.3 
H 
O 
N 
S 
Ash 
 
Heating value dry fuel (MJ/kg) 
 
 
Table 4 Kinetic constants    
Reaction 
NO. 
Kinetic parameters d e 
 
Ref. 
A E (J/kmol) b 
R1 3.12E+05 7.4E+07 - - - [42] 
R2 0.002 7.9E+07 0 - - [42]  
R3 0.052 1.33E+08 0 - - [48]  
R4 4.4 1.62E+08 1 - - [49]  
R5 1.33 1.47E+08 1 - - [49]  
R6 2.119E+11 2.027E+08 - 0.2 1.3 [42]  
R7 1.30E+11 1.26E+08 - 0.5 0.5 [51]  
R8 5.69E+11 1.465E+08 - 1 0.5 [52] 
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Figures: 
 
 
 
 
Fig. 1: Schematic view of the computational 
domain.  
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Fig. 2: Comparison between the simulations and experimental measurements [41], a) ignition delay, b) 
particle maximum temperature, c)  particle life time. 
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Fig. 3: Illustration of a) percentage of particle mass loss, b) particle position, for different concentration of oxygen.  
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Fig.4: Spatio-temporal distribution of gas temperature, (a) 
37% O2 & 63% N2 (3ms, 4ms, 7ms, 11ms), (b) 77%2 O2 & 
23% N2 (3ms, 6ms, 8ms, 12ms). 
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Fig.5: Spatio-temporal distribution of mass fraction of CO, (a) 
21% O2 & 79% N2 (5ms, 9ms, 13ms, 17ms, 21ms), (b) 77%2 O2 
& 23% N2 (5ms, 7ms, 9ms, 11ms, 13ms). 
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Fig.6: Spatio-temporal distribution of mass fraction of CO2, (a) 
21% O2 & 79% N2 (5ms, 9ms, 13ms, 17ms, 21ms), (b) 77%2 O2 
& 23% N2 (5ms, 7ms, 9ms, 11ms, 13ms). 
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Fig.7: Spatio-temporal distribution of mass fraction of H2, (a) 21% 
O2 & 79% N2 (5ms, 9ms, 13ms, 17ms, 21ms), (b) 77%2 O2 & 23% 
N2 (5ms, 7ms, 9ms, 11ms, 13ms). 
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Fig.8: Spatio-temporal distribution of mass fraction of H2O, 
(a) 21% O2 & 79% N2 (5ms, 9ms, 13ms, 17ms, 21ms), (b) 
77%2 O2 & 23% N2 (5ms, 7ms, 9ms, 11ms, 13ms). 
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Fig. 9: distribution of oxygen mass fraction along a horizontal line initiating at the particle centre, a) 21% O2,  b) 37% 
O2,  c) 77% O2,  d)100% O2 . 
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Fig. 10: History of mass-averaged mole fraction of major chemical species a) 21% O2, b) 100% O2. 
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Fig 11: Spatio-temporal evolution of entropy generation rate per unit volume (W/m2K) under for 37% O2 & 67% N2.  
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Fig 12: Spatio-temporal evolution of entropy generation rate per unit volume (W/m2K) under for 77% O2 & 23% N2. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
Fig. 13: History of entropy generation by different irreversibilities, a) & b) 37% O2 & 67% N2, c) & d) 77% O2 & 
23% N2. EH and EM correspond to the left vertical axes and ER to be read from the right axes.  
 
 
 
 
 
 
 
 
 
 
Fig.  14:  Total generation of entropy for varying concentrations of oxygen. 
 
