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 ABSTRACT 
Application and Control Aware Communication Strategies for Transportation and Energy Cyber-Physical Systems  Ehsan Moradi Pari   Cyber–Physical Systems (CPSs) are a generation of engineered systems in which computing, communication, and control components are tightly integrated. Some important application domains of CPS are transportation, energy, and medical systems. The dynamics of CPSs are complex, involving the stochastic nature of communication systems, discrete dynamics of computing systems, and continuous dynamics of control systems. The existence of communication between and among controllers of physical processes is one of the basic characteristics of CPSs. Under this situation, some fundamental questions are: 1) How does the network behavior (communication delay, packet loss, etc.) affect the stability of the system? 2) Under what conditions is a complex system stabilizable? In cases where communication is a component of a control system, scalability of the system becomes a concern. Therefore, one of the first issues to consider is how information about a physical process should be communicated. For example, the timing for sampling and communication is one issue. The traditional approach is to sample the physical process periodically or at predetermined times. An alternative is to sample it when specific events occur. Event-based sampling requires continuous monitoring of the system to decide a sample needs to be communicated. The main contributions of this dissertation in energy cyber-physical system domain are designing and modeling of event-based (on-demand) communication mechanisms. We show that in the problem of tracking a dynamical system over a network, if message generation and communication have correlation with estimation error, the same performance as the periodic sampling and communication method can be reached using a significantly lower rate of data. For more complex CPSs such as vehicle safety systems, additional considerations for the communication component are needed. Communication strategies that enable robust situational awareness are critical for the design of CPSs, in particular for transportation systems. In this dissertation, we utilize the recently introduced concept of model-based communication and propose a new communication strategy to address this need. Our approach to model behavior of remote vehicles mathematically is to describe the small-scale structure of the remote vehicle movement (e.g. braking, accelerating) by a set of dynamic models and represent the large-scale structure (e.g. free following, turning) by coupling these dynamic models together into a Markov chain. Assuming model-based communication approach, a novel stochastic model predictive method is proposed to achieve cruise control goals and investigate the effect of new methodology.  To evaluate the accuracy and robustness of a situational awareness methodology, it is essential to study the mutual effect of the components of a situational awareness 
 subsystem, and their impact on the accuracy of situational awareness. The main components are estimation and networking processes. One possible approach in this task is to produce models that provide a clear view into the dynamics of these two components. These models should integrate continuous physical dynamics, expressed with ordinary differential equations, with the discrete behaviors of communication, expressed with finite automata or Markov chain. In this dissertation, a hybrid automata model is proposed to combine and model both networking and estimation components in a single framework and investigate their interactions. In summary, contributions of this dissertation lie in designing and evaluating methods that utilize knowledge of the physical element of CPSs to optimize the behavior of communication subsystems. Employment of such methods yields significant overall system performance improvement without incurring additional communication deployment costs. 
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1 Introduction and Literature Review 
Cyber–Physical Systems (CPSs) are a generation of engineered systems in which 
computing, communication, and control components are tightly integrated. CPSs consist 
of many heterogeneous and inter-connected sub-systems. The heterogeneity of components 
and the complexity of system dynamics and its interaction with communication and control 
pose many design challenges, requiring a new approach to study and modeling of system 
components. The dynamics of CPSs are complex, involving the stochastic nature of 
communication systems, discrete dynamics of computing systems, and continuous 
dynamics of control systems. In this work we focus on modeling some example CPSs, and 
then introduce a new approach to communication for such systems. The following are 
examples of complex CPSs and their applications: 
 Effective road traffic control with significantly low congestion and delays, and zero 
fatalities and minimal injuries in traffic accidents. 
 Effective power grids with real-time cooperative control of protection devices that 
facilitate blackout-free electricity generation and distribution. 
 Critical physical infrastructures that call for preventive maintenance.  
 Energy-aware buildings. 
 Highly automated manufacturing systems. 
In this dissertation we study how the communication subsystems should be configured to 
achieve significant overall system performance improvement without incurring additional 
communication deployment costs. The challenges related to traffic control and smart power 
grids; in particular focusing on situational awareness and its associated communication 
approaches are investigated. The impacts of communication component on situational 
awareness and performance of different physical processes are studied and new approaches 
to enhance the existing methodologies are introduced. Note that the more accurate the 
situational awareness is, the better the performance of physical process and actuators would 
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be. This chapter is divided into four sections. Section 1.1 discusses the literature and 
challenges of creating situational awareness in smart power grids. Literature review and 
introduction to smart transportation CPS are presented in section 1.2. Section 1.3 is 
dedicated to the challenges of modeling CPS. Organization of the dissertation is discussed 
in section 1.4. 
1.1 Communication Approaches for Cyber-Physical Energy Systems 
The application of communication technologies in power systems is viewed as the enabling 
factor for smart-grid [1][2]. Realizing the benefits of such technology integration requires 
new control mechanisms that can take advantage of the possibility of remote/distributed 
sensing and actuation [15][16][18]. Employing such communication based control 
mechanisms will inevitably couple the performance of the overall system to the 
performance of its cyber (communication and computing) component, as well as the 
physical power systems. This results in a Cyber-Physical Energy System (CPES) with tight 
coupling of communication, control and power system components [1][3]. Such coupling 
is in particular more critical at transient level, where the increased communication load at 
critical events, generated by control and monitoring processes, may hinder the performance 
of the communication network and in turn disrupt the control schemes that rely on it [3][4]. 
For example, a fault in one feeder will trigger a series of messages from many connected 
devices that will observe current increase at different physically related locations. The 
flood of messages will disrupt the underlying communication network and creates the 
possibility of long delays preventing possible protection actions to be taken in time [4]. As 
a result, it is important to study the performance of the communication protocols and 
strategies that are used for distributed or centralized control in smart grid [5]. It must be 
emphasized that the communication issue is mostly relevant when hard real-time actions  
are concerned (at levels related to the transient behavior of circuits); applications that 
purely relate to monitoring smart meters or demand-response applications that can tolerate 
delays of tens of seconds can normally be handled well by existing communication 
strategies.  
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In this dissertation, the issue of designing communication strategies for hard real-time 
monitoring and control in smart power systems is considered. It must be emphasized that 
the communication strategies refer to strategies that describe when and what needs to be 
communicated for real-time applications. The question of how to communicate such data 
is answered by the design of user level power system communication protocols (such as 
Distributed Network Protocol, DNP3, or IEC 61850) and lower level communication 
technology (e.g., TCP/IP/Ethernet, etc.). This study addresses the need for strategies (also 
called mechanisms) that describe how existing or future protocols can be used for efficient 
real-time communication. The real-time efficiency is in particular of interest in this works, 
since it allows significant performance improvement for network control schemes [6]. An 
on-demand communication strategy is introduced as the first contribution of this 
dissertation. This strategy allows real-time tracking of dynamical systems over networks 
that may suffer from loss and excessive delay.  
To evaluate distributed control schemes (which are intrinsically communication based), in 
particular at power system transient levels, it is also important to include the effect of 
communication schemes at transient level analysis. This is the second contribution of this 
approach that builds on the early work in [7]. For this purpose, a new approach is presented 
by providing an embedded simulation environment inside the widespread commercially 
available tool PSCAD. The objective is to build the communication module where transient 
analysis for power systems takes place, i.e. in tools such as PSCAD. By embedding the 
communication module inside PSCAD, synchronization issues in integration of a discrete 
time simulator and a continuous time domain tool are avoided. The possibility to study 
communication vulnerabilities on power systems without going outside PSCAD allows 
power engineer and researchers to quickly convert their current models to the ones that 
consider the issue of communication in detail. For this purpose, a communication model is 
introduced that can be configured to simulate the behavior of several protocols such as 
DNP3 [8]-[10] or IEC 61850 [11]-[13]. 
Figure 1-1 shows the test network considered in our evaluations, which is modeled based 
on the IEEE 13-Node Test Feeder [14]. The communication protocol used to specify how 
communication strategies are implemented is DNP3. To have the best performance of 
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communication module with respect to the number of transmission in PSCAD, different 
rates of transmission for communication strategies feasible under DNP3 and IEC 61850 
are studied. 
 
Figure 1-1  Communication simulation modules (CommSim and Sensor Control Module, SCM) within PSCAD simulation environment, shown in our IEEE 13-node test feeder model. 
Smart grid provides the possibility of integrating new renewable energy sources such as 
solar and wind power [15]. Smart generation, metering of electricity consumption and 
smart control of distribution systems introduces the necessity of communication between 
elements in the system. Therefore, whenever smart grid ideas are being considered for 
electric power system reform [16], it is necessary to investigate communication 
technologies and their impact on power systems [17] ]18[ . As a result, the communication 
component becomes a necessary part of control strategies for critical smart grid 
applications. Examples of such critical applications include emergency control of power 
system [19], protection of the system [20], voltage regulation [21], restoration of power 
[22] and auto-recovery distribution panels ]23[  in all multi agent system architectures as 
well as smart energy management [24].  
One method of investigating the effect of communication on power systems is through 
transient level simulation. Commonly used power simulation tools, like EMTDC/PSCAD, 
work in continuous time domain (though realized through small discrete steps), while most 
communication simulators are designed as discrete event systems. Several recent efforts 
have focused on coupling of these simulators to handle communication in power 
systems ]25[ -[31]. In ]26[  authors propose to address the effect of network by simulating 
the desired network in OPNET ]32[  and employing the resulting traces in power system 
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simulation, to measure the performance of an active distribution power system in presence 
of communication network. To investigate the effect of the communication processes on 
reliability and cascading behavior of a power system, the power grid and 
control/communication systems are coupled in [27]. The authors formulate an optimization 
problem and study the vulnerabilities of control/communication systems by adding new 
constraints to the optimization problem. Hybrid system approach for simulating the 
interaction between the physical and computational elements of a large power system is 
presented in ]28[ . The authors propose a single framework to integrate continuous and 
discrete events instead of using specific tools separately focused on continuous or discrete 
event dynamics. In [29], a power/network co-simulation framework has been proposed, 
which integrates power system dynamics simulator and network simulator using an 
accurate synchronization mechanism outside both simulators.  
Network simulators use different stochastic and deterministic processes to imitate the real 
world communication systems and simulate the communication process as close to reality 
as possible. In coupling a power simulator and a network simulator, a list of communication 
events should be executed jointly with continuous time domain simulation of the power 
system simulator. To deal with this coupling challenges, several methods have been 
proposed in literature [25] ]29[ [30][33]. In [25], authors suggest using federation which will 
have a considerable overhead due to component synchronization issues. It also may lead 
to a mismatch between the real dynamics and interaction, and the simulation as explained 
in [29]. The co-simulation framework proposed in ]29[  is designated to remove the 
accumulating errors by preforming the simulation globally in a discrete event-driven 
manner. Using this method, without the need for defining explicit synchronization points, 
the simulations will be synchronized. A co-simulation platform is proposed in [30] to solve 
the integration issue. The proposed co-simulation platform works on discrete event driven 
conditions. An event scheduler is considered to be a global timing coordinator by checking 
a global event list (power system iteration plus communication network events and their 
timestamps). An improvement to the simulation interfacing issues (synchronization and 
data exchange) is presented in [33], proposing an efficient federation between the agent 
simulators, power system simulators, and communication simulator interfaces.  
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In this study, instead of interfacing a power system simulator and a communication 
simulator, a communication simulator is embedded inside the power system simulator 
(PSCAD). The existing time steps in PSCAD transient power simulator are used and the 
discrete event-based simulation of communication networking module at these time steps 
is synchronized. Thus, the novelty of this work is to couple the communication simulator 
with power system simulation by implementing the network simulator within PSCAD and 
trying to imitate discrete event-based behaviors using PSCAD capabilities. 
1.2 Communication Approaches for Control of Transportation Cyber-Physical Systems 
Cooperative vehicle safety (CVS) systems are examples of intelligent transportation 
systems (ITS) that utilize communication amongst vehicles for the purpose of improving 
safety and efficiency of the transportation network. CVS systems are designed based on 
broadcasting information through a shared channel and providing mechanisms for each 
vehicle to estimate and track the state (e.g., position, speed) of other vehicles. Vehicles 
broadcast their state information in a neighborhood around them as shown in Figure 1-2. 
To implement the CVS applications, vehicles need to have a real-time updated map of their 
neighboring vehicles and predict hazard situations based on that. Such a real-time map 
constitutes the “situational awareness” for these vehicles. CVS systems conceptually rely 
on vehicular communication networks which is based on Dedicated Short Range 
Communication (DSRC) [42] as a means of acquiring real-time situation awareness and 
action coordination.  
 
Figure 1-2  Broadcasting the information in CVS systems. 
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Real time situation awareness component (RTSAC) of cooperative crash avoidance system 
is designated to share information of vehicle and track information of other vehicles 
received from the shared channel. CVS applications use the information received from the 
RTSAC of CVS system. Example CVS applications include automated crash avoidance, 
driver safety warning systems, and coordinated highway platooning of autonomous 
vehicles. The more accurate data RTSAC provides, the more precise safety applications 
perform [43][49].  
Recent research [64][65] on a subset of CVS revealed that tight coupling of the safety 
application and communication component yields a vulnerable system that quickly fails in 
presence of communication issues or excessive application load. As a result, coordinated 
actions for safety purposes are not possible with a high degree of assurance in large scale 
systems. Therefore, there is need for developing control-aware communication strategies. 
An example of such strategies has recently been proposed as “content and model aware 
communication concept” [64][96]. In this study, we use this concept and design a 
framework for model aware communication for cruise control application using stochastic 
hybrid system models. Model-based communication works by communication of models 
that describe situational and control information, instead of delivering raw sensing data 
(Figure 1-3). This is in turn achieved by model-based representation of information using 
modal representation of system dynamics, for example in stochastic hybrid systems (SHS) 
forms.  
The term model-based networked control was introduced in [103][104][105] for the first 
time but in these works the authors propose to perform feedback control by updating the 
model’s state (current values of the system parameters) using the actual values of the plant 
which are sensed by the sensor. In our proposed model-based communication 
methodology, due to stochastic nature of CVS (road topology and human factor), we cannot 
assign a function and preform feedback control and prediction based on that function or 
just update the current values of the underlying functions and synchronizing them. 
Therefore, in this dissertation the model-based communication methodology proposes to 
have dynamic model generation and model transmission through the network according to 
the real-time conditions and situations. 
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Figure 1-3 control-aware model-based communication overview 
1.2.1 Existing work on communication based vehicular systems 
In CVS the RTSAC receives the information from the shared channel and determines the 
map of surrounding vehicles and deliver these information to the application/ control unit. 
The control unit compares the situation to the driver behavior and decides about generating 
relevant warning to the driver. Forward collision warning (FCW) is an example of CVS 
application which is design to assist drivers in prevention from rear-end collision 
[66][67][68]. In FCW warning is issued to the driver, when the distance needed to brake 
and stop the car is more than the distance between rear bumper of the front vehicle and the 
front bumper of the driver’s vehicle.  
In automated driving applications, such as cooperative collision avoidance (CCA), 
platooning and CACC, the control and decision making unit in each vehicle determines the 
desired motion of the vehicle based on information received from the neighboring vehicles 
(and local sensors in many cases). In a way, the received information allows for real-time 
situational awareness, and safe operation of controllers require accurate situational 
awareness. CACC and platooning are both car-following designs with some similar 
challenges. In car platoons the goal is to maintain very close and reasonable distances 
between vehicles (gap control) to increase the number of vehicles on the road while in 
CACC the main objective is to keep a safe distance and provide a comfort ride for 
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passengers. The research in the area of platooning and CACC could be categorize as 
follows: 
 Driver behaviors and interaction with CACC such as when the driver turns the CACC 
on, and what is the driver’s take on the relative distance with the front vehicle in 
different traffic situations. [69][70]. 
 The influence of CACC on traffic such as safety, congestion [71][72]. 
 Design of CACC application [72][73][74][75] 
 Communication requirement and role in efficient CACC and platooning [75][76]. 
 String stability of CACC [77][78]. 
To study different aspects of CVS applications and test them for different real world 
scenarios, it is necessary to mathematically model these algorithms and use the model for 
the purpose of model checking [79][80][81][95]. [79] introduces a formal system 
modelling and verification methodology to study CACC and CCA. The authors propose a 
new hybrid approach to manage intersection when the safety information about the other 
vehicle is not perfect and complete in [81]. Modeling driver behavior in order to be 
considered in the study of CVS system is beneficial [82][83][84]. In [82] authors introduce 
a stochastic-switched autoregressive exogenous (SS-ARX) to imitate drivers behavior in 
lane-change scenario. This method uses different regression models to cover different 
aspects of lane change behavior. 
Estimation and classification of driver behavior is an attractive area of research and several 
applications and approaches are introduced in the literature [85][86][87]. HMM is 
introduced to model driver behavior to the literature in [85]. In [85] authors use HMM to 
break down the driver behavior into different segments and employ Kalman filter at each 
state of HMM to represent the driver behavior related to each segment. [86] introduces a 
framework to study vehicle dynamics and driver behavior. [86] uses HMM to estimate 
driver behavior to observe unknown decisions made by the driver when the vehicle moves 
toward intersection. Coupling Support Vector Machine (SVM) with HMM was introduced 
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in [87] in order to classify drivers as compliant or violating and determine the driver’s 
behavior at the intersection. 
1.3 Modeling Real-Time Situation Awareness Component of Networked Crash Avoidance Systems 
Crash avoidance system (CAS) is one of the most important parts of any autonomous 
driving system. CAS, also called cooperative crash avoidance system, is a flavor of 
automated crash avoidance that relies on cooperation and coordination among vehicles that 
are within a certain range of each other. A solution for real-time situation-awareness in 
systems like CAS is being currently developed under the CVS work and is expected to be 
operational in the near future [40][41]. This dissertation provides a detailed study and 
modeling approaches for this component, which will be a major component of CVS, CAS 
and any networked autonomous driving system. 
Each RTSAC component is composed of two subcomponents, communication and 
estimation. Communication in RTSAC is based on DSRC technology, one of the enabling 
technologies of vehicular ad-hoc networks (VANETs). DSRC uses CSMA/CA (Carrier 
Sense Multiple Access with collision Avoidance) to share the wireless channel among 
neighboring vehicles (up to distances of few hundred meters). The CSMA/CA 
communication protocol specifies how vehicles should coordinate access to the shared 
wireless channel within the transmission range of each other. There are many issues with 
using a shared channel in vehicular broadcast networks; the scalability issue is a well-
known problem and refers to the fact that in crowded networks the total capacity of the 
network tends to zero, failing RTSAC altogether [43]. An important reason for such failure 
is the hidden nodes phenomenon, which happens when two nodes outside transmission 
range of each other transmit simultaneously to nodes in between them. These VANET 
issues will adversely affect the estimation process if the network is not properly managed.  
There are currently several different designs for RTSAC. The original design of [40][41] 
relies on periodic sampling and communication of vehicle state; in [44] an error-dependent 
policy is used to reduce the load of RTSAC on the underlying DSRC network. In [43] an 
error-dependent policy is mixed with a transmission power adaptation scheme to ensure 
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the scalability issue in VANET is avoided as much as possible. Another notable solution 
[48] uses adaptation of the sampling and communication rate to avoid congestion in the 
network. A study of the overall RTSAC or CVS system reveals mutual coupling of the 
communication and estimation processes [45][46], which prevents a straightforward 
solution for the scalability issue. Therefore, modeling the mutual effects of the two 
components of RTSAC is a critical step in designing a high-performance RTSAC system 
[45][46]. Our previous works in [45] [49] have shown that the traditional stochastic models, 
though useful, do not provide enough insight for optimal designs. Mainly due to the fact 
that performance measures are presented in average forms in the above models, hiding 
detailed interaction between components. In this study, we offer a new approach to 
modeling RTSAC components, based on hybrid systems concepts. We use hybrid systems 
to allow for a unified framework that includes all components without excessive 
abstraction of important details. Our objective in presenting this modeling approach is to 
allow study of autonomous crash-avoidance systems or CVS without ignoring the 
communication and estimation processes. The new modeling approach provides the 
capability to jointly and directly examine the effects of the communication and estimation 
processes in one model, for any given vehicle trajectory and network scenario. This allows 
for a significantly better understanding of the system behavior, when compared to the 
method of separately analyzing components and then combining the averaged results [45]. 
Instead of the stochastic Markov-chain model of [49], or the empirical models in [45][47], 
we propose to model the system using techniques drawn from the hybrid automata theory. 
In [50], we presented a preliminary model based on probabilistic timed-automata for the 
networking/communication component of RTSAC. The main reason for approaching 
probabilistic timed-automata is that the communication component can be considered as a 
discrete-event system (DES)[51], because the protocol behind DSRC (i.e., CSMA/CA) 
operates with integer quantities such as countdown timers. Moreover, many events that 
control the behavior of the system operate based on instantaneous events such as sending 
information to other vehicles and sensing the Channel-busy status. The CSMA/CA 
protocol functions based on some state transitions (e.g., between sending data, receiving 
data or sensing and waiting for free channel. The randomness in CSMA/CA is due to 
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random backoff procedure as well as random packet arrival patterns and channel sensing 
results. We employ timed-automata [51][52][53] due to its features and properties in 
modeling distributed computation, presence of timing constraints, and intrinsic 
randomness in CSMA/CA. In [53], the effect of different computer clocks on behavior of 
a distributed application and weakness of timed-automata in modeling these issues are 
investigated. 
Modeling networking/communication protocols using methods outside queuing theory has 
been attempted by several researchers in recent years [54]-[57]. In [54], a probabilistic 
timed-automata model for the IEEE 802.11 protocol is presented and studied for a two-
station case. In this work, two senders contend to broadcast their information, and the 
authors use PRISM model checker to build and verify the model for different measures. In 
[55], authors employ stochastic Petri Net to model, analyze the performance, and study all 
aspects of the IEEE 802.11 medium access control scheme. In [56], the author models the 
IEEE 802.15.4 CSMA/CA protocol (ZigBee) using probabilistic timed-automata due to the 
behavior of this type of model in the presence of dense time, non-determinism, and 
probabilistic choice. PRISM is employed to simulate the model and to check its 
effectiveness. While these models are useful, and have inspired our current work, they 
mainly consider the communication protocol. In the modeling of RTSAC, the 
communication protocol is tightly coupled with and interacts with the estimation process. 
Moreover, the CVS system uses IEEE 802.11 in broadcast mode and in the presence of 
hidden nodes. In this mode senders have no feedback to know whether their transmission 
has been successful or a collision has occurred at some destinations. In this chapter we 
present a model that considers all the above issues using probabilistic timed-automata and 
hybrid automata. 
Our choice of hybrid automata method is also inspired by recent literature on modeling 
cyber-physical systems [58][59][60]. It is generally recommended that Hybrid automata 
(or hybrid systems) modeling seems to be rational for modeling CPS because the physical 
processes could be defined in terms of differential equations, while communication and 
computation could be represented in terms of timed-automata, state machines, data flows, 
discrete events, etc.[61]. 
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In our modeling effort, we employ the estimation process that has been introduced and 
verified in [43][44][46] . This method is currently under test by automotive industry to 
replace the original design of periodic transmission of state information [41]. The unified 
modeling of the components of communication and estimation facilitates a more precise 
and straightforward study of the characteristics and properties of the system, and provides 
an opportunity for separate and mutual performance analysis of each component through 
model checking. To model the communication component, we consider the DSRC 
broadcast network in two scenarios; first we consider the case of all vehicles in being 
transmission range of each other (no hidden node effect) to derive the basic model; we then 
extend the model to cover the hidden node case, which is the prevalent situation in CAS 
and CVS networks. 
1.4 Organization of the Dissertation  
The main contribution of this dissertation is to study and design new methodology and 
mechanisms to enhance the situational awareness and application performance for two 
cases of cyber physical energy and transportation systems.  
In chapter 2 a new on-demand communication mechanism (strategy) is presented that 
describes how power applications should configure the communication subsystems (almost 
agnostically to the underlying communication protocols) to achieve significant 
performance improvement without incurring additional communication deployment costs. 
The on-demand communication mechanism relies on the concept of error-dependent 
communication for tracking dynamical systems over communication networks. Also an 
embedded communication network simulator design that allows integration of 
communication strategies and protocols inside PSCAD transient level power system 
simulator is presented. The integrated simulator models and abstracts commonly used 
communication protocols, such as DNP3, and is used to verify the performance gains of 
on-demand communication strategies, using services of DNP3. 
Chapter 3 presents a systematic approach to study the performance of emerging 
communication based vehicle safety systems. Examples of such systems include FCW and 
Intersection Movement Assist (IMA) applications. To study of the safety application and 
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its underlying communication system we investigate the impact of communication 
uncertainties on a new variation of the FCW algorithm. In this chapter, the impact of 
communication loss and the choice of signal communication logic are examined and 
compared for two different representation of FCW. We study how communication 
uncertainties have effect on the accuracy of safety applications (e.g. FCW and IMA). Based 
on precise study of results it is shown that employing rate adaptation methods (e.g. error 
dependent and network aware error dependent) and in general, communication strategies 
will yield considerable gains in communication or accuracy of tracking and hazard 
detection. Network awareness in communication logic is also demonstrated to be beneficial 
in high communication loss situations. 
In Chapter 4 we present a new communication approach which helps to increase the 
accuracy of situational awareness and performance of safety and automated applications. 
A new design for CACC based on the concept of model-based communication is 
introduced in this chapter. For our proposed design we introduce a new approach for 
modeling driver/vehicle behavior. This approach uses HMM to segmentizes different 
behavior of the underlying function and finds the best ARX representation for each 
segment. We design a new controller for CACC and use the models for prediction. We 
demonstrate the effectiveness of this approach on control of CACC through several 
simulation studies. 
In chapter 5 a new modeling methodology which models both estimation and networking 
components of CVS in a single framework is proposed. We employ Probabilistic Timed-
Automata to model the networking component of CVS; a Hybrid Automata is then used to 
combine and model both networking and estimation components in a single framework. 
This approach enables the ability to simulate different scenarios without any need for field 
implementation. The presented hybrid automata is extended to model the broadcast 
network of CVS in presence of heavy hidden node interference. The model accuracy is 
verified by comparison with proven ns-3 (network simulator 3) simulation models. Chapter 
6 concludes the dissertation and discusses the remaining work and the possible future 
directions for this research. 
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2  Communication Mechanisms for Cyber-Physical Energy Systems 
Advanced and modern communication technology is the enabling factor for distributed 
sensing and control mechanisms that make the promise of smart grid possible. As in many 
complex cyber-physical systems, the communication and control components and the 
physical aspects of the system are tightly coupled. The performance of the communication 
component has a profound effect on the performance of the control systems that manage a 
power system, in particular when transient level behavior of the system is concerned and 
critical applications such as protection are considered. While communication protocols and 
network designs advance in parallel to power systems, the mechanisms and strategies to 
intelligently employ them in power systems is a separate and fundamentally important 
issue, as it enables efficient use of the existing or future communication capabilities for the 
purpose of improved performance in power systems. In this chapter, we present on-demand 
communication mechanisms (strategies) that are model-based and describe how power 
applications should configure the communication subsystems (almost agnostically to the 
underlying communication protocols) to achieve significant performance improvement 
without incurring additional communication deployment costs. The on-demand 
communication mechanisms rely on the concept of error-dependent communication for 
tracking dynamical systems over communication networks. We also present an embedded 
communication network simulator design that allows integration of communication 
strategies and protocols inside PSCAD transient level power system simulator. The 
integrated simulator models and abstracts commonly used communication protocols, such 
as DNP3, and is used to verify the performance gains of on-demand communication 
strategies, using services of DNP3. 
This chapter is divided into three sections. Section 2.1 discusses the system architecture 
and designed communication interface. Communication strategies are presented in section 
2.2. In section 2.3, proposed communication strategies are evaluated.  
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2.1 Embedded Communication Network Simulator 
In this section, the design of the proposed embedded communication simulator is 
described. This will enable us to study communication strategies in the next sections. The 
proposed communication network simulator allows simulating communication behavior 
between power system components in PSCAD. Figure 2-1 shows the schematic overview 
of the design. Application layer and lower levels of communication are designed as 
separate layers of the communication interface in this study. The application layer behavior 
and lower layer of communication are implemented in Sensor Control Modules (SCMs) 
and Comm-Sim Component respectively. The general architecture of the model can be 
observed in Figure 2-2. 
 
Figure 2-1 Communication simulator design within PSCAD; showing how Sensor Control Module (SCM) and Comm-Sim modules are connected. PSCI: power system communication interface, modeling protocols such as DNP3. 
SCMs are designed as typical PSCAD modules and utilize Comm-Modules as means of 
communication (sender and/or receiver). The SCMs represent smart grid modules, whether 
in power generation, transmission or distribution systems, which have the capability of 
sensing, communicating or control. They control the stability and maintain the balance of 
the grid based on the control parameters and other information, which they send or receive 
through the networking channel. 
PSCAD works with continuous time signals, while communication processes are discrete 
and event based. This fact complicates the integration of communication simulation in 
PSCAD. Therefore, the embedded communication modules of SCMs need to initially 
sample the continuous signals, and then packetize them in an asynchronous manner. Since 
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the transmitted data should be interpolated at the receiver side (receiver SCMs), the 
sampling rate must be specified and known at both sides. 
 
Figure 2-2 Communication network architecture coupled with PSCAD continuous time domain. 
In real world implementation of communication networks, sender station transmits its data 
packet according to a predefined communication strategy and protocol. The receiver 
stations follow the same strategy and protocol to decode the received data and rebuild the 
original signal. There are different types of strategies and many different protocols that 
may be used. Here protocols refer to rules that specify how communication is done (e.g., 
TCP/IP, DNP3, etc.), whereas strategy refers to rule governing the time (when) and content 
(what) of communication (e.g., periodic, event based, error-dependent, etc.). These 
definitions are commonly used when communication is used for control purposes, but are 
not standardized or universally used with the same meaning in communication literature. 
Nevertheless, in this study strategies and protocols are separated, for the sake of clarity. 
To model the effect of communication in control loops of an energy system, one can either 
implement or simulate the communication network with all its bit level details, which will 
be prohibitively complex in environments like PSCAD, or use precise abstractions of the 
communication network. Such precise abstract shall maintain the major contributing 
effects of communication networks. At a very simple level, communication may be 
modeled by delay and loss patterns only; however, such models would be too simplistic 
and may not capture all possible interactions of power and communication systems. To 
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avoid the impreciseness of completely abstract models and the complexity of complete 
implementation, this work opts for a method of actually creating the network, but modeling 
individual network components (links, routers, hosts, protocols and strategies) to the 
desired abstraction level.  
Our embedded simulator allows creation of actual networks with components such as links, 
routers and end-hosts, and supports commonly used protocols and strategies. Individual 
links, routers and hosts are allowed to inflict loss or delay patterns on data passing through 
them; hosts also implement communication strategies and protocols that allow modeling 
of power system specific protocols such as DNP3. Hosts are included in the SCM modules 
and the communication network components are simulated in Comm-Sim module between 
sender and receiver SCMs. The Comm-Sim module stores the received packets and 
delivers them to their specific SCMs (destination) based on configurable loss and delay of 
its components. These delays and losses are configured based on the underlying lower level 
communication protocol and technologies (e.g., Ethernet, WiMAX, etc.). In this work, 
DNP3 protocol data formats are considered for higher level SCM communication. 
Schematic overview of communication interface is shown in Fig. 2-2. 
2.1.1 Sensor Control Modules (SCM) 
Sensor Control Modules (SCM) represent the intelligent electronic devices (IEDs) that bear 
the responsibility of communication between different sensing, actuation or control 
elements in a power system. The SCMs simulate the communication interface which has 
been abstracted to two major components in this study, communication protocol and 
communication strategy. The considered communication protocol in this work is DNP3 
which can work over TCP/IP and is widely used in North American power systems; this 
protocol will be explained in more details in next sections. The other component of 
communication interface (strategy) is dependent on the type of control being used and 
mostly addresses the rate of message transmission. The SCM main task is to discretize the 
signal, decide whether to send out a signal value based on communication strategy or not, 
and create the packet to be sent out. Additionally, the SCM at the receiver decodes the 
packet based on the protocol and sends the values to the control component of the system. 
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In PSCAD, simulation assumes continuous-time signals which should be discretized using 
sampling; this sampled signal is zero-order hold of samples of the original signal. The 
sampling rate can be specified by the user based on the dynamics of the system. This 
sampled, but still continuous signal, is wired using Radio Link component between 
communicating elements of the Power System. However, communication is a discrete, 
event based phenomenon which happens just at certain points of time, specified by 
communication strategy. Therefore, in order to emulate the event of send/receive a packet, 
an additional clock signal is used, which has a value of “one” when a packet is 
sent/received, and “zero” otherwise. 
2.1.2 Communication Simulator Module 
SCM, as described previously, simulates application layer of communication. The Lower 
Layer of communication in this study is simulated in Communication Simulator (Comm-
Sim) Module. The schematic overview of this module can be observed in Figure 2-3. 
Comm-Sim Module gives the facility to design different network topologies for the system. 
Comm-Sim Module has two distinct components named Comm-Link and Comm-Router. 
The Comm-Link component models and simulates a Point-to-Point (P2P) communication 
link between any two SCMs. This link is modeled as communication delay and loss, which 
is applied on the packets as part of its functionality. The value chosen for delay can be a 
fixed, random or a delay profile that may be obtained from real networks or from a network 
simulator like NS3 or OPNET. Loss is defined as whether a packet is received at its receiver 
or is lost during the transmission process. Loss decision can be random or a logged profile, 
driven from an actual experiment or from a network simulator. The Comm-Router 
component simulates a simple router, which gives the option to have interconnected SCMs. 
Interconnected SCMs means, one SCM can send to a set of other SCMs connected to the 
Comm-Router or broadcast to all of them. This will give the ability to have more complex 
network topologies in addition to simple P2P connections. 
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Figure 2-3  Comm-Sim module components and how they can be used to have different network topologies. 
2.1.3 Abstracting Commonly Used Protocols 
In addition to lower layer protocols that are simulated in Comm-Sim module, power system 
specific protocols that run in the higher layers of the communication stack (such as DNP3, 
Figure 2-4) need to be modeled and simulated. While DNP3 is selected as a representative 
protocol, due to its dominance in legacy SCADA systems in North America [8][18], the 
simulator design relies on abstracting the behavior of DNP3 rather than emulating all its 
internal interactions. This abstraction helps in reconfiguring the simulator to allow 
simulation of other protocols such as IEC 61850. In the embedded simulator design, the 
idea is to simulate the effect of using DNP3, rather than completely implementing the 
protocol, to avoid unnecessary complexities that do not directly matter in power system 
analysis. For this purpose, the design relies on studies that derive the performance metrics 
of DNP3 [4] to provide meaningful range of parameters in the simulator. 
Simulating a power-system specific communication protocol, such as DNP3, requires 
understanding the effects of using such protocols on communication strategies, and on loss 
and delay patterns. According to DNP3 specifications, DNP3 enabled devices can either 
work in event-driven mode or in non-event-driven mode (i.e., polling based) [8][34][100]. 
The non-event-driven mode of operation requires frequent polling and requires the 
communication to be initiated by the receiver (the master device), and includes at least two 
communication transactions. The event-driven method allows unsolicited messages to be 
sent from slaves based on their determination of when communication is needed. The 
event-driven method provides a lower communication overhead and significantly lower 
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latency, in particular for protection applications. Both these modes of operation are already 
supported by the SCM design, which allows either periodic polling, polling based 
communication, or event-driven communication. The simulation of the two modes of 
operation requires consideration of the communication timing (event-driven, or periodic), 
delay (single or multiple round-trip times) and loss (higher loss probability for method 
involving multiple transactions). 
 
Figure 2-4  All communication layers contributing to latency in DNP3 based communication over TCP/IP or UDP/IP. 
Simulation of the loss and delay patterns requires knowledge of the lower layer 
communication protocols. For example, when TCP/IP is used, instead of UDP/IP, the loss 
is reduced at the cost of increased delay. Such scenarios are simulated by allowing the user 
to choose a few profiles (DNP3/UDP/IP or DNP3/TCP/IP, etc.).  
To properly consider the effect of using a protocol such as DNP3, its internal workings 
should be studied to understand the sources of latency in delivery of information. The work 
in [4] provides a study of the latency of DNP3 based communication. They consider four 
DNP3 functions (Polls of class 0/1/2/3), including integrity poll (sending all data on the 
slave device), exception scan (only responding when data changes), unsolicited response 
(spontaneously sending data out of the slave device) and data change (changing slave data 
according to commands). This work correctly concludes that non-event-driven based 
 22 
communication is too costly and slow for most critical power system applications; it 
recommends that only event-driven mechanism be used. The result of this study provides 
a break-down of the communication latency into components of 1) lower layer 
communication delay (IP and below), 2) Transport protocol below DNP3 (TCP or UDP), 
3) DNP3 Transport/Link Layer, and 4) DNP3 Application layer delays. Table 2-1 shows 
the result from [4]. 
 
It is found in [4] that the overall message delivery latency is dominated by the processing 
delays in the DNP3 stack. The communication delay from TCP layer and below are smaller 
and also mostly from the TCP stack; the use of UDP reduces this figure further. The 
processing delays are known to be directly related to the CPU speed and architecture of the 
embedded computing devices that control the power devices. As a result, the values 
reported in [4] should be accordingly scaled when a different embedded computer is used. 
For this purpose a default computing latency profile is provided for certain CPU speed (300 
MHz) in each outgoing link of a SCM and users are allowed to specify scaling factors.  The 
TCP and lower delays are implemented in Comm-Sim modules according to the used 
communication technology (in most cases the delay will still be much smaller than the 
computing delay for DNP3).  
Another observation from [4] is that the dominant DNP3 processing delay is due to its 
reliability mechanisms (transport/link layers), which are redundant when TCP is used as 
the transport protocol above IP and below DNP3. 
Table 2-1 Delay ratios for components in the message delivery, reported from [4]; CB is circuit breaker.  application delay Transport function delay lower layer delay  DNP3Transport/ Link Layer  TCP  Relay to CB Controller:     17% 63% 14% 6% Report from Relay to Center:      39% 36% 17% 8% Report from CB Controller to Center:          40% 
37% 17% 8% 
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2.2 Modeling and Design of Communication Strategies 
As it was mentioned before, communication under DNP3 and IEC 61850 is possible in two 
modes: 
• Polling based (receiver periodically requests data) 
• Event-driven (reports are generated when needed) 
Therefore, these modes are considered for message generation, and communication 
strategies that build on these modes are studied. 
2.2.1 Periodic Generation of the Information (Periodic Polling) 
In this method, each agent has a sampler, which samples the continuous signal that it wants 
to share with other agents based on a fixed rate of sampling; the samples are then used to 
generate messages at each sample time. Figure 2-5 shows an overview of this system. The 
left hand side shows the sender and the right hand side indicates the receiver. 
 Figure 2-5  Schematic overview of periodic polling strategy (mechanism). 
The simple strategy for transmitting the information at the sender agent is as follows: 
transmission strategy at sender ≔ ൜ transmit sample value at sample pointdo not transmit between sample points 
Other agent’s estimator block is considered in each receiver to reconstruct the original 
signal based on received data. In this method receiver assumes the data to be constant 
between each two received samples. This way, a discretized signal (which can be presented 
to the controllers as a left continuous signal) is generated based on the discrete transmitted 
data. This strategy can be described as follows: 
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reconstruction strategy  ≔ ൜update with new value at sample pointhold the existed value between sample points  
2.2.2 On-Demand Strategy for Event-Driven Communication 
In this mode, communication is only initiated if an event of interest is declared by the 
application. For some applications these events are obvious (like a user request), but for 
many control applications, a signal has to be continuously monitored and a remote or 
distributed controller has to continuously respond to the change in sensed values. This is 
where the on-demand strategy proposed in current work demonstrates its strength. 
Considering such sensing and communication as a problem of tracking a dynamical system 
over a network, an on-demand strategy (also called error-dependent policy [6][44]) is 
proposed for communication. This policy operates by scheduling message generation only 
when the difference between the actual current sensed value and what is perceived as the 
estimated value at remote agents (Remote Estimator data) reaches a certain threshold. This 
notion is shown in Figure 2-6, where a “remote estimator”, in the sender, repeats the same 
process as the estimator that is running at the receivers. In a way the sender simulates 
receiver’s behavior. The sender can at any time read the output of the “remote estimator” 
( )(~ tx ) to know the estimation error (of its own signal, x(t)) at the remote agents. This 
estimation error, calculated as Euclidean norm 2)(~)()( txtxte  , is then used in a message 
generation scheme to decide whether a new message should be sent or not. 
 
Figure 2-6  Block diagram illustrating how error-dependent policy is realized. 
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This decision could simply be based on a )(te  crossing a threshold the  Therefore, the 
transmission strategy, executed in small time steps (at the signal sampling rate), is as 
follows: 




th
th ee(t)
ee(t)tx
 iftransmitnotdo
 if)(transmit:strategyonTransmissi  
2.2.3 Remote Estimator 
Remote estimator uses recent information transmitted through the network to predict the 
next value of the state variable. Therefore, the objective is to build models that are good 
representation of sampled signal, for use in the receiver’s estimator and the sender’s remote 
estimator. 
The only available data in sender are the sampled signal and sampling rate, moreover no 
unique mathematical function can be assigned to these sample values (different types of 
sample values in different senders). Thus, the signal can be assumed as a general time 
varying process. Linear prediction [35][36] is aimed to model the sampled signal because 
it recursively represents sampled signal based on past values of the signal. Since no specific 
type for the input of the system in SCMs is assumed, an auto-regressive model (all poles) 
is applied to fit on the sample values as follows: 
)()2()()( 21 nTtxaTtxaTtxatx n    (2-1) 
where in Eq. 2-1, )(tx is the is the sampled signal at time t  is sampling time, aଵ, aଶ, ⋯ , a୬ 
are coefficients of linear prediction and n indicates the degree of the model. To find the 
best fit on the sample times, two steps should be considered; selecting the model degree 
(n), and predicting the sampled value for time steps ahead based on the coefficients of the 
linear predictor. 
One method of finding the best coefficients for linear prediction model is least square error 
method. Noting that any estimation includes estimation error, for time t-1, Eq. 2-1 is 
rewritten as follows: 
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)())1(()3()2()( 21 TteTntxaTtxaTtxaTtx n    (2-2) 
where in Eq.2-2, ݁(ݐ − ܶ) is the estimation error. A vector representation for Eq.2-2 is 
given by: 
ݔ(ݐ − ܶ) = ்߮(ݐ − ܶ)ߠ + ݁(ݐ − ܶ)  (2-3) 
where ߮ is the data vector, and ߠ is the coefficients vector. The vector ߮ and ߠ are given 
by 
߮(ݐ − ܶ) = ሾݔ(ݐ − 2ܶ)  ݔ(ݐ − 3ܶ) ⋯ ݔ(ݐ − (݊ + 1)ܶ)ሿ்  
ߠ = ሾܽଵ ܽଶ ⋯ ܽ௡ሿ்  
If the sample values are available from ݐ − (݉ + ݊)ܶ to ݐ − ܶ in the remote estimator, Eq.2-
2 can be represented as follows: 
ܺ = ߮ߠ + ݁  (2-4) 
where, 
ܺ = ൦
ݔ(ݐ − ܶ)ݔ(ݐ − 2ܶ)⋮ݔ(ݐ − ݉ܶ)
൪ , ߮ =
ۏێ
ێۍ
்߮(ݐ − ܶ)்߮(ݐ − 2ܶ)⋮்߮(ݐ − ݉ܶ)ےۑ
ۑې , ݁ = ൦
݁(ݐ − ܶ)݁(ݐ − 2ܶ)⋮݁(ݐ − ݉ܶ)
൪  
, and ݉ is the window length. Since Least Square method delivers the best coefficients 
based on minimizing the energy of the estimation error term, and then the following cost 
function is minimized in this method: 
ܬ(ߠ) = ଵଶ ∑ (ݔ(ݐ − ݅ܶ) − ்߮(ݐ − ݅ܶ)ߠ)ଶ௠௜ୀଵ = ଵଶ ሾܺ − ߮ߠሿ்ሾܺ − ߮ߠሿ  (2-5) 
The extremum of the cost function with respect to ߠ should satisfy the following condition: 
డ௃(ఏ)
డఏ = ሾܺ − ߮ߠሿ்ሾ−߮ሿ = 0  (2-6) 
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Since the second derivative of the cost function is positive, the extremum point of the cost 
function is a minimum and the coefficients vector, which satisfies the minimum point 
condition, is given by 
ߠ = (்߮߮)ିଵ்߮ܺ  (2-7) 
In order to predict the next sample value, two models of computation based on availability 
of sample values are proposed. First, straight line (ݔ(ݐ) = ܾଵݐ + ܾଶ) is selected to fit on the 
existing data (the last two samples) and to find the next step value at each sample time 
instance. In the other word, a straight line is used to curve fit on the last two samples and 
predict the next sample. The optimized solution for the line fitting is given by 
ܺ = ൤3ܾଵܶ + ܾଶ2ܾଵܶ + ܾଶ൨ , ߮ = ൤
2ܾଵܶ + ܾଶ ܾଵܶ + ܾଶܾଵܶ + ܾଶ ܾଶ ൨ , ߠ = (்߮߮)ିଵ்߮ܺ = ൤
ܽଵ = 2ܽଶ = −1൨  (2-8) 
Therefore, the coefficients are fixed in this method and the strategy to estimate the next 
value (consider the case that the value at time t should be predicted based on previous 
samples) in remote estimator is given by 
ݔ෤(ݐ) = 2ݔ(ݐ − ܶ) − ݔ(ݐ − 2ܶ)  (2-9) 
Strategy for reconstruction and estimation at the receiver side is given by: 
reconstruction strategy at receiver ≔ ൜ݔ(ݐ) if new value received2ݔ(ݐ − ܶ) − ݔ(ݐ − 2ܶ) Otherwise    
In the second model of computation (control-aware model-based approach), coefficients 
are not fixed and they are calculated at each sample time instance based on the available 
transmitted samples. To calculate the coefficients, model order and window length should 
be determined before the communication process and could be sent through the network to 
let the receiver know about the best estimation that represents the current status of the 
signal. It is obvious that larger window length needs more past sample values and can yield 
more precise estimation. If model degree is chosen too high, over parameterized estimation 
(matrix ்߮ ߮ becomes singular) happens. Therefore, the best strategy to solve this issue is 
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to choose n small enough to have a good estimation. Based on Eq. 2-7, coefficients are 
calculated and the next value is predicted based on the coefficients received over the 
network (last packet content) and previous sample values. The coefficients are not fixed in 
this method and the method of estimation in remote estimator based on the received 
confidents received by the last packet is given by: 
ݔ෤(ݐ) = ܽଵݔ(ݐ − ܶ) + ܽଶݔ(ݐ − 2ܶ) + ⋯ +ܽ௡ݔ(ݐ − ݊ܶ)  (2-10) 
We assume that the model which is considered for the estimation in the remote estimator 
is known in the receiver side thus, the strategy at receiver side is given by 
reconstruction strategy ≔ ൜ ݔ(ݐ) if new value receivedܽଵݔ(ݐ − ܶ) + ⋯ + ܽ௡ݔ(ݐ − ݊ܶ) otherwise  
2.3 Implementation and Evaluation of Communication Strategies 
To investigate the effect of different strategies on communication interface in PSCAD, the 
IEEE 13-node test feeder [14] is considered as the case of study. The test system consists 
of a 0.66MW MOD 2 type wind turbine connected to an induction generator at feeder 675 
and an SCM was designated at the wind turbine as a sender. A storage component with a 
bidirectional converter is connected to feeder 675 [37][38] and is also assumed to have a 
receiver SCM. The converter is designed to work like a switch to change the direction of 
the flow either into the storage component or out of it. The converter compares the wind 
turbine power and the power from the battery and generates a reference current signal, 
which determines the direction of power flow across the converter. The storage component 
is aimed to store the excess wind turbine power and compensate the lack of power when 
the amount of power generated by the wind turbine decreases. 
In order to simulate more complex topologies than a simple unicast (Peer to peer 
connection); Comm-Router is considered in communication interface inside the PSCAD. 
User is able to build different communication links between different SCMs to broadcast 
the data (transmit a data packet to all other SCMs connected to the Comm-Router) as well 
as peer to peer transmission of data between two SMCs.  
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Figure 2-7  Comparison between  two transmission modes (a) transmitted data through the network using periodic polling (20Hz), (b) transmitted data using error-dependent policy with window length=2 and ࢋ࢚ࢎ = ૙. ૙૞, (c) reconstructed data at the receiver for periodic polling, (d) reconstructed data at the receiver using the proposed strategy, (e) performance of periodic polling for transmission rate of 20Hz, (f) performance of error-dependent strategy when window length=2, ࢋ࢚ࢎ = ૙. ૙૞, (g) voltage of the grid for periodic polling with transmission rate of 20Hz, (h) voltage of the grid for error dependent policy with window length=2 and ࢋ࢚ࢎ = ૙. ૙૞. 
20Hz sampling rate is chosen to sample the wind turbine power in the left hand side figures 
of Figure 2-7. Figure 2-7-a indicates the transmitted information of the wind turbine power 
through the communication network and Figure 2-7-c shows reconstructed signal at the 
receiver (based on the received values and holding them until the next sample time). Figure 
2-7-e depicts the performance of the battery according to the transmitted samples from the 
wind turbine through the network to balance the behavior of wind turbine (blue curve is 
the wind turbine power and red curve indicates the battery). The battery provides the 
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necessary power to compensate the wind turbine and stabilize the system at a frequency of 
60 Hz. At first, the wind speed is assumed to be constant at 21m/s and then stepped down 
to 14m/s at time 4.4 sec. After 1 sec the wind speed is stepped up to 23 m/s. These values 
are considered in such a way that allows investigating the effect of communication in two 
different cases: 1) decrease in wind speed from a high value to a low value 2) increase in 
wind speed from a low value to a high value. When the wind speed decreases, the wind 
turbine power decreases and the battery compensates the lack of power and keeps the 
system stable. The grid voltage is shown in Figure 2-7-g. as soon as the wind power steps 
up, the battery starts storing the excess power. 
Right hand side of Figure 2-7 shows the same system when error-dependent policy is used 
(window length is 2) and with error threshold of 0.05 (per-unit). Figure 2-7-b shows the 
transmitted data of the wind turbine power, and Figure 2-7-d indicates reconstructed signal 
at the receiver side based on the proposed strategy. It can be observed from Figure 2-7-f 
that with error dependent policy it is possible to considerably reduce number of 
transmissions (to a rate of 7 Hz) and still achieve the same performance that periodic 
polling achieves with a transmission rate of 20 Hz. The gain will be even more for signals 
that do not vary much, or when a larger error threshold is acceptable. Figure 2-7-h shows 
the voltage of the grid. It is obvious from Figure 2-7-h that the battery compensates the 
wind turbine and stabilizes the grid voltage in less than 0.5sec, similar to the case with the 
rate of 20Hz. 
To establish the effectiveness of strategy and the effect of error threshold, the performance 
of strategy for three different values of ݁௧௛ are compared. In the first case, ݁௧௛ = 0.1 is 
considered. Figure 2-8-a and Figure 2-8-b show quality of tracking and grid voltage for 
error-dependent policy with ݁௧௛ = 0.1 respectively. Second case (Figure 2-8-c and Figure 
2-8-d) uses ݁௧௛ = 0.4. Form Figure 2-8-c one can see that a communication delay of 
0.15sec is introduced because of the higher error threshold value and the grid voltage is 
affected by this delay as it is shown in Figure 2-8-d. Figure 2-8-e illustrates the performance 
of the compensation for ݁௧௛ = 0.9. It is clear that because the sender is not able to transmit 
the data when the wind turbine power decreases (the difference is less than the error 
threshold), the battery is not able to compensate the lack of power. Figure 2-8-f depicts that 
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the voltage of the grid is less than the cases with ݁௧௛ = 0.1 or ݁௧௛ = 0.4  between ݐ = 4.5 
and ݐ = 6, because the lack of generated power is not compensated by the battery. As 
expected, increasing the error threshold decreases the rate of information (transmission 
rate) and the efficiency of control system; however, a relatively high threshold of 0.4 can 
still produce acceptable results.  
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Figure 2-8  Effect of different thresholds  (a) performance of battery in compensation of wind turbine, when ࢋ࢚ࢎ = ૙. ૚, (b) voltage of the grid when ࢋ࢚ࢎ = ૙. ૚, (c) performance of battery in compensation of wind turbine, when ࢋ࢚ࢎ = ૙. ૝ , (d) voltage of the grid, when ࢋ࢚ࢎ = ૙. ૝, (e) performance of battery in compensation of wind turbine, when ࢋ࢚ࢎ = ૙. ૢ, (f) voltage of the grid, when ࢋ࢚ࢎ = ૙. ૢ. 
In a second study the fault monitoring application from a real power system illustrated in 
Figure 2-9 was considered. Using Simpower Toolbox, two feeders (FA3 and FA4) are 
modeled in MATLAB and each of them is protected by a recloser. The circuit includes 16 
switches (ZA1-ZA16), which are Cooper DAS-15 type three-phase vacuum switches with 
15kVand 630A ratings. Seven of them are normally closed, and the others are supposed to 
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be in charge of reconfiguration and restoration applications. Transformers in each feeder 
are 138/12.5 KV and 33.6 MVA. 
  
Figure 2-9  Simulated real power system for fault monitoring process 
To investigate the effectiveness of the proposed communication strategy in the power grid, 
a short circuit is simulated in the grid between switches ZA3 and ZA5 for 0.1 seconds. In 
this situation, the system observes a transient state. Considering the open/close state of the 
switches, only feeder FA3 supplies the short-circuited point. 
To guarantee an  accurate monitoring of fault changes in control center, all device 
controllers and sensors are required to provide real-time measurement to the control center 
at the rate of 4800 messages per second [4]. Using the proposed on-demand (error-
dependent) strategy for transmission, this rate can be considerably reduced for the 
communication over the network, while the control center can still be supplied a 
reconstructed signal with the rate of 4800 messages per second. Figure 2-10 shows the 
schematic overview of the fault monitoring process, when the on-demand communication 
strategy is used. The second model of estimation to transmit and reconstruct data at the 
sender and receiver is applied. 
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Figure 2-10  Schematic overview of fault monitoring procedure, while error-dependent strategy of transmission. 
Figure 2-11 shows the original current signal (a), transmitted samples at the sender (b), and 
reconstructed signal at the control center (c). The window length is 3 and the threshold 
error is 30A. As expected, there is no communication when the signal is constant. When 
the fault happens, the sender transmits new sample values based on the predefined error 
threshold. 
To compare the current signals at the control center with the original signal, the average 
error and max error are defined as follows: 
average error = mean ቀቚ୴ୟ୪୳ୣ ୟ୲ ୡ୭୬୲୰୭୪ ୡୣ୬୲ୣ୰ି୭୰୧୥୧୬ୟ  ୴ୟ୪୳ୣ୭୰୧୥୧୬ୟ୪ ୴ୟ୪୳ୣ ቚቁ × 100%   (2-11) 
max error = max ቀቚ୴ୟ୪୳ୣ ୟ୲ ୡ୭୬୲୰୭୪ ୡୣ୬୲ୣ୰ି୭୰୧୥୧୬ୟ୪ ୴ୟ୪୳ୣ୭୰୧୥୧୬ୟ୪ ୴ୟ୪୳ୣ ቚቁ × 100%  (2-12) 
The measurement error happens on the signal that has more variations; therefore, the phase 
that has the biggest changes is studied. Table 2-2 shows the error for six different error 
threshold values in comparison with the periodic polling method for a fault monitoring 
case, where the original data has 10000 samples in 0.5 sec. It is clear that when the error 
threshold increases, the number of transmissions decreases, and consequently, the error of 
communication strategy increases. Another observation is that the error-dependent policy 
could even perform better in term of max error. 
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 Figure 2-11  Fault monitoring using on-demand communication strategy. 
To support the idea, another scenario is shown in Figure 2-12. In this case the wind speed 
has a wavy pattern below for two cases of periodic poling and error-dependent policy. 
 
In Figure 2-12, two strategies of periodic polling (blind transmission) and error dependent 
strategy (model-based networking) are compared. From Figure 2-12-g and Figure 2-12-h 
we can conclude that with less number of transmissions (rate of 3 Hz) in error-dependent 
Table 2-2 Accuracy of proposed method for different threshold errors in compare with periodic polling method  
eth (A) Number of transmissions Max Error TransmissionRate Average error 5 278 1.45% 556Hz 0.38% 
10 197 2.8% 294Hz 0.8% 
30 86 7.7% 172Hz 1.5% 
40 73 11.2% 146Hz 2.2% 
50 61 12.27% 122Hz 2.7% 
60 50 15.3% 100Hz 3% 
N A (periodic ) 2500 (periodic) 4.4% 5000Hz (periodic) 0.045% 
N A= Not Applicable 
 35 
method, we can achieve the same performance as periodic polling method with 
transmission rate of 10 Hz. 
 
Figure 2-12  Comparison of transmission modes (a) transmitted data through the network when periodic polling (10Hz), (b) transmitted data through the network using error-dependent policy with window length=2 and ࢋ࢚ࢎ = ૙. ૛૞, (c) reconstructed data at the receiver when periodic polling, (d) reconstructed data at the receiver when periodic polling, (e) performance of periodic polling with transmission rate of 10Hz, (f) performance of error-dependent strategy when window length=2, ࢋ࢚ࢎ =૙. ૛૞, (g) voltage of the grid  when periodic polling with transmission rate of 10Hz, (h) voltage of the grid for error dependent policy with window length=2 andࢋ࢚ࢎ = ૙. ૚ . 
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3 Communication Mechanisms and Uncertainty in Connected Vehicle Application 
CAS is one of the important objectives of research in automotive safety. While fully 
automated systems that can operate under all situations may still be years away, many 
flavors of collision avoidance systems are being gradually offered by the industry. CAS 
relies on real-time mapping of their surrounding vehicles to make decisions to either warn 
the driver or automatically take action to prevent a crash. The source of information for 
situational awareness could be local sensors (radar and lidar), or information received over 
a network from other vehicles (or a combination of both). Cooperative systems that rely on 
information exchange between vehicles have been identified as an early and low cost 
method of creating the situational awareness needed for hazard detection. 
Analysis and development of CAS applications require study of two distinct components 
of the system: the vehicle safety application (hazard detection and warning) and the 
communication network. Since these components are not traditionally studied together, 
there are currently no tools that allow their simulation and analysis in a unified framework. 
As a result, the mutual effects of these components are rarely studied.  
To fill this gap, we study the interaction between CAS applications and V2V networking 
component. This allows for rapid analysis of vehicle safety applications under different 
communication network constraints. In this chapter we explore different components of 
CAS system and discuss them in detail. This chapter is divided into three sections. Section 
3.1 discusses the system architecture and functionality of the system. Safety applications 
of FCW and IMA are presented in section 3.2. In section 3.3, the effect of communication 
loss and rate adaptation strategies on safety applications are evaluated.  
3.1 System Description 
Situational awareness has three different subsystems. The first subsystem is the estimation 
part, which gets the position of other vehicles and makes an estimation of their next move. 
Each vehicle broadcasts its position to the neighboring vehicles through the network. This 
information and other information from sensors will be received to the situational 
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awareness system through communication bus. The first subsystem also estimates the 
position of other vehicles and updates the map of surrounding area in case of network 
communication failure. The second subsystem of situational awareness is communication 
logic, which is responsible for information dissemination. after generating the map of 
neighboring vehicles, the system is responsible for classification of neighborhood of a 
vehicle. It can be done by different methods such as path history and path prediction. 
Generally, path history utilizes maneuvers by remote vehicles but path prediction uses the 
estimated future moves that host vehicle would make. In fact, these methods are applied to 
classify neighboring vehicles as front vehicle, right vehicle, left vehicle and behind vehicle. 
The general architecture of an in-vehicle CAS system is shown in Figure 3-1. For safety 
applications, one of the classified areas would be the major concern. For example, FCW 
application, which is devoted to rear-end collision situations, investigates vehicles in front 
zone of the vehicle and Blind Spot Warning (BSW) considers vehicles in behind zone. 
CAS applications use threat zones, which are detected by the classification unit to generate 
proper warnings. 
   GPS 
Communication Logic (Message timing, rate, power)
Vehicle Tracking: Estimation & prediction 
MAPOf neighboring vehicles
CAN Warning 
Collision Detection Module 
  DSRC  Communication  Module 
Transport/ Network Layer
DSRC Radio module (MAC+PHY) V2V Network 
Com
m./
 Ne
two
rk 
Com
pon
ent
CAS
 Ap
plic
atio
n Co
mp
one
nt
Control info (power) and feedback
Broadcast Msg (BSM: SAE J2735) Received BSMs
DSRC Msgs
Situational Awareness Subsystem
   Sensors: RADAR, LIDAR Odometer
Neighborhood classification PP/PH
 
Figure 3-1 Functional blocks of CAS system 
The second component of situational awareness is communication logic which is designed 
to track a dynamical system over the DSRC. A communication strategy explains how the 
DSRC network is used to convey vehicular information. Broadcasting information over the 
network has two main responsibilities. The first one is frequency of transmitting safety 
messages and the second one is power of sending the message. Basically it tells us when 
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to send a message and how far this message can go. Timing of each message is not clear 
from rate of message. Therefore, in modeling of communication logic we consider this 
decision. Three different choices are selected from the literature: Periodic Beaconing (PB) 
[41], Error dependent strategy (ED) [44] ]100[  and Error-Dependent Network-aware (EDN) 
policy [43]. Some of these methods are currently under consideration for standardization 
by the automotive industry. 
The periodic beaconing strategy uses a simple strategy. It samples the signal periodically 
and transmits them over the channel without considering the content of it. Error-Dependent 
policy is more complex. In this approach, a sender simulates the estimation of receiver and 
based on that, it realizes the error of receiver for the position of sender. If this error is 
greater than a threshold (݁௧௛), the sender will send a new message that contains the updated 
data. This can correct the receiver’s estimation. This method is shown to reduce the rate of 
message generation while keeping the same estimation error at the receiver [44]. However, 
this method does not consider the possibility of transmitted packet getting lost. The EDN 
method uses feedback from the network to improve approximation of the estimation error. 
This method results in more effective correlation of messages to possible estimation error, 
reducing the overall error in estimating position of other vehicles over a network. EDN 
requires approximating PER. This approximation can be done using the mathematical 
model in [44] or by monitoring lost packets of neighbors from the sequence numbers and 
approximating PER in the region [43]. 
Figure 3-2 shows the schematic overview of these methods. The periodic beaconing policy, 
periodically (or randomly with a predetermined rate) receives the gps data and transmits it 
over the channel (Figure 3-2-top). This is the baseline design for CAS. 
The second aspect of communication logic is power of transmission. It was shown in [43] 
that power of transmission has a direct effect on the packet reception rate of other nodes in 
the vehicular network. In this dissertation we study the effect of PER, which includes all 
kind of collisions (physical and MAC layer collisions) together, on situational awareness 
procedure and safety application calculations. 
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Figure 3-2 Communication logic: (top) Periodic Beaconing, (bottom) Network- Aware Error-Dependent. 
3.2 Safety Application 
In this section two safety applications of Forward Collision Warning and Intersection 
Movement Assist are introduced. These applications are designed to warn the driver in 
situations that are identified as collision threat conditions. The major problem in designing 
these applications is to provide enough time for the driver to react based on situation and 
warning signals. 
3.2.1 Forward Collision Warning 
FCW algorithm is designed to alert the driver in a hazardous situation, where the current 
movement pattern of vehicles may lead to a rear-end crash. This alert should be generated 
early enough to include driver reaction delay. However, this shouldn’t be too early to 
generate false alarms. False alarms may cause the driver not to trust warnings and act 
without considering them. Considering this balance is a complicated task and has been the 
subject of different studies [66][97]. In this section two types of FCW application are 
discussed. These two algorithms are enhanced version of conventional FCW applications 
such as CAMPLinear, knipling from [66][98]: 
1. Time based FCW 
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In this approach, the time to enter collision situation and the time needed to avoid accident 
are driven and compared together. The time to collision (ݐ௖) is a measure indicating the 
time it takes to make the distance between the front bumper of host vehicle (HV) and the 
rear bumper of the remote vehicle (RV) zero, if the relative velocity of  vehicles stays the 
same for this duration of time (assuming no acceleration). 
ݐ௖ is calculated as follows: 
tୡ = ୖୣ୪ୟ୲୧୴ୣ ୈ୧ୱ୲ୟ୬ୡୣ∆୚   (3-1) 
∆V = Vୌ୚ − Vୖ୚ is positive. Noting that this application does not consider the situations 
where the velocity of RV is more than the velocity of HV. 
Acceleration of RV is received over DSRC every BSM and HV’s acceleration is available 
and read from communication bus of the vehicle. Some estimation methods like Extended 
Kalman Filter (EKF) might be adopted if acceleration is not available or if the acceleration 
data is noisy. Here, we assume that we have correct acceleration values available for both 
vehicles.  
Time to safe situation (tୱ) is the time needed to make the velocity difference (∆V = Vୌ୚ −
Vୖ ୚) zero assuming average braking for the host vehicle. The effect of relative deceleration 
(in this case we assume that HV brakes thus ∆decel = decel୰୯ୢ − decelୖ୚) should be seen 
in the tୱ equation. Our proposed equation to calculate tୱ is: 
tୱ = ି(୚ౄ౒ି୚౎౒)൫ୢୣୡୣ୪౨౧ౚିୢୣୡୣ୪౎౒൯  (3-2) 
 t୰ = 2.5 sec  (3-3) 
Where decel୰୯ୢ is a configurable value for brake deceleration rate which can be a 
deceleration rate of an average brake. t୰ is the driver reaction time with the default value 
of 2.5 second in average. To make the final decision about warning generation, tୡ will be 
compared to tୱ + t୰. The CCA application shall generate warning if tୡ <  tୱ + t୰ otherwise 
it doesn’t generate warning. 
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2. Distance based FCW 
In this approach instead of time to collision and safe situation time we define two factors 
of distance to collision (DTC), which is the relative distance of vehicles, and distance 
needed to either stop the host vehicle or make the relative speed zero (DTS).  
Distance to stop (DTS) 
The calculation of DTS shall only be made for vehicles that have been determined to be in 
the hazardous area of the HV (front zone). DTS is consisted of human reaction distance 
and stopping distance. The human reaction distance is calculated based on a configurable 
driver and brake system reaction time (t୰) with default value of 2.5sec as follows: 
  d୰  =  (vୌ୚  − vୖ୚)t୰  +  0.5 (aୌ୚ −  aୖ୚ )t୰ଶ  (3-4) 
The distance required to make the speed difference between HV and RV zero (vୌ୚୮ =
vୖ୚୮), denoted here as DRSD, using an average brake deceleration rate (distance to safe 
situation) in HV is calculated as: 
DRSD =  ቄ൫୴ౄ౒౦ି୴౎౒౦൯మቅቄቀିଶ൫ୢୣୡୣ୪౨౧ౚିୢୣ ౎౒൯ቁቅ  (3-5) 
where decel୰୯ୢ is a configurable deceleration value for an average brake and decelୌ୚ 
(deceleration rate of RV) is received over the DSRC. vୌ୚୔ and vୖ୚୔ are predicted values 
for HV and RV and calculated as follows: 
vୌ୚୮ = vୌ୚ + aୌ୚ × t୰  (3-6) 
 vୖ୚୮ = vୖ୚ + aୖ୚ × t୰  (3-7) 
The distance required to stop – DTSA - (the distance both vehicles need to make their speed 
zero), assuming HV brakes, is calculated as follows: 
    DTSA =   ୴ౄ౒౦మିଶୢୣୡୣ୪౨౧ౚ  − ୴౎౒౦
మ
ିଶୢୣୡୣ୪౎౒  (3-8) 
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The DTS is calculated as follows: 
DTS = max(DRSD, DTSA) + ݀௥  (3-9) 
We use the maximum of the two quantities above to account for the fact that a vehicle does 
not continue decelerating after coming to a stop (hence DRSD becoming smaller than 
DTSA). To make decision about warning generation, DTC will be compared to DTS. The 
application should issue warning to the driver if DTC <  DTS. 
3.2.2 Intersection Movement Assist 
IMA algorithm is designed to alert the driver in a hazardous situation, where the current 
movement pattern of vehicles may lead to junction crossing crashes. The IMA application 
is considered to issue warning to the driver of HV when it is not safe to enter an intersection 
due to possibility of collision with other RVs. In this sub-section we introduce a new 
approach for IMA crash possibility calculation. 
Every 100ms new information about RV is received over DSRC, the application is 
triggered to evaluate the situation and check the possibility of collision situation. Figure 
3-3 shows the situation when the host vehicle (white vehicle) moves toward an intersection. 
Conflict area is the location where we do not want both vehicles (HV and RV) to be there 
at the same time. The idea is to calculate the time needed for RV to reach the conflict area 
and the time needed for RV to exit the conflict area considering current movement values 
of RV (received over DSRC). If both vehicles could be in the conflict area at the same time 
even if the driver brakes, the application will issue warning to the driver and let the driver 
know about the possibility of collision to take action in advance. Algorithm 1 explains the 
procedure in detail. 
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Figure 3-3 Schematic overview of IMA situation utilizing V2V 
3.3 Analysis of Impact of communication loss on application performance 
Effect of communication loss and safety application can be modeled similar to the work in 
[99]. However, here we are considering different safety applications than in [99]. We first 
assume that the communication performance is independent from safety application 
behavior. Therefore, we investigate the communication impact on the safety application. 
For this purpose, the effect of communication on the position tracking error (PTE) is 
investigated. PTE is a system metric that is more relevant to the safety application 
performance. This metric measures the difference between the actual position of vehicle 
(RV) and the estimation of its position in the other vehicle (HV). Since one vehicle uses 
the real-time tracking of other vehicles to generate alerts in FCW, this metric would be 
more useful than PER.  
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The effect of different PER, ranging from 0 to 0.9, on PTE is shown in Figure 3-4 and 
Figure 3-5. We repeat the experiment for network aware and error dependent policies. 
Figure 3-4 and Figure 3-5 confirm that as expected increase in PER, increases the error in 
position tracking. From these experiments, one can model their relation as: 
PTE = ௔ୖୟ୲ୣ(ଵି୔୉ୖ) + ܿ  (3-10) 
Note that if PER is equal to one or rate is equal to zero, position tracking error could grow 
to infinity. The formula which is mentioned above, satisfies these two condition and also 
the simulation results which are depicted below. 
Moreover, as it is shown in Figure 3-4 increase of PER makes periodic beaconing 
transmission strategy more erroneous in the sense of PTE. With the same rate of 
transmission, error dependent policy sends more valuable messages compared to periodic 
beaconing as it has a better interpretation of its own estimated position in neighboring 
vehicles. Thus, the PTE is always lower for ED policy. The effect of network aware 
communication policy in comparison with the error dependent policy is also shown in 
Figure 3-5. 
 
Figure 3-4 Effect of communication loss on PTE for different transmission strategies. ED with low threshold and high rate, and PB with the same rate as ED, (6Hz) 
Network aware method (EDN) has less error in PTE compared to error dependent under 
the same PER. 
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Figure 3-5  Effect of communication loss on PTE in use of transmission rate adaptation policies. Both using the same error threshold. 
 
Figure 3-6 Example of a warning timestamps and separation distance when packet error rate is:(top) 0, (middle) 0.6, (bottom) 0.8. 
Quality of network would affect safety application's performance since it dictates the HV's 
position estimation of the RV's. This reduction will show itself as deviations in the 
estimated separation distance and changes in the warning timestamps. The better the 
estimation accuracy is, the more timely the warning generations will be.  
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Figure 3-6 shows the separation distance (blue dots) and warning timestamps (red dots) 
when the packet error rate is 0 (top), 0.6 (middle), and 0.8 (bottom). Two blue lines were 
added for clearer comparison of warning timestamps. In this case the results show the 
changes in estimated separation distance and the moments where the alerts are generated 
(or missed). Alerts that are not timely will confuse the driver, who may develop a sense of 
ignoring alerts. 
Time-based FCW Distance-based FCW
 
Figure 3-7 Comparison of warning timestamps for different PER values for time-based and distance-based FCW, PER=0 (top), PER=0.4 (middle), PER=0.7 (bottom). 
Figure 3-7 indicates the difference between the two FCW applications of time-based and 
distance-based in term of the impact of communication failure. The top figures show the 
relative distance between HV and RV when PER is zero. The middle and the bottom show 
the relative distance for PER 0.4 and 0.7, respectively. As it is shown, increasing PER leads 
to wrong relative distances between RV and HV. It also causes generating late warning 
alarms. The reason is that increase in PER values leads to increased PTE. By increasing 
PTE, the relative distance between vehicles is calculated with some errors and 
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consequently, the safety application generates late or wrong warnings. Also another 
observation is that the distance based FCW causes sooner timestamps of warning compared 
to time-based FCW and this might provide more room for the driver to stop the vehicle or 
change the direction of movement. 
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4 Utilizing Model-Based Communication Design for Connected Vehicle Applications 
 
The conventional design and different components of CAS was introduced and studied in 
chapter 3. While the conventional design of CAS has been shown to provide significant 
improvement and accuracy, its RTSAC performance degrades significantly where 
communication loss in the network is too high. This chapter proposes a new framework to 
transform the conventional implementation of RTSAC in CAS [43][101] to model-based 
concept and model updates be exchanged between nodes and transferred over the network, 
instead of raw data. Having model-based communication enabled, we propose to use 
stochastic model predictive control (SMPC) approach (optimization-based methods) 
instead of classical control methods of CAS application since behavior models (movement 
factors) of vehicles are available over the air.  
This chapter is divided into three sections. Section 4.1 discusses the system architecture 
and designed in-vehicle unit. Model development methodology is presented in section 4.2. 
In section 4.3 the new design for CACC is introduced. Proposed framework is evaluated 
in section 4.4.  
4.1 System Description 
The concept of model-communication is shown in Figure 1-3. In this design, each vehicle 
identifies its movement model and broadcasts the model. These models could be in any 
mathematical modeling representation, which is rich enough to model vehicle movement 
parameters considering driver behavior (brake, throttle input). In this section, we use SHS 
modeling methodology to solve this problem. Each vehicle broadcast its model and 
state/location in the model (work point) and other vehicles use the received models for 
situational awareness purposes and better tracking of their neighboring vehicles in their 
CVS application. 
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   Figure 4-1  Block diagram of the in-vehicle unit, including the communication components and their functionality. 
The functional block diagram of the proposed approach is shown in Figure 4-1. In this 
architecture, the communication module is responsible for sending (model-based 
packetizing and transmission) and receiving safety messages. Upon receiving the packet 
and decoding it, the extracted model will be stored in the model bank. The model bank 
module updates the existed model with the newest one and let the neighborhood 
classification and CVS application know about the new values and models. Generally, the 
model bank and neighborhood classification subcomponents are responsible for tracking 
and locating neighboring vehicles (estimation process), and CVS applications are in charge 
of issuing warning indicators to the user-interface subcomponent (collision detection 
module) and processing the automated application and drivetrain control. 
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These models should be represented in a way that can be communicated and then updated 
periodically, for example using a hybrid system model [96]. For example, a stochastic 
hybrid model [88] can be described as: 
),,,,,,( RGDomfInitXQH   (4-1) 
Where ܳ is a finite set of discrete states (e.g. accelerating, decelerating, free following, and 
coasting), ܺ is a set of continuous states. Any pair of (ݍ, ݔ) ∈ ܳ × ܺ is referred as the state 
of ܪ. ܫ݊݅ݐ ⊆ ܳ × ܺ is the set of initial values of the system (ݍ, ݔ(0)). ݂(. . . ): ܳ × ܺ → ݌(ܺ) 
represents the dynamic of the system. ܦ݋݉: ܳ → ݌(ܺ) is the invariant set of the domain 
of each state and defines combinations of states, events and constraints for which 
dynamical equations are allowed also assigns an invariant open subset of ܺ; here ݌(ݔ) is 
the power set of all subsets of ܺ. ܩ: ܧ = ܳ × Q → ݌(ܺ) is the set of transition guard conditions 
between discrete states and assigns to each ݁ ∈ ܧ a guard ܩ(݁) such that: 
 For each Eqqe  ),( , )(eG  is a measurable subset of )(qDom . 
 For each Qq , the family  QqsomeforqqeeG  ),(:)(  is a disjoint partition of 
)(qDom . 
)(: XPXER   assigns to each   Eqqe  ,  and )(eGx  a reset probability kernel on X  
concentrated on )(qDom  . Here )( XP  is a family of all probability measures on. X .  
Assuming a vehicle’s movement factors and parameters can be modeled as seen in Figure 
1-3, model synchronization over the network can now take the form of updating state of 
the model by sending regular (q(t),x(t)) pairs, updating model parameters (transition 
probabilities, state refinements, (f,q(t),x(t)), or an update of the entire model structure .  
4.2 Model Development  
Based on the application requirements the model has to represent the data in a way that 
estimation error, error between the estimated and actual values, be within a configurable 
application-specified tolerable interval. To this end, the estimation errors are considered as 
the observation sequence elements. Since the observation sequence does not follow a 
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unique known pattern a good idea would be to break the observation sequence down into 
several portions each comes from a hidden state and stochastically switch between these 
states. For instance, in the driving situation, we derive models corresponding to a coasting, 
normal accelerating, aggressive accelerating, aggressive brake, and average braking and so 
forth. We then classify this situations by determining which model best describes the 
observation sequence. In this work we use HMM to derive the adaptive SHS. HMM 
approach [89] has been widely used for mathematical modeling of dynamical systems. 
Nondeterministic nature of driving scenarios (road and traffic topologies, driver behaviors, 
etc.) encouraged researchers to use stochastic approaches for driver behavior modeling 
[82]. Note that in this work we try to find best models which represent the current status of 
the system in the best way, therefore we might substitute the older observations with the 
newest ones or give more weight to the new observations. In this section we introduce a 
new HMM with ARX state representation approach for the purpose of modeling movement 
parameters which are trained in an online manner.  
HMM has a layered perspective for two interconnected stochastic processes, each of which 
has Markovian property. Each HMM includes three main unknown parameters of initial 
state probability, state transition probability, and observation probability of each state. Note 
that none of these probabilities are time dependent and we use continuous HMM notion to 
model the movement parameters.  
4.2.1 ARX approximation 
Here we propose that each state of the model uses AutoRegressive eXogenous (ARX) or 
piece-wise polynomial (PWP) model to track the designated function by training the 
coefficients of the mathematical model. The ARX model designated for each state is 
defined as follows: 
),0(),()()()()( 211  NttuqBtyqA    (4-2) 
Where )(ty  and )(tu  are output and input of the system at time t. )(t  is the equation error, 
and is supposed to have a Gaussian distribution with variance  . A and B are polynomials 
of order n and m in the backwards shift operator 1q . 
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nn qaqaqaqA   22111 1)(   (4-3) 
mm qbqbqbbqB   221101 )(  (4-4) 
There are different criteria to select ARX model order (n and m) in a best way to avoid 
overparameterization and overfitting such as 1) Akaike’s Information Criterion (AIC), 2) 
Akaike’s Final Prediction Error Criterion (FPE), and 3) Rissanen’s Minimum Description 
Length (MDL). These criteria are used to measure relative quality of statistical models for 
a given set of data. When the problem is finding the driver behavior in accelerating and 
braking, several factors (e.g. relative distance with the front vehicle, velocity of the front 
vehicle) could play roles in the model. These criteria could be considered to find the best 
model orders to represent acceleration and deceleration in terms of those factors.  
In more compact form Eq. 4-2 could be represented as: 
)()()( ttty T    (4-5) 
where: 
 Tmn bbaa  11 and  Tmtutuntyty )()()()1(   . 
 
Figure 4-2  SHS designed for model based communication 
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4.2.2 Parameters of online-a hidden Markov model 
We use the following definition and notation in the proposed SHS model (Figure 4-2): 
 Set of states labeled by },...,2,1,{ tit NiisS  . 
 Set of observations up to time t, is denoted by }{ 21:1 tt oooO  . Time t is incremented 
every 100msec in this case of study. 
In this work subscript of each parameter refers to the time instance in which that parameter 
is considered, and superscript indicates the length of observation sequence used for 
parameter estimation. 
 Initial state probabilities are:   NiOsqP titi ,...,2,1,| :11  . 
 State transition probabilities,  tijt aA  , where 11,,1,}|{ 1   tdNjisqsqPa itdjtdtij  
 Coefficients of ARX estimation (dynamical system designated for each state),  Ttmtttnttti ii dddccc ,,,,,,, 1021  , designated to Nisi ,...,2,1,  . 
 Set of observation probability parameters of all states is denoted by 
},...,2,1,,{ NiiB tit   , where ti is variance of the zero mean normal distribution of 
observation in state ݅, given tO :1 . 
Estimation error in each state which is a zero mean normal random variable is defined as: 
tiTtittittit yyyo ,)(ˆ    (4-6) 
Observation probability for each td 1 , },|{ tidd sqoP  , is derived from: 


  2
2,
)(2
))((exp2
1)( ti
tiTtit
ti
di
yob 

  (4-7) 
Set of all parameters of the SHS is denoted by },,,{ titttit BA   . 
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4.2.3 Challenges of HMM derivation  
To employ HMM and use it for the purpose of online decision making in a real time CVS 
application at the beginning of new model derivation we need to make sure that the model 
covers all aspects of the system. The best solution would be extracting all happened 
situations and behaviors from the past history of the driving data and include them all in 
the current model. Thus, the model derivation framework should potentially have evolving 
characteristic. Specifically, number of states might be adaptive to number of segments that 
data could be categorized. To generate HMM of any process three main problems should 
be addressed namely; evaluation problem, decoding problem, and parameter estimation.  
1. Evaluation problem 
This problem defines the probability of observed sequence occurrence given the last set of 
calculated model parameters, ܲ(۽ଵ:୲|ૃ୲).  Two complexity-wised equivalent solutions, 
forward and backward algorithms [90][91], have been proposed to address this problem. 
2. Decoding problem 
Finding most likely underlying state sequence based on given observation sequence is 
aimed in this problem. In the other words it finds a sequence of the model states with the 
same length with observation sequence, ,ܳଵ:௧ = (ݍଵ, ݍଶ, ⋯ , ݍ௧), ݍ௜ ∊ ܵ௧ which generates the 
observed sequence with highest probability. Solution to this problem depends on selected 
definition of “most likely” criterion which could be either single state based or multi-state 
based optimality. The Viterbi algorithm [92][93] is the most well-known solution to this 
problem. 
3. Parameter estimation problem  
Most challenging problem of each HMM design is finding best set of values for model 
parameters based on observation sequence. These values shall represent the observed 
sequence as precise as possible. Iterative likelihood maximization using expectation 
maximization (EM) and numerical optimizations such as gradient decent method are two 
well-known approaches to solve parameter estimation problem [94]. In this dissertation, 
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we adopt iterative likelihood maximization using EM but we need to customize the 
approach to the need of our system design. Two main fixes we need to make are: 1) 
introducing ARX or PWL model representation to each state of HMM, 2) driving an online 
adaptive EM frame work for accurate representation of movement parameters. Online 
adaptation is inevitable because we do not have complete knowledge of training sequence 
before deriving HMM parameters (observations are based on driving situations and 
maneuvers) also we need to model the current behavior of the system. Therefore, we need 
to trigger model generation process as soon as a new observation sequence is available. 
Also, because of the nature of the case study, older observation samples are less descriptive 
for the current model representation, therefore batch parameter estimation method does not 
work in this condition. Note that because of richer information set at time ݐ + ݊ compare 
to time ݐ one could claim that ݍ௜௧ ≠ ݍ௜௧ା௡. To formulate the parameter estimation problem 
with no approximation, a complete batch online estimation is utilized after introduction of 
each new observation to the observation set. 
Basically EM procedure is equivalent to maximizing Baum’s auxiliary function 
}]|,{[log},|{maxarg),(maxarg :1:1 tt
Q
ttt
ttBt QOPOQPQ       (4-8) 
In each iteration and using the outcome as model parameters in the next iteration till 
convergence where: 
)|(),|(}|,{ :1:1:1 tttttt OPOQPQOP    (4-9) 
 Q tttt OPOP )|()|( :1:1   (4-10) 
Therefore, 
}]|,{[log)|(
}|,{),( :1:1
:1 tt
Q tt
ttttB QOPOP
QOPQ     (4-11) 
To solve the optimization of Eq. 4-8, it has to be explicitly represented in terms of the 
model parameters. Thus, 
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)()()(}|,{ 122111 21:1 ttqt qqtqt qqtqtqtt obaobaobQOP ttt   (4-12) 
)()()(}|,{ 122111 21:1 ttqt qqtqtqqtqtqtt obaobaobQOP ttt    (4-13) 
Hence, 
)])()()(log[)|(
)()()((),( 12221111:1
12221111 tttq
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tt tq
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tqtq
tqt qqtqtqttB obaobaobOP
obaobaobQ      (4-14) 


         ]))()log()))][log(()(()(([)|( 1),( 11 1111111 12 1 1211:1 td td ddqdqdqqttqqNq Nq Ntq tqtqqqqttttB obaobobaaOPQ  
Since we need to find the next iteration’s parameter values based on the existed ones, we 
introduce the following definitions tdd  1, : 

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According to the definitions, these probabilities are derived based on the model parameters 
as follows (proof by induction): 
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To represent the next iteration values of the model parameters recursively, the notions 
introduced in [89] are adopted and customized for this frame work (derivation in appendix 
A). The initial state probabilities, ti  , is expected value of being in is  at time 1d  based on 
observations up to time t. Hence, 
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Next iteration value for state transition probability from is  to js  is the expected number of 
transition from is  to js  divided by expected number of times being in is . 
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Un-biased Maximum likelihood estimation (MLE) for variance of observation distribution 
in different states is given by: 
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Since the ARX models are zero mean normally distributed, least square method is used for 
finding the regressor coefficients in iterations of EM algorithm. Thus, 
))|(
)()(())|(
)()((
1 :1
1
1 :1   td tt tdtdddtd tt tdtdTddti OP iiyOP ii   (4-24) 
In order to learn all experienced behaviors by the latest version of the model, a policy 
should be defined to add any new situation to the model. At each model calculation 
timestamp, all currently available states from the last model version need to be explored 
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and the best tuned parameter values should be found for each of them according to the new 
observation element. If at least one of these states satisfies application specified error 
threshold using its new parameter values, the current model assumed to be fully descriptive 
for total received observation sequence. But if the minimum achieved error given by the 
current model exceeds the required threshold, it is required to introduce a new state to 
represent the new segment of observation and describe the latest driver’s maneuver. Hence 
the number of elements of state set (St) is determined as follows: 
 
The on-demand nature of Protocol 1 responds to the fact that a vehicle that has more 
unexpected movements requires more number of states to represent the status of the vehicle 
and its model switches between its states more frequently because of the identified error. 
On the contrary, when the identified error is small and within the tolerable range, the model 
tends to keep the state and this allows other vehicles to estimate its safety information by 
just coasting the values using the communicated ARX model. 
Every vehicle should inform other vehicles about its new model by transmitting the new 
SHS model and current values for the underlying state.  
4.3 Application to Cooperative adaptive cruise control 
Consider a CACC system of a highway with n vehicles shown at Figure 4-3. Each vehicle 
transmit its basic safety messages (BSMs) using DSRC radio equipment. We assume that 
all vehicles are equipped with DSRC radio and sensors (e.g. radar, lidar) which enable the 
capabilities to calculate the relative distance (range), relative velocity and acceleration 
between themselves and their lead vehicles. In this work we assume that each vehicle 
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classifies its neighboring vehicles using the information of lidars and network. Two 
methods of path history and path prediction are applicable approaches for classifying 
neighboring vehicles under development and implementation of automotive industry. For 
CACC application purposes the vehicle considers the immediate vehicle in lane (front 
vehicle) and uses the information received from all vehicles in the range of communication. 
ARX1
ARX3ARX2Acceleration model
ARX1
ARX3ARX2Acceleration model
ARX1
ARX3ARX2Acceleration model
ARX4ARX1ARX2
Acceleration model
ie vx ,ie vx ,ie vx , CommunicationCommunication
Communication
 
Figure 4-3  Demonstration of CACC platoon using model based communication. 
Assume that iii avx ,,  are position, velocity and acceleration of vehicle i respectively. We find 
relative distance error in sense of i th following vehicle as follows: 
riiie dhvxxx  1  (4-25) 
Where h is the time gap, and 0d is the desired distance between vehicles. Note that index 
i-1 is for the lead vehicle and i for the following vehicle. The differential equation 
representing the dynamic of the i th vehicle [75] are considered as follows: 
  iiiiiii iii
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 (4-26) 
where ic  is the engine/brake input (control law),which 0ic  models the throttle input and 
0ic represents the brake input. Using feedback linearization discussed in [75] the dynamic 
of the CACC system would be: 
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4.3.1 Stochastic Model predictive design for CACC 
Introduce the state variables as  Tiie avxxxxx ,,],,[ 321  , the continuous-time state-space 
representation of the CACC system (Eq. 4-26) can be expressed as 
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To formulate the SMPC controller for the system, discrete time state space representation 
of the system explained in equations (4-27) is obtained as 
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The cost criteria for the stochastic model predictive optimization problem is defined as 
follows: 
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Where, N is the prediction horizon of the optimization problem. The cost criterion defined 
in Eq. 4-30 aims at several goals such as: minimizing the expected value of relative distance 
error (spacing error) and keeping the desired distance, smoothing the engine/brake input to 
the CACC system and providing comforter ride for passengers, keeping the velocity and 
acceleration in a reasonable interval, and providing the velocity adaptation mechanism in 
case of the lead vehicle velocity changes. 
Following vehicle receives the model from the network and uses these information in its 
stochastic model predictive optimizations. Note that from the received model in addition 
to the stochastic model, the following vehicle can realize the most likely estimation for the 
lead vehicle movement factors and the most probable estimation of those factors for the 
steps ahead. 
4.4 Simulation Results 
To simulate realistic scenarios of highway driving and verify the proposed method with 
different data sets, we considered Highway Fuel Economy Driving Schedule (HWFET) 
and the connected vehicle data sets from the Safety Pilot Model Deployment Program 
which are available online on the Research Data Exchange (RDE) provided by the U.S. 
Department of Transportation's Intelligent Transportation Systems (ITS) Program [102].  
A warmed-up engine is used with HWFET and there is no stop in the cycle. Average speed 
is 21.45 m/s (48 mph) with a top speed of 27 m/s (60 mph) over a 16 km (10-mile) distance. 
The following parameters are considered for simulation:  
ℎ = 0.7 ߦ௜ = 0.25  ∀݅ ܿ௫ = 1;   ܿ௨ = 0.1;   ܿ௩ = 1; 
For the purpose of reducing complexity of calculation in this section we consider the most 
probable state of the models instead of calculating expected value of all possible states. To 
better show the effect of the approach presented in this study, we design four scenarios. At 
first we investigate the effect of the proposed methodology of model-based communication 
in a platoon of ten vehicle. Secondly, we compare performance of the proposed method 
with a well-known conventional CACC [75] and also we compare the performance of 
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proposed strategy of communication and stochastic MPC with frozen-time MPC which the 
acceleration is assumed constant over the prediction horizon. At the end, we compare the 
proposed approach with the zero order hold method in terms of prediction errors and 
following the trend of underlying function in predicted values. 
4.4.1 Ten vehicle CACC 
In this scenario nine vehicle run CACC and follow a lead vehicle while trying to keep a 
predefined distance. Results for this scenario are illustrated in figure Figure 4-4. (a), (b), 
(c), and (d) depict velocity, relative velocity with the front vehicle, spacing error with front 
vehicle, and vehicle acceleration respectively. Figure 4-4 realizes that the proposed CACC 
performs well and the spacing error is always less than 0.6 meter even in a situation where 
the lead vehicle decelerates suddenly. The spacing error is almost zero when the velocity 
does not change rapidly. From Figure 4-4-a and c it can be realized that the following 
vehicles precisely track their preceding vehicles, and meet designated objectives of CACC 
which are minimizing the spacing error and providing a comfort ride. 
 
 (b) 
 (c)  (d) Figure 4-4  Ten vehicles Platoon using the proposed CACC. 
 (a) 
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4.4.2 Comparison with Conventional cruise 
In the second scenario of simulation, we compare the performances of the proposed CACC 
design and the conventional CACC. For the purpose of comparison we look at a group of 
5-vehicles since the comparison for the case of 10 vehicles would not add any conceptually 
valuable information. Four vehicles follow a lead vehicle which moves based on the 
HWFET drive cycle. 
The left hand side plots in Figure 4-5 show the results when the conventional CACC is 
used and the right hand side plots illustrate use of results from our proposed stochastic 
model predictive CACC. Comparison of Figure 4-5-a and Figure 4-5-b reveals the quality 
of tracking the velocity of lead vehicle in both cases. Figure 4-5-b depicts that under 
consideration of the proposed CACC controller and using the information provided via the 
model-based communication, the following vehicles brake almost immediately after their 
preceding vehicle braked. The amplification of the spacing error variation (Figure 4-5-e 
and f) for both controllers indicate the performance of each controller in terms of keeping 
the desired distance for the considered scenario.  
In addition to HWFET, we used the connected vehicle data sets from the safety pilot model 
deployment program to test and verify the proposed methodology. We ran some of those 
maneuvers for both cases of the conventional CACC and the stochastic MPC which uses 
the proposed model based communication. Figure 4-6 shows the histograms of both 
methods in terms of the spacing error when we have a platoon of ten vehicles. The left 
hand side is devoted to the conventional CACC and the right hand side figures depict the 
proposed methodology. Note that the maximum range of errors for the proposed 
methodology is in the order of centimeters but when the conventional CACC is the case, it 
can grow to 10 meters if we study vehicles no. 7 and 8. 
4.4.3 Comparison with model predictive controller when BSM is communicated 
To separate the effect of new controller design (SMPC) and the impact of new 
communication strategy (model based communication) we compare the stochastic model 
predictive cruise control performance when models are available with the frozen model 
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predictive controller (the scenario that BSMs are communicated, acceleration is assumed 
constant over prediction horizon, and models are not available). Four vehicles follow a lead 
vehicle which moves based on the HWFET. The left hand side figures of Figure 4-7 show 
the results when the MPC CACC is used and the right hand side figures illustrate use of 
the proposed stochastic model predictive CACC. Left hand side is devoted to raw data 
communication an acceleration is assumed constant over the prediction horizon, and the 
right hand side is for model based communication. From the comparison it is obvious that 
the model based communication and stochastic model predictive control approaches yield 
better tracking of the lead vehicle, decrease deviations of spacing error. 
4.4.4 Comparison of predicted values when models are used with when BSM is held by zero order 
To study the effectiveness of model-based communication on prediction of future values, 
we transmitted models and values at lower rates (less that the original 10hz) and utilized 
them in prediction of remote vehicle acceleration values. We did the study for 1hz, 2hz and 
5hz and results are shown in Figure 4-8 Figure 4-9 Figure 4-10 respectively. 
Figure 4-8-(a) shows the comparison of model-based prediction with the case that the 
acceleration is zero order hold between each two consecutive transmissions of 1hz 
transmission rate. The absolute error of each case compared to the original values (actual 
10hz data) are shown in histograms. As it was expected, when we want to predict the 
underlying function for the horizon of 1 second or more, the model based approach delivers 
better prediction in terms of prediction error and following the trend of original function 
compared to the conventional zero order hold approach.  
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 (a)                                                                          (b) 
 (c)                                                                         (d) 
 (e)                                                                         (f) 
 (g)                                                                          (h) 
Figure 4-5  Comparison of the conventional CACC (left) and the proposed method using Model-based communication (right) 
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 (a)                                                                                (b)   
 (c)                                                                                (d)  
 (e)                                                                                 (f)  
 (g)                                                                                 (h) 
Figure 4-6  Histogram comparison of the conventional CACC (left) and the proposed method using Model-based communication (right) in terms of spacing error for different lead vehicle maneuvers. 
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Figure 4-8 comparison of prediction when models are utilized and zero order holding of acceleration for 1hz. (a) comparison with the original values, (b) histogram of errors for zero order holding, (c) histogram of errors when model based is utilized 
                                                         (a) 
                            (b)                                                                       (c) 
Figure 4-7  Comparison of frozen-time MPC CACC (when raw data is transmitted) and the proposed stochastic MPC (stochastic models are available). 
                                        (a)                                                                               (b) 
                                         (c)                                                                             (d) 
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Figure 4-9 comparison of prediction when models are utilized and zero order holding of acceleration for 2hz. (a) comparison with the original values, (b) histogram of errors for zero order holding, (c) histogram of errors when model based is utilized.  
Figure 4-10 comparison of prediction when models are utilized and zero order holding of acceleration for 5hz. (a) comparison with the original values, (b) histogram of errors for zero order holding, (c) histogram of errors when model based is utilized. 
                                                             (a) 
                                             (b)                                                                        (c) 
                                                        (a) 
                                             (b)                                                                        (c) 
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5 Towards Unified Modeling of Communication Based Connected Vehicle Systems  
This chapter introduces a new approach for modeling the estimation and networking 
processes of CVS in a single framework. CVS relies on real-time situation awareness, 
acquired through cooperation with neighboring vehicles in a wireless network, to predict 
and respond to hazards. The subsystem that provides situation awareness consists of an 
estimation process and a networking/communication process. The estimation process is the 
source of vehicle data that is broadcast through the underlying vehicular network 
(communication process). The performance of vehicle tracking (estimation process) is 
significantly affected by the performance of the communication network because as it was 
explained in chapter 3 in terms of PTE, any issues in sending or receiving the information 
could result in erroneous position estimates and possibly crashes. It is therefore essential 
to produce models that allow a clear view into the dynamics of these two components. In 
this chapter we introduce a new methodology to model the networking and estimation 
components in a single framework.  
Section 5.1 discusses the system description and requirements. In Section 5.2, the model 
for each component is separately discussed and a hybrid model is presented to combine 
both estimation and communication. In Section 5.3, the hidden node phenomenon and its 
model are investigated. The validation of the proposed models in comparison with ns-3 
(network simulator 3) results is presented in Section 5.4.  
5.1  System Description 
The networking/communication process is responsible for disseminating state information 
of vehicles, and the estimation process samples the information in the sender vehicle 
(message generation) and recovers communicated states at the destination vehicles (state 
tracking). Figure 5-1 shows these components and their tasks. 
It is clear that performances of these two components are related to each other. The 
performance of the networking process highly depends on the load of information 
presented to the network by the estimation process of each vehicle (because the 
 71 
performance of CSMA/CA protocol degrades if the amount of load increases). The 
performance of the estimation process is affected by the dynamical order of its process and 
also the performance of the communication process because the estimation process 
recovers the state information based on the successfully communicated state information 
at the receiver. 
 
Figure 5-1  Two different components of RTSAC. 
Two different scenarios can be considered when modeling the networking component: all 
vehicles in each other’s transmission range, and vehicles interacting only with neighboring 
vehicles up to a certain distance. When all vehicles are in range, the system follows a rule 
that situational awareness is required for all vehicles, and each vehicle is assumed to 
receive state information from all other vehicles (a fully connected network). This is only 
a hypothetical scenario and is used to create a basic model for the communication 
component. In the second scenario, the situational awareness is assumed to be required for 
all neighboring vehicles up to a certain distance; therefore the range of communication and 
the operation of CSMA/CA will be adjusted accordingly. The second scenario is the 
realistic case of a CAS or CVS and covers the hidden node phenomenon. 
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The estimation process of RTSAC could use many different policies; in this work we 
consider the promising error-dependent policy of [44] (extended in [43]), which is currently 
under consideration by industry for adoption in the probabilistic form presented in [43]. 
5.2 Model Description for the Fully Connected Network 
In this section, we consider a fully connected network and develop a probabilistic timed-
automata (PTA) model for each sender, receiver, and channel. A hybrid automaton is then 
presented, that consists of estimation process as a continuous-time process and a 
networking /communication process model as discrete-time process for the condition of all 
vehicles being within range (fully connected network). 
5.2.1 Communication component model 
The networking/communication component of RTSAC in CVS system is based on the 
IEEE 802.11 standard in broadcast mode. Since the communication process is a discrete 
procedure, we model the communication process as a sequence of discrete processes and 
events. Furthermore, the communication process is random; therefore, probabilistic timed-
automata is used to model the communication part. The probabilistic timed-automata 
model is characterized by a six-tuple as follows: 
  0, , , , ,PTA S T s probI    (5-1) 
Where, 
 S is a finite set of states (location) of the PTA models. The communication model 
at the sender, receiver, and channel has different states to model the transmission 
and reception of the information by these states. In each sender, the model starts 
from wait until free and ends after the model leaves the transmit state. The models 
simulate the actual communication process, based on the discrete jumps 
(transitions) between these states. 
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 ܶ is a set of clocks. Transitions between states occur based on the clocks assigned 
to them. When the model enters a certain state, its clock is fired and counts from 
zero to the final clock value. 
 ܫ଴ ∈ ܵ is the initial state (location). In each sender, the model starts from wait until 
free and ends after the model leaves the Transmit state in each try of broadcasting 
the data. The channel model starts from free, and the receiver model starts from the 
waiting state. 
 ߦ is a finite set of all events. Its members handle all the possible transitions and they 
are the guards between all the states. 
 Σ(ݏ) is a set of feasible events at each state ݏ. 
 ݌ݎ݋ܾ is a set of transition probabilities. In probabilistic timed-automata different 
transitions between different states take place base on their assigned transition 
probabilities. The probabilities of transition between states are 1 if it is not 
mentioned on the guards. 
According to the CSMA/CA protocol, transmission procedures freeze when the channel is 
sensed to be busy, and transmission is allowed to resume when the channel is determined 
to be idle again. After a busy period, according to CSMA/CA, each sender should sense 
whether the channel is idle for an AIFS period, then it should follow the procedure from 
the point at which it was stopped. A random backoff waiting time is used to avoid collisions 
as much as possible. 
Figure 5-2 shows the proposed probabilistic timed-automata model for sender of vehicle ݆. 
The initial location is indicated by a double circle. If the channel is sensed to be free (idle 
during the AIFS time period), the model jumps to the backoff state and randomly selects a 
backoff number from a uniform distribution (the contention window size is CW=16, so the 
probabilities are 1/CW). After passing each slot time, the backoff counter counts down until 
it reaches zero. The events free and busy, which are generated by the channel, are urgent 
events for the Sender. Note that the Model moves toward transmission of the information 
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by jumping to the vulnerable state. The vulnerable state and its clock timer are defined to 
model the time taken for sender to assess the channel and deliver its state to the MAC layer 
and switch from receive mode to transmission mode. Before switching to the vulnerable 
state, the sender was listening to the channel in order to determine whether the channel 
becomes busy, in which the procedure will be stopped. When the vulnerable state’s clock 
reaches its final value, the model generates ܵ݁݊݀ ො௝(݇) messages for channel and fires the 
transmission timer in the transmit state. 
 Figure 5-2  Probabilistic timed-automata model for sender at vehicle j in the saturation condition 
Trans value is chosen to model the time taken to transmit the information through the 
channel in the real word. Following a transmit state, the sender restarts the process. This 
assumes there is always information to transmit i.e., the node and network are in saturation 
mode. We make this assumption here to develop the basic model, but can relax it when the 
estimation process is also modeled. The hybrid model is described without the saturation 
assumption, because the sender should send the state information when it is necessary 
based on the RTSAC estimation process policy. 
Figure 5-3 shows timed-automata model for the channel. We consider two states for the 
channel, busy and free. Note that the event ݁݊݀ ݔො௜(݇), generated by the transmitter of each 
vehicle, is an urgent event for channel. When a transmission happens (one sender leaves 
the Vulnerable state), the channel jumps to busy state and delivers its state to all vehicles 
by busy massages. As soon as the sender finishes the transmission, the channel returns to 
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free state. Therefore, in the case of all vehicles in range, they always have the same sense 
about the channel state (because they receive the same free or busy messages from the 
channel), but when there is a limited range of the transmission vehicles may have different 
sense about the channel state at different locations and this will yield to hidden node 
collision. If other transmissions happen while the first transmission has not yet completed 
and is still underway (this phenomenon could take place because of the Vulnerable sate) 
the channel should wait in busy state until the newest transmission finishes. We model this 
notion with a self-transition on the top of busy state, which resets the busy clock. 
 
Figure 5-3  Probabilistic timed-automata model for shared channel. 
Figure 5-4 shows the proposed timed-automata model of the receiver. We consider three 
states for the receiver to model information-packet reception. When a transmission happens 
and the channel switches to the busy state, the receiver switches from waiting (while there 
are no transmissions on the channel) to the reception state. Note that the events 
ܵ݁݊݀ݔො௜(݇), ܵ݁݊݀ݏ௜ and free, generated by the transmitter of each vehicle and the channel 
model, are urgent events for the receiver too. It is also possible for multiple transmissions 
to occur at the same time (ܵ݁݊݀ݏ௜). Therefore, we consider a transition for this condition 
to model these cases as collisions. If other transmissions occur while the first one is in 
progress, the receiver jumps to the collision state. After all of these events, the receiver 
model will go back to the waiting state when the channel sends a free message. The double 
circle indicates initial state of the receiver. 
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Figure 5-4  Timed-automata model for receiver part at vehicle. 
One of the measures to verify a timed-automata model is reachability analysis, which 
indicates that the model will terminate in finite time in each independent broadcast of the 
information. 
Problem 1 (Reachability): Given a transition system ܶ = ൫ܵ, Σ, ܵ଴, ௙ܵ൯, any state ݏ௙߳ ௙ܵ is 
reachable from a state ݏ଴߳ܵ଴ (initial state) by a sequence of transitions.  
Proof of state reachability: 
It was shown that each timed-automaton is a transition system [62]. If we apply the 
following reachability algorithm presented in [62]: 
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It is trivial to show that the proposed timed-automata model will terminate this algorithm 
after six steps, and reach5=S. therefore the timed-automata is finite. 
It can be concluded from this model that there are two reasons for collision when all 
vehicles are considered to be within range. First, if multiple transmissions occur at the same 
time (they have the same backoff number). Second, if two or more transmissions occur in 
sequence with ݒݑ݈݊ time duration (the difference between their backoff numbers is exactly 
equal to the ݒݑ݈݊ time slots). With very small ݒݑ݈݊ time slot, this type of collision can be 
ignored.  
 
5.2.2 Modeling the Estimation Process  
There are different policies to decide for communicating the information. It was shown in 
[43][44] that in the problem of tracking a dynamical system over a network, if message 
generation and communication have correlation with estimation error, the same 
performance as the periodic sampling and communication method can be reached using a 
lower rate of data. The reduced rate of transmission, without sacrificing performance, is a 
key advantage of the “error-dependent policy”. In error dependent policy, each vehicle 
communicates its current state information (position and speed) only if the difference 
between its next position and what is perceived as its next position at the remote vehicle 
(remote estimator data) is greater than an error threshold. The next position of each vehicle 
is driven by a Kalman filter based on its current position (from GPS data), speed, and 
heading [63]. It was proved that a first-order kinematic model is rational for estimating a 
vehicle's updated position based on position and speed data already available to remote 
vehicles. 
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Figure 5-5  Schematic overview of Error-Dependent policy. 
Figure 5-5 shows a schematic view of the estimation process. The remote estimator 
replicates the process running in other vehicles. It stores the last state information presented 
to the network to decide when the next transmission should occur. Self-estimation 
determines the next position based on a defined Kalman filter and generates a reference 
state vector. The remote estimator uses a first-order kinematic equation to estimate the next 
position of vehicle based on state information broadcast in the previous transmission: 
     1 1x k k k Tx v        (5-3) 
Symbols with (^) on top refer to the Self Estimator’s approximations and symbols with (~) 
on top refer to the perceived or emulated Remote Estimator’s approximations. The 
Scheduler decides whether the difference between the predefined reference position (ݔො(݇)) 
and estimated position has reached the threshold error or not. It calculates the estimation 
error based on the next position measured by the Self Estimator and Remote Estimator, 
then compares its Euclidean norm with the estimation error threshold as soon as it receives 
it. If the error calculated by the scheduler, ݁(݇) = ‖ݔො(݇) − ݔ෤(݇)‖ଶ, is more than the 
estimation error threshold, ݁௧௛, the current position and speed of the vehicle (ݔො(݇), ݒො(݇)) 
will be broadcast through the network.  
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  Figure 5-6  Hybrid model for CVS system at vehicle j. 
5.2.3 Hybrid Model 
The hybrid automata concept is a well-known method for mixed discrete-continuous state 
system modeling. The hybrid model proposed here to model the RTSAC system is as 
follows: 
 , , , , , , ,H Q X I n i t f D o m E G   (5-4) 
Where ܳ is a finite set of discrete states, ݍଵ represents the estimation process and ݍଶ 
represent probabilistic timed-automata model, ܺ is a set of continuous states. Any pair of 
(ݍ, ݔ) ∈ ܳ × ܺ is referred as the state of ܪ. Σ is a set of discrete input symbols and events. 
ܫ݊݅ݐ ⊆ ܳ × ܺ is the set of initial values of the system ( ෠ܺ௝, ෨ܺ(0)). ݂(. . . ): ܳ × ܺ → ݌(ܺ) 
represents the dynamic of the system. ܦ݋݉: ܳ → ݌(ܺ) × Σ is the working domain of each 
state and defines combinations of states, events and constraints (here error threshold) for 
which dynamical equations are allowed; here ݌(ݔ) is the power set of all subsets of ܺ. ܧ ⊆
ܵ × ܵ is the set of edges, and ܩ: ܧ × Σ → ݌(ܺ) is the set of transition guard conditions that 
enable the transition between discrete states. 
Figure 5-6 shows the proposed hybrid model for CVS system for vehicle ݆. The estimation 
process (ݍଵ), estimates the next position of vehicle according to Eq. 5-3. Scheduler 
determines the error of the estimations based on the information of Self Estimator and 
Remote Estimator and compares it with the Threshold error, and decides whether the 
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transmission is necessary or not. The reference vector, ෠ܺ௝, contains the real position and 
speed (ݔො(݇), ݒො(݇)) of each vehicle at different time steps (information of Self Estimator). 
If the estimation error is more than the Threshold error, the system will switch to the 
probabilistic timed-automata model and starts the communication process (probabilistic 
timed-automata model) from wait until free state. After that the system leaves the Transmit 
state of the probabilistic timed-automata, the system will update the Remote Estimator 
information (position and speed) with the current position of vehicle. 
Lemma 5-1:  the proposed Hybrid model is non-blocking. 
Proof: Based on the definitions in [62] the set of reachable state in continuous part (S1) is: 
    |1reach q x k e eth    (5-5) 
Since that the nature of the vehicle speed based on driver reactions is random (because of 
sudden breaking) we have two possibility for Trans (transition guard) set, that are: 
    |1 1Trans q x k e eth    (5-6) 
    |2 1Trans q x k e eth    (5-7) 
If ܶݎܽ݊ݏଵ is the case, it is trivial that ܴ݁ܽܿℎ ∩ ܶݎܽ݊ݏ = ∅ and thus the model is non-
blocking. If ܶݎܽ݊ݏଶ is the case, it is obvious that ܴ݁ܽܿℎ ∩ ܶݎܽ݊ݏ ≠ ∅. Considering the 
following lemma, because there is a guard between the estimation and communication 
process (݁ ≥ ݁௧௛) therefore, the Hybrid model is non-blocking. Note that we proved that 
the communication process is finite timed-automata.  
Lemma 5-2 A Hybrid automaton, H, is non-blocking if for all, (ݍ, ݔ) ∈ ܴ݁ܽܿℎ ∩ ܶݎܽ݊ݏ 
there exists ́ݍ ∈ ܳ such that (́ݍ, ݍ) ∈ ܧ and ݔ ∈ ܩ (ݍ, ́ݍ). 
Proof follows [62]. 
 81 
5.3 Modeling Hidden Node Phenomenon 
So far we have assumed a channel which sends free and busy messages to all vehicles; 
therefore, each vehicle has the state of the entire network. In the case of limited range of 
transmission, vehicles are not able to broadcast information to all other vehicles, and only 
vehicles within a certain distance (communication range) of a transmitting vehicle will 
receive the transmitted data. It should be noted that in this case vehicles do not have the 
information of entire network and they only can listen to the channel within their range. 
Figure 5-7 presents a simplified illustration. Consider a case where vehicle B has 
information to transmit and listens to the channel; if the channel is determined to be free, 
then vehicle B will attempt to broadcast its information according to CSMA/CA. But 
vehicle D, which is not located within the range of vehicle B, attempts to broadcast its data 
while vehicle B is transmitting, yet not violating CSMA/CA rules. In such a case, the 
packets from the two vehicles will collide at the receiver, vehicle C, who is located between 
and within range of both senders. These collisions could adversely affect the estimation 
process if the network is not properly managed. In the model of this case (limited range), 
each vehicle has the information of vehicles within its range, but not of the entire network. 
Therefore the authority to make decisions is local. Figure 5-8 shows the proposed model 
for the receiver part of vehicles. In this model we embed the channel model inside the 
receiver (because each vehicle senses the channel based on its range), and each receiver 
provides free and busy messages only for its transmitter. Each vehicle receives ܵ݁݊݀ ݔො௜(݇) 
and ܵ݁݊݀ݏ௜ signals only from vehicles located within its range. 
 
Figure 5-7  Schematic overview of hidden node phenomenon. 
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Figure 5-8  Receiver model for vehicle j. 
We define a closed sphere around each vehicle to indicate the range ( ௝ܴ). In this model of 
receiver, we have three states namely waiting, reception, and collision. In the waiting state, 
the receiver produces free messages repeatedly, allowing for data to be broadcast. The 
model for the sender and the hybrid model will be the same as before. Furthermore, because 
these free and busy messages are not shared with other vehicles, the hidden node collision 
will be inevitable. 
5.4 Model Verification 
To evaluate the accuracy of the model, we compare the results generated by the model and 
Network Simulator 3 (ns-3) for several different scenarios. We consider the probability of 
successful transmissions with respect to the number of vehicles, range, and rate of 
transmission as the measure for this comparison. The model is implemented in a multi-
thread program in JAVA. We study the model for two cases of a fully-connected network 
(all vehicles in range) and hidden node scenario (in a highway setting).  
ns-3 is an open source discrete event simulator that is maintained by a large community of 
researchers and developers. It is currently in use by automotive industry for verification of 
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vehicular communication and their related systems. Due to its discrete event nature and the 
fact that RTSAC runs as a periodic (discrete) repetitive process, it is straightforward to 
implement all the relevant parts of RTSAC in ns-3. To verify the proposed model, we 
configure ns-3 in a way that it behaves similarly to the model. To this end, an ideal channel 
was created with no fading and propagation loss. This means that each transmitted packet 
is successfully delivered to receivers up to a specified distance regardless of phenomenon 
such as fading. This distance shows the transmission range, thus the packet will not be 
received at any receiver beyond it. The PHY and MAC layer in ns-3 are configured to 
mimic DSRC (802.11p in 10MHz) in broadcast mode (AdHoc) with a rate of 6 Mbps. 
All clocks of models are scaled based on a fix slot time (time duration of 13 µs). Hence, 
other time dependent model parameters (Table 5-1) are calculated based on this slot-time. 
The same calculation also is considered for ns-3. For example, one second of simulation 
time will be 76923 time-slots, the packet size in ns-3 is 388 Bytes (324 payload+64 header). 
 
Starting the CSMA/CA procedure from sent state instead of a pre-start Backoff is the 
significant implementation issue of ns-3, which causes a completely concurrent collision 
in all of the transmitted packets. To avoid this issue, each vehicle in ns-3 should initialize 
its transmission by choosing a random delay drawn from a uniform distribution with the 
size of contention window. 
Table 5-1   System parameters  
Parameter Value 
Slot Time 13 µsec AIFS 2×slot time Vulnerable Time 1×slot time Transmission time 38×slot time Contention Window size 16×slot time 
Packet size in ns-3 388 bytes Channel Capacity 2026 packets   
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5.4.1 Fully Connected Network Scenario 
The probability of successful transmission is calculated by averaging over the number of 
successfully received packets (number of times the reception state was visited subtracted 
by the number of times the collision state was met by a receiver) divided by number of 
transmitted packets. 
Figure 5-9 depicts the probability of successful transmission according to various numbers 
of vehicles for constant transmission rate (50 Hz). As it was expected, the probability of 
success decreases after the channel becomes saturated. 
 
Figure 5-9  Probability of success vs. number of vehicles - all in range scenario. 
The probability of successful transmission for different rates is shown in Figure 5-10. The 
results are shown for three different cases of 40, 50, and 60 vehicles. The channel behavior 
can be observed while it shows a saturation point for each case, which depends on the 
number of vehicles, and a unique pattern of decreasing. 
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Figure 5-10  Probability of success vs. transmission rate - all in range scenario 
5.4.2 Hidden Node Scenario 
In this scenario, vehicles are distributed in a highway-like pattern. To investigate effect of 
hidden node problem precisely, and avoid effects of edges of the topology, the middle 1/5 
of the vehicles are used as the test nodes to calculate the probability of successful 
transmission (e.g. 50 vehicles in the center out of a highway with 250 vehicles). ns-3 uses 
location of vehicles to create a mobility trace file. The proposed Hybrid model also uses 
the same reference vector of positions for its estimation process ( ෠ܺ௝). 
Figure 5-11 shows the probability of successful transmission for hidden node scenario with 
respect to different ranges of transmission. Note that the rate of transmission is fixed to 
10Hz and the values are calculated over 50 vehicles in center of a highway with 250 
vehicles. As the range of transmission increases, the average probability of successful 
transmission in a neighborhood around a vehicle increases; the reason is that more vehicles 
are aware of each other’s transmission and cooperate with each other in a CSMA manner. 
It must be noted that the total capacity decreases in this case since the channel is shared by 
more vehicles when the range of transmission increases. It is only the probability of success 
for the few transmitted packets that increases. 
The mutual effect of transmission rate and range on successful transmission in the case of 
50 vehicles is shown in Figure 5-12. Since the capacity of channel is limited to a constant 
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amount of packets, increasing the rate will improve the probability of successful 
transmission until it reaches the saturation point of the channel. After that, increasing the 
rate will increase the number of hidden node collisions which results in less successful 
transmissions. 
Another measure used to evaluate the Hybrid model is the rate of message transmission as 
a function of the estimation error threshold. The reference position vector, ෠ܺ௝, is assumed 
to perform like a GPS device, which updates the speed of the vehicles every 6.5msec via a 
zero mean Gaussian distribution for acceleration. Therefore, every 6.5msec the speed 
vector will update its value.  
Figure 5-13 shows the result for different values of threshold error. It can be observed that 
the increase of the error threshold affects the rate of transmission inversely (as expected). 
 
Figure 5-11  Probability of success vs. transmission range - Hidden node scenario. 
 87 
 
Figure 5-12  Probability of success vs. transmission rate and range - Hidden node scenario. 
 
Figure 5-13  Effect of threshold error on transmission rate. 
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6  Conclusion and Future Work 
The communication component is an essential part of the emerging cyber-physical 
systems. The performance of the communication component has a profound effect on the 
overall performance of the control algorithms and eventually on the behavior of the 
physical system. The main contributions of this dissertation is the study and design of 
communication approaches for two domains of energy and transportation cyber-physical 
applications.  
Two contributions to the design, modeling and simulation of communication mechanisms 
and protocols for CPES were presented in chapter 2: 1) A novel communication mechanism 
has been proposed for efficient use of communication protocols and technologies in CPES, 
2) Models and simulation tools for communication strategies, protocols, and technologies 
have been developed to add communication simulation and modeling capability to the 
industry’s commonly used power system transient level simulator, PSCAD. 
The presented on-demand mechanism is verified by our PSCAD embedded network 
simulator that simulates communication network components in PSCAD. The simulator is 
designed in a way that it allows integration of new communication strategies and abstract 
forms of communication protocols, such as DNP3 and IEC61850. According to DNP3 and 
IEC 61850, communication enabled devices can either work in event-driven mode or in 
non-event-driven mode (i.e., polling based). The non-event-driven mode of operation 
works based on periodic and frequent polling of sampled signal. The non-event-driven 
mode of communication is supposed to be initiated by the receiver. On the other hand, in 
event-driven method of communication, messages are generated and sent from senders 
based on their determination of when communication is needed. Since the event-driven 
method does not work based on a fixed rate of transmission, it can provide a lower 
communication overhead and significantly lower latency, for fault detection application. 
While event-driven method is specified in the standard, the strategy that creates the events 
needs to be designed for each application. We presented one such strategy in chapter 2. 
However, following the same concepts in chapter 3 and 4, one could possibly design a 
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model-based strategy for CPES. Using this concept, the remote estimator is able to track 
and estimate the dynamical system using a linear prediction, piece-wise linear, or any other 
mathematically proven method of system identification and forecasting. One possible 
direction could be online adaptation and learning the behavior of underlying function, 
modeling the behavior, and transmitting the model which is learnt through the network. 
When receivers get the information, they can use this information to optimize their control 
and actuations in a model predictive way. The information about other agents and their 
behavior will form the situational awareness in a much more elaborative and control-aware 
form than is currently possible. Therefore, making decision about what is better to be 
communicated could be a promising area of research.  
The current form of communication in connected vehicle (CV) applications is expected to 
take the form of frequent broadcast of sensed data (non-event-driven mode) to other 
vehicles in the proximity of a sender. The broadcast messages are used by the receivers to 
track the movement of the sender of information in real-time. Given the limited capacity 
of the channel, usually short messages with limited information about movement of vehicle 
are used with DSRC. This limitation degrades the accuracy and resolution of tracking, and 
eventually leads to constraints in the type of applications that can be developed. In chapter 
3, we introduced different approaches for FCW and IMA hazard detection, and investigated 
the impact of communication uncertainties on the accuracy of alert generation. While 
closed form mathematical expressions are possible for some components of the system, the 
entire CAS system is very complex to be modeled mathematically. We employed a co-
simulation methodology to conduct a simulation study of the impact of communication 
uncertainty on the accuracy of the CAS applications.  
Co-simulation results indicated that the performance of communication has immediate and 
significant impact on the accuracy of tracking and alert calculations. It was illustrated that 
loss of communication causes incorrect calculation of values such as separation distance, 
time to collision, and time to stop. Miscalculation of these values leads to warnings being 
generated earlier or later than they should be. Another observation we made after study of 
different application specifications and features is that the impact of communication on 
different choices of CAS application is not the same. For example, it was shown in chapter 
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3 that the two approaches of FCW, i.e., time-based and distance-based, have notably 
different accuracy levels (up to 5-8 % difference) in the case that remote vehicle is 
decelerating and host vehicle moves toward it.  
Two communication approaches, control-aware and rate adaptation, were studied in this 
dissertation to enhance the situational awareness. Increasing the utility of communication, 
by including information that is more meaningful to the automated application, has the 
potential to considerably enhance the situational awareness and eventually improve the 
performance of CV applications. We utilized one such approach in this dissertation, namely 
the model communication concept, and demonstrated a realization of this concept in the 
context of automated cooperative applications, such as CACC in chapter 4.  
The presented control-aware design, benefits from two distinctive contributions. First, we 
developed an HMM-based model of a vehicle and driver that allows describing the vehicle 
dynamics in communicable forms. Second, the communicated model was used with a 
stochastic model predictive controller. To cover all behaviors of the underlying function, 
the approach presented in chapter 4 is to break down the observation sequence into several 
portions each comes from a hidden state and stochastically switch between these states. 
Online adaptation of parameters is a novel concept presented in the proposed framework. 
It can be noted that the stochastic MPC control scheme for CACC is also a novel design, 
which utilizes the model-based communication in its optimization. The presented methods 
in this dissertation are applicable to other CV applications and even with further 
generalization to other networked systems. In particular, one possible direction to extend 
the proposed approach is to study the effect of this design in complicated connected vehicle 
scenarios to achieve more accurate and precise situational awareness. 
To understand how control awareness or rate adaptation impact situational awareness, it is 
desirable to develop models that considers the behavior of communication component and 
the coupled control or physical processes. For the case of CV, the real-time situational 
awareness sub-system consists of two major components, estimation, which controls the 
transmission rate, and communication that is responsible for information dissemination. 
The interaction of these two sub-components has an immediate and profound impact on 
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the overall performance of the real-time situational awareness sub-system. To study the 
mutual impact of these sub-components there was a need for a unified framework to model 
the two sub-components. In chapter 5, the two sub-components were modeled in a single 
framework. A probabilistic timed-automata was presented to model the communication 
component and a hybrid automaton was proposed to model the entire system. Due to the 
randomness of the protocol (CSMA/CA) used in these systems and the discrete nature of 
communication process, probabilistic timed-automata was assumed to be a rational 
modeling strategy. A first order kinematic equation was designated to estimate the next 
position of vehicle based on the received state information. Two different timed-automata 
models for two cases of all vehicles in range and hidden node phenomenon were 
introduced.  
The hybrid model can be extended to study other estimation processes by replacing the 
estimation state, while the remaining parts of the model would remain intact. For example, 
the probabilistic error-dependent policy can use a calculated transition probability out of 
the estimation state. In addition to rate adaptation strategies, the communication part can 
potentially be enhanced to allow power or range variations based on application of adaptive 
power control methods. 
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APPENDIX A 
In this appendix we show the details of deriving HMM parameters for the case study. New 
estimations for initial state probabilities at each iteration is defined as follows: 
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From the case study marginal conditions we have )()( 11 obi titit   , thus: 
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State transition probabilities are calculated by: 
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If we rewrite the above based on )(id  and ),( jid  we have: 
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Estimation of the next iteration for unbiased variance based on MLE is derived as follows: 
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where, 22 |||| dtiTtitd yo   . 
