In the paper an example of application of the Kalman filtering in the navigation process of automatically guided vehicles was presented. The basis for determining the position of automatically guided vehicles is odometry -the navigation calculation. This method of determining the position of a vehicle is affected by many errors. In order to eliminate these errors, in modern vehicles additional systems to increase accuracy in determining the position of a vehicle are used. In the latest navigation systems during route and position adjustments the probabilistic methods are used. The most frequently applied are Kalman filters.
Introduction
To guide and determine the current position of an automated guided vehicle a variety of navigation systems are used which enable the vehicle to move from the starting point along a specified route to the destination. These systems while driving can use a real or virtual trajectory. In a navigation system with the real trajectory the vehicle is traveling on a closelyphysically specified route. This route can be determined by means of an induction loop, or an optical or magnetic loop. In these three cases the devices fitted to the vehicle follow a designated route, and the vehicle control system strives to minimize the deviation between the position of the set route and the sensor or the camera.
In a navigation system which uses virtual trajectories the vehicle has its own advanced system with a sufficiently large memory. In the memory the map of the area and the route along which the vehicle is traveling are encoded. The control system uses data from the respective sensors and indicates the current position of the vehicle and other traffic parameters. The basis for determining the position in this type of navigation is odometry -the navigation calculation. This method of determining the vehicle position is affected by a number of errors. In order to eliminate these errors in modern vehicles additional systems are used − to increase the accuracy in determining the vehicle position [12, 21] . These systems include the optical, magnetic, laser and GPS satellite navigation [4, 7, 14, 18, 20, 24] . At appropriate time intervals, or after passing by the vehicle characteristic signs [11, 16, 23] there is a precise position determination process and error correction from the navigation computing − odometry. In the latest navigation systems in the process of the route and position adjustment the probabilistic methods are used. These methods are successfully used to analyse the measurement signals [5, 6, 13] and they have been quickly implemented in mobile robotics [11, 16] .
Recently, extended Kalman filters have been widely applied [2, 9, 10] . Castellanos [2] have proposed application of an extended Kalman filter in an algorithm used for simultaneous mapping and location of a vehicle. It has been shown that linearization of resulting non-linearities in both the motion of a vehicle and the sensor model enables to obtain good results in the applied algorithm.
An automated guided vehicle -the object of research
The object of research was an automatically guided vehicle designed to transport cargo, made at Rzeszów University of Technology. The vehicle motion was driven and controlled by two independently driving wheels. The tested facility was equipped with a computer, and a set of cards for data acquisition and control of an appropriate measurement equipment. Due to the lack of a flexible suspension the vehicle was designed to move on smooth surfaces. The vehicle was built based on the tricycle construction having two driving wheels and one wheel with independent rotation. Such a solution of high structural simplicity provides good manoeuvrability. The tested vehicle has the following dimensions: 1.24 x 1.04 m. In the vehicle MICROSONAR MS105 ultrasonic sensors and LT3 laser rangefinders have been applied. For the ultrasonic sensors settling time is 125 ms, repetition ±2 mm, and linearity ±8 mm. In contrast, for the laser rangefinders the settling time is 1; 10; 100 ms, linearity in the diffusion mode ±30 mm (0.3−1.5 m), ±20 mm (1.5−5.0 m), and in the reflective mode ±60 mm (0.5−50 m) [25, 26] .
The basic method of calculating the position of an automated guided transport vehicle is the navigation calculation − odometry. It involves determining the current position of a vehicle, based on the distance travelled by the vehicle's characteristic point K. In practical solutions three methods of calculating navigation of a land vehicle are applied [15, 17] . These methods differ in a way of measuring and determining the azimuthal angle. In this research the navigation calculation was applied to determine the azimuthal angle θ and the difference in speeds of driving wheels vL and vP. The essence of this approach is shown in Fig. 1 . If the position of a chosen point O of the vehicle driven by two independent wheels of KL and KP in the base reference system X0O0Y0 ( Fig. 1) at the iteration k is determined by the state vector ൫‫ݔ‬ሺ݇ሻ, ‫ݕ‬ሺ݇ሻ, ߠሺ݇ሻ൯, then the position of the vehicle in the iteration k + 1 is expressed by the relation:
The speeds ‫ݒ‬ o ሺ݇ + 1ሻ and ߱ሺ݇ + 1ሻ can be determined from the relations (2) and (3):
where ‫ݒ‬ ሺ݇ + 1ሻ − the right wheel speed KP; ‫ݒ‬ ሺ݇ + 1ሻ − the left wheel speed KL; b -the driving wheel track. The speeds ‫۾‬ ሺ + ሻ and ‫ۺ‬ ሺ + ሻ are expressed by the following relations:
After taking into account the formulas (4) and (5) the angular velocity ߱ሺ݇ + 1ሻ (6) and the speed ‫ݒ‬ O ሺ݇ + 1ሻ (7) can be obtained directly from the measurement of the angular velocity of the driving wheels ߱ ሺ݇ + 1ሻ and ߱ ሺ݇ + 1ሻ:
where ߱ ሺ݇ + 1ሻ − the angular speed of the right wheel; ߱ ሺ݇ + 1ሻ − the angular speed of the left wheel; r − the radius of the driving wheels which is the same for both wheels.
In the above discussion it was assumed that the wheels are rigid and roll without a slip, the wheel contact with the road is point-wise, and the radii r of the wheels are equal.
In a real vehicle there are a number of derogations from these assumptions. During the position determination the errors occur [3, 19, 22] . There are several sources of errors affecting the position accuracy. These sources are divided into two categories: − Systematic errors caused by: an uneven distribution of the radii of the wheels, a bad connection of the wheels, an uncertainty in the track (due to a non-point wheel contact with the ground), a limited resolution of the encoder, a limited sampling rate of the encoder.
− Random errors caused by: driving over a rough surface, riding on random objects on the ground, slippage of the wheels (caused by a slippery ground, acceleration, fast curves (i.e., skidding), external forces (interaction with external bodies), internal forces (wheel swivelling), a non-point wheel contact with the ground. Systematic errors resulting from determination of the current position of a vehicle during movement are adding up, thus worsening the final result. At the most smooth surface indoor, the systematic errors have a greater share in the odometry errors than the random ones. However, on the surfaces with significant inequalities the random errors can be dominant.
In addition, the dead reckoning navigation errors may be caused by odometry equations as they approximate an arbitrary motion as a series of short straight sections. The accuracy of this approximation depends on the sampling frequency and the vehicle speed.
As the dominant sources of error in the odometry there are considered mainly the following ones:
− Different radii of the wheels -in the majority of automatically guided vehicles a mobile robot uses rubber-tyre wheels in order to improve adhesion and isolation from vibrations caused by an uneven work surface. It is very difficult to produce wheels of the same diameter. Moreover, rubber is deformed to different degrees, depending on the load and its asymmetrical distribution. Both of these cases are sources of odometry errors.
This error is marked as the radii error Er:
where rL and rP are the actual radii of the wheels.
− Uncertainties in the wheel track -the wheel track is defined as the distance between the points of contact where there is no slip in curvilinear motion of two wheels of the vehicle and the ground. The uncertainty in the track is caused by the fact that a pneumatic wheel is not in contact with the ground at a single point, but rather there is a space of contact. This error is marked as the track error Eb:
where ba -the current wheel track of the vehicle; bn -the nominal wheel track of the vehicle. The errors Eb and Er are dimensionless quantities, expressed as fractions of the nominal value.
Not taking into account the above errors in the vehicle navigation results in a significantly rising deviation of distance from the given trajectory in time. This is evident in the graphs shown in Fig. 2 . The sonars S1 and S2 are located at the front and rear of vehicle and are engaged in continuous distance measurements of dS1 and dS2 from the wall of the corridor. The presented, measured actual course of motion is a curve and is close to an arc. This reflects the dominant role of errors in determining the wheel rolling radii. The recorded measurements are characterized by significant interference and thus the process requires appropriate filtering techniques. The need to ensure a high accuracy and measurement frequency eliminated the measurements with the use of a sonar. They were replaced by laser rangefinders. Figure 3 shows examples of courses of driving along the wall. The vehicle control system based on measurement of data from a laser rangefinder tried to keep the vehicle at a predetermined distance from the wall. The courses in Fig. 3 are characterized by significant oscillations. This is caused by uneven walls, and interference of measurement results introduced into the control input.
In order to eliminate interference measurements it was necessary to apply a method of filtration of the obtained measurements. For this purpose, the most appropriate methodology seemed to be the Kalman filtering. 
Methods of filtration − a Kalman filter
The absorption in the case of driving along the wall, the localization of an automated guided transport vehicle can be carried out by using probabilistic methods. It is based on estimation of a vector of the environment dynamic state based on sensory measurements. With respect to the automated guided vehicles, the state vector, for example, is formed by Cartesian coordinates of the centre of the vehicle and its orientation. The measurements are taken by odometry techniques and additionally by sensors, such as laser rangefinders, sonars and cameras. The key idea of probabilistic methods is recursive − at times k − estimation of the probability density in the whole state space, but providing the data received until the moment k. One of the probabilistic techniques of location of a mobile robot uses a Kalman filter [1] . During operation of the Kalman filter all the available information about the controlled system is processed in order to determine the interesting variables.
There is also included such information as the dynamics of the system and measuring devices, a statistical description of disturbances in the system, a description of the measurement errors, and information on the initial values of the determined variables. Its operation is based on prediction, for example, the current location of a vehicle, based on historical movements and ongoing environmental monitoring in such a way that the error is statistically minimized. The Kalman filter is used to track changes in the position and orientation of a vehicle with respect to a known location of the vehicle at the initial moment. To be able to use it the control system needs to have a model that can be written in the linear form, and disruption of the system must be of the Gaussian character.
In the case of the Kalman filter − also called minimally − mean square linear estimation [8] − a function of quality is minimized:
where ‫ܧ‬ሾ.ሿ denotes the expected value in a statistical sense; x ො − the estimate x. The mathematical model of the system takes the following form:
ቊ xሺ݇ + 1ሻ = ۴ሺ݇ሻ • xሺ݇ሻ + wሺ݇ሻ, the model process zሺ݇ + 1ሻ = ۶ሺ݇ + 1ሻ • xሺ݇ + 1ሻ + vሺ݇ + 1ሻ, the model t measuremen
This model consists of two equations that describe the observed process (object) and the measurement performed on it. We assume that the observed process is dynamic, i.e., the vector x changes at any time moment. The value of vector xሺ݇ + 1ሻ at the next time point depends on:
− the current values of vector xሺ݇ሻ; − the matrix ۴ሺ݇ሻ associated with the process, which may also change over time; − the current value of process noise wሺ݇ሻ.
There is no direct "access" to the variables of the x process, one can only measure the linear combination z, defined by the measurement matrix ۶ሺ݇ + 1ሻ which can also vary.
In the Kalman filter theory some assumptions are made:
− wሺ݇ሻ − the process noise has zero mean value and is uncorrelated:
− the noise auto-covariance matrix of the process ‫ۿ‬ሺ݇ሻ is positively definite and symmetric:
− vሺ݇ሻ − the measurement noise has zero mean value and is uncorrelated "with itself", and the noise of the process wሺ݇ሻ:
− the noise auto-covariance matrix of the measurement Rሺ݇ሻ is positively definite and symmetric:
− the initial value of the process variable vector must satisfy the following conditions:
i.e., the auto-covariance function of the initial state should be known and the state cannot be correlated with neither the process nor the measurement noise. Designations relevant for writing and understanding the Kalman filter operation:
x ොሺ݇ + 1|݇ሻ − the vector forecast xሺ݇ + 1ሻ based upon measurements zሺ1ሻ, … , zሺ݇ሻ (17)
x ොሺ݇ + 1|݇ + 1ሻ − the vector estimator xሺ݇ + 1ሻ based upon measurements zሺ1ሻ, … , zሺ݇ + 1ሻ (18) z ොሺ݇ + 1|݇ሻ − the vector forecast zሺ݇ + 1ሻ based upon measurements zሺ1ሻ, … , zሺ݇ሻ (19) ∆xሺ݇|݇ሻ = xሺ݇ሻ − x ොሺ݇|݇ሻ − the state process estimation error, (20) ∆xሺ݇ + 1|݇ሻ = xሺ݇ + 1ሻ − x ොሺ݇ + 1|݇ሻ − the state process forecast error,
∆zሺ݇ + 1|݇ሻ = zሺ݇ + 1ሻ − z ොሺ݇ + 1|݇ሻ − the measurement forecast error,
Pሺ݇|݇ሻ = ‫ܧ‬ൣ∆xሺ݇|݇ሻ∆x ் ሺ݇|݇ሻ൧ − the covariance matrix of state process estimation error (23) Pሺ݇ + 1|݇ሻ = ‫ܧ‬ൣ∆xሺ݇ + 1|݇ሻ∆x ் ሺ݇ + 1|݇ሻ൧ − the covariance matrix of state process forecast error,
Pሺ݇ + 1|݇ + 1ሻ = ‫ܧ‬ൣ∆xሺ݇ + 1|݇ + 1ሻ∆x ் ሺ݇ + 1|݇ + 1ሻ൧ − the covariance matrix of object's status estimator error.
(25) The calculation scheme is shown in Fig. 4 , whereas a block diagram of the Kalman filter in Fig. 5 . Because the object is dynamically changeable, the forecast of the new state is not equal to the estimation of the previous state, but it is calculated taking into account the matrix of process "dynamics" F [8] . The Kalman filter algorithm may be used to identify parameters of a dynamic linear system and to "de-interleaving" signals, that is to estimate one of the intertwining signals with each other, based on knowledge of the second signal and a result of convolution. A result of passing the signal through the linear system line is its convolution with the impulse response of this system, thus often in practice it occurs a problem for adaptive estimation of the input signal based on knowledge of the "output" of the system and its transfer function. The task of Kalman filtering is to find the best linear estimate of minimally -mean squared vector xሺ݇ሻ based on the values of the measurements done so far zሺ݅ሻ, ݅ = 1, 2, 3, … , ݇. Since the noise wሺ݇ሻ is not correlated with the measurements zሺ݅ሻ, ݅ = 1, 2, 3, … , ݇, thus:
Similarly, because the noise vሺ݇ሻ is not correlated with the measurements zሺ݆ሻfor ݇ ≠ ݆, hence:
The new estimate x ොሺ݇ + 1|݇ + 1ሻ should be made up of the sum of two independent estimates:
where the second summand of the sum means the component of the estimate x ොሺ݇ + 1|݇ + 1ሻ based only on the forecast error of the ሺ݇ + 1ሻ st measurement.
The minimally-mean squared estimate of the vector x based on the mean z is equal to:
because its error must be orthogonal to the vector of z measurements:
After taking into account the (31) with respect to the second component of the sum of (30) we obtain:
After the transformation, the relation (34) can be written in the following form:
where:
Pሺ݇ + 1|݇ + 1ሻ = ‫ܧ‬ൣ∆xሺ݇ + 1|݇ + 1ሻ∆x
The transformations from the (34) into the (35) take into account the definitions and (11), (13), (15) , (21) , (22) , (27) and (29), and the property "uncorrelation" ("orthogonality") of the vector pairs ൛∆xሺ݇ + 1|݇ሻ, wሺ݇ + 1ሻൟ and ൛∆xሺ݇ + 1|݇ሻ, vሺ݇ + 1ሻൟ:
The methodology previously described has been implemented in a computer program controlling the movement of the vehicle in real time.
Analysis of the results
Experimental studies with the use of laser rangefinders have been divided into two stages: the preliminary stage and the basic research one. Within the preliminary studies the measurements verifying the methods and measurement systems were performed. Firstly, the scatter measurements obtained from a laser rangefinder were determined. For this purpose, the measurements were made with a stationary laser rangefinder located on a rigid substrate, and then with the laser rangefinder located on the vehicle with working propulsion engines.
In Fig. 6 the benefits of using the Kalman filtering are shown. Fig. 6a shows the course of the recorded and processed signal from the laser rangefinder mounted on a rigid surface. Noticeable scattering of measurements is about 2 mm, which is approximately 1‰ of the measured range. Fig. 6b shows the course obtained from the measurement using the laser rangefinder located on the vehicle. The wheels of the vehicle during the measurement were raised, whereas the motor drives were working and lifted vehicle vibrations. The black line maps the obtained results. The resulting dispersion in measurements is much larger, as shown in Fig. 6a . During the measurement the obtained results were subjected to filtration through a real-time Kalman filter. The effects of the filter are shown in Fig. 6b as the white line. Scattering of the measurement results after filtration is largely limited. The Kalman filter used a vehicle model built specially for this purpose. The state vector consisted of the Cartesian coordinates of the centre of the vehicle, its orientation, the radii of the wheels and the wheel track. The state vector has been described by the (40). The measurements were made with the odometry techniques using sensors, such as laser rangefinders.
The sizes of x1, x2, x3 are described by the (1) whereas x4, x5, x6 by the relations (41).
At the second stage of the performed tests the vehicle was at a predetermined distance from the base surface on the basis of measurements of the laser rangefinder subjected to the Kalman filtering. The measurements of the laser rangefinder were used by the control system to drive at a constant distance from the base surface.
The filtration process requires estimation of the variance of process and measurement. The value of the measurement variance has been determined on the basis of catalogue data and preliminary stationary measurements. To determine the value of the process variance the reference data have been applied. During the experiments, these values have been changed several times.
To better illustrate the impact of the Kalman filtering, in Fig. 7 a small part of the route with visible courses of the measurement data before and after filtration was shown.
In Fig. 8a there are presented the courses of the vehicle's distances from the wall obtained from the indications of the laser rangefinder without filtration, and Fig. 8b shows the distance from the wall based on the indications obtained from the laser rangefinder subjected to Kalman filtering. To demonstrate the influence of filtering the measurement signals on the vehicle motion in Figs. 3 and 9 there were shown the courses obtained from the vehicle using the unfiltered and filtered measurement signals. When comparing the courses from Fig. 3 (without filtration) and Fig. 9 (with filtration) it can be concluded that the use of the Kalman filtering significantly reduces oscillations of the vehicle along the implemented route. In both considered cases, the maximum oscillations are observed when the vehicle passes through an obstacle disturbing the measurement. In the case of the Kalman filter the maximum size of the oscillation is less than about 30% in comparison to that obtained without filtration, and is quickly stabilized. The final value of these oscillations is also lower. The standard deviation for the considered phase of movement after passing a measurement obstacle for the unfiltered course is 0.0297 whereas for the filtered one is only 0.0189.
Conclusions
Contemporary measurement techniques enable measurements with a considerable accuracy and frequency. In a real research facility such as a vehicle we have to deal with vibrations from the road and the drive unit. The shape and profile of the measured items in many cases are characterized by significant deviations. In spite of a high accuracy of measurement devices a series of disturbances is imposed on the obtained results, which in turn makes it impossible to precisely determine the position and driving along a specified route. The disturbances are random; therefore, a very good solution is to use the Kalman filtering. The performed studies showed clearly the benefits of such a solution. This is seen by comparing the graphs in Figs. 3 and 9. The use of the Kalman filter resulted in a significant reduction in deviation from the specified route. The vehicle movement became smoother and enabled an early indication of other very important quantities for the process of navigation, such as the ratio of the rolling radii.
