 is a continuously differentiable and its gradient is available, bound from below. Generally, we use the iterative method to solve (1) , and the iterative formulas is given by
Where the 
is the gradient of f(x) at the k x and k  is a scalar which determined different conjugate gradient methods [1, 2] .The line search in the conjugate gradient algorithms often is based on the general Wolfe condition [3, 4] :
Where 0 1      . There are many well known formulas for k  , such as the Fletcher-Reeves(FR) [5] , Polar-Ribiere-Polyak(PRP) [6, 7] .Hestenes-Stiefe(HS) [8] ,and Conjugate Descent(CD) [9] , Dai-Yuan(DY) [10] Quite recently, Birgin and Martinez [11] propose a spectral conjugate gradient method by combining conjugate gradient and spectral gradient method .Unfortunately, the spectral conjugate gradient method cannot guarantee to generate descent direction. So base on the FR formula, Zhang et al. [12] modified the FR conjugate gradient method.
And they proved the global convergence of the modified spectral FR method with the mild conditions. And then Huabin Jiang and Songhai Deng [13] propose a spectral conjugate gradient method about PRP method, they proof the global convergence under the Armijo line search, they proof when the exact line search is used, when 1 k   .
II. NEW SPECTRAL CONJUGATE GRADIENT METHOD
Consider the general spectral conjugate gradient method (2) and
is a step-size satisfy the Wolfe condition(4), (5)and
 is a scalar which determined different spectral conjugate gradient methods .We assume that the search direction is descent direction for k-1 steps, and we hope the conclusion also for k steps, so we have
From the (7) and multiplying by T k g , and from the (8) we
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We observe the formula (9), let the form of
, and we assume
From (5) we have
From our assume we known that
and from (11) we let
From the (12), (13) we know that
III. ALGORITHM AND LEMMAS
In order to establish the global convergence of the proposed method, we need the assumption on objective function, which have been used often in the literature to analyze the global convergence of nonlinear conjugate gradient with inexact line search. The level set
is bounded, where x 1 is the starting point.
In some neighborhood N of  ,the objective function is continuously differentiable , and its gradient is Lipchitz continuous ,so there exists a constant L>0 such that
Step 1. Data:
stop, otherwise go to Step 2;
Step 2.Computer k  by some line search
Step3.Let
then stop, otherwise go to the Step 4.
Step 4.Computer (7) Step 5.Set k=k+1, go to Step 2 Lemma 3.3. Consider any method (2), (7), where (14) , (15) and the step-size k  be determined by the any line search,
Proof: From the (7) and multi plying by (1 )
From the above, we obtain that the conclusion And from the the equation (15) and (17) we have
Lemma 3.4 Support that assumption (16) holds, Consider any method (2), (7), where (14) , (15) 
The above lemma (19) often called Zoutendijk condition, is used to prove the global convergence properties of nonlinear conjugate gradient methods. It was originally given by Zoutendijk.
IV. GLOBAL CONVERGENCE PROPERTY
Theorem 20 .Suppose that Assumption (16) holds, Consider any method (2), (7), where (14) , (15) From (7), we have 
From the above equation (18)and dividing by 2 ( )
Using recursively and
From (21) and (24), we have
This contradicts the Zoutendijk condition (19).Therefore the conclusion (20) holds.
V. THE INHERENT PROPERTY OF THE METHOD AND ITS

APPLICATIONS
We will introduce the inherent nature of the method under the any line search condition and we define
We use (28), (29) change the equation (23), we have
We assume exit positive scalar  and  satisfy , 1
Lemma5.1 Consider the method (2) , (7), (14), (15) 3  ,such that relations 
From (35) We adopt the performance profile by Dolan and More [15] to compare the SP method with FR method, and CD method. Figure 1-4 show the performance of the three methods relative to the number of iterations, the number of function evaluations, the number of the gradient evaluations and the CPU time.
Obviously, from the four figures show that SP method outperforms FR method, CD method for the given test problems in CPU time, the number of function evaluations, and the number of gradient evaluations, so the SP method is computationally efficient. PERFORMANCE PROFILES FOR THE NUMBER OF GRADIENT EVALUATIONS.
FIGURE IV. PERFORMANCE PROFILES FOR THE CPU TIME.
