One could speak of Socrates, to wonder whether he was a good philosopher or a bad one; but one can also speak of sleep or of boredom, and if one cannot say much about [the word] 'and' … there remains much to say about the whole ensemble of processes, of manners of being, of actions, of sensations, or of impressions that one cannot consider as objects. … [I]t seems to me … that one can legitimately pose some question about -let us say -memory; in what does memory consist? Is it essential to reserve this notion to designate only those experiences that are our own? …. And it is not impossible that this is the genre of research that certain disciples of Husserl recommend, in which case their curiosity seems to me perfectly legitimate (A. J. Ayer 1960) .
Getting all Ryled up
In this passage A. J. Ayer was in the process of posing a question to Gilbert Ryle about whether it is possible to be concerned about experience, perhaps in the way that Husserl's phenomenology is concerned about experience, even if we take ordinary language statements as our starting point. One might be surprised to find two analytic philosophers, who were actually discussing an argument made by Wittgenstein, suddenly evoking Husserl's phenomenology.
But, as Wittgenstein himself might say, context is everything. The setting for this discussion was a meeting at Royaumont which put Ryle, Ayer, and Quine into conversation with R. P. Van Breda (the original founder of the Husserl Archives) and Merleau-Ponty. Merleau-Ponty picked up where Ayer left off:
I have also had the impression, while listening to Mr. Ryle , that what he was saying was not so strange to us [phenomenologists] , and that the distance, if there is a distance, is one that he puts between us rather than one I find there (Merleau-Ponty 1992) .
Mr. Ryle goes on to agree with Ayer that philosophers can legitimately talk about memory, perception, sleep, and other ambiguous non-objects, but he does not recant a criticism he had made of Husserl, namely that to the extent that Husserl had talked about meaning that was not reducible to verbal meaning, his descriptions were nonsense. Perhaps more surprising than his dismissal of phenomenology from the realm of philosophy, which he seemingly limits to conceptual analysis, is his dismissal of empirical fact. After describing examples of what empirical scientists do, he states: "See here what comes to my mind when speaking of research of fact. Nothing very mysterious, as you see. But what matters is that the questions of fact of this order are not the province of philosophy. One will never say that so and so is a better philosopher than so and so because so and so knows facts of which the other is ignorant" (Ryle 1960) . 2 Times have changed in some ways; and in some ways not. Would Dan Dennett or Patricia Churchland agree with Ryle about a philosopher's knowledge of empirical research? Churchland follows Quine rather than Ryle: "philosophy at its best and properly conceived is continuous with the empirical sciences" (1986: 2). But just as much as they disagree with Ryle on this point, they agree about his view of phenomenology (despite Merleau-Ponty's wishful thinking). Dennett There are obvious and important differences between phenomenological approaches and the neurophilosophical approach in the analytic tradition. One of these differences concerns the proper starting point.
Patricia Churchland considers the generation of testable theory to be one of the tasks of neurophilosophy. What are the sources of scientific theory? Churchland, following Quine, suggests "Scientific theories … are continuous with common sense, they are common sense subjected to critical analysis " (2002: 111) . The neurophilosophical project, as envisioned by Churchland, involves intertheoretic reduction, moving from (or eliminating) theories formulated in terms of common sense and folk psychology, to theories that have stood the test of scientific experiment. In her view, folk psychology, as well as introspective phenomenology, will be eliminated in favor of neuroscience.
Notwithstanding certain methodological confusions of phenomenology with introspection or folk psychology, and sometimes of neurophilosophy with neurophenomenologye.g., Metzinger [2003: 83] writes, clearly in the spirit of neurophilosophy, "Neurophenomenology is possible; phenomenology is impossible" -I say that despite all of this, neurophenomenology holds that phenomenology (as a practice) is not only possible, but is in fact a useful tool for science; and that phenomenology is ineliminable if the project is to pursue a neurobiology of consciousness. Clarification of these issues rests on an understanding of how phenomenology can be an alternative source of testable theory, and can play a direct role in scientific experiment (see Gallagher 2003) .
Let me briefly indicate how I am not going to proceed. First, I am not going to try to make the clarification by showing how phenomenological method can inform experimental practice and design (I've tried to do that elsewhere -Gallagher 2003; Gallagher and Sørensen 2006) . Second, I am not going to draw out the philosophical debate about the proper grounds for theory formation, which in the hands of a better philosopher than I am, could easily fill a multitude of pages in a philosophy of science journal. Rather I will consider two specific issues that I think show the difference between a neurophilosophical approach and a neurophenomenological approach, namely, the issues of consciousness and intersubjectivity. My purpose is not primarily to show that neurophilosophy (which starts with a critique of common sense) and neurophenomenology (which suspends common sense in methodically controlled examinations of experience) lead to very different philosophical views on these issues -although I think they do. Rather, my primary purpose is to keep the following question in the foreground: What are we trying to explain when we try to explain consciousness or intersubjectivity?
And my suggestion is that neither neurophilosophy nor the empirical sciences can afford to ignore phenomenology or neurophenomenology.
Consciousness
I'm going to use Patricia Churchland as the main representative of neuro-philosophy -and I don't think I need to justify that. But I'll take neurophilosophy in a wide sense to include the work of many analytic philosophers of mind who make strong appeals to neuroscience. In a chapter on consciousness in her recent book entitled Brain-Wise: Studies in Neurophilosophy (2002) Churchland is clearly looking for a neurobiological explanation of consciousness. Although, as she admits, there is no such thing, as of yet (in part because of the immaturity of neuroscience), in her review of possible and promising candidates and strategies, she alights on a proposal made by Antonio Damasio (a neuroscientist, as you know) but also supported by a number of philosophers, and she names David Armstrong, and our friends Thomas Metzinger and David Rosenthal, as well as Paul Churchland. As Damasio explicates it, consciousness involves self-representation, where self means the sensori-motor coordination control mechanisms that can be explained in terms of forward models, but also involving perception and emotion circuits. In the framework of neuroscience this involves the evolution of "new circuitry" that enables one neuronal population to represent the internal model that we use for motor coordination.
It could represent some items in the model (themselves representations) as standing in relation to representations of states of the body. That is the circuitry could represent certain of the organism's current perceptual and emotional states as states of itself, it could categorize some representations as being of objects external to the body, and, most important, it could represent the relation between them. (Churchland 2002: 165) .
This metarepresentation of lower order representations "enables second-order evaluation structures and second-order planning and predictive structure" (p. 165). This metarepresentational "upgrade" not only grants a survival advantage, it constitutes consciousness as specifically something that emerges in specialized but widely distributed neuronal populations, and in functions that allow for selfattribution ("This pain is mine"), perspectival selfrepresentation, and so on (p. 166). This is a higher-order representational theory of consciousness -not precisely a HOT theory, as found in Rosenthal (1993) , or a HOP theory as found in Carruthers (1998) , but a close first cousin in the neuroscience literature. The meta-representation is not itself conscious, but it makes the first-order processes conscious. The theory "identifies consciousness of pain, for example, with a representation in the metarepresentational schema" (p. 166). For Churchland, this is nicely reductionistic since the capacity for metarepresentation is just a biological, physical capacity of the brain.
A phenomenological approach to this question is obviously a different kind of animal. We might best capture it by outlining the phenomenological objections to higher-order representational theories of consciousness, and see how they apply to the Damasio-Churchland neuroscientific model. Dan Zahavi (2002; Zahavi and Gallagher 2005; Zahavi and Parnas 1999) and several others have provided a clear, phenomenological critique of the HOT version of this approach, and have outlined the phenomenological alternative. Let's see what the criticism looks like when applied to the Damasio-Churchland theory (DC for short).
According to higher-order representation theories, the higher-order representation takes the first-order representation as an object -as Churchland puts it, it represents the first-order representation. But whatever the notion of representing means, the metarepresentation cannot itself be (transitively) conscious, otherwise this would lead to infinite regress. The regress is easily avoided by accepting the existence of non-conscious mental states. This is precisely the position adopted by the defenders of higher-order theory like Rosenthal (1997: 745) , and it is clear that for DC too the metarepresentation remains non-conscious. The phenomenological reply to this solution is rather straightforward, however. The phenomenologists would concede that it is possible to halt the regress by postulating the existence of non-conscious mental or neuronal states, but they would maintain that such an appeal to the non-conscious leaves us with a case of explanatory vacuity. That is, they would find it quite unclear why the relation between two otherwise non-conscious processes should make one of them conscious. Or to put it differently, they would be quite unconvinced by the claim that a state without subjective or phenomenal qualities can be transformed into one with such qualities, i.e., into an experience with first-personal givenness or mineness, by the mere relational addition of a meta-state having the first-state as its object.
Of course neurophilosophy might insist that this is precisely how things must be, unless we argue for something like consciousness all the way down (as Chalmers might). So let's grant the hypothesis that consciousness emerges in some way from non-conscious neurological processes. It is still not clear what it means for the metarepresentation to take the firstorder representation as an object -or to represent it. If this means that the lower-order representations are simply integrated into a more complex higher-order metarepresentation (which would simply be a more complex neuronal activation), and if the claim is that this is simply "a biological fact about the brain," then no explanation of consciousness is given at all. It amounts to saying no more than the brain generates consciousness by activating special metarepresentational neuronal systems. These systems must be special, or "consciousness special," so to speak, because there are innumerable examples of neuronal activations being incorporated into larger more complex neuronal activations without anything like consciousness being at stake.
Furthermore, the precise details of what gets metarepresented are important. The first-order representation is, for example, an activation of neurons that represent the body in relation to the world at a sensory-motor level. The meta-representation then "categorizes" some part of the firstorder representation system as representing objects external to the body, or as "standing in the 'belongs to' relation to the selfrepresentation." Churchland introduces plenty of intentional terms into the account -the nervous system is capable of "ranking goals, making behavioral decisions, and evaluating relevant perceptual signals" (p. 164). She wants to talk about qualitative differences between experiences, but admits that exactly how these qualitative differences are generated "should be sorted out as neuroscience proceeds." But in this regard we are motivated to ask our question: What precisely is DC trying to explain? What precisely should neuroscience try to sort out? It sounds like neuroscience has the task of trying to explain our phenomenal experience -not only how it is generated, but what it is like. But what precise details of phenomenal experience do these representations (neural activations) explain --what features of consciousness do these representations generate when they generate consciousness?
At the very least this suggests that there is some descriptive phenomenology at stake here, and it motivates us to ask what is the phenomenology, and where does Churchland find it? Are we simply trying to cash out folk psychology in neurological terms?
The phenomenological approach attempts to start with a controlled description of the phenomenon at stake. By controlled description I mean one that is constrained by phenomenological method. To be clear, however, the claim is not that phenomenology can explain how the brain generates consciousness -indeed, phenomenological method (the phenomenological reduction) rules out this kind of task for the phenomenologist --but it can develop a description of the features of consciousness we are trying to explain. The claim is further that this description will constrain the neurological explanation. In other words, phenomenology is not offering an alternative theory to the neurophilosophical DC model, but would provide some essential descriptions that any theory would have to consider.
For example, DC suggests that consciousness emerges in such a way that while acting I am aware of my body as in relation to the environment.
Specifically, a first-order representation that gets metarepresented is, according to Churchland, the forward model or "Grush emulator" that represents the body in relation to the environment. Apparently, a metarepresentation simply makes this piece of sub-personal motor control engineering conscious. In other words, what we are trying to explain when we are trying to explain how consciousness is generated is not divorced from the precise nature of the conscious experience. If the phenomenology indicates that we are not conscious of X, or that our consciousness is not X-like, but the neurological explanation inserts X into the picture, so to speak, then the neurological explanation is not explaining consciousness as it is.
The claim here is not that consciousness is simply and necessarily what it seems to be, if what it seems to be is characterized by our natural, everyday folk psychological understanding of it. Rather, phenomenology claims that there is a description of consciousness that gets it right, and we get it right if we approach it in a methodologically controlled way. Neurophenomenological methodology integrates phenomenology and experimental procedures that balance first-person accounts with third-person data, and one can argue that this makes the phenomenological description sharper, more secure, and intersubjectively verifiable. If, as neuroscientists, we are looking in the brain to find precisely what schemas of neural activations are doing what, we need to have some kind of precise phenomenological map of what we are conscious of in any particular situation.
Intersubjectivity
In regard to the issue of intersubjectivity or social cognition, both phenomenology and analytic philosophy of mind are of one mind on the importance of understanding how we understand others. Merleau-Ponty pressed Ryle on this point. He asks Ryle how he would deal with the transformation of first-person propositions into second-person propositions which take the first-person to be another person (Merleau-Ponty 1992: 68). Ryle responds by remarking on the importance of this problem: "the fact that a subject A speaks to another subject B and that this other can respond to him is one of the most important facts that one can consider when one speaks of 'persons'" (Ryle 1960) . We have to look to The Concept of Mind (1949) , however, to find his views on how this works. Specifically, what he says there can be interpreted either in simplistic behavioristic terms, or in terms that are quite similar to phenomenological insight.
Ryle rejects the Cartesian official doctrine that would lead us to believe that the minds of others are hidden away and inaccessible to us. We do not make "untestable inferences to any ghostly processes occurring in streams of consciousness which we are debarred from visiting," but instead, we attend to "the ways in which those people conduct parts of their predominantly public behaviour. True, we go beyond what we see them do and hear them say, but this going beyond is not a going behind, in the sense of making inferences to occult causes; it is going beyond in the sense of considering, in the first instance, the powers and propensities of which their actions are exercises" (1949, p. 51). Ryle further suggests that if we had to depend on making inferences from a knowledge of psychological laws (a version of what today is called "theory theory"), we would be led to a paradox that if someone actually knew these laws, they could never explain them to anyone else who also didn't already know them. Ryle also rejects what today is called simulation theory, or what in the past was called the argument from (inference by) analogy, on much the same grounds as the early phenomenologists, showing that it would be a fallacious inference: "the observed appearances and actions of people differ very markedly, so the imputation to them of inner processes closely matching [one's own or] one another would be actually contrary to the evidence" (p. 54).
More positively, Ryle's answer is reminiscent of Heidegger's view, as expressed in Being and Time, a book that Ryle reviewed in Mind (1929) , as Dennett would no doubt want to point out.
4 For Ryle, as for Heidegger, understanding others "is part of knowing how" -it requires understanding performance in context.
On such points, contemporary neurophilosophers pay no attention to Ryle. Indeed, Churchland can be seen as embracing some hybrid version of theory theory and simulation theory, where "theory theory" (and appeal to folk psychology) is a provisional conception that requires neurobiological refinement (Churchland 1986: 299ff; 2003: 107, 111ff) . Whether this refinement will eventually lead to a consensus around the idea of simulation -which, as Churchland (2003: 108) notes, is a move that looks extremely promising from the perspective of recent neuroscience of resonance systems and mirror neurons (and she is not alone in this -see, e.g., Gallese and Goldman 1998; Jeannerod and Pacherie 2004; Metzinger 2003: 368ff) -is still an open question. Rebecca Saxe (2005) , for example, using evidence from experimental and developmental psychology and neuroscience, argues against simulation theory and the idea that it is instantiated at a neural level in mirror neurons. But the only alternative that she considers is theory theory, and she cites neurological evidence in support of the latter.
Recent phenomenological critiques of both theory theory (TT) and simulation theory (ST) challenge these neurophilosophical readings and offer an alternative that is not unrelated to Ryle's view. Since I've offered a critique of TT on both phenomenological and scientific grounds elsewhere (Gallagher 2001 (Gallagher , 2004 , and since ST seems to be the ascending theory these days, notwithstanding Saxe's analysis, let me set out the phenomenological critique of simulation. 4 Actually, Dreyfus notes the connection between Heidegger and Ryle, and what Ryle could have learned from Heidegger: "Heidegger offers a phenomenological analysis of everyday masterful, practical know-how that dispenses altogether with the need for mental states like desiring, believing, following a rule, and so on, and thus with their intentional content" (Dreyfus 1987 ).
Arguments againsts explicit ST:
First, on the traditional view of ST, as embraced by Goldman (1989) for example, simulation is explicit, that is, at least a partly conscious, introspective strategy. "When a mindreader tries to predict or retrodict someone else's mental state by simulation, she uses pretense or imagination to put herself in the target's 'shoes' and generate the target state" (Goldman 2005) . In fact, Quine expressed this view in 1960, perhaps at that meeting in Paris, but certainly in his book Word and Object.
Casting our real selves … in unreal roles …. we find ourselves attributing beliefs, wishes and strivings even to creatures lacking the power of speech, such is our dramatic virtuosity. We project ourselves even into what from his behaviour we imagine a mouse's state of mind to have been, and dramatize it as a belief, wish or striving … (Quine 1960: 219) .
If this concept of simulation is proposed as the primary and pervasive way that we gain understanding of others, then phenomenology offers several objections. The first is the one mentioned by Ryle: "the observed appearances and actions of people differ very markedly, so the imputation to them of inner processes closely matching [one's own or] one another would be actually contrary to the evidence" (1960: 54) . This is similar to an objection raised by Scheler (1954) against the forerunner of ST, the argument (inference) from analogy. Scheler offered another objection: that this kind of inferential simulation is too cognitively complex to account for the infant's ability to understand the intentions of others (for which Meltzoff 1995 provides evidence in 18-month-old children). Finally, by straight appeal to phenomenology (that is, by consulting our experience) we can develop what I call the "simple phenomenological objection." Namely, it seems clear that running conscious simulation routines is not a pervasive way that we attempt to understand others. This does not mean that we never use this kind of simulation, but reflection on our own experience should tell us that the use of this kind of simulation is relatively specialized and rare.
Arguments against implicit ST: Second, if, as in more recent formulations of ST, the claim is that the simulation is subpersonal, instantiated in the workings of mirror neurons, shared representations, or resonance systems, and is therefore automatic and nonconscious, then it seems that straight up phenomenology can make no objection since its scope is limited to conscious processes. Here, however, we can appeal to neurophenomenology and ask our question again: What precisely are we trying to explain? Are we explaining simulation (and what precisely does that mean) or are we explaining perception?
In response, let me make two arguments against implicit (subpersonal) simulation theories.
First argument against implicit ST: implicit ST operates with the wrong concept of perception. Mirror neurons fire 30-100 ms after appropriate visual stimulation (e.g., seeing another person perform a simple intentional act) (Gallese, personal communication) . The perception of another person performing a simple intentional act is itself something that requires time (both the formation of the act and the perception). But let's say that at some moment the other person's movement registers in the activation of the visual system, and 30-100 ms after that we get activation of the mirror system. Now the question is precisely were to draw the line between the act of perception and the simulation. At least on traditional versions of ST, simulation is identified as a mental process distinct from perception. It is offered as a step-wise process that begins with perception and ends with inference. We first see an action. Then we simulate it in our own mind or motor system. Then we infer something about the other's experience. Does this articulation remain convincing in the 30-100 ms of subpersonal processing that is described as the automatic mirroring simulation?
The phenomenological alternative here is that in most cases, when I see the other's action or gesture, I directly perceive the meaning in the action or gesture. I see the joy or I see the anger, or I see the intention in the face or in the posture or in the gesture or action of the other. This is consistent with the idea of enactive perception as outlined by Varela, Thompson, Noë, O'Regan, and others. The act of perception is defined not simply as a sensory activation; it includes motor components. So the line between neuronal activation in the visual system and neuronal activation of the mirror system is not a line that we can draw between perception and simulation; the resonating effect is part of the perceptual process. In that case, mirror activation is not the initiation of simulation; it's part of a direct perception of what the other is doing. Although Jeannerod and Pacherie (2004) defend a version of ST, they nicely express the phenomenological alternative: "Perception and action are closely integrated and when we visually perceive actions, we seem to be immediately sensitive to the distinctive properties of intentional behavior" (p. 139).
Second argument against implicit ST:
What implicit ST calls 'simulation' is not really simulation. What do we mean by simulation? Traditionally, a simulation is an instrumental model we use to try something out when we can't work with the real thing. In the psychological and philosophical literature, ST contends that rather than using a theory about what other people believe or intend, we use our own mind or our own motor system as a model to simulate (we imagine, or we try out "pretend beliefs" about) what's going on in their mind (their beliefs, desires, etc.) in order to understand their actions. Two things seem essential to this ST concept of simulation. I'll call them simply, the instrumental aspect, and the pretense aspect.
We can find both aspects in the literature of ST. Consider the following characterizations (italics are mine).
• Instrumenal aspect: "According to ST, a simulator who runs a simulation of a target would use the resources of her own decision making mechanism, in an "off-line" mode, and then the mechanism would be fed with the mental states she would have if she was in the target's situation" (Bernier 2002) • Instrumental aspect: "Simulating others --i.e., using one's own evaluation and reasoning mechanisms as a model for theirs …" (Dokic and Proust 2002 ).
• Instrumental aspect: "Using our own motor capacities to understand the actions performed by others is at the core of the simulation theory. … the neural motor system involved in the preparation and execution of action, is also part of a simulation network which is used to interpret the perceived actions performed by others" (Chaminade, Meary, Orliaguet, Decety 2001) • Pretense aspect: [Simulation involves pretend states where] "by pretend state I mean some sort of surrogate state, which is deliberately adopted for the sake of the attributor's task … In simulating practical reasoning, the attributor feeds pretend desires and beliefs into her own practical reasoning system" (Goldman 2002: 7) .
The surrogation or pretense however, is of a precise kind. For ST, a simulation is not simply a model that we use to understand the other person --theoretical models would suffice if this were all that is required. Even the fact that the model is constituted in our own mechanisms is not sufficient. Rather, I must use the model "as if" I were in the other person's situation. As Gallese puts it,
• Pretense aspect: "our motor system becomes active as if we were executing that very same action that we are observing" (2001: 37).
Gordon locates this "as if" right at the neuronal level: the neurons that respond when I see your intentional action, respond "as if I were carrying out the behavior …" (2005: 96).
Simulation, then, has these two characteristics: it is a process that I control (hence all of the action words in the above characterizations, and in the explicit version it is said to be "deliberately adopted"), and it involves a pretense condition (I put myself "as if" in the other person's shoes).
But I think we are justified in asking: In what sense is the subpersonal activation of the mirror system or shared representations still simulation as ST defines it? The activation of mirror neurons and shared representations are not models that we create or initiate or use --they are reactions that are initiated by others. The intentional actions of others elicit this resonance activation, and by so doing, such resonance processes directly deliver a sense of what the other intends. If we define simulation as a model that we use, these processes are not simulations. Rather, the other person's action that we directly observe (and we rightly might ask why we need a model when we are looking at the real thing?) automatically activates in our brain the same areas that are activated when we act in a similar manner. The other person has an effect on us by eliciting this activation. On that basis we get a good sense of what their intention is. This is not a simulation, but a perceptual elicitation. It's not us doing it, but the other who does this to us.
Furthermore, there is no neuronal subjunctive, that is, the pretense condition is not met, because at the neuronal level there is no "as if it were I," or "as if I were you" involved, and in that regard, too, it fails to be the kind of simulation required by ST. It is not at all clear that, as Gordon (2005: 96) suggests, the neurons respond "as if I were carrying out the [other's] behavior," in any sense in which the "as if" registers sub-personally. A specification in my motor system that the action belongs to another is not equivalent to the specification "as if I were carrying out the action." If this is a simulation of intentional action, it is nonetheless not the kind of simulation that ST needs; it may be nothing more than motor priming or emulation, or what Hurley calls mirroring (2005: 184) .
It is therefore not clear why we should think of the activation of resonance systems as a simulation process of the sort required by ST. This is not to deny that there are resonance processes at work in our perception of the other person. Moreover, the nature of the resonance processes involved in such encounters makes our perception of other conspecifics different from our perception of objects and instruments. But it doesn't make social cognition the result of an implicit simulation.
Concluding scientific prescript
Ryle suggested that philosophy of mind needed neither phenomenology nor empirical science. Contemporary neurophilosophers are quite willing to ignore phenomenology and place all their bets on science. Neurophenomenologists, from Merleau-Ponty to Varela (see Varela, Thompson, and Rosch 1991; Thompson and Varela 2001) , have prescribed that we take both phenomenology and empirical science quite seriously.
Is it possible to be both phenomenological and scientific about consciousness, intersubjectivity, and other topics that are of interest in philosophy of mind? In various contexts I keep running into the question: What does it mean to be scientific? People often appeal to the idea of the thirdperson objectivity of scientific procedure to answer this question. Some people think that science is restricted to quantitative accounts, and that if something cannot be quantified, it doesn't allow for scientific study. In neurophilosophy and the cognitive sciences there are people who will insist that the task of science is to be reductionistic: a good account is one that can be mapped out completely in sub-personal terms.
I think that it is better to think of science as using any means possible to explain what there is. And if what there is includes such things that cannot be reduced to computational processes or the subpersonal activation of neurons, or cannot be quantified, or objectified without loss -such things as mentioned by Ayer, "the whole ensemble of processes, of manners of being, of actions, of sensations, or of impressions that one cannot consider as objects," processes and things that nonetheless have meaning for human life, and that therefore fall into the province of phenomenology, hermeneutics, and the humanities -then to turn away from them and to deny their actuality is in fact being unscientific.
