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ABSTRACT. We use the hamiltonian formalism to study the asymptotic struc-
ture of 3 dimensional gravity with a negative cosmological constant. We start by
defining very general fall-off conditions for the canonical variables and study the
implied Poisson structure of the boundary gravitons. From the allowed differen-
tiable gauge transformations, we can extract all the possible boundary conditions
on the lagrange multipliers and the associated boundary hamiltonians. In the last
section, we use this general framework to describe some of the previously known
boundary conditions.
aLaurent Houart postdoctoral fellow.
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CANONICAL STRUCTURE OF 3D GRAVITY 3
1 Introduction
Since its introduction, Einstein’s theory in three dimensions has been a very useful toy
model to study properties of gravitational theories. Even if it lacks some features com-
pared to its higher dimensional versions, like gravitational waves, it still possesses dy-
namical objects [1] and black-holes [2, 3].
This theory is particularly interesting in the context of AdS/CFT. In their seminal
work [4], Brown and Henneaux showed that the algebra of the conserved charges of
asymptotically AdS3 space-times is given by two copies of the Virasoro algebra with
non-zero central charge. This lead to many interesting results, for instance: Strominger
was able to reproduce the Bekenstein-Hawking entropy of the BTZ black-holes using the
Cardy formula [5]. Since then, this framework has been extended: either by relaxing the
original asymptotic conditions of Brown-Henneaux [6, 7] or introducing new asymptotics
with different boundary dynamics [8, 9]. We now have a few different sets of boundary
conditions available but it is reasonable to say that a lot more possibilities should exist.
Using the Chern-Simons description of 3D gravity, one can solve the constraints and
obtain the reduced theory describing the dynamics of the boundary gravitons. For Brown-
Henneaux boundary conditions, this procedure leads to a Liouville theory on the boundary
[10, 11, 12, 13]. On the other hand, for chiral boundary conditions, one obtains a chiral
Liouville theory on the boundary [8]. All these results rely heavily on the fact that one
can solve the constraints and are difficult to generalize in different contexts.
In this work, we use the hamiltonian framework to provide a unified description of
the previously introduced boundary conditions. The idea is to start with very general
asymptotic fall-off conditions and use the results obtained in [14]. In the process, we
will build a description of the reduced theory living on the boundary at infinity without
explicitly solving the constraints.
In the first section, we study the asymptotic structure of 3D gravity with a negative
cosmological constant. We introduce our asymptotic fall-off conditions and study the
structure of the reduced phase-space. More precisely, we build quantities parametrizing
the boundary gravitons and compute the induced poisson structure.
In the second section, we describe all possible boundary conditions on the lagrange
multipliers. These boundary conditions are responsible for the dynamical part of the
theory. In particular, they are in one to one correspondence with the induced hamiltonian
on the phase-space of the boundary gravitons.
In the last section, we use our formalism to describe some of the boundary conditions
previously obtained in the literature. We study both the conformaly symmetric boundary
conditions [7, 4] and the chiral boundary conditions [9, 8]
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In [15], the authors conjectured that all the previously introduced asymptotic condi-
tions for 3D gravity are dual to Polyakov 2D gravity with different gauge choices for the
metric. It would be interesting to see how their approach can be extended to the most
general asymptotic conditions introduced here.
In this paper, we use the notation O(rn) to describe functions with the following
behavior in the limit r →∞:
f(r, xA) = O(rn) ⇒ lim
r→∞
f
rn
= f¯(xA). (1.1)
We will also ask for a compatible behavior with as many partial derivatives as needed:
f(r, xA) = O(rn) ⇒ ∂kr f(r, xA) = O(rn−k) and ∂kAf = O(rn). (1.2)
2 Asymptotic structure
The bulk hamiltonian action for gravity in 3 dimension is given by:
S[N,N i, gij, pi
ij] =
1
16piG
∫
dt
∫
Σ
d2x
{
piij∂tgij −NR−N iRi
}
, (2.1)
R = −√g
[
R− 2Λ + 1
g
(
pi2 − piijpiij
)]
, (2.2)
Ri = −2∇jpi ji , (2.3)
where gij is a 2 dimensional metric and piij is a density. In order to apply the formalism
of [14], we need boundary conditions on the dynamical variables (gij, piij). As, we want
to study the asymptotic structure, we need fall-off conditions in order to have generators
given by finite quantities. The most common choice is the one used in [4] but there
have been other propositions [6, 8, 7, 9]. Following the results of [14], we expect these
boundary conditions to share the same reduced phase-space, the differences being in the
choice of the Hamiltonian.
We will start with general fall-off conditions on the phase-space containing all of the
previously proposed boundary conditions. The analysis of the boundary conditions on the
lagrange multipliers will be posponed to the study of the hamiltonian generators starting
in section 4.1. We will consider the following asymptotic behavior:
grr =
l2
r2
+O(r−4), grφ = O(r
−1), gφφ = r
2γ¯(t, φ) +O(1), (2.4)
pirr = O(r), pirφ = O(r−2), piφφ = O(r−5), (2.5)
where Λ = − 1
l2
and γ¯ is a dynamical field which is always positive. In [4], the authors
showed that such fall-off conditions are not enough for a hamiltonian analysis of the
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problem. We also have to impose the constraints asymptotically:
R = O(r−n), Ri = O(r−n) ∀n ∈ N. (2.6)
With this set of fall-off conditions, the bulk part of the action (2.1) is finite whenever the
lagrange multipliers satisfy
∃m ∈ N s.t. N = O(rm), N i = O(rm). (2.7)
The additional conditions on the constraints (2.6) have some useful consequences. In
particular, we have:
pirr =
r
2l
P (t, φ) +O(r−1), (2.8)
and
∂r
(
r2(K +
1
l
)
)
= O(r−3), (2.9)
where K is the trace of the extrinsic curvature of the circles r equals constant (see ap-
pendix A).
2.1 Differentiable gauge transformations
Gauge-like transformations are given by:
gij =
δ(ξR+ ξkRk)
δpiij
, piij = −δ(ξR+ ξ
kRk)
δgij
, (2.10)
where the gauge parameters ξ, ξi can depend on the fields. We will restrict our analysis
to gauge parameters with the following asymptotic behavior:
ξ = O(r), ξr = O(r), ξφ = O(1). (2.11)
In this case, using (2.6), the explicit form of the gauge-like transformations is worked out
to be:
δξpi
ij = −√gξΛgij +√g (∇i∇jξ − gij∇k∇kξ)
−2 ξ√
g
(
piikpi
j
k − pipiij
)− ξ√
g
gij
2
(
pi2 − piklpikl
)
,
+∂k
(
ξkpiij
)− ∂kξipikj − ∂kξjpiki +O(r−n), (2.12)
δξgij = 2
ξ√
g
(piij − pigij) + ξk∂kgij + ∂iξkgkj + ∂jξkgki +O(r−n), (2.13)
for all n ∈ R.
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A differentiable gauge transformation is a gauge-like transformation δξ for which we
can associate a differentiable generator. This requires two conditions to be met: the
transformation δξ preserves the boundary conditions and the generator Γξ satisfies
δΓξ =
∫
Σ
d2x
(
δΓξ
δgij
δgij +
δΓξ
δpiij
δpiij
)
. (2.14)
To compute the set of differentiable gauge transformations, we will start by computing
the set of gauge-like transformations (2.12)-(2.13) preserving the boundary conditions.
The variations of the constraints under a gauge-like transformation are given by:
δξR = ∂i(ξiR)− ∂i(ξgijRj)− ∂iξgijRj +O(r−n), ∀n ∈ R, (2.15)
δξRk = ∂kξR+ ∂i(ξiRk) + ∂kξiRi +O(r−n), ∀n ∈ R. (2.16)
We see that any transformation of the form (2.11) will preserve the fall-off conditions on
the constraints. Computing the variation of the metric and using the fall-off conditions,
we obtain:
δξgrr = 2
l2
r2
(∂rξ
r − 1
r
ξr) + 2∂rξ
φgrφ +O(r
−4), (2.17)
δξgrφ = r
2σ∂rξ
φ +O(r−1), (2.18)
δξgφφ = −2ξ√gpirr + ξr∂rgφφ + ξφ∂φgφφ + 2∂φξφgφφ +O(1). (2.19)
The preservation of the fall-off conditions for grr and grφ leads to
ξr = rψ +O(r−1), ξφ = Y +O(r−2), (2.20)
where ψ and Y are arbitrary functions independant of r. Taking this into account and
using the spatial 1+1 decomposition of the metric described in appendix A, the variations
of the momenta become
δξpi
rr = −√σr
3
l3
(∂rξ − 1
r
ξ) +O(r), (2.21)
δξpi
rφ =
1
l
√
σ
(∂φ +
r
l2
λφ)(∂rξ − 1
r
ξ) +O(r−2), (2.22)
δξpi
φφ = − 1√
g
(
∂2r ξ −
λ2
l2
ξ − ∂rλ
λ
∂rξ +
r
l2
λφλ
φ(∂rξ − 1
r
ξ)
−(3λ
φ
r
+ ∂rλ
φ)∂φξ
)
+O(r−5) (2.23)
where λφ = O(r−1) and λ = lr + O(r
−3). The preservation of the fall-off conditions for
pirr and pirφ then imply
ξ = rf + κ, κ = O(r−1), (2.24)
where f is another arbitrary function independent of r. Using this and the asymptotic
form of pirr given in (2.8), the variation of gφφ automatically preserves the fall-off condi-
tion (2.4).
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The only condition we still need to check is the preservation of piφφ = O(r−5). Using
the expansion λ = l
r
+ λ˜ with λ˜ = O(r−3), we can simplify the variation (2.23) to:
δξpi
φφ = −r
−2
√
g
∂r
[
r2
(
∂rκ− 1
r
κ− λ˜
l
rf − λφr∂φf
)]
+O(r−5). (2.25)
Any possible transformation satisfying this condition will also preserve the more con-
strained form of pirr given in equation (2.8). Computing the variation of pirr taking the
gap into account leads to:
δξpi
rr =
γ
λl
(
∂rκ− 1
r
κ− λ˜
l
rf − λφr∂φf − l(K + 1
l
)f
)
+ ωr +O(r−1), (2.26)
where ω is a function independent of r encoding part of the variation of P . In order to
preserve the asymptotic form of pirr, the function κ must be of the form
κ = − l
2
2r
χ− r
∫ ∞
r
dr′j(r′) +O(r−3), (2.27)
j =
λ˜
l
f + λφ∂φf +
l
r
(K +
1
l
)f = O(r−3), (2.28)
where χ is an arbitrary function independent of r. Combining equation (2.26) with (2.9),
we see that such a κ induces a variation (2.25) that automatically preserves the fall-off of
piφφ. We have shown the following:
Theorem 2.1. The set of gauge-like transformations preserving the asymptotic conditions
(2.4)-(2.6) is given by:
ξ = rf − l
2
2r
χ− r
∫ ∞
r
dr′j(r′) +O(r−3), (2.29)
ξr = rψ +O(r−1), (2.30)
ξφ = Y +O(r−2), (2.31)
where the function j is given in equation (2.28) and the four functions f, χ, ψ and Y are
independent of r.
The second condition for a gauge-like transformation to be differentiable is the exis-
tance of a differentiable generator. The bulk part of the generator of a gauge-like trans-
formation is given by the smeared constraints:
Γ˜ξ =
1
16piG
∫
Σ
d2x
(
ξR+ ξiRi
)
. (2.32)
The boundary term coming from a general variation is then easily computed:
δΓ˜ξ =
∫
Σ
d2x
(
δΓ˜ξ
δgij
δgij +
δΓ˜ξ
δpiij
δpiij
)
+
1
16piG
∮
∂Σ
(d1x)k
{−2ξiδpiki + ξkpiijδgij − ξ√g (gijδΓkij − gkiδΓjji)
+∂lξ
√
g
(
gkiglj − gklgij) δgij +Θk(R,Ri)} . (2.33)
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The function Θ is coming from the variation of the gauge parameters ξ, ξi: it is a local
function of the constraints and their derivatives. In this case, as we have imposed the
constraints asymptotically, it will always be zero. Inserting our fall-off conditions, the
asymptotic form of the gauge parameters and evaluating at the boundary r → ∞, the
boundary term becomes:
− 1
16piG
∮
∂Σ
dφ lim
r→∞
{
2Y δpirφ + lψ δP + 2r
2fδ
(√
γ¯(K +
1
l
)
)
+2
(
r2(K +
1
l
)f + l χ
)
δ
√
γ¯
}
. (2.34)
Let’s introduce the fields:
J(t, φ) ≡ 2
l
lim
r→∞
pirφ, M(t, φ) ≡
2
√
γ¯
l
lim
r→∞
(
r2(K +
1
l
)
)
, Q(t, φ) ≡ 2√γ¯.
(2.35)
The boundary term (2.34) is integrable if and only if there exists a functional on the circle
l
16piG
∮
∂Σ
dφ kξ(P, J,M,Q), (2.36)
such that:
Y =
δ¯kξ
δJ
, ψ =
δ¯kξ
δP
, (2.37)
f =
δ¯kξ
δM
, χ˜ ≡ χ+ M
Q
f =
δ¯kξ
δQ
, (2.38)
where the Euler-Lagrange derivative δ¯
δ
is the one defined on the circle only:
δ¯k
δM
=
∑
k
(−∂φ)k ∂k
∂∂kφM
. (2.39)
If such a functional exists, the differentiable generator of the transformation is given by:
Γξ =
1
16piG
∫
Σ
d2x
(
ξR+ ξiRi
)
+
l
16piG
∮
∂Σ
dφ kξ(P, J,M,Q). (2.40)
On the constraints, we obtain
Γξ ≈ l
16piG
∮
∂Σ
dφ kξ(P, J,M,Q). (2.41)
The transformations for which Γξ ≈ 0 are called proper gauge transformations. They
are the true gauge freedom of the system as they are generated by constraints and always
comute with the differentiable Hamiltonian [14]. In the following, we will denote the
parameters of proper gauge transformations by η and ηi.
The set differentiable gauge transformations form an algebra under the Poisson bracket
for which the set of proper gauge transformations is an ideal. We have proved that
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Theorem 2.2. The quotient of the differentiable gauge transformation by the proper
gauge transformations is parametrized by the functionals of P, J,M and Q defined on
the circle:
l
16piG
∮
∂Σ
dφ kξ(P, J,M,Q). (2.42)
The induced Poisson bracket on the quotient will be computed in section 2.3.
2.2 Boundary gravitons
We expect the quantities P, J,M and Q that we defined in the previous section to encode
all the information about the boundary gravitons. More specifically, we expect them to
be gauge invariant and to completely characterize the configuration up to proper gauge
transformations.
The parameters of proper gauge transformations Γη have the following fall-off
η = O(r−3), ηr = O(r−1), ηφ = O(r−2). (2.43)
We easily show that the associated transformations on the relevant canonical fields are
given by:
δηpi
rr = O(r−1), δηpi
rφ = O(r−4), δηgφφ = O(1). (2.44)
This means that P , J and Q are gauge invariant quantities. For M , we need the transfor-
mation law of K (see eq (B.4)). A straightforward computation gives
δηK = O(r
−4), (2.45)
which means that M is also gauge invariant.
In order to analyse the structure of the reduced phase-space, it is easier to fix the
gauge. The simplest choice is the Fefferman-Graham gauge which is given by:
grr =
l2
r2
, grφ = 0, pi
φφ = 0. (2.46)
This gauge can always reached by a proper gauge transformation (more details are given
in appendix C). With the gauge fixed, the constraints simplify drastically:
Rr = −2 l
2
r2
(
∂rpi
rr − 1
r
pirr + ∂φpi
rφ
)
, (2.47)
Rφ = −2γ l
r
(
r
l
∂rpi
rφ +
2
l
pirφ − 2pirφ(K + 1
l
)
)
, (2.48)
R = −2 l
r
√
γ
(
r
l
∂rK −K2 − (pirφ)2 + 1
l2
)
, (2.49)
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where the extrinsic curvature is given by K = − r
2l
γ−1∂rγ (see appendix A). This gives
us a set of four differential equation in r for which P, J,M and Q are the corresponding
four integration constants. This can be seen easily as this system is solvable explicitly.
In term of L± = K + 1l ± pirφ, we can rewrite the constraints (2.48) and (2.49) as
r
l
∂rL± +
2
l
L± − L2± = 0. (2.50)
This gives
L± =
2
l
A±
A± +
r2
l2
= 2l
A±
r2
+O(r−4), (2.51)
where A± are two integration constants. We can then solve for pirr and γ:
pirr = r
P
2l
+
r
2l
(
∂φA+
A+ +
r2
l2
− ∂φA−
A− +
r2
l2
)
= r
P
2l
+O(r−1), (2.52)
γ = γ¯r2
(
1 +
l2
r2
A+
)(
1 +
l2
r2
A−
)
= γ¯r2 +O(1), (2.53)
with the last two integration constants γ¯ = Q2
4
and P . The functions A± are related to M
and J by:
J = 2γ¯(A+ −A−), M = 2
√
γ¯(A+ + A−). (2.54)
Theorem 2.3. The four functions P, J,M and Q > 0 completely determine the configu-
ration asymptotically up to gauge transformations. They parametrize the only degrees of
freedom of the theory: the boundary gravitons.
The above analysis was only done asymptotically. For specific values of P, J,M and Q,
we have no guaranty that the configuration will be regular everywhere in the bulk.
The BTZ black-holes [2, 3] are given by:
P = 0, J = 8G
j
l
, M = 8Gm, Q = 2, (2.55)
where m and j are the mass and angular momentum of black-hole. Let’s remark that we
are only talking about a configuration at fixed t. To have the full 3D black-hole, we also
need the right time evolution: the right Hamiltonian. This will be studied in section 4.2.
2.3 Dirac bracket for the boundary gravitons
The Poisson bracket of two differentiable functionals F [gij, piij] and G[gij, piij] is given
by
{
F [gij, pi
ij ], G[gij, pi
ij]
}
= 16piG
∫
Σ
d2x
(
δF
δgij
δG
δpiij
− δG
δgij
δF
δpiij
)
. (2.56)
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For differentiable gauge generators, a straightforward computation gives
{Γξ,Γζ} = G˜ [[ξ, ζ ]g] (2.57)
+
1
16piG
∮
∂Σ
(dn−1x)k
{
2(ζk∇iξj − ξk∇iζj)piij + 2 [ξ, ζ ]jSD pikj
+2
√
g
(∇iξk∇iζ −∇iξi∇kζ −∇iζk∇iξ +∇iζ i∇kξ)
−(ζξk − ξζk)(2Λ√g − 1√
g
(pi2 − piijpiij)) + Θk(R,Ri)
}
,
[ξ, ζ ]ag = [ξ, ζ ]
a
SD + δζξ
a − δξζa + Ξa(R,Ri), (2.58)
where ξa = (ξ, ξi) and the functions Θ and Ξ are local functions of the contraints and
their derivatives. The surface deformation bracket is given by:
[ξ, ζ ]SD = ξ
i∂iζ − ζ i∂iξ, (2.59)
[ξ, ζ ]iSD = ξ
j∂jζ
i − ζj∂jξi + gij (ξ∂jζ − ζ∂jξ) . (2.60)
Differentiable gauge generators are first-class functionals, evaluating their Poisson
bracket will also give us their Dirac bracket when evaluated on the reduced phase-space.
Let’s consider two differentiable gauge generators Γ1 and Γ2 associated to the functionals
l
16piG
∮
∂Σ
dφ k1(P, J,M,Q) and
l
16piG
∮
∂Σ
dφ k2(P, J,M,Q). (2.61)
The corresponding gauge parameters ξ1 and ξ2 are given, up to proper gauge transforma-
tions, by the identifications (2.37) and (2.38). By construction, we then have the following{
l
16piG
∮
∂Σ
dφ k1(P, J,M,Q),
l
16piG
∮
∂Σ
dφ k2(P, J,M,Q)
}∗
≈ {Γ1,Γ2} , (2.62)
where the LHS is the bracket on the reduced phase space. On the constraints surface, the
RHS reduces to the boundary term of (2.57). It is a gauge invariant quantity, it is easier to
evaluate it when the gauge is fixed. Using the Fefferman-Graham gauge described in the
previous section, we obtain
{Γ1,Γ2} ≈ l
16piG
∮
∂Σ
dφ
{
P (Y1∂φψ2 + f1χ˜2) + JY1∂φY2 +
4J
Q2
f1∂φf2
+M(Y1∂φf2 + ψ1f2) +Q(Y1∂φχ˜2 − ψ1χ˜2)
+
4
Q
∂φψ1∂φf2 − (1↔ 2)
}
. (2.63)
If we replace, Y, f, ψ and χ˜ by their values in term of the Euler-Lagrange derivatives of
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k1 and k2 using (2.37) and (2.38), we obtain the induced Dirac bracket as
{Γ1,Γ2} ≈ l
16piG
∮
∂Σ
dφ
{
P
(
δ¯k1
δJ
∂φ
δ¯k2
δP
+
δ¯k1
δM
δ¯k2
δQ
)
+M
(
δ¯k1
δJ
∂φ
δ¯k2
δM
+
δ¯k1
δP
δ¯k2
δM
)
+ Q
(
δ¯k1
δJ
∂φ
δ¯k2
δQ
− δ¯k1
δP
δ¯k2
δQ
)
+J
(
δ¯k1
δJ
∂φ
δ¯k2
δJ
+
4
Q2
δ¯k1
δM
∂φ
δ¯k2
δM
)
+
4
Q
∂φ
δ¯k1
δP
∂φ
δ¯k2
δM
− (1↔ 2)
}
. (2.64)
3 Boundary hamiltonian
As shown in [14], the differentiable Hamiltonian is given by the boundary conditions on
the Lagrange multipliers. More precisely, the Hamiltonian for 3D gravity is given by the
differentiable gauge generator associated to the gauge parameters N and N i. We saw in
section 2.1 that, on the constraints surface, it is given by a boundary term
H [gij, pi
ij ] ≈ l
16piG
∮
∂Σ
kH(M,J, P,Q), (3.1)
with
fH ≡ lim
r→∞
N
r
=
δ¯kH
δM
, ψH ≡ lim
r→∞
N r
r
=
δ¯kH
δP
, (3.2)
YH ≡ lim
r→∞
Nφ =
δ¯kH
δJ
, χ˜H ≡ lim
r→∞
r
l
(
1
λ
∂rN − 1
l
N − r
l
λφ∂φN
)
=
δ¯kH
δQ
. (3.3)
Tuning these boundary conditions we can build any functional kH on the boundary.
This is our main result:
Theorem 3.1. If we assume that the canonical variables have the following asymptotic
behavior:
grr =
l2
r2
+O(r−4), grφ = O(r
−1), gφφ = r
2γ¯(t, φ) +O(1), (3.4)
pirr = O(r), pirφ = O(r−2), piφφ = O(r−5, (3.5)
R = O(r−n), Ri = O(r−n) ∀n ∈ R. (3.6)
then the set of possible boundary conditions at spatial infinity on the lagrange multipliers
(N,N i) is in one to one correspondance with the functionals ∮
∂Σ
kH(M,J, P,Q) (modulo
the constant functionals) where the boundary fields are defined by:
P (t, φ) ≡ 2l lim
r→∞
pirr
r
, J(t, φ) ≡ 2
l
lim
r→∞
pirφ, (3.7)
M(t, φ) ≡ 2
√
γ¯
l
lim
r→∞
(
r2(K +
1
l
)
)
, Q(t, φ) ≡ 2√γ¯, (3.8)
CANONICAL STRUCTURE OF 3D GRAVITY 13
wich γ¯ > 0. On the constraint’s surface, we obtain a theory on the boundary ∂Σ with a
phase-space parametrized by (M,J, P,Q) with a bracket given in equation (2.64) and an
Hamiltonian given by
H [gij, pi
ij ] ≈ l
16piG
∮
∂Σ
kH(M,J, P,Q), (3.9)
This analysis only concerns the differentiable structure at infinity, we didn’t treat any of
the possible obstruction coming from the bulk structure of the space-time.
A surprising feature is the need for 4 functions in order to completely describe the
asymptotic phase-space. When written in term of Chern-Simons theory, one needs 6
functions to describe the corresponding asymptotic phase-space. Since one adds 3 gauge
degrees of freedom in the bulk, one would have expected to have three more asymptotic
functions in the Chern-Simons description compared to the metric description.
We will now study the different type of boundary conditions that appeared in the
literature. We will start with the sets of boundary conditions that have the conformal
algebra in two dimensions as a symmetry algebra.
4 Some examples of boundary conditions
4.1 Conformal
Let’s consider the boundary conditions presented in [7]. With the coordinates xA = t, φ,
they are given by:
grr =
l2
r2
+ Crrr
−4 + o(r−4), (4.1)
grA = CrAr
−3 + o(r−3), (4.2)
gAB = r
2e2ϕηAB + CAB + o(1), (4.3)
0 = e−2ϕηABCAB +
1
l2
Crr, (4.4)
where ηABdxAdxB = − 1l2dt2+dφ2 is a fixed metric on the cylinder and ηAB is its inverse.
In term of those fields, our quantities describing the boundary gravitons are given by:
Q = 2eϕ, M =
2
l2
eϕ
(
e−2ϕCφφ +
1
2l2
Crr
)
, (4.5)
P = −2lϕ˙, J = 2
l
Ctφ. (4.6)
The lagrange multipliers take the following form:
N =
r
l
eϕ − l
2
Ctte
−ϕr−1 + o(r−1), N r = O(r−1), Nφ = O(r−2), (4.7)
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which leads to
fH =
Q
2l
, χ˜H =
M
2l
, ψH = 0, YH = 0. (4.8)
The associated differentiable Hamiltonian is then easily computed
HEBH ≈ 1
16piG
∮
∂Σ
dφ
1
2
MQ. (4.9)
For the BTZ Black-hole (2.55), we have HEBH ≈ m as expected. Using the equation of
motion for Q, one can check that the condition Q > 0 is preserved under time evolution.
This set of boundary conditions possesses an asymptotic symmetry group given by
two Virasoros in semi-direct product with two current algebras. As we have already com-
puted the induced bracket on the boundary gravitons, we just need to find the boundary
generators in terms of Q,P, J and M that are symmetry generators for the Hamiltonian
HEBH . Let’s define
L±(φ) = l
32piG
(
1
2
MQ± J
)
, P±(φ) = l
32piG
(
−P ± 2
Q
∂φQ
)
, (4.10)
Q = −l
16piG
∮
∂Σ
dφ logQ. (4.11)
They have the following bracket{L±(φ),L±(φ′)}∗ ≈ ±L±(φ) ∂φδ(φ− φ′)∓ L±(φ′) ∂φ′δ(φ′ − φ), (4.12){L±(φ),P±(φ′)}∗ ≈ ±P±(φ) ∂φδ(φ− φ′)− l
16piG
∂2φδ(φ− φ′), (4.13){P±(φ),P±(φ′)}∗ ≈ ∓ l
16piG
∂φδ(φ− φ′), (4.14)
{L±(φ),Q}∗ ≈ 1
2
P±(φ), {P±(φ),Q}∗ ≈ − l
32piG
, (4.15)
where the rest gives zero. If we expand them in modes,
L±m =
∮
∂Σ
dφ e±imφL±(φ), P±m =
∮
∂Σ
dφ e±imφP±(φ), (4.16)
we recover the algebra obtained in [7]:
i {L±m,L±n }∗ = (m− n)L±m+n, i{L+m,L−n }∗ = 0,
i {L±m,P±n }∗ = −nP±m+n + l8G im2δm+n,0, i{L±m,P∓n }∗ = 0,
i {P±m,P±n }∗ = − l8Gmδm+n,0, i{P+m,P−n }∗ = 0,
i {L±m,Q}∗ = i2P±m, i {P±m,Q}∗ = −i l16Gδm,0.(4.17)
The identification P+0 = P−0 is also present here:∮
∂Σ
dφP+ =
∮
∂Σ
dφP− = −l
32piG
∮
∂Σ
dφP. (4.18)
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From this algebra, we can easily reconstruct the conserved quantities L±m(t),P±m(t)
and Q(t) where the quantities defined in (4.10)-(4.11) are their values at t = 0. A con-
served quantity F (t) satisfies
∂
∂t
F + {F,H}∗ ≈ 0, (4.19)
where ∂
∂t
only hits the explicit dependence on time. Using HEBH = 1l (L+0 + L−0 ), we
obtain:
L±m(t) = eim
t
lL±m, P±m(t) = eim
t
lP±m, Q(t) = Q+
2
l
P0t. (4.20)
By construction, the algebra (4.17) is time independent.
These conserved quantities are associated to asymptotic symmetries using the dictio-
nary given in (2.37)-(2.38). For instance, the angular momentum is
L+0 − L−0 =
l
16piG
∮
∂Σ
dφ J. (4.21)
It leads to
f = 0, Y = 1, ψ = 0, χ = 0, (4.22)
and then
ξ = O(r−3), ξr = O(r−1), ξφ = 1 +O(r−2), (4.23)
which is the expected rotation in ∂
∂φ
at infinity.
4.2 Brown-Henneaux
The original Brown-Henneaux (BH) boundary conditions are a sub-set of the boundary
conditions presented in the previous section where part of the boundary degrees of free-
dom are frozen. We saw in [14] that such additional boundary conditions on the phase-
space can be imposed through residual constraints on the boundary.
The BH boundary conditions are given by
grr =
l2
r2
+ Crrr
−4 + o(r−4), (4.24)
grA = CrAr
−3 + o(r−3), (4.25)
gAB = r
2ηAB + CAB + o(1). (4.26)
Our boundary variables are then easily computed. We have
Q = 2, M =
2
l2
(
Cφφ +
1
2l2
Crr
)
, (4.27)
P = 0, J =
2
l
Ctφ, (4.28)
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and, for the lagrange multipliers,
N =
r
l
− l
2
Cttr
−1 + o(r−1), N r = O(r−1), Nφ = O(r−2). (4.29)
We see that the phase-space is smaller in this case: we have to impose both Q = 2 and
P = 0. The boundary gravitons are then completely parametrized by the boundary fields
M and J .
In order to describe this phase-space, we will treat the two additional boundary condi-
tions on the boundary variables as constraints. This can be done by relaxing the boundary
conditions on the corresponding lagrange multipliers: we have to relax both χH and ψH .
Looking at the asymptotic form of N , we see that χ˜H is already relaxed: we have
χ˜H =
1
l
Ctt − 1
2l5
Crr, (4.30)
but, this time, Ctt is not related to M . Let’s consider the following relaxed asymptotics
for the lagrange multipliers:
N =
r
l
− ( l
2
2
χ˜H +
1
4l3
Crr)r
−1 + o(r−1), (4.31)
N r = ψH +O(r
−1), Nφ = O(r−2), (4.32)
where both χ˜H and ψH are free to vary. The corresponding differentiable Hamiltonian
generating the additionary boundary constraints P = 0 and Q = 2 is then given by:
HBH =
1
16piG
∫
Σ
d2x
(
NR+N iRi
)
+
1
16piG
∮
∂Σ
dφ
(
M + lψHP + lχ˜H(Q− 2)
)
, (4.33)
The variation of the action then gives
δS =
∫
dt
∫
Σ
d2x
(
δS
δgij
δgij +
δS
δpiij
δpiij − δNR− δN iRi
)
+
l
16piG
∮
∂Σ
dφ
(
δψHP + δχ˜H(Q− 2)
)
, (4.34)
which is what we wanted: ψH and χ˜H are playing the role of lagrange multipliers enforc-
ing Q = 2 and P = 0.
We can now do our analysis of the boundary dynamics using the full boundary phase-
space described in section 2.3 with the Hamiltonian:
HBH ≈ 1
16piG
∮
∂Σ
dφM +
l
16piG
∮
∂Σ
dφ
(
ψHP + χ˜H(Q− 2)
)
, (4.35)
≈ HEBH + l
16piG
∮
∂Σ
dφ
(
ψHP + χ˜H(Q− 2)
)
. (4.36)
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In the second line, we used the constraints Q = 2 to recover the Hamiltonian of the
previous section (4.9). We see that the theory corresponding to the Brown-Henneaux
boundary conditions is a constrained version of the theory associated to the boundary
conditions (4.1)-(4.4).
The boundary constraints are second-class:
{P (φ), Q(φ′)− 2}∗ ≈ −16piG
l
(
Q(φ)− 2
)
δ(φ− φ′)− 32piG
l
δ(φ− φ′), (4.37)
the other brackets being zero. It is then straightforward to compute the induced bracket
on the fully reduced phase-space. In term of M and J , we have
{M(φ),M(φ′)}∗∗ ≈ 16piG
l
(
J(φ) ∂φδ(φ− φ′)− J(φ′) ∂φ′δ(φ′ − φ)
)
, (4.38)
{M(φ), J(φ′)}∗∗ ≈ 16piG
l
(
M(φ) ∂φδ(φ− φ′)−M(φ′) ∂φ′δ(φ′ − φ)
)
−32piG
l
∂3φδ(φ− φ′), (4.39)
{J(φ), J(φ′)}∗∗ ≈ l
16piG
(
J(φ) ∂φδ(φ− φ′)− J(φ′) ∂φ′δ(φ′ − φ)
)
, (4.40)
where ≈ means in this case that we have imposed all constraints: from both the bulk and
the boundary. On this fully reduced phase-space, the Hamiltonian is simply given by
HBH ≈ 1
16piG
∮
∂Σ
dφM. (4.41)
The two Virasoro algebras of conserved charges can be recovered easily. Defining
L±(φ) = l
32piG
(
M(φ)± J(φ)
)
, L±m =
∮
∂Σ
dφ e±imφL±(φ), (4.42)
we obtain the usual result
i
{
L±m,L±n
}∗∗
≈ (m− n)L±m+n +
l
8G
m3δm+n,0, i
{
L+m,L−n
}∗∗
≈ 0. (4.43)
The Virasoro generators L±m are the generators defined on the previous section L±m evalu-
ated on the constraint’s surface Q = 2 and P = 0. The central charge in (4.43) appeared
due to the correction coming from the Dirac bracket { , }∗∗. The conserved charges L±m(t)
are easily computed:
L±m(t) = eim
t
lL±m. (4.44)
The algebra obtained here is of course just the current algebra of the dual Liouville
theory living on the boundary [10, 11, 12, 13].
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4.3 Chiral
In [8], the authors proposed a set of chiral boundary conditions for AdS3 that was ex-
tended in [9]. We will first find the Hamiltonian for the extended version and then obtain
the additional boundary constraints corresponding to the original chiral boundary con-
ditions. For the extended case, the asymptotic behavior of the metric in the Fefferman-
Graham gauge can be written as
grr =
l2
r2
, (4.45)
grφ = 0, (4.46)
gφφ = r
2(1 + F ) + Cφφ + o(1), (4.47)
grt = 0, (4.48)
gtφ =
F
l
r2 + Ctφ + o(1), (4.49)
gtt =
r2
l2
(−1 + F ) + ∆− l−2Cφφ + 2l−1Ctφ + o(1), (4.50)
where F is a function of t and φ and ∆ is a fixed constant. As we assumed γ¯ > 0, this
means that we are studying the case F > −1 only. A straighforward computation leads
to the following values for our quantities describing the boundary gravitons:
Q = 2
√
1 + F , M =
2
l2
Cφφ√
1 + F
+
1
l4
Crr
√
1 + F , (4.51)
P = −l∂tF + 2 + F
1 + F
∂φF, J =
2
l
Ctφ(1 + F )− 2
l2
CφφF, (4.52)
associated to the lagrange multipliers:
N =
r
l
1√
1 + F
+
l
2r
√
1 + F
(
−∆+ Cφφ
l2
1 + 2F
(1 + F )2
− 2
l
Ctφ
1 + F
)
+ o(r−1), (4.53)
Nφ =
1
l
F
(1 + F )
+O(r−2), N r = O(r−1). (4.54)
This leads to
fH =
2
l
1
Q
, YH =
1
l
− 4
l
1
Q2
, ΨH = 0, (4.55)
χH =
∆
2l
Q+
8
l
J
Q3
− 2
l
M
Q2
, (4.56)
and to the Hamiltonian:
HEC ≈ 1
16piG
∮
∂Σ
dφ
(
J − 4 J
Q2
+ 2
M
Q
+∆
Q2
4
)
. (4.57)
The equation of motion for F is given by
∆
∂
∂x−
F +
(
∂
∂x−
)3
F = 0. (4.58)
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where x− = t
l
− φ. In general, we cannot expect the time evolution to preserve the
condition F > −1. The breaking of this condition means that the surfaces of constant
t are not space-like and our ADM split is not valid anymore. However, if the initial
conditions satisfy F > −1 then it will stay valid close to t0 and, in this neighborhood, we
can still apply our analysis.
In [9], the authors showed that, for ∆ < 0, the algebra of the charges is given by the
semi-direct product of a Virasoro algebra with a sl(2,R) current algebra. Functionals of
the boundary gravitons reproducing this result are built from
LC(φ) =
l
16piG
J − ∂φP+, T 0C(φ) = P+, (4.59)
T+C (φ) =
l
4piG
(
M
Q
− 2 J
Q2
)
, T−C (φ) =
l
16piG
−Q2
8
, (4.60)
where P+(φ) was defined in (4.10). The brackets of these new quantities are given by:
{LC(φ), LC(φ′)}∗ ≈ LC(φ)∂φδ(φ− φ′)− LC(φ′)∂′φδ(φ′ − φ)
− l
16piG
∂3φδ(φ− φ′), (4.61)
{LC(φ), T aC(φ′)}∗ ≈ T aC(φ)∂φδ(φ− φ′), (4.62){
T aC(φ), T
b
C(φ
′)
}∗ ≈ fabc T cC(φ)δ(φ− φ′) + l16piGηab∂φδ(φ− φ′), (4.63)
where a, b, c = +,−, 0. The current algebra is characterized by
f 0++ = −1, f 0−− = 1, f+−0 = 2, η00 = −1, η+− = 2, (4.64)
with all the other components equal to zero. If we develop in modes:
Lm =
∮
∂Σ
dφ eimφLC(φ), T
a
m =
∮
∂Σ
dφ eimφT aC(φ), (4.65)
we recover the algebra of the charges found in [9]
i {Lm, Ln} = (m− n)Lm+n + l
8G
m3δm+n,0, (4.66)
i {Lm, T an} = −nT am+n, (4.67)
i
{
T am, T
b
n
}
= ifabc T
c
m+n +
l
8G
ηabmδm+n,0. (4.68)
In terms of these generators, the Hamiltonian is given by,
H =
1
l
(L0 +
1
2
T+0 − 2∆T−0 ). (4.69)
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The conserved quantities are easily built by adding an explicit time dependence to each
mode. If ∆ = −α2, we get
L˜m(t) = Lme
im t
l , (4.70)
T˜ 0m(t) = T
0
me
im t
l cos(2α
t
l
) +
1
4α
T+me
im t
l sin(2α
t
l
)
−αT−meim
t
l sin(2α
t
l
), (4.71)
T˜+m(t) = T
+
me
im t
l cos2(α
t
l
) + 4α2T−me
im t
l sin2(α
t
l
)
−2αT 0meim
t
l sin(2α
t
l
), (4.72)
T˜−m(t) =
1
4α2
T+me
im t
l sin2(α
t
l
) + T−me
im t
l cos2(α
t
l
)
+
1
2α
T 0me
im t
l sin(2α
t
l
). (4.73)
The cases ∆ = 0 and ∆ < 0 can be obtained in a similar way.
The charges we obtained here are not the one obtained in [9]. However, we built these
because the are well adapted to the constraints analysis that we will do in the next section.
4.4 Constrained Chiral
The original chiral boundary conditions introduced in [8] are a subset of the one intro-
duced in the previous section with the additional condition
∂tF − 1
l
∂φF = 0. (4.74)
A good point here is that this extra condition garanties the preservation of F > −1 under
time evolution. This can easily be rewritten as
T 0C = P+ =
l
32piG
(
−P + 2
Q
∂φQ
)
= 0. (4.75)
The boundary theory associated to these restricted boundary conditions can be described
by a theory built from the Hamiltonian (4.57) with the constraint T 0C ≈ 0.
For simplicity, the rest of the analysis will be done using Fourier modes. The primary
constraints are T 0m ≈ 0 for all m. They lead to secondary constraints:{
T 0m, lH
}
= −imT 0m −
1
2
T+m − 2∆T−m , (4.76)
⇒ K+m ≡
1
2
T+m + 2∆T
−
m ≈ 0. (4.77)
With these extra constraints, the set is complete:{
K+m, lH
}
= −imK+m − 4∆T 0m ≈ 0. (4.78)
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Their algebra is complicated and it is difficult to form the Dirac bracket. However, when
∆ 6= 0, Lm and K−m ≡ 12T+m − 2∆T−m form a complete set of gauge-invariant quantities.
The reduced phase-space is parametrized by Lm and K−m with
i {Lm, Ln} = (m− n)Lm+n + l
8G
m3δm+n,0, (4.79)
i
{
Lm, K
−
n
}
= −nK−m+n, (4.80)
i
{
K−m, K
−
n
}
= −∆l
2G
mδm+n,0, (4.81)
and the Hamiltonian given by
H =
1
l
(L0 +K
−
0 ). (4.82)
To make the link with the charges obtained in equations (2.15) and (2.16) of [8], we
define
L̂m = Lm +
1
2
K−m −
l∆
16G
δm,0, P̂m =
1
2
K−m −
l∆
16G
δm,0. (4.83)
which leads to the following algebra
i
{
L̂m, L̂n
}
= (m− n)L̂m+n + l
8G
m3δm+n,0, (4.84)
i
{
L̂m, P̂n
}
= −nP̂m+n − ∆l
16G
mδm+n,0, (4.85)
i
{
P̂m, P̂n
}
= −∆l
8G
mδm+n,0. (4.86)
The algebra we obtain here is the algebra of the generators written in equations (2.15)
and (2.16) of [8]. However, the difference between the extension obtained here and the
one written in equations (2.17)-(2.19) of [8] is a redefiniton of the zero mode P̂0 →
P̂0 − l∆16Gδm,0. This change of basis absorbs the extension in (4.85) and brings back the
algebra to the canonical form with the following central charge and level
cR =
3l
2G
, kKM = − l∆
4G
. (4.87)
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A Radial decomposition
Let’s assume that we have spatial coordinates given by xi = (r, φ) . We introduce:
γ ≡ gφφ, λφ ≡ grφ, λφ ≡ λφγ−1, λ ≡ 1√
grr
. (A.1)
The metric and its inverse take the form:
gij =
(
λ2 + λφλφ λφ
λφ γ
)
, gij =
(
1
λ2
−λφ
λ2
−λφ
λ2
γ−1 + λ
φλφ
λ2
)
, (A.2)
where we used γ and its inverse γ−1 to raise and lower the angular indices φ
Introducing the extrinsic curvature of the (1)-spheresKφφ, we can write all the Christof-
fel symbols:
Kφφ =
1
2λ
(−∂rγ + 2Dφλφ) (A.3)
K = γ−1Kφφ =
1
2λ
(
(−∂r + λφ∂φ) log γ + 2∂φλφ
)
, (A.4)
Γrφφ =
1
λ
γK (A.5)
Γφφφ =
1
2
∂φ log γ − λφ
λ
K (A.6)
Γrrφ =
1
λ
(∂φλ+Kλφ) (A.7)
Γrrr =
1
λ
∂rλ+
λφ
λ
(∂φλ+Kλφ) (A.8)
Γφrφ = −
λφ
λ
(∂φλ+Kλφ) +Dφλ
φ − λK (A.9)
Γφrr = −λ
(
γ−1 +
λφλφ
λ2
)
(∂φλ+Kλφ)
−λφ (Dφλφ − λK)− λφ
λ
∂rλ+ γ
−1∂rλφ (A.10)
where Dφ is the covariant derivative associated to γ.
We have introduced new variables to describe gij . Some computations can be simpli-
fied introducing their canonical conjugates:
θ ≡ 2λpirr, θφ ≡ 2γpirφ + 2λφpirr, σ ≡ piφφ + 2λφpiφr + λφλφpirr. (A.11)
They satisfy:
piijδgij = θδλ+ θφδλ
φ + σδγ, (A.12)
{λ(x), θ(x′)} = δ2(x− x′), {λφ(x), θφ(x′)} = δ2(x− x′), (A.13)
{γ(x), σ(x′)} = δ2(x− x′), (A.14)
all the other Poisson brackets being zero.
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B Gauge transformations
It is useful to have the gauge transformation laws of the new dynamical fields defined in
appendix A. We will only consider here transformations with parameters ξ, ξi independent
of the canonical variables. Straightforward but long computations lead to
• for the metric, we obtain:
δξλ = −ξ√γσ + ∂r(λξr) + ξφ∂φλ− λλφ∂φξr, (B.1)
δλφ = λξγ−
3
2 θφ + ∂r(ξ
φ + ξrλφ)
−λφ∂φξφ + ξφ∂φλφ + ∂φξr
(
λ2γ−1 − (λφ)2) , (B.2)
δξγ = −ξ√γθ + ξi∂iγ + 2∂φξφγ + 2∂φξrλφ, (B.3)
• for the trace of the extrinsic curvature K
δξK =
ξ
λ
√
γσK − 1
2λ
(λφ∂φ − ∂r)
(
θξ√
γ
)
+
1
λ
Dφ
(
λξ
θφ√
γ
)
+ξr∂rK + 2∂φλγ
−1∂φξ
r + λDφD
φξr + ξφ∂φK. (B.4)
• the variations of the momenta are given by
δξθ = −2√γξΛ− 2√γDφDφξ + 2
λ
√
γK(∂r − λφ∂φ)ξ − ξ
2
√
γ(γ−1θφ)
2
+ξr∂rθ + ∂φ(ξ
φθ) + λφ∂φξ
rθ − 2λ∂φξrγ−1θφ, (B.5)
δξθφ = 2
√
γ∂φ
[
1
λ
(∂r − λφ∂φ)ξ
]
+ 2
√
γK∂φξ
+ξr∂rθφ + ∂φ(ξ
φθφ) + ∂φξ
φθφ + 2∂φξ
r
(
λθ
2
− γσ + λφθφ
)
, (B.6)
δξσ = ∂i(ξ
iσ)− 2σ(∂φξφ + λφ∂φξr) + λ2γ−2∂φξrθφ − ξ√
γ
λΛ
+
1
2
ξ√
γ
σθ +
3
4
ξ√
γ
λ(γ−1θφ)
2 − 1√
γ
∂φλγ
−1∂φξ
− 1√
γ
(∂r − λφ∂φ)
[
1
λ
(∂r − λφ∂φ)ξ
]
, (B.7)
In section 2.1, we showed that the gauge transformations preserving the asymptotics
are given by
ξ = rf + κ +O(r−3), (B.8)
ξr = rψ +O(r−1), (B.9)
ξφ = Y +O(r−3), (B.10)
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where
κ = − l
2
2r
χ− r
∫ ∞
r
dr′j(r′) = O(r−1), (B.11)
j =
λ˜
l
f + λφ∂φf +
l
r
(K +
1
l
)f = O(r−3). (B.12)
The four functions f, χ, ψ and Y are independent of r. A useful result is:
1
r
(∂r − 1
r
)κ =
l2
r3
χ +
λ˜
l
f + λφ∂φf +
l
r
(K +
1
l
)f (B.13)
Let’s assume that our improper gauge parameters are independent of the dynamical
variables. The bracket of two gauge transformations is
[ξ1, ξ2]
µ ≈ [ξ1, ξ2]µSD − δz1ξµ2 + δz2ξµ1 . (B.14)
where the variation δz hits the dynamical variables only and ξµ = (ξ, ξr, ξφ). Long
computations lead to
f̂ = Y1∂φf2 + ψ1f2 − (1↔ 2) (B.15)
χ̂ = Y1∂φχ2 − ψ1χ2 −Dφ(f2γ¯−1∂φψ1)− P
2
√
γ¯
f1χ2 − (1↔ 2) (B.16)
Ŷ = Y1∂φY2 + γ¯
−1f1∂φf2 − (1↔ 2) (B.17)
ψ̂ = Y1∂φψ2 + f1χ2 − (1↔ 2), (B.18)
where the hatted quantities parametrize the resulting transformation [ξ1, ξ2].
C Fefferman-Graham gauge fixing
Some computations are a lot easier when the gauge is fixed. In this work, we are using the
Fefferman-Graham choice [16, 17, 18, 19, 20, 21]. However, due to the relaxed asymp-
totics and the fact that we are working in the hamiltonian framework, it is not clear if this
gauge can be reached with a proper gauge transformation.
In coordinates xµ = (r, t, φ) the FG gauge is given by grr = l
2
r2
and grt = 0 = grφ.
On the canonical variables, these conditions become
grr =
l2
r2
, grφ = 0, pi
φφ = 0. (C.1)
The question now is how can we send a configuration satifying our relaxed boundary
conditions (2.4) and (2.5) onto this gauge-fixed surface?
Let’s introduce auxiliary quantities N˜ , N˜ i satisfying
N˜ =
r
l
+O(r−3), N˜ r = O(r−1), N˜φ = O(r−2). (C.2)
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The exact value of these fields is not important. Using these to generate a time evolution
along s, we can build an auxiliary 3 dimensional metric with coordinates xµ = (s, r, φ):
g˜ss = −N˜2 + N˜ igijN˜ j , g˜si = gijN˜ j , g˜ij = gij, (C.3)
∂sgij =
{
gij,
∫
(N˜R+ N˜iRi
}
, (C.4)
∂spi
ij =
{
piij ,
∫
(N˜R+ N˜iRi
}
. (C.5)
Because the lagrange multipliers we chose preserve the asymptotic behavior of the canon-
ical fields under ”time” evolution, the auxiliary metric takes the form
g˜rr =
l2
r2
+O(r−4), g˜rs = O(r
−3), g˜rφ = O(r
−1), (C.6)
g˜ss = −r
2
l2
+O(r−2), g˜sφ = O(1), g˜φφ = r
2γ¯ +O(1). (C.7)
This can be put into the Fefferman-Graham form using a change of coordinates of the
form
r = r′ +O(r′−1), (C.8)
s = s′ +O(r′−4), (C.9)
φ = φ′ +O(r′−2). (C.10)
This transformation is the exponential of the transformation generated by a vector with
the following asymptotic behavior
(3)ξr = O(r−1), (3)ξs = O(r−4), (3)ξφ = O(r−2), (C.11)
which, brought back to the hamiltonian formalism using the lagrange multipliers N˜ and
N˜ i, is a proper gauge transformation:
ξ = O(r−3), ξr = O(r−1), ξφ = O(r−2). (C.12)
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