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ABSTRACT 
 
Systematics of Cross Sections for Target 
K-vacancy Production in Heavy Ion Collisions. (December 2006) 
Yong Peng, B.S., Sichuan University; M.S., Texas A&M University 
Chair of Advisory Committee: Dr. Rand L. Watson 
 
     Cross sections for K-shell ionization by heavy ions have been determined from the 
measurements of target K x-ray yields.  The measurements were performed with Ar, Kr, 
and Xe ions at energies from 2.5 to 25 MeV/amu and self-supported metallic foil targets 
of Al, Ti, Cu, Zr, Ag, Sm, and Ta.  The x-ray yields were measured with a Si(Li) 
detector, while the projectile ions were counted in coincidence with the x-rays using a 
plastic scintillation detector.  In addition, the amount of secondary K-shell ionization and 
the degree of simultaneous L-shell ionization in primary K-shell ionizing collisions were 
assessed by performing high-resolution x-ray measurements on targets of Al, Ti, V, Co, 
and Cu with a curved crystal spectrometer.     
     The results of the high resolution measurements revealed that the apparent average L-
shell spectator vacancy fraction at the time of Kα x-ray emission, Lp , may be represented 
by a universal function of the Geometrical Model’s parameter X for Z2 = 17 - 32. 
     Multiple-vacancy Kα fluorescence yields and corrections for K-shell ionization by 
secondary processes were determined with the aid of the high resolution spectra for the 
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targets Al, Ti, and Cu.  Fluorescence yields for the other targets were determined using 
an extrapolation procedure. 
     The resulting K-vacancy production cross sections for 2.5 to 6 MeV/amu projectiles 
were compared with a limited amount of available experimental data and shown to be in 
relatively good agreement. 
     The ECPSSR predictions for all the targets except Al agreed reasonably well with 
experimental cross sections for Ar projectiles.  The experimental cross sections for K-
vacancy production in Al, Ti, Cu, Zr, and Ag were greatly deviated from the ECPSSR 
predictions.  The cross sections for Kr on Sm and Ta were in good agreement with 
theory.  
     The scaling properties of the Kα x-ray production cross sections were examined and a 
semiempirical “universal” curve was deduced that reproduces the measured cross 
sections to within ±30% on average.  
     The relationship between the Kα x-ray production cross sections and the geometrical 
model’s universal variable also was examined.   
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CHAPTER I 
INTRODUCTION 
 
1.1.  Overview 
     1The study of ion-atom collisions plays an essential role in developing new models 
for ion-atom interactions and in providing important atomic data and cross sections for 
other areas of science, such as atomic physics, astrophysics, plasma physics, elemental 
analysis, medical research, environmental protection, and industrial processing (see 
references [1-6]). 
     The work described in this dissertation focuses on K-vacancy production cross 
sections and the probability of simultaneous L-shell ionization in heavy ion-atom 
collisions.  The theoretical description of inner-shell vacancy production in fast heavy 
ion-atom collisions is an extremely challenging problem due to its many-body nature 
and because multiple mechanisms contribute to the process.  Development of a detailed 
understanding of K-vacancy production in ion-atom collisions requires knowledge of the 
systematic behavior of cross sections for electron excitation, ionization, and capture, 
along with the rate constants for radiative, nonradiative and collisional decay of the 
various excited states produced in both collision partners.  So far, rigorous treatments 
                                                 
The citations in this dissertation follow the format of the Physical Review A. 
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that account only for the interactions between a single active target electron and a bare 
projectile nucleus have been attempted.  While methods based upon the Born 
approximation, such as the semiclassical approximation (SCA) [7-12] and the 
perturbation stationary state approximation (PSS), which incorporates the increased 
binding and polarization effects of the projectile, along with corrections for projectile 
energy loss (E), Coulomb deflection (C) effects in the projectile trajectory, and 
relativistic (R) effects (ECPSSR theory) [13-18], have been reasonably successful at 
predicting ionization cross sections for projectiles of low atomic number (e.g., Zl < 10), 
they have been found to greatly overestimate the ionization cross sections for heavy ions 
[19, 20].  Therefore, a detailed experimental examination of the dependence of inner-
shell vacancy production cross sections on projectile energy and atomic number, and on 
target atomic number, is warranted to stimulate further theoretical progress and to 
develop semiempirical methods of prediction. 
     Inner-shell ionization produced by heavy ion-atom collisions has been an intensely 
active area since the early 1960’s due to the availability of modern particle accelerators 
and developments in x-ray and electron detection technology, data acquisition 
techniques, and computational facilities.  Target atom inner-shell vacancies are created 
in ion-atom collisions mainly via two processes:  i) Coulomb direct ionization, in which 
bound electrons of the target atom are ejected into the continuum, and ii) the capture of 
target electrons into the projectile.  Subsequent de-excitation of the inner shell vacancy 
states produced in ion-atom collisions occurs either by radiative or nonradiative 
transitions.  Additional vacancies can be created as a result of Auger and Coster-Kronig 
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transitions, or as a consequence of shake-up and shake-off processes.  The energies of x-
rays emitted from such multiply ionized atoms are shifted with respect to the 
corresponding x-ray energies of singly ionized atoms and reflect the configuration of 
electrons at the time of x-ray emission.  The resulting x-ray spectra typically consist of a 
large number of closely spaced satellite lines corresponding to configurations having 
multiple vacancies.  Satellite lines usually occur at higher energies than the normal 
(single vacancy) lines due to the increased binding of the remaining electrons.    
1.2.  Survey of previous work 
     The accurate prediction of inner-shell vacancy production cross sections has been a 
long-standing goal of ion-atom collision physics.  Many experimental investigations 
concerning target atom inner-shell ionization in light ion (Z1 ≤ 2) collisions have been 
carried out over the past three decades and a large database of cross sections for light ion 
collisions, spanning a large range of relative velocities and target atomic numbers, has 
accumulated [21].  These data are well described by the ECPSSR theory [14-18, 22-24].  
However, very little data is currently available for collision systems in which the 
projectile atomic number is greater than 10.  
     Myerhoff et al. [25-32] performed a comprehensive survey of target and projectile K 
vacancy production cross sections in the 1970’s.  They used projectiles of Br, Kr, I, Xe, 
and Pb spanning the energy range 0.1 to 4 MeV/amu incident on a large number of 
targets throughout the periodic table and identified various mechanisms of inner shell 
ionization.  In symmetric collisions (Z1/Z2 ≈ 1) at low velocities (v1/v2K < 1, where v1 is 
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the projectile velocity and v2K is the average target atom K electron velocity), the 
vacancy production cross sections were described by a molecular orbital model [33-36]. 
In this model, the target and projectile atomic K orbitals combine in near-symmetric 
collisions forming 2pσ and 1sσ diatomic molecular orbitals as they approach each other.  
During the incoming part of the collision, vacancies may be produced in the 2pσ orbital 
by direct excitation or by rotational coupling with the 2pπ orbital.  On the outgoing part 
of the collision, these vacancies are shared between the two K shells according to the 
relative asymmetry of the two collision partners.  The K-vacancy cross sections for the 
higher(H)- and lower(L)-Z collision partners are given by 
( ) (1 ) (2 )H s pσ σ σ ωσ σ= +                                                                (1) 
( ) (1 ) (2 ) K LL pσ ω σ σ σ −= − +                                                              (2) 
where (1 )sσ σ is the cross section for 1sσ vacancy production by direct (Coulomb) 
ionization, (2 )pσ σ is the 2 pσ  vacancy production cross section, ω is the probability 
that a 2 pσ vacancy will end up in the 1s level of the heavy partner on the outgoing part 
of the collision [37-39], and K Lσ − is the contribution from K-L level matching effects 
when the 1s(L) level approaches the 2p(H) levels [27].  They found that the cross 
sections were dominated by the sharing of the 2 pσ  vacancies near symmetry while for 
more asymmetric collisions, the lower-Z partner profited from K-L level matching.  In 
highly asymmetric collision, the higher Z partner obtained vacancies solely by direct 
1sσ  excitation.  The MO model is successful in describing low energy and nearly 
symmetrical collisions, but it is not valid for collisions in which v1/v2k ≥ 1. 
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     Anholt et. al. [40-47] studied inner-shell ionization in collisions with relativistic Xe 
and U projectiles with energies ranging from 82 to 300 MeV/amu and 105 to 955 
MeV/amu, respectively.  The ionization, excitation, radiative decay, radiative electron 
capture (REC) and nonradiative electron capture (NRC) processes were studied in detail.  
They also investigated the effects of relativistic wave-functions, target-atom screening, 
and transverse-excitation [40, 41, 48] on the K-shell ionization cross sections as well as 
the influence of excited states of the projectile on the charge states of relativistic heavy 
ions in solids.  The measured electron capture cross sections in comparison with 
calculations of radiative and nonradiative capture showed that nonradiative capture into 
excited states of the projectile was dominant in high-Z targets.  The results of charge-
state, x-ray, and radiative capture photon measurements were found to be in good 
agreement with predictions based on the plane wave Born approximation (PWBA). 
     Liatard et al. [49] carried out measurements on solid targets ranging in Z2 from 27 to 
90 using 30 MeV/amu Ne and Ar projectiles.  Their results showed good overall 
agreement with the predictions of the CPSSR theory (an earlier version of the ECPSSR 
theory, which did not take into account energy loss) but displayed small systematic 
deviations from the theoretical projectile and target-Z dependences.  It was also shown 
that K-electron capture to the projectile contributed significantly to the total K-shell 
ionization cross sections for Ar. 
     Cross sections for K x-ray production in solid targets (Z = 13, 22, 26, 29, 32, 40, 42, 
46, and 50) by 30 MeV/amu beams of H, N, Ne, and Ar were reported by Horvat et al 
[50].  The deduced K-shell-ionization cross sections for H, N, and Ne projectiles agreed 
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quite well with the predictions of the ECPSSR but large deviations were observed for Ar 
projectiles on high Z targets from Z2 = 26 to 40. 
     Zou et al. [51] performed studies of K x-ray yields from argon projectiles, with 
energies between 1 MeV/amu and 7.5 MeV/amu, passing through solid targets having 
atomic numbers varying from 6 to 74. The dependence on Z2 of the Ar Kα hypersatellite 
to Kα satellite x-ray intensity ratio was described by the molecular orbital model in near 
symmetric and low energy collisions while it was described by the direct Coulomb 
processes in high energy collisions.  The average L-shell vacancy probability showed a 
similar dependence on Z2 but no dependence on the projectile energy was observed. 
     Kravchuk et al. [52] investigated zero impact parameter collisions of carbon and neon 
projectiles at energies of 8.3 MeV/amu and 30 MeV/amu, respectively, with solid targets 
from Ag to Th.   The results showed good agreement with SCA calculations in both the 
separated atom approximation and the united atom approximation.  In another 
experiment [53], it was shown that K x-ray production cross sections, induced by 20 
MeV/u He, C, O, and Ne beams on Ta, Pb, and Th targets as well as 80 MeV/u He, C, O 
beams on a Pb target, were within 10% of the theoretical PWBA-BCPR model 
predictions (PWBA including corrections  for the increased binding and polarization 
effects, Coulomb deflection, and relativistic effects).   They also observed that the 
deduced probabilities of simultaneous L-shell ionization increased significantly as a 
function of the projectile atomic number in the case of 20 MeV/amu projectiles whereas 
in the case of 80 MeV/amu projectiles there was only a slight increase.  The degree of 
simultaneous L-shell ionization was relatively small in the reactions studied with less 
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than one L-shell hole created on average. 
     In two recent studies [19, 20], the projectile Z1 dependence of K vacancy production 
in Cu and Al targets was investigated using 10 MeV/amu projectiles over a range of 
Z1/Z2 extending from 0.34 to 6.38.  The velocity ratio v1/v2K for these collision systems 
was 0.79 and 1.87 for Cu and Al, respectively.  It was found that beyond Z1 = 18, 
substantial contributions to the measured K x-ray yields were attributable to secondary 
processes (e.g., photoionization and ionization by secondary electrons).  In addition, the 
measured K-vacancy production cross sections fell far below the values predicted by the 
ECPSSR [23].  In the case of the Al measurements, large deviations between the 
ECPSSR predictions and the experimental results were observed beyond Z1 = 10, with 
the theoretical cross sections rising much faster as a function of Z1 than the experimental 
cross sections.  At Z1 = 83 (Bi), the Al theoretical cross sections were a factor of fifteen 
larger than the experimental cross sections.  In the case of the Cu measurements, the K 
vacancy production cross sections were found to saturate beyond Z1 = 54, while the 
ECPSSR cross sections rose above the experimental cross sections beyond Z1 = 18 and 
deviated from them by a factor of 18 at Z1 = 83.  These results were significant in two 
respects: i) they demonstrated that K vacancy production by secondary processes must 
be taken into account if accurate experimental values of cross sections for K-vacancy 
production by high Z1 projectiles are to be obtained, and ii) they underlined the fact that 
a theoretical method capable of providing even rough estimates of cross sections for K 
vacancy production in high Z1 heavy ion collisions is not yet available. 
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1.3.  Scope of the present work 
     The primary objectives of the present work were to generate a body of K-vacancy 
production cross section data of sufficient accuracy and extent to encourage further 
development of more reliable theoretical methods, and to use this database as a means of 
establishing an empirical scaling law capable of systematizing cross sections for a wide 
variety of collision systems.  In order to accomplish these objectives, measurements of 
target K x-ray yields excited in collisions of Ar, Kr, and Xe ions having energies of 2.5, 
4, 6, 10, 15, 20, and 25 MeV/amu with self-supported foil targets of Al, Ti, Cu, Zr, Ag, 
Sm, and Ta have been performed.   In addition to the K x-ray production cross section 
measurements, it was necessary to perform high resolution spectral measurements with a 
curved crystal spectrometer in order to correct the x-ray yields for contributions from 
secondary process. 
     A survey of collision systems involving projectiles with Z1 ≥ 6 that have been 
examined in previous work is shown in Fig. 1.  The collision systems investigated in the 
current work are indicated by the colored data points.  As this figure shows, the present 
measurements considerably expand the explored range of Z1/Z2 and v1/v2K. 
     In order to accomplish the objectives of the current investigation, several challenging 
problems had to be overcome.   The determination of an accurate efficiency curve for the 
Si(Li) detector at x-ray energies below 6 keV is difficult because there are no suitable 
radioactive calibration sources available in this energy range.  However, it has been well 
established that the ECPSSR calculations agree with the experimental proton ionization 
cross sections within 10% and hence the Si(Li) detector efficiency could be determined  
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FIG. 1.  Collision parameters of measured cross section for K-shell vacancy production 
by heavy ions;  shaded triangle [29], filled diamonds [40], open triangles [49], shaded 
hexagons [50], filled circles [54], filled squares [55], filled triangles [56],open squares 
[57].  The present collision systems are shown by the colored points; solid red circles = 
Al, solid blue circles = Ti, solid green circles = Cu, solid yellow circles = Zr, solid 
magenta circles = Ag, solid cyan circles = Sm, and solid brown circles = Ta. 
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by measuring x-ray yields produced by 10 MeV/amu protons and comparing them with 
ECPSSR cross sections. 
     Another difficulty was encountered in determining accurate K x-ray yields for 
aluminum and titanium targets when krypton and xenon projectile beams, respectively, 
were employed due do the overlap of krypton and xenon L x-rays with the aluminum 
and titanium K x-rays.  Accurate methods had to be developed for subtracting the 
contributions of the interfering x-rays.  Finally, conversion of the measured x-ray 
production cross sections to K vacancy production cross sections required knowledge of 
the fluorescence yields.  Because the K x-rays produced in heavy-ion collisions are 
emitted from atoms that have additional vacancies in the L- and higher shells, tabulated 
fluorescence yields for single vacancy atoms are not appropriate.  A solution to this 
challenging problem is discussed in Chapter IV.  
     This dissertation is organized as follows.  In the second chapter, a brief introduction 
of theoretical methods, including PWBA, ECPSSR, SCA, BEA, the geometrical model 
(GM), and molecular orbital theory (MO), for computing K-shell vacancy production 
cross sections is presented.  Chapter III describes the experimental methods used to 
measure the K-x-ray yields with a Si(Li) detector and the high resolution measurements 
with a curved crystal spectrometer.  Descriptions of the detector calibration methods are 
also presented in this chapter.  In the fourth chapter, details of inner-shell vacancy decay 
including nomenclature and energy level diagrams are presented along with a discussion 
of  x-ray spectra and fluorescence yields for multiply ionized atoms.  The data analysis 
procedure, including corrections applied to the measured x-ray yield to account for 
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contributions from secondary processes, are presented in the fifth chapter.  Chapter VI 
contains a discussion of the results and the conclusions are presented in Chapter VII. 
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CHAPTER II 
THEORIES OF INNER SHELL IONIZATION 
 
     Several theoretical methods have been developed to describe the process of inner-
shell ionization in heavy ion-atom collisions by utilizing different approximation 
methods.  In this chapter, a brief review of some of these methods is presented with 
emphasis on details of relevance to calculation of K-shell vacancy production cross 
sections.   
     The Plane Wave Born Approximation (PWBA) [54-56] has played a key role in the 
development of  the various theoretical methods and is introduced in Section 2.1.  This is 
followed (Section 2.2) by a discussion of the ECPSSR theory [14-18, 22-24], one of the 
improved approaches of PWBA.  Then,  the semiclassical approximation (SCA) [7-10, 
57] and the classical Binary Encounter Approximation (BEA) [58-61] methods are 
presented in Section 2.3 and Section 2.4, respectively.  The Geometrical Model (GM) 
[62-64] is discussed in Section 2.5 while the molecular orbital theory (MO) is presented 
in Section 2.6.    
     The approximate regions of the validity for the PWBA, SCA and Molecular Orbital 
(MO) model are shown in Fig. 2 (taken from ref. [65] p.59).  The current study is 
focused on the region of 1 20.25 / 4.15Z Z≤ ≤ , and 1 20.16 v / v 2.89K≤ ≤ ,  marked as a 
red rectangle in Fig. 2. 
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FIG. 2.  Regions of validity for various approximation schemes as a function of the 
projectile-to-target nuclear charge ratio, Z1/Z2, and the projectile to the target K electron 
velocity ratio, v1/v2K.  Shaded regions are shown for the Plane-Wave-Born-
Approximation (PWBA), the semiclassical approximation (SCA), and the molecular 
orbital model (MO) (Reprinted from reference [65] p.59).  The red rectangle outlines the 
region covered by the present investigation. 
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2.1.  The plane wave Born approximation 
     PWBA is a quantum perturbation method in which the first Born approximation is 
used to describe the interaction between the projectile and the target.  This method is 
generally valid when [56, 66] 
 
2
1
1
1Z e
hv
= , (3) 
 where Z1 is the projectile atomic number, v1 is the projectile velocity, and 2 /e h  is the 
speed of the electron in a hydrogen atom.    In addition to the condition of Eq. (3), it is 
assumed that i) the interaction between the projectile and the target electron is very 
weak, ii) the target electron appears “frozen” during the collisions because the response 
time of the electrons is long compared to the interaction time, and iii) the projectile acts 
as a point charge and its electronic structure has a negligible effect on the interaction 
[14].   
     Details of the evaluation of the cross section for ionization employing the PWBA can 
be found in reference [65].   The result for K-shell ionization is given by the formula [14, 
56, 66] 
 ( )0 2/ ( , )PWBA KK K K K K
K
F ησ σ θ θθ= , (4) 
 
where  0Kσ  is  
 ( )220 0 1 28 /K Ka Z Zσ π= , (5) 
in which a0 = 0.5291771 Å is the Bohr radius, and 2 2 0.3KZ Z= −  is the screened target 
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nuclear charge.  In Eq. (4),  Kθ  measures how much the K-shell ionization energy 
exceeds that of a hydrogenic atom and is given by 
  22/K K KU Zθ ∞= ℜ , (6) 
where KU  is the K-shell binding energy and 13.6 eV∞ℜ =  is the Rydberg constant.  
The reduced particle-velocity parameter, Kη , in Eq. (4) is given by 
 
2
1
2
K
K
v
v
η ⎛ ⎞= ⎜ ⎟⎝ ⎠ . (7) 
Extensive tables of values of the function KF  in Eq. (4) have been tabulated for the K- 
and L-shells by Khandelwal and Choi [67, 68]. 
     Scaled K-shell ionization cross sections as a function of the reduced velocity 
parameter Kη  are shown in Fig. 3(taken from reference [56]).  The different curves 
represent different values of the screening parameter Kθ .  
     PWBA is in good agreement with experiment for light projectiles at high velocities.  
However, various improvements have been suggested to overcome the limitations of this 
theory.  Examples are the Distorted Wave Born Approximation (DWBA) (see a review 
by Rudd et al. [69]) that includes the interaction between the projectile and the target 
nucleus, the Continuum-Distorted-Wave method (CDW) [70, 71] in which Coulomb 
interactions are explicitly contained in the initial- and final-state wave functions, etc..  
Corrections for Coulomb repulsion [15], projectile energy loss [11, 72, 73], relativistic 
effects [9, 74-77], and binding polarization effects [14, 15, 17] led to the well-known 
ECPSSR theory. 
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FIG. 3. PWBA predictions of K-shell ionization as a function of the reduced velocity 
parameter Kη  (reproduced from reference [56]).  
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2.2.  The perturbed stationary state approximation 
      The ECPSSR theory goes beyond the first-order perturbative treatment and is the 
most advanced approach based on the PWBA.  It includes corrections for projectile 
energy loss (E), Coulomb deflection of the projectile trajectory (C), binding and 
polarization effects within the perturbed stationary state (PSS) of the target electron, and 
relativistic (R) effects.  The Coulomb deflection correction is very important for low-
energy projectiles.  The binding effect refers to the increased binding experienced by the 
electron at small impact parameters when it is in the combined field of the projectile and 
target nuclei.  The polarization effect refers to the distortion of the electron wave 
function by the projectile at impact parameters greater than the electron shell radius.  
     In addition to the above mentioned corrections, ECPSSR also takes into account 
vacancy production via electron capture to the projectile based on the Oppenheimer-
Brinkman-Krames (OBK) formula [78-81].   
     Details of the ECPSSR theory and examples of calculation procedures can be found 
in references [23, 82].  The ECPSSR cross section for K-shell ionization is formulated in 
terms of PWBAKσ  from Eq. (4) [82] as 
 0 2( ) ,( )
R K
K K
KECPSSR E PWBA
K BK K K K K K
K K
m
C dq
ξ ηζσ ζ σ ζ θζ θ
⎛ ⎞⎛ ⎞⎜ ⎟⎜ ⎟⎝ ⎠⎜ ⎟= ⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠
, (8) 
where EBKC  represents the Coulomb deflection correction, the quantity 
2
1 2 1/(Mv )d Z Z=  
is the half distance of the closest approach in a head-on collision, 0Kq  represents 
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approximate minimum momentum transfer ( 2 1/ vKU ), Kζ  is the correction factor for 
binding and polarization effects, RKm  is the relativistic correction factor, and Kξ is the 
redefined reduced projectile velocity, given by 1 22 / K Kv vθ .     
     It has been shown that  ECPSSR calculations agree with experimental results within 
10% to 20% for proton and alpha particle bombardment of targets in the range 10 ≤ Z2 ≤ 
92 [83]. 
2.3.   The binary encounter approximation 
     The binary encounter approximation (BEA) assumes that ionization is completely due 
to a classical binary encounter between the charged projectile and the target electron.  
The target nucleus and the rest of its electrons are assumed to play no role in the process, 
except for providing the initial momentum distribution and binding energy of the ejected 
electron.  
     A detailed analysis of the classical Coulomb interaction between two moving charged 
particles was given by Gryzinski [84-86].  Rudd et al. [87] extended the theory by using 
a quantum-mechanically derived velocity distribution for the target electron.   
     The expression for the K-shell ionization cross section [84-86, 88] is given by  
 ( )21 02
2
( ) KK i
K
N ZE G V
U
σσ = , (9) 
where  2KU  is the electron binding energy, NK is the number of electrons in the K-shell 
and 0σ  is (see Ref. [86] Eq. 20) 
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 4 2 2 14 2 20 1 1 6.56 10 cm eVe Z Zσ π −= = × . (10) 
     The term G(V) is a function of the reduced velocity 1 2/ KV v v= , and it is given in 
references [84-86, 88].  The BEA predicts that the product of the binding energy squared 
and the ionization cross section divided by the projectile atomic number squared is a 
universal function of the reduced velocity V.   
     Fig. 4 (taken from reference [65] p. 87) shows a comparison of the BEA predictions, 
the PWBA predictions, and experimental measurements of K-shell ionization cross 
sections for proton impact as a function of E/λUK, where λ is the ratio of the electron to 
proton masses.  The PWBA assumes that the interaction between the incident particle 
and the atom is weak thus the interaction is quantum mechanically treated (as a 
perturbation), while the BEA treats the collision classically as an incident particle and a 
free electron with an artificial velocity distribution. 
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FIG. 4. Comparison of the PWBA, the BEA, and experimental K-shell ionization cross 
sections for proton impact: dashed curve, PWBA; solid curve, BEA. (Taken from 
reference [65] p. 87). 
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2.4.  The semiclassical approximation 
     The semiclassical approximation (SCA) [7-10, 57] was introduced by Bang and 
Hansteen [7], who calculated the K-shell ionization cross sections for heavy ion-atom 
collisions for low projectile energy.  The SCA enables one to investigate the details of 
the collision process as a function of impact parameter.  It can be derived from the basic 
principles of quantum mechanics (first-order time-dependent perturbation theory) in a 
relatively straight-forward way. so that the number of parameters introduced in a more 
or less artificial manner is minimized.  The SCA takes into account the Coulomb 
repulsion between the projectile and the target by assuming a hyperbolic trajectory for 
the incident projectile.  For high projectile energies, SCA is equivalent to PWBA [7, 89-
91].   
     The differential cross section for the ionization of an atomic electron with a final  
energy Ef, as given by first-order time-dependent perturbation theory, is [7, 89] 
 
2
2
0
2 ( , )i t f i
f
d bdb e V r t dt
dE
ωσ π ψ ψ
∞ ∞
−∞
= < >∫ ∫h , (11) 
 
where b is the impact parameter and ( ) /f iE uω = + h , iu  being the binding energy of the 
electron in the initial bound state, and Ef denoting the final state energy of the electron.  
The quantity V(r,t) is the time-dependent Coulomb potential between the projectile and 
the target electron, and iΨ  and fΨ  are the one-electron states in the self-consistent field, 
as only one-electron excitation is possible in the first order theory.  The ionization 
probability, Ib, as a function of impact parameter b is thus given by 
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0
( )E
b f
f
dI bI dE
dE
⎛ ⎞= ⎜ ⎟⎜ ⎟⎝ ⎠∫ , (12) 
where 
 
,
2( ) ( )
f iE
f
dI b a t
dE
= → ∞ , (13) 
where 
,
( )
f iE
a t →∞  is an excitation amplitude given by [8] 
 
,
2
1( ) /
( )f i
i t
E f
b
Z ea t i dte E i
r R t
ω∞
−∞
−→ ∞ = − −∫h . (14) 
Tabulation of the matrix elements in Eq. (11) can be found in Ref. [7].  
     Instead of using hydrogen-like wave functions for the bound electron, Trautmann et 
al. [9-12, 70, 71, 92] employed relativistic Hartree-Fock electron wave function.  They 
also made corrections for binding and polarization effects, nuclear distortions, screening 
on projectile trajectory, and recoil effects.   Reviews and corrections of the SCA can be 
found in reference [9, 12, 70, 71, 89, 92, 93] and the references therein. Those 
corrections were shown to significantly improve agreement between the theory and 
experiment.      
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2.5.  The geometrical model 
     For heavy projectiles, the BEA and the SCA theories fail since their predictions of 
ionization probabilities exceed unity. The geometrical model (GM) [62-64] was 
developed to describe multiple ionization in heavy ion-atom collisions, involving strong 
perturbations.  Within the framework of the single particle model (SPM) [94], the 
simultaneous inner and outer shell ionization processes are characterized by the inner 
shell ionization cross section and the ionization probability per electron for the outer 
shells at zero impact parameter.  Details of the geometrical model (GM) can be found in 
references [62-64].  The coordinates and characteristic distances used in the geometrical 
model are shown in Fig. 5.  The projectile-target nucleus impact parameter is denoted by 
B (taken to be zero for inner-shell ionization) while the distance between the projectile 
trajectory and the electron is denoted by b.  The fraction of the electrons swept out by 
the projectile may be considered as the ionization probability per electron.  Generally, 
the target electron ionization probability is given by 
 2( ) ( ) ( ) dρdzdφnlm nlmP b r bη ρ= Ψ∫∫∫ r , (15) 
where rr  is the position vector, d dzdρ ρ φ  is the differential volume in cylindrical 
coordinates, and ( )bη  is the efficiency function, which may be chosen to be given by 
 0
0
 0
( )
 1
if b b
b
if b b
η >⎧= ⎨ ≤⎩ , (16) 
with b0 given by the ionization cross section  
 ( )1/ 20 /b σ π= , (17) 
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FIG. 5. Coordinates and characteristic distances used in the geometrical model. 
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If σ  is derived from BEA [see Eq. (9)], then [63] 
 
1/ 22
1
0
1
2 ( )Z e G Vb V
v I
⎡ ⎤= ⎢ ⎥⎣ ⎦ , (18) 
where 1 2/V v v=  is the reduced projectile velocity, G(V) is the BEA universal velocity 
function [88], and I is the experimental binding energy given by 22 / 2v . 
     The universal variable X is defined as 
 0nlX a b= , (19) 
where  
 2
2
2 2vnla Z n
= =  (20) 
is an atomic parameter.  From Eqs. (18) , (19), and (20), the universal variable X can be 
written as 
 [ ]1/ 21
1
4 V (V)ZX G
v
=  (21) 
     In summary, the Geometrical Model predicts that the mean ionization probability per 
electron at a zero impact parameter depends only on the universal scaling parameter X.  
Experimental test of this model have been published in Refs. [95, 96]. 
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2.6.  The molecular orbital model 
     The molecular orbital (MO) model is used to describe ionizing collisions in which the 
projectile and target atomic numbers are comparable to each other while the velocity of 
the projectile is much smaller than the orbital velocity of the target electron.  Madison 
and Merzbacher [97] outlined schematically regions of the validity of the separated-atom 
(SA) and molecular-orbital (MO) theories for atomic collisions as shown in Fig. 2.  In 
the first Born approximation, the perturbation becomes increasingly large as the 
projectile velocity decreases (for v1/v2k ≈ 1 and below), unless the Z1/Z2 ratio drops 
significantly below 0.1, so that the validity of the first Born approximation becomes 
restricted to asymmetric collisions in the fast-collision regime.  On the other hand, slow 
and symmetric, or nearly symmetric, collisions are in the domain of applicability of the 
MO model, which takes into account the mutual distortion in the atomic orbitals of the 
collision partners.  If two atoms collide slowly, inner shell electrons tend to adjust their 
orbital states adiabatically to the motion of the two nuclei, and Coulomb excitation or 
ionization becomes unlikely.  During the collision, a quasimolecule is formed.  
Experiments on slow ion-atom collisions have shown that, under favorable conditions, 
inner-shell vacancies may nevertheless be produced with high probability.  From a 
theoretical point of view, a partial understanding of this collision regime has been 
achieved through the application of ideas borrowed from the quantum theory of diatomic 
molecules [98, 99].   
     The model proposed by Fano and Lichten [100-103] for slow symmetric or near 
symmetric collisions assumes that (i) inner-shell electrons occupy independent-electron 
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MO’s,  (ii) these independent-electron MO’s correlate with the same SA and united atom 
(UA) levels as the one electron hydrogenic MO,  (iii) the effect of the other electrons is 
ignored except insofar as they screen the nuclear potential (i.e., correlation diagrams are 
constructed by drawing one-electron correlations but between the independent-electron 
levels of the many-electron atoms),  (iv) excitation occurs most readily when promoted 
MO’s become degenerate, or nearly degenerate, with MO’s that contain vacancies, and 
(v) the Pauli principle enters only in a statistical way in deciding the initial occupation of 
MO’s between which transitions take place.  The conceptual simplicity of the Fano-
Lichten model is exemplified in Fig. 6 for the symmetric collision system of Ar + Ar.  
This type of diagram is often referred to as a correlation diagram.  During a collision, the 
bound independent electron states retain their validity in the two-center field of the 
projectile-target system.  When the atoms are far apart, occupied inner-shell and 
unoccupied outer-shell levels interact weakly or not at all.  As the inter-nuclear distance 
R changes during the collision, dramatic variations in the ordering of energy levels may 
take place and cause an occupied quasi-molecular state to interact strongly with one or 
more unoccupied electron states.  Thus, an electron may be promoted from its occupied 
state to an unoccupied state, leaving a vacancy in the inner-shell.  In Fig. 6, the levels at 
R = ∞ are those of the separated Ar atoms, while those at R = 0 are of the united Kr 
atom.  Electron-electron interactions within the independent particle model cause 
transitions between diabatic molecular orbitals of like parity (s ↔ s, s ↔ d, p ↔ p, p ↔ 
f, etc.) and equal angular momentum λ (θ ↔ θ, π ↔ π , etc.).  Rotational uncoupling 
causes  
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FIG. 6.  Energy diagram for symmetric collision system (reproduced from Ref. [100]).  
This figure is for Ar on Ar. 
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transitions between molecular orbitals of like parity and Δλ = ± l, (θ ↔ π, π ↔δ, etc.).  
Electron correlation (configuration interaction) allows two-electron, or (in the case of λ 
≠ 0) four-electron, transitions between pairs of molecular orbitals.  As the atoms 
approach, all these effects cause transitions of M electrons into higher shells in the 
vicinity of R ~1-2 a.u.  In the vicinity of R ~ 0.5 a.u., one 4fσ electron can be transferred 
to 4pσ or 3pπ (if the molecular orbital is not filled) or 4pπ.  At crossings at smaller R, 
other L electrons can be transferred to higher shells.  K-shell excitation can only occur at 
very small internuclear distances. 
      The Fano-Lichten model gives a reasonable interpretation of energy losses, inner-
shell excitation, and characteristic internuclear distances for excitation and perturbation 
of elastic cross sections.  In particular, the prediction of fast Auger-electron emission in 
hard collisions has been confirmed in detail by several experimental groups.  Further 
confirmation of the predictions of the promotion model have come from observations of 
x rays in symmetric collisions by Saris et al. [104].   
     Following the successful use of these ideas in the analysis of Ar on Ar [100] and Ne 
on Ne [105] collisions, Barat and Lichten [101] applied them in detail to the more 
complicated cases of heteronuclear collisions.  Such analysis now forms the framework 
of the understanding of inner-shell excitation in slow ion-atom collisions.  It has been 
used successfully to interpret a wealth of experimental data where the formation of 
inner-shell vacancies has been monitored either by the observation of energy loss or by 
Auger electron or x-ray emission.  Details of these experimental results and their 
interpretation in terms of the Fano-Lichten model may be found in Barat and Lichten 
30 
 
 
[101], Lichten [105], Garcia et a1. [58], Briggs [106], Lapicki and Lichten [107], Anholt 
[108, 109], and the papers of Meyorhof [25-27, 29, 31, 38, 39, 108, 110]. 
     In Chapter VI, it will be demonstrated that the K x-ray production cross sections 
dramatically increase as the projectile atomic number approaches the target atomic 
number due to the formation of molecular orbitals.  In this process, K vacancy 
production in the target atom and in the projectile ion is due to interactive level crossings 
that occur as the two collision partners dynamically combine to form a quasi molecule. 
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CHAPTER III 
EXPERIMENTAL METHODS 
 
     Two different experimental setups were employed in the current work.  One was for 
the cross section measurements with an energy-dispersive Si(Li) detector and the other 
was for the high resolution spectral measurements with a wavelength-dispersive curved 
crystal spectrometer.  Accordingly, two major sections are presented in this chapter.   
     The first section describes the beam transport system.  Then the energy-dispersive 
measurements, including the detectors and Si(Li) detector efficiency calibration, the 
targets, the determination of x-ray yields, and the data acquisition electronics and 
procedure, are presented.     
     A description of the wavelength dispersive measurements is presented in the second 
section, including Bragg reflection, the proportional counter, the targets, the curved 
crystal spectrometer, and the data acquisition procedures.  
3.1.  Beam transport system 
     A diagram of the Texas A&M University K500 superconducting cyclotron beam 
transport system is shown in Fig. 7 with details from the bending magnet (also called 
analyzing magnet or Maryland Magnet) positioned 2 m upstream to the target chambers.  
Heavy ion beams extracted from the cyclotron were directed through the analyzing 
magnet and on to the target chamber by means of a beam transport system, which 
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included a set of focusing quadrupole magnets and a set of horizontal and vertical 
steering magnets.  
     Beam focusing was attained by adjusting the quadrupole magnet currents while 
viewing the beam spot on a CdS-ZnS phosphorescent target (“phosphor”) through a 
closed circuit TV monitor system.  
3.2.  Energy-dispersive measurements 
     The target absolute x-ray yields were measured in coincidence with the projectiles by 
using a Si(Li) detector to detect the K x-rays and a plastic scintillator combined with a 
photomultiplier tube to directly count the number of projectiles passing through the 
targets.  Additional relative measurements were performed for the high Z (Ag, Sm and 
Ta) targets because their K x-ray production cross sections were too low to provide 
sufficient x-ray counting statistics at useable particle rates.  A photograph and a 
schematic diagram of the experimental setup are shown respectively, in Fig. 8 and Fig. 9 
for the coincidence measurements.  Ion beams from the cyclotron passed through two 1-
mm diameter collimators positioned respectively, 1.5 and 5.5 cm from the target.  The 
target faced the beam and the Si(Li) detector both at 45 degrees.  As shown in Fig. 9 
beam particles passing through the target were detected by a plastic scintillator detector 
positioned 4 cm behind the target.  The distance from the target to the Si(Li) detector Be 
window was 2 cm.   
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FIG. 7.  Schematic beam transport system.  Only details from the bending magnet to the target chamber are shown.  
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FIG. 8.  Photograph of the experimental setup for the measurement of x-ray production 
cross sections. 
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FIG. 9.  Schematic view of the experimental setup for the measurement of x-ray 
production cross sections. 
 
 
 
 
3.2.1.  Targets      
The targets used in the energy-dispersive measurements were mounted on an eight-
position target wheel connected to a stepping motor that could be remotely controlled.  
This enabled changing from one target to another easily and reproducibly, without 
opening the vacuum chamber.  The target wheel was oriented at a 45 degree angle with 
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respect to both the beam axis and the detector normal.  Consequently, all stated 
thicknesses for these targets have been corrected for the 45 degree inclination angle.  
The targets were obtained from the Goodfellow Corporation, Berwyn, Pennsylvania, and 
their 450 thicknesses are listed in Table I.  Two Sm and Ta targets were used.  The 
thicknesses of all the targets were determined by weighing the foils and divided by their 
measured surface areas.     
 
 
 
TABLE I.  List of the target thicknesses used in the energy dispersive measurements 
Targets thickness(μg/cm2) 
Al Ti Cu Mo Ag Sm Ta 
849 1235 1639 1571 1493 4483/1344 2588/1226
 
 
 
 
 
3.2.2.  Detectors 
     A scintillator is a material that emits light when it is excited by radiation or high 
energy atomic collisions.  Common scintillators are thallium-doped NaI, some plastics, 
anthracene, and other organic solids.  The light pulse emitted from the scintillator is 
converted to an electrical pulse by a photomultiplier tube, which consists of a 
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photocathode, the dynodes, and an anode.  The structure of a photomultiplier is shown in 
Fig. 10.  Incident photons strike the photocathode material and produce electrons.  The 
electrons leave the photocathode, and are accelerated by an applied electric field.  On 
striking the first dynode, more low energy electrons are emitted and these, in turn, are 
accelerated toward to the second dynode.  Each dynode is held at a more positive voltage 
than the previous one.  The geometry of the dynode chain is such that a cascade occurs 
with an ever-increasing number of electrons being produced at each stage.  Finally the 
anode is reached where the accumulation of charge results in a sharp current pulse 
marking the arrival of a photon at the photocathode.  Amplification can be as much as 
108 meaning that measurable pulses can be obtained from single photons. 
     The particle detector used in the present energy-dispersive (absolute) measurements 
was made by attaching a thick block of BC-308 plastic scintillator to a 1 inch diameter 
Hamamatsu R1923 photomultiplier tube attached to a Hamamatsu E2923-01 tube base.  
The scintillator and photomultiplier tube were optically coupled and covered with 
aluminized Mylar to prevent background light from entering the system.  A mu metal 
shield was placed around the photomultiplier tube and tube base to prevent interference 
in the light collection efficiency by stray magnetic fields.  
 
 
 
  
 
FIG
  
 
 
 
 
 
 
 
 
 
. 10.  Structure of the photomultipl
 
ier tube (taken from reference [111] ). 
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    The x-rays produced in ion-atom collisions were detected by a Si(Li) semiconductor 
detector.  Li is incorporated into the semiconductor lattice by annealing the 
semiconductor at a high temperature (~500oC) to increase the detector active volume.  A 
cutaway view of a typical lithium-drifted silicon x-ray detector is shown in Fig. 11.  A 
thin layer of gold (usually around 200 Å thick) is evaporated onto the surface of the p-
type region (which faces the x-ray source), to act as an electrode.  The lithium-drifted 
region (called the depletion region) is in the middle.  A thin metal layer (usually around 
2000 Å of Au) is evaporated onto the surface of the n-type region to act as another 
electrode.  The depletion region of a silicon detector functions in a way that is analogous 
to argon in a gas-filled detector by producing ionization in the form of free holes and 
electrons.  These free charges are swept away by the applied bias and collected by the 
electrodes.  A voltage of approximately 1000 V is placed across the semiconductor 
material between the two electrodes, and the electron cascade produced by a 
photoelectron is detected as an electrical pulse at the anode.   In addition to being more 
robust than scintillator detectors, semiconductor detectors also provide much higher 
resolution.  The only disadvantage of the semiconductor detector is the need for cooling, 
usually with liquid nitrogen, to decrease the dark noise of the detector and first stage of 
the preamplifier.  The Si(Li) detector used in the present work had a 6 mm active 
diameter and an depletion region that was approximately 5.5 mm thick.     
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FIG. 11.  Cross section of a typical lithium-drifted silicon detector. X-rays create 
electron-hole pairs in the depletion region of the semiconductor; these charge carriers 
then migrate to the electrodes under the influence of an applied bias voltage.   
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3.2.3.  The measurements 
     The energy-dispersive measurements employed two different methods; one for low 
Z2 targets and one for high Z2 targets.  The method applied to low Z2 targets (Al, Ta, Cu, 
and Zr) involved absolute measurements utilizing a coincidence method, in which the 
absolute number of beam particles passing through the target was counted directly.  The 
other method, applied to some of the Ag measurements and all of the Sm and Ta 
measurements, included determination of the x-ray yield from the target relative to the x-
ray yield from a lower Z2 reference foil positioned directly behind the target .   
3.2.3.1.  Absolute measurements 
     Although it would be possible to determine the absolute x-ray yields by simply 
counting the number of projectiles and x-rays independently, these measurements were 
conducted in coincidence to prevent the counting of events associated with particles 
which had undergone slit edge scattering, to reduce significantly the background in the 
resulting x-ray spectra, and to eliminate the need to determine the efficiency of the 
particle detector.  The coincidence rate, 'cR , is given by 
 'c c p xR R p p= , (22) 
where CR  is the rate of coincident events, pp  is the particle detection probability and xp  
is the x-ray detection probability.  The detected particle rate, 'pR , is given by 
 'p p pR R p= , (23) 
where pR  is the incident particle rate. 
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     When less than one x-ray is emitted per particle, the rate of coincident events is equal 
to the rate of x-ray emission, Rx.  The x-ray detection probability is equal to the product 
of the solid angle fraction intercepted by the detector and the efficiency for x-ray 
detection, ( )xεΩ .  Therefore, 
 ' ( )c x p xR R p ε= Ω , (24) 
and  
 
'
'
( )
( )x p xc x x
p p p
R pR N
R p R
ε εΩ= = Ω , (25) 
where Nx is the number of x rays per particle.  When more than one x-ray is emitted per 
particle, the rate of coincident events is equal to the particle rate.  The x-ray detection 
probability is equal to the product of the number of x-rays emitted per particle, the solid 
angle fraction, and the x-ray detection efficiency. Therefore, 
 ' ( ) ( )c p p x xR R Nε ε= Ω Ω  (26) 
and 
 
'
' ( )
c
x x
p
R N
R
ε= Ω  (27) 
The x-ray coincidence rate was usually within 3% of the x-ray singles rate, indicating 
that the particle detection efficiency was close to 100%. 
       Signals from the particle detector were well defined (3 mV) with -750 volts applied 
to the photomultiplier tube.  However, it was observed that the signals deteriorated, 
becoming less well defined with decreased amplitudes, over time and when the particle 
rate became too high.  This problem was especially prevalent at high particle rates (e.g., 
greater than 20,000 particles per second for Ar ions and greater than 2,000 particles per 
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second for Xe ions).  In order to prevent these effects, the particle rates were kept below 
the thresholds for saturation and the scintillator was rotated occasionally to expose a 
fresh region to the beam, thereby restoring the signals to their original amplitudes. 
     A diagram of the data acquisition electronics is shown in Fig. 12.  Signals from the 
photomultiplier were preamplified then sent through a LeCroy 428F Linear FAN 
IN/OUT unit into a Tennelec TC 455 Quad CFD (Constant fraction discriminator), 
where the arrival times of the different events were marked precisely in order to achieve 
maximum time resolution, and into an Oscilloscope along with one of the output signals 
of the CFD for monitoring purposes.  A second output of the CFD was used to count the 
prompt particle signals while a third output was directed to LeCroy 222 Dual Gate & 
Delay Generator.  The gate & delay generator was used to delay the particle timing 
signal so that it would arrive at the Ortec 357 TAC (time to amplitude converter) after 
the x-ray timing signal, thereby acting as the TAC stop signal. 
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FIG. 12.  A schematic diagram of the electronic system for the coincidence measurements. 
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     The x-rays emitted from the target were measured with an Ortec SLP-06165-P Si(Li) 
detector.  The preamplified signals from the Si(Li) detector were amplified by an Ortec 
579 Timing Filter Amplifier and then distributed through a LeCroy 428F Fan In/Out to 
an oscilloscope for monitoring purposes,  and to a Tennelec TC 455 Quad CFD unit 
where the threshold was adjusted to eliminate noise signals.  The CFD (x-ray) output 
provided the start signal for the TAC, which generated an output signal corresponding to 
the time difference between the two input signals (x-ray and particle) up to a limit of 300 
nanoseconds.  The TAC output signal was directed to an Ortec 551 TSCA (Timing 
single channel analyzer).  The TSCA output signal was directed to an Ortec 416 Gate & 
Delay Generator, whose output signal was directed to an Ortec 542 Linear Gate 
Stretcher to open the gate for the coincident events.  The output signal of the TAC was 
also sent to a pulse height analyzer (PCA-3) for monitoring purposes during the run.  
     The preamplified signals from the Si(Li) detector were also directed to an Ortec 571 
amplifier.  The amplified signals were gated by the Ortec 542 Linear Gate & Stretcher 
for the coincident events.  Then the coincidence signals were processed by a 
multichannel pulse height analyzer operating within a personal computer (PCA-2).  
     Another output of the Ortec 571 amplifier (for the x-ray signals) was directed to a 
multichannel pulse height analyzer operating within another personal computer (PCA-3). 
3.2.3.2.  Relative measurements 
     Absolute K x-ray yields could not be measured for the Sm and Ta targets by direct 
particle counting because their K x-ray production cross sections were too low to 
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provide sufficient x-ray counting statistics at useable particle rates.  This same problem 
was also encountered for the Ag targets at 2.5 and 4.0 MeV/amu.  In the case of Ag, a 
reference foil of Cu was mounted behind the target in the same holder and the absolute 
yield of Cu K x-rays was determined by direct particle counting as described above.   
Then the particle detector was removed so that the particle rate could be increased and a 
thin (12. 6 mg/cm2) Al absorber placed in front of the Si(Li) detector to absorb low 
energy (L) x-rays.  Finally, an x-ray spectrum containing both the target and the 
reference K x-rays was recorded at an increased particle rate sufficient to provide 
adequate target K x-ray counting statistics.  In the case of Sm and Ta, reference foils of 
Ag and a three step procedure were employed.  In the first step, the absolute yield of 
target Lα x rays was determined by direct particle counting.  In the next step, the particle 
detector was removed, the thin Al absorber placed in front of the Si(Li) detector to 
absorb target M x rays, and the spectrum of target L x rays plus reference K x rays was 
record at a particle rate sufficient to provide adequate Ag K x ray counting statistics.  
Finally, in the last step, the thin Al absorber was replaced with a thick (355 mg/cm2) Al 
absorber to reduce the target L x ray intensity, and the spectrum of target K x rays plus 
reference foil K x rays was recorded at a particle rate sufficient to provide adequate 
target K x ray counting statistics. 
3.2.4.  Si(Li) detector calibration 
     As may be seen by referring to Fig. 11, x-rays entering a typical Si(Li) detector must 
pass through a thin Au layer, which provides an electrical contact and a thin “dead” layer 
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caused by incomplete Li compensation.  In addition, the vacuum cryostat containing the 
Si(Li) detector has Be window, which in the present case is nominally 0.0254 mm thick. 
     The efficiency of a Si(Li) detector  depends principally on the thickness of these 
layers and the silicon depletion region.  Except for the thickness of the Be window, the 
exact thickness of the layers and the depletion region were not known. Therefore, the 
efficiency could not be calculated directly, and had to be determined experimentally.   
     Each particular semiconductor detector is unique in its detailed efficiency response 
for photon energies due to variations in fabrication.  Numerous methods have been 
developed for the calibration of Si(Li) detectors.  For example, the use of calibrated 
radioactive sources [112-114], synchrotron radiation from an electron storage ring [114-
117], bremsstrahlung by electron impact [118-121], and particle induced  x-ray emission 
[118, 119, 121-123].  Among these methods, the most common one for photon energies 
above 6 keV is the use of calibrated radioactive sources.  This method determines the 
detector efficiency by measuring the number of photons detected at specific energies and 
comparing them with the calibrated total emission rates.     
     The efficiency calibration becomes difficult at photon energy below 6 keV because of 
the scarcity of suitable radioactive sources that emit single, resolvable x-rays and the 
existence of discontinuities in the efficiency curve due to the K- and M-absorption edges 
of Si and Au, respectively.  Detail discussions of these problems have been given by 
Campbell et al. [112].   
     Lennard and Phillips [118] described a method that was based on the detection of 
particle-induced x-rays from thin calibration targets, whose thicknesses are measured 
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simultaneously by the Rutherford backscattering (RBS) method.  The accuracy of this 
method is primarily limited by the accuracy of the adopted x-ray production cross 
sections.  This approach was further investigated by Maenhaut et al. [124], Cohen [125], 
Cipolla et al. [126], and de Castro Faria et al. [127].  
     A combination of two different methods was employed for the calibration of Ωε in 
the current work, where Ω and ε represent the detector solid angle fraction and 
efficiency, respectively.  In the first method, Ωε values at 1.49, 1.74, 2.62, 3.31, 4.51, 
and 8.04 keV were determined by measuring K x-ray yields of Al, Si, Cl, K, Ti, and Cu 
excited by 10 MeV protons and comparing them with the yields predicted by theoretical 
ECPSSR K-shell ionization cross sections.  In the second method, the Ωε values were 
measured using the 11.9, 13.9 ,17.8, 20.8, 26.4, 30.6, 35.2, 53.2, 59.5,  79.6, 81.0, 122.1, 
and 136.5 keV x-rays and γ-rays from calibrated 241Am, 133Ba, , and 57Co  sources, 
placed at the target position.  The acquisition time was measured using a standard 60 Hz 
pulser.  The numbers of each of the different x-rays and γ-rays emitted by these sources 
per nuclear disintegration are well established [113, 128, 129].  They are listed in Table 
II for the sources used in the present calibration. 
     Typical calibration spectra of 57Co, 133Ba, and 241Am taken with the Si(Li) detector 
are shown in Fig. 13, Fig. 14, and Fig. 15.  The full widths at half maximum (FWHM) 
for the peaks at 13.93, 26.35, and 59.53 keV were 287, 313, and 325 eV, respectively. 
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TABLE II. Energies and intensities of the standard radioactive sources [130]. 
Sources Energy (keV) Line 
photons per 
disintegration 
241Am 11.89 Np Ll 0.00848 +/- 0.00010 
13.90 Np Lα 0.1303 +/- 0.0010 
17.81 Np Lβ+η 0.1886 +/- 0.0015 
20.82 Np Lγ 0.0481 +/- 0.0004 
26.34 γ1 0.0240 +/- 0.0003 
59.54 γ2 0.3578 +/- 0.0009 
    
133Ba 30.62 133Cs Kα 0.340 +/- 0.004 
30.97 133Cs Kβ 0.628 +/- 0.007 
53.16 γ1 0.0214 +/- 0.0003 
79.61 γ2 0.0265 +/- 0.0005 
81.00 γ3 0.329 +/- 0.003 
    
57Co 6.40 Fe Kα+Kβ 0.500 +/- 0.008 
 122.06 γ 0.8551 +/- 0.0006 
136.47 γ 0.1071 +/- 0.0015 
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FIG. 13.  A typical 57Co calibration spectrum. 
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FIG. 14.  A typical 133Ba calibration spectrum. 
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FIG. 15.  A typical 241Am calibration spectrum. 
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     The probability of detecting a photon emitted by an isotropic source is given by the 
quantity Ωε, where Ω is the fraction of the solid angle intercepted by the detector and ε 
is the detector efficiency.  In the present case of a Si(Li) detector, the incident x-rays are 
attenuated as they pass through the Be window, Au contact layer, and Si dead layer.  
Including these attenuation factors in the definition of ε, the total detection probability 
may be expressed as 
 1 2(1 )
4
a ae eωε π
− −⎡ ⎤Ω = −⎣ ⎦ , (28) 
where 
4
ω
π  is the solid angle fraction, the first exponential factor accounts for attenuation 
of the incident x-rays in the various layers, and the factor in parentheses is the x-ray 
photoabsorption probability in the depletion region.  The quantity a1 is given by 
 1 i i
i
a tμ= ∑ , (29) 
where iμ  is the total mass absorption coefficient (expressed in cm2/g) and it  is the layer 
thickness (expressed in g/cm2).  The sum includes the three attenuation layers mentioned 
above.  The quantity a2 is 
 2 Si Sia tμ= . (30) 
where the Siμ  is the mass absorption coefficient for photoelectric absorption in Si and Sit  
is the thickness of the Si depletion region.   
     The unknown thicknesses of the Au layer, Si dead layer, depletion region, and the 
solid angle fraction were determined by fitting Eq. (28) to the experimental calibration 
points using the method of least squares.  Initially, the thickness of the Be window was 
set to 0.0254 mm as given by the manufacture but this value resulted in large deviations 
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from the experimental data.  Therefore, it was treated as one of the fitting parameters.   
     The fitted values of the thickness of the Au layer, the Be window, the Si dead layer, 
and the Si depletion region, as well as the value of the solid angle fraction are listed in 
Table III.  Fig. 16 shows the measured efficiencies and the calculated efficiency curve 
based on Eq. (28) with the fitted parameters. 
     The efficiency was routinely checked before each beam run, and was found to remain 
constant.  Efficiency values needed in the data analysis were calculated with the model 
function and are believed to have an uncertainty of no more than ± 3% over the energy 
region from 8 to 60 keV.  The efficiency uncertainty in the energy region from 1.5 to 8 
keV is estimated to be ± 10%.  
     The energy calibration of the  Si(Li) detector was performed  using an 241Am  source.  
A Ni foil and a mixture of La2O3 and Sm2O3 powder were placed behind the source in 
order to produce the corresponding K x-rays by x-ray fluorescence.  The Ni, La, and Sm 
Kα and Kβ peaks were used to fill the large energy gaps between the 241Am calibration 
points.  A typical energy calibration spectrum obtained with the 241Am source is shown 
in Fig. 17.  Energy calibration of the Si(Li) detector was performed at the beginning, 
during and at the end of each run to check the stability of the electronic system.  
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TABLE III.  The fitted thicknesses of different layers of the Si(Li) detector in g/cm2 and 
the solid angle fraction. 
Au Be Dead Si Active Si Ω 
0.0000200 0.00280 0.0000100 1.137 1.75×10-3 
 
 
 
 
  
56 
Energy (keV)
1 10 100
Ω
ε
10-5
10-4
10-3
241Am
proton 1
133Ba
57Co
proton 2
 
 
FIG. 16.   Energy dispersive Si(Li) spectrometer detection probability as function of photon energy.  Data from three separate 
calibrations employing radioactive sources and two separate calibrations using proton bombardment are shown. 
  
57 
Energy (keV)
0 10 20 30 40 50 60
C
o
u
n
t
s
 
p
e
r
 
C
h
a
n
n
e
l
101
102
103
104
105
106
N
i
 
K
α
L
a
 
K
α
L
a
 
K
β
N
p
 
L
α
N
p
 
L
l
N
p
 
L
β
N
p
 
L
γ
2
6
.
3
4
8
 
k
e
V
 
γ
5
9
.
5
4
3
 
k
e
V
 
γ
 
241Am
S
m
 
K
α
S
m
 
K
β
N
p
 
M
 
FIG. 17.  A typical energy calibration spectrum obtained with 241Am source. 
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3.3.  Wavelength-dispersive measurements 
     A Johansson-type curved crystal spectrometer was employed to record high 
resolution K x-ray spectra for the purpose of investigating the effects of multiple 
ionization and excitation by secondary processes.  Experimental details concerning the 
high resolution measurements are described in the following sections.  
3.3.1  Bragg reflection 
     A two-dimensional depiction of Bragg reflection is shown in Fig. 18.  X-rays with 
incident angle θ, defined as the angle between the incident x-rays and the crystal planes, 
are reflected by the crystal lattice.  As the crystal in a spectrometer is rotated, θ changes, 
causing the projection of the spacing between the crystal planes along the direction of 
the beam to also change.  Along the incident vector, the difference in the x-ray path 
length between two adjacent planes is sind θ , where d is the distance between the 
crystal planes.  When the diffracting crystal is oriented in such a way that twice this 
difference (2 sind θ ) equals an integer (n) multiple of the x-ray wavelength, λ, a 
reflected x-ray experiences constructive interference with reflected x-rays (same 
wavelength) from adjacent planes.  When integer n equals one, two, three, etc., the 
corresponding constructive reflective is named a first order, second order, third order, 
etc. reflection.  High order reflections are much weaker than the first order reflection, 
hence the detection probability is much lower than that for the first order reflection.  The 
relation between θ and the wavelength, λ, is given by the well known Bragg equation  
 2 sinn dλ θ= , (31) 
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FIG. 18.  Schematic diagram for determining Bragg's law. 
 
 
 
 
 
 
 
where n represents the order of reflection (n = 1, 2, 3,…).  Differentiation of Bragg’s 
equation leads to an expression for the rate of change of the wavelength with respect to 
the Bragg angle 
 cotd dλ θ θλ = , (32) 
which shows that the higher the diffraction angle, the better the resolution.  The 
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resolution is also related to the lattice spacing d, and the perfection of the crystal lattice 
over its entire diffraction surface.   
     From the Bragg equation [Eq. (31)], the maximum wavelength that can be diffracted 
in first order is max 2dλ =  since sinθ  can not exceed unity.  Because such spectrometers 
operate by precisely orienting the crystal with respect to the incident x-ray beam, the 
mechanical tolerances are of critical importance.  Due to the enhanced resolution for 
larger angles (θ ) as well as mechanical considerations, each Bragg spectrometer has an 
optimal range of angles for which it is suited. 
     Due to the limitations on the accessible wavelength range of the current spectrometer, 
only x-rays from atoms up to Z = 32 can be measured in first or second order.  The 
angular dispersion from Eq. (32) is given by 
 ( )1 tand
d
θ θλ λ= . (33) 
Table IV lists some of the common crystals used in the crystal spectrometer along with 
their characteristics. 
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TABLE IV. Characteristics of commonly used crystals for the curved crystal 
spectrometer [131-133].  
Crystal 
Double lattice 
spacing, 2d(Å) 
Wavelength 
range(Å) 
LiF [Lithium Fluoride(200)] 3.027 0.7 to 3.8 
NaCl [Sodium Chloride (002)] 5.642 0.9 to 5.3 
PET [Pentaerythritol(002)] 8.74 1.4 to 8.3 
ADP[Ammonium dihydrogen phosphate (101)] 10.64 1.8 to 10.3 
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3.3.2  Detector 
     A gas flow proportional counter was employed as the detector in the high resolution 
measurements of the current project.  The gas flow proportional counter consisted of a 
metal cylinder with a volume of 1.5 cm3 and flowing P-10 gas (10% methane, 90% Ar) 
operated at atmospheric pressure.  A Mylar window having dimensions of 
5 mm 20 mm×  and a thickness of 530 μg/cm2 separated the gas from the vacuum of the 
target chamber and transmitted the diffracted photons.  A 0.127 mm diameter tungsten 
center wire served as the anode.  Photons passing through the Mylar window 
photoionize gas atoms creating free electrons, which are then accelerated by the applied 
high voltage (1750 V) between the metal cylinder and the anode.  The resulting electron 
cascade is collected by the anode and detected as an electrical pulse.   
3.3.3  Targets 
     Solid targets used in the measurements with the curved crystal spectrometer were in 
the form of either metallic foils or pressed pellets.  The Al, Ti, and Cu targets were the 
same as those used for the energy-dispersive measurements.  The pellets were prepared 
by placing a small amount of a powdered compound, containing the element to be 
investigated, into a pellet mold.   A hydraulic press was then used to press the powder 
into the form of a pellet.  Before forming it into a pellet, a small amount of graphite 
powder was mixed with the target material to help bind target material and to make the 
target conductive to prevent electric charge build-up during the bombardment by the 
projectile ions.  The target holder (Fig. 19) was designed to hold the targets at 45 degrees 
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with respect to both the beam and the spectrometer, and to allow reproducible target 
positioning.  The drawback of this design is that it can hold only one target at a time and 
so the target chamber must be vented for each target change.  The target was positioned 
to allow the spectrometer to view its front surface.  A cover contained a 3-mm diameter 
collimator to limit the size of the beam.   
3.3.4  The curved crystal spectrometer      
          The crystal spectrometer employed for the current work was a Johansson curved 
crystal spectrometer, manufactured by Applied Research Laboratory (ARL) of Sunland, 
CA.  Such a spectrometer is frequently referred to as a focusing crystal spectrometer 
because of its capability of diffracting x-rays in such a way that they converge at the 
detector position.  Though this focusing action complicates the spectrometer design, it 
improves the detection efficiency and resolution. 
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FIG. 19.  A schematic drawing of the solid target mount used in the wavelength-
dispersive measurements. 
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     Fig. 20 shows a cross sectional schematic of the spectrometer-target chamber 
assembly with the relevant features indicated.  The coupling assembly was fabricated out 
of welded aluminum plate and the finished surfaces were machined to ensure that the 
spectrometer/coupling assembly O-ring surfaces were vacuum tight.  The target chamber 
was machined from a cylindrical aluminum tube. 
     The curved crystal allows a divergent beam of x-rays to be used, while maintaining 
the Bragg criteria.  This is illustrated in 21, where x-rays emitted in slightly different 
directions are shown being reflected into the detector at the same wavelengths.  If the 
crystal shown in Fig. 21 was flat, only the central x-rays would reach the crystal at the 
appropriate Bragg angle. 
       The Bragg angles available with this spectrometer range from 13.3 to 71.8 degrees.  
Using a LiF (200) crystal (d = 2.013 Å), this range of angles allows x-rays varying from 
about 3.2 to 12 keV to be observed in first order.   
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FIG. 20.  Schematic drawing of the spectrometer and target chamber assembly. 
67 
 
 
 
 
FIG. 21. Reflection geometry of the curved crystal x-ray spectrometer at two wavelength 
settings: λ1 < λ2 [134]. 
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      The Johansson geometry (see Fig. 21) requires that a crystal be bent to radius 2R and 
ground to a radius of R, where R is the radius of the focal circle.  The focal circle 
diameter and radius of curvature of the crystal planes were fixed at 25.4 cm, and the 
crystal surface had a 12.7 cm radius of curvature.  The target-to-crystal and crystal-to-
detector, distances always remain equal to L, which is given by 
 sin
2
n RL R
d
λ θ= = . (34) 
     As indicated in Fig. 21, the crystal follows a straight line path moving either toward 
or away from the target, while rotating slightly to maintain the proper Bragg angle.    
Movement of the proportional counter is shown in Fig. 21 by the dashed line.  The 
motion of all of the moving parts of the spectrometer is mechanically coordinated and a 
single stepping motor propels the spectrometer from one wavelength position to the next.  
In addition to this stepping motor, the curved crystal spectrometer has two DC motors 
used to remotely adjust the crystal plane orientation and the focal circle position.    
     The width of a peak in an x-ray spectrum recorded with a crystal spectrometer 
depends on the natural line width of the x-ray transition, the divergence of the crystal 
spectrometer at the wavelength of interest, and intrinsic properties of the crystal.  The 
divergence of a curved crystal spectrometer is dependent on the degree of perfection of 
the crystal lattice, the size of the x-ray source, the degree of accuracy achieved in the 
curving and grinding processes, the mechanical tolerances in the complicated motion of 
the crystal and proportional counter, and the diffraction of x-rays that have penetrated 
the crystal to planes that are beyond the focal circle.  The combination of these factors 
makes it nearly impossible to accurately calculate the divergence.  Though calculation of 
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the absolute spectrometer response is not feasible, calculation of its general form is 
rather straight forward.  The photon energy, E, is related to its wavelength, λ, by 
 /E hc λ= , (35) 
where h is Planck’s constant and c is the speed of light.  Taking the derivative of Eq. 
(35) yields 
 2
dE hc
dλ λ= − . (36) 
Therefore, 
 2
hcE λλΔ ≈ − Δ , (37) 
where the uncertainty in the measured photon energy, ΔE, is given in terms of the 
spectrometer’s uncertainty in wavelength determination, λΔ .  Alternatively, from Eq. 
(32) and Eq. (37) one can obtain 
 cothcE θ θλΔ = − Δ , (38) 
which shows that the spectrometer’s contribution to the line width, ΔE, is given in terms 
of the spectrometer’s uncertainty in the Bragg angle, θ.   
3.3.5  Data acquisition procedure 
     Before data collection, the beam alignment was checked by reading the beam current 
on a Faraday cup located directly behind the target holder, while steering the beam 
horizontally and vertically.  When the optimum beam current reading on the Faraday cup 
was attained, the beam alignment was considered complete.  Then the x-ray intensity 
was maximized by remotely adjusting the crystal orientation and the focal circle angle, 
respectively.  A schematic of the data acquisition system is shown in Fig. 22.  Pulses 
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from the proportional counter were amplified and shaped using a 2 μs shaping constant 
linear amplifier and then sent to an Ortec 420 A timing single channel analyzer (TSCA), 
which had the upper and lower level discriminators set to define the x-rays of interest.  
The TSCA output was sent to the spectrometer control unit.  The beam current collected 
in the Faraday cup was digitized by a integrated digitizer (model 1000C) manufactured 
by Brookheaven BIC Instruments Co. and sent to the spectrometer control unit for the 
purpose of normalization.  When pellet targets were used, the current was integrated 
directly from the target because the pellets were thick enough to stop projectiles ions.  
Once a preset amount of charge was collected, the control unit automatically stepped the 
spectrometer to the next position and a signal was sent to the computer, operating in a 
multichannel scaling mode, to advance to the next channel in the spectrum.   
     The data were stored on a personal computer via a data collection card (manufactured 
by Oxford Co. Ltd) using software named PCAII. 
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FIG. 22.  Electronic setup for high resolution measurements. 
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CHAPTER IV 
X-RAY PRODUCTION IN HEAVY ION COLLISIONS 
 
     This chapter focuses on the characteristics of K x rays emitted from multiply ionized 
atoms.  A general description of inner-shell vacancy creation and its decay by x-ray and 
Auger transitions are presented. Fluorescence yields for K x-ray decay also are 
discussed.  
4.1.  Ionization 
     The cross section for the removal of an inner-shell electron from an atom in a 
collision with an ion depends predominantly on the projectile atomic number Z1, the 
projectile speed v1, and the target inner-shell electron speed v2.  Projectiles such as 
photons, electrons, and protons predominantly produce only single inner-shell vacancies.  
When heavy ions (Z1 > 2) are employed, there is a significant probability that an inner-
shell ionization will be accompanied by the removal of additional electrons, leaving the 
target atom in a multiply ionized state.  Because the absence of the electrons reduces the 
screening of the nuclear charge felt by the remaining electrons, the binding energies of 
those electrons increase.   
     Inner-shell vacancies can be produced through various mechanisms, depending on the 
values of the collision parameters that characterize the process.  Direct Coulomb 
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excitation (DE) or ionization (DI) is the dominant process for low-Z1 projectiles and 
high-Z2 target atoms.  When Z1 becomes comparable to the target atomic number (Z2), 
and when the projectile speed v1 is lower than the orbital speed of the electron to be 
removed, the electron’s quantum state adjusts adiabatically as the projectile approaches 
the target nucleus and forms molecular orbitals from which electrons are excited, and the 
resulting vacancies correlate to the projectile or target K shells or are shared between the 
two K shells according to the relative asymmetry between the two collision partners.  
This is known as the molecular orbital mechanism.  An inner-shell vacancy can also be 
produced via electron capture from the inner shell of a target atom to an available bound 
level of the projectile.  This process peaks when the speed of the electron in the initial 
state is comparable to its speed in the final state.   
4.2.  De-excitation 
     An inner-shell vacancy is most likely to be filled by an electron from a higher shell or 
subshell, resulting in the emission of an x ray or an Auger electron.  The difference 
between the total energy of the atom in the initial and the final state (transition energy) 
determines the energy of the emitted x-ray, or electron.  The two processes are 
competing, but they are not equally probable.  The probability that an inner vacancy will 
be filled in an x-ray transition is known as the fluorescence yield.  The two vacancy 
decay processes are shown schematically in Fig. 23.  Auger decay is a special case of a 
non-radiative decay in which the emitted electron is ejected from a higher shell relative 
to the electron that fills the inner vacancy.  Non-radiative transitions are predominant 
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when the transition energy is low, while x-ray emission is more important when the 
transition energy is high (this will be discussed in detail in section 4.4).    
 
 
FIG. 23. Examples of competing transitions in which an inner-shell vacancy is filled.   
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     Allowed x-ray transitions follow the dipole selection rules (
0,  1,  0,  1,  and 0,  1S l L JΔ = Δ = ± Δ = ± Δ = ± ).  X-ray transitions that violate the 
electric dipole selection rules are said to be forbidden and have much lower transition 
rates.  The dipole-allowed x-ray transitions to the K and L shells of single-vacancy 
atoms are shown in Fig. 24.  Their transition energies are tabulated by Bearden [135, 
136], Porter [137], Sevier [138], and  Deslattes [139]. 
     The de-excitation of K-shell vacancies is straightforward in that there is only one 
possible initial state.  However, the de-excitation process is complicated for L-shell or 
higher shell vacancies by two factors: i) shells higher than the K-shell consist of more 
than one sub-shell and the de-excitation process depends on how the sub-shells are 
ionized, since different methods of ionization will yield different primary vacancy 
distributions, and ii) The original vacancies in a shell may rearrange through Coster-
Kronig transitions [140] (i.e., transitions between the sub-shells of a major atomic shell).  
Coster-Kronig transitions make it is possible for a primary vacancy created in one of the 
sub-shells to be transferred to a higher sub-shell before the vacancy is filled by another 
transition.  Therefore, the x-ray and Auger transition probabilities, and hence the 
fluorescence yield can differ by many orders of magnitude among various multiplet 
states of a given initial vacancy configuration [141-146].     
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FIG. 24.  Energy level diagram showing the allowed K and L x-ray transitions for a 
single-vacancy atom.  Coupling with the angular momentum of other incomplete orbitals 
is neglected. 
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      Spectra of x-rays emitted from multiply ionized atoms are more complex compared 
to those involving singly ionized atoms.  For example the K x ray spectra of low to 
intermediate Z2 atoms excited in heavy ion collisions are dominated by a series of 
satellite lines from initial states having single K- plus multiple L-shell vacancies and 
they contain prominent hypersatellite peaks from initial states having double K- plus 
multiple L-shell vacancies.   
     Two types of notation have been used to designate x-ray transitions.  The 
conventional notation (Siegbahn notation) for x-ray transitions uses the capital letters K, 
L, M,… to indicate the location of the initial vacancy.  Each x-ray transition is further 
specified by a Greek letter α, β, γ, etc., and a number.  Another notation is the 
International Union of Pure and Applied Chemistry (IUPAC) notation, which is based 
upon the energy-level designations.  The IUPAC x-ray nomenclature has the advantage 
of being simple and self-explanatory.  A comparison of the IUPAC notation and the 
traditional (Siegbahn) notation for K x-rays is given in Table V. 
     The notation for satellite and hypersatellite transitions in the IUPAC nomenclature 
consists of the capital letters K, L, M, … with a superscript number to indicate the 
location and number of vacancies.  For example, KLn and K2Ln, refer to initial states for 
K x-ray satellite and hypersatellites, respectively.   
     It should be kept in mind that each KαLn or K2αLn group includes many transitions 
that are not normally resolved experimentally.  These transitions are due to the coupling 
of angular momenta in the initial and finial states.  Fig. 25 shows the allowed transitions 
in the L S coupling scheme for the Kα satellites when outer-shell vacancies are ignored.  
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Detailed studies of allowed x-ray transitions in multiply ionized atoms  can be found in 
references [147-149]. 
 
 
 
 
TABLE V.  Correspondence between the IUPAC and Siegbahn notation for K x-ray 
transitions [150] 
IUPAC Siegbahn     
K-L3 1Kα   
Kα  
  
K-L2 2Kα     
      
K-M3 
1
K β     
 
 
 
Kβ  
K-M2 3Kβ   1'Kβ  
K-M4,5 5Kβ     
     
K-N2,3 2Kβ    
 
'
2K β
 
K-N4,5 4Kβ    
K-O2,3 2,3KO   
K-P2,3 2,3KP   
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FIG. 25.  Schematic representations of the allowed Kα x-ray transitions in singly and multiply ionized atoms, in the LS 
coupling scheme.  Outer-shell vacancies (in the M shell and above) are ignored.  KαLn represents transitions from the L-shell 
to the K-shell in atoms with n vacancies in L-shell and a single vacancy in the K shell in the initial state. 
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4.3.  Transition rates 
     The natural energy profile of an electronic level can be described by a Lorentzian 
function.  Likewise, the profile of a radiative transition can be described by a Lorentzian 
curve whose full width at half maximum (FWHM) is determined by the energy widths of 
the two states.  The transition rate, xifS , from initial state i to final state f  is given by 
 /x xif ifS = Γ h , (39) 
where xifΓ  is the FWHM for the radiative  transition and h is the reduced Plank’s 
constant.  The transition rate ( xifS ) also depends upon the strength of the coupling and 
upon the ways of the transition (i.e., the density of the final states).  Assuming that 
different decay modes of the hole in the initial state are independent, the total transition 
rate S for the hole is given by the sum of the transition rates for all possible transitions.  
Specifically, 
 R NRS S S= +  (40) 
where /R RS = Γ h  and /NR NRS = Γ h  are the total rates for radiative  and nonradiative  
transitions respectively, while  RΓ  and  NRΓ  are the corresponding total FWHM’s.  The 
total FWHM is given by 
 R NRΓ = Γ +Γ  (41) 
The theoretical natural widths for the K shell are shown in Fig. 26 as a function of 
atomic number.  This figure also shows that the Auger process is dominant for light 
atoms while the radiative  process is dominant for heavy atoms.     
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FIG. 26.  Theoretical level widths for atomic K shells as a function of the atomic number 
(Taken from Ref. [151]). 
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4.4.  Fluorescence yield 
     The K-shell fluorescence yield ωK is given  by 
/K KK Rω = Γ Γ ,                                                               (42) 
where KRΓ  and KΓ  are the radiative  rate and the total rate, respectively, of all transitions 
that fill a K vacancy.  Thus, the number of emitted K x-rays is ωKnK, where nK is the 
number of K vacancies produced in the excitation process.     
4.4.1.  Single vacancy K-shell fluorescence yield  
     Fig. 27 (adapted from reference [151]) shows the theoretical K-shell fluorescence 
yield as a function of atomic number.  Evidently, the theoretical values of ωK were 
obtained for atomic number 4 ≤ Z ≤ 54 by McGuire [152, 153] and Walters et al. [154-
156] using the Hartree-Fock-Slater method.  Chen et al. [157] used a Dirac-Hartree-
Slater approach to determine the ωK values of elements in the atomic number range of 18 
≤ Z ≤ 96.  Kostroun et al. [158] and Crasemann [159] presented computations of ωK for 
elements in the atomic number range of 10 ≤ Z ≤ 70, combining Scofield’s [160] 
radiative transition rates.  Other studies of single-vacancy K-shell fluorescence yields are 
described in ref. [161-169].   
     Based on the fit of experimental values of K-shell fluorescence yield ωK as a function 
of target atomic number, several semiempirical formulas have been  suggested [1, 161, 
170].  One such formula was given by Wentzel 
6 4/(1 ) 10K K Zω ω −− ≈ .                                                   (43) 
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FIG. 27.  Theoretical single vacancy fluorescence yields of the K and L shells.  The 
plotted curve for the L shell represents an average of L1, L2, and L3 yields [151].   
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Burhop [171] developed a semiempirical equation  based on Eq. (43), 
 6 3 4/(1 ) ( 0.217 0.03318 1.14 10 )K K Z Zω ω −− = − + − × . (44) 
Bambynek et al. [161] reevaluated the experimental ωK values and fitted 44 ‘most 
reliable’ values of ωK.   Their result was given by 
 2 6 3 4/(1 ) [(0.015 0.010) (3.27 0.05) 10 (0.64 0.071) 10 ]K K Z Zω ω − −− = ± + ± × − ± × . (45) 
Langenberg [170] used a seven-parameter fit over a large range of experimental 
fluorescence yields and his result is given by 
 
2
4 2 6 3
8 4 10 5
/(1 ) [( 0.0205 0.014) (4.75 0.35) 10
                             (16 3) 10 (70 14) 10
                             (145 30) 10 (135 30) 10
                             (46 12
K K Z
Z Z
Z Z
ω ω −
− −
− −
− = − ± + ± ×
− ± × + ± ×
− ± × + ± ×
− ± 12 6 4) 10 ] .Z−×
 (46) 
Hanke et al [172] developed the following expression for elements from Mg to Zr 
 2 3 2 5 3/(1 ) 0.3704 6.0447 10 3.1331 10 3.9215 10K K Z Z Zω ω − − −− = − × + × − ×  (47) 
Hubbell et al. [1] combined theoretical and experimental data and derived the following 
analytical expressions  
 
14 43 3
0 0
(1 100) 1i iK i i
i i
Z C Z C Zω
−
= =
⎧ ⎫⎡ ⎤ ⎡ ⎤⎪ ⎪≤ ≤ = +⎨ ⎬⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎪ ⎪⎩ ⎭∑ ∑ , (48) 
where  
0 0.0370 0.0052C = ± , 
1 0.03112 0.00044C = ± , 
5
2 (5.44 0.11) 10C
−= ± × , 
6
3 (1.25 0.07) 10C
−= − ± × . 
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      Comparison of these semiempirical predictions as function of the atomic number is 
shown in Fig. 28.  Results of the early work by Burhop are significantly different from 
the other predictions in the  low atomic number range due to insufficient available 
experimental data.  Langenberg’s predictions, which were employed in the current 
investigation, are slightly lower than the others in the atomic number range of around 45 
to 80.  Hubbell’s predictions are slightly higher than the others for Z2>82.   
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FIG. 28.  Comparison of semiempirical predictions of K-shell fluorescence yields.  
Black line: Burhop [171], red line: Hubbel [1], green line: Hanke et al. [172], brown 
line: Bambynek [161], dark green line: Langenberg [170]. 
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4.4.2.  Multiple vacancy fluorescence yield 
     Multiple vacancies in the K, L and outer shells affect the radiative and nonradiative 
rates by reducing the number of electrons available for a given transition, making some 
nonradiative transitions energetically forbidden, and modifying the atomic wave 
functions in the initial and final state.  Therefore, the fluorescence yield of a multiply 
ionized atom may be significantly different from that of a singly ionized atom.     
     In order to derive the K vacancy production cross section from the K x-ray 
production cross section for heavy-ion collisions, one needs to know the distribution of 
vacancy configuration in the initial state and the corresponding sets of transition rates.  
However, neither is very well known.     
     So far, multiple vacancy fluorescence yield calculations have been attempted for a 
limited number of rearrangement transitions and decay channels by Watson [143], 
Anagnostopoulos [173, 174], Polasik et al. [175], Pajek et al. [119], Horvat et al. [176], 
Kobal [177],  and Kadhane et al [178].  
     Recently, Horvat et al. [176] have developed a method  for deducing the original L-
shell vacancy distribution, the average number of M-shell vacancies at the time of the 
collision, and the effective K-shell fluorescence yield.  The method is based on K x-ray 
spectra measured in high resolution and takes into consideration multi-step 
rearrangement of the initial electronic configurations due to allowed radiative and non-
radiative transitions occurring between the time of collision and the time of K x-ray 
emission.   The steps involved in method are summarized as follows. 
      i) The original electronic configuration distribution (produced at the time of the 
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collision) is estimated from the spectrum and the L shell vacancy distribution is assumed 
to be binomial [20, 65], characterized by the average ionization probability per electron 
0
Lp .  The distribution of L electrons over the L subshells (L1, L2 and L3) is taken to be 
statistical, and the distribution of M-shell electrons is such that the 3p orbitals are 
preferentially populated.  It was assumed that no electrons are present in the N shell and 
above.  The original average number of L electrons, nL, and M electrons, nM, were 
related by employing Sulik et al.’s formula [64].  The transition rates for multiply 
ionized ions were derived from the available single vacancy transition rates employing 
the scaling procedure of Larkins [179].   
     ii) Then the evolution of each contributing configuration is followed along all decay 
branches until no further decays are possible except those that result in the filling of the 
K vacancy.  An inventory list of the resulting K x-ray transitions provides the 
information necessary to determine the relative intensities of the Kα and Kβ satellite 
peaks, the average number of M vacancies associated with each one of them, and, most 
importantly, the average fluorescence yield.   
      iii) After comparison between the predicted and the measured x-ray spectrum, the 
assumed original distribution of configurations is modified, and the calculations repeated 
until satisfactory match between the two spectra is achieved.    
4.5.  K x-ray spectra  
     A typical K x-ray spectrum obtained with the curved crystal spectrometer for a Cu 
target bombarded by 20 MeV/amu Xe projectiles is shown in Fig. 29.  In the spectrum, 
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the two most intense peaks on the low energy side, labeled Kα1 and Kα2 originate from 
single K-vacancy initial states and are referred to as diagram lines.  In the current 
investigation, the Kα1 and Kα2 peaks were used for energy calibration because their 
energies are known with good accuracy since transitions from multiply ionized states 
contribute very little to these peaks.  
     The peaks labeled KαLn (n = 1, 2, …7) are known as the Kα x-ray satellites.  They 
are due to Kα x-ray transition in atoms having single K- plus multiple L- vacancy initial 
states.  The intensity distribution of the Kα satellite peaks has been found to closely 
follow a binominal distribution[142].  Since a maximum of eight electrons can occupy 
the L-shell, there should be eight Kα satellite peaks.  However, the KαL0 is very small 
and obscured by much stronger Kα diagram peaks while KαL8 peak does not exist 
because at least one L electron is needed for a Kα transition. 
     The set of peaks to the right of the Kα satellites are called the Kα hypersatellites.  
They are due to Kα x-ray transitions in atoms having double K- plus multiple L-vacancy 
initial states, and have structure similar to that of the Kα satellites but with lower 
intensities.  . 
     The right most peak in Fig. 29 labeled Kβ is due to the transitions from the M-shell to 
the K-shell.  Structure of the Kβ satellites and Kβ hypersatellites (not shown) is similar 
to that of the Kα satellites and hypersatellites, but the x-rays that contribute to these 
peaks have energies above the Cu K edge and are greatly attenuated inside the target.  
These peaks are located at higher energies than the Kβ peak and are not shown in Fig. 
29. 
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FIG. 29.  High-resolution K x-ray spectrum of Cu, produced by bombardment with 20 
MeV/amu Xe projectiles.      
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     Typical energy-dispersive x-ray spectra obtained with a Si(Li) detector (having a 
resolution of about 200 eV) for Cu target bombarded by 20 MeV/amu Ar, Kr, and Xe  
projectiles are shown in Fig. 30.  The dashed-lines show the Kα (black) and Kβ (red) 
diagram transition energies (8.041 and 8.905 keV, respectively).  The Kα diagram and 
satellite peaks are not resolved here while the Kα hypersatellites are manifested as a 
shoulder on the high-energy side of the Kα peak.  As the projectile atomic number 
increases, so does the degree of multiple ionization of the L and M shell.  This causes a 
broadening of the satellite peaks and results in a shift toward higher energies.  The other 
structures visible in the figure are due to x-rays emitted from the projectile or due to 
pulse pile-up.  The projectile x-rays sometimes cause an overlap-problem which can 
make the accurate determination of target K x-ray yields difficult.  The overlap-problem 
will be discussed in detail in Chapter V.   
     High and low resolution K x-ray spectra produced by 20 MeV/amu Xe projectiles for 
a Cu target are compared in Fig. 31.   This figure shows that the dominant contributors to 
the low resolution Kα peak are the Kα satellite transitions. 
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FIG. 30.   K x-ray spectra excited by 20 MeV/amu projectiles passing through a Cu foil, 
measured using a Si(Li) detector.  
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FIG. 31. Comparison of Cu K x-ray spectra produced by 20 MeV/amu Xe projectiles 
measured in high resolution (shown in blue) and low resolution (shown in red).  The 
pink dashed line indicates the position of the average energy of the Cu Kα1 and Kα2 
diagram lines.  
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CHAPTER V 
DATA ANALYSIS AND RESULTS 
 
5.1.  Introduction 
     Target x-ray spectra were recorded using a personal computer featuring a dedicated 
pulse-height analyzer/multichannel scaler expansion board (Oxford Instruments, Inc.) 
and the accompanying software (PCA).  The collected number of counts in each peak of 
interest was at least 1000 to keep the statistical errors below 3%.  Each spectrum was 
measured at least twice to verify the consistency.  Peaks in the spectra were fitted with 
Gaussian functions using the software PeakFit (Systat Software Inc., Richmond, 
California, USA).  Yields from x-ray spectra taken in the same run generally were in 
agreement to within ±3%. 
     Analysis of the wavelength-dispersive spectra differed from the analysis of the 
energy-dispersive spectra.  Therefore, the two cases will be discussed separately in the 
following sections. 
5.2.  Projectile energy loss effects 
     The average projectile energy for Kα x-ray detection ( E ) was calculated by taking 
into account the Kα x-ray detection probability as a function of projectile penetration 
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depth, the dependence of the Kα x-ray production cross section on projectile energy, and 
the rate of projectile energy loss in the target.  The number of x-rays ( )dN x that are 
produced in the depth interval dx and are transmitted over distance x through the target 
in the direction of the detector, is given by 
 ( ) ( ) xpdN x N x e dx
μσ η −= Ω , (49) 
where Np is the number of projectiles, ( )xσ  is the x-ray production cross section, η is 
the number of target atoms per unit area, Ω is the geometry factor, and µ is the mass 
absorption coefficient.  The total number of x-rays that reach the detector is  
 
0
( )
t
x
pN N x e dx
μσ −= Ω∫ , (50) 
where t is the target thickness.  Therefore, the probability that an x-ray is produced 
between x and x + dx and transmitted through the target toward the detector is  
 
0
( ) ( )  dx( )
( )
x
t
x
dN x x eP x dx
N
x e dx
μ
μ
σ
σ
−
−
= =
∫
. (51) 
Thus, the average projectile energy for x-ray production and the average value of the 
target thickness are given respectively by 
 0
0
0
( ) ( )
( ) ( )
( )
t
x
t
t
x
E x x e dx
E E x P x dx
x e dx
μ
μ
σ
σ
−
−
= =
∫∫ ∫
, (52) 
and 
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Numerical methods were employed to calculate the quantities E  and x  , with the Kα x-
ray transition energies taken from Ref. [139] and x-ray attenuation coefficients obtained 
from Ref. [180].  In Eq. (52), the quantity ( )E x  was calculated with the following 
formula 
 ( )0
0
( )
t
E x E S x dx= − ∫ . (54) 
In Eq. (54), the quantity E0 is the incident projectile energy and ( ) /S x dE dx=  is the 
stopping power calculated with software SRIM [181].  The x-ray production cross 
section ( )xσ  depends on projectile energy and was calculated using the ECPSSR 
theory.  Results of the calculated average projectile energies ( E ) are listed in Table VI 
along with the incident projectile energies.  
     In Fig. 32, the average projectile energy for Kα x-ray detection is plotted as a 
function of the projectile penetration depth for 4.0 and 24.8 MeV/amu Ar projectiles.   
     The relative average energy loss [defined as ( - ) / 100%i iE E E × ] is plotted in Fig. 33 
as a function of incident projectile energy.  It was less than 10% in all cases except for 
the Sm target, which was significantly thicker than the others.       
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TABLE VI.  Incident projectile energies and the average projectile energies (MeV/amu) 
used in the current project. 
target Incident  
cm2/µg MeV/amu Ar Kr Xe cm2/µg MeV/amu Ar Kr 
Al 
 
2.5 2.33 2.31 2.31 Al 
 
2.5 2.33 2.31 
4.0 3.85 3.81 3.81 4.0 3.85 3.81 
6.0 5.87 5.83 5.82 6.0 5.87 5.83 
9.9 9.80 9.76 9.74 9.9 9.80 9.76 
15.0 14.92 14.88 14.86 15.0 14.92 14.88 
20.0 19.94 19.90 19.87 20.0 19.94 19.90 
24.8 24.75 24.71 24.69 24.8 24.75 24.71 
         
Cu 2.5 2.27 2.24 2.24 Cu 2.5 2.27 2.24 
4.0 3.78 3.73 3.50 4.0 3.78 3.73 
6.0 5.81 5.75 5.73 6.0 5.81 5.75 
9.9 9.75 9.68 9.65 9.9 9.75 9.68 
15.0 14.88 14.81 14.77 15.0 14.88 14.81 
20.0 19.9 19.83 19.80 20.0 19.9 19.83 
24.8 24.71 24.65 24.78 24.8 24.71 24.65 
         
Ag 2.5 2.33 2.31 2.31 Ag 2.5 2.33 2.31 
4.0 3.84 3.80 3.80 4.0 3.84 3.80 
6.0 5.86 5.81 5.800 6.0 5.86 5.81 
9.9 9.78 9.73 9.70 9.9 9.78 9.73 
15.0 14.90 14.85 14.82 15.0 14.90 14.85 
20.0 19.92 19.87 19.84 20.0 19.92 19.87 
24.8 24.73 24.68 24.65  24.8 24.73 24.68 
         
Ta 2.5 2.29   Ta 2.5 2.29  
4.0 3.78 3.74 4.0 3.78 3.74
6.0 5.80 5.87 5.86 6.0 5.80 5.87
9.9 9.73 9.65 9.62 9.9 9.73 9.65
15.0 14.88 14.81 14.78 15.0 14.88 14.81
20.0 19.88 19.8 19.76 20.0 19.88 19.8
24.8 24.72 24.63 24.70 24.8 24.72 24.63
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FIG. 32.  The average projectile energy for Kα x-ray detection as a function of 
penetration depth for Ar on Sm. 
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FIG. 33.   Relative average energy loss as a function of incident projectile energy. 
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5.3.  Wavelength-dispersive spectra 
     The purpose of the wavelength-dispersive measurements was to provide additional 
information needed in order to convert the measured x-ray production cross sections to 
vacancy production cross sections.  Specifically, the systematics of L-shell ionization in 
K-shell ionizing collisions as a function of projectile energy as well as projectile and 
target atomic numbers was studied to help determine the appropriate values of K-shell 
fluorescence yields.  Also, the relative contribution from the diagram transitions was 
determined in order to take into account the secondary ionization processes.   
     X-ray spectra collected with the crystal spectrometer usually have background that 
had to be subtracted (to be discussed in detail in 5.3.1.  ).  K x-rays emitted below the 
surface of the target must travel through a portion of the target before being detected (to 
be discussed in 5.3.3.  ).  However, some of the x-rays are absorbed before they can 
escape from the target media.  This process also has an energy dependence and displays 
significant discontinuities at the photon energies corresponding to the binding energies 
of the target atoms (to be discussed in detail in 5.3.3.   and 5.3.4.  ).  For heavy ion-atom 
collisions, there are significant contributions from secondary process and these 
contributions must be taken into account (to be discussed in 5.3.6.  ).  Finally, multiple 
vacancy fluorescence yields (to be discussed in 5.3.7.  ) have to be employed to obtain 
accurate ionization cross sections.   
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5.3.1.  Background subtraction 
     For each group of peaks, the background was determined by selecting two 
surrounding regions, one on the low-energy side and the other on the high-energy side.  
The average number of counts was then computed for each region.  These numbers were 
assigned to the mid-points of the regions and used to construct a linear function of 
channel number that represented the background.  The background was then subtracted 
from the spectrum channel by channel.  An example of this correction is shown in Fig. 
34.  In cases where only one background region was available (because the spectrum 
either began or ended at a point above background), the background was assumed to be 
constant. 
5.3.2.  Energy calibration  
     Two different crystals were used in present investigation.  Ammonium dihydrogen 
phosphate (ADP) was used to measure Al x-rays, while LiF (200) crystal was used in the 
measurements with all the other targets.  The spectra were measured in the first order of 
reflection, except for Cu K x-rays which were measured in second order.   
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FIG. 34.  Spectrum of Kα x rays produced by bombardment of Cu target by 25 
MeV/amu Ar projectiles (red curve).  The blue curve is the same spectrum after 
background subtraction.  The purple linear line is the background.  The two regions for 
the background determination were centered at 8.0 keV and 8.3 keV.   
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     For each crystal and for each order of reflection, the position P of the spectrometer, 
identified by its odometer, is related to the wavelength λ of the detected x-ray according 
to the equation 
 P s bλ= +  (55) 
where s and b are constants that depend on the orientation of the focal circle and crystal 
plane.  Solving the equation for λ and converting wavelength to energy, one obtains the 
following expression relating the x-ray energy to the calibration parameters 
 
'( )  
-
sE keV
P b
= , (56) 
where 's hcs= , h is the Plank’s constant, and c is the speed of light in vacuum.  
Parameters s’ and b can be determined in a least squares analysis based on Eq. (56) and a 
set of calibration points. 
     Centroids of the Kα and Kβ diagram peaks as well as the location of the absorption 
edge were chosen as the internal energy calibration points whenever they were available.        
5.3.3.  Correction for self-absorption 
     Photons can interact with matter by means of three mechanisms: 1) the photoelectric 
effect, in which the photon disappears and its entire energy is transferred to a bound 
electron in a single collision, 2) Compton scattering, in which a photon is deflected from 
its original path and transfers only a part of its energy to a bound electron, and 3) pair 
production, in which a photon with energy above 1.02 MeV is converted to a electron 
and positron, moving in opposite directions.  The photoelectric effect is the dominant 
process for low-energy photons.  The cross section for the photoelectric effect decreases 
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as the photon energy increases.  The Compton Effect is the most important mechanism at 
photon energies between 100 keV and several MeV, while pair production dominates at 
high photon energies (see ref. [182] p.224-229).   
     The attenuation coefficient, µ, describing fractional reduction of the beam intensity, -
dI/I, in a thin layer of thickness dt in an absorbing medium, is given by 
 dI dt
I
μ− = . (57) 
For a homogeneous medium, Eq. (57) is readily integrated to give the well known Beer-
Lambert law: 
 0
tI I e μ−= , (58) 
where t is the thickness along the beam path,  I0 is intensity of the incident beam, and I is 
the intensity of the emergent beam.   
     The mass attenuation coefficient is given by 
 mμ μρ= , (59) 
where ρ is the absorber density.   
     The mass attenuation coefficients for the above three processes are usually calculated 
and reported as cross sections in the units of barns per atom.  A more convenient unit for 
the mass attenuation coefficient is cm2/g, where the target atom’s mass is used to make 
the conversion from barns per atom.  The mass attenuation coefficient, µm, is 
proportional to the total photon interaction cross section, σtot, through the relation 
 Am tot
N
M
μ σ= , (60) 
where NA is Avogadro’s number and M is the atomic weight of the absorber material.  In 
the energy range of interest here, the total photon interaction cross section is given by 
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 tot p cσ σ σ= + , (61) 
where σp is the photoelectric effect cross section and σC is the Compton scattering cross 
section.  Fig. 35 shows the energy dependence of the mass attenuation coefficient for 
each of the targets used in the present work in the energy range between 1 keV and 100 
keV. 
     Crystal spectrometers are very inefficient for x-ray detection, requiring that x-rays 
enter the spectrometer with the proper directional vector for acceptance, be diffracted by 
the crystal, and finally be detected.  The efficiencies for the latter two processes depend 
on the x-ray wavelength, but that dependence can be neglected over a narrow energy 
range. 
     The number of photons, n, that penetrate thickness t of a medium is given by 
 -0  
tn n e μ=  (62) 
where n0 is the incident number of photons and µ is the total absorption coefficient of the  
medium.  If one assumes that n0 photons are produced by the beam particles uniformly 
by along their path over target thickness t’ (see Fig. 36), then dn, the number of photons 
escaping from target depth z toward the detector is 
      0
'
xndn e dz
t
μ−= , (63) 
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FIG. 35.  Target absorption coefficients as a function of photon energy obtained with program XCOM [183] for Compton 
effect (solid black line), photoelectric effect (dotted red line), and the total (dashed green line). 
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FIG. 36.  Schematic view of projectile and x-ray trajectories inside the target (not to 
scale). 
 
 
 
 
 
 
 
 
 
where x is the length of the x-ray path.  As mentioned in Chapter III, the target in the 
present measurements was oriented at 45o with respect to both the beam direction and 
the spectrometer axis, so that z is equal to x.  Making this substitution and integrating 
over depth from 0 to the effective target thickness t’ ( ' 2
cos 45
tt t= =o ) yields the 
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number of photons transmitted through the target toward the detector 
 
' '
0 0
0
1/ '
'
t t
x en n e t dx n
t
μ
μ
μ
−
− −= =∫ . (64) 
Therefore, the number of x-rays produced by the beam is given by 
 ( )0 - '
'
1- t
n tn
e μ
μ= . (65) 
 
5.3.4.  Correction for Al K absorption edge effects 
     The Al K absorption edge (at 1.559 keV) is just below the average energy of the 
KαL6 satellite transitions, which results in significant absorption of the KαL6 and KαL7 
peaks compared to KαL0 through KαL5 peaks.  An example of an Al spectrum produced 
by 20 MeV/amu Xe is shown in Fig. 37, in which only KαL0 to KαL5 peaks are present 
while the KαL6 and KαL7 peaks are too small to be noticed.   
     From Eq. (64), the probability that an x-ray emitted toward the detector escapes out 
of the target of effective target thickness t’ (the photon transmission) is 
 
( )'1
'
Ct
x
C
e
T
t
μ
μ
−−= . (66) 
The convolved Al K x-ray transmission curve (shown in Fig. 38) is given by 
 
2
0
2
( )
2( ') ( ') ( )
E E
c
x xT E g E E T E e dEσ
−−= −∫ , (67) 
where the spectrometer resolution function is given by
2( ') / 21( ')
2
E Eg E E e σπσ
− −− =  and 
σ is the detector resolution. 
108 
 
20 MeV/amu Xe on Al
Energy (KeV)
1.48 1.50 1.52 1.54 1.56 1.58 1.60
C
ou
nt
s 
pe
r C
ha
nn
el
0
1000
2000
3000
4000 Kα
KαL1
KαL2 KαL3
KαL4
KαL5
K edge
 
 
FIG. 37.  Al Kα spectrum produced by 20 MeV/amu Xe ions.  The K edge is indicated 
by the vertical pink line.  Gaussians used to fit the peaks are shown with dashed lines. 
Their sum is shown by the solid red curve. 
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FIG. 38.  Blue curve: actual Al x-ray transmission curves in the vicinity of the 
absorption edge. Solid red circles: convoluted transmission curve. 
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5.3.5.  Fitting procedures 
     Peaks in the wavelength-dispersive spectra were fitted using Gaussian functions by 
employing program PeakFit [184].  An example of a fit for Ti Kα x-rays produced by 10 
MeV/amu Kr projectiles is shown in Fig. 39, where the open circles represent the 
measured data points, the red dashed curves represent the Gaussian fits, and the sold 
green curve represents the overall fit.  The overall fits for most spectra were very good 
except for those involving low-energy projectiles that featured unresolved KαL0+1 peaks 
near the diagram lines.  
     In fitting the Al spectra, multiple Gaussian functions were used for each satellite peak 
due to the partially resolved multiplet structure.  An example spectrum for Al has been 
shown previously (Fig. 37).  
     Since a maximum of eight electrons can occupy the L-shell, there should be up to 
eight observed Kα satellite peaks.  However, the KαL0 overlaps with Kα diagram peaks 
that originate from secondary processes, while KαL8 peak does not exist because at least 
one L electron is needed for a Kα transition.  Therefore, the number N0 of collision-
produced counts in KαL0 peak and the total number of primary Kα satellite x-rays Ntot 
are not known apriori.  From the fit, it was found that the relative intensities of Kα 
satellite peaks are well represented by a binomial distribution [142] as discussed in 
Section 4.5.    Accordingly, the ratio of the number Nn of collision-produced counts in a 
KαLn peak (n = 1 to 7) to Ntot is 
 ( )8-8 1- nnn L L
tot
N p p
nN
⎛ ⎞= ⎜ ⎟⎝ ⎠
, (68) 
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FIG. 39.  A typical fit of a wavelength-dispersive target K x-ray spectrum (10 MeV/amu 
Kr projectiles on Ti target).  Components of the spectrum are shown with dashed curves 
and their sum is shown by the solid curve.  The circles represent the measured data 
points. 
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where  
 
7
0
tot n
n
N N
=
= ∑ , (69) 
in agreement with the independent electron approximation (IEA) (see Ref. [185] and 
Refs. therein).  The parameter Lp  is interpreted to be the apparent average L-shell 
ionization probability per electron in K-shell ionizing collisions.  The term “apparent” is 
applied since vacancy rearrangement processes occurring between the time of collision 
and the time of x-ray emission may alter the primary distribution of L vacancies.  By 
fitting the experimentally determined intensities of the Kα satellites from n = 1 to 7 with 
Eq. (68), the values of  Lp  and N0 can be determined.  The results for Ti are shown in 
Fig. 40, where the black bars represent the Nn values from independent peak fitting and 
the red bars represent the values obtained from the fit of the binomial distribution.  The 
largest deviation of the binormial-fit value from the actual peak intensity was about 30% 
and occurred for the KαL1 peak due to the adjacent peak overlap.  The close 
correspondence between the two intensity distributions lends credence to the method. 
     The best-fit values of pL are listed in Tables VII, VIII, and IX.  Measurements with 
additional targets were performed in order to extend the range of pL values and establish 
the systematic dependence of pL on the collision parameters. 
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FIG. 40.  Comparison of the measured (black bars) and fitted (red bars) Ti Kα satellite 
peak intensities obtained for 10 MeV/amu Kr on Ti.  The fitted intensities follow a 
binomial distribution, as indicated by Eq. (68). 
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TABLE VII.  Target apparent average L shell ionization probability per electron in K-
shell ionizing collisions (pL) for Ar projectiles at various energies. 
Z2 
 
E (MeV/amu) 
2.5  2.5  
13 0.41 13 0.41 13 
22 0.42 22 0.42 22 
23 0.40 23 0.40 23 
26 0.35 26 0.35 26 
27  27  27 
29  29  29 
 
 
 
 
 
TABLE VIII.  Target apparent average L shell ionization probability per electron in K-
shell ionizing collisions (pL) for Kr projectiles at various energies. 
Z2 
 
E (MeV/amu) 
4  4  
13 0.41 13 0.41 13 
22 0.51 22 0.51 22 
23 0.49 23 0.49 23 
26 0.47 26 0.47 26 
27  27  27 
29 0.46 29 0.46 29 
32  32  32 
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TABLE IX.  Target apparent average L shell ionization probability per electron in K-
shell ionizing collisions (pL) for Xe projectiles at various energies. 
Z2 
 
E (MeV/amu) 
2.5  2.5  2.5 
13 0.42 13 0.42 13 0.42 
22 0.55 22 0.55 22 0.55 
23  23  23  
26 0.48 26 0.48 26 0.48 
29  29  29  
 
 
 
 
 
 
 
 
 
 
 
     According to the Geometrical Model, the average L-shell ionization probability per 
electron at zero impact parameter (pL) is a universal function of a universal variable, X, 
defined in Chapter II and repeated here for convenience, 
 1/ 21 1(4 / ) [ ( )] /X c v V G V Z nα= , (70) 
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where α is the fine structure constant given by † 
 
2 /
4 o
e c
πεα =
h , (71) 
in which e is the elementary charge,  h  is the reduced Planck’s constant, and ε0 is the 
permitivity of vacuum.  In the present application, Z1 is taken to be the projectile nuclear 
charge, and the effective mean values of v2 are computed from the neutral atom L3 
energies.  The form of the function G(V) employed here was developed by Gryzinski 
[84-86] and is presented in analytical form in Ref. [88].  In Fig. 41, the measured pL 
values are shown plotted as a function of X for Z1 ranging from 6 to 83, v1 ranging from 
9 to 30 a.u., and V ranging from 1.3 to 6.2.  It is evident that the pL values do indeed 
define a universal function of X, shown by the fitted solid curve, but they systematically 
deviate from the predictions of the Geometrical Model (shown by the dashed curve) that 
apply to the distribution of L vacancies at the time of collision.  The  empirical universal 
function was determined in a least squares fit [96]; 
 L /[1 ( / ) ]
cp a b X= + . (72) 
The best-fit values of the parameters were found to be a = 0.537 ± 0.006, b = 2.11 ± 
0.08, and c = 2.02 ± 0.03.  This semiempirical universal function will be used to predict 
pL values for the collision systems in this study for which experimental data is not 
available.  
 
 
                                                 
† See the NIST website for more details: http://physics.nist.gov/cuu/Constants/alpha.html 
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FIG. 41.  Apparent average L-vacancy fractions at the time of Kα x-ray emission (pL), 
plotted as a function of the universal variable (X) for n = 2. The data points represent the 
results of measurements involving a variety of solid targets (atomic number Z2 = 17-32) 
under bombardment by fast heavy ions (atomic number Z1 = 6-83) at 2.5-25 MeV/amu, 
while the solid line represents the best-fit logistic curve. The dashed curve represents the 
average L-vacancy fractions at the time of collision, predicted by the Geometrical Model 
[186]. 
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5.3.6.  Effect of secondary ionization 
     As explained in Section 4.5, the Kα diagram peaks contain substantial contributions 
from secondary ionization processes.   As a consequence of this, the KL0 peak intensity 
is generally much larger than that predicted by the binomial distribution determined 
from the peak intensities of the other satellite peaks.  This is quite evident in Fig. 39.  
For low resolution measurements, these secondary contributions overlap the primary x-
rays (produced by ion-atom collisions).  Therefore, the high resolution measurements 
were employed to correct for these contributions.  Since the primary x-ray distribution is 
well represented by a binominal distribution, the yield of x rays originating from 
secondary processes may be determined by comparing the measured intensity with the 
binomial intensity.  For this purpose, it is useful to define the “enhancement” factor RE 
as  
 
( ) ( )0 0exp -K L K L bin
E
TOT
N N
R
N
α α= , (73) 
where  ( )0 expK LN α  is the number of counts in the peak containing the KαL0 satellites and 
the Kα diagram lines, ( )0K L binN α  is the number of KαL0 counts calculated using a 
binomial distribution having a pL value determined by the intensities of KαL1 through 
KαL7 (as described in the previous section), and parameter NTOT is the total number of 
counts in the entire Kα spectrum.  The values of RE for Al, Ti, and Cu targets are listed 
in Tables X, XI, and XII and are plotted in Fig. 42 as a function of projectile energy.  In 
general, the enhancement factor increase with projectile atomic number except in the 
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case of Kr-Cu collisions, where they are larger than those for Xe-Cu collisions due to the 
proximity of Kr K x-ray energy to the Cu K absorption edge.  
 
 
 
TABLE X.  Enhancement factor (%) for Ar projectiles. 
E (MeV/amu) Al Ti Cu 
2.5 7.81 1.90 1.50 
4 9.10 2.47 2.12 
6 9.83 2.93 2.66 
10 9.39 3.42 3.32 
15 8.00 3.76 3.83 
20 7.49 3.98 4.19 
25 6.98 4.14 4.46 
    
 
 
 
TABLE XI.  Enhancement factor (%) for Kr projectiles. 
E (MeV/amu) Al Ti Cu 
2.5 15.00 3.05 2.98 
4 15.10 4.01 4.34 
6 15.10 4.82 5.71 
10 15.10 5.68 7.46 
15 14.40 6.26 8.81 
20 13.30 6.62 9.61 
25 11.70 6.89 10.13 
    
 
 
 
 
 
 
120 
 
 
 
 
TABLE XII.  Enhancement factor (%) for Xe projectiles. 
E (MeV/amu) Al Ti Cu 
2.5 14.10 5.85 2.09 
4 18.00 7.32 3.04 
6 19.40 8.39 4.35 
10 19.40 9.29 5.99 
15 17.90 9.64 7.39 
20 16.40 9.69 8.28 
25 14.40 9.64 8.89 
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FIG. 42.  Comparison of enhancement factors (%) for projectiles of Ar, Kr, and Xe with 
energies from 2.5 to 25 MeV/amu.  
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5.3.7.  Calculation of fluorescence yields for multiply ionized atoms 
     As discussed in Sections 4.2.  and 4.4.2.  , the fluorescence yield of a multiply ionized 
atom may be significantly different from that of a singly ionized atom.  The derivation of 
multiple vacancy fluorescence yields requires knowledge of the initial vacancy 
distribution, the sets of possible transitions, and the transition rates.   
     Using the method developed by Horvat et al. [176] (which was described in Chapter 
IV), fluorescence yields for multiply ionized Al, Ca, Ti, Mn, and Cu atoms were 
determined from their high resolution K x-ray spectra and plotted in Fig. 43 as a function 
of the apparent average L-shell vacancy fraction.  At lower values of pL, the fluorescence 
yield slowly rises as pL increases because Auger rates in multiply ionized atoms scale 
down faster than x-ray rates.  At larger values of pL, the fluorescence yield rapidly 
decreases as a function of pL, primarily because the atoms have lost most of their L 
electrons resulting in the rapid decrease of the Kα  transition rates.     
     The relative change of Kα fluorescence yield, Rω defined as  
 0 0( ) /KRω αω ω ω= − , (74) 
was calculated for Al, Ca, Ti, Mn, and Cu targets for values of pL up to 0.5.  The values 
of ω0 (single vacancy Kα fluorescence yield) were derived from the relation 
-1
0 /= (1 )  K Rβ αω ω + using the  total K shell fluorescence yields ωK given in Table 8 of 
Hubbell et al. [1] and the theoretical Kβ to Kα intensity ratios Rβ/α of Scofield [187].   
The Kα fluorescence yield changes (Rω) of Al, Ca, Ti, Mn, and Cu are plotted in Fig. 44 
as a function of target atomic number for pL = 0.5, in which the solid curve represents 
the best fit of the function y = ae-bx, with a = 28.44 and b = 0.1734.  At Z2 = 92 
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(uranium), the extrapolated values of Rω is negligible (3.6 × 10-6).  At smaller values of 
pL, the values of Rω will be much smaller than those at pL = 0.5.  Therefore, it is 
reasonable to assume that fluorescence yields for the high Z2 targets Sm and Ta are equal 
to the single vacancy fluorescence yields in the collision regime studied here.  
 
 
 
 
FIG. 43.  Comparison of target fluorescence yields as a function of apparent average L-
shell vacancy fractions.  The solid lines represent the multiple-vacancy fluorescence 
yields of Al, Ca, Ti, Mn, and Cu targets calculated using the procedure outlined in ref. 
[176].  The symbols represent the extrapolated fluorescence yields for multiply ionized 
Zr, Ag, Sm, and Ta (see text for details). 
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FIG. 44.  Fluorescence yield change Rω (defined in the text) as a function of target 
atomic number for pL = 0.5. 
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     The multiple-vacancy fluorescence yields were estimated for Zr, Ag, Sm, and Ta as 
follows.  The first step was to calculate the value of the universal variable X for Zr, Ag, 
Sm, and Ta targets bombarded by Ar, Kr, and Xe projectiles with incident energies from 
2.5 to 25 MeV/amu using Eq. (70).  The results are listed in Tables XIII, XIV, and XV.  
For each value of the universal variable, the apparent average L-shell vacancy fraction 
(pL) was calculated using the empirical scaling law [Eq.(72)] and these results are listed 
in Table XVI.  For each value of pL, multiple vacancy fluorescence yields of Al, Ca, Ti, 
Mn, and Cu were read from Fig. 43.  Then each set of fluorescence yields was plotted as 
a function of Z2, as shown in Fig. 45.  These fluorescence yield curves were fit with the 
function  
 2/[1 ( / ) ]
c
K a b Zαω = + . (75) 
and multiple-vacancy fluorescence yields of Zr, Ag, Sm, and Ta were obtained by 
extrapolation using Eq. (75).  The extrapolation curves were required to join with the 
single vacancy fluorescence yield for uranium, as shown in Fig. 45.   
     The estimated Kα fluorescence yields for multiply ionized Zr, Ag, Sm, and Ta atoms 
are listed in Table XVI and plotted as a function of the apparent average L-shell vacancy 
fraction (pL) in Fig. 43, using open symbols. 
     The validity of Eq. (75) was checked by comparing the predicted K shell fluorescence 
yields (converted from the predicted Kα fluorescence yields using theoretical ratios of 
Kβ/Kα [187]) at pL = 0 with the single-vacancy fluorescence yields that were based on 
theoretical calculations and experimental values [1, 161, 170].  The good match between 
the estimated fluorescence yields at pL = 0 and the single-vacancy fluorescence yields 
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(see Fig. 46) lends credence to this method. 
 
 
 
 
 
 
TABLE XIII.  Universal variable X for Zr, Ag, Sm, and Ta targets excited by Ar 
projectiles with incident energy from 2.5 to 25 MeV/amu. 
E(MeV/u) 40 47 62 73 
2.5 1.69 1.22 1.21 0.37 
4 1.83 1.40 0.79 0.53 
6 1.85 1.49 0.90 0.65 
10 1.76 1.50 1.02 0.78 
15 1.62 1.43 1.06 0.85 
20 1.51 1.36 1.06 0.87 
25 1.42 1.30 1.04 0.87 
 
 
TABLE XIV.  Universal variable X for Zr, Ag, Sm, and Ta targets excited by Kr 
projectiles with incident energy from 2.5 to 25 MeV/amu. 
E(MeV/u) 40 47 62 73 
2.5 3.36 2.43 2.42 0.74 
4 3.65 2.80 1.51 1.05 
6 3.70 2.98 1.84 1.31 
10 3.52 3.00 2.04 1.55 
15 3.25 2.86 2.12 1.69 
20 3.02 2.72 2.11 1.73 
25 2.84 2.59 2.07 1.74 
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TABLE XV.  Universal variable X for Zr, Ag, Sm, and Ta targets excited by Xe 
projectiles with incident energy from 2.5 to 25 MeV/amu. 
E(MeV/u) 40 47 62 73 
2.5 5.05 3.65 3.63 1.10 
4 5.48 4.20 2.26 1.57 
6 5.55 4.47 2.76 1.97 
10 5.28 4.50 3.06 2.33 
15 4.87 4.30 3.18 2.53 
20 4.53 4.08 3.17 2.60 
25 4.27 3.89 3.11 2.61 
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FIG. 45.  Kα fluorescence yields of multiply ionized Al, Ca, Ti, Mn, and Cu atoms with 
pL = 0.229 as a function of the atomic number.  The data point at Z2 = 92 is the single 
vacancy fluorescence yield of uranium.  The solid blue curve represents a fit to the data 
points using Eq. (75) with a = 1.00, b = 31.87, and c = 3.34. 
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TABLE XVI.  Apparent average L-shell vacancy fractions and the estimated Kα 
fluorescence yields of multiply ionized Zr, Ag, Sm, and Ta atoms. 
 Zr Ag Sm Ta 
 pL ωK pL ωK  pL ωK pL 
Ar 
0.229 0.562 0.148 0.646 Ar 0.229 0.562 0.148 
0.247 0.562 0.178 0.645  0.247 0.562 0.178 
0.249 0.562 0.192 0.645  0.249 0.562 0.192 
0.235 0.562 0.192 0.645  0.235 0.562 0.192 
0.213 0.562 0.180 0.645  0.213 0.562 0.180 
0.194 0.562 0.167 0.645  0.194 0.562 0.167 
0.178 0.562 0.156 0.645  0.178 0.562 0.156 
         
Kr 
0.409 0.562 0.333 0.646 Kr 0.409 0.562 0.333 
0.422 0.562 0.365 0.645  0.422 0.562 0.365 
0.423 0.562 0.378 0.644  0.423 0.562 0.378 
0.413 0.563 0.378 0.644  0.413 0.563 0.378 
0.396 0.565 0.367 0.644  0.396 0.565 0.367 
0.380 0.566 0.355 0.644  0.380 0.566 0.355 
0.366 0.567 0.342 0.644  0.366 0.567 0.342 
         
Xe 
0.474 0.562 0.426 0.645 Xe 0.474 0.562 0.426 
0.481 0.562 0.447 0.645  0.481 0.562 0.447 
0.482 0.565 0.456 0.644  0.482 0.565 0.456 
0.476 0.569 0.456 0.644  0.476 0.569 0.456 
0.467 0.573 0.449 0.645  0.467 0.573 0.449 
0.457 0.575 0.441 0.646  0.457 0.575 0.441 
0.448 0.577 0.432 0.646  0.448 0.577 0.432 
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FIG. 46.  Comparison of the estimated K shell fluorescence yields at pL = 0 with single-
vacancy fluorescence yields.  Blue line: Hubble [1]; black line: Bambynek [161]; red 
line: Langenberg [170]. 
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5.4.  Energy-dispersive spectra 
     As mentioned in Chapter IV, the Kα diagram line and the Kα satellite peaks are not 
resolved from each other in the energy-dispersive spectra, while the Kα hypersatellite 
peaks appear as a shoulder on the high energy side of the Kα peak.  Additionally, the Kβ 
peaks are well resolved from the Kα peaks only for targets with atomic number 29 (Cu) 
and above.  Although the Ti Kβ peak is not well resolved from the Ti Kα peak, its 
intensity could be determined accurately using the PeakFit program.  Typical x-ray 
spectra obtained in the present study are shown in Figs. 47, 48 and 49.  The dashed lines 
show the energies of the Kα and Kβ diagram lines.  Multiple vacancies in the L and M 
shells cause the K x-ray peaks to broaden and shift to higher energies.  The effect 
becomes more pronounced as the projectile atomic number increases (see Fig. 47).  Fig. 
48 also shows that the relative intensity of the Kα hypersatellites increases with 
increasing projectile energy, because the higher the projectile energy, the larger the 
probability that two K electrons could be ejected out.  Other peaks visible in these 
figures are due to projectile x-rays, target L x-rays, and pulse pileup.  As mentioned in 
Chapter III, Ag reference foils were placed behind the Sm and Ta targets and hence 
strong Ag K x-ray peaks always appear in the Sm and Ta spectra (see Fig. 49).  
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FIG. 47.  Typical Cu K x-ray spectra generated in collisions with Ar, Kr, and Xe 
projectiles at 15 MeV/amu. 
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FIG. 48.  Typical Cu x-ray spectra obtained with Xe projectiles at different energies. 
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FIG. 49.  Target x-ray spectra excited by 15 MeV/amu Xe projectiles.  The strong Ag 
peaks in Sm and Ta spectra were due to the Ag reference foils positioned behind the 
targets (see section 3.2.3.  ). 
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5.4.1.  Cross section calculations 
     The detected number of Kα x-rays, NK　, can be expressed as  
 K p x K KN N Tα α αη ε σ= Ω , (76) 
where Np is the number of incident projectiles, η is the number of target atoms per cm2, 
Ω is the detector solid angle fraction, εK　 is the detector efficiency at the corresponding 
x-ray energy, σKα is the target Kα x-ray production cross section, and Tx is photon 
transmission probability given by Eq. (66).  By rearranging Eq. (76), the target Kα x-ray 
production cross section is given by the following expression 
 KK
p x K
N
N T
α
α
α
σ η ε= Ω
. 
 (77) 
Eq. (77) indicates that the Kα x-ray production cross section can be determined by 
measuring the number of Kα x-rays and the number of projectiles if the x-ray 
transmission probability, target thickness, and detector efficiency are known.   
     Finally, the K vacancy production cross section can be determined by dividing the Kα 
x-ray production cross section with the average Kα fluorescence yield, 
 /K K Kα ασ σ ω= . (78) 
  
136 
 
     In the current work, considerable care was exercised in determining the number of the 
detected target Kα x-rays.  Background, absorption, peak overlap, and absorption edge 
effects were addressed just as in the analysis of the wavelength-dispersive spectra.  The 
overlap of projectile L x-rays with target Kα x-rays, Al K edge absorption, and 
secondary ionization will be discussed in the following sections.   
5.4.2.  Correction for absorption at the Al K edge 
     The corrections for absorption at the Al K edge were similar to those applied to the 
wavelength-dispersive spectra, except that the transmission functions were convolved 
with broader Gaussian resolution functions.   The result is shown in Fig. 50.  A 
comparison of the corrected and uncorrected Al K x-ray spectra is shown in Fig. 51 for 4 
MeV/amu Xe projectiles.  The same method was applied to the Ti spectra because of the 
close proximity of the K absorption edge to the Ti Kα hypersatellites.  
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FIG. 50.  Comparison of the actual (blue) and convolved (red) transmission function for 
Al K x-rays (energy-dispersive measurements). 
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FIG. 51.  Comparison of the Al K x-ray spectra without (blue) and with (red) correction 
for absorption in the measurements involving  4 MeV/amu Xe projectiles. 
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5.4.3.  Separating contributions from overlapped peaks  
     The K x-ray energies of Al, Ti, and Cu are compared with K and L x-ray energies of 
Kr and Xe in Table XVII.  The proximity of Al K x-ray energies (1.49 and 1.56 keV) to 
the Kr Lα and Lβ x-ray energies (1.59 and 1.64 keV) resulted in the overlap of Kr L x-
ray and Al K x-ray peaks.  Also, Ti K x-ray peaks (4.50 to 4.93 keV) overlap with the 
Xe L x-ray peaks (4.11 keV – 5.31 keV).  Fig. 52 (a) shows the K x-ray spectra of Al 
(red) and Ti (blue) bombarded by 2.5 MeV/amu Kr projectiles.   It is obvious that the Kr 
L x-ray peak overlaps the high-energy side of the Al K x-ray peak.  The overlap of L x-
rays from 2.5 MeV/amu Xe projectiles with K x-rays from the Ti target is shown in Fig. 
52 (b).  Contributions from projectile x-rays must be subtracted in the analysis of the 
spectra for these two collision systems.  The contribution of Xe L x-rays was subtracted 
from the Ti K x-ray peak as follows.  First, Xe projectile L x-ray production cross 
sections per channel were determined from the spectra for Xe on Al (Z2 = 13) and Xe on 
Cu (Z2 = 29) over the energy range from 3 to 7 keV using the following formula       
 ( )2( ) LL p L
NZ
N T
σ η ε= Ω , (79) 
where NL is the number of detected Xe L x-rays per channel, Np is the number of 
detected projectiles, (Ωε)L is the probability of L x-ray detection (from the efficiency 
curve in Fig. 16), η is the number of target in atoms per unit area, and T is the Xe L x-
ray transmission probability.  The Xe L x-ray production cross sections per channel for 
collisions with Cu and Al targets are shown in Fig. 53.  Apparently, the Xe L x-ray 
production cross section does not depend strongly on the target atomic number.   
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Table XVII.  K and L x-ray energies of Al, Ti, Kr, and Xe [139] in keV. 
 Kα1 Kα2 Kβ1 Lα Lβ Lγ 
Al 1.49 1.49 1.56    
Ti 4.51 4.50 4.93    
       
Kr 12.65 12.60 14.11 1.59 1.64 1.91
a 
Xe 29.78 29.46 33.62 4.11 4.42 5.31 
 
a theoretical value for neutral atoms 
 
 
 
 
 
Consequently, Xe L x-ray production cross sections per channel for the Ti target were 
linearly interpolated between those for Al and Cu.  Using these interpolated cross 
sections, the contribution of Xe L x-rays to the spectrum of Ti K x-rays could be 
calculated.  The calculated Xe L x-ray contribution (red) to the spectrum of Ti K x-rays, 
produced by 2.5 MeV/amu Xe ions, is shown in Fig. 54 along with the uncorrected Ti K 
x-ray spectrum.  
     A similar procedure was employed to subtract the contributions of Kr projectile L x 
rays from the spectra of Al K x rays, except that the Z2 dependence was established 
based on the spectra obtained with Ti and Cu targets.   
 
141 
 
X-ray Energy (keV)
1 2 3 4 5 6
C
ou
nt
s 
pe
r C
ha
nn
el
0
200
400
600
Xe on Ti 
Xe on Al
0
200
400
600 Kr on Ti 
Kr on Al
Al Kα
Kr Lx
Ti Kα
Ti Kβ
Al Kα
Xe Lx 
Ti Kα
Ti Kβ
(a)
(b)
Ti K edge
 
 
 
FIG. 52.   Examples of the overlap of projectile L x-ray peaks and target K x-ray peaks 
for (a) Kr on Al and (b) Xe on Ti, both at 2.5 MeV/amu. 
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FIG. 53.  Comparison of the Xe L x-ray production cross sections per channel for 2.5 
MeV/amu Xe projectiles in Al (red) and Cu (blue) targets. 
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FIG. 54.  Comparison of the calculated Xe L x-ray spectrum with the uncorrected Ti K 
x-ray spectrum. 
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5.4.4.  Corrections for ionization by secondary processes 
      As described in Chapter IV, KαL0 peaks appear enhanced relative to the expectations 
based on a binomial distribution of satellite peak intensities.  This is due to target K-
vacancy production resulting from photoionization by projectile x-rays, ionization by 
secondary electrons ejected in ion-atom collisions, and photoionization by target x-rays 
with energies above the K binding energy of the neutral target atom.  These secondary 
processes predominantly produce single vacancy states that decay by the emission of 
diagram lines and contribute to the counts in the KαL0 diagram peaks.  The contributions 
from secondary processes should be separated from those due to primary K shell 
vacancy production in ion-atom collisions.  Different methods were developed for 
different targets.  For Al, Ti, and Cu targets, the correction was based on the RE values 
determined from the wavelength-dispersive measurements.  For Zr and Ag targets, Kβ 
diagram line intensities and theoretical values of Kβ to Kα intensity ratios were utilized 
to correct for secondary ionization.  In the case of Sm and Ta, K x-ray contributions 
from secondary processes were deemed to be negligible because all projectile x-rays are 
below the target K binding energies and the binary encounter electron energies are either 
below (Ta) or slightly above (Sm) the target K binding energies (67.4 and 46.8 keV, 
respectively).  Specifically, it is well known that binary-encounter electrons are 
produced with energies peaking around 4mE/M at zero degrees, where m is the mass of 
the electron, and M and E are the mass and energy of the projectile, respectively [20].  
For 25 MeV/amu projectiles, the binary encounter peak energy is 55 keV, which is 
below the Ta K binding energy and slightly above the Sm K binding energy.   
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5.4.4.1.  Secondary K-shell ionization in Al  
     The total number of detected Al K x-rays is 
 tot L U hsI I I I Iα α β= + + + , (80) 
where IαL represents the number of detected Kα x-rays below the K edge, IαU represents 
the number of detected Kα satellite x-rays above the K edge, Ihs represents the number of 
detected hypersatellite x-rays, and Iβ represents the number of detected Kβ x-rays.  Then 
the number of  primary K x-rays is 
 -pri tot sI I I= , (81) 
where Is is the number of K x-rays from secondary processes.  RE [Eq. (73)], as 
determined from the wavelength-dispersive spectra can be expressed as /E s LR I Iα= .  
Defining /L L totR I Iα α= , the number of secondary x-rays can be expressed as  
 s L E tot L EI I R I R Rα α= = . (82) 
Thus the number of primary x rays is given by 
 (1- ) (1- )pri tot L E tot sI I R R I Rα= = , (83) 
where s L ER R Rα= .  Both RαL and RE were determined from the wavelength-dispersive 
measurements.  
5.4.4.2.  Secondary K-shell ionization in Ti and Cu  
     The method used to correct for secondary K-shell ionization in Ti and Cu targets was 
similar to that described above for the Al target, but it was simplified by the fact that the 
Ti K edge lies above the Kα satellite and hypersatellite x-ray energies and the Kβ peak 
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can be accurately separated from the Kα peak in the spectrum.  Utilizing the wavelength-
dispersive measurements to determine the ratios RE ( /E sR I Iα= ) and Rhs ( /hs hsR I Iα= ), 
the secondary ionization contribution could be determined as follows.  Since the total 
number of Kα x-rays is 
 (1 )tot hs hs hsI I I I I R I Rα α α α= + = + = + , (84) 
and 
 / /[ (1 )] /(1 )s tot s hs E hs sI I I I R R R Rα= + = + = , (85) 
the number of detected primary x-rays is given by [ from Eq. (81) and (85)] 
 
 (1- )pri tot sI I R= . (86) 
5.4.4.3.  Contribution from secondary ionization in Ag K x-ray spectra 
     As mentioned in Chapter III, the curved crystal spectrometer employed in this work 
was not capable of measuring high-resolution K x-ray spectra for elements above Ge (Z2 
= 32).  However, it was found that the enhanced  '1Kβ  peaks in the energy-dispersive 
spectra of Zr and Ag were sufficiently displaced from the Kβ satellites that they could be 
resolved by peak fitting.  Therefore, by measuring the '1Kβ  x-ray diagram peak intensity 
and employing theoretical single vacancy intensity ratios from Scofield et al. [187],  the 
values of Rs [Eq. (85)] could be determined.   
     Spectra of the Kβ x-ray region of Ag, recorded with the Si(Li) detector using 25 
MeV/amu projectiles are shown in Fig. 55.  In the spectrum excited by Ar ions, there is 
no indication of any significant contribution from the Kβ diagram lines.  This is not 
surprising, since Ar K x-rays cannot photoionize the Ag K shell and the yield of 
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secondary electrons capable of ionizing the Ag K shell is expected to be low.  However, 
the spectra excited by Kr and Xe ions both contain enhanced Kβ1 peaks due to secondary 
ionization processes.  It is evident that the intensity of the Kβ diagram line and the 
centroid of the satellite peak distribution are increasing with projectile atomic number.  
The shifted centroid of the satellite peak distribution is caused by multiple ionization.  
For Ar projectiles, secondary K-shell ionization was low enough to be negligible.  The 
strong Kβ satellite peaks also indicate that the enhancement is relatively small 
(photoionization produces only diagram lines in most case).   
     The number of counts in the '1Kβ  peak (Iβ1) and the ratio ' '1 1β β /R I Iα=  were 
determined by fitting Gaussian functions to the Zr and Ag spectra with program PeakFit.   
The number of counts in the Kα peak produced by secondary processes (Is) was 
calculated using the relation  
 ' '
1 1β /βs
I I R Sα α= , (87) 
where '
1/β
Sα is the Kα to 
'
1Kβ  intensity ratio for atoms with a single K vacancy.   This 
latter quantity was computed from the ratio of theoretical K vacancy radiative decay 
rates given by Scofield [187] as follows, 
 
( ) ( )1 2 11 2' ' 2 11 1 1
' ' '
1 1 1
/
//β /β
β β β
1
1
S
S S Sα α αα αα α αα α
λλ λλ
λ λ λ
++= = = = + . (88) 
Then the number of primary Kα x rays produced in ion-atom collisions is 
 (1 )pri SI I Rα= − , (89) 
where  
 ' ' 2 11 1 1 // (1 )sR R S Sα αβ α β= + . (90) 
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FIG. 55.  Spectra of Ag Kβ x-rays produced by 25 MeV/amu Ar, Kr, and Xe projectiles.  
The vertical pink line indicates the position of the 'Kβ  diagram peak. 
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5.5.  Results 
     After all the corrections were applied, the target K x-ray production cross sections 
and the K-vacancy production cross sections were determined using Eqs (77) and (78).  
The Kα x-ray production cross sections are listed in Table XVIII for Al, Ti, Cu, and Zr 
targets and in Table XIX for Ag, Sm, and Ta targets.   
     The K vacancy production cross sections are listed in Tables XX, XXI, and XXII for 
Ar, Kr, and Xe projectiles, respectively.  The ratios of multiple-vacancy fluorescence 
yields to single-vacancy fluorescence yields for Kα transitions as well as the 
enhancement factor (Rs) are also listed in these tables.   
     The average experimental uncertainties of the K vacancy production cross sections 
are listed in Table XXIII. 
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TABLE XVIII.  Measured Kα x-ray production cross sections (Mb) for Al, Ti, Cu, and 
Zr targets. 
 E(MeV/amu) Ar Kr Xe   
Al 2.5 2.154E-01 5.200E-01 8.423E-01  
 4 3.162E-01 8.277E-01 1.242E+00  
 6 2.697E-01 8.546E-01 1.487E+00  
 10 2.625E-01 8.472E-01 1.151E+00  
 15 2.174E-01 6.676E-01 1.175E+00  
 20 1.695E-01 5.322E-01 9.938E-01  
 25 1.531E-01 5.629E-01 8.294E-01   
      
Ti 2.5 7.266E-02 8.603E-02 1.982E-01  
 4 1.524E-01 2.396E-01 3.446E-01  
 6 2.634E-01 5.246E-01 6.404E-01  
 10 3.401E-01 7.648E-01 1.042E+00  
 15 2.653E-01 7.475E-01 1.337E+00  
 20 2.260E-01 7.231E-01 1.290E+00  
 25 2.094E-01 6.758E-01 1.385E+00   
      
Cu 2.5 8.173E-03 3.057E-02 1.814E-02  
 4 4.193E-02 5.715E-02 7.802E-02  
 6 1.028E-01 1.298E-01 2.391E-01  
 10 2.493E-01 2.837E-01 5.616E-01  
 15 2.308E-01 3.600E-01 7.756E-01  
 20 2.270E-01 4.733E-01 8.847E-01  
 25 1.940E-01 4.660E-01 9.689E-01   
      
Zr 2.5 9.557E-05 2.783E-03 2.437E-03  
 4 7.367E-04 7.961E-03 7.814E-03  
 6 5.869E-03 1.744E-02 2.139E-02  
 10 3.247E-02 3.964E-02 4.872E-02  
 15 6.000E-02 6.386E-02 1.252E-01  
 20 7.499E-02 1.089E-01 1.990E-01  
 25 7.703E-02 1.454E-01 2.661E-01   
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TABLE XIX.  Measured Kα x-ray production cross sections (Mb) for Ag, Sm, and Ta 
targets. 
  Ar Kr Xe   
Ag 2.5 1.656E-05 2.057E-04 1.793E-03   
 4 1.056E-04 1.027E-03 4.125E-03  
 6 6.923E-04 3.583E-03 9.904E-03  
 10 5.919E-03 1.129E-02 2.099E-02  
 15 1.861E-02 2.855E-02 4.017E-02  
 20 2.949E-02 5.611E-02 6.402E-02  
 25 3.588E-02 8.019E-02 8.946E-02   
      
Sm 2.5 1.190E-04 7.565E-07 3.832E-05  
 4 7.126E-06 5.804E-06 6.049E-05  
 6 3.417E-05 7.393E-05 6.030E-04  
 10 2.413E-04 3.515E-04 1.649E-03  
 15 1.175E-03 1.704E-03 4.325E-03  
 20 2.564E-03 4.901E-03 6.751E-03  
 25 4.224E-03 9.843E-03 1.143E-02   
      
Ta 2.5 2.352E-06 5.327E-06 6.679E-06  
 4 5.193E-06 7.280E-06 1.110E-05  
 6 1.361E-05 1.780E-05 4.656E-05  
 10 5.146E-05 7.393E-05 1.788E-04  
 15 2.390E-04 3.383E-04 7.261E-04  
 20 5.370E-04 9.945E-04 1.567E-03  
 25 1.003E-03 2.163E-03 2.877E-03   
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TABLE XX.  Cross sections for K vacancy production by Ar ions.  (Numbers in 
parentheses indicate powers of ten), shading is just for distinguishing different columns. 
Target E/M Rs ω/ω0 σtot  Target E/M Rs ω/ω0 σtot 
ω0 MeV/amu (%)  (Mb)  ω0 MeV/amu (%)  (Mb) 
Al 2.33 7.81 1.79 2.75(0)  Ti 2.30 1.90 1.49 2.47(-1)
0.0382 3.85 9.10 1.72 4.10(0)  0.199 3.81 2.47 1.45 5.22(-1)
 5.87 9.83 1.65 4.08(0)   5.84 2.93 1.39 9.00(-1)
 9.80 9.39 1.53 4.43(0)   9.78 3.42 1.32 1.20(0)
 14.92 8.00 1.41 3.83(0)   14.9 3.76 1.25 1.01(0)
 19.94 7.49 1.33 3.24(0)   19.92 3.98 1.21 8.87(-1)
 24.75 6.98 1.27 2.95(0)   24.73 4.14 1.18 8.22(-1)
          
           
Cu 2.27 1.50 1.16 1.77(-2)  Zr 2.3 0 1.04 1.47(-4)
0.399 3.78 2.12 1.15 9.07(-2)  0.616 3.81 0 1.04 1.16(-3)
 5.81 2.66 1.14 2.30(-1)   5.83 0 1.04 8.67(-3)
 9.75 3.32 1.12 5.41(-1)   9.77 0 1.04 5.00(-2)
 14.88 3.83 1.1 5.26(-1)   14.89 0 1.03 9.46(-2)
 19.90 4.19 1.08 5.07(-1)   19.91 0 1.03 1.18(-1)
 24.71 4.46 1.07 4.32(-1)   24.72 0 1.03 1.23(-1)
           
           
Ag 2.33 1.48 1.01 2.34(-5)  Sm 3.5 0 1 9.74(-6)
0.685 3.84 1.63 1.03 1.49(-4)  0.738 5.52 0 1 4.76(-5)
 5.86 1.80 1.03 9.73(-4)   9.49 0 1 3.39(-4)
 9.78 2.01 1.03 8.29(-3)   14.79 0 1 1.65(-3)
 14.90 2.05 1.03 2.60(-2)   19.71 0 1 3.60(-3)
 19.92 1.83 1.03 4.26(-2)   24.65 0 1 5.87(-3)
 24.73 1.37 1.03 5.15(-2)       
           
           
Ta 2.29 0 1 3.17(-6)       
0.751 3.78 0 1 6.96(-6)       
 5.80 0 1 1.84(-5)       
 9.73 0 1 7.03(-5)       
 14.88 0 1 3.21(-4)       
 19.88 0 1 7.38(-4)       
 24.72 0 1 1.36(-3)       
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TABLE XXI.  Cross sections for K vacancy production by Kr ions.  (Numbers in 
parentheses indicate powers of ten), shading is just for distinguishing different columns. 
Target E/M Rs ω/ω0 σtot  Target E/M Rs ω/ω0 σtot 
ω0 MeV/amu (%)  (Mb)  ω0 MeV/amu (%)  (Mb) 
           
Al 2.31 15.0 1.72 6.11(0)  Ti 2.28 3.05 1.66 2.45(-1)
0.0382 3.81 15.1 1.73 1.09(1)  0.199 3.77 4.01 1.64 7.06(-1)
 5.83 15.1 1.73 1.06(1)   5.78 4.82 1.62 1.51(0)
 9.76 15.1 1.73 1.03(1)   9.72 5.68 1.57 2.24(0)
 14.88 14.4 1.7 9.18(0)   14.84 6.26 1.53 2.29(0)
 19.90 13.3 1.65 7.70(0)   19.86 6.62 1.49 2.20(0)
 24.71 11.7 1.59 7.84(0)   24.68 6.89 1.45 2.13(0)
           
           
Cu 2.24 2.98 1.24 6.18(-2)  Zr 2.28 0 1.07 4.35(-3)
0.399 3.73 4.34 1.24 1.13(-1)  0.616 3.77 0.76 1.07 1.21(-2)
 5.75 5.71 1.23 2.42(-1)   5.78 2.29 1.07 2.64(-2)
 9.68 7.46 1.21 5.52(-1)   9.70 4.65 1.07 5.46(-2)
 14.81 8.81 1.2 6.98(-1)   14.83 6.45 1.07 9.32(-2)
 19.83 9.61 1.18 9.12(-1)   19.85 6.81 1.06 1.59(-1)
 24.65 10.13 1.17 9.14(-1)   24.67 5.85 1.06 2.15(-1)
           
           
Ag 2.31 0 1.05 2.88(-4)  Sm 3.42 0 1 8.27(-6)
0.685 3.80 1.18 1.06 1.44(-3)  0.738 5.85 0 1 1.01(-4)
 5.81 2.84 1.06 4.90(-3)   9.31 0 1 4.80(-4)
 9.73 5.37 1.06 1.52(-2)   14.68 0 1 2.32(-3)
 14.85 7.25 1.06 3.77(-2)   19.52 0 1 6.71(-3)
 19.87 7.52 1.06 7.37(-2)   24.54 0 1 1.35(-2)
 24.68 6.33 1.06 1.05(-1)       
           
Ta 3.74 0 1 9.69(-6)       
0.751 5.87 0 1 2.34(-5)       
 9.65 0 1 1.01(-4)       
 14.81 0 1 4.53(-4)       
 19.8 0 1 1.36(-3)       
 24.63 0 1 2.93(-3)       
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TABLE XXII.  Cross sections for K vacancy production by Xe ions.  (Numbers in 
parentheses indicate powers of ten), shading is just for distinguishing different columns. 
Target E/M Rs ω/ω0 σtot  Target E/M Rs ω/ω0 σtot 
ω0 MeV/amu (%)  (Mb)  ω0 MeV/amu (%)  (Mb) 
Al 
0.0382 
2.31 14.1 1.71 1.01(1)  Ti 2.28 5.85 1.7 5.61(-1)
3.81 18.0 1.72 1.55(1)  0.199 3.76 7.32 1.69 9.75(-1)
 5.82 19.4 1.73 1.66(1)   5.77 8.39 1.68 1.68(0)
 9.74 19.4 1.74 1.44(1)   9.69 9.29 1.65 2.98(0)
 14.86 17.9 1.74 1.52(1)   14.82 9.64 1.63 4.02(0)
 19.87 16.4 1.74 1.31(1)   19.83 9.69 1.60 3.99(0)
 24.69 14.4 1.72 1.16(1)   24.65 9.64 1.58 4.24(0)
           
           
Cu 2.24 2.09 1.26 3.60(-2)  Zr 2.28 0 1.08 3.75(-3)
0.399 3.50 3.04 1.25 1.56(-1)  0.616 3.76 0.97 1.08 1.19(-2)
 5.73 4.35 1.26 4.64(-1)   5.76 2.95 1.08 3.19(-2)
 9.65 5.99 1.25 1.04(0)   9.68 6.21 1.08 6.99(-2)
 14.77 7.39 1.24 1.47(0)   14.80 9.21 1.08 1.78(-1)
 19.80 8.28 1.23 1.68(0)   19.82 10.77 1.08 2.79(-1)
 24.78 8.89 1.22 1.82(0)   24.63 10.98 1.07 3.64(-1)
           
Ag 2.31 3.71 1.07 1.92(-3)  Sm 3.41 0 1 8.54(-5)
0.685 3.80 4.74 1.07 5.35(-3)  0.738 5.83 0 1 8.39(-4)
 5.80 6.02 1.08 1.30(-2)   9.34 0 1 2.24(-3)
 9.70 8.20 1.08 2.68(-2)   14.61 0 1 6.07(-3)
 14.82 10.42 1.07 5.00(-2)   19.42 0 1 9.50(-3)
 19.84 11.88 1.07 7.97(-2)   24.68 0 1 1.56(-2)
 24.65 12.62 1.07 1.07(-1)       
           
Ta 5.86 0 1 6.44(-5)       
0.751 9.62 0 1 2.41(-4)       
 14.78 0 1 9.09(-4)       
 19.76 0 1 2.18(-3)       
 24.70 0 1 3.90(-3)       
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TABLE XXIII.  Average experimental uncertainties of the K vacancy production cross 
sections. 
Target E/M 
(MeV/amu) 
Uncertainty 
(%) 
Al 2.0 to 25 12 
Ti 2.0 to 25 11 
Cu 2.0 to 25 5.3 
Zr 2.0 to 25 6.3 
Ag 2.0 to 4.0 12 
Ag >4.0 4.9 
Sm 2.0 to 4.0 13 
Sm >4.0 11 
Ta 2.0 to 4.0 12 
Ta >4.0 9.3 
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CHAPTER VI 
DISCUSSION 
 
     The present Kα x-ray production cross sections are compared with available 
experimental results in Section 6.1. Then the K vacancy production cross sections are 
compared with theoretical predictions in Section 6.2.  In Section 6.3, semiemprical 
scaling laws for Kα x-ray production cross sections are presented. 
6.1.  Comparison with available experimental results  
     Balster et al. [188] measured two sets of solid target K x-ray production cross 
sections ( Kxσ ).  One was for targets of Zr (Z2 = 40) to Th (Z2 = 90) bombarded by Ar 
projectiles at 80 MeV (4.5 MeV/amu).  The other one was for targets of Sn (Z2 = 50) to 
Bi (Z2 = 53) bombarded by Ar projectiles at 300 MeV (7.5 MeV/amu).  In order to 
compare their results with the present measurements, they were converted to Kα x-ray 
production cross sections ( Kασ ) using the theoretical (single vacancy) Kβ to Kα 
intensity ratios of Scofield [187].  The Kα x-ray production cross sections obtained from 
the results of Balster et al. are plotted as a function of target atomic number in Fig. 56, 
along with cross sections interpolated from the current results for the same energies.  
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FIG. 56.  Cross sections for Kα x-ray production by Ar projectiles at 4.5 and 7.5 
MeV/amu as a function of target atomic number:  red symbols (Balster et al. [188]), blue 
symbols (predictions based on interpolation of the current results).  The symbols are 
connected just to guide the eye. 
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TABLE XXIV.  Comparison of Balster et al.’s results with predictions based on 
interpolations of the current results for Kα x-ray production cross sections.  Highlighted 
data were obtained by interpolation or extrapolation 
 Z2 Prediction Balster 
Relative 
deviation 
Average 
Absolute deviation 
  (Mb) (Mb) (%) (%) 
4.5 MeV/amu 40 1.95E-03 1.61E-03 -21  
 47 2.50E-04 2.83E-04 12  
 62 1.42E-05 1.73E-05 18 21 
 73 7.37E-06 5.55E-06 -33  
      
7.5 MeV/amu 47 2.74E-03 1.46E-03 -88  
 62 1.28E-04 1.61E-04 21 39 
 73 2.95E-05 2.74E-05 -8  
 
 
 
 
 
 
 
    It is evident that the two sets of results are in fairly good agreement.  A detailed 
comparison for targets of Zr to Ta is presented in Table XXIV.  The highlighted values 
of Balster et al. in this table were obtained by interpolation or extrapolation.  The relative 
deviations (defined as bal curr
bal
σ σσ σ
−Δ = , where balσ  are the Balster et al. cross sections 
and currσ  are the current cross sections) varied from -33% to 18%  for 4.5 MeV/amu 
projectiles with an average absolute deviation of 21% and from -88% up to 21% for 7.5 
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MeV/amu projectiles with an average absolute deviation of 39%.  The large discrepancy 
for 7.5 MeV/amu Ar on Ag may be caused by the extrapolation of the Balster et al. data.   
    Meyerhof et al. [29] measured K x-ray production cross sections using Kr ions having 
an energy of 202 MeV (2.4 MeV/amu) for a wide range of solid targets.  Their results 
are plotted as a function of target atomic number along with the current results for 2.5 
MeV/amu Kr projectiles in Fig. 57.  The cross sections of Meyerhof et al. shown in Fig. 
57 were extracted from their plots of ionization cross sections and converted back to Kα 
x-ray production cross sections using single vacancy Kα fluorescence yields.  The effect 
of the slightly different incident projectile energies for the two measurements is expected 
to be less than the experimental uncertainty.  
     The results of the current measurements for Kr at 4 MeV/amu are also plotted in Fig. 
57 for reference.  All three sets of data display the same general features characterized 
by a rapid drop from target atomic number around 20 to 60, followed by a flat region up 
to Z2 = 73.  A detailed comparison of Kα x-ray production cross sections at 2.4/2.5 
MeV/amu for Zr (Z2 = 40) (the only target used in both measurements), Ti (Z2 = 22), Cu 
(Z2 = 29), and Ag (Z2 = 47) is presented in Table XXV.  Overall, the current results are 
significantly lower than those of Meyerhof et al. results.  The largest relative deviation is 
54% for Ag with an average absolute deviation of 38%.  
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FIG. 57.  Cross sections for Kα x-ray production for Kr projectiles at various energies as 
a function of target atomic number: red symbols (Meyerhof et al. [29]), blue symbols 
(current work).  The symbols are connected just to guide the eye. 
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TABLE XXV.  Comparison of Kα x-ray production cross sections between current 
measurements (2.5 MeV/amu) and those of Meyerhof et al. (2.4 MeV/amu) for Kr 
projectiles.  Highlighted data were obtained by interpolation or extrapolation.  
Z2 Current Meyerhof Relative deviation 
Average Absolute 
deviation 
 (Mb) (%)  
22 8.09E-02 8.10E-02 0 
38 
29 3.06E-02 5.47E-02 44 
40 2.87E-03 6.02E-03 52 
47 2.07E-04 4.54E-04 54 
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     In Meyerhof’s measurements, the Ge (Z2 = 32) cross section is enhanced relative to 
the trend defined by the surrounding targets.  This is probably due to contributions from 
the molecular orbital level crossing mechanism since Ge (Z = 32) and Kr (Z = 36) have 
comparable atomic numbers. 
     Current Kα x-ray production cross sections for Xe projectiles at incident energies of 
2.5 MeV/amu along with interpolated predictions for 2.95 MeV/amu, based on the 
current results are plotted as a function of target atomic number in Fig. 58.  The results 
of Meyerhof et al. (extracted from their plots as explained previously) are also presented 
for Xe projectiles having energies of 326 MeV (2.4 MeV/amu) and 387 MeV (2.95 
MeV/amu).  For the most part, all of the data sets display similar trends from Z2 around 
29 (Cu) to 62 (Sm).  Detailed comparisons of the cross sections for Ti, Cu, Zr, and Ag 
are shown in Table XXVI.  For 2.4 and 2.5 MeV/amu, the current measurements and 
those of Meyerhof et al. are in close agreement for target atomic numbers from 22 to 47.  
The differences are almost negligible for Zr and Ag targets, while a very large 
discrepancy exists for Ti (71%).  This large discrepancy might be caused by 
uncertainties in the detector efficiency calibration at low photon energies in the 
measurements of Meyerhof et al..  
     The 2.95 MeV/amu data display essentially the same features described above. 
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FIG. 58.  Cross sections for Kα x-ray production by Xe projectiles at various energies as 
a function of target atomic number: red symbols (Meyerhof et al. [29]), blue symbols 
(current results or prediction).  The symbols are connected just to guide the eye. 
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TABLE XXVI.  Comparison between Kα x-ray production cross sections for Xe 
projectiles at 2.5 MeV/amu and at 2.95 MeV/amu.  Highlighted data were interpolated or 
extrapolated. 
 Z2 Current Meyerhof 
Relative 
deviation 
Average absolute 
deviation 
  (Mb) (Mb) (%) (%) 
2.4-2.5 
MeV/amu 
 
22 1.90E-01 6.50E-01 71%  
29 1.81E-02 2.91E-02 38%  
40 2.49E-03 2.92E-03 15% 36% 
47 1.41E-03 1.75E-03 19%  
      
2.95 
MeV/amu 
22 2.28E-01 1.06E+00 78%  
29 3.52E-02 3.98E-02 12%  
40 4.06E-03 4.34E-03 7% 38% 
47 2.13E-03 2.99E-03 29%  
62 1.51E-05 4.35E-05 65%  
 
 
 
 
 
 
 
6.2.  Comparison with theory 
     The K vacancy production cross sections divided by Z12 are compared with the 
predictions of the ECPSSR theory in Fig. 59 through Fig. 61.  The ECPSSR cross 
sections include contributions from both direct K-shell ionization [18, 79] and K-
electron capture to the projectile [23, 80].  In the electron capture calculations, the 
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projectiles were assumed to have equilibrated ground state electron configurations.  Also 
shown in the cross section figures are ECPSSR cross section curves for proton 
projectiles.  The experimental results for Ar projectiles lie far below the theoretical 
predictions for Al, but for Ti, they are only 23% (on average) below, except for the point 
at the lowest V, which is 30% above.  The Cu data are all substantially above the 
theoretical curve (65% on average), but the Zr and Ag data agree well with theory at V 
below 0.5 and rise above the theoretical curves beyond. 
     The experimental results for Kr and Xe projectiles on the targets Al through Ag are in 
very poor agreement with the theoretical curves.  In the cases of the Al and Ti targets, 
the data points all lie far below the theoretical curves.  For the Cu, Zr, and Ag targets, 
the data points start out considerably above the theoretical curves at low V, cross over at 
some intermediate V, and fall below at high values of V.  The experimental data points 
for Kr on Sm and those for Kr on Ta (except for those at the lowest two values of V) 
agree quite well with theory.  Evidence of cross section enhancement due to 
contributions from the molecular orbital level crossing mechanism can be seen at V 
below 0.5 in the data for Kr on Cu and Zr, and in the data for Xe on Ag, Sm, and Ta, as 
has been demonstrated in previous experiments at 10 MeV/amu [189, 190]. 
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FIG. 59.  Comparison of the experimental results for Al and Ti with the predictions of 
the ECPSSR theory.  The theoretical curves are for Ar (blue dashed), Kr (red dotted), 
and Xe (green dot-dashed) projectiles.  The solid curve shows the ECPSSR predictions 
for protons. 
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FIG. 60.  Comparison of the experimental results for Cu, Zr, and Ag with the predictions 
of the ECPSSR theory.  The theoretical curves are for Ar (blue dashed), Kr (red dotted), 
and Xe (green dot-dashed) projectiles.  The solid curve shows the ECPSSR predictions 
for protons.  (The experimental error bars are smaller the size of the data points). 
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FIG. 61.  Comparison of the experimental results for Sm and Ta with the predictions of 
the ECPSSR theory.  The theoretical curves are for Ar (blue dashed), Kr (red dotted), 
and Xe (green dot-dashed) projectiles.  The solid curve shows the ECPSSR predictions 
for protons.  (The experimental error bars are smaller the size of the data points). 
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6.3.  Scaling of the cross sections 
     In view of the fact that reliable theoretical methods for predicting cross sections for K 
x ray production in heavy ion-atom collisions have yet to be developed, and because 
these cross sections are of practical use in analytical applications and for beam 
monitoring in experiments with heavy ions, it is desirable to examine scaling relations 
that might provide a means for their estimation.  First-order descriptions of inner-shell 
ionization based on the PWBA as well as the classical binary encounter approximation 
(BEA) predict that target K-shell ionization cross sections are proportional to the square 
of the projectile effective charge ( 2effZ ) divided by the square of the target electron 
binding energy ( 2KB ) times a function that defines the V dependence of the collision 
process.  Therefore, a plot of the K-shell ionization cross section multiplied by 2 2/K effB Z   
versus V should define a universal function that depends only on V.  This type of scaling 
has been found to work reasonably well for proton and alpha particle projectiles with Zeff 
taken to equal Z1 [96].  
6.3.1.  Kα x-ray cross sections 
     In the present case involving heavy ion projectiles, the goal of providing a convenient 
scaling method for estimating K x-ray production cross sections is obscured by the 
fluorescence yield factor (which depends on the degree of multiple ionization) since its 
calculation is difficult and relies on a number of untested approximations and 
assumptions.  Therefore, in the present treatment, it was decided to replace the 
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calculated fluorescence yield ωKα with the single vacancy fluorescence yield ω0 and, in 
effect, consider it to be part of the overall scaling factor.  The effectiveness of the 
2
0/KB ω  scaling factor in accounting for the target dependence of the cross sections is 
demonstrated in Fig. 62 and Fig. 63.  In Fig. 62, where the Kα x-ray production cross 
section divided by ω0 is plotted as a function of V, it is apparent that the data points for 
the various targets define individual curves and that these curves differ for each 
projectile.  When the data in Fig. 62 are multiplied by 2KB , as shown in Fig. 63, the 
individual curves blend together (with the exception of the Al data) to approximately 
define a common target curve for each projectile. 
     In seeking to account for the projectile dependence of the Kα x-ray production cross 
sections, it is obvious from Fig. 59 through Fig. 61 that setting Zeff = Z1 will not work.  
Instead, the following procedure was found to provide values for Zeff that gave 
reasonably good projectile scaling.  Because the Al data points sampled the highest V 
region, where the V dependence is nearly constant, the four cross sections measured at 
10, 15, 20, and 25 MeV/amu were chosen to establish the average Zeff scaling factors, 
defined as 
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FIG. 62.  The sets of Kα x-ray production cross sections divided by the single vacancy 
fluorescence yields, as a function of speed ratio (shown separately for each projectile). 
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FIG. 63.  The data in FIG. 62 multiplied by the scaling factor 2KB  for each target, as a 
function of speed ratio (shown separately for each projectile).  
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where σKα(Z1) is the Al Kα x-ray production cross section for a projectile with atomic 
number Z1 and σK(1) is the ECPSSR K-shell ionization cross section for protons on Al.  
The fully scaled cross sections are shown in Fig. 64 as a function of V.  It is found that 
dividing the data in Fig. 63 by 2effZ  has the effect of grouping most of the data points for 
all three projectiles along a “universal” curve.  A fit to the data points (which excluded 
the Al points for the measurements at 2.5, 4, and 6 MeV/amu) using an extreme value 
four parameter tailed function is shown by the solid curve in Fig. 64.  The equation of 
this curve is 
 0( )  exp( )F V a B= , (92) 
where 
 
2 3 1
2
-( ln - )
1 2 2 3
2 3
- + -
V a a a
aV a a a a eB
a a
+
+= , (93) 
with a0 = 0.113, a1 = 1.069, a2 = 0.234, and a3 = 4.486.  The average absolute deviations 
of the Kα x-ray production cross sections calculated using Eq. (92) from the 
experimental cross sections are given in Table XXVII. 
     A graph of Zeff  versus Z1 is shown in Fig. 65.  The error bars on the data points for 
Ar, Kr, and Xe represent the standard deviations from the average values of Zeff 
determined using the four Al cross sections.  The other data points in Fig. 65 were 
calculated using Al cross sections from a previous study [19] at 10 MeV/amu that were 
re-evaluated to include the double K-vacancy production contributions.  The equation of 
the fitted solid curve in this figure is 
 10.025646.29 1 ZeffZ e
−⎡ ⎤= −⎣ ⎦  (94) 
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FIG. 64.  The fully scaled Kα x-ray production cross sections as a function of speed 
ratio.  A semiempirical universal curve has been fit to the data points.   
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TABLE XXVII.  Average absolute deviations of the Kα x-ray production cross sections 
calculated using Eq. (92) from the experimental cross sections. 
Target ΔσKα Ar 
(%) 
ΔσKα Kr 
(%)
ΔσKα Xe 
(%) 
Restrictions 
Al 12.6 18.9 25.8 V > 1.8 
Ti 10.9 25.1 35.7 none 
Cu 32.0 27.4 12.5 none 
Zr 36.9 38.4 26.3 V > 0.3 
Ag 33.1 13.6 34.8 V > 0.3 
Sm 15.8 39.4 33.5 V > 0.3 
Ta 29.0 23.0 18.4 V > 0.2 
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FIG. 65.  A graph showing the dependence of the projectile effective charge on the 
projectile atomic number.  The solid curve has been fit to the data points. 
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6.3.2.  Scaling law based on the Geometrical Model  
     As mentioned in Chapter V and discussed in detail in Ref. [96], the apparent average 
L-vacancy fraction is a universal function of the universal variable X, according to the 
Geometrical Model.  In order to investigate the dependence of total Kα x-ray production 
cross sections on X, Kα x-ray production cross sections are shown plotted as a function 
of universal variable in Fig. 66.  Apparently, the data points for each projectile define 
different curves, but these curves seem to have similar trends.   
     It was found that most of the data points for all three projectiles are grouped along a 
single “universal” curve when the Kα x-ray production cross sections are divided by the 
square of the effective projectile atomic number [determined from Eq. (94)] while the 
universal variable is multiplied by 1
1 24
v
Z Z
.  The new abscissa variable is defined as 
[ ]11 2 2
1 2
' ( ) /
4
vX X V G V Z
Z Z
= = .  The scaled Kα x-ray production cross sections as a 
function of the new variable X’ are shown in Fig. 67.  This “universal” curve can be 
described by the following two functions.  One is   
 
1
c
ay
b
x
= ⎛ ⎞+ ⎜ ⎟⎝ ⎠
, (95) 
for X’ from 10-9 to 0.0020 with a = 7.88 × 10-3, b = 7.50 × 10-2, and c = 4.05 and the 
other is  
 
00.5
0
cx x
by y ae
⎛ − ⎞− ⎜ ⎟⎜ ⎟⎝ ⎠= + , (96) 
177 
 
 
for X’ from 0 .0020 to 0.10 with a = 8.00 × 10-4, b = 4.12 × 10-2, c = 6.29, x0 = 6.04× 10-
2, and y0 = -7.20 × 10-6.  The average absolute deviations (defined as 
exp /pre preσ σ σ σΔ = − , where preσ  is the predicted and expσ  is the experimental Kα x-
ray production cross section) of the Kα x-ray production cross sections calculated using 
Eqs. (95) and (96) from the experimental cross sections are given in Table XXVIII.  
Data points having absolute deviations greater than 200% were not included in the 
average absolute deviation calculation, but most of them were for small values of X’ 
(much less than 0.0020).  The average relative deviations are significantly reduced by 
considering only data points for X’ > 0.0020.  
 
  
. 
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FIG. 66.  Kα x-ray production cross sections (Mb) as a function of universal variable. 
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FIG. 67.  Kα x-ray cross section divided by square of projectile effective atomic number 
as a function of X'.  The solid curves are the best fit lines given by Eqs. (95) and (95) 
while the dashed pink lines indicate the validate regions for the two fits. 
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TABLE XXVIII.  Average absolute deviations of the Kα x-ray production cross sections 
calculated using Eqs. (95) and (96) from the experimental cross sections.  Shaded values 
are for X’ greater than 0.00020. 
Target KασΔ (Ar) KασΔ (Kr) KασΔ (Xe) 
 (%) (%) (%) 
Al 11.0 9.9 9.6 
Ti 27.5 15.3 20.6 
Cu 62.0 34.4 8.2 
Zr 40.8 31.0 41.2 Zr 40.8 31.0 
Ag 15.7 14.4 17.2 Ag 15.7 14.4 
Sm 30.1 14.7 38.2 Sm 30.1 14.7 
Ta 21.4 14.4 49.4 Ta 21.4 14.4 
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CHAPTER VII 
CONCLUSION 
 
     In the present investigation, cross sections for K-shell ionization by heavy ions have 
been determined from measurements of target K x-ray yields.  The measurements were 
performed with Ar, Kr, and Xe ions at energies of 2.5, 4, 6, 10, 15, 20, and 25 MeV/amu 
and self-supported metallic foil targets of Al, Ti, Cu, Zr, Ag, Sm, and Ta.  X-rays were 
detected with a Si(Li) detector, while the particle were counted in coincidence with the 
x-rays using a plastic scintillation detector. 
     Relative x-ray yields were obtained for Sm and Ta targets as well for the Ag targets at 
2.5 and 4.0 MeV/amu.  In the case of Ag, a reference target of Cu was employed to 
determine the absolute yield of Cu K x-rays.  Then the particle detector was removed 
and a thin Al absorber was used to absorb low energy (L) x-rays.  Finally, an x-ray 
spectrum containing both the target and the reference K x-rays was recorded.  In the case 
of Sm and Ta, reference foils of Ag and a three step procedure were employed. 
     In addition, high resolution measurements have been performed with a curved crystal 
spectrometer for Al, Ti, and V targets in first order, and for Co and Cu targets in second 
order using the same projectiles and energies as in the cross section measurements to 
assess the degree of simultaneous L-shell ionization and the enhancement of the Kα 
diagram lines due to secondary ionization processes.  This information was needed to 
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correct the Kα x-ray production cross sections for contribution from secondary 
ionization processes and to calculate the fluorescence yields needed to convert the Kα x-
ray production cross sections into K vacancy production cross sections.  In these high 
resolution measurements, an EDD crystal was employed for the Al target while a 
LiF(200) crystal was employed for all the other targets.  
     The targets were thick enough to insure full charge state equilibration of the projectile 
ions, but thin enough that energy loss was not a major concern (except in the case of the 
thicker Sm target at the lower energies).  This was confirmed by the calculation of the 
mean effective projectile energies with a numerical method, which showed that the 
maximum energy change was less than 30%. and  the effects of energy loss were less 
than 5% on the final values of the cross sections [96].       
     The high resolution spectra also revealed systematic dependencies on the collision 
parameters of important spectral features associated with multiple vacancy production.  
Specifically, the apparent average L-shell spectator vacancy fraction at the time of Kα x-
ray emission, Lp , was found to be a universal function of the Geometrical Model’s 
parameter X for Z2 = 17 - 32.  This finding provided a means of estimating the the 
apparent degree of simultaneous K plus L shell ionization for any projectile/target 
combination within the current collision regime.   
     Multiple-vacancy Kα fluorescence yields were calculated using information about the 
vacancy distribution provided by the high resolution spectra for targets from Al to Cu 
based on the method described in Ref. [96].  Those for Zr to Ta were estimated using an 
extrapolation procedure.  
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     Kα diagram peak enhancement [Eq. (73)] were also determined from the high 
resolution measurements for Al to Cu targets.  In the case of Zr and Ag targets, this 
factor was determined from the low resolution K x-ray spectra by measuring the '1Kβ  x-
ray diagram peak intensity and employing theoretical intensity ratios of '1Kβ  to Kα for 
single vacancy atoms from Scofield et al. [187].  Corrections for secondary ionization in 
the Sm and Ta targets were estimated to be negligible due to the fact that both the 
projectile K x-rays and the ejected electrons have energies that are below the target K 
binding energies. 
     The Kα x-ray production cross sections for Ar projectiles at 4.5 and 7.5 MeV/amu, 
interpolated from the current results, were compared with those of Balster et al. [188].  
The two sets are in fairly good agreement for the targets of Zr (Z2 = 40) to Ta (Z2 = 73) 
with an average absolute deviation of 21% and 39% for Ar at energies of 4.5 and 7.5 
MeV/amu, respectively.  
     Comparisons of the present Kα x-ray production cross sections with those of 
Meyerhof et al. for Kr and Xe projectiles at energies from 2.4 to 4 MeV/amu show 
similar overall trends as a function of target atomic number, but the current results are 
systematically lower than those of Meyerhof et al..  The two sets of measurements have 
average absolute deviations of 38 % for Kr and 36 % for Xe projectiles at 2.5 MeV/amu 
over the target range from Zr (Z2 = 40) to Ta (Z2 = 73) and from Ti (Z2 = 22) to Sm (Z2 
= 62), respectively.  The Kα x-ray production cross sections for Xe projectiles at 2.95 
MeV/amu were also compared and found to have similar features.  The average absolute 
deviation of the two sets of data was 36%.  
184 
 
 
     The K vacancy production cross sections for Ar projectiles were found to agree 
reasonably well with the predictions of the ECPSSR theory for all targets except Al.  
The cross sections for Al were as much as an order of magnitude lower than the 
theoretical values at the lowest projectile speed.  The cross sections for K-vacancy 
production in Al and Ti by Kr and Xe projectiles were considerably below the ECPSSR 
cross sections over the whole range of projectile energy, while those for Cu, Zr, and Ag 
were above the ECPSSR predictions at low energies and below at high energies.  The 
cross sections for Kr on Sm and Ta were in good agreement with the theory, but those 
for Xe on Sm and Ta, which contain substantial contributions from the molecular orbital 
promotion mechanism, were much larger than the theoretical cross sections when the 
ratio of projectile to K-electron speed (V) dropped below 0.4. 
     Examination of the scaling properties of the Kα x-ray production cross sections 
revealed that multiplication by the factor BK2/ω0 (where BK is the target K-shell electron 
binding energy and ω0 is the theoretical fluorescence yield for single vacancy atoms) 
removes the target dependence for the most part.  Also, it was found that the projectile 
dependence is nearly independent of V and can be taken into account by a factor 
representing the square of the projectile effective charge (Zeff2).  Multiplying the Kα x-
ray production cross sections by BK2/(ω0Zeff2) resulted in a universal function of V.  The 
universal curve reproduced the measured cross sections to within ± 30 % on average and 
may be used to estimate cross sections for other collision systems that have not yet been 
measured.  The values of Zeff were determined for Z1 = 1 to 83. 
     The relationship between the Kα x-ray production cross sections and the geometrical 
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model’s universal variable (X) was examined.  It was found that the Kα x-ray production 
cross sections plotted as a function of X defined different curves for each projectile, but 
these curves displayed similar trends 
     When the Kα x-ray production cross sections were divided by the square of the 
effective projectile atomic number and plotted as a function of the universal variable 
multiplied by 1
1 24
v
Z Z
, most of the data points for all three projectiles became grouped 
along a single “universal” curve.  This curve was described by a modified Gaussian 
function for X’ greater than 0.0020 and by another function for X’ less than 0.0020.  The 
overall average absolute deviations are within ±23% except for Ar on Cu and those of X’ 
less than 0.0020. 
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