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Abstract
The edge domination number γe(G) of a graph G is the minimum size of a
maximal matching in G. It is well known that this parameter is computationally
very hard, and several approximation algorithms and heuristics have been studied.
In the present paper, we provide best possible upper bounds on γe(G) for regular and
non-regular graphs G in terms of their order and maximum degree. Furthermore,
we discuss algorithmic consequences of our results and their constructive proofs.
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1 Introduction
We consider finite, simple, and undirected graphs, and use standard terminology. Let G
be a graph and let M be a set of edges of G. Let V (M) denote the set of vertices of G
that are incident with an edge in M . The set M is a matching in G if the edges in M
are pairwise disjoint. A matching M in G is maximal if it is maximal with respect to
inclusion, that is, the set V (G) \ V (M) is independent. Let the edge domination number
γe(G) of G be the minimum size of a maximal matching in G. A maximal matching in G
of size γe(G) is a minimum maximal matching.
The edge domination number and minimum maximal matchings have been studied
for a long time. Yannakakis and Gavril [12] showed that finding a minimum maximal
matching is NP-hard even for planar graphs or bipartite graphs of maximum degree 3.
Stronger hardness and inapproximability results were obtained [6,7,10], and heuristics as
well as approximation algorithms were studied [1–3, 5, 8, 9].
In the present paper we consider upper bounds on the edge domination number and
their algorithmic consequences. We state the following conjecture as a starting point.
Conjecture 1. If G is a connected ∆-regular graph of order n for some ∆ ≥ 3, then
γe(G) ≤
2∆− 1
4∆
n+
1
2
(1)
with equality in (1) if and only if G has a spanning subgraph that is the union of an odd
number of copies of K∆,∆ − e, see Figure 1.
Figure 1: The extremal graphs of Conjecture 1.
Our two main results imply weak versions of Conjecture 1. Firstly, we prove Conjecture
1 for ∆ = 3 under more restrictive assumptions. Let T ∗ be the tree that arises by
subdividing exactly two edges of a claw K1,3 exactly once. Recall that a graph is T
∗-free
if it does not contain T ∗ as an induced subgraph.
Theorem 1. If G is a connected cubic graph of order n that is bipartite and T ∗-free, then
γe(G) ≤
5
12
n+
1
2
.
In view of the extremal graphs from Conjecture 1, the bound in Theorem 1 is still
best possible. Secondly, we prove a weaker bound for general ∆.
Theorem 2. If G is a connected ∆-regular graph of order n for some ∆ ≥ 3, then
γe(G) ≤
∆(2∆− 3)n+ 2∆
2(∆− 1)(2∆− 1)
(2)
with equality if and only if G is K∆,∆.
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The proofs of Theorems 1 and 2 rely on bounds for non-regular graphs given in the
next section that are of interest on their own right.
Since our proofs yield efficient algorithms to construct maximal matchings whose sizes
are at most the corresponding upper bounds, some simple lower bounds on the edge dom-
ination number based on double counting yield approximation algorithms that improve
some known results [1–3, 5, 8, 9] for restricted classes of graphs.
Theorem 3. Let ∆ be an integer at least 3.
For every fixed ǫ > 0, there are polynomial time approximation algorithms for the
minimum maximal matching problem that have approximation ratios
• 25
18
+ ǫ for connected cubic bipartite T ∗-free graphs,
• 2− 1
∆−1
+ ǫ for connected ∆-regular graphs, and
• 1 + 4∆−7
2∆2−3∆+1
+ ǫ for connected claw-free ∆-regular graphs.
All proofs are given in the following section.
2 Proofs
The proof of Theorem 1 is based on the following result.
Theorem 4. If G is a subcubic bipartite T ∗-free graph of order n and size m such that
no component of G is cubic, then
γe(G) ≤
2n
3
−
m
6
. (3)
Furthermore, a maximal matching whose size is at most the right hand side of (3) can be
found efficiently.
Proof. We first prove the statement about the bound, and then argue that our proof
yields an efficient algorithm to determine the desired maximal matching. Suppose, for a
contradiction, that G is a counterexample of minimum order. Clearly, this implies that
G is connected and has order at least 3.
At several occasions, we shall consider subgraphs G′, G′′, . . ., of G, whose orders and
sizes we always denote by n′, n′′, . . . and m′, m′′, . . ., respectively.
Claim 1. The minimum degree of G is 2.
Proof of Claim 1. Suppose, for a contradiction, that u is a vertex of degree 1 in G. Let
v be the unique neighbor of u, and let w be a neighbor of v distinct from u. If G′ =
G− {u, v, w}, then n′ = n− 3 and m′ ≥ m− 5. Since adding vw to a maximal matching
in G′ yields a maximal matching in G, the choice of G implies
γe(G) ≤
2
3
n′ −
1
6
m′ + 1 ≤
2
3
(n− 3)−
1
6
(m− 5) + 1 <
2
3
n−
1
6
m.
This contradiction completes the proof of the claim.
Claim 2. No cycle of length 4 in G contains a vertex of degree 2.
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Proof of Claim 2. Suppose, for a contradiction, that uv1wv2u is a cycle in G such that
u has degree 2. Since C4 is not a counterexample, the graph G is not C4, and we may
assume that v1 has degree 3. Let w1 be the neighbor of v1 distinct from u and w. Let
G′ = G − {u, v1, v2, w, w1}. Note that m
′ ≥ m − 9, and that adding {v1w1, v2w} to a
maximal matching in G′ yields a maximal matching in G. If m′ ≥ m− 8, then we obtain
a similar contradiction as in the proof of Claim 1. Hence, m′ = m− 9, which implies that
v2, w, and w1 also have degree 3, and that u and w are the only common neighbors of v1
and v2. Let w2 be the neighbor of v2 distinct from u and w, and let z be the neighbor of
w distinct from v1 and v2. Since G is bipartite, the vertex z is distinct from w1 and w2.
By symmetry, the degree of w2 is also 3. If z is not adjacent to w1, and z
′ is a neighbor
of w1 distinct from v1, then, as illustrated in Figure 2, G[{u, v1, w, w1, z, z
′}] equals T ∗,
which is a contradiction. Hence, by symmetry, the vertex z is adjacent to w1 and w2.
Note that w1 has a neighbor z
′′ distinct from v1 and z. If z
′′ is adjacent to w2, then, since
G is T ∗-free, the vertex z′′ has degree 2, n = 8, and G is no counterexample. Hence,
the vertex z′′ is not adjacent to w2, and G[{u, v1, w1, w2, z, z
′′}] equals T ∗ as illustrated in
Figure 3, which is a contradiction, and completes the proof of the claim.
u
v1 v2
ww1 w2
z
z′
Figure 2: T ∗ in the first case of Claim 2.
u
v1 v2
ww1 w2
z
z′′
Figure 3: T ∗ in the second case of Claim 2.
Let u be a vertex of degree 2 with neighbors v1 and v2. By Claim 2, the vertices v1
and v2 have no common neighbor except for u. Let wi be a neighbor of vi distinct from
u for i ∈ [2]. Let G′ = G − {u, v1, v2, w1, w2}. Note that m
′ ≥ m − 10, and that adding
{v1w1, v2w2} to a maximal matching in G
′ yields a maximal matching in G. If m′ ≥ m−8,
then we obtain a similar contradiction as in the proof of Claim 1. Hence, we may assume
that m′ ≤ m− 9.
First suppose that v2 has degree 2. Since m
′ ≤ m− 9, the vertex v1 has a neighbor w
′
1
distinct from u and w1, and w1 has two neighbors z1 and z
′
1 distinct from v1. Since G is
T ∗-free, the vertex w′1 is adjacent to z1 and z
′
1. By Claim 2, the vertex z1 has a neighbor
x distinct from w1 and w
′
1. Since G is T
∗-free, the vertex z′1 is adjacent to x. If x equals
w2, the graph is as in Figure 4, which is a contradiction.
4
uv1 v2w1
w′1
w2
z1
z′1
Figure 4: The graph G in the case that x = w2. Note that G has a maximal matching
missing v1 and w2, which implies γe(G) <
2n
3
− m
6
.
Hence, the vertices x and w2 are distinct. By Claim 2, the vertex x has a neighbor y
distinct from z1 and z
′
1. Let G
′′ = G−{u, v1, v2, w1, w
′
1, w2, z1, z
′
1, x, y}. Since n
′ = n−10,
m′ ≥ m − 16, and adding {v1w
′
1, v2w2, w1z
′
1, xy} to a maximal matching in G
′′ yields a
maximal matching in G, the choice of G implies
γe(G) ≤
2
3
n′′ −
1
6
m′′ + 4 ≤
2
3
(n− 10)−
1
6
(m− 16) + 4 =
2
3
n−
1
6
m.
This contradiction implies that we may assume that v1 and v2 both have degree 3.
Let NG(v1) = {u, wi, w
′
i} for i ∈ [2]. By Claim 2, the vertices w1, w
′
1, w2, and w
′
2 are
all distinct. Since m′ ≤ m− 9, we may assume, by symmetry, that w1 has two neighbors
z1 and z
′
1 distinct from v1. Since G is T
∗-free, the vertex w′1 is adjacent to z1 and z
′
1. By
Claim 2, the vertex z1 has a neighbor x distinct from w1 and w
′
1. Since G is T
∗-free, the
vertex z′1 is adjacent to x. Since G is T
∗-free, the vertex x is neither w2 nor w
′
2. By Claim
2, the vertex x has a neighbor y distinct from z1 and z
′
1. By Claim 1, the vertex w2 has a
neighbor z2 distinct from v2. Since G is T
∗-free, the vertex w′2 is adjacent to z2. By Claim
2, the vertex w2 has a neighbor z
′
2 distinct from v2 and z2. Since G is T
∗-free, the vertex
w′2 is also adjacent to z
′
2, and z2 and z
′
2 are both distinct from y. Arguing as above, we
obtain that z2 and z
′
2 have a common neighbor x
′ distinct from w2 and w
′
2, and x
′ has a
neighbor y′ distinct from z2 and z
′
2. If y equals y
′, the graph is as in Figure 5, which is a
contradiction. Note that y cannot have degree 3, since G is T ∗-free.
u
v1 v2
w1 w′1
z1 z′1
x
w2 w′2
z2 z′2
x′
y
Figure 5: The graph G in the case that y = y′. Note that G has a maximal matching
missing v1 and x, which implies γe(G) ≤
2n
3
− m
6
.
Hence, the vertices y and y′ are distinct.
Let G′′′ = G − {u, v1, v2, w1, w
′
1, w2, w
′
2, z1, z
′
1, z2, z
′
2, x, y, x
′, y′}. Since n′′′ = n − 15,
m′′′ ≥ m− 24, and adding {v1w1, v2w2, w
′
1z1, w
′
2z2, xy, x
′y′} to a maximal matching in G′′
yields a maximal matching in G, the choice of G implies
γe(G) ≤
2
3
n′′′ −
1
6
m′′′ + 6 ≤
2
3
(n− 15)−
1
6
(m− 24) + 6 =
2
3
n−
1
6
m.
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This contradiction completes the proof of the bound. Clearly, our proof yields an efficient
recursive algorithm constructing a maximal matching whose size is at most the right hand
side of (3), which completes the proof.
Now, we can proceed to the proof of Theorem 1.
Proof of Theorem 1. Let uv be any edge of G. Let G′ = G−{u, v}. Let n′ and m′ be the
order and size of G′, respectively. Note that n′ = n− 2 and m′ = 3n
2
− 5. Since adding uv
to a maximal matching in G′ yields a maximal matching in G, and no component of G′
is cubic, Theorem 4 implies
γe(G) ≤
2
3
(n− 2)−
1
6
(
3n
2
− 5
)
+ 1 =
5n+ 6
12
. (4)
Similarly as for Theorem 1, the proof of Theorem 2 is based on the following result.
Theorem 5. If G is a graph of order n, size m, and maximum degree at most ∆ for some
integer ∆ ≥ 3 such that no component of G is ∆-regular, then
γe(G) ≤
∆n
2∆− 1
−
m
(∆− 1)(2∆− 1)
, (5)
with equality if and only if
• ∆ is odd and every component of G is K∆−1,∆−1, or
• ∆ is even and every component of G is K∆−1,∆−1 or K∆.
Furthermore, a maximal matching whose size is at most the right hand side of (5) can be
found efficiently.
For the proof of Theorem 5, we need two preparatory lemmas.
Lemma 1. Let G be a graph. If u is a vertex of G of minimum degree δ that has a neighbor
v of degree larger than δ, then there is a matching M in G with NG(u) ⊆ V (M) and
u 6∈ V (M) such that every edge in M has at least one endpoint in NG(u). Furthermore,
such a matching can be found efficiently.
Proof. We will show that a matching with the desired properties can be constructed
greedily by using M-alternating paths with one, two, or three edges. Suppose that we
have already constructed a matching M such that
(i) no edge in M is incident with u or v, and
(ii) all edges in M are incident with a vertex in NG(u).
Initially, M can be chosen empty. We now explain how to efficiently replace M with a
matching that either has the desired properties or satisfies (i) and (ii) and covers one
more vertex in NG(u) \ {v} than M .
LetM be {x1y1, . . . , xk+ℓyk+ℓ}, where the vertices x1, . . . , xk+ℓ and y1, . . . , yk are neigh-
bors of u but the vertices yk+1, . . . , yk+ℓ are not neighbors of u, that is, k edges in M have
both their endpoints in NG(u) while ℓ edges in M have only one endpoint in NG(u). Let
R = NG(u) \ V (M), and R
′ = R \ {v}. Since v ∈ R, we have |R| = δ − (2k + ℓ) > 0.
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If R′ is not independent, then we can simply extend M by adding any edge between
two vertices in R′. Hence, we may assume that R′ is independent. If there is some edge
e between a vertex in R′ and a vertex outside of NG[u] ∪ V (M), then we can extend M
by adding e. Hence, we may assume that there are no such edges.
First, suppose that |R′| = δ − (2k + ℓ)− 1 ≥ 2. Let w1 and w2 be two vertices in R
′.
If there is an edge between {w1, w2} and {xk+1, . . . , xk+ℓ}, say wjxi, then we can replace
M by (M \ {xiyi}) ∪ {wjxi}. Hence, we may assume that there are at most 2ℓ edges
between {w1, w2} and {xk+1, . . . , xk+ℓ, yk+1, . . . , yk+ℓ}. If there are more than two edges
between {w1, w2} and {xi, yi} for some i ∈ [k], then there is anM-augmenting path of the
form wjxiyiw3−j for some j ∈ [2], and we can replace M by (M \ {xiyi})∪{wjxi, yiw3−j}.
Hence, we may assume that there are at most two edges between {w1, w2} and {xi, yi} for
every i ∈ [k]. Now, since, w1 and w2 are adjacent to u and possibly v, and 2k+ ℓ ≤ δ− 3,
we obtain dG(w1) + dG(w2) ≤ 2 + 2 + 2ℓ + 2k ≤ 4 + 2(δ − 3) < 2δ. This implies the
contradiction that min{dG(w1), dG(w2)} < δ, which implies that one of the different ways
of extending M considered above must always be possible.
Next, suppose that |R′| = δ − (2k + ℓ) − 1 = 1. Let R′ = {w}. If v and w are
adjacent, then we add vw to M completing the construction of the desired matching.
Hence, we may assume that v and w are not adjacent. Arguing similarly as above, we
may assume that w has no neighbor in {xk+1, . . . , xk+ℓ}, which implies the contradiction
dG(w) ≤ 1 + ℓ + 2k = δ − 1. Again, this contradiction implies that one of the different
ways of extending M considered above must always be possible.
Finally, suppose that R′ is empty. If v has a neighbor v′ outside of NG[u] ∪ V (M),
then we add vv′ to M completing the construction of the desired matching. Hence, we
may assume that v has no such neighbor. Arguing similarly as above, we may assume
that v has no neighbor in {xk+1, . . . , xk+ℓ}, which implies dG(v) ≤ 1 + ℓ + 2k = δ. Since
the degree of v is larger than δ, this is a contradiction, which again implies that one of the
different ways of extending M considered above must always be possible. This completes
the proof.
Lemma 2. Let δ ≥ 2. Let G be a connected δ-regular graph that is distinct from Kδ,δ
and, if δ is odd, is also distinct from Kδ+1.
If u is any vertex of G, then there is a matching M in G with NG(u) ⊆ V (M) and
u 6∈ V (M) such that every edge in M has at least one endpoint in NG(u). Furthermore,
such a matching can be found efficiently.
Proof. First, suppose that NG(u) is independent. Let B be the set of vertices of G at
distance two from u. Let H be the bipartite graph with partite sets NG(u) and B that
contains all edges of G between these two sets. Let M be a maximum matching in H . If
M covers every vertex of NG(u), it has the desired properties. Hence, we may assume that
there is some neighbor v of u that is not covered by M . By the independence of NG(u),
and the regularity of G, it follows that |M | = δ− 1, and NG(v) = (V (M) \NG(u))∪ {u}.
Now, since M is maximum, it follows that NG(w) = (V (M) \ NG(u)) ∪ {u} for every
vertex w in NG(u), which implies the contradiction that G is Kδ,δ.
Next, suppose that NG(u) is not independent. Similarly as in the proof of Lemma
1, we will show that a matching with the desired properties can be constructed greedily.
Suppose that we have already constructed a matching M such that
(i) no edge in M is incident with u,
(ii) all edges in M are incident with a vertex in NG(u), and
(iii) at least one edge in M has both its endpoints in NG(u).
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Initially, M can be chosen to contain exactly one edge within NG(u). We now explain how
to efficiently replace M with a matching that either has the desired properties or satisfies
(i), (ii), and (iii), and covers one more vertex in NG(u) than M . Clearly, this implies the
desired result. Let M be {x1y1, . . . , xk+ℓyk+ℓ} such that the notational conditions from
the proof of Lemma 1 hold. Note that (iii) is equivalent to k > 0. Let R = NG(u)\V (M).
If |R| ≥ 2, then arguing as in the case |R′| ≥ 2 of the proof of Lemma 1 implies that
M can be replaced as described above. It is important to note that every replacement of
M considered in that proof maintains property (iii). Hence, we may assume that |R| = 1.
Let R = {v}. Clearly, v has no neighbor outside of NG[u]∪V (M) and also no neighbor in
{xk+1, . . . , xk+ℓ}. Since v has degree δ, this implies NG(v) = {u, x1, . . . , xk, y1, . . . , yk+ℓ}.
If ℓ > 0, and some vertex in {xk+1, . . . , xk+ℓ}, say xi, has a neighbor in {x1, . . . , xk} ∪
{y1, . . . , yk}, say xj , then replacing M with (M \ {xjyj}) ∪ {xixj , yjv} has the desired
properties. Hence, either ℓ ≥ 1 and no vertex in {xk+1, . . . , xk+ℓ} has a neighbor in
{x1, . . . , xk} ∪ {y1, . . . , yk}, or ℓ = 0. In the first case, the degree of xk+1 is necessarily
less than δ, which is a contradiction. Hence, we may assume that ℓ = 0, which implies
that δ is odd. If any vertex in NG(u), say xi, has a neighbor y outside of NG[u], then
(M \ {xiyi}) ∪ {xiy, vyi} has the desired properties. Since G is regular, this immediately
implies the contradiction that G is complete, which completes the proof.
Now, we can proceed to the proof of Theorem 5.
Proof of Theorem 5. We first prove the statement about the bound and the extremal
graphs, and then argue that our proof yields an efficient algorithm to determine the
desired maximal matching. Suppose, for a contradiction, that G is a counterexample of
minimum order, that is, either (5) does not hold, or (5) holds with equality but G is not
one of the stated extremal graphs. Clearly, this implies that G is connected. We consider
two cases.
Case 1 No vertex of G has degree ∆.
If no vertex of G has degree ∆, then m ≤ (∆−1)n
2
, and we obtain
γe(G) ≤
n
2
=
∆n
2∆− 1
−
(∆− 1)n
2(∆− 1)(2∆− 1)
≤
∆n
2∆− 1
−
m
(∆− 1)(2∆− 1)
, (6)
that is, (5) holds. By the choice of G, it follows that (5) holds with equality but G is not
one of the stated extremal graphs. Equality in the first inequality in (6) implies that every
maximal matching in G is perfect, and equality in the second inequality in (6) implies that
G is (∆− 1)-regular. Since G is not one of the stated extremal graphs, Lemma 2 implies
the existence of a matching M in G with NG(u) ⊆ V (M) and u 6∈ V (M) for some vertex
u of G. Since no maximal matching containing M covers u, we obtain a contradiction,
which completes the proof in this case.
Case 2 Some vertex of G has degree ∆.
Let δ be the minimum degree of G. Considering a path between a vertex of degree δ
and a vertex of degree ∆, we can efficiently find a vertex u of minimum degree δ that
has a neighbor v of degree larger than δ. By Lemma 1, we can efficiently construct
a matching M in G with the properties stated in Lemma 1. Let M contain exactly
k edges with both endpoints in NG(u), that is, |M | = k + (δ − 2k) = δ − k. Let
G′ = G − (V (M) ∪ {u}). Let n′ and m′ be the order and size of G′, respectively. Note
that n′ = n − (2|M | + 1) = n − 2δ + 2k − 1. Let m′′ = m −m′. Since u has degree δ,
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and the subgraph of G induced by V (M) ∪ {u} has at least |M | + δ edges, we obtain
m′′ ≤ (δ + 2∆|M |)− (|M |+ δ) = (2∆− 1)|M | = (2∆− 1)(δ − k), which implies
m′ ≥ m− (2∆− 1)(δ − k). (7)
Note that equality holds in (7) if and only if every vertex in V (M) has degree ∆, and the
subgraph of G induced by V (M) ∪ {u} has exactly |M | + δ edges.
Since adding M to a maximal matching in G′ yields a maximal matching in G, no
component of G′ is ∆-regular, and ∆− 1− δ + k ≥ 0, the choice of G implies
γe(G) ≤ γe(G
′) + |M |
≤
∆n′
2∆− 1
−
m′
(∆− 1)(2∆− 1)
+ |M | (8)
≤
∆(n− 2δ + 2k − 1)
2∆− 1
−
m− (2∆− 1)(δ − k)
(∆− 1)(2∆− 1)
+ δ − k (9)
=
∆n
2∆− 1
−
m
(∆− 1)(2∆− 1)
−
∆(∆− 1− δ + k)
(∆− 1)(2∆− 1)
≤
∆n
2∆− 1
−
m
(∆− 1)(2∆− 1)
, (10)
that is, (5) holds. By the choice of G, it follows that (5) holds with equality but G is not
one of the stated extremal graphs. This implies that equality holds in (8), (9), and (10).
Equality in (8) implies that every component of G′ is one of the stated extremal graphs.
Equality in (10) implies that k = 0, and that δ = ∆ − 1, which implies |M | = ∆ − 1.
Equality in (9) implies equality in (7), which implies that every vertex in V (M) has degree
∆, and the subgraph of G induced by V (M) ∪ {u} has exactly |M |+ δ edges. Note that
there are exactly (2∆− 3)(∆− 1) edges between V (M) and V (G′).
If ∆ is even, then, since u is not the only vertex of odd minimum degree ∆− 1, some
vertex u′ in V (G′) has degree ∆−1 in G. Since G is connected, it is easy to see that u′ can
be chosen in such a way that it has a neighbor v′ of degree ∆. Let H be the component
of G′ that contains u′. Since H is either K∆ or K∆−1,∆−1, there is a matching M
′ in
G and a vertex y in V (M) with V (M ′) = (V (H) \ {u′}) ∪ {y}. By symmetry between
(u, v,M) and (u′, v′,M ′), it follows that NG(u
′) is independent, and that the subgraph of
G induced by V (M ′)∪{u′} has exactly |M ′|+ δ edges. The first property implies that H
is not K∆, and the second property together with ∆ ≥ 3 implies that H is not K∆−1,∆−1.
Hence, ∆ is odd, which implies that every component of G′ is K∆−1,∆−1.
If there is a vertex of degree ∆− 1 in G that is distinct from u, then arguing similarly
as for the vertex u′ considered above yields a contradiction. Hence, u is the only vertex
of degree ∆ − 1 in G. This implies that there are exactly 2(∆− 1) edges between every
component of G′ and V (M). Hence, if p denotes the number of components of G′, then
p = (2∆−3)(∆−1)
2(∆−1)
= 2∆−3
2
. Since this is never integral, we obtain a contradiction, which
completes the proof in this case.
Since u, v, and M considered above can be found efficiently, our proof yields an efficient
recursive algorithm constructing a maximal matching whose size is at most the right hand
side of (5).
We are now in a position to prove Theorem 2.
Proof of Theorem 2. Let uv be any edge of G. Let G′ = G − {u, v}. Let n′ and m′ be
the order and size of G′, respectively. Note that n′ = n − 2 and m′ = ∆n
2
− (2∆ − 1).
9
Since adding uv to a maximal matching in G′ yields a maximal matching in G, and no
component of G′ is ∆-regular, Theorem 5 implies
γe(G) ≤ γe(G
′) + 1
≤
∆n′
2∆− 1
−
m′
(∆− 1)(2∆− 1)
+ 1 (11)
=
∆(n− 2)
2∆− 1
−
∆n
2
− (2∆− 1)
(∆− 1)(2∆− 1)
+ 1
=
∆(2∆− 3)n+ 2∆
2(∆− 1)(2∆− 1)
,
which implies (2). Equality in (2) implies equality in (11), which, by Theorem 5, implies
that every component of G′ is either K∆−1,∆−1 or K∆, where ∆ has to be even in the
latter case. Since G is ∆-regular, and there are exactly 2∆− 2 edges between {u, v} and
V (G′), it follows that G′ is K∆−1,∆−1. Since uv was an arbitrary edge of G, it follows, by
symmetry, that G is K∆,∆, which completes the proof of (6) and the statement about the
extremal graph.
For the proof of Theorem 3, we need lower bounds on the edge domination number.
Lemma 3. Let G be a ∆-regular graph of order n for some ∆ ≥ 3.
(i) γe(G) ≥
∆n
4∆−2
.
(ii) If G is claw-free, then γe(G) ≥
∆n
2∆+4
.
Proof. Let M be a minimum maximal matching in G. Let m be the number of edges
between V (M) and V (G) \ V (M). Since V (G) \ V (M) is an independent of order n −
2γe(G), it follows that m is exactly ∆(n− 2γe(G)). Since every edge uv in M contributes
at most dG(u) + dG(v)− 2 edges to m, it follows that m is at most (2∆− 2)γe(G). Now,
(i) follows immediately from ∆(n − 2γe(G)) = m ≤ (2∆ − 2)γe(G). If G is claw-free,
then every vertex in V (M) has at most two neighbors in V (G) \ V (M). This implies
∆(n− 2γe(G)) = m ≤ 4γe(G), and (ii) follows.
It is easy to see that equality holds in Lemma 3(i) if and only if G has a dominating
induced matching. Since deciding the existence of a dominating induced matching in a
given k-regular graphs is NP-complete for every fixed k ≥ 3 [4], there is little hope of
characterizing the extremal graphs for Lemma 3(i). Lemma 3(ii) holds with equality for
the graph that arises by removing a perfect matching from a complete graph of even order.
Actually, we believe that this is the only connected extremal graph for Lemma 3(ii).
Proof of Theorem 3. Note that
lim
n→∞
(
5n+ 6
12
)
/
(
3n
10
)
=
25
18
,
lim
n→∞
(
∆(2∆− 3)n+ 2∆
2(∆− 1)(2∆− 1)
)
/
(
∆n
4∆− 2
)
= 2−
1
∆− 1
, and
lim
n→∞
(
∆(2∆− 3)n+ 2∆
2(∆− 1)(2∆− 1)
)
/
(
∆n
2∆ + 4
)
= 1 +
4∆− 7
2∆2 − 3∆ + 1
.
Now, the statements follow easily from the algorithmic statements in Theorems 4 and 5,
and the proofs of Theorems 1 and 2. More precisely, after removing any two adjacent
vertices as in the proofs of Theorems 1 and 2, one solves the minimum maximal matching
problem exactly on all components up to a sufficiently large order depending on ǫ, and
applies the algorithmic statements from Theorems 4 and 5 to the larger components.
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