Abstract. Recent results in the theory of quasi-Monte Carlo methods have shown that the weighted Koksma-Hlawka inequality gives better estimates for the error of quasi-Monte Carlo algorithms. We present a method for finding good weights for several classes of functions and apply it to certain algorithms using the Brownian Bridge construction, which are important for financial applications.
Introduction
It is a well known fact that error bounds for quasi-Monte Carlo algorithms are quite conservative. It has been shown by I. Sloan and H. Woźniakowski in [11] , that one can get better estimates by introducing weights for the importance of the coordinates. Moreover the tractability of the problem is related to the magnitude of the sum of these weights. Our work is a first step in finding out how to choose the weights.
In this paper, we will restrict ourselves to functions of an exceptionally simple character, namely to sums of functions of just one coordinate at a time. In this case, the weights should be chosen as small as possible but in a certain proportion to each other. In this sense, we calculate a good proportion of the weights and apply our results to algorithms for path integration.
First, we repeat some facts from [11] : We are given the d-dimensional unit cube and a function f on the latter which we want to integrate. Let f ∈ F d , F d ⊂ W we obtain from Hlawka's identity
Applying the Cauchy-Schwarz inequality for integrals and sums yields the so called weighted Koksma-Hlawka inequality
Note that in the second sum u = ∅ was included; that is, we added one more term |f (1)| 2 to the sum. This was done in order to make · d,γ a norm. Now the basic idea is to choose the weights in order to minimize the right hand side of inequality (1.1). However, this program will be quite difficult for general functions f , so we will concentrate in a first step on simple special cases. Also the discrepancy is too complicated to be handled in an exact way, so we will have to find a proper upper bound which we use for our minimization problem. The following Lemma is well known (cf. for instance [3, 11] ).
This paper will also contain results about tractability. In [11] the notion of tractability was introduced in the following way.
) be the minimal number of function evaluations necessary to reduce the initial error by a factor of ε. Therefore 
where the g i are some absolutely continuous functions with
Since
From Lemma 1.1 it follows that there exist points
We would like to minimize the right hand side with respect to the γ i . But unfortunately the infimum is not attained: Let γ 1 , . . . , γ d an arbitrary set of weights and let 0 < c < 1. Then forγ i := cγ i it holds
for c decreasing to zero.
To compute the infimum fix for the moment some positive constant A. We minimize 
= A by the use of Lagrange's method: With
By putting everything together we obtain the following result. 
Example 2.4. Consider now the expected value of the integral over a standard Brownian path X t , t ∈ [0, 1], with X 0 = 0 (which is 0, of course). We approximate the path at finitely many times 0 = t 0 < t 1 < . . . < t d = 1, and get the Gaussian random vector
The row and column which belong to t 0 = 0 are skipped, since X 0 is not random. This matrix is positive definite if t i = t j for i = j. The entries of V are given by
So we want to calculate E[
(which is again 0). To this end we choose some matrix A with AA
where ϕ is the standard normal probability density function and Φ the corresponding cumulative distribution function,
is not defined and since
is not defined and therefore (1.1) cannot be applied for this function. We will demonstrate, that nevertheless a good choice for the weights can be found.
Define
is a reproducing kernel for the Hilbert space (W (1,...,1) 2
We have the following Lemma, which is a generalization of Lemma 1.1 and is essentially a restatement of Lemma 8 of [11] :
Now it is easily calculated that for our special reproducing kernel
So we have surmounted the problem that f (1) = ∞, yet the norm |||f ||| d,γ is not welldefined. To overcome this problem we replace Φ by some more convenient function: Let Ψ : [0, 1] −→ R be some increasing function which is close in L
Note that
and
If we write
we arrive at almost the same optimization problem as in the previous example: For every choice of γ's there exist points {t i } n i=1 in the unit cube for which
for allf of the above form. Therefore we want to minimize
with respect to the γ k 's. The same calculation as before yields that the best choice is
Putting everything together we obtain the following result.
Proposition 2.6. Let Ψ be differentiable with
Then for all n and d, there exist points
Remark 2.7. In this case, we do not state results on the tractability of f . The error bound forf can become quite bad if we want the approximation of Ψ to Φ −1 to be good, since then κ becomes large. However the choice of the γ j 's is not affected by this.
Remark 2.8. The value w 1 / w ∞ is multiplicative under the tensor product of matrices. This property would be expected when higher dimensional Brownian motions are studied.
Let X (i)
, i = 1, . . . , n be standard Brownian motions in one dimension and X = (X
, . . . , X
) be the corresponding n-dimensional Brownian motion with covariance matrix
) is a d-dimensional random vector with covariance matrix (2.1). Let B be some matrix which fulfills BB T = Σ. Then it follows, that (X (1)
Remark 2.9. The "optimal" weights are not necessarily the best possible weights at all, they are only optimal with respect to our discrepancy estimate and our linear test function. However they are a good hint on how to choose the γ j 's in more practical situations where, for example, the function in question is very close to linear.
Good weights for different Methods
The error estimate given in Proposition 2.6 depends on the choice of the decomposition matrix A of V used to simulate the Brownian motion. The choice of different decomposition matrices mirrors different ways through the Brownian path. Aside from the piecewise method, Brownian Bridge is a popular alternative which performs better for quasi-Monte Carlo. Detailed contributions on this topic were given by [5, 7] . In this section we will compute the error estimate of different decomposition matrices to investigate the quality of the implied integration methods. First we will present a general framework which embraces all specific methods which are discussed in the sequel of this article.
The piecewise method employs the equation
to generate the discrete time Wiener Process, whereas the Brownian Bridge method uses
, given a past value X t n−1 and a future value X t n+1 . Typically, the t i are chosen as binary points
. Nevertheless it is possible to choose other sequences. The values X t i are constructed not in chronological but in permuted order X t π(0) , X t π(1) , . . . , X t π(d) where π is some permutation of {0, . . . , d}.
To make sure that always at least one past and one future value exist, it is required, that π(0) = 0 and π(1) = d. Thus X π(1) = X 1 has to be generated with formula (3.1).
The covariance matrix of X
where P is a certain permutation matrix. The entries of V (π) are given by
is the covariance matrix of the Gaussian random vector X (π) , there must be a matrix A
).
is not uniquely determined, but there exists one matrixÃ
which corresponds to the construction method implied by (3.1) and (3.2). It follows from (3.2) thatÃ (π) must be a lower triangular matrix, since the rows belonging to X t n+1 and X t n−1 must occur before the row belonging to X t n . This property uniquely determinesÃ (π) . ThusÃ (π) can be computed by using Cholesky's algorithm. It is a feature of this method, that it is numerically not troublesome and it can be applied even for big matrices. 
Cholesky decomposition of V yields
With the same notation as in equation (2.2) we have
Hence by Proposition 2.6 
The t π(n) are given by 
Let A 0 = (0, 0, . . .) and A 1 = (1, 0, . . .) . Let r n and l n be the indices of the left and the right neighbour of t n . Thus l n , r n < n, t ln < t n , t rn > t n and the differences t n − t ln and t rn − t n are minimal. Let e n = (0, . . . , 0, 1, 0, . . .) be the n-th unit vector. Then it follows from (3.2) that for n ≥ 2, the n-th row ofÃ
is given by
and l is the length of the binary representation of n − 1. The values l n and r n can be obtained as follows.
This somewhat strange notation follows from the initial values of (3.4). Note that the first column ofÃ
contains the sequence t n . The structure of this matrix becomes more clear if the rows are ordered back, thus we are looking on the matrix 
Analyzing the structure of these matrices, we can formulate 
Now we can sum up the entries and get
Thus the limit of the sum of the w k 's for this algorithm is finite.
3.3. The Golden Section Brownian Bridge. The standard Brownian Bridge was obtained by using the van der Corput sequence for running through the time interval. As already mentioned, we generate a general Brownian Bridge by using any other sequence of time points. The quality of a general Brownian Bridge in our sense, certainly depends on the quality of the distribution of the chosen time points. A sequence which frequently shows extremal distribution properties is the golden section sequence {nα}, n ≥ 0, where 
We will show Theorem 3.2. Let (3.7)
with f 2 = (5 + 3 √ 5)/10
Then the weights for the Golden Section Brownian Bridge are given by
For the proof we will need the following results. Figure 1 . The first points of t π(n) .
Proof. Obvious
The t π(n) under consideration are given by
The first points of this sequence are drawn in Figure 1 . Note that r n = 0 if and only if n = F j for an even j = 2k. From Theorem 3.4 follows that
Then we obtain analogously to (3.5)
+1
: n > 1.
Thus all entries ofÃ (π) are ≥ 0. As an example we provideÃ (π) for the case d = F 5 = 5.
Note that the first column of A contains elements t π (1) , . . . , t π(F n ) . Again, we consider the matrix PÃ (π) , which contains the rows ofÃ
, ordered along the first column.
for n ≥ 0. It is easy to see that
with M 2 = {0, 1} and M 3 = {0, |α 2 |, 1}. The elements of M n are just the entries of the first column of PÃ (π) . The Riemann sum of the first column of PÃ (π) is given by
It follows from Lemma 3.5 and (3.9) that x − y and the fact that |α 2 | < 1 and |α 3 | < 1.
Concluding Remarks
In this paper good choices of weights for the integration of certain classes of functions were considered.
Note that these are not the classes of functions which were studied by Owen [6] , since there the condition 1 0 |φ k (x)| 2 dx = 1 was claimed. It seems to be complicated to generalize our method to more general functions, i.e. to functions with ANOVA effects depending on more than one variable. In such cases the minimization problem may be only numerically solvable.
Nevertheless it should be interesting to examine functions which nearly belong in some sense to the above mentioned class. An interesting financial application would be the pricing of mortgage backed securities which where considered in [8, 9, 10] .
