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Zusammenfassung
Experimentelle Beobachtungen exotischer metabolischer Wellenpha¨nomene
zusammen mit gegenseitig phasengekoppelten NAD(P)H- und Calcium-Os-
zillationen in menschlichen Neutrophilen wurden publiziert. Da diese Pha¨no-
mene Basis einer Kontroverse u¨ber ihre Charakteristiken und ihr Auftre-
ten sind, stellt diese Arbeit eine mathematische Studie dieser Pha¨nomene
dar. Ziel des theoretischen raumzeitlichen Modellierungsansatzes ist es, einen
plausiblen biochemischen Mechanismus zu entwickeln, der prinzipiell das Auf-
treten solcher Oszillationen und Wellenpha¨nomene in Neutrophilen erkla¨ren
kann. Das mathematische Modell schla¨gt dabei einen Calcium-kontrollierten
Glucose-Einfluss in die Zelle als treibende Kraft der metabolischen Oszilla-
tionen vor und die reichhaltigen NAD(P)H-Wellenpha¨nomene werden durch
eine mo¨gliche Rolle der Zellgeometrie und ra¨umlich inhomogener Enzym-
verteilung erkla¨rt. Die Modellierungsergebnisse sollen weitere Diskussionen
zu den kontrovers diskutierten Pha¨nomenen und experimentelle Bemu¨hun-
gen anregen, um die Existenz und die Charakteristiken von intrazellula¨ren
Dynamiken aber auch die biochemische Basis der zeitlichen und raumzeitli-
chen Calcium-Signalen und metabolischen Dynamiken in Neutrophilen auf-
zukla¨ren. Unabha¨ngig der experimentellen Beobachtungen in Neutrophilen
stellt diese Arbeit eine generelle Studie zum Auftreten solcher Pha¨nomene in
Zellen dar, da keine Annahmen getroffen werden, die absolut spezifisch fu¨r
Neutrophile sind.
Abstract
Recently, exotic metabolic wave phenomena together with mutually phase-
coupled NAD(P)H- and calcium-oscillations have been observed in human
neutrophils. Since these phenomena are the basis of a controversy about their
characteristics and occurence, this work presents a mathematical feasibility
study concerning these phenomena. The aim of the theoretical spatiotem-
poral modeling approach is to propose a possible and plausible biochemical
mechanism which would in principle be able to explain such oscillations and
wave phenomena in neutrophils. Our modeling suggests the possibility of
a calcium-controlled glucose influx as a driving force of metabolic oscillati-
ons and a potential role of polarized cell geometry and differential enzyme
distribution for various NAD(P)H wave phenomena. The modeling results
are supposed to stimulate further controversial discussions of the phenomena
and experimental efforts to finally clarify the existence and charakteristics
of intracellular dynamics and the biochemical basis of any kind of temporal
and spatiotemporal patterns of calcium signals and metabolic dynamics in
neutrophils. Independent of experimental observations in neutrophils, they
present a general feasibility study of such phenomena in cells since model
assumptions are not exclusively neutrophil specific.
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Kapitel 1
Einleitung
Strukturbildung ist ein weit verbreitetes Pha¨nomen in der Natur und seit
einiger Zeit Gegenstand intensiver Forschung [13]. Durch thermodynami-
sche Prinzipien, wie z.B. den zweiten Hauptsatz der Thermodynamik, lassen
sich viele der Strukturbildungsprozesse erkla¨ren und vorhersagen. Sponta-
ne Strukturbildung tritt unter natu¨rlichen oder Laborbedingungen auf und
stellt ein spezielles Charakteristikum fu¨r Systeme dar, die sich weit entfernt
vom thermodynamischen Gleichgewicht befinden. Diese Systeme sind typi-
scherweise durch einen Fluss von Masse und Energie zwischen System und
Umgebung charakterisiert und ko¨nnen als offene und
”
dissipative“ Systeme
klassifiziert werden. Ein bekanntes offenes System in der Natur sind lebende
Zellen [142]. Diese Bedingungen erlauben die Bildung von Oszillationen und
Wellen, die
”
dissipative Strukturen“ genannt werden, da sie einen Teil der
Energie fu¨r die Bildung von Strukturen im System selbst nutzen [111].
Da man bei lebenden Zellen ha¨ufig kaum oder nur sehr schwer Messungen
und Manipulationen vornehmen kann, hat in ju¨ngerer Zeit die mathematische
Modellierung und Simulation von biochemischen Prozessen immer mehr an
Gewicht gewonnen. Vor allem das interdisziplina¨re Forschungsgebiet
”
Nichtli-
neare Dynamik“ [159] wurde mehr und mehr zu einem wichtigen Stu¨tzpfeiler
bei der Untersuchung von intrazellula¨ren biochemischen Strukturbildungs-
prozessen. Durch eine kinetische Modellierung werden mathematische Glei-
chungen formuliert, die fu¨r die Untersuchung dieser Pha¨nomene theoretisch
oder numerisch analysiert werden. Somit fordert dieses Arbeitsgebiet ein ho-
hes Maß an Interdisziplinarita¨t und fu¨r die Simulation und Analyse der
Modelle ist deshalb eine enge Zusammenarbeit der Bereiche Biologie, Che-
mie und Mathematik erforderlich.
Fernziel dieser Modellierung ist es, ein mo¨glichst gutes Modell von biologi-
schen Systemen zu erhalten, um in silico, das heißt am Computer, die Zusam-
menha¨nge des Lebens zu verstehen und virtuelle Experimente durchzufu¨hren.
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So hofft man durch ein detailliertes Versta¨ndnis der Zusammenha¨nge zum
Beispiel Medikamente mit geringeren oder keinen Nebenwirkungen entwickeln
zu ko¨nnen. Dieser neue Forschungszweig wird seit kurzem mit dem Begriff
der Systembiologie [75, 76] bezeichnet.
Ein spezieller Typ von lebenden Zellen, von dem in Publikationen berichtet
wurde, dass er eine Vielzahl von strukturbildendem Verhalten zeigt, sind spe-
zielle weiße Blutko¨rperchen (Leukozyten), die sogenannten neutrophilen Gra-
nulocyten [24]. Neutrophile bilden die erste zellula¨re Schranke der Immunab-
wehr im Kampf gegen Mikroorganismen (Pathogene), die in den mensch-
lichen Organismus eingedrungenen sind. Normalerweise zirkulieren sie im
Blutkreislauf und haben somit die Mo¨glichkeit schnell zu jedem Infektions-
herd im Ko¨rper zu gelangen. Sie verlassen das vaskula¨re System am Ort der
Entzu¨ndung, indem sie an der inneren Wand der Blutgefa¨ße adha¨rieren, eine
flache und polarisierte Gestalt annehmen und chemotaktisch in Richtung des
Infektionsherd durch die extrazellula¨re Matrix wandern. Nachdem die Patho-
gene durch Rezeptoren auf der zellula¨ren Oberfla¨che erkannt wurden, werden
sie durch Phagozytose aufgenommen und durch die Bildung von Phagosomen
und die Produktion von reaktiven Sauerstoffintermediaten geto¨tet.
Vor kurzem wurde durch Petty et al. von experimentellen Beobachtungen
von selbstorganisierenden Strukturen in Form von raumzeitlichen NAD(P)H
Konzentrationswellen in Neutrophilen mit Hilfe von Fluoreszenzmikroskopie
berichtet [123, 125]. NAD(P)H bezeichnet hier die Summe von Nicotinamid-
adenindinukleotid (NADH) und dessen 2-Phosphat (NADPH), die in Fluo-
reszenzmikroskopiemessungen nicht unterschieden werden ko¨nnen. Zusa¨tz-
lich zu den raumzeitlichen Strukturen wurden auch sinusfo¨rmige zeitliche
NAD(P)H-Oszillationen mit einer Periode von 20 und 10 Sekunden durch
fluorimetrische Messungen der NAD(P)H Autofluoreszenz der ganzen Zelle
gemessen [120].
Interessanterweise publizierten Petty et al. a¨hnliche oszillierende Eigenschaf-
ten fu¨r zellula¨re Calcium-Signale. Sie beobachteten, dass Calcium-Oszilla-
tionen mit derselben Frequenz und einer konstanten Phasenbeziehung zu
NAD(P)H auftreten [120]. Beide Oszillatoren zeigen konsistent eine Erho¨hung
der Oszillationsfrequenz von einer Periode von 20 auf 10 Sekunden nach Akti-
vierung mit Hilfe von proinflammatorischen Substanzen wie z.B. FMLP oder
Cytokine [3, 121], wobei die Phasenkopplung erhalten bleibt.
Nach Einsatz der sogenannten
”
Hochgeschwindigkeitsfluoreszenzmikroskopie“
[122], die ein Fluoreszenzmikroskop mit einer Hochgeschwindigkeitskamera
kombiniert, berichtete die Petty-Gruppe von NAD(P)H-Wellen im nicht ak-
tivierten Zustand, die ausschließlich am Ende der Zelle ausgelo¨st werden und
unidirektional in Richtung der Front der Zelle mit einer Geschwindigkeit von
ungefa¨hr 15−50 µm/s propagieren [123, 125]. Jede Welle wird nach Erreichen
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der Front ausgelo¨scht und eine neue Welle am Ende der Zelle ausgelo¨st. Nach
proinflammatorischer Stimulation treten zwei Wellen auf, die in entgegenge-
setzte Richtungen propagieren, am Rand reflektiert werden und bei Kollision
sich nicht gegenseitig auslo¨schen, wie es oft in Reaktions-Diffusions-Systemen
beobachtet wird, sondern sich Kreuzen ohne sich gegenseitig zu beeinflussen.
Die beschriebenen Wellenpha¨nomene sind mechanistisch nicht verstanden,
aber sie repra¨sentieren eventuell einen Signalpfad, der von der Zelle verwen-
det wird, um ra¨umlich heterogene extrazellula¨re Signale, wie z.B. Konzen-
trationsgradienten von chemotaktisch aktiven Substanzen, in intrazellula¨re
Signale zu u¨bersetzen.
Um ein vollsta¨ndiges Versta¨ndnis der berichteten dynamischen Pha¨nome-
ne zu erhalten und unter dem Aspekt, dass andere raumzeitliche Messun-
gen in Neutrophilen Teil einer Kontroverse u¨ber deren Auftreten und Cha-
rakteristiken sind [54, 132], wird in dieser Arbeit mathematische Modellie-
rung angewandt, um mo¨gliche unterliegende Mechanismen zu analysieren,
die prinzipiell die beobachteten raumzeitlichen Strukturen erkla¨ren ko¨nnen.
In dieser Arbeit soll zudem besonders betont werden, dass ein einheitlicher
Modellierungsansatz gemacht wird, der die experimentellen Daten sowohl
der raumzeitlichen als auch der rein zeitlichen Dynamik mit einschließt und
dadurch eine Vielzahl der dynamischen Pha¨nomene systematisch erkla¨ren
kann. Diese ganzheitliche
”
Systembetrachtung“ ist der Kern der in der heu-
tigen Zeit immer wichtiger werdenden Systembiologie und ein fundamentales
Versta¨ndnis der Signaltransduktion sowie der metabolischen Dynamik kann
nur erreicht werden, indem Studien durchgefu¨hrt werden, die Dynamiken
in Raum und Zeit beru¨cksichtigen. Die Modellierung mit gewo¨hnlichen Dif-
ferentialgleichungen unter der Annahme einer homogenen Dynamik, die in
diesem Forschungsbereich weit verbreitet ist, ist vor allem in den in dieser Ar-
beit untersuchten Prozesse nicht angebracht, da die beobachteten zeitlichen
Pha¨nomene, d.h. Oszillationen, das Ergebnis der unterliegenden raumzeitli-
chen Dynamik sind.
Deshalb wird hier erstmals ein einheitlicher raumzeitlicher Modellierungsan-
satz entwickelt, der die komplexe Wellenausbreitung und die Oszillationen in
Neutrophilen beschreiben kann und es wird außerdem untersucht wie spezielle
Charakteristiken, wie z.B. Wellenreflektion am Rand und Frequenza¨nderun-
gen der Oszillationen, erkla¨rt werden ko¨nnen [152]. Damit wird eine theo-
retische Grundlage der beobachteten Dynamiken entwickelt und, da keine
Annahmen gemacht werden, die ausschließlich Neutrophil-spezifisch sind, ist
das Auftreten dieser Pha¨nomene potentiell in einer Vielzahl von biochemi-
schen Systemen mo¨glich.
KAPITEL 1. EINLEITUNG 4
1.1 U¨berblick u¨ber die Arbeit
In Kapitel 2 wird ein U¨berblick u¨ber die Reichhaltigkeit von Strukturbil-
dungsprozessen in der Natur gegeben. Dabei werden sowohl Beispiele fu¨r rein
zeitliche Dynamiken, d.h. Oszillationen, als auch fu¨r raumzeitliche Strukturen
vorgestellt. Da in dieser Arbeit vor allem die Wellendynamik in Neutrophilen
modelliert werden soll, wird der Fokus auf sie und vor allem deren Charakte-
ristiken gelegt, damit die speziellen Eigenschaften der Wellenausbreitung in
Neutrophilen besser verstanden werden ko¨nnen.
Da in dieser Arbeit mathematische Modellierung von strukturbildendem Ver-
halten, die durch die Nichtlinearita¨t der darin beteiligten Prozesse entsteht,
vorgestellt wird, wird im dritten Kapitel eine kurze Einfu¨hrung in die zu-
grundeliegende Theorie der nichtlinearen Dynamik gegeben. Dadurch soll es
dem Leser mo¨glich sein, das Auftreten von Strukturbildung als Lo¨sungen von
mathematischen Modell-Gleichungen zu verstehen.
Die in der mathematische Modellierung auftretenden Gleichungen werden
aufgrund der Tatsache, dass sie schlecht theoretisch zu behandeln sind, mit
Hilfe von numerischen Methoden gelo¨st. Dazu wird in Kapitel 4 der notwendi-
ge Hintergrund zur numerischen Behandlung der auftretenden gewo¨hnlichen
und partiellen Differentialgleichungen gegeben, die in dieser Arbeit Anwen-
dung gefunden haben. Daru¨berhinaus wird eine kurze Abhandlung zur nume-
rischen Behandlung von Optimalsteuerungsproblemen gegeben, die ebenfalls
in dieser Arbeit eingesetzt wurden.
In Kapitel 5 wird zu Beginn eine kurze Einfu¨hrung in die Immunabwehr
durch Neutrophile gegeben, wobei auf deren prinzipiellen Funktionsweisen
eingegangen werden soll. Anschließend werden die experimentellen Beobach-
tungen zur Strukturbildung in Neutrophilen diskutiert.
In Kapitel 6 werden zu Beginn die kinetischen Grundlagen chemischer Reak-
tionen diskutiert und eine Einfu¨hrung in die Massenwirkungs- und Enzymki-
netik gegeben. Anschließend ist im Detail das entwickelte kinetische Modell
der Glykolyse und der Calcium-Signaltransduktion in Neutrophilen darge-
stellt.
Die numerischen Ergebnisse zur Strukturbildung in Neutrophilen sind in Ka-
pitel 7 gegeben. Daru¨berhinaus werden hier die Ergebnisse diskutiert und
mit experimentellen Daten und Messreihen belegt.
Anschließend ist im Kapitel 8 eine Zusammenfassung der Arbeit dargestellt
und es wird ein kurzer Ausblick auf weitere mo¨glicherweise zu untersuchende
Aspekte gegeben.
Kapitel 2
Selbstorganisation in der Natur
In diesem Kapitel wird ein allgemeiner U¨berblick u¨ber die reichhaltig vor-
kommenden Strukturbildungspha¨nomene in der Natur und vor allem in der
Chemie und Biologie gegeben. Hier ko¨nnen natu¨rlich nicht alle in der Lite-
ratur vorhandenen Beispiele von Strukturbildungsprozessen dargestellt wer-
den und somit soll mit Hilfe ausgewa¨hlter Beispiele verdeutlicht werden, dass
Strukturbildung ein fundamentales Prinzip in der Natur ist, obwohl bis heute
u¨berwiegend nur die Pha¨nomenologie untersucht wird und vor allem Funk-
tionen weitestgehend unbekannt sind. Anschließend werden experimentelle
Beobachtungen von
”
exotischem“ Verhalten vorgestellt, die auch in dieser
Arbeit untersucht werden, um zu verdeutlichen, warum die hier untersuch-
ten Pha¨nomene eine besondere Beachtung erhalten. Abschließend wird ein
kurzer U¨berblick u¨ber die zeitliche Entwicklung von mathematischer Model-
lierung von Strukturbildungsprozessen gegeben.
2.1 Strukturbildung in der Chemie und Bio-
logie
2.1.1 Ra¨umlich homogene Strukturbildung
Unter ra¨umlich homogener Strukturbildung versteht man das Auftreten von
Strukturen, die nur in einer zeitlichen Entwicklung beobachtet werden. Diese
Strukturen sind weitestgehend als periodische Prozesse bekannt. Sie treten
in fast allen Bereichen der Biologie und Chemie auf und haben Perioden von
Bruchteilen von Sekunden bis hin zu Jahren [47]. Sehr bekannte Rhythmen
beim Menschen sind zum Beispiel das Schlagen des Herzens oder der Wach-
Schlaf Rhythmus, dem unser ganzer Tagesablauf unterliegt. Das oszillierende
Verhalten ist aber ha¨ufig kein einfaches periodisches Verhalten, sondern zeigt
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komplexe Strukturen wie z.B. das Bursting, bei dem Phasen von hochfrequen-
ten Spikes auftreten, der wiederum eine Phase mit keinerlei Dynamik folgt
oder Strukturbildung, die keinerlei periodischer Natur unterliegt und somit
chaotisches Verhalten zeigt [47].
Obwohl periodische Prozesse schon sehr lange bekannt sind, blieb der ih-
nen unterliegende Mechanismus oft unklar. Einer der bekanntesten und am
besten untersuchten Prozesse ist hier wahrscheinlich der 24-Stunden Rhyth-
mus, der vor allem bei der Fruchtfliege Drosophila Teil intensiver Forschung
ist. Hier sind neben experimentellen Arbeiten vor allem auch theoretische
Ergebnisse zu topologischen prinzipiell notwendige Strukturen des Phasen-
raums einschließlich Singularita¨ten [175], aber auch mathematische Modell-
bildung [48] und sogar mathematische Optimierung [147] zu nennen. Es ist
wahrscheinlich, dass diese 24-Stunden Rhythmen durch eine Vielzahl von
Mechanismen produziert werden, aber eine komplexe Regulation der Protein
und mRNS Synthese scheint ein einheitlicher Schlu¨sselmechanismus zu sein
(siehe Abbildung 2.1 (links) fu¨r ein Beispiel der periodischen RNS-Synthese
der Schlu¨sselenzyme per+ und pers) [51].
Abbildung 2.1: Links: Beispiel der periodischen Synthese von Protein-RNS in
der Fruchtfliege Drosophila. Rechts: Experimentelle Beispiele fu¨r sinusfo¨rmige Os-
zillationen in der Glykolyse mit unterschiedlichen Perioden in Abha¨ngigkeit von
den Anfangsbedingungen. Die Abbildungen sind aus [51] und [112] entnommen.
Das wahrscheinlich am besten in vitro untersuchte biochemische System, das
periodisches Verhalten zeigt, ist der Energiestoffwechsel in Hefezellen, die
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sogenannte Glykolyse. Die in diesem chemischen Reaktionsweg ha¨ufig auftre-
tenden Oszillationen der beteiligten Spezies resultieren aus der nichtlinearen
Regulation der Enzymaktivita¨t der an der Glykolyse beteiligten Enzyme.
Es wurde publiziert, dass in ein und demselben biochemischen System eine
Vielzahl von periodischen Strukturen abha¨ngig von den Anfangsbedingung-
en entstehen ko¨nnen. So werden zum Beispiel Oszillationen beobachtet, die
je nach Bedingungen unterschiedliche Perioden zeigen (siehe Abbildung 2.1
(rechts)), aber es ko¨nnen auch komplexe oder chaotische Oszillationen (siehe
Abbildung 2.2) entstehen.
Abbildung 2.2: Experimentelle Beispiele von komplexen Oszillationen, die durch
die Enzymregulation in der Glykolyse entstehen. Die Abbildungen sind aus [112]
entnommen.
Als das klassische und historische Beispiel fu¨r Oszillatoren in chemischen
Systemen sei hier die Belousov-Zhabotinsky-Reaktion (BZR) genannt [110].
Es handelt sich dabei um eine Klasse von Reaktionen, bei denen eine Di-
carbonsa¨ure durch Bromat in saurer Lo¨sung oxidiert wird, wobei als Kata-
lysator ein Redoxsystem anwesend ist, dessen oxidierte und reduzierte Form
sich nur um eine Oxidationsstufe unterscheiden. Solche Systeme sind z. B.
Ce(III)/Ce(IV) oder Mn(II)/Mn(III). Benannt wurde diese Reaktionsklas-
se nach den beiden sowjetischen Wissenschaftlern Boris Belousov, welcher
die erste dieser Reaktionen entdeckte, und Anatol Zhabotinsky, der ihre Be-
deutung erkannte und weiter untersuchte [179]. Die an diesem Reaktionsweg
beteiligten Substanzen zeigen ebenfalls dynamisches Verhalten, das abha¨ngig
von den jeweiligen Bedingungen unterschiedliche Charakteristiken wie Peri-
oden und Form der Oszillationen hervorbringt (siehe Abbildung 2.3 (links)).
Ein weiteres biologisches Beispiel, welches auch in den in dieser Arbeit be-
trachteten Immunzellen auftritt, sind Strukturbildungsprozesse im Calcium-
Signaltransduktionssystem. Dieser Signalpfad ist einer der wichtigsten be-
kannten Signaltransduktionswege in Zellen, da eine große Anzahl an zel-
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Abbildung 2.3: Links: Beispiel des periodischen Verhaltens in der Belousov-
Zhabotinsky-Reaktion. Rechts: Beispiel fu¨r einige typische Calcium-Oszillationen
in Leberzellen der Ratte (a), Zellen aus Speicheldru¨senzellen der Ratte (b) gona-
dotrope Zellen der Ratte (c) und Hamster Eizellen (d). Die Abbildungen sind aus
[139] und [18] entnommen.
lula¨ren Funktionen durch die Calcium-Konzentration reguliert werden.
Viele Zelltypen zeigen sehr komplexe intrazellula¨re Calcium-Oszillationen,
die durch einen komplex regulierten Einfluss in die Zelle aus intrazellula¨ren
Speichern oder aus dem extrazellula¨rem Medium und einem regulierten Aus-
pumpen in die Speicher oder in das extrazellula¨re Medium entstehen, nach-
dem dieser Mechanismus durch einen extrazellula¨ren Stimulus, wie z.B. ein
Hormon, aktiviert wurde. Die Oszillationen sind in fast allen Zellen nicht si-
nusfo¨rmig, sondern treten in Form von
”
Spikes“ auf, die durch einen schnellen
Anstieg der Calcium-Konzentration und einem anschließenden ebenfalls sehr
schnellen Abfall charakterisiert sind (siehe Abbildung 2.3 (rechts) fu¨r aus-
gewa¨hlte Beispiele von Calcium-Oszillationen).
Wie man an diesen Beispielen sehen kann, sind periodische Prozesse sowohl
im intrazellula¨ren, physiologischen als auch im chemischen Bereich in der Na-
tur weit verbreitet. Neben diesen rein zeitlichen Strukturbildungsprozessen
werden daru¨berhinaus aber auch raumzeitliche Strukturbildungen beobach-
tet. Ein kurzer U¨berblick u¨ber diese Strukturen wird im na¨chsten Kapitel
gegeben.
2.1.2 Ra¨umlich inhomogene Strukturbildung
In der Natur sind ra¨umliche Strukturen ein weit verbreitetes Pha¨nomen und
werden in verschiedene Typen eingeteilt. Strukturen, die periodisch im Raum
KAPITEL 2. SELBSTORGANISATION IN DER NATUR 9
aber stationa¨r in der Zeit sind, sind die wahrscheinlich ha¨ufigsten Struktu-
ren in zwei oder drei ra¨umlichen Dimensionen. Eine weitere Klasse stellen
Prozesse dar, die sich homogen im Raum und periodisch in der Zeit ent-
wickeln und in Form von Oszillationen auftreten, wie im vorigen Kapitel
kurz vorgestellt wurde. Die in dieser Arbeit untersuchten in menschlichen
Immunzellen auftretenden Strukturen geho¨ren zur Klasse der periodischen
Strukturen in Raum und Zeit. Die einfachste Struktur, die man sich hier
vorstellen kann, sind propagierende Wellen. Da in dieser Arbeit u¨berwie-
gend Pha¨nomene des dritten Typs untersucht werden, wird hier nur kurz auf
Strukturen, die periodisch im Raum und stationa¨r in der Zeit sind, einge-
gangen und am wohl interessantesten Beispiel, der Morphogenese, d.h. der
Gestaltbildung in der Natur, diskutiert. Anschließend werden Prozesse vor-
gestellt, die propagierende Wellen produzieren und an Hand dieser Beispiele
Charakteristiken diskutiert, die normalerweise fu¨r diese Strukturen gelten,
aber auch Beispiele vorgestellt, die diese nicht zeigen.
Morphogenese
Morphogenese beschreibt vor allem die Entwicklung von Strukturen wa¨hrend
des Wachstums eines Organismus. Hier ist die Hauptfrage, wie ra¨umliche
Differenzierung entstehen kann, obwohl zu Beginn der Entwicklung ein sym-
metrisches System vorhanden ist. In einer mathematischen Form bescha¨ftigt
sich die Morphogenese unter anderem mit Symmetriebrechung: Wie entschei-
det die Natur bei einem symmetrischen System was der Kopf und was der
Schwanz des Organismus wird? Neben diesen grundlegenden Fragen der Ent-
wicklung von organisierten zellula¨ren Strukturen und der damit verbundenen
Frage der Entstehung von Leben, umgibt uns daru¨berhinaus eine Vielzahl von
Strukturen, die keinerlei unmittelbar erkennbare Funktion zu haben schei-
nen. So entwickeln eine Vielzahl von Lebewesen Strukturen in ihrem Aus-
sehen, wie z.B. Zebras, Leoparden oder Weichtiere (siehe Abbildung 2.4).
Um das Auftreten von dieser Art von Strukturbildung in sich entwickelnden
Organismen erkla¨ren zu ko¨nnen, wurde das Vorhandensein von chemischen
Substanzen, den sogenannten Morphogenen, postuliert. Die lokale Konzen-
tration dieser Morphogene bestimmt dann die zellula¨re Entwicklung. Dieser
Basismechanismus wurde im Jahre 1952 von Alan Turing [163] vorgeschla-
gen, der unter der Annahme eines Reaktions-Diffusions-Systems die Entwick-
lung von ra¨umlicher Struktur erkla¨ren konnte. Da die chemische Identifizie-
rung der Morphogene damals nicht mo¨glich war, waren diese Untersuchungen
pha¨nomenologisch und beinhalten nur qualitative Information des zellula¨ren
Prozesses, wobei heutzutage ha¨ufig molekulare Information zur Entwicklung
vorhanden sind. Nach Turing wurden a¨hnliche Ansa¨tze ebenfalls reichhaltig
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Abbildung 2.4: Beispiele fu¨r ra¨umlich periodische Strukturen, die im Erschei-
nungsbild von Lebewesen auftreten. Strukturen bei Zebras (links), Leoparden (Mit-
te) und Weichtieren (rechts). Die Abbildungen sind aus [28] entnommen.
theoretisch untersucht und wurden ein fester Teil der Entwicklungsbiologie
(siehe [46, 100, 107, 108] fu¨r ausfu¨hrliche Reviews).
Neben den Strukturen der Morphogenese treten daru¨berhinaus auch in an-
deren physikalischen oder chemischen Prozessen Strukturen auf, die zum Teil
besser verstanden sind. Als klassische Beispiele seien hierbei Strukturen wie
Eis, Luftblasen oder selbstorganisierende Sandstreifen (siehe Abbildung 2.5)
genannt, die durch Transport des Sandes vom Wind entstehen. Fu¨r eine an-
schauliche Einfu¨hrung in das Auftreten von Strukturen in unserer Welt sei
auf [13] verwiesen.
Abbildung 2.5: Streifen im Sand der Sahara sind selbstorganisierende Strukturen,
die durch den Transport des Sandes durch Windsto¨ße entstehen.
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Wellen in der Chemie und Biologie
Die systematische Untersuchung von chemischen Prozessen, die periodisches
Verhalten in Raum und Zeit zeigen, geht unter anderem auf Arbeiten zur
Belousov-Zhabotinsky Reaktion zuru¨ck und steigerte sich bis zur heutigen
Zeit sehr stark, da durch fortgeschrittenere Messmethoden immer mehr Wel-
lenpha¨nomene in verschiedenen Varianten beobachtet werden konnten. In
der von Belousov und Zhabotinsky entdeckten Oxidationsreaktion von Ma-
lonsa¨ure mit speziellen Katalysatoren, der sogenannten Belousov-Zhabotin-
sky-Reaktion (BZR), wurde gezeigt, dass es mo¨glich ist, lokale Sto¨rungen
zu initiieren, die dann mit konstanter Geschwindigkeit und konstanter Ge-
stalt in Form eines zirkula¨ren Pulses durch ein ungeru¨hrtes Reaktionsme-
dium propagieren. Interessanterweise existieren im selben System aber auch
Zusta¨nde, bei dem diese Pulse periodisch von einem Zentrum aus (engl. ha¨ufig
als pacemaker bezeichnet) ausgelo¨st werden. Die dann auftretenden Pulse ha-
ben ha¨ufig unterschiedliche Frequenzen, propagieren aber mit fast konstanter
Geschwindigkeit durch das Medium (siehe Abbildung 2.6 fu¨r ein Beispiel der
Wellenausbreitung in der BZR).
Abbildung 2.6: Zeitreihe der Wellenausbreitung in einer oszillierenden Belousov-
Zhabotinsky-Reaktion. Die Abbildung ist aus [139] entnommen.
Anhand dieses Beispiels ko¨nnen schon die wichtigsten Eigenschaften eines
Wellen generierenden Systems, das Reaktions-Diffusions basiert ist, beobach-
tet werden. Aus den schon erwa¨hnten Eigenschaften der Wellenausbreitung
mit einer konstanten Geschwindigkeit sieht man hier, dass eine punktuell
ausgelo¨ste Welle in alle Richtungen, die durch das unterliegende Medium er-
laubt werden, mit konstanter Geschwindigkeit gleichma¨ßig propagiert. Dieses
Verhalten resultiert in dem Ausbreiten einer spha¨rischen Welle. Eine weitere
Eigenschaft vieler Reaktions-Diffusions-Systeme ist die Tatsache, dass sich
kollidierende Wellen gegenseitig auslo¨schen. Ebenfalls werden Wellen ha¨ufig
ausgelo¨scht, wenn sie den Rand des Reaktionsgefa¨ßes erreichen.
Ein weiteres klassisches Beispiel aus der Chemie ist die durch Platin kataly-
sierte Oxidation von Kohlenstoffmonoxid, bei der ebenfalls auf der Oberfla¨che
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des Katalysators im Ultrahochvakuum Strukturbildung und Wellenausbrei-
tung auftritt. Hier treten durch die nichtlineare Dynamik des Reaktionswegs
eine Reihe von dynamischen Pha¨nomenen wie z.B. Pulse, periodische Wellen
und Spiralwellen auf, die durch Photoemmissions-Elektronen-Mikroskopie im
Ultrahochvakuum sichtbar gemacht werden ko¨nnen (siehe Abbildung 2.7).
Abbildung 2.7: Zeitreihe der Sauerstoff-Wellenausbreitung wa¨hrend der Oxida-
tion von CO auf Pt, die durch Photoemmissions-Elektronen-Mikroskopie sichtbar
gemacht werden. Die Abbildung ist aus [61] entnommen.
Hier ko¨nnen ebenfalls wie bei der BZ-Reaktion ha¨ufig die charakteristischen
Eigenschaften wie gleichma¨ßige Ausbreitung in alle Richtungen mit einer
konstanten Geschwindigkeit und Auslo¨schung bei Kollision beobachtet wer-
den.
Als eines der am besten untersuchten Systeme in der Biologie gilt das struk-
turbildende Verhalten von beweglichen Escherichia coli Bakterien. Die Struk-
turbildung basiert auf der Chemotaxis der E.coli Bakterien. Chemotaxis be-
zeichnet das Verhalten, dass die E.coli Bakterien chemotaktisch aktive Sub-
stanzen sekretieren, wenn sie Nahrung finden und daraufhin andere E.coli
Bakterien auf den entstehenden Gradienten dieser Substanzen reagieren und
Strukturen von unterschiedlicher Zelldichte bilden. Interessanterweise ha¨ngt
die Geometrie der Strukturen von den Anfangsbedingungen ab, wie z.B. der
Konzentration des Wachstumssubstrats (siehe Abbildung 2.8, links).
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Abbildung 2.8: Links: Strukturen, die aus chemotaktisch migrierenden E.coli
Bakterien entstehen. Rechts: Wellenausbreitung basierend auf dem chemotakti-
schen Verhalten von E.coli Bakterien. Nach der Zugabe einer Nahrungsquelle ent-
steht eine spha¨rischen Welle aus Zelldichte, die aufgrund Instabilita¨t zu Zelldich-
tepunkte zerfallen. Die Abbildungen sind aus [23] entnommen.
Dass sich diese Strukturen durchWellenausbreitung mit konstanter Geschwin-
digkeit entwickeln, sieht man bei sta¨rkerer Vergro¨ßerung (siehe Abbildung
2.8, rechts). Nach Zugabe von Bakteriennahrung in einem Punkt in der Mit-
te des Reaktionsgefa¨ßes, bilden sich Zelldichtepunkte und nachdem daraufhin
die chemotaktisch aktiven Substanzen produziert wurden und die umliegen-
den Zellen reagiert haben, bildet sich eine spha¨rische Welle aus Zelldichte,
die nach außen mit konstanter Geschwindigkeit propagiert und, wie bei al-
len anderen Systemen gesehen, nach Erreichen des Randes ausgelo¨scht wird.
Da die Chemotaxisringe instabil sind, zerfallen sie in Zelldichtepunkte einer
bestimmten Regularita¨t. Abschließend entsteht die in Abbildung 2.8 (links)
dargestellte stabile Struktur aus Zelldichte.
Ein weiteres biochemisches Beispiel, das Wellenausbreitung zeigt, ist der Re-
aktionsweg der Glykolyse in Hefezellen. Neben den rein zeitlichen Oszilla-
tionen (siehe Abbildungen 2.1 (rechts) und 2.2) zeigt dieser Reaktionsweg
aufgrund der komplexen Regulation der beteiligten Enzyme und Heteroge-
nita¨ten im Na¨hrmedium auch Wellenausbreitung mit den charakteristischen
Eigenschaften einer spha¨rischen Welle, die sich in alle ra¨umlichen Richtungen
gleichma¨ßig mit konstanter Geschwindigkeit ausbreitet. Auch kann man das
typische Verhalten beobachten, dass zwei kollidierende Wellen sich auslo¨schen
(siehe Abbildung 2.9).
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Abbildung 2.9: Links: Ausbreitung von spha¨rischen Wellen einer autofluores-
zierenden Spezies basierend auf der Glykolyse in Hefezellen. Es kann beobachtet
werden, dass sich zwei Wellen nach Kollision auslo¨schen. Das Zeitintervall zwi-
schen den Aufnahmen betra¨gt 384 s. Rechts: Mittelt den zeitlichen Verlauf in einem
ra¨umlichen Gebiet erha¨lt man zeitliche Oszillationen, denen aber die raumzeitli-
che Wellendynamik zugrunde liegt. Die Initiierung der Wellen sind durch Pfeile
gekennzeichnet. Die Abbildung ist aus [96] entnommen.
Interessanterweise zeigen diese Systeme nach Mittelung u¨ber das ganze Ge-
biet oszillierendes Verhalten, das aus der unterliegenden Wellenausbreitung
resultiert, da nach Initiierung einer Welle die gemittelte Konzentration an-
steigt und nach Auslo¨schung wieder absinkt.
In dieser Arbeit wird Wellenverhalten in menschlichen Immunzellen unter-
sucht, das gema¨ß der publizierten experimentellen Daten von H. Petty et al.
mehrere interessante Eigenschaften hat, die nicht typisch fu¨r strukturbilden-
de Pha¨nomene sind. Obwohl angenommen wird, dass die Wellenausbreitung
in Neutrophilen ebenfalls aus der nichtlinearen Regulation der Glykolyse ent-
stammt, propagieren die Wellen nicht in alle Richtungen gleichma¨ßig sondern
werden immer an einer bestimmten Stelle ausgelo¨st. Daru¨berhinaus werden
zwei kollidierende Wellen nicht ausgelo¨scht, wie in allen bisherigen Beispielen
beobachtet, sondern sie kreuzen sich ohne sich gegenseitig zu beeinflussen.
Da diese Eigenschaften untypisch fu¨r diese Systeme sind, entsteht neben der
biologischen Relevanz auch ein rein theoretisches Interesse diese Pha¨nomene
mit Hilfe von mathematischer Modellierung zu verstehen.
Exotisches Verhalten
Im vorigen Kapitel wurde vorgestellt, dass Strukturbildungsprozesse basie-
rend auf der Annahme eines Reaktions-Diffusions-Systems ein weitverbrei-
teter Mechanismus sind, bei dem bestimmte Charakteristika auftreten. In
dieser Arbeit wird prima¨r auf Strukturen eingegangen, die sowohl periodisch
in der Zeit als auch im Raum sind, d.h. intrazellula¨re Wellenausbreitung,
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und es wird Verhalten untersucht, das als
”
exotisch“ fu¨r derartige Systeme
gilt. Typisches Verhalten fu¨r diese Systeme, das im vorigen Kapitel an aus-
gewa¨hlten Beispielen verdeutlicht wurde, sind eine gleichma¨ßige Ausbreitung
der Welle mit konstanter Geschwindigkeit in alle Richtungen und das Auf-
treten von Auslo¨schung nach Kollision von zwei Wellen oder nach Erreichen
eines Randes des Systems. In bestimmten chemischen Systemen wird aber
experimentell exotisches Verhalten wie Wellenreflektion am Rand und Nicht-
auslo¨schung bei Kollision beobachtet. Dieses spezielle Verhalten wird auch in
dem in dieser Arbeit untersuchten System beobachtet und hier soll nun an
weiteren Beispielen kurz dargestellt werden in welchen Fa¨llen dieses Verhal-
ten auftreten kann.
Die Oxidationsreaktion von CO auf Platin (siehe Abbildung 2.7) zeigt fu¨r
bestimmte Bedingungen oszillierendes und strukturbildendes Verhalten, das
durch die Photoemmisions-Elektronen-Mikroskopie sichtbar gemacht werden
kann [137]. In einem kleinen Bereich von Anfangsbedingungen zeigt das Sys-
tem einzelne Pulse, die mit einer konstanten Geschwindigkeit auf der Ober-
fla¨che propagieren und nach Kollision von zwei Wellen sich nicht auslo¨schen
sondern reflektiert werden (siehe Abbildung 2.10, links). Warum zu diesen
Parametern diese Wellen mit der Charakteristik der Nichtauslo¨schung auf-
treten, ist Teil aktueller Forschung und nicht verstanden. In [15] berichten
die Autoren, dass im selben System auch spontane Wellenaufspaltung (siehe
Abbildung 2.10, rechts) auftritt und entwickeln mit Hilfe von mathemati-
scher Modellierung die Hypothese, dass das Verhalten der Nichtauslo¨schung
auf lokale Strukturunterschiede der beteiligten Katalysatoroberfla¨che zuru¨ck-
zufu¨hren ist. Wenn diese Annahmen stimmen, tritt das exotische Verhalten
in der CO-Oxidation nur deshalb auf, weil lokale Inhomogenita¨ten vorhanden
sind.
Abbildung 2.10: Beispiele fu¨r das Auftreten von Nichtauslo¨schung (links) und
Wellenaufspaltung (rechts) in der CO Oxidation auf Platin. Die Abbildungen sind
aus [137] und [15] entnommen.
Neben dem Auftreten der Wellenaufspaltung und Nichtauslo¨schung in der CO
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Oxidation auf Platin, die potentiell durch Inhomogenita¨ten auf der Ober-
fla¨che des Katalysators verursacht sind, wurde dieses exotische Verhalten
auch in der lichtsensitiven Belousov-Zhabotinsky-Reaktion (BZR) beobach-
tet. In dieser Reaktion treten normale Reaktions-Diffusions-Wellen auf (siehe
Abbildung 2.6). Wird aber ein zeitlich begrenzter Lichtpuls auf das Reakti-
onssystem gegeben, so tritt in dieser Reaktion ebenfalls Wellenaufspaltung
auf (siehe Abbildung 2.11, links). Wird eine Inhomogenita¨t durch Umpolung
eines angelegten elektrischen Feldes induziert, so berichten die Autoren von
[146], dass in der BZR Wellenreflektion beziehungsweise eine Umkehr der
Richtung der Wellenausbreitung auftritt (siehe Abbildung 2.11, rechts). Ne-
ben diesem exotischen Wellenverhalten, das durch lokale Inhomogenita¨ten
oder einen zeitlich variierenden Kontrollparameter entsteht, tritt Wellenauf-
spaltung in der BZR ebenfalls in zweidimensionalen Aufnahmen eines dreidi-
mensionalen Systems (gesehen von oben) auf, wobei hier die Wellenaufspal-
tung durch Inhomogenita¨ten in einer der ra¨umlichen Dimensionen verursacht
wird und die Wellen in unterschiedlichen ra¨umlichen Ebenen propagieren.
[4, 49, 92].
Abbildung 2.11: Beispiele fu¨r das Auftreten von Wellenaufspaltung (links) und
Reflektion (rechts) in der Belousov-Zhabotinsky-Reaktion, die durch einen Licht-
puls (links) und durch die Umpolung eines angelegten elektrischen Feldes (rechts,
gekennzeichnet durch einen Pfeil) verursacht wird. Die Abbildungen sind aus [106]
und [146] entnommen.
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2.2 Entwicklung der mathematischen Model-
lierung von Strukturbildungsprozessen
Die Beschreibung von Strukturbildungsprozessen durch mathematische Glei-
chungen hat mit der rasanten Entwicklung der Leistungsfa¨higkeit von Com-
putern eine zunehmende Relevanz bei der Untersuchung von chemischen und
biochemischen Prozessen gewonnen [14]. Die Grundidee dieses Ansatzes ist
das experimentell beobachtete dynamische Verhalten durch mathematische
Gleichungen zu beschreiben und durch diesen Entwicklungsprozess grundle-
gendes Versta¨ndnis der unterliegenden Mechanismen zu erhalten und Hypo-
thesen zu entwickeln, wie z.B. exotisches Wellenverhalten zustande kommen
kann.
Das erste mathematische Modell zur Beschreibung von Strukturbildungspro-
zessen ist die Arbeit von Wiener und Rosenblueth [172] im Jahr 1946 zur
elektrischen Aktivita¨t im Herzmuskel. Das Feld der Reaktions-Diffusions-
gleichungen wurde vor allem durch die Publikation des britischen Mathe-
matikers Alan Mathison Turing
”
Chemical Basis of Morphogenesis“ [163] in
1952 gepra¨gt. In dieser Arbeit zeigte Turing, dass durch das Zusammenspiel
von nichtlinearen Reaktionen und Transport durch Diffusion stabile ra¨umlich
inhomogene Strukturbildung in Spezieskonzentration entstehen kann. Die
Strukturen werden seitdem
”
Turing-Patterns“ genannt. Turing-Strukturen
wurden z.B. in der Chlorid-Iodid-Malonsa¨ure Reaktion (CIMR) im Jahr 1990
entdeckt [26].
Ein weiteres klassisches Beispiel von Strukturbildungsprozessen in sogenann-
ten
”
erregbaren“ Medien, die auch in dieser Arbeit untersucht werden, geht
auf die Arbeiten von A.L. Hodgkin und A.F. Huxley in 1952 zuru¨ck. Sie un-
tersuchten die physikalisch-chemischen Grundlagen von Ionenstro¨men in der
Membran von Axonen in Tintenfischen und entwickelten dazu ein mathema-
tisches Modell aus 6 gewo¨hnlichen Differentialgleichungen [55]. Das Hodgkin-
Huxley Modell beschreibt die Dynamik des Aktionspotentials in Neuronen.
Die Gleichungen beschreiben die Dynamik des Membranpotential V als eine
Funktion der Ionenstro¨me von Natrium und Kalium. Es lautet
cm
dV
dt
= −gKn
4(V − Vk)− gNam
3h(V − VNa)− gL(V − VL) + Iapp
dm
dt
= αm(1−m)− βmm
dn
dt
= αn(1− n)− βnn
dh
dt
= αh(1− h)− βhh, (2.1)
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wobei m, h und n die Taktungsvariablen der Natrium- und der Kaliumkana¨le
mit kinetischen Parametern αi und βi beschreibt.
Das Konzept der Beschreibung eines erregbaren Systems hat danach viele
Anwendungen bei der Beschreibung von Strukturbildungsprozessen in der
Biologie und Chemie gefunden [57]. Seit den Hodgkin-Huxley Gleichungen
und ihrer Varianten [68] wurden diese gekoppelten nichtlinearen gewo¨hnli-
chen Differentialgleichungen ausgiebig analytisch und numerisch untersucht.
Eine stark vereinfachte Variante wurde von R. FitzHugh und J. Nagumo in
den sechziger Jahren entwickelt, die diese vereinfachten Modellgleichungen
analytisch untersuchen konnten [41]. Die Gleichungen lauten
du
dt
= −
u3
3
+ u− v = f(u, v)
dv
dt
= ǫ(u− γv + β) = ǫg(u, v). (2.2)
Der Aktivator u wird dabei aus dem Membranpotential V der Hodgkin-
Huxley Gleichungen abgeleitet, wobei der Inhibitor v eine Beschreibung der
langsamen Variablen n (siehe oben) ist [41]. Diese Bezeichnungen gehen auf
Gierer und Meinhardt [46] zuru¨ck, die ein Konzept entwickelt haben, welche
qualitativen Eigenschaften ein System inne haben muss, um Strukturbildung
zu zeigen. Sie formulierten einen Aktivator, der nach einer Sto¨rung autoka-
talytisch produziert wird und einen Inhibitor, der die Aktivierung inhibiert
und somit das System wieder in den urspru¨nglichen Zustand bringt. Dadurch
la¨sst sich z.B. das Auftreten von Oszillationen beschreiben.
Will man mit gekoppelten nichtlinearen Gleichungen auch ra¨umliche Aspekte
untersuchen, so werden sie ha¨ufig durch Transport mittels Diffusion erwei-
tert, der zu gekoppelten nichtlinearen partiellen Differentialgleichungen
∂u
∂t
= f(u, v) + ∆u
∂v
∂t
= g(u, v) + ∆v (2.3)
fu¨hrt mit dem Laplace-Operator ∆. Mit Hilfe dieser Gleichungen ko¨nnen
dann Strukturbildung wie zum Beispiel Wellenfronten, einzelne Puls-Wellen
und periodisch auftretende Wellen beschrieben werden.
Der Zusammenhang der Dynamik gekoppelter gewo¨hnlicher Differentialglei-
chungen, die ein ra¨umlich homogenes Verhalten beschreiben, und der Effekt
der Hinzunahme der ra¨umlichen Kopplung ist in Abbildung 2.12 dargestellt.
Zeigt das System keinerlei Dynamik im Phasenraum, der durch die beiden
Variablen u und v aufgespannt wird (Abbildung 2.12, oben), so erha¨lt man
auch mit ra¨umlicher Kopplung ebenfalls keinen Effekt. Zeigt das System aber
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Abbildung 2.12: Beispiele fu¨r die Phasenraum-Dynamik der gewo¨hnlichen Dif-
ferentialgleichungen und der darauf aufbauenden Erweiterung auf partielle Diffe-
rentialgleichungen. Die Abbildung ist aus [14] entnommen.
periodisches Verhalten wie im zweiten Beispiel, so ko¨nnen periodische Wel-
lenlo¨sungen auftreten. Im dritten Beispiel ist der Fall dargestellt, dass die
Dynamik nur eine schnelle Aktivierung und eine schnelle Inhibierung zeigt,
die sich dann in einem einzelnen Puls im Reaktions-Diffusions-System zeigt.
Entwickelt sich aber die Dynamik von einem stabilen Punkt zu einem an-
deren stabilen Punkt wie im letzten Beispiel, so erha¨lt man mit ra¨umlicher
Kopplung ha¨ufig eine Wellenfront.
Mit Hilfe der Untersuchungen von Strukturbildungsprozessen durch mathe-
matische Modelle durch Hodgkin und Huxley und der anschließenden Ent-
wicklung der mathematischen Theorie wurde ein neues Wissenschaftsfeld auf-
gestoßen. Der Ansatz einer mathematischen Modellierung zur Beschreibung
der vorliegenden Strukturbildungsprozesse hat sich mit der Zeit zu einem
wichtigen Hilfsmittel in der Chemie und Biologie entwickelt. Eine Vielzahl
von mathematischen Modellen wurde publiziert und hat somit dazu beige-
tragen, dass (bio)chemische Mechanismen verstanden werden konnten.
In den 60er Jahren des letzten Jahrhunderts begann das Interesse an dissi-
pativen Strukturen in chemischen Systemen immer sta¨rker zu wachsen. Im
Jahr 1968 entwickelten Prigogine und Lefever [128] eine thermodynamische
Theorie von chemischen Instabilita¨ten und schlugen dabei einen allgemeinen,
vereinfachten Reaktionsmechanismus vor, durch den viele Strukturen mathe-
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matisch beschrieben werden ko¨nnen. Der Mechanismus ist gegeben durch
A → X
B +X → Y +D
2X + Y → 3X
X → E, (2.4)
wobei die Konzentrationen von A und B als Kontrollparameter betrachtet
werden und an konstanten Werten a und b fixiert werden. Das korrespon-
dierende Reaktions-Diffusions Modell ist weitgehend als Brusselator bekannt
und ist gegeben durch
∂u
∂t
= a− (b+ 1)u+ u2v +Du∆u
∂v
∂t
= bu− u2v +Dv∆v, (2.5)
wobei u und v die Konzentrationen beschreiben. Dieses System gilt als Pro-
totyp fu¨r das Auftreten von dissipativen Strukturen [109, 110] und wurde auf
viele Prozesse sowohl bei homogen und heterogen katalysierten Reaktionen
[67] als auch auf biochemische und biologische Systeme angewandt [47].
Ein weiteres klassisches Beispiel von dissipativen Strukturen in der Chemie,
das theoretische untersucht wurde, ist die Belousov-Zhabotinsky Reaktion
(BZR). Die BZ Reaktion ist die Oxidation der Malonsa¨ure und schließt mehr
als 100 chemische Spezies ein. Trotzdem entwickelten Field et al. [40] ein Mo-
dell, dass die essentielle Dynamik durch einen Kernmechanismus beschreibt
und das als Oregonator-Modell bekannt wurde.
Auch die Oxidation von CO auf Pt(110) [37] wurde intensiv mit Hilfe von
Reaktions-Diffusions-Gleichungen untersucht und stellt eines der wichtigsten
chemischen strukturbildenden Systeme dar (siehe [61] fu¨r einen Review). Ei-
ner der Entdecker dieses Systems, Gerhard Ertl, wurde deshalb unter ande-
rem fu¨r seine experimentellen aber auch seine theoretischen Untersuchungen
zu diesem System im Jahr 2007 mit dem Nobelpreis fu¨r Chemie ausgezeich-
net.
Ein weiteres relevantes Feld, in dem Reaktions-Diffusions-Systeme eine wich-
tige Rolle spielen, sind Wellen und Strukturen, die aus der Nichtlinearita¨t
der Reaktionswege in der Biologie entstehen. Als eine Pionierarbeit gelten
die Arbeiten zu der Aggregation von Schleimpilzkolonien bei denen Spiral-
wellen von chemischen Substanzen, die von den Pilzen produziert werden,
entdeckt wurden [45]. Diese Aggregation und die Bildung der ra¨umlichen
Strukturen wurden intensiv studiert und auch durch Modellbildung ana-
lysiert (siehe [17] fu¨r einen Review). Ein weiteres aktuelles Beispiel eines
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Reaktions-Diffusions-Systems sind intrazellula¨re Calciumwellen (siehe z.B.
[84]), die ebenfalls ausgiebig durch mathematische Modellierung untersucht
wurden [156]. Interessanterweise konnte bei fast allen der bisher entwickelten
Modelle das Konzept des Aktivator-Inhibitor-Prinzips, das von Meinhardt
und Gierer [46] entwickelt wurde, und eines erregbaren Mediums angewandt
werden.
In neuerer Zeit erha¨lt dieser Ansatz eine noch gro¨ßere Bedeutung, da in der
Systembiologie versucht wird in vivo Prozesse durch mathematische Model-
lierung zu erkla¨ren und virtuell am Computer zu simulieren. Man erhofft
sich davon, dass dadurch ein besserer Einblick in die Regulation von biolo-
gischen Prozessen erhalten wird und anschließend mit der Entwicklung einer
vollsta¨ndigen mathematischen Beschreibung von funktionellen biologischen
Teilen virtuelle Experimente am Computer durchgefu¨hrt werden ko¨nnen, die
z.B. aufwa¨ndige und teure Experimente ersetzen, wie es heutzutage unter
anderem bereits in der chemischen Industrie der Fall ist.
Kapitel 3
Theorie der Nichtlinearen
Dynamik
Im Rahmen der Theorie nichtlinearer dynamischer Systeme wird versucht, die
experimentellen dynamischen Pha¨nomene der Strukturbildung in mathema-
tischen Gleichungen zu formulieren und mit Hilfe von theoretischer Analyse
und numerischen Simulation den unterliegenden Mechanismus zu verstehen.
In dieser Arbeit wird durch mathematische Modellierung der nichtlinearen
Dynamik der biochemischen Prozesse ein konsistentes Modell entwickelt, um
die im Kapitel 5 dargestellten Pha¨nomene zu beschreiben und zu verstehen.
In diesem Kapitel wird ein kurzer U¨berblick u¨ber die mathematische Cha-
rakterisierung der Dynamik mit Hilfe von Phasenraumanalyse gegeben. An-
schließend wird ein Ansatz vorgestellt, wie mit Hilfe dieser mathematischen
Charakterisierung das Auftreten von Wellenlo¨sungen und deren exotisches
Verhalten untersucht werden kann.
3.1 Nichtlineare dynamische Systeme
Zu Beginn wird eine sehr allgemeine Definition eines dynamischen Systems
gegeben [79].
Definition 3.1 Ein dynamisches System ist ein Tripel (T,X, ϕt), das aus
einer Menge T , normalerweise als Menge der Zeitpunkte bezeichnet, einem
Phasenraum X und einer Familie von Transformationen ϕt : X → X besteht.
Es wird parametrisiert durch t ∈ T und genu¨gt
ϕ0 = id
ϕt+s = ϕt ◦ ϕs, t, s, t+ s ∈ T. (3.1)
Eine graphische Darstellung dieser Definition ist in Abbildung 3.1 gegeben.
22
KAPITEL 3. THEORIE DER NICHTLINEAREN DYNAMIK 23
Abbildung 3.1: Darstellung eines dynamischen Systems basierend auf Definition
(3.1). Die Abbildung ist aus [79] entnommen.
In dieser Arbeit wird die Entwicklung des dynamischen Systems nur implizit
in Form von Geschwindigkeiten der Phasenraumvariablen x˙i betrachtet und
somit werden sie ausschließlich in Form von Differentialgleichungen beschrie-
ben. Eine gewo¨hnliche Differentialgleichung ist gegeben durch
x˙(t) :=
dx(t)
dt
= f(t, x(t); η), (3.2)
mit x(t) ∈ U ⊂ Rn, t ∈ R, f ∈ Rn und η ∈ V ⊂ Rp, wobei U und V offene
Mengen in Rn und Rp sind. Mit η wird der Vektor der Modellparameter be-
zeichnet. Diese spielen bei der Modellierung von Strukturbildungsprozessen
eine wichtige Rolle, da in Abha¨ngigkeit von Parameterwerten unterschiedli-
ches dynamisches Verhalten beobachtet wird. Dies wird in Kapitel 3.3 na¨her
beschrieben.
Eine Lo¨sung von (3.2) ist eine Abbildung x von einem Intervall I ⊂ R in den
R
n, also
x : I → Rn,
t 7→ x(t), (3.3)
so dass x(t) (3.2) genu¨gt, das heißt
x˙(t) = f(t, x(t); η).
Definition 3.2 Das System (3.2) zusammen mit den Anfangswerten (t0, x0)
mit x(t0) = x0 heißt Anfangswertproblem (AWP).
Wenn man sich auf eine Lo¨sung zu einem speziellen Anfangswert bezieht,
wird sie ha¨ufig mit x(t; t0, x0, η) bezeichnet. Es stellt sich nun die Frage, wann
eine Lo¨sung eines Anfangswertproblems existiert und wann diese Lo¨sung ein-
deutig ist. Dies wird im Rahmen der numerischen Lo¨sung von gewo¨hnlichen
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Differentialgleichungen in Kapitel 4.1 diskutiert. Eine Lo¨sung zu einem spe-
ziellen Anfangswert wird ha¨ufig auch als Trajektorie bezeichnet.
Definition 3.3 Eine Lo¨sung x(t; t0, x0, η) heißt Trajektorie durch den Punkt
x0 am Zeitpunkt t0.
3.2 Phasenraumstrukturen
Die Dynamik der durch die Differentialgleichungen beschriebenen Systeme
findet im entsprechenden Zustandsraum oder sogenannten Phasenraum statt.
Der Phasenraum wird durch die Variablen des dynamischen Systems, d.h.
hier durch die Variablen der Differentialgleichung, aufgespannt. Um diesen
Phasenraum und die Dynamik des Systems besser charakterisieren und ver-
stehen zu ko¨nnen, wird dieser nach Mengen mit spezieller Struktur unter-
sucht. Hier spielt das Auftreten von Fixpunkten, an dem sich die zeitliche
Entwicklung des Systems nicht a¨ndert, eine entscheidende Rolle. Es wird
nun kurz deren Auftreten diskutiert und deren Stabilita¨tseigenschaften dar-
gestellt.
Definition 3.4 Sei x0 ein Punkt im Phasenraum von (3.2). Unter einem
Orbit O(x0) durch x0 versteht man die Menge der Punkte im Phasenraum,
die auf einer Trajektorie durch x0 liegen, also fu¨r x0 ∈ U ⊂ R
n ist der Orbit
O(x0) durch x0 gegeben durch
O(x0) = {x ∈ R
n | x = x(t; t0, x0, η), t ∈ I}.
In Abbildung 3.2 sind Beispiele fu¨r mo¨gliche Orbits eines dynamischen Sys-
tems dargestellt.
Definition 3.5 Ein Punkt x0 ∈ X wird Fixpunkt eines dynamischen Sys-
tems genannt, falls
ϕtx0 = x0 ∀ t ∈ T.
Im Fall gewo¨hnlicher Differentialgleichungsmodelle ist dies erfu¨llt, falls f(x0) =
0.
Fixpunkte sind bei dynamischen Systemen von besonderem Interesse, weil
man mit ihrer Hilfe die Phasenraumstruktur eines Systems untersuchen kann.
Eine wichtige Eigenschaft dieser Gleichgewichtslo¨sungen ist ihre Stabilita¨t.
Definition 3.6 Eine Gleichgewichtslo¨sung von (3.2) x0(t) heißt stabil (oder
Lyapunov stabil), wenn fu¨r ein gegebenes ǫ > 0 ein δ = δ(ǫ) > 0 exis-
tiert, so dass fu¨r jede Lo¨sung y(t) von (3.2) mit |x0(t0) − y(t0)| < δ auch
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Abbildung 3.2: Darstellung von verschiedenen Orbits eines dynamischen Sys-
tems. Die Abbildung ist aus [79] entnommen.
|x0(t)− y(t)| < ǫ gilt fu¨r alle t > t0 ∈ R
n.
Da diese Definition eine schwache Form der Stabilita¨t beschreibt, wird u¨ber-
wiegend die asymptotische Stabilita¨t verwendet.
Definition 3.7 Eine Gleichgewichtslo¨sung von (3.2) x0(t) heißt asympto-
tisch stabil, wenn sie Lyapunov stabil ist und wenn eine Konstante b > 0
existiert, so dass fu¨r jede Lo¨sung y(t) von (3.2), wenn |x0(t0) − y(t0)| < b
gilt, limt→∞ |x
0(t)− y(t)| = 0 folgt.
Fu¨r die Untersuchung der Stabilita¨t eines Fixpunktes x0(t) muss das Verhal-
ten der Lo¨sung in einer Umgebung von x(t) untersucht werden. Sei
x(t) = x0(t) + y(t). (3.4)
Substituiert man (3.4) in (3.2) und entwickelt in eine Taylorreihe mit Ent-
wicklungspunkt x0(t), erha¨lt man
x˙(t) = x˙0(t) + y˙(t) = f(x0(t)) +Df(x0(t))y(t) +O(‖y2‖), (3.5)
wobei Df die Jacobimatrix von f und ‖ · ‖ eine Norm im Rn bezeichnet. Mit
x˙0(t) = f(x0(t)) erha¨lt man
y˙(t) = Df(x0(t))y(t) +O(‖y2‖). (3.6)
Gleichung (3.6) beschreibt die Entwicklung der Trajektorien in der Na¨he von
x0(t). Um die Stabilita¨t in einer hinreichend kleinen Umgebung der Lo¨sung
x0(t) zu untersuchen, genu¨gt es, das linearisierte System
y˙(t) = Df(x0(t))y(t) (3.7)
zu betrachten. Die Stabilita¨t la¨sst sich dann aus den Eigenwerten des Sys-
tems (3.7) ableiten, denn wenn x0(t) eine Gleichgewichtslo¨sung ist, das heißt
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x0(t) ≡ x0, dann ist Df(x0(t)) = Df(x0) eine Matrix mit konstanten Ein-
tra¨gen und die Lo¨sung von (3.7) durch den Punkt y0 ∈ R
n lautet
y(t) = eDf(x
0)ty0. (3.8)
x0 wird dann asymptotisch stabil genannt, wenn alle Eigenwerte von Df(x
0)
negative Realteile haben, da die lineare Approximation eine exponentiell ab-
fallende Funktion darstellt. Zusammenfassend ergibt sich der folgende
Satz 3.8 (Stabilita¨t von Fixpunkten) Angenommen alle Eigenwerte der
Jacobimatrix Df(x0) haben negative Realteile. Dann ist die Gleichgewichts-
lo¨sung x0 des Systems (3.2) asymptotisch stabil.
Beweis: Siehe [173, Kapitel 1.1].
Zwei- oder mehrdimensionale Phasenra¨ume ko¨nnen neben Fixpunkten wei-
tere charakteristische Strukturen zeigen. Ein Beispiel ist das Vorhandensein
von stabilen periodischen Lo¨sungen oder Zyklen.
Definition 3.9 Ein Zyklus ist ein Orbit L0, so dass jeder Punkt x0 ∈ L0 die
Bedingung ϕt+T0x0 = ϕ
tx0 mit T0 > 0 fu¨r alle t ∈ T erfu¨llt. Das minimale
T0 mit dieser Eigenschaft wird die Periode des Zyklus L0 genannt.
Ein periodischer Orbit ist eine geschlossene Trajektorie im Phasenraum.
Der Zusammenhang zwischen Phasenraumdynamik und zeitlichem Verlauf
von Systemzusta¨nden ist fu¨r eine beispielhafte Trajektorie in Abbildung 3.3
(links) graphisch dargestellt.
Fu¨r die in dieser Arbeit modellierten periodische Prozesse, wie z.B. Oszilla-
tionen, ist es wichtig, dass die Zyklen oder periodischen Orbits stabil sind.
Dafu¨r wird das Konzept der Lyapunov-Stabilita¨t auf Zyklen erweitert.
Definition 3.10 Eine periodische Lo¨sung L0(t) des Systems (3.2) wird Lya-
punov-stabil genannt, wenn fu¨r jedes t0 und fu¨r jedes ǫ > 0 ein δ(ǫ, t0) > 0
existiert, so dass
‖x0 − L0(t0)‖ ≤ δ ⇒ ‖x(t; t0, x0)− L0(t)‖ ≤ ǫ fu¨r t ≥ t0.
Das Konzept der Lyapunov-Stabilita¨t wird wie im Fall der Stabilita¨t von
Fixpunkten auf das Konzept der asymptotischen Stabilita¨t erweitert. Dazu
betrachtet man die autonome Differentialgleichung in Rn
x˙(t) = f(x), x(t0) = x0 (3.9)
mit der periodischen Lo¨sung L0(t), die einem geschlossen Orbit im n−dimen-
sionalen Phasenraum entspricht. Mit einer Transversalen V sei eine Mannig-
faltigkeit bezeichnet, die vom geschlossenen Orbit im Punkt x0 geschnitten
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Abbildung 3.3: Links: Darstellung eines periodischen Orbit im Phasenraum und
im zeitlichem Verlauf von Systemzusta¨nden. Rechst: Schematische Darstellung ei-
ner Poincare´-Abbildung. Die Abbildungen sind aus [79] entnommen.
wird und nicht tangential zu ihm ist. Man nehme an, dass ein Punkt x ∈ V
durch den Phasenfluss, der durch Differentialgleichung (3.9) definiert wird,
nach V abgebildet wird. Diese Abbildung wird Poincare´-Abbildung P ge-
nannt (siehe Abbildung 3.3 (rechts)). Der Punkt P (x) ∈ V kann ebenfalls
abgebildet werden, d.h. P 2(x) ∈ V .
Definition 3.11 Eine periodische Lo¨sung L0(t) des Systems (3.9) mit der
Transversalen V und der Poincare´-Abbildung P mit Fixpunkt x0 wird stabil
genannt, wenn fu¨r jedes ǫ > 0 ein δ(ǫ) existiert, so dass
‖x− x0‖ ≤ δ, x ∈ V ⇒ ‖P
n(x)− x0‖ ≤ ǫ fu¨r n = 1, 2, 3 . . . .
Mit Hilfe dieser Konzepte kann nun die asymptotische Stabilita¨t definiert
werden.
Definition 3.12 Eine periodische Lo¨sung L0(t) des Systems (3.9) mit der
Transversalen V und der Poincare´-Abbildung P mit Fixpunkt x0 wird asymp-
totisch stabil genannt, wenn sie stabil ist und ein δ > 0 existiert, so dass
‖x− x0‖ ≤ δ, x ∈ V ⇒ lim
x→∞
P n(x) = x0.
Wie im Fall der Fixpunkte eines dynamischen Systems kann die Stabilita¨t
einer periodischen Lo¨sung durch Linearisierung-Techniken untersucht wer-
den. Dazu untersucht man die Jacobi-Matrix der Poincare´-Abbildung ∂P
∂x
in einer Umgebung des Fixpunktes x0 (der Poincare´-Abbildung). Ein Zy-
klus ist (in linearer Na¨herung) stabil, wenn alle Eigenwerte µ1, . . . , µn−1 der
(n− 1)× (n− 1) Jacobi-Matrix von P innerhalb des Einheitskreises |µ| = 1
lokalisiert sind (siehe [79] fu¨r Details und Beweise der Aussagen). Eine stabile
periodische Lo¨sung wird auch Grenzzyklus genannt.
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Um eine Idee u¨ber das Auftreten von stabilen, periodischen Lo¨sungen zu be-
kommen, wird im folgenden Kapitel das Entstehen von periodischen Lo¨sun-
gen in Abha¨ngigkeit von Modellparametern diskutiert.
3.3 Bifurkationen
Einer der interessantesten Aspekte, die bei der Untersuchung von nichtli-
nearen dynamischen Systemen auftreten, ist die qualitative A¨nderung der
Systemdynamik in Abha¨ngigkeit der Parameterwerte. Fu¨r das Versta¨ndnis
des dynamischen Systems ist es hilfreich zu wissen, ob z.B. Fixpunkte ihre
Eigenschaften wie z.B. Stabilita¨t a¨ndern, wenn Parameter variiert werden
und ob sich Phasenraumportra¨ts der Trajektorien in Abha¨ngigkeit der Para-
meterwerte vera¨ndern. Da in dieser Arbeit vor allem periodische Lo¨sungen
betrachtet werden, wird als Illustration wie in einem dynamischen System
periodische Lo¨sungen entstehen ko¨nnen nur die sogenannte Hopf-Bifurkation
betrachtet. Fu¨r eine detaillierte Einfu¨hrung in die Bifurkationstheorie sei auf
[159] und [173] verwiesen.
Um qualitative Vera¨nderungen von dynamischen Systemen zu untersuchen
und zu vergleichen, wird zu Beginn der Begriff der topologischen A¨quivalenz
eingefu¨hrt.
Definition 3.11 Ein dynamisches System (T,Rn, ϕt) wird als topologisch
a¨quivalent zum dynamischen System (T,Rn, ψt) bezeichnet, wenn ein Ho-
mo¨omorphismus1 h : Rn → Rn existiert, der Orbits des ersten Systems auf
Orbits des zweiten Systems unter Beibehaltung der Zeitrichtung abbildet.
Die Phasenra¨ume von topologisch a¨quivalenten Systemen werden ha¨ufig auch
topologisch a¨quivalent genannt. Ein Beispiel von topologisch a¨quivalenten
Phasenra¨umen ist in Abbildung 3.4 dargestellt.
Wenn die Parameterwerte eines dynamischen Systems nun variieren so exi-
stieren zwei Mo¨glichkeiten: Entweder das System bleibt topologisch a¨quiva-
lent zu dem urspru¨nglichen System oder seine Topologie vera¨ndert sich.
Definition 3.12 Das Auftreten von topologisch nicht-a¨quivalenten Phasen-
ra¨umen unter Variation von Parametern wird Bifurkation genannt.
Die einfachste Bifurkation, die bei dynamischen Systemen auftritt, ist die
A¨nderung der Stabilita¨t eines Fixpunktes und dies hat offensichtlich Einfluss
auf die qualitative Struktur des Phasenraums.
1Ein Homo¨omorphismus ist eine invertierbare Abbildung, so dass die Abbildungen und
ihre Inverse stetig sind.
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Abbildung 3.4: Schematisches Beispiel von topologisch a¨uivalenten Phasenra¨um-
en. Die Abbildung ist aus [79] entnommen.
Da in dieser Arbeit periodischen Prozesse, wie z.B. Oszillationen, modelliert
und untersucht werden sollen, wird nun mit Hilfe eines Beispiels das Auftre-
ten von Zyklen und die A¨nderung der Systemdynamik in Abha¨ngigkeit von
Parametern verdeutlicht.
Beispiel 3.13 (Hopf-Bifurkation)
Es sei das System
r˙ = µr − r3
φ˙ = ω + br2 (3.10)
in Polarkoordinaten (r, φ) gegeben. Der Bifurkationsparameter sei µ. Fu¨r
µ < 0 existiert ein stabiler Fixpunkt im Ursprung. Wenn µ gro¨ßer wird,
wird der Ursprung fu¨r µ > 0 instabil und es entsteht ein stabiler Zyklus um
den Fixpunkt (siehe Abbildung 3.5). Die Rotationsrichtung der Spirale ha¨ngt
hierbei vom Vorzeichen von ω ab. Dies ist der Prototyp fu¨r eine sogenannte
superkritische Hopf-Bifurkation.
Um zu verstehen was mit der Stabilita¨t des Fixpunktes im Ursprung ge-
schieht, kann man dies mit Hilfe von linearer Stabilita¨tsanalyse untersuchen.
Formuliert man das System (3.10) in kartesische Koordinaten, so erha¨lt man
x˙ = r˙ cos(φ)− rφ˙ sin(φ)
=
[
µ−
(
x2 + y2
)]
x−
[
ω + b
(
x2 + y2
)]
y
und
y˙ = r˙ sin(φ) + rφ˙ cos(φ)
=
[
ω + b
(
x2 + y2
)]
x+
[
µ−
(
x2 + y2
)]
x
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Abbildung 3.5: Aus einem stabilen Fixpunkt mit µ < 0 entsteht ein stabiler
Zyklus mit einem instabilen Fixpunkt im Zentrum fu¨r µ > 0. Der Effekt ist in
kartesischen Koordinaten gezeigt. Die Abbildung ist aus [79] entnommen.
Die Jacobi-Matrix um Punkt (0, 0) lautet
J(0, 0) =
(
µ −ω
ω µ
)
mit den Eigenwerten
λ1,2 = µ± iω.
Wie man nun sieht, u¨berqueren die Eigenwerte die imagina¨re Achse beim
Auftreten der Bifurkation, wenn µ von negative auf positive Werte wechselt.
Der stabile Fixpunkt wird plo¨tzlich instabil, wobei ein periodischer Zyklus
entsteht.
3.4 Auftreten von Wellenlo¨sungen in erreg-
baren Medien
3.4.1 Einfu¨hrung
In diesem Kapitel soll kurz eine anschauliche Einfu¨hrung gegeben werden, wie
in einem nichtlinearen System ra¨umliche Wellenausbreitung basierend auf ei-
nem Reaktions-Diffusions-System auftreten kann und wann diese Lo¨sungen
die Charakteristik eines einzelnen Pulses und wann einer periodische Wel-
lenlo¨sung haben.
Das Auftreten von Wellen in erregbaren Medien kann mit Hilfe von Pha-
senraumu¨berlegungen anschaulich beschrieben werden, da erregbare Medien
gewisse charakteristische Eigenschaften haben [164]. Dazu betrachtet man
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das allgemeine Reaktions-Diffusions-System
∂u
∂t
= D∆u+ f(u, v)
∂v
∂t
= D∆v + g(u, v), (3.11)
wobei D die Diffusionskonstante und ∆ der Laplaceoperator (in ein, zwei
oder drei ra¨umlichen Dimensionen) ist.
Abbildung 3.6: Typische Phasenraumstruktur eines erregbaren Systems (3.11),
wobei die ra¨umliche Kopplung vernachla¨ssigt wird. Die zeitabha¨ngigen Variablen u
und v beschreiben den Zustand des Systems. Durchgezogene Linien sind die Null-
klinen, auf denen du/dt = 0 und dv/dt = 0 gilt. Gestrichelte Linien sind die
durch die Zeit parametrisierten Trajektorien. Der Fixpunkt (1) ist stabil und kleine
Sto¨rungen (2) werden zum Fixpunkt geda¨mpft. Sto¨rungen, die eine gewisse Schwel-
le u¨berschreiten (3), durchlaufen zuerst eine Phase der schnellen Erregung (4), in
der u autokatalytisch produziert wird. Anschließend bleibt das System in einem er-
regten Zustand (5). Nachdem diese Phase zu Ende geht (6), ist das System zuerst
refrakta¨r (7), wobei es anschließend wieder erregbar im Ursprungszustand ist (8)
[164].
Die Funktionen f(u, v) und g(u, v) beschreiben die nichtlineare Dynamik des
Systems und ihre sogenannten Nullklinen sollen qualitativ die Form aus Ab-
bildung 3.6 (unter Vernachla¨ssigung der ra¨umlichen Kopplung) haben. Die
u-Nullkline f(u, v) = 0 ist n-fo¨rmig und die v-Nullkline g(u, v) = 0 ist mo-
noton mit nur einer Schnittstelle mit f(u, v) = 0. Dies sind die qualitativen
Nullklinen eines Aktivator-Inhibitor-Systems. Das Entstehen von Wellen kann
nun anschaulich durch das Phasenraumdiagramm beschrieben werden.
Ist das System in einem stabilen Fixpunkt werden kleine Sto¨rungen schnell
wieder geda¨mpft. Bei gro¨ßeren Sto¨rungen, die eine gewisse Schwelle u¨ber-
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schreiten, reagiert das System sehr schnell und abrupt, wird dann aber eben-
falls schnell refrakta¨r und ist dann wieder erregbar. Dieser Ablauf ist in Abbil-
dung 3.6 schematisch in einem Phasenraumdiagramm mit Vernachla¨ssigung
der ra¨umlichen Kopplung abgebildet.
Wellen entstehen nun durch die ra¨umliche Kopplung des Systems. Wird nun
ein kleiner ra¨umlicher Bereich u¨ber die Erregbarkeitsschwelle gesto¨rt, verur-
sacht die schnelle, autokatalytische Produktion von u, dass u in Nachbarre-
gionen diffundiert und diese u¨ber die Erregbarkeitsschwelle sto¨rt und somit
ein ra¨umliches Ausbreiten der Sto¨rung zur Folge hat. Hinter der Wellenfront,
die mit dem Sprung von (4) auf (5) aus Abbildung 3.6 korreliert, ist eine
erregte Zone, die durch den Beginn der refrakta¨ren Phase ((6) in Abbildung
3.6) beendet wird. Nach der Refrakta¨rphase kann das System dann wieder
durch eine entsprechende Sto¨rung erregt werden.
Es ist klar, dass mit Hilfe dieses Mechanismus ohne weitere Sto¨rung nur eine
Welle durch das ra¨umliche Gebiet propagieren wird. Da in dieser Arbeit aber
periodische Wellenausbreitung untersucht werden soll und keine periodische
Sto¨rung angenommen wird, muss hier ein leicht vera¨nderter Mechanismus
angenommen werden.
Abbildung 3.7: Typischer Phasenraum eines oszillatorischen Systems (unter Ver-
nachla¨ssigung der ra¨umlichen Kopplung). Durch die oszillierende Dynamik entste-
hen zusammen mit ra¨umlicher Kopplung durch Diffusion periodische Wellenlo¨sun-
gen.
In Abbildung 3.7 ist ein Phasenraumdiagramm (wiederum unter Vernachla¨ssi-
gung der ra¨umlichen Kopplung) dargestellt, durch das qualitativ das Auf-
treten von periodischen Wellenlo¨sungen veranschaulicht werden kann. Die
Nullkline g(x, v) = 0 ist im Vergleich zu Abbildung 3.6 leicht nach rechts
verschoben, so dass der Fixpunkt des Systems, der im Schnittpunkt der bei-
den Nullklinen liegt, instabil wird. Nach der autokatalytischen Produktion
von u und der anschließenden refrakta¨ren Phase, entwickelt sich die Dyna-
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mik in Richtung des instabilen Fixpunktes, wird von ihm abgestoßen und
u geht wieder in den autokatalytischen Produktionsschritt. Mit Hilfe dieses
Mechanismus kann die Entstehung von periodischen Wellenlo¨sungen erkla¨rt
werden. Fu¨r eine systematischere und vor allem mathematisch fundiertere
Behandlung von Wellenausbreitung sei auf [164] verwiesen.
3.4.2 Exotische Wellenlo¨sung in Modellgleichungen
In diesem Kapitel soll kurz dargestellt werden, dass die in dieser Arbeit un-
tersuchten exotischen Wellenpha¨nomene, wie Wellenreflektion am Rand und
Nichtauslo¨schung bei Wellenkollision, zwar auch als Lo¨sungen von anderen
Modellgleichungen vorkommen, es aber ein seltenes Pha¨nomen ist und nor-
malerweise nicht in klassischen Reaktions-Diffusions-Systemen gefunden wer-
den.
Wellenverhalten bei Kollision
Als ein Beispiel fu¨r ein System, das fu¨r bestimmte Parameterwerte Wellen-
reflektion bei Kollision zeigt, wurde in [102] folgendes einfaches (ra¨umlich)
eindimensionales Reaktions-Diffusions-System untersucht:
ǫτ
∂u
∂t
= ǫ2
∂2u
∂x2
+ u(1− u)(u− a)− v
∂v
∂t
= d
∂2v
∂x2
+ u− γv. (3.12)
ǫ, τ, d, a und γ sind positive Parameter. Fu¨r weitere Modelldetails sei
auf [102] verwiesen. Dieses Modell produziert durch seine nichtlineare Dy-
namik und die diffusive Kopplung Wellen, die u¨ber weite Bereiche das oft bei
Reaktions-Diffusions-Systemen beobachtete Auslo¨schen von Wellendynamik
(siehe Kapitel 2.1.2) zeigt (siehe Abbildung 3.8 (links)).
Interessanterweise zeigt dieses recht einfache Modellsystem aber fu¨r bestim-
mte Parameterbereiche Wellenreflektion nach Kollision (siehe Abbildung 3.8
(rechts)). Hier ist fu¨r diese Arbeit von besonderem Interesse, dass bei der Wel-
lenreflektion die System-Dynamik gesto¨rt wird, d.h. direkt bei der Kollision
wird eine Intensita¨tsabnahme beobachtet und nach der Reflektion propagiert
die Welle mit der urspru¨nglichen Intensita¨t weiter durch das Gebiet.
A¨hnliches Verhalten zeigt das in [119] untersuchte eindimensionale Reaktions-
Diffusions-System
∂α
∂t
= δ
∂2α
∂x2
+
1− α
τ
− αβ2
∂β
∂t
=
∂2β
∂x2
+
β0 − β
τ
+ αβ2 − k2β. (3.13)
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Abbildung 3.8: Links: Simulation von Auslo¨schung der Wellen nach Kollision in
Reaktions-Diffusions-System (3.12). Rechts: Simulation von Wellenreflektion nach
Kollision in Reaktions-Diffusions-System (3.12). Die Abbildungen sind aus [102]
entnommen.
τ, β0 und k2 bezeichnen Modellparameter und fu¨r weitere Modelldetails sei
auf [119] verwiesen. Innerhalb bestimmter Parameterbereiche zeigt dieses
System Wellenreflektion bei Kollision und an den Ra¨ndern des Gebiets. In
diesem System scheinen sich die Wellen nicht direkt zu beru¨hren, sondern
werden schon vor Kontakt reflektiert (siehe Abbildung 3.9). Dieses Verhalten
bei Wellenkollision wird bei den in dieser Arbeit untersuchten Wellenpha¨no-
menen nicht beobachtet, wie die quantitative Analyse der Wellenintensita¨t
zeigt, die in Kapitel 7.3 dargestellt ist.
Aufspalten von Wellen
Daru¨berhinaus ist bei dem in Kapitel 7.3 vorgestellten Verhalten ersicht-
lich, dass die beiden nach der Aufspaltung erhaltenen Wellen mit der Ha¨lfte
der urspru¨nglichen Intensita¨t propagieren. Dies ist ebenfalls ein selten be-
obachtetes Verhalten, da bei anderen Modelluntersuchungen, die Wellenauf-
spaltung zeigen, normalerweise die beiden nach der Aufspaltung erhaltenen
Wellen mit derselben Intensita¨t wie die urspru¨ngliche Welle propagieren. Um
dies zu verdeutlichen, wird nun ein aussagekra¨ftiges Beispiel vorgestellt. In
[106] untersuchen die Autoren die Wellen-Aufspaltung in einem lichtsensi-
tiven Belousov-Zhabotinsky-Experiment nach Anwendung eines Lichtpulses
(siehe Kapitel 2.1.2 fu¨r die experimentellen Ergebnisse) und versuchen das
Verhalten durch eine einfache Modellstudie zu erkla¨ren.
KAPITEL 3. THEORIE DER NICHTLINEAREN DYNAMIK 35
Abbildung 3.9: Simulation von Wellenreflektion nach Kollision und an den
Ra¨ndern des Gebiets von Reaktions-Diffusions-System (3.13). Die Abbildungen ist
aus [119] entnommen.
In [106] wird eine eindimensionale Variante der Fitz-Hugh-Nagumo Gleichun-
gen verwendet, die durch den zeitlich variierenden Parameter ϕ beeinflusst
werden kann. Die Gleichungen sind durch
∂u
∂t
= Du
∂2u
∂x2
+ ǫ(u(1−
u2
3
))− gkv − ϕ
∂v
∂t
= Dv
∂2v
∂x2
+ u+ β − γv (3.14)
gegeben. ǫ, gk, β und γ sind Modellparameter und fu¨r weitere Modellde-
tails sei auf [106] verwiesen. Durch eine zeitliche Variation des lichtsensitiven
Modellparameter ϕ (siehe Abbildung 3.10) wird eine Aufspaltung der Welle
erreicht, wobei nach Aufspaltung die beiden entstandenen Wellen nach In-
tensita¨tsschwankungen wieder die vor der Aufspaltung beobachtete Wellenin-
tensita¨t entwickeln und mit dieser Intensita¨t in unterschiedliche Richtungen
propagieren. Dies wird bei der in dieser Arbeit beobachteten Wellenpha¨no-
menen ebenfalls nicht beobachtet, da nach Aufspaltung eine Halbierung der
Intensita¨t beobachtet wird.
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Abbildung 3.10: Simulation von Wellenaufspaltung durch zeitliche Variation des
lichtsensitiven Parameters ϕ im Reaktions-Diffusions-System (3.14). Die Abbil-
dungen ist aus [106] entnommen.
Kapitel 4
Mathematische Grundlagen
In diesem Kapitel werden die notwendigen mathematischen Grundlagen dar-
gestellt, die zur Behandlung der durch die Modellierung erhaltenen mathe-
matischen Gleichungen beno¨tigt werden.
In den ersten drei Unterkapiteln findet sich eine Einfu¨hrung in die grund-
legenden Begriffsbildungen und ein U¨berblick u¨ber die Existenz- und Ein-
deutigkeitsfrage von Anfangswertproblemen von gewo¨hnlichen Differential-
gleichungen (engl. ordinary differential equations, ODEs). Anschließend wird
die numerische Behandlung von ODEs kurz dargestellt.
Da diese Arbeit auch eine Methode zur Analyse von Steuerfunktionen, um
ein erwu¨nschtes Systemverhalten zu erhalten, entha¨lt, mit deren Hilfe Model-
lierer systematisch potentielle Regulationsprozesse analysieren ko¨nnen, wird
ebenfalls eine kurze Einfu¨hrung in die darin verwendeten mathematische Be-
handlung von Optimalsteuerungsproblemen gegeben.
Weil hier vor allem Modellierung von raumzeitlichen Strukturbildungspro-
zessen behandelt wird, wird abschließend ein kurzer U¨berblick u¨ber die ma-
thematische Klassifizierung und Behandlung von partiellen Differentialglei-
chungen (engl. partial differential equations, PDEs) gegeben.
4.1 Theoretische Grundlagen fu¨r gewo¨hnliche
Differentialgleichungen
4.1.1 Einfu¨hrung
Durch
dx(t)
dt
= x˙(t) = f(t, x(t)), t ∈ I (4.1)
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ist eine explizite gewo¨hnliche Differentialgleichung erster Ordnung gegeben.
Dabei ist x : I → Rn eine gesuchte differenzierbare Funktion auf einem In-
tervall I ⊂ R und f : D ⊂ R×Rn → Rn eine gegebene Funktion. Falls n = 1
spricht man von einer skalaren gewo¨hnlichen Differentialgleichung und falls
n > 1 von einem System gewo¨hnlicher Differentialgleichungen. Die Differ-
entialgleichung (4.1) heißt gewo¨hnlich, da die unbekannte Funktion nur von
einer reellen Variablen abha¨ngt [168].
Bei der Lo¨sung eines Anfangswertproblems sucht man nach einer Lo¨sung
x : I ⊂ R → Rn, x ∈ C1, die im vorgegebenen Anfangswert (t0, x0) ∈ D ⊂
R×Rn startet, so dass neben der Differentialgleichung (4.1) die Anfangsbe-
dingung x(t0) = x0 erfu¨llt ist.
4.1.2 Existenz und Eindeutigkeit
Nach der generellen Problemformulierung werden nun in diesem Abschnitt
die mathematischen Sa¨tze dargestellt, mit deren Hilfe die Frage nach Existenz
und Eindeutigkeit der Lo¨sung von Anfangswertproblemen gekla¨rt werden sol-
len [10].
Satz 4.1 (Satz von Peano) Gegeben sei die stetige Funktion f : D → Rn
auf einer offenen Teilmenge D ⊂ R1+n. Dann besitzt jedes Anfangswertpro-
blem
x˙(t) = f(t, x(t)), x(t0) = x0, (t0, x0) ∈ D (4.2)
eine lokale Lo¨sung, d.h. es gibt ein β = β(t0, x0) > 0 derart, dass das An-
fangswertproblem (4.2) auf dem Intervall [t0 − β, t0 + β] mindestens eine
Lo¨sung besitzt.
Beweis: Siehe Aulbach [10].
Somit existiert nach dem Satz von Peano eine Lo¨sung eines Anfangswert-
problems, wenn dessen rechte Seite f(t, x(t)) stetig ist. Die Eindeutigkeit
der Lo¨sung wird durch eine Verscha¨rfung der Stetigkeitsvoraussetzung an
f(t, x(t)) mit der sogenannten
”
Lipschitz-Stetigkeit“ bezu¨glich der Variable
x erreicht.
Definition 4.2 Gegeben sei die Funktion g : D ⊆ Rm+n → Rk. Gibt es
hierbei eine Konstante L ≥ 0 mit
‖g(s, x)− g(s, y)‖ ≤ L‖x− y‖ fu¨r alle (s, x), (s, y) ∈ D,
so sagt man, die Funktion g(s, x) genu¨ge auf D einer (globalen) Lipschitz-
Bedingung bezu¨glich x (mit der Lipschitz-Konstante L), beziehungsweise
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die Funktion g(s, x) sei (global) Lipschitz-stetig bezu¨glich x in D.
Wenn es zu jedem Punkt in D eine Umgebung U gibt, so dass die Ein-
schra¨nkung von g(s, x) auf U ∩D dort einer Lipschitz-Bedingung bezu¨glich x
genu¨gt, so heißt g(s, x) (lokal) Lipschitz-stetig bezu¨glich x in D.
Ist g(s, x) von s unabha¨ngig, so entfa¨llt bei den zuvor genannten Begriffbil-
dungen der Zusatz
”
bezu¨glich x“.
Da eine Forderung nach globaler Lipschitz-Stetigkeit sehr einschra¨nkend ist
und nur wenige Differentialgleichungen diese Forderungen erfu¨llen, wird fu¨r
die Formulierung des Satzes von Picard-Lindelo¨f der Begriff der lokalen Lip-
schitz-Stetigkeit verwendet.
Satz 4.3 (Satz von Picard-Lindelo¨f) Ist D eine offene Teilmenge des
R
1+n und ist f : D → Rn stetig und bezu¨glich x (lokal) Lipschitz-stetig, so
besitzt jedes der Anfangswertprobleme
x˙(t) = f(t, x(t)), x(t0) = x0, (t0, x0) ∈ D
eine eindeutig bestimmte lokale Lo¨sung, d.h. es existiert ein β = β(t0, x0) > 0
derart, dass das Anfangswertproblem auf dem Intervall [t0− β, t0+ β] genau
eine Lo¨sung besitzt.
Beweis: Siehe Aulbach [10].
4.2 Numerische Lo¨sung von Anfangswertpro-
blemen
Dieser Abschnitt befasst sich mit der numerischen Lo¨sung von Anfangs-
wertproblemen von sogenannten steifen gewo¨hnlichen Differentialgleichun-
gen. Dabei wird insbesondere auf die Methoden eingegangen, die im Inte-
grator LIMEX [33] implementiert sind. LIMEX basiert auf einem Extrapolati-
onsverfahren mit linear-impliziter Eulerdiskretisierung und ist frei verfu¨gbar
[33].
4.2.1 Steife Differentialgleichungen
Fu¨r Anfangswertprobleme
x˙(t) = f(t, x(t)), x(t0) = x0, (4.3)
die in der Modellierung von biochemischen Prozessen auftreten, wird ha¨ufig
das Problem der Steifheit beobachtet. Fu¨r diese Eigenschaft gibt es keine ein-
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heitliche Definition. Steifheit wurde zum ersten Mal von Curtiss und Hirsch-
felder [29] erwa¨hnt, die zusammengefasst steife Gleichungen dadurch cha-
rakterisiert haben, dass bei ihrer numerischen Lo¨sung bestimmte sogenann-
te implizite Lo¨sungsverfahren besser funktionieren als sogenannte explizite
Lo¨sungsverfahren. Dies wird im na¨chsten Kapitel na¨her erla¨utert. Eine ge-
bra¨uchliche Definition ist die folgende
Definition 4.4 Das System (4.3) heißt steif, wenn Eigenwerte λi der Matrix
df
dx
, die aus dem System (4.3) folgt, existieren mit
∥∥∥∥dfdx (t, x(t))
∥∥∥∥ |tf − t0| ≫ 1,
fu¨r welche
Re(λi)≪ 0
gilt, wobei [t0, tf ] das betrachtete Zeitintervall ist.
Anschaulich bedeutet Steifheit, dass es Lo¨sungskomponenten des Anfangs-
wertproblems gibt, die sich langsam a¨ndern, es aber ebenfalls Lo¨sungkom-
ponenten gibt, die sich schnell a¨ndern. Im biochemischen Kontext bedeutet
dies, dass es sehr schnelle, aber auch sehr langsame Reaktionen gibt.
4.2.2 Extrapolationsverfahren
Extrapolation ist ein Verfahren zur Konvergenzbeschleunigung numerischer
Methoden zur Lo¨sung von Differentialgleichung [52]. Diese Technik wird nun
in diesem Kapitel am Beispiel von Einschrittverfahren erkla¨rt.
Ein Einschrittverfahren approximiert die Lo¨sung x(t) : I ⊂ R → Rn eines
Anfangswertproblems
x˙(t) = f(t, x), x(t0) = x0 (4.4)
durch eine Gitterfunktion vh(t) : Ih → R
n, wobei ein a¨quidistantes Gitter
Ih = {t ∈ [t0, tmax] : t = tl, l = 0, . . .N, tl = t0 + lh} (4.5)
mit vh(tl) = vl fu¨r tl ∈ Ih angenommen wird.
Definition 4.5 Ein Einschrittverfahren zur Bestimmung einer Gitter-
funktion vh(t) : Ih → R
n hat die Gestalt
vl+1 = vl + hφ(tl, vl, h), l = 0, . . . , N − 1
v0 = x0. (4.6)
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Dabei heißt φ Verfahrensfunktion des Einschrittverfahrens.
Das explizite Eulerverfahren mit
φ(tl, vl, h) = f(tl, vl)
ist das einfachste Einschrittverfahren zur Lo¨sung eines Anfangswertproblems
und seine implizite Form ist gegeben durch
φ(tl, vl, h) = f(tl+1, vl+1).
Offensichtlich ist beim explizitem Eulerverfahren nur eine Auswertung der
rechten Seite der Differentialgleichung notwendig, wobei beim impliziten Eu-
lerverfahren ein nichtlineares Gleichungssystem gelo¨st werden muss und es
somit numerisch aufwendiger ist.
Um eine qualitative Untersuchung der unterschiedlichen Verfahren zu ermo¨gli-
chen, werden nun grundlegende Begriffe eingefu¨hrt.
Definition 4.6 Das Einschrittverfahren (4.6) heißt konsistent fu¨r das An-
fangswertproblem (4.4), falls fu¨r den lokalen Diskretisierungsfehler
τ(tl+1) = τt+1 := x(tl+1)− x(tl)− hφ(tl, vl, h)
mit der exakten Lo¨sung des Anfangswertproblems x(t) gilt:
τ¯ (h) := max
t∈[t0,tmax]
‖τ(t+ h)‖
h
→ 0 fu¨r h→ 0.
Es besitzt die Konsistenzordnung p, wenn
τ¯ (h) = O(hp).
Die Konsistenzordnung beschreibt somit die Qualita¨t der numerischen Ap-
proximation pro Schritt. Da der Fehler der Approximation nach k Schritten
nur zum Teil aus dem in jedem Schritt entstehenden lokalen Fehler besteht,
sondern von Schritt zu Schritt auch fortgepflanzt werden kann, wird der glo-
bale Fehler definiert.
Definition 4.7 Ein Einschrittverfahren (4.6) heißt konvergent fu¨r das An-
fangswertproblem (4.4), wenn fu¨r jede Gitterfolge Ih fu¨r den globalen Dis-
kretisierungsfehler
ǫ(h, t) := x(t)− vh(t), t ∈ Ih (4.7)
die Beziehung
ǫ¯ := max
t∈Ih
‖ǫ(h, t)‖ → 0 fu¨r h→ 0
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gilt. Das Einschrittverfahren hat die Konvergenzordnung p, wenn gilt
ǫ¯(h) = O(hp).
Wie bereits zu Beginn dieses Kapitels erwa¨hnt, muss bei der Lo¨sung von An-
fangswertproblemen neben allgemeinen Eigenschaften wie Konvergenz auch
Steifheit beru¨cksichtigt werden, da diese ha¨ufig bei biochemischer Modellie-
rung vorkommen. Um die Eignung von numerischen Verfahren zur Lo¨sung
von steifen Differentialgleichungen zu untersuchen, hat Dahlquist [30] die
Testgleichung
x˙(t) = λx(t) (4.8)
mit λ ∈ C und Re(λ) ≤ 0 vorgeschlagen. Eine Analyse fu¨r (4.8) ergibt nach
(4.6)
(i) Expliziter Euler: vl+1 = vl + hλvl = v0(1 + hλ)
l+1
(ii) Impliziter Euler: vl+1 = vl + hλvl+1 = v0
(
1
1−hλ
)l+1
Damit im expliziten Fall (i) die fallende Lo¨sung x(t) = x0e
λt von (4.8) ap-
proximiert wird, muss gelten
|1 + hλ| ≤ 1 (4.9)
und somit erfu¨llt das Verfahren die Bedingung (4.9) nur fu¨r bestimmte h. Im
impliziten Fall (ii) ist wegen Re(λ) ≤ 0 die Ungleichung∣∣∣∣ 11− hλ
∣∣∣∣ ≤ 1, (4.10)
fu¨r alle h > 0 erfu¨llt. Das implizite Verfahren ist somit zwar numerisch
aufwendiger, aber fu¨r die numerische Behandlung von steifen Differential-
gleichungen aufgrund dieser U¨berlegungen geeigneter.
Definition 4.8 Ein numerisches Verfahren heißt A–stabil (absolut sta-
bil), falls seine Anwendung auf das Testproblem (4.8) fu¨r jede Schrittweite
h > 0 stets eine nicht-wachsende Folge von Approximationen vl erzeugt, so
dass
|vl+1| < |vl|
fu¨r alle l gilt.
Die Anwendung der Einschrittverfahren auf die Testgleichung (4.8) fu¨hrt auf
eine Vorschrift
vl+1 = R(z)vl
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Abbildung 4.1: Links: Stabilita¨tsgebiet des expliziten Eulerverfahrens; rechts: Sta-
bilita¨tsgebiet des impliziten Eulerverfahrens.
mit der zum Verfahren geho¨rigen Stabilita¨tsfunktion R und z := hλ. Beim
expliziten Eulerverfahren ist R(z) := 1 + z, und beim impliziten dagegen
R(z) := 1/(1− z).
Definition 4.9 Das Stabilita¨tsgebiet eines Einschrittverfahrens (4.6) ist
die Menge
S := {z ∈ C : |R(z)| ≤ 1}.
Daraus folgt die A¨quivalenz:
Satz 4.10 Fu¨r ein Einschrittverfahren (4.6) gilt1:
A− stabil⇔ C− ⊂ S.
In Abbildung 4.1 sind die Stabilita¨tsgebiet des impliziten und expliziten Eu-
lerverfahrens dargestellt. Liegt z = hλ in S (schraffierte Fla¨che) so arbeitet
das Verfahren stabil, sonst instabil. Da beim impliziten Eulerverfahren die
komplette negative Halbebene in S enthalten ist, ist dieses Verfahren A–stabil
und es gibt fu¨r dieses Verfahren keine Einschra¨nkung an die Schrittweite h.
Da die A-Stabilita¨t fu¨r viele numerische Verfahren eine zu starke Einschra¨n-
kung darstellt, fu¨hrte Widlund [171] als eine Abschwa¨chung die A(α)-Stabi-
lita¨t ein.
1
C
− bezeichnet hier die linke Halbebene der komplexen Zahlenebene.
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Abbildung 4.2: Stabilita¨tsgebiet eines A(α)-stabilen numerischen Verfahrens.
Definition 4.11 Ein numerisches Verfahren heißt A(α)-stabil mit 0 < α <
pi
2
, wenn gilt
Sα := {z ∈ C
− : |arg(z)− π| ≤ α} ⊂ S.
Das Stabilita¨tsgebiet eines A(α)-stabilen numerischen Verfahrens entha¨lt dem-
nach statt der kompletten negativen Halbebene nur deren Teilgebiet mit dem
Winkel α (siehe Abbildung 4.2).
Im LIMEX-Integrator wird ein linear-implizites Eulerverfahren [33] verwendet.
Dieses Verfahren eignet sich genauso gut fu¨r steife Differentialgleichungen wie
das implizite Eulerverfahren, erfordert jedoch weniger Rechenaufwand [32],
da in jedem Integrationsschritt nur ein lineares Gleichungssystem zu lo¨sen
ist. Dazu wird die Differentialgleichung (4.4) in die Form
x˙(t) = Jx(t) + f(t, x(t))− Jx(t), J ≈
∂f
∂x
(t, x(t))
gebracht und nur der erste lineare Summand Jx(t) implizit diskretisiert.
Somit hat ein linear-implizites Eulerverfahren folgende Gestalt
(I − hJ)(vl+1 − vl) = hf(tl, vl).
Da hier nur eine Variante des Eulerverfahrens verwendet wird, ist die Konsis-
tenzordnung p = 1 und somit sehr klein. Verfahren ho¨herer Ordnung lassen
sich mit Hilfe von Extrapolation konstruieren. Dazu wird zu einer vorgege-
benen Grundschrittweite h und einer monoton fallenden Folge
H = {hi : hi =
h
ni
, ni ∈ F , i = 0, . . . , k}
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lokaler Schrittweiten hi eine Folge von Na¨herungen mit Hilfe eines Grund-
verfahrens mit der Verfahrensfunktion φ berechnet
z0 := vl
zd+1 := zd + hiφ(tl + dhi, z
d, hi), d = 0, . . . , ni − 1
vl+1 := z
ni .
F ist eine monoton steigende Folge natu¨rlicher Zahlen. In LIMEX wird z.B.
eine harmonische Folge F = {1, 2, 3, . . .} verwendet [32]. Durch die berech-
neten Na¨herungen wird ein Interpolationspolynom gelegt und durch Extra-
polation auf die Schrittweite 0 erha¨lt man dann eine Approximation der
exakten Lo¨sung an der Stelle tl+1, deren Ordnung gro¨ßer als die Ordnung des
verwendeten Grundverfahrens ist. Dies ist mo¨glich, da eine asymptotische
Entwicklung des globalen Diskretisierungsfehlers bezu¨glich der Schrittweite
h gegeben ist.
Satz 4.12 (Satz von Gragg) Seien f aus dem Anfangswertproblem (4.4)
und die Verfahrensfunktion φ des Einschrittverfahrens (4.6) der Ordnung
p ≥ 1 hinreichend oft differenzierbar. Der lokale Diskretisierungsfehler des
Einschrittverfahrens besitze eine asymptotische Entwicklung der Form
τ(tl+1) = dp+1(tl+1)h
p+1 + · · ·+ dp+q(tl+1)h
p+q +D(tl+1, h)h
p+q+1
mit stetig differenzierbaren di(tl+1). Dann besitzt auch der globale Diskreti-
sierungsfehler fu¨r alle h ∈ H eine asymptotische h-Entwicklung der Form
ǫ(h, tl+1) = ep(tl+1)h
p + · · ·+ ep+q−1(tl+1)h
p+q−1 + Ep+q(tl+1, h)h
p+q.
Dabei sind die Funktionen ei : [tl, tl+1] → R
n stetig differenzierbar und
genu¨gen der Differentialgleichung
e˙i(t) =
∂f
∂x
(t, x)ei(t)− di+1, ei(tl) = 0, i = p, . . . , p+ q − 1.
Desweiteren gibt es ein h¯ > 0 und ein M <∞, so dass das Restglied mit
‖Ep+q(tl+1, hi)‖ ≤M fu¨r alle hi ≤ h¯
beschra¨nkt bleibt. Fu¨r symmetrische Verfahren existiert eine asymptotische
Entwicklung in h2.
Beweis: Siehe [157].
Mit T (hγi ) := z
ni , γ ∈ {1, 2} folgt aus der Definition des globalen Diskreti-
sierungsfehlers (4.7) und aus dem Satz 4.10, dass T (hγi ) eine asymptotische
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Entwicklung besitzt. Wird daru¨berhinaus das Restglied vernachla¨ssigt, so
stellt T (hγi ) na¨herungsweise ein Polynom in h
γ
i dar. Das Interpolationspoly-
nom zu den Stu¨tzstellen T (hγi ) hat dann folgende Gestalt
P (hγ) = x(tl+1)− eph
γp − · · · − ep+kh
γ(p+k)
mit
P (hγi ) = T (h
γ
i ), i = 0, . . . , k.
Die Extrapolation des Polynoms P (hγi ) auf die Schrittweite Null erfolgt schließ-
lich mit der Aitken-Neville-Formel [21]
Ti,0 := T (h
γ
i ), i = 0, . . . , k
Ti,j := Ti,j−1 +
Ti,j−1 + Ti−1,j−1(
ni
ni−j
)γ
− 1
, j = 1, . . . , k, i = j, . . . , k (4.11)
mit dem bekannten Schema
T0,0
T1,0 T1,1
T2,0 T2,1 T2,2
...
...
...
. . .
Tk,0 . . . . . . . . . Tk,k
Jedes Element Ti,j aus dem obigen Tableau ist ein Einschrittverfahren mit
der Konvergenzordnung (j + 1)γ bezu¨glich der Grundschrittweite h [21].
Somit la¨sst sich mit Hilfe der Extrapolation die Ordnung der Einschrittver-
fahren erho¨hen. Allerdings verliert man mit steigender Ordnung an Stabilita¨t
und es liegt bei einer Extrapolation des linear-impliziten Eulerverfahrens
(wie in LIMEX implementiert) ab der dritten Spalte des Extrapolationstable-
aus (4.11) keine A-Stabilita¨t mehr vor. Die resultierenden Verfahren sind in
diesem Fall A(α)-stabil mit α = 89.77◦ [32].
4.3 Theorie und numerische Lo¨sung von Op-
timalsteuerungsproblemen
In dieser Arbeit wird als ein Aspekt zur Analyse von mo¨glichen dynamischen
Regulationen in biochemischen Reaktionsnetzwerken eine Methode vorge-
stellt, die auf der mathematischen Lo¨sung von Optimalsteuerungsproblemen
basiert. Dazu wird nun ein kurzer U¨berblick u¨ber den mathematischen Hin-
tergrund gegeben, wobei auf die direkte Mehrzielmethode na¨her eingegangen
wird, die in der verwendeten Software MUSCOD-II [88] implementiert ist.
KAPITEL 4. MATHEMATISCHE GRUNDLAGEN 47
4.3.1 Einfu¨hrung in Optimalsteuerungsprobleme
Problemformulierung
Unter einem Optimalsteuerungsproblem fu¨r gewo¨hnliche Differentialgleichung-
en [88] in der Form, in der es in dieser Arbeit auftaucht und das hier kurz
erla¨utert werden soll, versteht man folgendes System:
min
x,u
J [x, u] =
∫ tf
t0=0
Φ(t, x(t), u(t))dt (4.12a)
unter den Nebenbedingungen
x˙(t) = f(t, x(t), u(t)), t ∈ [t0, tf ] (4.12b)
r0(x(t0)) + rf(x(tf)) = 0 (4.12c)
g(t, x(t), u(t)) ≥ 0, t ∈ [t0, tf ], (4.12d)
wobei x(t) ∈ Rn die Zusta¨nde und u(t) ∈ Rk die Steuerungsfunktionen
sind. Das Zeitintervall I = [t0, tf ] wird als fest angenommen. Die Funktio-
nen Φ : I × Rn × Rk → R, g : I × Rn × Rk → Rl und r0, rf : R
n → Rlr
sollen stetig differenzierbar sein. r0, rf bezeichnen die Randbedingungen des
Optimalsteuerungsproblems. An f : I × Rn × Rk → Rn werden die u¨bli-
chen Existenz- und Eindeutigkeitsannahmen gestellt. Das Zielfunktional Φ
aus (4.12a) wird u¨blicherweise als Lagrange-Typ bezeichnet.
Das resultierende unendlich dimensionale Optimierungsproblem u¨ber dem
Funktionenraum der Steuerungsfunktionen muss fu¨r eine numerische Be-
handlung in ein endlich dimensionales Problem parametrisiert werden. Hierfu¨r
wird in der in dieser Arbeit eingesetzten Software MUSCOD-II die von Bock
und Plitt [22] entwickelte direkte Mehrzielmethode (engl. Multiple Shooting)
angewandt.
Das Zeitintervall wird dabei durch die Einfu¨hrung eines Gitters t0 = 0 =
τ0 < τ1 < · · · < τm = tf in Unterintervalle Ii = [τi, τi+1] – sogenannte Multi-
ple Shooting Intervalle – aufgeteilt. Auf den Multiple-Shooting-Intervallen Ii
wird die Steuerung u(t) durch lokale Ansatzfunktionen ϕ¯(τ)|Ii beschrieben.
Diese lokalen Ansatzfunktionen ko¨nnen beispielsweise als stu¨ckweise konstant
(wie in Abbildung 4.3), stu¨ckweise linear oder stu¨ckweise kubische Polynome
angenommen werden. Anschließend werden die Zusta¨nde x(t) ebenfalls auf
demselben Gitter diskretisiert. Eine sehr gute Darstellung dieser Methode
kann in [20, 88] gefunden werden. Dadurch wird das unendlich dimensionale
Optimalsteuerungsproblem in ein endlich dimensionales Problem u¨berfu¨hrt.
Bei der Mehrzielmethode wird auf jedem Subintervall das Anfangswertpro-
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q0
q1
q2
q3
q4
0 τ1 τ2 τ3 τ4 1
ϕ¯(τ)
τ
Abbildung 4.3: Stu¨ckweise konstante Parametrisierung auf fu¨nf Multiple-Shoot-
ing-Intervallen auf einem Zeithorizont t ∈ [0, 1]. Als Beispiel wird ϕ¯(t)|Ii = qi
gewa¨hlt.
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s4
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♦
Abbildung 4.4: Zustandsparametrisierung mit fu¨nf Multiple-Shooting-Intervallen
auf einem Zeithorizont t ∈ [0, 1].
blem
x˙i(τ) = f(τ, xi(τ), ϕ¯(τ))
xi(τi) = si (4.13)
gelo¨st und somit ha¨ngen die Trajektorien xi(τ) auf den Intervallen Ii nur von
den lokalen neu eingefu¨hrten Startwerten si und den Steuerungsfunktionen
auf dem Intervall [τi, τi+1] ab und ko¨nnen somit simultan gelo¨st werden, wobei
dann zwischen den Multiple-Shooting-Intervallen unstetige Lo¨sungen resul-
tieren ko¨nnen (siehe Abbildung 4.4). Die Stetigkeit der optimalen Lo¨sung
wird durch zusa¨tzlichen Gleichungsbedingungen
si+1 = xi(τi+1; si) (4.14)
gesichert (siehe Abbildung 4.5). Um Konsistenz der Problemformulierung zu
sichern, wird daru¨berhinaus fu¨r den Startwert s0 = x0 verlangt. Durch (4.13)
und (4.14) werden die zusa¨tzlichen Freiheitsgrade, die durch die Einfu¨hrung
der Multiple-Shooting-Knoten si erworben wurden, wieder eliminiert.
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Abbildung 4.5: Die stetige Lo¨sung des Optimierungsproblems.
Mit Hilfe dieser Parametrisierungen kann das resultierende endlich dimensio-
nale nichtlineare Optimierungsproblem (NLP) formuliert werden:
min
s0,...,sm,ϕ¯
m−1∑
i=0
∫ τi+1
τi
Φ(τ, xi(τ), ϕ¯(τ))dτ (4.15a)
unter den Nebenbedingungen
xi(τi+1; si)− si+1 = 0, i = 0, . . . , m− 1 (4.15b)
x0 − s0 = 0 (4.15c)
g(τi, si, ϕ¯i) ≥ 0, i = 0, . . . , m, τ ∈ [τi, τi+1] (4.15d)
r0(s0) + rf(sm) = 0. (4.15e)
Das NLP (4.15) besteht zwar aus mehr Variablen als ein durch beispiels-
weise durch Single-Shooting parametrisierte Problem, kann aber durch die
entkoppelte Struktur des Problems und nach Anwendung von Kondensieral-
gorithmen mit geringfu¨gig mehr Aufwand gelo¨st werden [88].
Lokale Optimalita¨tsbedingungen
Um Optimierungsprobleme wie das NLP (4.15) mathematisch zu behandeln,
stellt sich die Frage, wann eine Lo¨sung optimal ist. Dazu betrachten wir das
allgemeine Optimierungsproblem
min
x
f(x), f : Rnx → R, x ∈ Rnx (4.16a)
unter den Nebenbedingungen
g(x) = 0 g : Rnx → Rn2 (4.16b)
h(x) ≥ 0 h : Rnx → Rn3 . (4.16c)
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Hier werden nur die fu¨r die Arbeit notwendigen Definitionen und Sa¨tze
erwa¨hnt. Fu¨r eine detailliertere Einfu¨hrung sei auf [113] verwiesen.
Definitionen 4.13
• Die Menge S := {x | g(x) = 0, h(x) ≥ 0} heißt zula¨ssige Menge.
• Ein Punkt x∗ heißt lokales Minimum, falls eine Umgebung U(x∗)
existiert fu¨r die gilt: f(x∗) ≤ f(x) ∀ x ∈ S ∩ U .
• Die Funktion L(x, λ, µ) := f(x) − λTg(x) − µTh(x) heißt Lagrange-
Funktion, wobei λ ∈ Rn2 und µ ∈ Rn3. λ und µ werden Lagrange-
Multiplikatoren genannt.
• Die Menge I = {i | hi(x) = 0} heißt aktive Menge. Die aktiven
Ungleichungen werden mit h˜(x) bezeichnet.
• Ein Punkt x¯ heißt regula¨rer Punkt, wenn die Matrix ∂g˜(x¯)
∂x
regula¨r
ist, wobei g˜(x) =
(
g(x)
h˜(x)
)
.
Satz 4.14 (Notwendige Bedingung 1. Ordnung) Sei x∗ ein lokales Mi-
nimum von (4.16) und regula¨r. Dann existieren λ∗ ∈ Rn2 und µ∗ ∈ Rn3, so
dass
∇xL(x
∗, λ∗, µ∗) = 0 (4.17a)
g(x∗) = 0 (4.17b)
h(x∗) ≥ 0 (4.17c)
µ∗ ≥ 0 (4.17d)
µ∗j hj(x
∗) = 0, j = 1, . . . , n3. (4.17e)
Ein Punkt, der diese Bedingungen erfu¨llt, wird als Karush-Kuhn-Tucker
(KKT) Punkt bezeichnet.
Beweis: Siehe [113].
Ein Minimum des Optimierungsproblems 4.16 muss also notwendig eine Null-
stelle der Ableitung der Lagrangefunktion sein. Dies wird bei der Erla¨uterung
der numerischen Methoden im na¨chsten Kapitel verwendet.
Um das nichtlineare Optimierungsproblem numerisch zu lo¨sen, wird das ur-
spru¨ngliche Problem durch eine Folge von Unterproblemen ersetzt. Eine Ver-
fahren, welches dies anwendet, ist das sogenannte SQP-Verfahren (Sequential-
Quadratic-Programming-Verfahren) von Han und Powell [50, 127].
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4.3.2 Numerische Behandlung von Optimalsteuerungs-
problemen
4.3.3 Sequentielle Quadratische Optimierung
Die Idee eines SQP-Verfahrens ist ein nichtlineares Problem durch eine Folge
leichter zu lo¨sender quadratischer Probleme zu ersetzen. Dazu wird eine Folge
von approximierenden Lo¨sungen
xk+1 = xk + αkpk
erzeugt, wobei αk ∈ R ein Da¨mpfungsfaktor (Schrittweite) und pk ∈ R
n die
Suchrichtung ist. pk wird dabei aus der Lo¨sung des quadratischen Subpro-
blems
min
p
∇fTk p+
1
2
pT∇2xLkp (4.18a)
unter den linearisierten Nebenbedingungen
hk +∇h
T
k p = 0 (4.18b)
gk +∇g
T
k p ≥ 0 (4.18c)
erhalten. Fu¨r xk+1 wird dabei gefordert, dass es in der linearen Approximati-
on zula¨ssig ist. Exakte Zula¨ssigkeit bezu¨glich der nichtlinearen Beschra¨nkun-
gen wird deshalb nicht gefordert, weil es in einer Implementierung zu in-
effizient wa¨re (vgl. [88]). Es wird bei System (4.18) gefordert, dass in einem
Optimum der Gradient der Lagrangefunktion identisch Null sein muss, wie es
bei Satz 4.14 gefordert ist. Das quadratische Unterproblem (4.18) wird dann
in jedem Schritt gelo¨st. Wenn dadurch keine weiteren Verbesserungen gefun-
den werden (d.h. pk = 0), ist die Lo¨sung der Folge mit der optimalen Lo¨sung
des urspru¨nglichen Problems identisch2. Die Lagrange-Multiplikatoren der
Ungleichung (4.18c) ko¨nnen durch
”
Active Set“ Strategien (siehe [113]) er-
halten und dazu verwendet werden das na¨chste quadratische Unterproblem
zu formulieren.
Der Vorteil dieser Methode ist, dass das Verfahren lokal quadratisch konver-
giert, wenn die exakten aktiven Mengen und die exakte Hessematrix ∇2xL
verwendet werden. Normalerweise wird die exakte Hessematrix meist nicht
berechnet, da diese Berechnung numerisch sehr teuer werden kann, sondern
durch Update-Formeln angena¨hert. Um eine Globalisierung der Konvergenz
2In der numerischen Optimierung wird gefordert, dass der Wert des Gradienten der
Lagrange-Funktion kleiner als eine sogenannte KKT-Toleranz ist.
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zu erreichen, wird der Da¨mpfungsfaktor αk verwendet, der aber unter Ver-
wendung von Update-Formeln keine quadratische sondern bestenfalls eine su-
perlineare Konvergenz des Verfahrens sichert [113]. Fu¨r detailliertere Erla¨ute-
rungen sei z.B. auf [88] verwiesen.
4.4 Mathematische Behandlung von partiel-
len Differentialgleichungen
4.4.1 Charakterisierung
Partielle Differentialgleichungen werden entsprechend dem Grad ihrer Nicht-
linearita¨t eingeteilt.
Definition 4.15 Sei Ω ⊂ Rn ein Gebiet, x ∈ Ω und α, β ∈ Nn. Eine partielle
Differentialgleichung der Ordnung k fu¨r eine Funktion u : Ω→ R heißt
1. linear, falls sie die Form∑
|α|≤k
aα(x)D
αu = f(x)
hat.
2. semilinear, falls sie die Form∑
|α|=k
aα(x)D
αu+a0(D
α1u, . . . , Dα
l
u, x) = 0 mit |α1|, . . . , |αl| ≤ (k−1),
l ∈ N hat.
3. quasilinear, falls sie die Form∑
|α|=k
aα(D
β1u, . . . , Dβ
p
u, x)Dαu+ a0(D
α1u, . . . , Dα
l
u, x) = 0
mit |α1|, . . . , |αl|, |β1|, . . . , |βp| ≤ (k − 1), l, p ∈ N
hat.
4. nichtlinear, falls sie nicht die Form der Fa¨lle 1)-3) hat.
Dabei sei fu¨r den Multiindex α = (α1, . . . , αn) ∈ N
n mit |α| :=
∑n
i=1 αi
Dαu :=
∂α
∂xα11 . . . ∂x
αn
n
u, u ∈ C|α|(Rn).
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Die klassische Klassifikation von linearen partiellen Differentialgleichungen
teilt diese in elliptische, hyperbolische und parabolische Gleichungen ein (vgl.
[136]).
Definition 4.16 Sei (x, y) ∈ Ω ⊂ R2. Eine lineare partielle Differential-
gleichung zweiter Ordnung3 mit zwei unabha¨ngigen Variablen und konstanten
Koeffizienten a, b, c, d, e, f ∈ Rn fu¨r eine Funktion u ∈ C2(Ω), u : Ω → R in
der Form
a∂2xu+ b∂x∂yu+ c∂
2
yu+ d∂xu+ e∂yu+ fu+ g(x, y) = 0
heißt
1. elliptisch, falls b2 − 4ac < 0.
2. hyperbolisch, falls b2 − 4ac > 0.
3. parabolisch, falls b2 − 4ac = 0.
Diese Definition la¨sst sich auf Differentialgleichungen von mehreren Unab-
ha¨ngigen sowie auf Differentialgleichungssysteme verallgemeinern. In dieser
Arbeit werden nichtlineare parabolische Differentialgleichungssysteme zwei-
ter Ordnung
∂tu = f(u) + ∆u (4.19)
betrachtet [155]. ∆ = ∂
2
∂x21
+ · · · + ∂
2
∂x2n
bezeichnet hierbei den Laplace-
Operator. Als Randbedingung wird die klassische Neumannsche Randbe-
dingung
∂nu = g auf ∂Ω (4.20)
verwendet, wobei ∂Ω einen hinreichend glatten Rand beschreibt, und mit
u|t=0 = u0, (4.21)
das Anfangs-Randwert-Problem definiert ist. Mit dieser Art der Problemfor-
mulierung wird entweder ein
”
Fluss“ in die Zelle g > 0 oder eine
”
Null-Fluss“
Situation g = 0 modelliert (weitere Details in Kapitel 7).
Definition 4.17 Sei Ω ⊂ R ein Gebiet, x ∈ Ω, u ∈ (C2(Ω))n. Ein nicht-
lineares System partieller Differentialgleichungen der Form ∂tu − f(u) =
3Fu¨r die U¨bersichtlichkeit sei ∂iu :=
∂u
∂xi
.
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∂x(B(u)∂xu) mit einer n × n−Matrix B heißt parabolisch, falls alle Ei-
genwerte von B(u) nicht negative Realteile haben.
Bemerkung 4.18 System (4.19) geho¨rt zur Klasse der parabolischen parti-
ellen Differentialgleichungen. Dies folgt unmittelbar daraus, dass die Matrix
B(u) eine Diagonalmatrix mit Einsen auf der Diagonalen ist und somit alle
Eigenwerte nicht negative Realteile haben.
4.4.2 Numerische Lo¨sung von partiellen Differential-
gleichungen
In dieser Arbeit werden auftretende partielle Differentialgleichungen auf zwei
Weisen behandelt. Zu Beginn wird eine numerische Approximation durch die
sogenannte Finite-Differenzen-Methode erreicht, mit deren Hilfe die ra¨umli-
chen Ableitungen durch Differenzenquotienten approximiert werden und das
resultierende hochdimensionale System gewo¨hnlicher Differentialgleichungen
mit einem geeigneten Integrator in der Zeit integriert wird. Da mit dieser Me-
thode nur umsta¨ndlich auf die aus der Fragestellung auftretenden Aspekte,
wie z.B. Geometriebehandlung, eingegangen werden kann und die in der Soft-
ware GASCOIGNE [44] implementierte Finite-Elemente-Methode bessere nu-
merische Eigenschaften besitzt, werden komplexerer Problemstellungen mit
Hilfe dieser Methode behandelt.
Finite-Differenzen-Methode
Da in dieser Arbeit PDEs in ausschließlich zwei ra¨umlichen Dimensionen
untersucht wird, wird hier folgendes Anfangs-Randwertproblem [136] auf dem
abgeschlossenen Gebiet Ω¯ ⊂ R2 betrachtet:
∂u
∂t
−D
∂2u
∂x2
−D
∂2u
∂y2
= f(x, y, t), x, y ∈ Ω¯, t > 0
u(x, y, 0) = u0(x, y), x, y ∈ Ω¯
∂u(x, y, t)
∂n
= g, x, y ∈ ∂Ω. (4.22)
Ω bezeichnet das Gebiet ohne Rand und ∂Ω den Rand des Gebiets.
Bei der Finite-Differenzen-Methode wird das Gebiet Ω¯ mit einer (a¨quidistan-
ten) Schrittweite h diskretisiert. Es ergibt sich die Menge der Gitterpunkte
Zh := {(x, y) : x = j1h, y = j2h j1 = 0, . . . , N j2 = 0, . . . ,M}.
Daraus ergibt sich die Menge der inneren Gitterpunkte Ωh = Ω ∩ Zh, die
Menge der diskretisierten Randpunkte ∂Ωh = ∂Ω ∩ Zh und schließlich Ω¯h =
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Ωh∪∂Ωh. Auf diesen Gitterpunkten erfolgt die Approximation der ra¨umlichen
partiellen Ableitungen durch die sogenannte Fu¨nf-Punkt-Formel, die aus der
Approximation des Laplace-Operators durch die Taylorreihe folgt [136].
Definition 4.19 Auf dem vorliegenden a¨quidistanten Gitter approximiert die
Fu¨nf-Punkt-Formel
(∆hu)(x, y) :=
u(x− h, y) + u(x+ h, y) + u(x, y − h) + u(x, y + h)− 4u(x, y)
h2
+O(h2)
den Diffusionsterm in zwei ra¨umlichen Dimensionen.
Sei
uij ≈ u(xj , yi, t), j = 0, . . . , N i = 0, . . . ,M
die approximierte Lo¨sung im Punkt (xj , yi). Dann ergibt sich fu¨r (x, y) ∈ Ω
als Na¨herung zum Zeitpunkt t
∂uj
∂t
−D
uij−1 + u
i
j+1 + u
i−1
j + u
i+1
j − 4u
i
j
h2
= f(xj, yi, t).
Die Randpunkte werden analog approximiert, bis auf die Tatsache, dass durch
die von-Neumann-Randbedingung verschiedene Terme explizit durch ∂nu = g
gegeben sind.
Liegt uij z.B. auf einer Kante, wird die Randbedingung
∂u(x,y,t)
∂n
= g durch
den symmetrischen Differenzenquotienten
u(x, y)− u(x+ h, y)
2h
= g
bei einer entsprechenden Kante approximiert, wobei der Punkt u(x + h, y)
dann nicht definiert ist. Um dieses Problem zu umgehen, wird diese Formel
dann nach u(x + h, y) aufgelo¨st und in das Diskretisierungsschema eingear-
beitet.
Dadurch ergibt sich zum Beispiel fu¨r eine Ecke mit g = 0 im Punkt (xie , yje)
∂uj
∂t
−D
uieje+1 + u
ie+1
je
− 2uieje
h2
= f(xie , yje, t).
oder fu¨r die Randpunkte
∂uj
∂t
−D
uirjr+1 + u
ir+1
jr
+ uir−1jr − 3u
ir
jr
h2
= f(xir , yjr , t),
wobei diese Indizes nur auf eine Seite des Randes zutreffen. Fu¨r eine de-
taillierte Beschreibung sei auf die einschla¨gige Literatur, wie z.B. [136] oder
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[131], verwiesen.
Dieses diskretisierte Problem wird dann durch einen geeigeten Integrator
gelo¨st. Da in der biochemischen Modellierung steife Differentialgleichungen
auftreten und durch die beschriebene Diskretisierung der partiellen Ablei-
tung sehr große Systeme entstehen, ist die Wahl eines schnellen, aber auch
fu¨r steife Systeme geeigneten Integrators no¨tig. Der in Kapitel 4.2.2 disku-
tierte Integrator LIMEX ist deswegen eine angebrachte Wahl.
Finite-Elemente-Methode
Wie bei der Methode der Finiten-Differenzen gesehen, wird bei der numeri-
schen Behandlung von partiellen Differentialgleichungen versucht das eigent-
lich unendlichdimensionale Problem durch geeignete endlich dimensionale
Na¨herungen zu approximieren, um es fu¨r eine Behandlung mit Hilfe eines
Computers zuga¨nglich zu machen. Bei der Methode der Finiten-Differenzen
werden die partiellen Ableitungen durch Differenzenquotienten direkt appro-
ximiert und das resultierende System dann numerisch behandelt. Dieser Dis-
kretisierungsprozess wird bei der Methode der Finiten-Elemente durch einen
indirekten Ansatz erreicht. Dazu wird die partielle Differentialgleichung zu-
erst auf eine sogenannte variationelle Form gebracht, die sogenannte Test-
funktionen entha¨lt, und das variationelle Problem wird dann mit Hilfe der
Finiten-Elemente diskretisiert.
Der U¨bersichtlichkeit halber wird in diesem Kapitel nur auf die numerische
Behandlung der Wa¨rmeleitungsgleichung als Modellgleichung von paraboli-
schen partiellen Differentialgleichung mittels Finite-Elemente-Methode ein-
gegangen. Eine sehr gute Darstellung der Behandlung von allgemeinen nicht-
linearen parabolischen partiellen Differentialgleichungen kann in [77, 131] und
[136] gefunden werden.
Die Wa¨rmeleitungsgleichung in zwei Ortsdimensionen mit von-Neumann-
Randbedingungen ist gegeben durch
∂tu−∆u = f in Ω× (0, T ), T > 0
∂nu = g in ∂Ω
u|t=0 = u0. (4.23)
Das Definitionsgebiet Ω ∈ R2 wird als glatt berandet oder als konvexes Poly-
gongebiet vorausgesetzt. Die Problemdaten f, g und u0 werden als glatt und
kompatibel angenommen, so dass die Lo¨sung ebenfalls als glatt angenommen
werden kann.
Als Basis der Finite-Elemente-Methode dient die Formulierung der sogenann-
ten variationellen Gleichung von (4.23). Es kann gezeigt werden, dass eine
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Lo¨sung von (4.23) diese variationelle Formulierung erfu¨llen muss (siehe [136]).
Um diese Formulierung zu erreichen, wird die partielle Differentialgleichung
mit Testfunktionen ϕ multipliziert, u¨ber den Raum Ω integriert und parti-
elle Integration im Raum amgewandt (siehe [77, 130, 136]). Mit Hilfe dieser
Formulierung kann dann unter gewissen Voraussetzungen Existenz und Ein-
deutigkeit einer sogenannten schwachen Lo¨sung gezeigt werden (siehe [130]).
Die variationelle Formulierung von (4.23) lautet dann
(∂tu, ϕ)Ω + a(u, ϕ)Ω = (f, ϕ)Ω + (g, ϕ)∂Ω, ∀ϕ ∈ V, t > 0, u|t=0 = u0, (4.24)
mit dem sogenannten Sobolev-Raum V , in dem die Lo¨sung der Variations-
gleichung definiert ist, dem L2-Skalarprodukt (u, v)Ω =
∫
Ω
u(x)v(x)dx und
der symmetrischen und positiv definiten Energie-Bilinearform a(u, ϕ)Ω :=
(∇u,∇ϕ)Ω
4.
Zur numerischen Approximation der Variationsgleichung (4.24) werden nun
endlich dimensionale Teilra¨ume
Vh ⊂ V (0 < h ≤ h0)
gewa¨hlt, deren Feinheit durch einen Diskretisierungsparameter h charakteri-
siert ist. Dieses allgemeine sogenannte Galerkinsche (Projektions-)Verfahren
bestimmt nun Na¨herungen der variationelle Formulierung von (4.23) durch
die Beziehung
(∂tu, ϕh)Ω + a(u, ϕh)Ω = (f, ϕh)Ω + (g, ϕh)∂Ω, ∀ϕh ∈ Vh, u|t=0 = u0, (4.25)
wobei fu¨r die praktische Realisierung des Projektionsverfahrens eine Basis
{ϕ
(i)
h , i = 1, . . . , N} mit N := dimVh gewa¨hlt werden muss. Anschließend
wird fu¨r die zu bestimmende Lo¨sung der Ansatz uh(t) =
∑N
j=1 ξj(t)ϕ
(j)
h und
u0 =
∑N
j=1 ξj0ϕ
(j)
h gemacht. Fu¨r jedes t ∈ (0, T ) ist fu¨r alle i = 1, . . . , N die
Variationsgleichung (4.25) a¨quivalent zu
N∑
j=1
(ϕ
(j)
h , ϕ
(i)
h )Ω
dξj(t)
dt
+
N∑
j=1
a(ϕ
(j)
h , ϕ
(i)
h )Ωξj(t) = (f, ϕ
(i)
h )Ω + (g, ϕ
(i)
h )∂Ω(4.26)
Mit A := a(ϕ
(j)
h , ϕ
(i)
h )Ω als sogenannte Steifigkeitsmatrix, M := (ϕ
(j)
h , ϕ
(i)
h )Ω
die sogenannte Massenmatrix und den Vektoren β := (f, ϕ
(i)
h )Ω + (g, ϕ
(i)
h )∂Ω
4Eine gute Darstellung der funktionalanalytischen Hintergru¨nde kann z.B. in [158] ge-
funden werden.
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sowie ξ0 := ξi0 ergibt sich fu¨r ξ(t) := ξi(t) folgendes System linearer gewo¨hn-
licher Differentialgleichungen mit (im Zeitpunkt) konstanten Koeffizienten:
B
d
dt
ξ(t) + Aξ(t) = β, t ∈ (0, T )
ξ(0) = ξ0. (4.27)
Die gewo¨hnliche Differentialgleichung (4.27) kann dann mit einem geeigne-
ten Integrator gelo¨st werden. Hier ist zu beachten, dass in jedem Zeitschritt
durch Integration u¨ber das Gebiet beziehungsweise u¨ber den Rand die Stei-
figkeitsmatrix A, die Massenmatrix M und der Vektor β ausgewertet werden
mu¨ssen.
Bei der Wahl des Integrators muss beachtet werden, dass das System eine
generische Steifheit entha¨lt [131] und, da es sich normalerweise um sehr große
Systeme handelt, im Hinblick auf die Lo¨sungso¨konomie mit wenigen Vektor-
Matrix Multiplikationen auskommen soll. Um diese Aspekte zu beru¨cksichti-
gen, fa¨llt die Wahl normalerweise auf recht einfache Integratoren mit niedri-
ger Ordnung. In dieser Arbeit wurde das implizite Eulerverfahren verwendet
(siehe Kapitel 4.2.2), das zusammen mit einer effizienten Implementierung
in der am IWR in Heidelberg in der Arbeitsgruppe von Prof. Rannacher
entwickelten Finite-Elemente-Bibliothek GASCOIGNE [44] verfu¨gbar ist.
Wahl der Finiten-Elemente
Bei der Wahl der geeigneten Ansatzra¨ume Vh ⊂ V sowie der Aufstellung der
Gleichungssysteme (4.27) sind einige Bedingungen zu beachten. Die Berech-
nung der Matrixelemente von A sowie der rechten Seite β sollte numerisch
billig sein, die Matrix A sollte du¨nn besetzt sein und es sollte mittels der
Ansatzfunktionen mo¨glich sein, allgemeine Gebiete komplexer Geometrie zu
approximieren. Es sollten Ansatzfunktionen verwendet werden, die bezu¨glich
der Zerlegung des Gebietes Ω¯ in einfache Teilgebiete Th (sogenannte Zellen)
polynomial sind.
Hier sind ga¨ngige Beispiele fu¨r Zellen in zwei ra¨umlichen Dimensionen Drei-
ecke oder (konvexe) Vierecke. Mit Hilfe der Wahl dieser Elemente ist es
mo¨glich, allgemeine Gebiete automatisch mit Gitterapproximationen zu be-
handeln. In Abbildung 4.6 ist eine beispielhafte Diskretisierung eines Gebietes
Ω mittels Dreiecks- beziehungsweise Viereckselementen dargestellt.
Aufgrund dieser Argumente wurde in dieser Arbeit die in der Finite-Elemente-
Bibliothek GASCOIGNE [44] implementierten Vierecke mit automatischer Git-
tergenerierung gewa¨hlt. Fu¨r eine gute Diskussion der richtigen Wahl der Ele-
mente sei auf [131] verwiesen.
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Abbildung 4.6: Finite-Elemente Diskretisierung eines Gebietes Ω mittels Drei-
ecks- beziehungsweise Viereckselementen. Die Abbildung ist aus [130] entnommen.
Kapitel 5
Strukturbildung in
Immunzellen
In diesem Kapitel werden die notwendigen Grundlagen der Immunabwehr
durch neutrophile Granulozyten dargestellt. Dazu wird ein kurzer U¨berblick
u¨ber die Funktionsweise und Aufgabe von Neutrophilen in der menschlichen
Immunabwehr gegeben. Anschließend werden die experimentellen Beobach-
tungen, die die Grundlage des Modellierungansatzes dieser Arbeit sind, dar-
gestellt und deren biochemischer Hintergrund diskutiert.
5.1 Immunabwehr durch neutrophile Granu-
lozyten
5.1.1 Das Neutrophil
Neutrophile, auch polymorphkernige Leukozyten genannt, bilden einen wich-
tigen Teil der menschlichen Immunabwehr gegen eine große Anzahl an gefa¨hr-
lichen Mikroorganismen (Pathogene). Neutrophile akkumulieren durch ge-
zielte Bewegung zu Stellen im Ko¨rper, die durch Mikroorganismen infiziert
sind. Die Hauptfunktion von Neutrophilen in der menschlichen Immunabwehr
ist die Erkennung, Aufnahme (Phagozytose) und Zersto¨rung der Pathogene.
Dazu ko¨nnen Neutrophile Substanzen sekretieren, die die Ausbreitung der
Infektion aufhalten und, wenn no¨tig, auch andere weiße Blutko¨rperchen zur
Entzu¨ndung anlocken. Da Neutrophile auf eine Vielzahl von Pathogenen rea-
gieren ko¨nnen, sind sie Teil der sogenannten angeborenen Immunita¨t, die wei-
tere Zelltypen umfaßt. Dahingegen werden Zellen der adaptiven Immunita¨t
so aktiviert, dass sie speziell auf die entsprechenden Pathogene reagieren
ko¨nnen [25, 66].
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Entwicklung und Funktion
Neutrophile bilden ungefa¨hr zwei Drittel der weißen Blutko¨rperchen in unse-
rem Ko¨rper [43]. Sie sind kurzlebige Zellen, die u¨berwiegend in drei Bereichen
in unserem Ko¨rper zu finden sind: dem Knochenmark, dem Blut und dem Ge-
webe, wobei sie aber normalerweise nicht in gesundem Gewebe zu finden sind.
Alle Blutzellen, Lymphozyten, Erythrozyten, Monozyten, Blutpla¨ttchen und
Granulozyten, stammen vom selben Vorla¨uferzellentyp im Knochenmark ab.
Nachdem die ausdifferenzierten Neutrophile das Knochenmark verlassen ha-
ben, zirkulieren sie ungefa¨hr zehn Stunden im Blutstrom. Danach migrieren
sie in das umgebende Gewebe, wo sie dann weitere 1-2 Tage u¨berleben. An-
schließend wird angenommen, dass ein programmierter Zelltod (Apoptose)
stattfindet und die abgestorbenen Zellen durch Makrophagen entsorgt wer-
den, die das Gewebe vor mo¨glichen gefa¨hrlichen Substanzen, die durch das
Absterben entstehen ko¨nnen, schu¨tzen.
Wa¨hrend einer bakteriellen Infektion oder einer Verletzung im Gewebe, wer-
den die Neutrophile durch inflammatorische Mediatoren, die von gewebe-
sta¨ndigen Zellen am Ort der Infektion oder den Bakterien selbst sekretiert
werden, angezogen, so dass sie den Blutstrom der Blutgefa¨ße verlassen. An-
schließend kriechen die Zellen in Richtung des ansteigenden Gradienten der
chemotaktisch aktiven Substanz und somit in die Richtung der Infektion. Die-
ser Prozess wird Chemotaxis genannt. Dort wird das Pathogen phagozytiert
und durch die Produktion von reaktiven Sauerstoffintermediaten (ROS), wie
Superoxide und Wasserstoffperoxid, abgeto¨tet.
Der Prozess des Kriechens in Richtung eines Pathogens beno¨tigt Energie,
welche Neutrophile im sauerstoffarmen Gewebe u¨berwiegend u¨ber die so-
genannte anaerobe Glykolyse (siehe Kapitel 6.1) gewinnen, um chemische
Energie in Form von Adenosintriphosphat (ATP) [134, 174] zu produzieren.
Phagozytose und Degranulation
Auf der Neutrophilzell-Oberfla¨che werden eine Vielzahl von Rezeptoren pra¨-
sentiert, mit deren Hilfe die Immunzellen Pathogene erkennen und pha-
gozytieren ko¨nnen. Dies sind Rezeptoren fu¨r z.B. das Antiko¨rpermoleku¨l
IgG, Komplement-Proteine, Mannose und Oligosaccharide [66]. Nachdem
das Neutrophil ein potentiell zu phagozytierendens Partikel erreicht, wird
das Partikel mit Plasmamembran umgeben und in die Zelle aufgenommen.
Das Partikel ist dann in einem abgeschlossenen Vesikel aus Plasmamem-
bran, dem Phagosom, im Cytoplasma eingeschlossen. Der Mechanismus, der
das Binden von Pathogenen an die Rezeptoren in ein intrazellula¨res Signal
umwandelt und somit dann die Phagozytose steuert, ist noch nicht im De-
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tail verstanden. Es existieren aber biochemische Hinweise, dass Gradienten
von intrazellula¨rem Ca2+ in der Na¨he der Peripherie die Aufnahme initiieren
[89, 90]. Im Phagosom wird das aufgenommene Pathogen mit Lysosomen,
Membranvesikel, die hydrolytische Enzyme und Phosphatasen enthalten, fu-
sioniert und ebenfalls hochreaktiven Sauerstoffintermediaten ausgesetzt. Da-
durch wird das Pathogen dann zersto¨rt.
Die Produktion von ROS wird unmittelbar nachdem das Neutrophil in Kon-
takt mit einem chemotaktischen Stimulus steht durch einen Anstieg des Sau-
erstoffverbrauchs um das 50- bis 100-fache initiiert [154]. Dies wird durch
eine Ansammlung von Enzymen und der Aktivierung der NADPH-Oxidase-
Reaktion in der Phagosommembran ausgelo¨st (fu¨r einen Review zur NADPH-
Oxidase in Neutrophilen sei auf [145, 169] verwiesen). NADPH-Oxidase re-
duziert Sauerstoff zu Superoxid (O−2 ), das dann in das Phagosom freigesetzt
wird. Gleichzeitig wird Wasserstoffperoxid (H2O2) und Hypochlorige Sa¨ure
(HOCl) produziert. Der Sauerstoffverbrauch ist an einen erho¨hten Glucose-
umsatz und eine Aktivierung des Pentosephosphatwegs (siehe Kapitel 6.1) ge-
koppelt, durch den das beno¨tigte Redoxa¨quivalent NADPH produziert wird.
Neben der Produktion von ROS werden von Neutrophilen daru¨berhinaus
reaktive Stickstoffintermediate (RNS) produziert. Dieser oxidative Prozess
produziert Stickstoffmonoxid (NO) durch Katalyse des Enzyms NO Synthase
und verursacht ebenfalls Sauerstoffverbrauch (siehe [154] fu¨r einen Review).
Es wird angenommen, dass NO durch Reaktion mit ROS zu weiteren cytoto-
xischen Spezies wie Peroxinitrit (OONO−2 ) [99] ebenfalls bei der Zersto¨rung
der Pathogene eingesetzt wird.
Migration von Neutrophilen
Die schnelle Beweglichkeit der Neutrophile ist die Basis ihrer wichtigen Funk-
tion in der Immunabwehr. Zellmigration ha¨ngt von physikalischen und che-
mischen Begebenheiten ab, da eine Vielzahl von Komponenten darin intera-
gieren und koordiniert werden mu¨ssen (siehe [7] fu¨r eine gute Einfu¨hrung in
die Zellmigration). Die Transmigration von Neutrophilen aus dem intravas-
kula¨ren in den extravaskula¨ren Raum beinhaltet eine Reihe von Ereignissen.
Diese umfassen zellula¨re Aktivierung durch Liganden, Deformation und Po-
larisierung der Zelle, Adha¨rieren an die Endothelzellen und Migration durch
oder zwischen den Endothelzellen.
Vom Prozess der Zellbewegung wird ein sogenannter Mobilita¨tszyklus [148]
angenommen, der folgende Prozesse einschließt und damit anschaulich gut
beschrieben werden kann:
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Abbildung 5.1: Aktivierung eines Neutrophils. Ein unstimuliertes, spha¨risches
Neutrophil entwickelt sich nach Aktivierung in eine typische flache Form. Die Zelle
ist dann morphologisch in Richtung steigernder Konzentration des Stimulus ori-
entiert. Die Abbildung ist aus [94] entnommen.
1. Ausdehnung der Zellfront
2. Adha¨sion an die zellula¨re Matrix
3. Kontraktion des Cytoplasmas
4. Lo¨sen der hinteren zellula¨ren Kontakte
5. Recycling der Membranrezeptoren vom Ende zur Front der Zelle
Die Fortbewegung von Neutrophilen nach Aktivierung durch chemotaktische
Substanzen beginnt immer mit der Ausbildung von du¨nnen, d.h. weniger als
200 nm dicken Ausstu¨lpungen, den sogenannten Pseudopodien (siehe Abbil-
dung 5.1). Diese Ausstu¨lpungen adha¨rieren am Substrat der zellula¨ren Matrix
und bilden mit der Zeit die Front der Zelle, das sogenannte Lamellipodium
und bestimmen somit die Richtung der Zellbewegung. Am Ende der Zelle
werden die zellula¨ren Kontakte gelo¨st und die Ausstu¨lpungen wieder zur Zel-
le retrahiert. Dies bildet das Ende der Zelle, das auch Uropodium genannt
wird. Durch diesen Prozess formt sich die typische Struktur eines migrieren-
den Neutrophils mit einer breiteren Front und einem du¨nneren Ende (siehe
Abbildung 5.1).
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Chemotaxis
Chemotaxis von Leukozyten ist ein komplexer Prozess, der durch Rezeptor-
Ligand Wechselwirkung ausgelo¨st wird. Es ist generell akzeptiert, dass Re-
zeptor initiierte Chemotaxis von Leukozyten einer speziellen chemotaktisch
aktiven Substanz auch Signale auslo¨sen kann, die Degranulierung und Pro-
duktion von ROS zur Folge hat. Die wichtigsten Komponenten dieser Sig-
naltransduktion durch die Rezeptoren ist die anschließende Produktion von
Guaninnucleotide (GTP)-bindenden Proteinen (G Proteinen). Der exakte
Signaltransduktionsmechanismus ist bis heute unklar.
Nachdem Neutrophile einen chemotaktischen Gradienten wahrnehmen, ver-
a¨ndern sie ihre Gestalt und orientieren sich morphologisch in Richtung des
ansteigenden Gradienten, wobei aber Korrekturen in der Richtungswahrneh-
mung kontinuierlich durchgefu¨hrt werden. Diese chemotaktische Antwort ist
so effektiv, dass die Zelle Konzentrationsunterschiede von ungefa¨hr 1% wahr-
nehmen kann [180]. Die Position des chemotaktischen Ursprungs versorgt das
Neutrophil mit vektoriellen Koordinaten fu¨r die gezielte Bewegung.
Es sind heutzutage viele Faktoren bekannt, die diese Immunreaktion auslo¨sen
ko¨nnen und somit als chemotaktisch aktive Substanz wirken. Sie haben keine
einheitliche chemische Struktur, sondern beinhalten eine große Anzahl von
Substanzen, wie zum Beispiel N-formylierte Peptide, die von Bakterien gene-
riert werden, Anaphylatoxine wie C5a und C3a, aber auch zellula¨re Produkte
wie Leukotriene B4 (siehe [60, 140] fu¨r Reviews).
Richtungsfindung
Der genaue Mechanismus der Richtungsfindung von chemotaktisch migrie-
renden Neutrophilen ist unklar. In dieser Arbeit wird mathematische Mo-
dellierung von Wellenausbreitung in Neutrophilen vorgestellt, die potentiell
einen Teil dieser Asymmetrien erkla¨ren ko¨nnte. Ein hypothetischer Mecha-
nismus, der von Petty et al. diskutiert wurde [125], wa¨re, dass die Richtung
der Zellmigration durch die Richtung von intrazellula¨rer Wellenausbreitung
von chemischen Substanzen bestimmt ist. Dadurch ko¨nnte sich die ra¨umliche
Organisation der Migrationsbewegung erkla¨ren lassen, da die Fortbewegung
große Mengen an Energie beno¨tigt, die durch ra¨umliche Organisation mit
Hilfe der Wellenausbreitung bestimmt wu¨rde (siehe Kapitel 5.3.2).
Die extrazellula¨ren Oberfla¨chenmoleku¨le
Auf Neutrophilen sind neben den Rezeptormoleku¨len, durch die die che-
motaktisch aktiven Substanzen erkannt werden, eine Vielzahl von weiteren
Oberfla¨chenmoleku¨len lokalisiert. Allgemein werden Oberfla¨chenrezeptoren
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in Gruppen basierend auf ihrem Aktivierungsmechanismus eingeteilt. Diese
Rezeptoren sind (a) Ionenkanal-assoziiert, (b) G Protein-assoziiert und (c)
Enzym-assoziiert. Die Rezeptoren ko¨nnen aber wiederum bei Neutrophilen
nach ihrer Funktion eingeteilt werden. So gibt es Rezeptoren fu¨r (a) Che-
motaxis, die z.B. IL-8 binden, (b) Adha¨sion, die z.B. Laminin binden und
(c) Phagozytose, die z.B. IgG binden, wobei manche Rezeptoren auch fu¨r
mehrere Funktionen verwendet werden.
Adha¨sionsmoleku¨le
Fu¨r Neutrophile ist Adha¨sion an die extrazellula¨re Matrix eine fundamentale
Eigenschaft fu¨r ihre Funktionsweise. In Abbildung 5.2 sind die drei Haupt-
gruppen von Rezeptoren dargestellt, die Adha¨sion vermitteln.
Abbildung 5.2: Schematische Darstellung der wichtigsten Adha¨sionsmoleku¨le von
Neutrophilen: (A) Selektine; (B) Integrine und (C) Immunoglobulin-Proteine. Die
Abbildung ist aus [94] entnommen.
Dies sind Integrine, Selektine und Proteine der Immunoglobulin-Familie. In-
tegrine sind transmembrane Glykoprotein-Komplexe, die Integrine genannt
werden, da sie extrazellula¨re Signale in Bewegungen des Zytoskeletts
”
inte-
grieren“. Selektine sind eine Familie von Zell-Zell-Adha¨sionsmoleku¨len, die in
der Leukozyt-Endothel-Interaktion eine wichtige Rolle spielen. Diese Interak-
tion ist Teil des Mechanismus der Extravasation von Neutrophilen aus dem
Blutkreislauf in das entzu¨ndete Gewebe (siehe Kapitel 5.1.2). Die dritte wich-
tige Gruppe, die Proteine der Immunoglobulin-Familie, sind die vielseitigsten
Adha¨sionsmoleku¨le. Sie ko¨nnen zum Beispiel im Fall einer Entzu¨ndung mit
den Integrinen interagieren und somit diese Signaltransduktion unterstu¨tzen
[16]. Die bekanntesten Beispiele dieser Gruppe sind das interzellula¨re Adha¨si-
onsmoleku¨l ICAM-1 und das vaskula¨re Zelladha¨sionsmoleku¨l VCAM-1.
KAPITEL 5. STRUKTURBILDUNG IN IMMUNZELLEN 66
Rezeptor-Recycling
Nachdem das Neutrophil adha¨riert ist, bleiben die Membranrezeptoren sta-
tisch, wa¨hrend der Zellko¨rper sich u¨ber sie bewegt. Dazu wird der Rezeptor
vom Substrat gelo¨st (siehe [148]), in die Zelle aufgenommen (Endozytose),
durch Diffusion oder gerichteter Transport zur Zellfront transportiert und
anschließend in die Zellfront eingebaut (Exocytose). Dies wird bei der Fort-
bewegung von Neutrophilen beobachtet (siehe Abbildung 5.3). Der Mecha-
nismus ist aber noch Teil aktueller Forschung.
Abbildung 5.3: Darstellung des Rezeptor-Recyclings wa¨hrend der Neutrophil-
Fortbewegung. Intrazellula¨re Signale haben zur Folge, dass die Rezeptoren ihre Bin-
dungen lo¨sen, in die Zelle aufgenommen werden und an der Front wieder in die
Membran eingebaut werden. Die Abbildung ist aus [94] entnommen.
5.1.2 Aktivierung von Neutrophilen
Die Hauptaufgabe von Neutrophilen ist bei einer Infektion den Blutkreislauf
zu verlassen und schnell zum Infektionsherd zu migrieren, um die Pathogene
zu beka¨mpen [1]. Diese
”
Aktivierung“ der Neutrophile ist einer der wichtig-
sten Prozesse der Immunologie und Fokus einer Vielzahl von Forschungspro-
jekten.
Nachdem ein Pathogen das Epithel u¨berwunden hat und in das darunter-
liegende Gewebe eingedrungen ist, wird es durch spezialisierte Zellen, den
sogenannten Makrophagen erkannt. Die Makrophagen reagieren indem sie
Proteine, sogenannten Cytokine, produzieren. Einige dieser Cytokine, z.B.
Tumor-Nekrose-Faktor (TNF) und Interleukin-1 (IL-1) stimulieren die Zel-
len der umliegenden Blutgefa¨ße (Endothelzellen), um schnell Adha¨sionsmo-
leku¨le, E-Selektin und P-Selektin, innerhalb der Blutgefa¨ße zu pra¨sentieren.
Die zirkulierenden Neutrophile haben auf ihrer Oberfla¨che Selektinliganden,
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Abbildung 5.4: Darstellung der Zell-Zell-Interaktion bei der Extravasation von
Neutrophilen. Die Abbildung ist aus [1] entnommen.
die schwach an die Endothelselektine binden. Die Neutrophile werden so-
mit an die Endothelselektine gebunden, aber durch die Kraft des Blutstroms
wird die Bindung wieder getrennt. Die Bindung wird kurze Zeit spa¨ter wie-
der ausgebildet und so entsteht eine rollende Bewegung der Leukozyten auf
der Endotheloberfla¨che, die sie abbremst (siehe Abbildung 5.4). Die hohe
Konzentration der Cytokine, die an der Endotheloberfla¨che vorhanden ist,
stimuliert einen schnellen Anstieg der Bindung der Neutrophil-Integrine zu
den entsprechenden Liganden, die durch die Endothelzellen ebenfalls pra¨sen-
tiert werden. Nachdem die Geschwindigkeit der Neutrophile durch die rol-
lende Bewegung ausreichend abgenommen hat, binden die Integrine fest an
ihre Liganden und stoppen somit die rollende Bewegung. Anschließend wird
das Zytoskelett reorganisiert und die Neutrophile beginnen durch die Blut-
gefa¨ßwand zu migrieren. Anschließend wandern sie in Richtung des anstei-
genden Konzentrationsgradienten der chemotaktisch aktiven Substanz. Nach-
dem sie die Infektionsstelle erreicht haben, wird sofort mit der Phagozytose
und somit der Immunabwehr der Pathogene begonnen. Durch diesen Me-
chanismus wird erreicht, dass innerhalb von Minuten eine große Anzahl von
Leukozyten an die Infektionsstelle rekrutiert werden. Durch die A¨nderung
der Blutgefa¨ßeigenschaften entstehen die charakteristischen Symptome ei-
ner Entzu¨ndung, die schon in der Antike durch Cornelius Celsus empirisch
beschrieben wurden: Schmerz (lat. dolor), Wa¨rmeentwicklung (lat. calor),
Ro¨tung (lat. rubor), Schwellung (lat. tumor) und eingeschra¨nkte Funktion
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(lat. functio laesa) [66].
5.2 Biochemischer Hintergrund
In diesem Kapitel werden kurz die biochemischen Hintergru¨nde der Ener-
giegewinnung eines Neutrophils und der dabei beteiligten Prozesse erla¨utert.
Die Energiegewinnung ist ein sehr wichtiger Prozess fu¨r alle Lebewesen, aber
da ein Neutrophil nach der Aktivierung schnell Energie unter sauerstoffar-
men Gewebebedingungen beno¨tigt, unterliegt ihr Energiehaushalt u¨berwie-
gend der anaeroben Glykolyse, dem wohl am besten untersuchten biochemi-
scher Reaktionsweg. Dies ist auch durch experimentelle Messungen [134, 141]
besta¨tigt. Die Glykolyse ist eine Reaktionsfolge, die Glucose in Pyruvat zer-
legt. Insgesamt sind bei dieser Reaktionsfolge elf Enzyme beteiligt, die die
einzelnen biochemischen Reaktionen katalysieren (vgl. [167] und Kapitel 6.1).
Abbildung 5.5: Schematische Darstellung der Glykolyse und des Pentosephos-
phatwegs (engl. Hexose-Monophosphate-Shunt (HMS)). Exemplarisch sind die
Enzyme Glucose-6-Phosphatdehydrogenase (G6PDase), 6-Phosphogluconat-Dehy-
drogenase (6PGDase), Transaldolase (TALase), NADPH Oxidase und Lactat-
Dehydrogenase (LDH) und die Substrate Glucose-6-Phosphat (G6P), Ribulose-5-
Phosphat (5PR), Glyceraldehyd-3-Phosphat (GA3P), Phosphoenolpyruvat (PEP)
und NADPH angegeben. Die Abbildung ist aus [58] entnommen.
Neben dem Prozess der Energiegewinnung ist fu¨r Neutrophile nach Aktivie-
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rung ebenfalls wichtig, dass die fu¨r die Beka¨mpfung der Pathogene wich-
tigen ROS produzieren werden ko¨nnen. Diese werden durch Redoxreaktio-
nen (z.B. durch die NADPH-Oxidase Reaktion) produziert, die als wichti-
ges Redoxa¨quivalent die Spezies NADPH beno¨tigen. Ein Vorhandensein von
NADPH wird nach Aktivierung dadurch erreicht, dass ein zweiter Glucose-
basierter Stoffwechselweg, der Pentosephosphatweg, eine zunehmend wichti-
ge Rolle spielt [134]. In ihm wird aus Glucose oxidativ unter Gewinn von
NADPH Ribose-5-Phosphat gebildet, das in Metabolite der Glykolyse um-
gewandelt werden kann, oder als Grundbaustein fu¨r die Biosynthese von
Nukleotiden dient (siehe Abbildung 5.5). In dieser Arbeit werden Oszil-
lationen und Wellen von Nicotinamidadenindinukleotid (NADH) und des-
sen 2-Phosphat (NADPH) untersucht und modelliert. Da die Glykolyse und
der Pentosephosphatweg die beiden wichtigsten Reaktionswege sind, durch
die das Neutrophil beide experimentell gemessenen Spezies NAD(P)H pro-
duziert, wird in dieser Arbeit nur auf diese beiden Prozesse eingegangen.
Daru¨berhinaus ergeben Studien zur Inhibierung beider Reaktionspfade, dass
sie am Auftreten der dynamischen Pha¨nomene beteiligt sind [78, 125]. Fu¨r
eine detailliertere Diskussion der wichtigsten biochemischen Prozesse in Neu-
trophilen vor und nach Aktivierung sei auf [134] verwiesen.
5.3 Experimentelle Beobachtungen
In Neutrophilen wurde ku¨rzlich eine Vielzahl von Strukturbildungsprozes-
sen in Form von rein zeitlichen Oszillationen und von raumzeitlichen Wel-
lenpha¨nomenen experimentell beobachtet. Beide Prozesse zeigen interessan-
tes dynamisches Verhalten, das Basis fu¨r die in dieser Arbeit durchgefu¨hrte
mathematische Modellierung ist und in diesem Kapitel erla¨utert werden soll.
5.3.1 Oszillationen
In Neutrophilen wurden durch Howard Pettys Arbeitsgruppe am Kellogg Eye
Center (University of Michigan, Ann Arbor, USA) NAD(P)H-Oszillationen
entdeckt [135] (siehe Abbildung 5.6). In den Abbildungen sind Messungen
der zellula¨ren Autofluoreszenz im Bereich von 460 nm dargestellt. Diese Au-
tofluoreszenz kann mit den intrazellula¨ren Konzentrationen der beiden Spezi-
es NADH und NADPH korreliert werden und als mo¨gliche Charakterisierung
der Dynamik des Zellmetabolismus verwendet werden [53].
Die Oszillationen zeigen unterschiedliche charakteristische Eigenschaften ab-
ha¨ngig vom physiologischen Zustand des einzelnen Neutrophils. So zeigt ein
sph¨arisches Neutrophil, das einem deaktivierten Zustand eines im Blutkreis-
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Abbildung 5.6: Experimentelle Messung der Autofluoreszenz von NAD(P)H-
Oszillationen in Neutrophilen. In spha¨rischen Neutrophilen werden Oszillationen
mit einer Periode von 3 Minuten beobachtet (links), bei der nach Polarisierung ei-
ne zweite, u¨berliegende Oszillation mit einer Frequenz von 20 Sekunden beobachtet
wird (rechts). Die Abbildung ist aus [135] entnommen.
lauf zirkulierenden Leukozyten entspricht, NAD(P)H-Oszillationen mit einer
Periode von ungefa¨hr drei Minuten.
Nachdem der Granulozyt an einer Oberfla¨che adha¨riert, werden neben den
dreiminu¨tigen Oszillationen noch zusa¨tzliche, daru¨berliegende NAD(P)H-
Oszillationen mit einer Periode von 20 Sekunden beobachtet [135].
Die letzteren Oszillationen zeigen nach Aktivierung durch Kontakt der Zelle
mit proinflammatorischen Substanzen eine Erho¨hung der Frequenz zu Oszil-
lationen mit einer Frequenz von 10 Sekunden (siehe Abbildung 5.7 (a) und
(d)) [78].
Neben den NAD(P)H-Oszillationen werden daru¨berhinaus auch weitere Os-
zillationen beobachtet. So zeigen auch die in der Immunabwehr wichtigen
reaktiven Sauerstoffintermediate ROS und NO Oszillationen [78, 177] (siehe
Abbildung 5.7 (b), (c), (e) und (f)) mit derselben Periode wie NAD(P)H
und dem charakteristischen Anstieg der Oszillationsfrequenz von 20 auf 10
Sekunden. Da diese Substanzen durch Redoxreaktionen z.B. mit Hilfe der
NADPH-Oxidase, die NAD(P)H als Substrat umsetzt, produziert werden,
wird angenommen, dass die Oszillationen durch die NAD(P)H-Oszillationen
getrieben sind [78]. Es wird aufgrund Studien mit metabolischen Inhibito-
ren, die ein Verschwinden der Oszillationen zur Folge haben
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Abbildung 5.7: Experimentelle Messung von NAD(P)H-Autofluoreszenz (Spalte
1), NO-Produktion (Spalte 2) (mit Hilfe des fluoreszierende Farbstoffs DAF-2 DA)
und ROS-Produktion (Spalte 3) (mit Hilfe des fluoreszierende Farbstoffs Hydro-
ethidin) in Neutrophilen. Nach Aktivierung durch proinflammatorische Substanzen
(wie FMLP) erha¨lt man eine Erho¨hung der Frequenz von 20 auf 10 Sekunden. Die
Abbildung ist aus [78] entnommen.
die nichtlineare Regulation der Glykolyse einen wichtigen Beitrag zum Auf-
treten der Oszillationen leistet. Es wurde aber ebenfalls gefunden, dass eine
Aktivierung des Pentosephosphatwegs fundamental wichtig fu¨r die Frequen-
zerho¨hung von 20 auf 10 Sekunden ist, da nach Inhibierung dieses Reakti-
onswegs durch die Inhibitoren 6-Aminonicotinamid (6-AN) [70] und Dexa-
methason [116] keine Frequenzerho¨hung beobachtet wird (siehe Abbildung
5.8).
Interessanterweise wurden neben den NAD(P)H-Oszillationen in Pettys La-
bor daru¨berhinaus auch Oszillationen fu¨r Calcium Signale gemessen, die u¨ber
a¨hnliche Eigenschaften verfu¨gen. Zusammen mit sinusfo¨rmigen NAD(P)H-
Oszillationen wurden auch Calcium-
”
Spikes“ beobachtet (siehe Abbildung
5.9, links), die eine Phasenverschiebung von circa 90◦ zu den NAD(P)H-
Oszillationen zeigen [120] und die Frequenz beider Oszillatoren erho¨ht sich zu
einer Periode von 10 Sekunden nach Zugabe von proinflammatorischen Sub-
stanzen, wobei die Phasenverschiebung erhalten bleibt. Ca2+-Oszillationen
wurden auch von weiteren Gruppen beobachtet [31, 63, 64, 138], deren Peri-
oden sich ebenfalls ungefa¨hr in der Gro¨ßenordnung von 10 – 100 Sekunden
bewegen (siehe Abbildung 5.9, rechts).
Neben den beiden oszillierenden Spezies Ca2+ und NAD(P)H wurde daru¨ber-
hinaus von weiteren oszillierenden Prozessen mit a¨hnlichen Perioden berich-
tet, fu¨r die ein globaler Zusammenhang dieser Oszillationen oder ein gene-
relles Signaltransduktionsprinzip diskutiert wurden [120]. So berichteten als
erste Ja¨ger et al. von oszillierendem Verhalten des Membranpotentials [65],
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Abbildung 5.8: Experimentelle Messung von NAD(P)H-Autofluoreszenz in Neu-
trophilen. In adha¨renten Neutrophilen werden 20-Sekunden Oszillationen beobach-
tet (a,c), deren Frequenz sich nach Aktivierung durch proinflammatorische Sub-
stanzen von 20 auf 10 Sekunden erho¨ht (b). Diese Frequenzerho¨hung wird nach
Zugabe des Pentosephophatweginhibitors 6-AN nicht beobachtet (d). Die Abbildung
ist aus [70] entnommen.
Abbildung 5.9: Experimentelle Messung der Fluoreszenz von Indo-1 markiertem
Calcium in Neutrophilen. Die Abbildungen sind aus [74] und [63] entnommen.
das ebenfalls von Kindzelskii und Petty [74] beobachtet wurde.
Dass diese periodischen Signale eine fundamentale Funktion bei der Funkti-
onsweise der Neutrophile haben ko¨nnten, zeigt sich dadurch, dass sie auch in
Prozessen auftreten, die direkt mit der Funktion zusammenha¨ngen, wie z.B.
der Aktinkonzentration beziehungsweise der zellula¨ren Gestalt. Polymeres
Aktin, das auch filamento¨ses Aktin (F-Aktin) genannt wird, ist Bestandteil
des Zytoskeletts und sein dynamischer Auf- und Abbau ist ein fundamenta-
ler Bestandteil der Beweglichkeit der Neutrophile. In Experimenten wurde
gefunden, dass die intrazellula¨re Aktinkonzentration nach Zugabe von pro-
inflammatorischen Substanzen ebenfalls oszillierendes Verhalten mit circa 10
Sekunden Periodizita¨t zeigt [117, 133, 176] (siehe Abbildung 5.10, links).
Mo¨glicherweise basierend auf einer oszillierenden Aktinkonzentration zeigt
die Gestalt des Neutrophils (engl. shape oscillations) ebenfalls periodisches
Verhalten nach Zugabe von proinflammatorischen Substanzen (siehe Abbil-
dung 5.10, rechts) [34, 35, 36].
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Abbildung 5.10: Experimentelle Messung der Lichtdurchla¨ssigkeit von F-Aktin-
(links) und Shape-(rechts) Oszillationen in Neutrophilen. Die Abbildungen sind aus
[176] und [34] entnommen.
Physiologische Relevanz
Da die Frequenz und die Form der Oszillationen mit bestimmten physio-
logischen Zusta¨nden von Neutrophilen korrelieren, wurde in Pettys Labor
daru¨berhinaus untersucht, ob es Krankheiten gibt, die mit einer Fehlfunk-
tion dieser Dynamiken in Neutrophilen assoziiert werden. Die Hautkrank-
heit Pyoderma Gangrenosum [2] ist mit einer Fehlfunktion von Neutrophi-
len assoziiert. Bei dieser schmerzhaften Erkrankung der Haut, bei der es
großfla¨chig, in der Regel an einer Stelle, zu einer Geschwu¨rbildung und zu
einem Absterben der Haut kommt, kommt es zu einer unspezifischen und
nicht induzierten Neutrophilaktivierung (siehe Abbildung 5.11 (links)). In
Neutrophilen, die aus dem Blut der erkrankten Personen entnommen wur-
den, wurde eine gesto¨rte intrazellula¨re NAD(P)H-Dynamik gefunden (siehe
Abbildung 5.11 (rechts)) [2]. Hier werden bei Ko¨rpertemperatur keine si-
nusfo¨rmigen NAD(P)H-Oszillationen beobachtet, sondern Oszillationen, die
sich durch chaotisches Verhalten auszeichnen. Interessanterweise wird die Si-
nusform zuru¨ckerhalten, wenn die zellula¨re Temperatur gesenkt wird [2].
5.3.2 Wellen
Neben den rein zeitlichen Oszillationen wurde in Pettys Arbeitsgruppe daru¨-
berhinaus durch Anwendung von Hochgeschwindigkeitsfluoreszenzmikrosko-
pie [122], die ein Fluoreszenzmikroskop und eine Hochgeschwindigkeitskame-
ra kombiniert, NAD(P)H-Wellenausbreitung in adha¨renten Neutrophilen be-
obachtet (siehe Abbildung 5.12). Die NAD(P)H-Wellen werden ausschließlich
am Uropodium ausgelo¨st und propagieren unidirektional in Richtung des La-
mellipodiums mit einer Geschwindigkeit von ungefa¨hr 15-50 µm/s [125, 126].
Jede Welle wird nach Erreichen des Lamellipodiums ausgelo¨scht und eine
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Abbildung 5.11: Links: Abbildung des Krankheitsbildes eines an Pyoderma Gan-
grenosum erkrankten Patienten. Rechts: Bei normaler Temperatur zeigen die Neu-
trophile des Patienten gesto¨rte, chaotische Oszillationen, die sich bei sinkender
Temperatur wieder zur harmonischen Sinusform normalisieren. Die Abbildungen
sind aus [2] entnommen.
neue Welle wird am Uropodium ausgelo¨st (siehe Abbildung 5.12, Zeitrei-
he 1). Die Messungen der zellula¨ren Autofluoreszenz erfolgten wie bei den
NAD(P)H-Oszillationen im Emmisionsbereich einer Wellenla¨nge von 460 nm.
Diese NAD(P)H-Autofluoreszenz kann mit der Dynamik des Zellmetabolis-
mus korreliert werden [53]. Es wird dadurch vermutet, dass die raumzeitli-
chen Pha¨nomene ebenfalls aus der Glykolyse entstehen. Dies wird durch die
Tatsache besta¨tigt, dass die Wellen verschwinden, wenn ein metabolischer
Inhibitor auf die Zelle gegeben wird [125].
Nach der Stimulation des Neutrophils mit proinflammatorischen Substanzen
spaltet die Welle in der Mitte der Zelle auf, die beiden nun entstandenen
Wellen propagieren in unterschiedliche Richtungen, werden am Uropodium
beziehungsweise am Lamellipodium reflektiert und, wenn sie dann in der
Mitte der Zelle kollidieren, kreuzen sie sich ohne sich zu beeinflussen (siehe
Abbildung 5.12, Zeitreihe 2). Dies ist fu¨r Systeme mit Wellenausbreitung ein
exotisches Verhalten, das sehr selten experimentell beobachtet wird. Meistens
wird beobachtet, dass sich Wellen nach Kollision auslo¨schen (siehe Kapitel
2.1.2).
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Abbildung 5.12: Experimentelle Messungen der Autofluoreszenz von NAD(P)H-
Wellenausbreitung in einem adha¨renten, polarisierten Neutrophil, wobei die Zelle
mit ihrer Front nach oben orientiert ist. Jedes Bild wurde 1 µs lang mit einem
Intervall von 100 ms zwischen zwei Messungen aufgenommen. Die Abbildung ist
aus [125] entnommen.
Physiologische Relevanz
Die beschriebene Wellenausbreitung in Neutrophilen scheint mit fundamen-
talen physiologischen Funktionen verknu¨pft zu sein. Es wurde diskutiert, dass
die Wellenausbreitung des Neutrophils mit der Richtung der Polarisation zu
korrelieren scheint [125]. Aktiviert man ein Neutrophil nur lokal, indem man
mit Hilfe einer Mikropipette nur auf einem Teil der Neutrophilmembran die
chemotaktisch aktive Substanz FMLP gibt, so a¨ndert sich die Richtung der
Wellenausbreitung in diese Richtung (siehe Abbildung 5.13). Daru¨berhinaus
polarisiert das Neutrophil anschließend in diese Richtung.
Eine mo¨gliche Funktion der Wellenausbreitung ko¨nnte somit die Signaltrans-
duktion von ra¨umlichen Orientierungsprozessen innerhalb der Zelle sein. Eine
weitere mo¨gliche Funktion wa¨re, dass Reaktionen, die NAD(P)H als Substrat
beno¨tigen, durch gerichtete, lokalisierte Verfu¨gbarkeit gesteuert werden.
Als ein Beispiel dieses Signaltransduktionsmechanismuses publizierten Kind-
zelskii und Petty in [72] eine lokalisierte Produktion von ROS (siehe Abbil-
dung 5.14). Da bei der Produktion der ROS unter anderem die NAD(P)H-
Oxidase beteiligt ist [12] und dieses Enzym NADPH als Substrat verwendet,
ko¨nnte dies ein Beispiel fu¨r den beschriebenen Mechanismus sein. Diese lokali-
sierte Produktion der reaktiven ROS ko¨nnte ein potentieller Schutzmechanis-
mus des Neutrophils sein, um das umliegende gesunde Gewebe zu schonen,
indem nur sehr zielgesetzt ROS produziert und in Migrationsrichtung der
Zellen fokussiert wird.
KAPITEL 5. STRUKTURBILDUNG IN IMMUNZELLEN 76
Abbildung 5.13: Experimentelle Messungen der Autofluoresenz zur A¨nderung der
NAD(P)H-Wellenausbreitung in einem Neutrophil. Nach der lokalen Anwendung
von FMLP (B), a¨ndert sich die Richtung der Wellenausbreitung in Richtung der
Anwendung. Jedes Bild wurde 1 µs lang mit einem Intervall von 100 ms zwischen
zwei Messungen aufgenommen. Die Abbildung ist aus [125] entnommen.
5.3.3 Andere theoretische Arbeiten
Die zuvor beschriebenen Strukturbildungsprozesse in Neutrophilen wurden
bisher in zwei Publikationen mit Hilfe von mathematischer Modellierung be-
handelt [78, 116]. Beide Arbeiten bescha¨ftigen sich ausschließlich mit den
ra¨umlich gemittelten, raumzeitlichen NAD(P)H-Dynamiken, d.h. Oszillatio-
nen, wobei die unterliegenden raumzeitlichen Dynamiken vernachla¨ssigt wer-
den. Die in dieser Arbeit pra¨sentierten Modellierungsresultate stellen nach
unserer Kenntnis die erste Untersuchung der metabolischen Dynamik in Neu-
trophilen dar, bei der sowohl zeitliche als auch raumzeitliche Pha¨nomene un-
tersucht werden.
In [116] untersuchen die Autoren ein bekanntes oszillierendes System, die
Peroxidase-Oxidase-Reaktion (PO-Reaktion), von der bekannt ist, dass sie
ein wichtiger Teil in proinflammatorisch aktivierten Neutrophilen darstellt,
da sie Bestandteil des Synthesewegs der reaktiven Sauerstoffintermediate ist.
Somit fokussieren sich die Autoren auf den aktivierten Zustand und ver-
nachla¨ssigen das ebenfalls gemessene Auftreten der Oszillationen im nicht-
aktivierten Zustand. Mit Hilfe einer mathematischen Modellierung der PO-
Reaktion werden sinusfo¨rmige NADPH-Oszillationen erhalten, die eine un-
gefa¨hre Periode von 10 Sekunden haben und somit den experimentell berich-
teten Eigenschaften entsprechen (siehe Abbildung 5.15, links). Mit Hilfe des
PO-Inhibitors Diphenyleniodonium (DPI) konnte daru¨berhinaus gefunden
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Abbildung 5.14: Experimentelle Messungen der NAD(P)H-Autofluoreszenz und
des oxidative Fluoreszenzfarbstoff Hydroethidin zur gezielten ROS Produktion in
einem Neutrophil. Nachdem die NAD(P)H-Welle das Lamellipodium erreicht hat,
werden nur an der Front die ROS synthetisiert (Pfeil). Jedes Bild wurde 100 ns
lang mit einem Intervall von 25 ms zwischen den Messungen aufgenommen. Die
Abbildung ist aus [72] entnommen.
werden, dass die 10-Sekunden Oszillationen bei niedriger DPI-Konzentration
inhibiert werden und 20-Sekunden Oszillationen auftreten, die in einem nicht
aktivierten Neutrophil beobachtet werden. Bei ho¨her DPI-Konzentration wer-
den diese auch inhibiert und keine metabolische Dynamik kann beobachtet
werden (siehe Abbildung 5.15, rechts). Die Autoren ziehen daraufhin den
Schluss, dass die PO-Reaktion potentiell Teil der metabolischen Dynamik
eines aktivierten Neutrophils ist.
Abbildung 5.15: Links: Numerische Integration eines PO-Reaktionmodells, das
durch deren nichtlinearen Dynamik oszillierendes Verhalten zeigt. Rechts: Mit
steigender Konzentration des PO-Reaktionsinhibitors DPI werden NAD(P)H-
Oszillationen inhibiert. Die Abbildungen sind aus [116] entnommen.
Aber die Tatsache dass NAD(P)H-Oszillationen ebenfalls beobachtet wer-
den, wenn der Pentosephosphatweg, der ein fu¨r die PO-Reaktion notwendiges
Substrat produziert, inhibiert ist, zeigt, dass die oszillierende Dynamik der
PO-Reaktion zwar Teil der in aktivierten Neutrophilen beobachteten Oszil-
lationen sein kann, aber der Schlu¨sselprozess, der diesen Oszillationen unter-
liegt, vernachla¨ssigt wurde.
In [78] gehen die Autoren dieser Frage nach und schlagen vor, dass das oszillie-
rende Verhalten der nichtlinearen Dynamik der Glykolyse entstammt. Diese
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Annahme wird durch die experimentell besta¨tigte Tatsache belegt, dass in
der Glykolyse die experimentell gemessenen Spezies produziert werden, Neu-
trophile ihren Energiehaushalt u¨berwiegend mit Hilfe dieses Reaktionswegs
bestreiten [141], die Glykolyse bekannt fu¨r nichtlineare Regulation ist und
die gemessene Autofluoreszenz im betrachtetem Emmisionsbereich mit der
Dynamik des Zellmetabolismuses korreliert [53].
Somit ist die Annahme, dass dies ein Schlu¨sselprozess in der NAD(P)H-
Dynamik ist, sehr naheliegend. Es wird in [78] mit Hilfe eines mathema-
tischen Modells der Glykolyse gezeigt, dass aus deren nichtlinearen Regula-
tion NAD(P)H-Oszillationen im Bereich einer Periode von 10-20 Sekunden
entstehen ko¨nnen und diskutiert, dass es durch eine Aktivierung des Pentose-
phosphatwegs zu einem Anstieg der Oszillationsfrequenz kommt (siehe Ab-
bildung 5.16). Diese Annahme vernachla¨ssigt jedoch die Wellendynamik, die
den zeitlichen Oszillationen unterliegt und somit die raumzeitliche Dynamik,
die nach Mittelung u¨ber das ra¨umlich Gebiet die rein zeitliche Dynamik pro-
duziert.
Abbildung 5.16: Numerische Integration eines Glykolysemodells, das oszillieren-
des Verhalten zeigt. Nach Aktivierung des Pentosephosphatwegs (bei t=200 s) wird
eine Frequenzerho¨hung beobachtet. Die Abbildung ist aus [78] entnommen.
In dieser Arbeit wird ein konsistentes mathematisches Modell entwickelt, mit
dem weitestgehend sowohl das zeitliche als auch das raumzeitliche Verhalten
erkla¨rt werden kann und vor allem schlu¨ssig deren weitere Chrakteristiken
mit einbezogen werden ko¨nnen (siehe Kapitel 7). Dies ist ein notwendiger
Ansatz, um die Dynamiken in Neutrophilen zu untersuchen, da mittels der
beiden anderen Ansa¨tze nur Aspekte untersucht werden, die nicht zu einem
ganzheitlichen Bild fu¨hren ko¨nnen.
Kapitel 6
Grundlagen der Modellbildung
In diesem Kapitel wird das in dieser Arbeit entwickelte mathematische Mo-
dell der NAD(P)H- und Ca2+-Dynamiken in Neutrophilen und die notwendi-
gen Hintergru¨nde erla¨utert. Dazu wird kurz auf die Massenwirkungskinetik
eingegangen, aber da biochemische Prozesse normalerweise durch Enzyme
katalysiert werden, wird besonders auf enzymkinetische Modellierung einge-
gangen. Anschließend ist das entwickelte Modell dargestellt.
6.1 Glykolyse und Pentosephosphatweg
Da der Energiehaushalt von Neutrophilen u¨berwiegend durch Glykolyse be-
stritten wird, das Redoxa¨quivalent NADPH, das fu¨r die Produktion der re-
aktiven Sauerstoffintermediate beno¨tigt wird, u¨ber den Pentosephosphat-
weg produziert wird und Studien mit Inhibitoren zeigen, dass sowohl die
NAD(P)H-Oszillationen als auch die Wellen andeuten aus diesen Reaktions-
pfaden zu entstehen (siehe Kapitel 5.2, [134] und [125]), werden nur diese
beiden Prozesse in dieser Arbeit beru¨cksichtigt.
Glykolyse
Die Glykolyse (aus dem Griechischen glykos, su¨ß; lysis, auflo¨sen) oder auch
Embden-Meyerhof-Parnas-Weg [167] ist der erste Teil des Zucker-Abbaus
(Katabolismus) in Zellen. In ihm wird Glucose zu Pyruvat umgesetzt, wobei
zwei Mol Adenosintriphosphat (ATP) pro Mol Glucose synthetisiert werden.
Diese Sequenz von zehn enzymatischen Reaktionen spielt eine zentrale Rolle
im Energie-Metabolismus der Zellen, da sie einen Teil der chemischen Ener-
gie in Form von ATP produziert und Glucose und Kohlenhydrate fu¨r den
oxidativen Zellstoffwechsel vorbereitet.
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Allgemein ist die Funktion der Glykolyse Glucose in zwei C3 Einheiten (Py-
ruvat) umzusetzen, die eine geringere freie Enthalpie inne haben, und die
damit frei gewordene Energie zu verwenden, um ATP aus ADP und Pi
zu synthetisieren. ATP ist die zellula¨re
”
Energiewa¨hrung“ und wird durch
ihr hohes Phosphatgruppenu¨bertragungspotential dazu verwendet um end-
ergone Prozesse, wie z.B. Aufbau von DNS, mo¨glich zu machen (siehe [167]
fu¨r einen U¨berblick u¨ber die energetischen Hintergru¨nde). Der Prozess der
Glykolyse beno¨tigt einen Reaktionsweg von mehreren chemisch gekoppelten
Phosphoryl-U¨bertragungsreaktionen und verfolgt insgesamt folgende chemi-
sche Strategie
1. Binde Phosphatgruppen an die Glucose.
2. Setzte die phosphorylierten Zwischenprodukte in Verbindungen mit ho-
hem Phosphatgruppenu¨bertragungspotential um.
3. Kopple die anschließende Hydrolyse der reaktiven Substanzen an die
ATP-Produktion.
Die zehn enzymkatalysierten Reaktionen sind in Abbildung 6.1 dargestellt.
Bemerkenswert ist, dass zu Beginn ATP benutzt wird, um die phosphorylier-
ten Zwischenprodukte zu synthetisieren und spa¨ter wieder zuru¨ckgewonnen
wird. Der erste Schritt der Glykolyse ist die Phosphorylierung von Gluco-
se unter Verbrauch von ATP zu Glucose-6-phosphat (G6P). Diese Reaktion
wird in Neutrophilen durch das Enzym Hexokinase katalysiert. Da die Zell-
membran nicht fu¨r G6P durchla¨ssig ist, reichert sich G6P in der Zelle an, ver-
schiebt das Gleichgewicht an der Membran und begu¨nstigt die Aufnahme von
Glucose. Glucose-6-phosphat wird dann von der Hexosephosphat-Isomerase
in Fructose-6-phosphat (F6P) umgesetzt. Anschließend wird Fructose-6-phos-
phat unter Katalyse eines Schlu¨sselenzyms der Glykolyse, Phosphofructo-
kinase, unter Verbrauch eines weiteren Moleku¨ls ATP zu Fructose-1,6-bis-
phosphat (FBP) phosphoryliert. Das Enzym Aldolase katalysiert nun die
Spaltung des Glucoserings in Dihydroxyacetonphosphat (DHAP) und Glycer-
inaldehyd-3-phosphat (GAP). Dihydroxyacetonphosphat wird von der Trio-
sephosphatisomerase (TIM) ebenfalls in Glycerinaldehyd-3-phosphat umge-
wandelt. Jedes der beiden resultierenden Glycerinaldehyd-3-phosphat-Mo-
leku¨le wird daraufhin durch das Enzym Glycerinaldehyd-3-phosphat-Dehy-
drogenase (GAPDH) und der U¨bertragung einer Phosphatgruppe zu 1,3-
Bisphosphoglycerat (1,3-BPG) durch NAD+ oxidiert. Bei dieser Oxidations-
reaktion entsteht nun auch NADH, das bei den experimentellen Messungen
[125] zusammen mit NADPH gemessen wird (siehe Kapitel 5.3), auf den die
Modellierungsansa¨tze dieser Arbeit fußen.
KAPITEL 6. GRUNDLAGEN DER MODELLBILDUNG 81
Abbildung 6.1: Darstellung der einzelnen Reaktionsschritte der Glykolyse sepa-
riert in einen oberen Teil (a) und unteren Teil (b). Die Abbildung ist aus [93]
entnommen.
Im na¨chsten Schritt erzeugt die Phosphoglyceratkinase je ein Moleku¨l ATP
bei der Umwandlung von 1,3-Bisphosphoglycerat zu 3-Phosphoglycerat (3-
PGA) durch U¨bertragung eines Phosphatrests auf ADP. Phosphoglyceromu-
tase katalysiert dann die Umwandlung von 3-Phosphoglycerat zu 2-Phos-
phoglycerat (2-PGA), woraus schließlich mit Hilfe der Enolase Phosphoenol-
pyruvat wird. Dieses wird abschließend in der Pyruvatkinasereaktion unter
Erzeugung eines weiteren Moleku¨ls ATP zu Pyruvat umgesetzt. Insgesamt
ergibt sich somit die allgemeine Reaktion
Glucose + 2 NAD+ + 2 ADP+2 Pi → 2 NADH + 2 Pyruvat+
2 ATP + 2 H2O + 4 H
+.
Regulation der Glykolyse
Da die Hauptfunktion der Glykolyse die Produktion von ATP ist, muss sie
fein reguliert sein, damit ATP in einem Ausmaß produziert wird, wie es
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beno¨tigt wird. Ein zentrales Enzym, das den Fluss durch die Glykolyse re-
guliert, ist die Phosphofruktokinase (PFK). Da die in der Glykolyse beo-
bachteten Strukturbildungsprozesse im in dieser Arbeit entwickelten Modell
wesentlich aus der Dynamik der PFK entstehen, soll hier kurz auf deren
Regulation eingegangen werden und fu¨r eine tiefere Einfu¨hrung sei auf [7]
verwiesen.
PFK ist ein Tetramer [167] mit zwei mo¨glichen Monomer-Konformationen R
und T, die sich in ihrer Affinita¨t zu unterschiedlichen Liganden unterscheiden
und sich im Gleichgewicht befinden1. In in vitro Experimenten wurde her-
ausgefunden, dass die Umsatzgeschwindigkeit der PFK durch viele chemische
Substanzen beeinflusst wird. Zellula¨r spielen dabei die beiden sta¨rksten re-
gulatorischen Substanzen, ATP und FBP, die entscheidende Rolle.
Abbildung 6.2: Abha¨ngigkeit der Umsatzgeschwindigkeit der PFK von dem allo-
sterischen Aktivator FBP. Die Abbildung ist aus [7] entnommen.
ATP bindet an seine Substrat-Bindungsstellen in beiden Konformationen
gleich gut, wobei es an eine inhibierende Bindungsstelle u¨berwiegend in der
T Konformation bindet. Das andere Substrat der PFK, F6P, bindet u¨ber-
wiegend an die Bindungsstelle in der R Konformation. Daraus folgt, dass
bei hoher ATP Konzentration ATP als sogenannter allosterischer Inhibitor
[165] durch Bindung an die T Konformation agiert und das T ⇋ R Gleichge-
wicht zugunsten der T Konformation verschiebt und die Affinita¨t der PFK
zu F6P minimiert. Neben dem allosterischen Inhibitor ATP sind auch allo-
sterische Aktivatoren bekannt. Einer der wichtigsten Aktivatoren der PFK
1Diese Bezeichnungen wurden in [104] zur modellhaften Beschreibung der Regulation
eingefu¨hrt.
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ist FBP, das an die R Konformation bindet und die Affinita¨t des Enzyms
an F6P erho¨ht. FBP agiert somit als Produktaktivator der PFK [11, 85].
Dieses Verhalten kann auch Aktivita¨tskurven der PFK dargestellt werden
(siehe Abbildung 6.2), die charakteristisch fu¨r allosterisch aktivierte Enzy-
me ist. Bei steigender FBP Konzentration erreicht die PFK schneller ihre
Maximalumsatzgeschwindigkeit von F6P.
Pentosephosphatweg
Neben der Glykolyse ist der Pentosephosphatweg (engl. Hexose-Monophos-
phate-Shunt (HMS)) der zweite wichtige Reaktionsweg im Kohlenstoffme-
tabolismus, der vor allem nach Aktivierung von Neutrophilen, d.h. bei der
Beka¨mpfung von Pathogenen, bedient wird. Der Pentosephosphatweg ist ei-
ne Mo¨glichkeit des Glucose-Katabolismus, u¨ber den aus Glucose-6-Phosphat,
das u¨ber die Hexokinase-Reaktion der Glykolyse produziert wird, oxidativ
unter Gewinn von NADPH Ribose-5-Phosphat gebildet wird, das in Me-
tabolite der Glykolyse umgewandelt werden kann oder als Grundbaustein
fu¨r die Biosynthese von Nukleotiden dient (siehe [167]). Der Pentosephos-
phatweg la¨sst sich in einen oxidativen und einen nicht-oxidativen Abschnitt
aufteilen (siehe Abbildung 6.3). NADPH wird im oxidativen Teil durch Oxi-
dation der Glucose zu der Pentose Ribulose-5-Phosphat unter Abspaltung
von Kohlendioxid gewonnen. Im nicht-oxidativ ablaufenden Teil wird die ent-
standene Pentose in Metabolite der Glykolyse umgewandelt. Im Gegensatz
zum NADH der Glykolyse entsteht beim Pentosephosphatweg als Reduk-
tionsa¨quivalent NADPH, das dann zur Produktion von reaktiven Sauerstoff-
intermediaten, die zur Beka¨mpfung von Pathogenen beno¨tigt werden (siehe
Kapitel 5.1), umgesetzt wird. Da der Pentosephosphatweg nicht explizit in
die mathematische Modellierung eingehen wird, sondern nur der Aspekt der
NADPH-Produktion beru¨cksichtigt wird, sei fu¨r eine genauere Beschreibung
vor allem der entsprechenden Reaktionsmechanismen auf die klassischen Bio-
chemiebu¨cher wie z.B. [7], [160] und [167] verwiesen.
6.2 Kinetische und enzymkinetische Model-
lierung
Die chemische Kinetik ([9] und [167]) befasst sich mit den Geschwindigkeiten
chemischer Reaktionen mit der Zielsetzung einzelne Reaktionsschritte de-
tailliert zu beschreiben. Mit Hilfe dieser kinetischen Beschreibung la¨sst sich
auf den Reaktionsweg schließen, da sie eng an den Reaktionsmechanismus
gekoppelt ist.
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Abbildung 6.3: Schematische Darstellung der einzelnen Reaktionsschritte des
Pentosephosphatwegs. Die Abbildung ist aus [93] entnommen.
6.2.1 Massenwirkungskinetik
Ein chemisches System mit n Spezies und m reversibel verlaufenden Reak-
tionen [27] la¨sst sich allgemein als
n∑
i=1
n′ijXi
k±j
⇋
n∑
i=1
n′′ijXi, j = 1, . . . , m (6.1)
schreiben. Dabei entsprechen Xi den Spezies, k+j und k−j den Geschwin-
digkeitskonstanten der j-ten Hin- und Ru¨ckreaktion und n′ij und n
′′
ij den
sto¨chiometrischen Koeffizienten.
Die A¨nderungsrate la¨sst sich als Differentialquotient aus der Konzentrations-
a¨nderung und der Zeita¨nderung darstellen und fu¨hrt somit zu einem Differen-
tialgleichungssystem. Dies setzt sich aus der Summe der Reaktionsgeschwin-
digkeiten vj(x, p) aller Reaktionen zusammen, in denen die Spezies Xi als
Edukt oder Produkt auftaucht, und man erha¨lt somit fu¨r jede Spezies
dxi
dt
=
m∑
j=1
(n′′ij − n
′
ij)vj(x, p), i = 1, . . . , n. (6.2)
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Dabei bezeichnet xi die Konzentration der Spezies Xi, x = (x1, . . . xn)
T und
p = (k+1, k−1, . . . , k+m, k−m). In vektorieller Schreibweise la¨sst sich (6.2) mit
v(x, p) als der Vektor aus den einzelnen Reaktionsgeschwindigkeiten und der
sto¨chiometrischen Matrix N als
dx
dt
= Nv(x, p) (6.3)
formulieren. Die Reaktionsgeschwindigkeit vj(x, p) bei Elementarreaktionen
ist proportional zur Wahrscheinlichkeit eines reaktiven Zusammenstoßes zwi-
schen den Reaktanden. Dieser ist wiederum proportional zum Produkt der
Konzentrationen der Reaktionspartner, die deshalb mit den sto¨chiometri-
schen Koeffizienten potenziert sind. Dies wird durch die Geschwindigkeits-
gleichung
vj(x, p) = k+j
n∏
l=1
x
n′
lj
l − k−j
n∏
l=1
x
n′′
lj
l , j = 1, . . . , m (6.4)
ausgedru¨ckt. Die Geschwindigkeitskonstanten k+j und k−j sind abha¨ngig von
der Reaktionstemperatur [9], doch da in dieser Arbeit Strukturbildungspro-
zesse in lebenden menschlichen Immunzellen untersucht werden und somit
die Reaktionstemperatur bei 37◦ konstant ist, kann diese Abha¨ngigkeit ver-
nachla¨ssigt werden.
6.2.2 Enzymkinetik
In dieser Arbeit wird ein detailliertes mathematisches Modell der Glykolyse
entwickelt und deren nichtlinearer Dynamik, die aus der feinen Regulation der
beteiligten Enzyme entsteht, durch mathematische Gleichungen beschrieben.
Mit einem Ansatz nach der Massenwirkungskinetik bei der Modellierung von
Enzymkinetik ko¨nnen Approximationen erreicht werden, die die notwendige
Dynamik beschreiben, aber zu einer minimalen Anzahl von Variablen fu¨hren.
Dieses Vorgehen soll exemplarisch am Beispiel der sogenannten Michaelis-
Menten-Approximation [101] erla¨utert werden.
Michaelis-Menten-Approximation
Bei der Michaelis-Menten-Approximation wird angenommen, dass eine Re-
aktion vorliegt, bei der enzymkatalysiert ein Substrat zu einem Produkt um-
gesetzt wird. Ebenfalls wird fu¨r die klassische Gleichung Irreversibilita¨t an-
genommen [19].
Es wird folgende Reaktion betrachtet:
[S] + [E]
k±1
⇋ [E− S]
k2→ [E] + [P]. (6.5)
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[E− S] bezeichnet hierbei den intermedia¨ren Enzym-Substrat-Komplex. Fu¨r
die zeitliche Konzentrationsa¨nderung der einzelnen Reaktionspartner ergeben
sich folgende Differentialgleichungen aus dem Massenwirkungsgesetz:
d[S]
dt
= k−1[E− S] − k+1[S][E] (6.6)
d[E− S]
dt
= k+1[S][E] − k−1[E− S] − k2[E− S] (6.7)
d[P]
dt
= k2[E− S] =: v, (6.8)
mit den Geschwindigkeitkonstanten k+1 und k−1 fu¨r die Hin- und Ru¨ckreakti-
on der ersten Teilreaktion und k2 fu¨r die zweite Teilreaktion. Als Umsatzge-
schwindigkeit v wird die Produktzunahme pro Zeit definiert. Man nimmt
nun an, dass nach einer Anfangsphase der Bildung des Enzym-Substrat-
Komplexes diese Konzentration nahezu unvera¨ndert bleibt und die Konzen-
tration des Enzyms viel gro¨ßer als die Substratkonzentration ist. Man kann
dann d[E− S]/dt=0 (steady-state-Annahme) setzen und die Gleichung (6.7)
vereinfacht sich zu
k+1[E][S] = (k−1 + k2)[E− S].
Diese steady-state-Annahme ist dadurch gerechtfertigt, dass in der Praxis
ha¨ufig k2 ≪ k+1, k−1 gilt. Unter Ersatz von [E] nach dem Prinzip der Mas-
senerhaltung mit der Gesamtenzymkonzentration [E]0 := [E]+ [E− S] ergibt
sich fu¨r [E− S] der Ausdruck
[E− S] =
k+1[S][E]0
k+1[S] + k−1 + k2
.
Dieser wird in (6.8) eingesetzt, um eine Beziehung zwischen Umsatzgeschwin-
digkeit und Substratmenge zu erhalten
v =
d[P]
dt
= k2[E− S] =
k2[E]0[S]
k−1 + k2
k+1
+ [S]
. (6.9)
(k−1 + k2)/k+1 wird zu einer gemeinsamenMichaelis-Menten-KonstanteKM
zusammengefasst. k2[E]0 =: Vmax ist die Maximalgeschwindigkeit, da hier die
gesamte eingesetzte Enzymmenge an der Reaktion (Sa¨ttigung) teilnimmt.
Mit Hilfe dieser Approximation kann dann die Umsatzgeschwindigkeit der
entsprechenden enzymkatalysierten Reaktion durch nur eine Gleichung be-
schrieben werden. Der Ableitung der Michaelis-Menten-Approximation (6.9)
wurde eine irreversibel verlaufende Enzymreaktion mit nur einem Substrat
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vorausgesetzt. Da dies aber bei vielen Enzymreaktionen nicht zutrifft, da
ha¨ufig mehrere Substrate umgesetzt werden, kann eine a¨hnliche Gleichung
auch fu¨r irreversible Enzymreaktionen mit zwei Substraten bestimmt wer-
den. Bei einem Zufalls-Zwei-Substratmechanismus, bei dem keine Reihenfolge
der Bindung von Substraten vorgegeben ist [19], wird dann unter denselben
Annahmen wie bei Gleichung (6.9)
v =
Vmax[S1][S2]
KS1KS2 + [S1]KS2 + [S2]KS1 + [S1][S2]
(6.10)
hergeleitet (siehe [19]). Mit Hilfe dieser und weiterer Annahmen lassen sich
viele der beobachteten enzymspezifischen Eigenschaften beschreiben und ma-
thematisch behandeln. Fu¨r eine detailliertere Einfu¨hrung und weitere Appro-
ximationen fu¨r z.B. Reaktionen, die durch Inhibierung reguliert sind, sei auf
[19] verwiesen.
6.3 Darstellung des mathematischen Modells
In diesem Kapitel wird nun das in dieser Arbeit entwickelte mathematische
Modell in Neutrophilen entwickelt. Dazu wird zu Beginn ein detailliertes Mo-
dell des oberen Teils der Glykolyse entwickelt und anschließend ein einfaches
Modell der Calcium-Dynamik beschrieben. Abschließend wird die Kopplung
dieser beiden Modelle erla¨utert. Das entwickelte Modell basiert auf [78] und
[170], wobei diese Modelle dahingehend modifiziert werden, dass sowohl zeit-
liche als auch raum-zeitliche Pha¨nomene erkla¨rt werden ko¨nnen.
6.3.1 Modellierung der Glykolyse
Die in Kapitel 6.1 beschriebenen Reaktionen werden nun bis zur GAPDH-
Reaktion, in der NADH entsteht, durch mathematische Gleichungen beschrie-
ben. Hier wird besondere Aufmerksamkeit auf die PFK-Regulation gelegt,
da durch deren nichtlineare Dynamik ein Teil der Pa¨nomene erkla¨rt werden
kann.
Hexokinase (HK)
Die Hexokinase-Reaktion wird durch Annahme der Michaelis-Menten Appro-
ximation
vhk =
Vhk[Glc]
Khk + [Glc]
(6.11)
modelliert.
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Glucose-6-phosphat-Isomerase (GPI)
Fu¨r die Glucose-6-phosphatisomerase-Reaktion wird eine schnelle Gleichge-
wichtsreaktion angenommen, da dieses Enzym eine hohe Aktivita¨t besitzt
[167]. Nimmt man fu¨r diese Reaktion u¨ber Massenwirkungskinetik Reversi-
bilita¨t an, erha¨lt man
vgpi = kgpi[G6P] − kgpir[F6P] (6.12)
mit den Geschwindigkeitskonstanten kgpi fu¨r die Hinreaktion und kgpir fu¨r
die Ru¨ckreaktion. Setzt man nun vgpi = 0, um die Gleichgewichtsituation zu
modellieren, erha¨lt man den Ausdruck [F6P]=
kgpi
kgpir
[G6P] mit der Gleichge-
wichtskonstanten Keq =
kgpi
kgpir
.
Phosphofructokinase (PFK)
Fu¨r das dritte Enzym der Glykolyse, Phosphofructokinase, ist bekannt, dass
es einer allosterischen Regulation unterliegt (siehe Kapitel 6.1). Als Folge
der allosterischen Produktaktivierung durch FBP wird der sogenannte half-
activation point, das heißt der Punkt an dem das Enzym die Ha¨lfte der ma-
ximalen Aktivierung erreicht hat, zu niedrigeren F6P-Konzentrationen ver-
schoben. Mit steigender Aktivita¨t kommt es aber auch zu einer negativen
Regulation, da nicht genu¨gend Substrat zur Verfu¨gung steht, um die Ak-
tivita¨t auszunutzen. Das zweite Substrat dieser Reaktion, ATP, wird nicht
modelliert, da es Hinweise darauf gibt, dass PFK unter physiologischen Be-
dingungen mit ATP gesa¨ttigt ist und es somit keinen geschwindigkeitsbe-
stimmenden Einfluss auf die Reaktion hat [105]. Auf Grund der genannten
Beobachtungen kann die PFK nicht durch eine einfache Michaelis-Menten-
Approximation modelliert werden, sondern es muss diese Regulation beru¨ck-
sichtigt werden.
Daru¨berhinaus ist bekannt, dass PFK als Funktion von F6P eine S-fo¨rmi-
ge oder sigmoide Bindungs- beziehungsweise Umsatzkinetik zeigt (siehe Ab-
bildung 6.2). Eine Gleichung, die diese Eigenschaft gut beschreibt, ist eine
sogenannte Hill-Gleichung (vgl. [19]). Bei einer Hill-Gleichung wird ange-
nommen, dass das Enzym mehrere Substrate binden kann und nach dem
Massenwirkungsgesetz tritt ein Exponent hpfk in der Michaelis-Menten Glei-
chung auf, der Hill-Koeffizient genannt wird. Um die allosterische Regulation
einzubeziehen, ist die Hill-Gleichung nach [56] erweitert. Die Gleichung lautet
ausgeschrieben
vpfk =
Vpfk[F6P]
hpfk
[F6P]hpfk +K
hpfk
pfk
1+(kx[FBP])hx
1+α
hpfk (kx[FBP])hx
, (6.13)
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wobei Vpfk die Maximalgeschwindigkeit, hpfk der Hill-Koeffizient und Kpfk
die Michaelis-Menten-Konstanten der PFK-Reaktion ist. α ist ein Faktor,
der die allosterische Regulation beru¨cksichtigt und kx ist proportional zur
Dissoziationskonstanten von PFK und dem Produkt FBP. hx bestimmt den
sigmoiden Verlauf der allosterischen Regulation. Ist α > 1, wie im Fall dieses
Glykolyse-Modells, erha¨lt man eine Produktaktivierung. Um den mo¨glichen
Verlust des sigmoiden Verlaufs bei hohen FBP Konzentrationen zu beru¨ck-
sichtigen und den experimentellen Verlauf besser zu beschreiben, wird kein
konstanter Hill-Koeffizient hpfk angenommen, sondern ein Wert h, der von
der Konzentration des FBP abha¨ngt
h = hpfk − (hpfk − hact)︸ ︷︷ ︸
σ
(
[FBP]
Kfba + [FBP]
)
, (6.14)
wobei hact den Hill-Koeffizienten bei der maximalen Aktivierung der PFK
durch FBP ist. Der letzte Faktor impliziert eine hyperbolische Abha¨ngigkeit
von FBP, die aber nicht experimentell besta¨tigt ist.
Fructosebisphosphataldolase (FBA) und Phosphotrioseisomerase
(TIM)
Die Fructosebisphosphataldolase wird wie die Hexokinase durch eine einfache
Michaelis-Menten-Gleichung modelliert. Ausgeschrieben lautet sie
vfba =
Vfba [FBP]
Kfba + [FBP]
, (6.15)
wobei Vfba die Maximalgeschwindigkeit dieser Reaktion undKfba die Michaelis-
Menten-Konstante ist.
Die Phosphotrioseisomerase wird auf Grund ihrer hohen Aktivita¨t nicht ex-
plizit modelliert, sondern ein steady-state angenommen und nur indirekt in
das Differentialgleichungssystem mit aufgenommen (siehe dazu Kapitel 6.1).
Glycerinaldehydphosphat-Dehydrogenase (GAPDH)
Fu¨r die Modellierung der GAPDH-Reaktion wird eine irreversible Reaktion
angenommen und diese Gleichung wird durch eine irreversible Michaelis-
Menten-Gleichung fu¨r zwei Substrate modelliert (siehe Kapitel 6.2.2). Hierfu¨r
wird daru¨berhinaus eine konstante Phosphatkonzentration angenommen, was
eine starke Vereinfachung ist, aber da die GAPDH-Reaktion nur einen sehr
begrenzten Einfluss auf die Systemdynamik hat [78], ist es eine angebrachte
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Approximation. Die Gleichung fu¨r die GAPDH-Reaktion lautet damit
vgapdh =
Vgapdh[GAP][NAD
+]
KigapKnad +Kgap[NAD+] +Knad[GAP] + [GAP][NAD+]
, (6.16)
mit der Maximalgeschwindigkeit dieser Reaktion Vgapdh, den Michaelis-Men-
ten-Konstanten Kgap und Knad und einer Inhibierungskonstante Kigap [19].
NAD+, das ebenfalls in dieser Reaktion umgesetzt wird, wird nicht expli-
zit modelliert, sondern es wird eine konstante Gesamtkonzentration csum von
NADH und NAD+ angenommen und NAD+ wird durch Annahme von Mas-
senerhaltung von [NADH]+[NAD+] modelliert. Fu¨r beide Spezies, NADH
und NAD+, werden zusa¨tzlich einfache lineare Abbauterme kNADH[NADH]
und kNADPH[NADPH] angenommen, um ihren zellula¨ren Verbrauch zu mo-
dellieren.
Modellierung des Pentosephosphatwegs
Der Pentosephosphatweg wird nicht explizit in das Modell aufgenommen, da
durch Studien mit Inhibitoren des HMS gezeigt wurde, dass dieser Reaktions-
weg nicht fu¨r die nichtlineare Dynamik direkt verantwortlich ist, sondern nur
bei der Aktivierung des Neutrophils
”
angeschaltet“ wird (siehe Kapitel 5.2).
Deshalb wird der HMS durch einen einfachen linearen Abbauterm khms[G6P]
modelliert, durch den der Verbrauch von G6P durch den HMS beschrieben
wird. Da innerhalb des HMS pro Mol G6P zwei Mol NADPH produziert wer-
den (siehe Kapitel 6.1), wird diese Sto¨chiometrie durch den Produktionsterm
2 ∗ khms[G6P] fu¨r NADPH beru¨cksichtigt.
6.3.2 Modellierung der Calciumdynamik
Neben der Modellierung der NAD(P)H-Oszillationen und Wellen, fu¨r die
im vorigen Kapitel ein detailliertes Modell hergeleitet wurde, wird in die-
ser Arbeit auch die Kopplung der metabolischen Dynamik an die Calcium
Signaltransduktion untersucht. Um die periodische Calcium-Dynamik wie-
derzugeben, wird hier nun ein sehr einfaches kinetisches Modell und dessen
Hintergrund erla¨utert. Es basiert auf dem sogenannten Li-Rinzel Modell [91],
das einen Calciumausfluss aus dem intrazellula¨ren Endoplasmatischen Reti-
kulum und dem entsprechenden Zuru¨ckpumpen in dieses Organell aus dem
Cytosol qualitativ beschreibt.
Intrazellula¨re Calciumdynamik
Die Signaltransduktion durch cytoplasmisches Ca2+ ist eines der wichtigsten
bekannten Signal-Systeme in der Biologie, da es in vielen Prozessen funda-
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mental wichtig fu¨r Leben oder Sterben von Zellen ist. Es ist ein Hauptregu-
lator von vielen zellula¨ren Prozessen, wie z.B. Gen Transkription und dem
programmierten Zelltod (Apoptose).
Da Zellen ihre intrazellula¨re Calcium-Konzentration niedrig halten mu¨ssen,
ungefa¨hr 0.1 µmol, weil Calcium an viele Proteine bindet und deren Funktio-
nalita¨t beeinflusst, muss sein Anstieg kurz und organisiert geschehen, damit
keine ungewu¨nschte Aktivierungskaskade von Enzymen ausgelo¨st wird. Dies
wird u¨berwiegend dadurch erreicht, dass es in intrazellula¨re Speicher, z.B.
das sogenannte Endoplasmatische Retikulum (ER), durch die sogenannten
Ca2+-ATPase (SERCA) Pumpen gepumpt wird. Ca2+-ATPase Pumpen exi-
stieren auch an der Membran, die dann Ca2+ aus der Zelle entfernen. Neben
diesen Pumpen, die durch Energieaufwand Ca2+ in das ER oder aus der Zelle
heraus pumpen, gibt es daru¨berhinaus auch Kana¨le, die Ca2+ aus dem ER
herausfließen lassen ko¨nnen.
Die beiden hier in der Arbeit untersuchten Kana¨le, die Ca2+ aus den ER
herauspumpen ko¨nnen, sind die Ryanodin-Rezeptoren (RyR) und die IP3-
Rezeptoren (siehe Abbildung 6.4 fu¨r eine Zusammenfassung).
Abbildung 6.4: Schematische Darstellung der Ca2+ Transportprozesse. Die Ab-
bildung ist aus [38] entnommen.
Fu¨r die mathematische Modellierung wird in dieser Arbeit nur die intrazel-
lula¨re Ca2+-Dynamik beru¨cksichtigt und nur der Ausfluss aus dem ER und
das Zuru¨ckpumpen ins ER beschrieben.
Modellgleichungen
Ein Modell, das die Dynamik qualitativ sehr gut beschreibt, geht auf Li
und Rinzel [91] zuru¨ck, die eine Vereinfachung des de Young-Keizer Mo-
KAPITEL 6. GRUNDLAGEN DER MODELLBILDUNG 92
dells [178] entwickelten. Es basiert auf einer Zeitskalenseparation der Ka-
nalo¨ffnungskinetiken, die aus den unterschiedlichen Bindungskonstanten von
Ca2+ und IP3 an die Rezeptoren resultiert. Durch diese Annahme kann ein
einfaches mathematisches Modell hergeleitet werden, das qualitativ die in
den Neutrophil-Experimenten beobachteten Dynamiken beschreibt [73, 74].
Das Modell beno¨tigt nur zwei dynamische Variablen, die intrazellula¨re Ca2+-
Konzentration [Ca2+] und die Anzahl der Kana¨le, die nicht durch Ca2+ in-
aktiviert sind und somit bereit zur O¨ffnung sind, h. In den Gleichungen
wird eine konstante IP3 Konzentration angenommen, da die Zeitskala der
Bindungskinetik von IP3 sehr schnell ist und sich damit schnell in einem
Gleichgewichtszustand befindet. Die Gleichungen sind gegeben durch
d[Ca2+]
dt
=
fi
V¯i
(JoutER − J
in
ER)
dh
dt
= A(Kd − ([Ca
2+] +Kd)h), (6.17)
wobei A ein Parameter zur Kontrolle der relativen Zeitskalen zwischen den
beiden Differentialgleichungen ist. fi/V¯i kann als effektives Volumen des Cy-
tosols interpretiert werden. Die Audru¨cke fu¨r JoutER und J
in
ER sind gegeben
durch
JoutER = (L+ jIP3)([Ca
2+
ER]− [Ca
2+]) (6.18)
J inER =
VSERCA[Ca
2+]
2
[Ca2+]2 +K2SERCA
(6.19)
mit
jIP3 =
PIP3R[IP3]
3[Ca2+]
3
h3
([IP3] +Ki)3([Ca2+] +Ka)3
, (6.20)
wobei PIP3R die maximale Durchla¨ssigkeit der IP3 Kana¨le, L die ER Durchla¨s-
sigkeit und VSERCA die maximale SERCA-Pump-Rate beschreibt. Die Kon-
stante KSERCA bezeichnet den Punkt der halben maximalen Aktivita¨t der
SERCA Pumpen und Ki, Ka und Kd sind die Dissoziationskonstanten von
IP3, Ca
2+ und der Ca2+-Inaktivierung der IP3-Rezeptoren. Durch den Term
jIP3 kann die O¨ffnungskinetik der IP3-Rezeptoren gut beschrieben werden.
Die Ca2+-Konzentration im ER [Ca2+]ER erha¨lt man u¨ber die Annahme
von Massenerhaltung und einer konstanten Gesamtkonzentration [Ca2+]T aus
[Ca2+]ER = ([Ca
2+]T − [Ca
2+]i)/σ. σ bezeichnet dabei das Verha¨ltnis beider
effektiver Volumina (fu¨r eine genaue Herleitung dieser Gleichung sei auf [91]
verwiesen).
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Neben der Dynamik der IP3 abha¨ngigen Ca
2+-Dynamik wird in dieser Arbeit
daru¨berhinaus auch der Ca2+-Ausfluss aus dem ER durch die RyR beru¨ck-
sichtigt, da diese u¨ber das Moleku¨l cADP-Ribose (cADPR), das von dem
Enzym ADP-ribosyl Cyclase aus NAD+ produziert wird (siehe [87] und Ka-
pitel 7.6) und somit eine Kopplung an den Metabolismus darstellt, aktiviert
werden. Deshalb wird das Modell (6.17) um diese Aktivierung der RyR er-
weitert. Die ausgeschriebenen Gleichungen lauten
JoutER = (L+ jIP3 + jRyR) ([Ca
2+
ER]− [Ca
2+]) (6.21)
J inER =
VSERCA[Ca
2+]
2
[Ca2+]2 +K2SERCA
, (6.22)
wobei
jRyR =
VRyR[cADPR]
3
[cADPR]3 +K3RyR
(6.23)
den durch cADP-Ribose stimulierten Ca2+-Ausfluss aus dem ER beschreibt.
Durch diesen Term wird eine Kinetik nach dem Hill-Typ angenommen, der
die experimentell beobachtete Effekt der Stimulation der Ryanodin-Rezep-
toren durch cADPR [86, 87] qualitativ ausreichend gut beschreibt. VRyR be-
zeichnet die maximale RyR-Pump-Rate und KSERCA bezeichnet den Punkt
der halben maximalen Aktivita¨t der RyR Pumpe. jIP3 ist der Ausdruck aus
(6.20).
6.3.3 Kopplung des metabolischen und des Calcium
Modells
In Neutrophilen wird eine Kopplung der Dynamik von Ca2+ und NAD(P)H,
wie zum Beispiel durch Phasenkopplung der auftretenden NAD(P)H- bezie-
hungsweise Ca2+-Oszillationen, beobachtet (siehe Kapitel 5.3). Da in dieser
Arbeit diese Kopplung untersucht wird, ist eine Integration beider Modelle
no¨tig. Um dies zu erreichen, wird die Hypothese aufgestellt, dass es einen
Ca2+-abha¨ngigen Glucose-Einfluss in die Zelle gibt und u¨ber die Produktion
von cADP-Ribose aus NAD+ durch das Enzym ADP-ribosyl Cyclase einen
Ca2+-Ausfluss aus dem ER stimuliert wird. In Kapitel 7.6 wird diese Kopp-
lung diskutiert und durch experimentelle Evidenzen belegt. Deshalb sei fu¨r
die genaue Beschreibung des experimentellen Hintergrunds auf dieses Kapitel
verwiesen.
Die Produktion von cADP-Ribose wird durch einfache Massenwirkungski-
netik modelliert, da nur der qualitative Effekt modelliert werden soll. Da-
raus ergibt sich ein linearer Produktionsterm kcADP[NAD
+] und ein Term
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kcADPab [cADPR], der den zellua¨ren Konsum beschreiben soll. Wie in Kapitel
6.3.2 beschrieben wird durch cADP-Ribose ein Ca2+-Ausfluss durch Aktivie-
rung von RyR stimuliert, der durch Gleichung (6.23) modelliert wird.
Der Calcium abha¨ngige Einfluss von Glucose in die Zelle wird dadurch mo-
delliert, dass fu¨r die numerischen Ergebnisse in Kapitel 7.6, die diesen Aspekt
untersuchen, eine Ca2+ abha¨ngige intrazellula¨re Glucosekonzentration durch
[Glc] = in +
Vin[Ca
2+]
Kin + [Ca2+]
(6.24)
beschrieben wird. Durch den Term
”
in“ wird ein konstanter Einfluss von
Glucose aus dem extrazellula¨ren Medium modelliert und durch den Term
Vin[Ca
2+]
Kin+[Ca2+]
wird zusa¨tzlich ein Ca2+-abha¨ngiger Einfluss hinzugenommen. Fu¨r
eine Diskussion des experimentellen Hintergrunds und der Motivation sei
ebenfalls auf Kapitel 7.1 und 7.6 verwiesen.
6.3.4 Diskussion der verwendeten Parameter
Unter der Tatsache, dass das entwickelte Modell eher qualitativen Charak-
ter hat, da die meisten Parameter in Neutrophilen quantitativ unbestimmt
sind und nur auf a¨hnliche Parameter in anderen Zellen, wie z.B. Erythrozyten
(rote Blutko¨rperchen), zuru¨ckgegriffen werden kann, wurde das Modell durch
Variation der individuellen Parameter auf Robustheit der Modellierungser-
gebnisse in [78] untersucht und herausgefunden, dass viele Parameter nur
einen sehr begrenzten Effekt auf die qualitative Systemdynamik haben. Da in
dieser Arbeit u¨berwiegend Parameter innerhalb dieser Stabilita¨tsschranken
benutzt werden, wird eine a¨hnliche Robusheit der numerischen Ergebnisse
erzielt.
Weil bei der raumzeitlichen Modellierung unter Verwendung von paraboli-
schen partiellen Differentialgleichungen
∂tu = f(u) +D∆u (6.25)
ebenfalls Diffusionskoeffizienten D bestimmt werden mu¨ssen und diese fu¨r
Neutrophile nicht quantitativ bekannt sind, wird die Stokes-Einstein-Glei-
chung [9] fu¨r Newtonsche Flu¨ssigkeiten verwendet
D =
kb T
6πηr
, (6.26)
um eine grobe Approximation der Diffusionkonstanten zu erhalten. kb be-
zeichnet hierbei die Boltzmannkonstante, T die absolute Temperatur, η die
Viskosita¨t und r der Partikelradius. Wa¨hlt man eine absolute Temperatur
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von 310 K, d.h. 37 ◦C, eine Viskosita¨t von η = 11mPas [95] und einen ap-
proximativen Partikelradius von r = 400pm der Metaboliten, erha¨lt man
eine Approximation des Diffusionskoeffizienten D ≈ 50 µm
2
s
. Der Partikelra-
dius r kann grob durch die Annahme eines Ringschlusses der betrachteten
Zucker und der damit verbundenen sechseckigen Struktur gescha¨tzt werden.
Da die entsprechenden sp3 hybridisierten C-C und C-H Bindungsla¨ngen be-
kannt sind (Bindungsla¨nge C-C: 154 pm, Bindungsla¨nge C-C: 110 pm), la¨sst
sich durch einfache geometrische U¨berlegungen der Radius des Kreises be-
stimmen, auf dem alle Ecken des Sechsecks liegen.
Diese Na¨herung des Diffusionskoeffizienten ergibt aber wahrscheinlich eine
U¨berscha¨tzung des realen Wertes, da der gescha¨tzte Wert die reversible Bin-
dung der Metaboliten zu anderen intrazellula¨ren Kompartimenten, die Hy-
dratisierung der durch die Phosphatgruppen geladenen Metaboliten und den
Durchfluss durch eine Vielzahl intrazellula¨rer Strukturen vernachla¨ssigt. Des-
halb wird ein einheitlicher Diffusionskoeffizient D = 2 µm
2
s
fu¨r alle model-
lierten Metabolite angenommen, da sie alle eine recht a¨hnliche chemische
Struktur und molekulare Gro¨ße besitzen.
Trotzdem ist die Annahme eines einheitlichen Diffusionskoeffizienten fu¨r alle
Metabolite eine starke Vereinfachung, doch unter dem Aspekt eines quali-
tativen Modells und einer prinzipiellen Studie der beobachteten raumzeit-
lichen Dynamik in Neutrophilen ist es ein angebrachter erster Schritt und
der einzig zula¨ssige bei dem Fehlen von quantitativen in vivo Daten der
Reaktionskonstanten und des diffusiven Transports. Daru¨berhinaus wurde
durch numerische Experimente herausgefunden, dass die pra¨sentierten Mo-
dellierungsergebnisse insensitiv auf Variationen des Diffusionskoeffizienten im
Rahmen eines Faktors 5 sind. Da fu¨r die lokalen Konzentrationen der glyko-
lytischen Enzyme angenommen wird, dass sie auf der Zeitskala der beobach-
teten Pha¨nomene konstant sind, wird Diffusion der Enzyme vernachla¨ssigt.
Kapitel 7
Numerische Ergebnisse
In diesem Kapitel werden die numerischen Ergebnisse pra¨sentiert, die mit
dem im vorigen Kapitel vorgestellten Modell berechnet wurden [152]. Zu
Beginn wird gezeigt, dass durch die nichtlineare Regulation der Glykoly-
se Wellenausbreitung simuliert werden kann, die qualitativ sehr a¨hnliche
Charakteristiken, z.B. Geschwindigkeit und Wellenla¨nge, wie die experimen-
tell beobachteten Wellen hat. Anschließend wird u¨ber geometrische U¨ber-
legungen erla¨utert, wie die Initiierung und die Unidirektionalita¨t der Wel-
lenausbreitung erkla¨rt werden kann. Die nach der Aktivierung des Neutro-
phils beobachtete Wellenreflektion und Nicht-Auslo¨schung bei Kollision wird
anhand numerischer Ergebnisse diskutiert, die ra¨umlich heterogene Enzym-
konzentration annehmen. Diese Annahme ist, wie in diesem Zusammenhang
erla¨utert wird, auf der Basis experimenteller Daten plausibel. Abschließend
wird ein Ansatz zur Optimalsteuerung pra¨sentiert mit dessen Hilfe Regu-
lationsmechanismen analysiert werden ko¨nnen. Die dadurch erhaltenen Er-
kenntnisse motivieren die Annahme eines Calcium abha¨ngigen Glucoseein-
fluss, durch den neben der Wellenausbreitung nach ra¨umlicher Mittelung
auch NAD(P)H-Oszillationen erhalten werden. Diese Ergebnisse werden dann
in einem schlu¨ssigen mathematischen Modell zusammengebracht, mit dem
NAD(P)H-Wellen und Oszillationen und deren Periodenvera¨nderung nach
Aktivierung simultan erkla¨rt werden ko¨nnen. Alle theoretischen Annahmen
werden mit experimentellen Daten aus der Literatur belegt.
7.1 Modellierung der Wellenausbreitung
Zuerst soll nun nur die Wellenausbreitung in adha¨renten Neutrophilen be-
trachtet werden. Ein Beispiel der experimentellen Beobachtungen, die aus
Petty’s Labor berichtet wurden, ist in Abbildung 7.1 gegeben. NAD(P)H-
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Wellen werden immer am Uropodium ausgelo¨st, propagieren durch die ganze
Zelle mit einer Geschwindigkeit von ungefa¨hr 10 − 50 µm/s [123, 125, 126]
und jede Welle wird ausgelo¨scht, nachdem sie die Front der Zelle erreicht hat.
Anschließend wird eine weitere Welle am Uropodium mit denselben Eigen-
schaften ausgelo¨st.
Um die Wellenausbreitung in einem adha¨renten Neutrophil zu beschreiben,
formulieren wir das Problem
∂u
∂t
= fGLYCO(u) +D∆u in Ω, (7.1)
wobei u der Vektor der Metabolite der Glykolyse, d.h. die Variablen des
Modells, und fGLYCO das entsprechende kinetische Modell aus Kapitel 6.3.1
bezeichnet. D ist eine Matrix, die die Diffusionskoeffizienten entha¨lt, Ω ⊂
R
2 das geometrische Gebiet, d.h. hier das Neutrophil, und ∆ der Laplace-
Operator, um diffusiven Transport zu beschreiben. Es werden Null-Fluss von-
Neumann-Randbedingungen fu¨r alle Spezies angenommen, d.h.
∂u
∂n
= 0 in ∂Ω, (7.2)
um die Undurchla¨ssigkeit der Membran zu modellieren.
Abbildung 7.1: Raumzeitliche Messungen durch Hochgeschwindigkeitsfluores-
zenzmikroskopie in adha¨renten polarisierten Neutrophilen. Es ist eine Zeitreihe
mit NAD(P)H Fluoreszenzbildern gezeigt. Die Front der Zelle ist nach oben, das
Uropodium nach unten ausgerichtet. Zwischen jedem Bild liegt ein Zeitintervall
von 100 ms. Die Abbildung ist aus [125] entnommen.
In Abbildung 7.2 ist eine Zeitreihe der Simulationsergebnisse der NAD(P)H-
Wellenausbreitung basierend auf dem Glykolyse-Modell (siehe Kapitel 6.3.1)
gezeigt. Der Einfachheit halber nehmen wir zuerst ein rechteckiges Gebiet
an, das die Gestalt eines adha¨renten Neutrophils beschreiben soll, wobei die
Ausdehnung in die z-Richtung durch Projektion des Neutrophils auf die xy-
Ebene vernachla¨ssigt wird.
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Abbildung 7.2: Zeitreihe (in Sekunden) zu den raumzeitlichen Simulationsergeb-
nissen der NAD(P)H-Wellenausbreitung in Neutrophilen. Die Startwerte sind in
Tabelle C.1 gegeben. Es wird [GLC]= 70 µmol in der Mitte des linken Randes und
[GLC]= 5 µmol sonst angenommen. Die Daten wurden mit Hilfe der Routinen aus
MATLAB
r [98] visualisiert.
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Um die experimentell beobachtete unidirektionale Wellenausbreitung zu be-
schreiben, ist dies eine angemessene zweidimensionale Approximation, da ein
adha¨rentes Neutrophil eine flache, ausgedehnte Struktur mit einer ungefa¨hren
La¨nge von 20 µm, Breite von 7 µm und Ho¨he von 2 µm annimmt. Zur nu-
merischen Behandlung wird das System (7.1) mit Hilfe finiter Differenzen
(siehe Kapitel 4.4.2) auf dem Gebiet Ω = [0, 20]× [0, 7] mit einer Schrittweite
h = 0.25 µm diskretisiert und mit dem Integrator LIMEX (siehe Kapitel 4.2.2)
in Zeitrichtung integriert.
Um die glykolytischen Wellen auszulo¨sen, wird die Glucosekonzentration in
der Mitte des linken Randes leicht erho¨ht. Die pra¨sentierten Simulationser-
gebnisse zeigen ungefa¨hr die gleichen Welleneigenschaften, d.h. Gestalt, Ge-
schwindigkeit und Wellenla¨nge, wie die experimentell beobachteten Wellen
(siehe Abbildung 7.1). Die Wellen haben eine longitudinale Gestalt, star-
ten immer am Ende der Zelle und propagieren zur Front der Zelle mit einer
ungefa¨hren Geschwindigkeit von 27 µm/s, die vollkommen im experimentell
beobachteten Rahmen ist. Nachdem die Welle die Front der Zelle erreicht,
wird Wellenauslo¨schung beobachtet und eine neue Welle startet am Ende der
Zelle.
Daraus kann man schließen, dass die Glykolyse und die nichtlineare Regula-
tion der darin involvierten Enzyme die NAD(P)H-Wellendynamik in Neutro-
philen verursachen ko¨nnen, wobei die zeitlichen Oszillationen nicht dadurch
erkla¨rt werden ko¨nnen, da durch eine Mittelung u¨ber das ganze Gebiet keine
Oszillationen mit einer Periode von 20 beziehungsweise 10 Sekunden gefun-
den werden ko¨nnen.
Die Wellenausbreitung in dieser Simulation wurde jedoch per Hand durch ei-
ne ku¨nstlich erho¨hte Glucosekonzentration am Rand als Auslo¨ser initiiert.
Diese ku¨nstliche Randbedingung wird im na¨chsten Kapitel beseitigt und
durch Argumente zur Geometrie eines adha¨renten, polarisierten Neutrophil
ersetzt.
7.2 Geometrische U¨berlegungen
Um eine realistischere planare Geometrie von Neutrophilen zu modellieren,
beschreiben wir die zellula¨re Gestalt eines adha¨renten, polarisierten Neutro-
phils mit einer weiteren Front (Lamellipodium) und einem du¨nneren Ende
(Uropodium) (siehe Abbildung 7.3, links).
Es wird wieder die Gleichung
∂u
∂t
= fGLYCO(u) +D∆u in Ω (7.3)
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Abbildung 7.3: Links: Schematische Betrachtung eines polarisierten, adha¨renten
Neutrophils (gesehen von oben). Der Pfeil markiert die Richtung der Polarisation
in Migrationrichtung. Rechts: Visualisierung der intrazellula¨ren Glucosekonzentra-
tion, die durch einen einheitlichen Glucose-Einfluss in die asymmetrische zellula¨re
Gestalt verursacht wird. Die asymmetrische Glucosekonzentration verursacht uni-
direktionale metabolische Wellenausbreitung, die dadurch immer am Ende der Zel-
le ausgelo¨st werden.
simuliert. Erla¨uterungen zum Problem sind bei Gleichung (7.1) angegeben.
Im Gegensatz zum vorherigen Kapitel nehmen wir einen uniformen Einfluss
der Glucose u¨ber die ganze Zellgeometrie an
∂[GLC]
∂n
= GLCin in ∂Ω. (7.4)
Fu¨r alle u¨brigen Metabolite wird wieder eine Null-Fluss von-Neumann-Rand-
bedingungen angenommen (siehe (7.2)).
Als ein Ergebnis der asymmetrischen Geometrie eines polarisierten Neutro-
phils wird ein erho¨hter Glucose-Einfluss pro Volumen am Ende der Zelle im
Vergleich zur Front erhalten, was eine asymmetrische intrazellula¨re Gluco-
sekonzentration zur Folge hat (siehe Abbildung 7.3, rechts). Somit findet
dadurch analog zum vorherigen Kapitel ein autonomes Auslo¨sen von unidi-
rektionalen NAD(P)H-Wellen statt (siehe Abbildung 7.4).
Diese Interpretation kann durch weitere experimentelle Resultate belegt wer-
den. In spha¨rischen Neutrophilen, die noch nicht auf eine Oberfla¨che adhe-
riert sind, wurde durch Petty und Kindzelskii [124] berichtet, dass spha¨rische
Wellen im Punkt der Adha¨renz initiiert werden. Diese Wellen entwickeln sich
in unidirektionale, longitudinale Wellenausbreitung, nachdem die Zelle ihre
flache, ausgedehnte und polarisierte Gestalt angenommen hat (siehe Abbil-
dung 7.5). Somit scheinen die Eigenschaften der Wellenausbreitung abha¨ngig
von der zellula¨ren Geometrie zu sein. Unser Modellierungsergebnis demon-
striert, dass sich die Komplexita¨t der Initiierung und der Unidirektionalita¨t
der NAD(P)H-Wellen durch einfache U¨berlegungen zur Zellgeometrie, der
Hinzunahme des Glucose-Transports durch die Membran als einen zentra-
len regulatorischen Prozess und der nichtlinearen Dynamik der Glykolyse-
Reaktionswegs erkla¨ren la¨sst.
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Abbildung 7.4: Numerische Simulation der unidirektionalen NAD(P)H-Wellen-
ausbreitung ausgelo¨st durch eine inhomogene intrazellula¨re Glucosekonzentration.
Es ist eine Zeitreihe in Schritten von 0.2 Sekunden gezeigt. Fu¨r die Simulati-
on wurde eine Anfangskonzentration [GLC]= 30 µmol verwendet. Alle anderen
Anfangskonzentrationen sind in Tabelle C.1 gegeben. Die Simulation wurde mit
Hilfe der Finite-Element Bibliothek GASCOIGNE [44] durchgefu¨hrt. Visualisierung
der Daten erfolgte mit dem Tool VISUSIMPLE [166].
Unabha¨ngig von den Beobachtungen der Wellenpha¨nomene in Neutrophilen
durch Petty et al. kann eine solche Interaktion von ra¨umlichen Effekten und
nichtlinearer Enzymkinetik als ein wichtiger genereller Mechanismus gesehen
werden. Durch ihn kann potentiell die Generierung einer Vielzahl von ver-
schiedenen zellula¨ren Antworten in ein und demselben metabolischen Pfad
oder Signaltransduktionsweg verstanden werden.
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Abbildung 7.5: Raumzeitliche Messungen durch Hochgeschwindigkeitsfluores-
zenzmikroskopie in spha¨rischen Neutrophilen im Moment der Adha¨renz. Es ist
eine Zeitreihe von NAD(P)H Fluoreszenzbildern gezeigt. Es werden spha¨rische
NAD(P)H-Wellen am Punkt der Adha¨renz ausgelo¨st, die sich in longitudinale,
unidirektionale Wellen nach Erreichen des polarisierten Zustands entwickeln. Zwi-
schen jedem Bild liegt ein Zeitintervall von 30 ms. Die Abbildung ist aus [124]
entnommen.
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7.3 Wellenreflektion aufgrund von Enzymtrans-
lokation
Nach Aktivierung der Neutrophile mittels proinflammatorischen Stimuli wer-
den zwei entgegengesetzt propagierende Wellen beobachtet [125], die andere
Charakteristika zeigen als im nicht aktivierten Zustand. Die Wellen werden
nach Erreichen des Randes nicht ausgelo¨scht, sondern reflektiert und kreu-
zen sie sich ohne sich gegenseitig zu beeinflussen, wenn sie kollidieren (siehe
Abbildung 7.6).
Abbildung 7.6: Raumzeitliche Messungen durch Hochgeschwindigkeitsfluores-
zenzmikroskopie in aktivierten, polarisierten Neutrophilen. Es ist eine Zeitreihe
von NAD(P)H Fluoreszenzbildern gezeigt. Zwischen jedem Bild liegt ein Zeitinter-
vall von 100 ms. Die Abbildung ist aus [125] entnommen.
Um diese komplexe Wellendynamik im aktivierten Zustand zu verstehen,
analysieren wir das quantitative Intensita¨tsprofil des Wellenkollisionsszena-
rio, das aus experimentellen Daten verfu¨gbar ist (siehe Abbildung 7.7).
Abbildung 7.7: Quantitatives Intensita¨tsprofil des Wellenkollisionsszenario aus
Abbildung 7.6 (in Sekunden). Die Abbildung ist aus [125] entnommen.
Nach Aufspaltung der einzelnen Welle in zwei entgegengesetzt propagierende
Wellen wird eine Intensita¨tshalbierung der NAD(P)H-Fluoreszenz beobach-
tet und wa¨hrend der Kollision der entgegengesetzt propagierende Wellen in
der Mitte der Zelle summieren sich die beiden Intensita¨ten auf (siehe Abbil-
dung 7.7).
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Theoretische und experimentelle Studien in anderen System, in denen chemi-
sche Wellenausbreitung beobachtet wird, demonstrieren die Mo¨glichkeit des
Auftretens von Wellenaufspaltung (siehe Kapitel 2.1.2 und [100, 106, 119]),
aber Aufspaltung der Intensita¨ten, d.h. Amplituden der Wellen, ist ho¨chst
ungewo¨hnlich. Daher nehmen wir an, dass die publizierte NAD(P)H-Wel-
lenaufspaltung, Reflektion am Rand und nicht Auslo¨schung bei Kollision in
Neutrophilen ein dreidimensionaler Effekt ist, bei dem die Wellen in unter-
schiedlichen zellula¨ren Ebenen in vertikaler Richtung aneinander vorbeiwan-
dern.
In Abbildung 7.8 ist eine Approximation einer dreidimensionalen Geometrie
eines adha¨renten Neutrophils abgebildet.
Abbildung 7.8: Approximation einer dreidimensionalen Geometrie eines Neu-
trophils unter Verwendung von Polygonzu¨gen. Innerhalb des Neutrophils ist die
Schnittebene visualisiert (siehe Text fu¨r Details), die als zweidimensionaler Simu-
lationsbereich verwendet wird.
Um die numerische Berechnung zu beschleunigen und unter der Annahme
einer links-rechts Symmetrie, wird hier eine Schnittebene (schematisiert in
Abbildung 7.8) verwendet, durch die der Rechenbereich auf zwei ra¨umli-
che Dimensionen reduziert wird. In durch proinflammatorische Substanzen
aktivierten Neutrophilen wird von Petty et al. Enzymtranslokation, z.B.
fu¨r die beiden glykolytischen Enzyme Phosphofruktokinase und Hexokinase,
zur zellula¨ren Membran beobachtet [59, 69, 71] (siehe Abbildung 7.9). Das
erste Enzym des Pentosephosphatwegs, Glucose-6-Phosphat-Dehydrogenase
(G6PDase), ist unabha¨ngig vom proinflammatorischen Stimulus in mehr oder
weniger großem Ausmaß an der Membran lokalisiert.
Dies wird modelliert, indem wir einen Bereich Ωo der Weite ∆h = 0.5 µm an
der Zellmembran mit erho¨hter relativer Enzymkonzentration annehmen. Dies
wird durch erniedrigte maximale Reaktionsgeschwindigkeit bei Substratsa¨tti-
gung Vpfk = 1000 µmol/s und Vhk = 100 µmol/s (siehe Abbildung 7.10) er-
reicht. Eine asymmetrische Wellenausbreitung wird ku¨nstlich durch erho¨hte
Anfangswerte der Metabolite in der Mitte von Ωo initiiert (siehe Beschriftung
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Abbildung 7.9: Immunofluoreszenz Mikroskopie von metabolischen Enzymen in
repra¨sentativen Neutrophilen. Nach Aktivierung des Neutrophils durch den proin-
flammatorischen Stimulus Lipopolysaccharid (LPS) wird Enzymtranslokation der
Hexokinase und Phosphofruktokinase (PFK) beobachtet ((b), (j)). Das erste En-
zym des Pentosephosphatwegs Glucose-6-Phosphat-Dehydrogenase (G6PDase) ist
unabha¨ngig vom proinflammatorischen Stimulus an der Membran lokalisiert (f).
Die Abbildung ist aus [71] entnommen.
der Abbildung 7.11). Zur Simulation wird dann das so angepasste Problem
(7.1) numerisch untersucht.
Abbildung 7.10: Visualisierung der modellierten Enzymtranslokation zur Peri-
pherie nach Aktivierung des Neutrophils durch proinflammatorische Stimuli. Der
Bereich des Neutrophils mit erho¨hter maximaler Reaktionsgeschwindigkeit bei Sub-
stratsa¨ttigung Vpfk und Vhk ist in schwarzer Farbe dargestellt.
In Abbildung 7.11 sind Simulationsergebnisse des Wellenkreuzens und der
Wellenreflektion am Rand dargestellt. Es zeigt sich, dass beide Wellen in der
Na¨he der Membran um den Perimeter der Zelle entgegen des Uhrzeigersinns
propagieren. Sieht man diese Szenario dann von oben oder von unten durch
ein Mikroskop ergibt dieses Verhalten die experimentell beobachteten Wel-
lenpha¨nomene [125]. Das entsprechende Aufspalten und die Intensita¨tsver-
dopplung beim Kreuzen, beziehungsweise der Wellenamplituden, der Model-
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lierungsergebnisse ist in Abbildung 7.12 dargestellt. Hier wird eine U¨berein-
stimmung mit den experimentellen Messungen beobachtet (siehe Abbildung
7.7).
Abbildung 7.11: Numerische Simulationen des Wellenkreuzens verursacht durch
Enzymtranslokation in aktivierten Neutrophilen. Eine Zeitreihe in Schritten von
0.05 Sekunden ist dargestellt. Zur Simulation wurde eine Glucosekonzentration
[GLC]= 4 µmol verwendet. Als Anfangswerte zur Initiierung des Wellenkreuzens
wurden in Ωo [G6P] = 50 µmol und [FBP]=0.1 µmol verwendet (siehe Text fu¨r
Details). Alle anderen Anfangswerte sind in Tabelle C.1 gegeben. Die Simulation
wurde mit Hilfe der Finite-Element Bibliothek GASCOIGNE [44] durchgefu¨hrt. Die
Visualisierung der Daten erfolgte mit Hilfe des Tools VISUSIMPLE [166].
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Abbildung 7.12: Intensita¨tsprofile des Wellenkreuzens, die aus den Simulations-
ergebnisse aus Abbildung 7.11 aus einer vertikalen Perspektive erhalten wurden.
Fu¨gt man nun in jedem Zeitpunkt mehrere der Schnittebenen aus Abbil-
dung 7.11, wie in Abbildung 7.13 dargestellt, zusammen und betrachtet sie
von oben, so wird qualitativ das experimentell beobachtete Verhalten des
Wellenkreuzens und der Reflektion am Rand beobachtet (siehe Abbildung
7.14).
Abbildung 7.13: Schematische Darstellung der Einbindung mehrerer Schnittebe-
nen aus Abbildung 7.11 zu einer Zeitreihe.
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Abbildung 7.14: Zeitreihe (in Sekunden) zu den raumzeitlichen Simulationser-
gebnissen des NAD(P)H-Wellenkreuzens in Neutrophilen basierend auf den Simu-
lationsergebnissen aus Abbildung 7.11. Die Daten wurden mit Hilfe der Routinen
aus MATLABr [98] visualisiert.
7.4 Analyse der Regulation der intrazellula¨-
ren Glucosekonzentration
Da neben den raumzeitlichen Wellenpha¨nomenen in fluorimetrischen Mes-
sungen der ganzen Zelle von Petty et al. auch NAD(P)H-Oszillationen be-
obachtet wurden, wird nun analysiert welcher Art ein potentieller Mecha-
nismus sein kann, der Oszillationen nach einer ra¨umlichen Mittelung ergibt.
Da sich die Oszillationen in einer anderen Zeitskala (20 Sekunden im nicht
aktivierten Zustand und 10 Sekunden im aktivierten Zustand) bewegen als
die Wellendynamik (ungefa¨hr 600 ms um die Zelle mit einer La¨nge von 20
µm zu durchlaufen), ergibt die Mittelung der Wellenintensita¨ten u¨ber die
ganze Zelle der hier pra¨sentierten numerischen Ergebnisse keine zeitlichen
Oszillationen mit vergleichbaren Perioden. In [153] zeigen Slaby et al. wie
man mo¨gliche zellula¨re Signalpfade mit Hilfe mathematischer Methoden zur
optimalen Steuerung analysieren kann, die sich als erfolgreich zur Studie der
externen Kontrolle von strukturbildendem Verhalten in biologischen und che-
mischen Systemen erwiesen [80, 81, 82, 83, 149, 150].
Die Methode der optimalen Steuerung wird angewandt, um eine mo¨gliche
Abha¨ngigkeit der glykolytischen NAD(P)H-Oszillationen von dynamisch va-
riierenden Steuerungsparameter zu analysieren [151, 153]. Da in aktivier-
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ten Neutrophilen ein dynamisch regulierter Glucose-Zufluss beobachtet wird
[161], wird nun untersucht inwieweit sich die Oszillationen durch einen dyna-
mischen Glucose-Zufluss steuern lassen, um sinusfo¨rmige Oszillationen mit
einer Periode von 20 beziehungsweise 10 Sekunden zu erhalten. Betrachtet
wird dazu folgendes Optimalsteuerungsproblem mit fester Endzeit:
min
x,u
∫ T=22
0
(
xNAD(P)H(t)− x¯(t)
)2
dt
unter den Nebenbedingungen
x˙(t) = fGLYCO(t, x(t), u(t)), x(t) ∈ [0, xmax], t ∈ [0, 22]
xNAD(P)H(t0) = 0.785
x(0)− x(22) = 0. (7.5)
In diesem Problem sind die Zusta¨nde x ∈ R5 die Metabolite der Glyko-
lyse, wobei die ra¨umliche Kopplung vernachla¨ssigt wird, da hier der Ein-
fluss eines dynamischen Stimulus auf das rein zeitliche Verhalten untersucht
werden soll. Die Steuerung u ∈ R ist der Zufluss von Glucose. Der Zielzu-
stand x¯(t) ist dabei eine Sinusfuktion a sin(bt + d) + e mit den Parametern
a = 0.1, b = 0.345, d = 0 und e = 0.785, auf die die Oszillationen gesteuert
werden sollen.
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Abbildung 7.15: Steuerung der Oszillationen des Glykolysemodells. Die Berech-
nungen wurden unter Verwendung des auf Multiple-Shooting basierenden Optimal-
Control-Tools MUSCOD-II [88, 22] durchgefu¨hrt.
Die letzten beiden Nebenbedingungen wurden fu¨r die numerische Berechnung
eingefu¨gt. Die erste Nebenbedingung legt die Konzentration von NAD(P)H
am Zeitpunkt t = 0 fest. Da eine Oszillation durch eine Translation in der Zeit
beliebig verschoben werden kann, wird durch diese Nebenbedingung dieser
Freiheitsgrad eliminiert. Die zweite Nebenbedingung sichert eine periodische
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Abbildung 7.16: Phasenverschiebung der Oszillationen der Steuerung (Glucose-
Einfluss) und der induzierten NAD(P)H-Oszillationen.
Oszillation mit einer Periode von 22 Sekunden. Diese Periode wurde empi-
risch u¨ber die Lo¨sbarkeit der entsprechenden periodischen Randwertproble-
me ermittelt und liegt im Bereich der experimentellen Daten. In Abbildung
7.15 sind die optimierten Oszillationen und die Steuerung abgebildet, die mit
Hilfe des Optimalsteuerungspakets MUSCOD-II [88] fu¨r das System (7.5) be-
rechnet wurden. Dabei wurde als Steuerungsparametrisierung fu¨r die direkte
Methode der optimalen Steuerung (siehe Kapitel 4.3.1) eine stu¨ckweise kubi-
sche Funktion angenommen und die Zusta¨nde mittels der Multiple-Shooting
Technik parametrisiert.
Besonders interessant ist die Phasenverschiebung der beiden Oszillationen
von Glucose-Einfluss (input) und NAD(P)H-Oszillation (output) (vgl. Ab-
bildung 7.16). Diese betra¨gt ungefa¨hr 90◦. Dies ist dieselbe Phasenverschie-
bung, die zwischen NAD(P)H- und Calcium-Oszillationen, die ebenfalls in
Neutrophilen gefunden wurden (siehe Kapitel 5.3) [120]. Dieses als Phasen-
kopplung bekannte Pha¨nomen bleibt nach experimentellen Daten auch nach
Aktivierung der Neutrophile bestehen, obwohl ein Anstieg der Oszillationsfre-
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quenz beider Oszillationen beobachtet wird. Dies legt einen hypothetischen
Zusammenhang durch eine direkte Kopplung beider Oszillatoren nahe. Es
ist bekannt, dass durch Frequenz und Gestalt der Calcium-Oszillationen In-
formationen in der Zelle kodiert werden [162]. Da die Phasenverschiebung
der periodischen Steuerung a¨hnlich der experimentell beobachteten ist, ist
es theoretisch mo¨glich, dass durch Calcium-Signale die Oszillationen und die
Wellenausbreitung beeinflusst werden. Ein hypothetischer Zusammenhang
wa¨re, dass die Glucose Transporter der Zelle durch eine erho¨hte Calcium-
konzentration aktiviert werden und es somit zu einem dynamisch regulierten
Einfluss kommt. Deshalb ist es nahe liegend, dass ein direkter Zusammen-
hang zwischen den Calcium- und den NAD(P)H-Dynamiken in Form einer
Interaktion besteht. Die Autoren von [78] vermuten, dass der Metabolis-
mus eventuell durch Ca2+ beeinflusst wird, aber durch den hier pra¨sentieren
Modellierungsansatz werden umgekehrt zusa¨tzliche Hinweise auf einen mo¨gli-
chen direkten Einfluss von Ca2+ auf den Metabolismus u¨ber einen dynamisch
regulierten Glucose-Einfluss gefunden. Dieser Mechanismus findet eventuell
durch eine Ca2+-abha¨ngige Aktivierung der Glucose Transporter (GLUT)
in der Plasmamembran statt. Die Annahme einer periodischen Stimulation
des Glucose-Einflusses durch Ca2+ wird durch experimentelle Messungen ei-
nes dynamisch regulierten Glucose-Einflusses [161] und der Tatsache, dass
Ca2+ in dieser Regulation involviert ist [114] belegt. Diese Hypothese und
die gegenseitige Beeinflussung des Metabolismus und des Ca2+-Signalpfades
werden im Detail im Kapitel 7.6 diskutiert.
7.5 NAD(P)H-Oszillationen basierend auf ei-
ner dynamisch regulierten Glucosekonzen-
tration
Um sowohl Wellenausbreitung als auch zeitliche Oszillationen in einem inte-
grierten Modellansatz zu beschreiben, wird hier nun auf den nicht aktivierten
Zustand mit unidirektionaler Wellenausbreitung und 20s-Oszillationen fokus-
siert. Die im letzten Kapitel motivierte dynamische Glucose-Konzentration
wird durch einen periodischen Glucose-Gehalt innerhalb der Zelle durch einen
ku¨nstlichen Term [GLC]=a sin( pi
10
t) + c (mit Parametern a und c, die so
gewa¨hlt werden, damit sie die experimentell beobachteten Charakteristika
der NAD(P)H-Oszillationen wiedergeben) beschrieben. Zur mathematischen
Beschreibung wird das System (7.1) durch diese periodische Beeinflussung
erweitert und zur numerischen Behandlung wird es mit Hilfe finiter Diffe-
renzen (siehe Kapitel 4.4.2) auf dem Gebiet Ω = [0, 20] × [0, 7] mit einer
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Schrittweite h = 0.25 µm diskretisiert und mit dem Integrator LIMEX (siehe
Kapitel 4.2.2) in Zeitrichtung integriert.
Da die Glykolyse an sich ein oszillierendes System ist und dieser Prozess in
unserem Fall hier periodische Wellenlo¨sungen produziert, ist ein periodisches
Beeinflussen dieses Reaktionswegs, so dass der Wellenausbreitung eine sinuso-
diale Oszillation u¨berliegt, ein interessantes Modellierungsergebnis, weil dies
nicht typischerweise in nichtlinearen Systemen beobachtet wird. Hier kann
eine kleine Vera¨nderungen der Parameterwerte in einer Vielzahl von dyna-
mischem Verhalten bis hin zum Chaos resultieren [159]. Die Untersuchung
der Dynamiken in Abha¨ngigkeit von Parameterwerten ist ein eigenes Gebiet,
das Bifurkationstheorie genannt wird.
In Abbildung 7.17 sind 20s-Oszillationen dargestellt, die aus der Mittelung
der NAD(P)H-Konzentration u¨ber die ganze Zelle resultieren. Den Oszil-
lationen unterliegt periodische Wellenausbreitung (siehe Anhang D.1), wo-
bei durch die periodische Beeinflussung durch eine dynamische Glucose-
Konzentration Wellen mit oszillierenden Amplituden entstehen. Dies ist kon-
sistent mit experimentellen Beobachtungen [125]. Durch einen solchen Me-
chanismus kann auch der aktivierte Zustand mit Oszillationen mit einer Pe-
riode von 10 Sekunden und Koexistenz von Wellen erkla¨rt werden.
7.6 Kopplung von Metabolismus und Calci-
umdynamik
Um ein autonomes Modell zu entwickeln, das sowohl die Wellenausbreitung
als auch die zeitlichen Oszillationen beschreiben kann, wird der im vorigen
Kapitel entwickelte Ansatz eines Ca2+-abha¨ngigen Glucose-Einflusses, durch
den oszillierende Wellenamplituden entstehen, erweitert. Aus experimentel-
len Messungen ist bekannt, dass die Aktivierung der Neutrophile durch Che-
moattraktoren oder proinflammatorische Cytokine zu einer Aktivierung des
Pentosephosphatwegs fu¨hrt (siehe Kapitel 5.2 und [71, 72, 78, 134] und Re-
ferenzen darin).
Um zu analysieren, ob ein solcher Aktivierungsmechanismus das Umschalten
der Oszillationen mit einer Periode von 20 Sekunden auf 10 Sekunden nach
Aktivierung, das experimentell beobachtet wird (siehe Abbildung 7.18 und
[78]), erkla¨ren kann, wird das raumzeitliche metabolische Modell um intra-
zellula¨res Calcium erweitert. Es gibt experimentelle Hinweise darauf, dass
der cADP-Ribose (cADPR) abha¨ngige Ca2+-Einfluss eine wichtige Rolle bei
der Chemotaxis der Neutrophile spielt [118]. cADPR wird aus NAD+ durch
das Enzym CD38 synthetisiert und ist dafu¨r bekannt einen Ca2+-Ausfluss
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Abbildung 7.17: NAD(P)H-Oszillationen, die aus der Mittelung u¨ber die gan-
ze Zelle in jedem Zeitpunkt resultieren. Dies ist ein Ergebnis der unterliegen-
den Wellenausbreitung mit oszillierenden Amplituden, die durch eine periodische
Glucosekonzentration verursacht wird. Die verwendeten Parameter sind [GLC] =
a sin( pi10 t)+ c: a = 2, c = 5. (siehe Text). Anfangswerte sind in Tabelle C.1 gegeben
und wir verwenden [GLC]= 70 µmol in der Mitte des linken Randes als Auslo¨ser
der Wellen und [GLC]= 5 µmol sonst.
aus intrazellula¨ren Speichern zu initiieren [42, 87] (siehe Abbildung 7.18 fu¨r
eine schematische Darstellung der Kopplung). Somit wird folgendes Problem
behandelt:
∂u
∂t
= fGLYCO(u) +D∆u in Ω
∂v
∂t
= fCa2+(v) in Ω,
wobei u der Vektor der Metabolite der Glykolyse einschließlich cADPR, d.h.
die Variablen des Glykolyse-Modells, und v die Variablen des Ca2+-Modells
beschreiben. fGLYCO und fCa2+ sind die entsprechenden kinetischen Terme aus
den Kapiteln 6.3.1 und 6.3.2. D ist eine Matrix, die die Diffusionskoeffizien-
ten entha¨lt, Ω ⊂ R2 das geometrische Gebiet, d.h. hier das Neutrophil und
∆ der Laplace-Operator, um diffusiven Transport zu beschreiben. Da nur
das Kopplungsverhalten des Metabolismus und einer ra¨umlich homogenen
Ca2+-Dynamik untersucht werden soll, wird fu¨r Ca2+ auf eine ra¨umliche Mo-
dellierung verzichtet. Es werden Null-Fluss von-Neumann-Randbedingungen
fu¨r alle Spezies angenommen, um die Nichtdurchla¨ssigkeit der Membran zu
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Abbildung 7.18: Links: Intrazellula¨re NAD(P)H-Oszillationen. Nach Aktivierung
des Neutrophils wird eine Frequenzerho¨hung von einer Periode von 20 (a) auf 10
Sekunden (b) beobachtet. Die Abbildung ist aus [70] entnommen. Rechts: Schema-
tische Darstellung der Kopplung des Metabolismus mit der Ca2+-Dynamik durch
cADPR.
modellieren. Die Glucose-Konzentration wird nur als (ra¨umlich inhomoge-
ner) zeitvariabler Parameter in das Modell mit aufgenommen. Zur mathe-
matischen Behandlung wird das System (7.6) mit Hilfe finiter Differenzen
(siehe Kapitel 4.4.2) auf dem Gebiet Ω = [0, 20]× [0, 7] mit einer Schrittweite
h = 0.25 µm diskretisiert und mit dem Integrator LIMEX (siehe Kapitel 4.2.2)
in Zeitrichtung integriert.
Durch Hinzunahme der Calcium-Kopplung in das Modell ko¨nnen die raum-
zeitliche Wellenausbreitung und zusa¨tzlich die zeitlichen Oszillationen erkla¨rt
werden. Man erha¨lt ebenfalls eine Frequenzerho¨hung der zeitlichen Oszilla-
tionen nach Aktivierung des Pentosephosphatwegs (siehe Abbildung 7.19,
links). Dieser zeitlichen Oszillation unterliegt wiederum eine raumzeitlichen
periodische Wellenausbreitung (siehe Abbildung D.2), wobei sich der akti-
vierte und der nicht-aktivierte Zustand dadurch unterscheiden, dass die Am-
plituden der Wellen mit einer Frequenz von 20 Sekunden beziehungsweise 10
Sekunden oszillieren.
In [78] werden simultane fluorimetrische Messungen der NAD(P)H- und Ca2+-
Dynamik pra¨sentiert (siehe Abbildung 7.19, rechts). Hier kann nach Akti-
vierung des Neutrophils (Pfeil) eine Frequenzerho¨hung beider Oszillatoren
beobachtet werden, wobei die Phasenkopplung erhalten bleibt. Beides kann
mit Hilfe des in dieser Arbeit entwickelten Modells im Einklang mit der
NAD(P)H-Wellenausbreitung erkla¨rt werden. Daru¨berhinaus scheint nach
Aktivierung zuerst ein Minimum der NAD(P)H-Oszillation erreicht werden
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zu mu¨ssen, bevor das Aktivierungsignal zu einer Frequenzerho¨hung fu¨hren
kann. Da in einem Minimum der NAD(P)H-Oszillation die zellula¨re NAD+-
Konzentration ein Maximum erreicht, folgt aus dem eben beschriebenen Me-
chanismus ein Anstieg der cADPR-Konzentration, das aus NAD+ synthe-
tisiert wird, der einen Ca2+-Ausstoß aus den intrazellula¨ren Speichern zur
Folge hat. Anschließend wird durch Ca2+ ein sta¨rkerer Glucose Einfluss sti-
muliert. Dadurch erfolgt eine wechselseitige Stabilisierung beider Oszillato-
ren.
Abbildung 7.19: Links: Simultane NAD(P)H- und Ca2+-Oszillationen aus
Modell-Simulationen, die aus der Mittelung u¨ber die ganze Zelle zu jedem
Zeitpunkt resultieren. Dies ist ein Ergebnis aus der unterliegenden NAD(P)H-
Wellenausbreitung mit oszillierenden Amplituden, die durch einen getriebenen
Ca2+-aktivierten periodischen Glucose-Einfluss in die Zelle entstehen. Am Zeit-
punkt t=100 wird der Pentosephosphatweg durch eine A¨nderung von khms = 0
zu khms = 2 aktiviert. Gestrichelte Linien bezeichnen die Ca
2+-Oszillationen. Die
Ca2+-Konzentration wird durch den Term (190+50[Ca2+]) skaliert, um eine bes-
sere Visualisierung zu erreichen. Anfangswerte sind Tabellen C.1 gegeben und wir
verwenden [GLC]= 80 µmol in der Mitte des linken Randes als Auslo¨ser der
Wellendynamik. Rechts: Simultane fluorimetrische Messungen der NAD(P)H- und
Ca2+-Oszillationen. Nach Aktivierung (Pfeil) wird eine Frequenzerho¨hung beider
Oszillatoren beobachtet. Die rechte Abbildung ist aus [78] entnommen.
Die Frequenzerho¨hung beider Oszillatoren kann durch diesen Mechanismus
ebenfalls erkla¨rt werden. Wird das Neutrophil aktiviert, d.h. der Pentose-
phosphatweg aktiviert, so steht in diesem Moment weniger Substrat fu¨r den
Fluss durch die Glykolyse zur Verfu¨gung. Dies fu¨hrt zu einem beschleunig-
ten Absinken der zellula¨ren NADH-Konzentration. Dadurch steigt die zel-
lula¨re NAD+-Konzentration an, die die cADPR-Produktion angeregt und
dadurch werden die RyR aktiviert und ein Calcium-Ausfluss erfolgt. Durch
den Calcium-abha¨ngigen Glucose-Einfluss erfolgt die Ru¨ckkopplung auf den
Metabolismus und es wird eine Frequenzerho¨hung beobachtet.
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Weitere experimentelle Hinweise auf einen solchen Mechanismus werden durch
Experimente gegeben, bei denen eine Aktivierungssubstanz zu unterschied-
lichen Phasen der Oszillationen auf das Neutrophil gegeben wird [8] (siehe
Abbildung 7.20). Hier wird ebenfalls beobachtet, dass nach Zugabe einer
chemotaktischen Substanz nach einer kurzen Phase der Signaltransduktion,
bei der das Signal u¨ber die Rezeptoren nach innen propagiert werden muss,
immer zuerst ein Minimum der NAD(P)H-Oszillation erreicht werden muss,
damit die Frequenzerho¨hung stattfinden kann. Dies ist konsistent mit den
pra¨sentierten numerischen Ergebnissen.
Abbildung 7.20: Intrazellula¨re NAD(P)H-Oszillationen wa¨hrend der Zugabe des
chemotaktischen Peptids FNLPNTL zu unterschiedlichen Phasen (gekennzeichnet
durch einen Pfeil). Die Abbildung ist aus [8] entnommen.
Im Sinne eines einheitlichen Modells des dynamischen Verhaltens in Neutro-
philen postulieren wir somit einen Mechanismus, der einen Ca2+ kontrollier-
ten Glucose-Einfluss in die Zelle entha¨lt. Diese Regulation kann mo¨glicher-
weise auf der Ca2+-induzierten Phosphorylierung der Glucose-Transporter
GLUT [5] oder einer Ca2+-aktivierten Fusion von intrazellula¨ren Vesikeln
mit der Plasmamembran [143] basieren, die GLUT-Transporter beinhalten.
Eine Ca2+-Abha¨ngigkeit der Regulation des Glucose-Transports u¨ber die
Membran in proinflammatorisch aktivierten Neutrophilen wird auch durch
experimentelle Studien belegt [115], in denen die Autoren ein Ca2+-Ionophor,
das die Permeabilita¨t der biologischen Membran mit einer hohen Selektivita¨t
fu¨r divalente Kationen wie Ca2+ [6] erho¨ht, einsetzen. Da die Aktivierung
der Neutrophile auch mit A¨nderungen in der metabolischen Aktivita¨t kor-
relliert [78, 134], untermauert dies einen Effekt des Ca2+-Signalpfades auf
den Metabolismus durch einer Regulation des Glucose-Transports durch die
Membran.
KAPITEL 7. NUMERISCHE ERGEBNISSE 117
Ein gesteigerter Glucose-Transport durch die Plasmamembran ist daru¨ber-
hinaus als ein wichtiger Teil der Regulation der metabolischen Aktivita¨t be-
kannt. Deshalb wurde er im Detail studiert (siehe [62] fu¨r einen Review der
metabolischen Regulation des Glucose-Transports). Interessanterweise wer-
den in aktivierten Neutrophilen erho¨hte Glucosekonzentrationen experimen-
tell gemessen [143, 161] und daher scheint die Glucose-Transportrate mit Hin-
blick auf die Aktivierung reguliert zu sein. Glucose-Transport in die Zellen
wird durch eine Familie von homologen Glycoproteinmoleku¨len vermittelt,
die GLUT genannt werden. In Neutrophilen sind experimentell nur GLUT-1
gefunden worden [143] und fu¨r diese GLUT-1 wurde eine Abha¨ngigkeit der
Glucose-Aufnahme von Ca2+ gemessen [103]. Eine Ca2+-abha¨ngige Glucose-
Aufnahme u¨ber den Transporter GLUT-1 wird daru¨berhinaus in menschli-
chen megakaryocytischen Zelllinien [97], Leberzelllinien der Ratte [103] und
Hautzellen der Ratte [129] durch einen bis heute unbekannten Mechanismus
beobachtet. Der cADPR-kontrollierte Ca2+-Einfluss aus intrazellula¨ren Spei-
chern wird ebenfalls durch reichhaltige Experimente aus der Literatur belegt
([86, 87, 144] und Referenzen darin).
7.7 Diskussion der Ergebnisse
In den vorigen Kapiteln wurde ein detailliertes Modell der Strukturbildungs-
prozesse in Neutrophilen und seine numerische Simulation vorgestellt. Mit
diesem Modell konnten die von Petty et al. beobachteten Wellenpha¨nomene
mit deren spezieller Charakteristika (wie z.B. Unidirektionalita¨t und Wellen-
reflektion nach Aktivierung), aber auch die zeitlichen Oszillationen, die bei
fluorimetrischen Messungen der ganzen Zelle nach ra¨umlicher Mittelung ge-
messen wurden, erkla¨rt werden. Da in neueren Vero¨ffentlichungen die Repro-
duzierbarkeit der dynamischen Pa¨nomene diskutiert wird [54, 132], ko¨nnen
durch die hier entwickelten theoretischen U¨berlegungen zumindest die theo-
retischen Voraussetzungen fu¨r die Existenz derartiger Pha¨nomene besta¨tigt
werden.
Unabha¨ngig von den publizierten Daten von Petty et al. wurde aber auch in
anderen experimentellen Arbeiten in Neutrophilen dynamische Strukturbil-
dungspha¨nomene beobachtet (siehe Kapitel 5.3). Die in dieser Arbeit pra¨sen-
tierten Modellierungsergebnisse ko¨nnen somit auch als eine mechanistische
Studie allgemein beobachteter strukturbildener Dynamiken in Neutrophilen
herangezogen werden.
Da keinerlei Neutrophil-spezifische Annahmen bei der Modellbildung ge-
macht wurden, ko¨nnten diese Strukturen auch in anderen Zelltypen auftreten.
Vor allem die in dieser Arbeit pra¨sentierten geometrischen U¨berlegungen un-
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terliegen mo¨glicherweise einem prinzipiellen Mechanismus in biochemischen
Systemen, um eine Vielzahl von Signalen gezielt und eindeutig verarbeiten zu
ko¨nnen. Dass lokale Gradienten oder Dynamiken, wie z.B. durch Wellenaus-
breitung, intrazellula¨r auftreten und auch Funktionen inne haben mu¨ssen, ist
offensichtlich, da die Natur eine Vielzahl von zellula¨ren Strukturen hervorge-
bracht hat, durch die lokale Dynamiken entstehen. Nimmt man U¨berlegun-
gen zu ra¨umlichen Strukturen in biologische Betrachtungsweisen mit auf und
versucht sie vor allem in einen dynamischen intrazellula¨ren Zusammenhang
zu bringen, la¨ßt sich mit einem solchen Ansatz wahrscheinlich ein besseres
Versta¨ndnis der Dynamik des Lebens erreichen.
In dieser Arbeit wird versucht eine Vielzahl komplexer dynamische Pha¨no-
mene konsistent in einem integralen Modellierungsansatz zu beschreiben. Ein
solcher Ansatz ist no¨tig, da nur durch systematische U¨berlegungen, die al-
le experimentellen Daten beru¨cksichtigen, ein ganzheitliches Versta¨ndnis er-
reicht werden kann. Leider wird dieser Ansatz in einer Vielzahl von Fa¨llen
vor allem in der in der heutigen Zeit aktuellen Systembiologie nicht beru¨ck-
sichtigt.
Kapitel 8
Zusammenfassung und Ausblick
8.1 Zusammenfassung der Arbeit
In dieser Arbeit wird raumzeitliche Modellierung und numerische Simulation
z.B. mit Hilfe von Finite-Elemente-Methoden angewandt, um mo¨gliche bio-
chemische Mechanismen zu untersuchen, die den exotischen experimentell be-
obachteten metabolischen Wellen- und Oszillationsdynamiken in Neutrophi-
len, speziellen Immunzellen der angeboren Immunita¨t, unterliegen. Obwohl
die Strukturbildung in Neutrophilen aktuell Teil einer Kontroverse ist, konn-
te durch diese Studie zumindest eine theoretische Basis geschaffen werden,
die der Dynamik potentiell zugrunde liegt und die verschiedenen Pha¨nomene
erkla¨ren kann.
Da bekannt ist, dass der Energiehaushalt der Neutrophile u¨berwiegend durch
anaerobe Glykolyse bestritten wird, und da experimentelle Hinweise existie-
ren, die die nichtlinearen strukturbildenden Dynamiken mit diesem Reakti-
onsweg in Verbindung bringen, wird ein detailliertes kinetisches Modell der
Glykolyse entwickelt. Dieses kinetische Modell wird um diffusiven Transport
der glykolytischen Metabolite erweitert, um eine raumzeitliche Beschreibung
der Prozesse zu ermo¨glichen.
Es wird zuerst demonstriert, dass das Modell fa¨hig ist, NAD(P)H-Wellen
mit der experimentell beobachteten Charakteristik, wie z.B. Gestalt, Ge-
schwindigkeit und Wellenla¨nge, zu produzieren. Durch Hinzunahme eines
regulierten Glucose-Transports durch die zellula¨re Membran, kann die exklu-
sive Auslo¨sung der NAD(P)H-Wellen am Uropodium und deren Unidirek-
tionalita¨t durch geometrische U¨berlegungen zur realistischen zellula¨ren Mor-
phologie erkla¨rt werden. Nimmt man einen ra¨umlich homogenen Glucose-
Einfluss u¨ber die Plasmamembran an, wird die unidirektionale NAD(P)H-
Wellenausbreitung durch einen ho¨heren Glucose-Einfluss pro Volumen am
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Ende der Zelle ausgelo¨st, da polarisierte Neutrophile charakteristisch ein
du¨nneres Ende und eine breitere Front ausbilden.
Mit Hilfe des Modells ist es ebenfalls mo¨glich, das experimentell beobachtete
Wellenkreuzen und die Reflektion am Rand in proinflammatorisch aktivierten
Neutrophilen zu erkla¨ren. Durch die Beru¨cksichtigung einer Enzymtransloka-
tion zur zellula¨ren Peripherie, die in proinflammatorisch aktivierten Neutro-
philen experimentell beobachtet wird, wird gezeigt, dass das Wellenkreuzen
und die Reflektion am Rand dadurch zu Stande kommen kann, dass basierend
auf der heterogenen Enzymverteilung eine Wellenausbreitung am Rand und
somit –aus der Vertikale betrachtet– in unterschiedlichen zellula¨ren Ebenen
stattfindet. Das Wellenkreuzen und die Randreflektion resultieren dann aus
der dreidimensionalen Geometrie eines Neutrophils. Dieser Mechanismus ist
mit experimentellen quantitativen Intensita¨tsprofilen konsistent. Hier wird ei-
ne systematische Halbierung der Wellenintensita¨t beim Aufspalten und eine
Intensita¨tsverdopplung beim Kreuzen beobachtet, die durch diesen Mecha-
nismus theoretisch erkla¨rbar ist.
Fu¨r Neutrophile wird neben den raumzeitlichen Wellenpa¨nomenen auch von
rein zeitlichen Dynamiken in Form von Oszillationen berichtet. Da sich die
Wellendynamik (ungefa¨hr 600 ms um die Zelle mit einer La¨nge von 20 µm
zu durchlaufen) in einer anderen Zeitskala als die zeitlichen Oszillationen
(20 Sekunden Periode im nicht aktivierten Zustand und 10 Sekunden Pe-
riode im aktivierten Zustand) bewegt, kann u¨ber den Wellenmechanismus
eine 20s- beziehungsweise 10s-Oszillation nicht erkla¨rt werden. In dieser Ar-
beit wird deshalb ein hypothetischer Mechanismus entwickelt und diskutiert,
der einen periodischen Calcium-abha¨ngigen Glucose-Einfluss in die Zelle an-
nimmt, der die metabolische raumzeitliche Dynamik forciert. Daru¨berhinaus
wird eine Feedback-Kopplung zum Calcium-Signalpfad u¨ber die Synthese
von cADPR postuliert, das aus NAD+ synthetisiert wird und fu¨r die Regu-
lation des Calcium-Einflusses aus intrazellula¨ren Speichern bekannt ist. Mit
Hilfe dieses Mechanismus kann gezeigt werden, dass das experimentell be-
obachtete Umschalten der NAD(P)H- und Calcium-Oszillationen von einer
Periode von 20 Sekunden auf 10 Sekunden nach proinflammatorischer Ak-
tivierung erkla¨rt werden kann. Die Annahme einer periodische Forcierung
des Glucose-Einflusses durch Calcium ist durch das Wissen motiviert, dass
eine dynamische Regulation des Glucose-Transports in Neutrophilen experi-
mentell beobachtet wird. Daru¨berhinaus ist bekannt, dass Calcium an dieser
Regulation beteiligt ist. In dieser Arbeit wird dazu ein Ansatz pra¨sentiert,
in dem mathematische Optimalsteuerungstechniken, die die direkte Metho-
de der optimalen Steuerung und Multiple-Shooting-Techniken verwenden,
angewandt werden, um Einflu¨sse dynamisch variierender Parameter wie der
Glucose-Konzentration im Hinblick auf die experimentell gefundenen Pha¨no-
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mene zu analysieren. Hier zeigt sich, dass experimentell beobachtete harmoni-
sche NAD(P)H-Oszillationen durch eine periodische Glucose-Konzentration
erhalten werden ko¨nnen. Der periodische Zufluss zeigt dabei dieselbe Phasen-
beziehung zur NAD(P)H-Oszillation wie die fu¨r den NAD(P)H- und Calcium-
Oszillator experimentell beobachtete Beziehung. Aus diesen Ergebnissen kann
somit geschlossen werden, dass ein plausibler biochemischer Mechanismus ei-
ne Calcium-abha¨ngige periodische Aktivierung des Glucose-Transports u¨ber
die zellula¨re Membran sein kann.
Im Allgemeinen wird in dieser Arbeit ein konsistentes raumzeitliches Modell
entwickelt, das die Strukturbildungsprozesse und deren speziellen Charakte-
ristika, wie z.B. Frequenzerho¨hung und Wellenkreuzen bei proinflammatori-
scher Aktivierung, in Neutrophilen schlu¨ssig beschreibt und einen mo¨glichen
zellula¨ren Mechanismus vorschla¨gt.
8.2 Ausblick
Die in dieser Arbeit vorgestellten theoretischen Modellierungsergebnisse ba-
sieren zum Teil auf Parameter, die zwar in anderen Zellsystemen bekannt
sind, aber fu¨r Neutrophile nicht untersucht sind. So muss in zuku¨nftigen
Studien vor allem eine experimentelle Validierung der numerischen Ergebnis-
se erfolgen. Neben weiteren experimentellen Studien zum strukturbildenden
Verhalten in Neutrophilen, die ein systematischeres Bild u¨ber das Auftre-
ten der Strukturen und deren Eigenschaften liefern ko¨nnten, ko¨nnten zur
experimentellen Validierung der theoretischen Ergebnisse vor allem Studi-
en mit Inhibitoren der involvierten Reaktionswege und deren Einfluss auf
die metabolische Dynamik neue Erkenntnisse bringen. Ein einfaches Expe-
riment wa¨re eine Studie zur Inhibierung der Calcium-Dynamik und dessen
Einfluss auf die metabolischen Oszillationen und Wellen. Der Einfluss des
Calcium-Einflusses auf die metabolische Dynamik ko¨nnte durch die Herstel-
lung eines Calcium-freien extrazellula¨ren Mediums durch EDTA geschehen,
da gezeigt wurde, dass der extrazellula¨re Einfluss in die Calciumdynamik
involviert ist [31]. Ein Experiment, mit dem die theoretische Annahme ei-
nes dynamischen Glucose Einflusses in die Zelle untersucht werden ko¨nnte,
wa¨re die fluorimetrische Messung der intrazellula¨ren Glucose Konzentrati-
on. Dies ko¨nnte eventuell mittels eines geeigneten Glucose-Nanosensors, wie
z.B. der in [39] entwickelte Sensor, untersucht werden, der bereits bei intra-
zellula¨ren Glucose-Oszillationen in COS-7 Zellen Anwendung gefunden hat.
Dadurch ko¨nnte eine dynamische Glucose Konzentration experimentell un-
tersucht werden. Eine systematische Studie der an der Dynamik beteiligten
Prozesse ko¨nnte zu einem fundamentalen Versta¨ndis dieses in unserer Immu-
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nabwehr sehr wichtigen Zelltyps fu¨hren.
Die in dieser Arbeit pra¨sentierte Untersuchung einer raumzeitlichen Dyna-
mik, die durch Mittelung u¨ber den ganzen zellula¨ren Bereich eine rein zeitli-
che Dynamik hervorbringt, muss in Zukunft wichtiger Teil der biologischen
Studien werden, da offensichtlich ist, dass ra¨umliche Organisation ein wich-
tiger Teil der zellula¨ren Dynamiken darstellt und diese nicht durch ra¨umlich
gemittelte Messungen mit Hilfe von Modellierung verstanden werden kann,
wie es in einer Vielzahlt der aktuellen Studien der Fall ist.
Neben dem molekularen Versta¨ndis der beobachteten Dynamik stellt sich
auch die Frage, ob die nichtlineare Dynamik und die strukturbildenden Pha¨no-
mene ein generelles, zellula¨res Prinzip mit wichtiger physiologischer Rele-
vanz sind. Es ist nicht klar, ob strukturbildendes Verhalten eher zufa¨llig aus
den durch die Evolution entstandenen zellula¨ren Strukturen entsteht oder
ob dieses dynamische Verhalten eventuell ein wichtiges Prinzip der zellula¨re
Signaltransduktion ist, um die Reichhaltigkeit der in einer Zelle eingehenden
Signale zu kodieren.
Anhang A
Modellgleichungen
A.1 Glykolyse
Reaktions-Nummer Name Kinetik
R1 HK Vhk[Glc]
Khk + [Glc]
R2 PFK
Vpfk[F6P]
h
[F6P]h+Khpfk
1+(kx[FBP])hx
1+αh(kx[FBP])hx
h = hpfk − σ
[FBP]
Kfba+[FBP]
R3 FBA Vfba [FBP]
Kfba+[FBP]
R4 GAPDH
Vgapdh[GAP][NAD
+]
KigapKnad+Kgap[NAD+]+Knad[GAP]+[GAP][NAD+]
Tabelle A.1: Modellgleichungen fu¨r das Glykolyse-Modell.
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A.2 Calcium-Signaltransduktion
Spezies Kinetik
[Ca2+] fi
V¯i
(
L+
PIP3R[IP3]
3[Ca2+]
3
h3
([IP3]+Ki)3([Ca2+]+Ka)3
+
VRyR[cADPR]
3
[cADPR]3+K3RyR
)
·
([Ca2+ER]− [Ca
2+])− fi
V¯i
(
VSERCA[Ca
2+]
2
[Ca2+]2+K2SERCA
)
h A(Kd − ([Ca
2+] +Kd)h)
[Ca2+ER]
[Ca2+]T−[Ca
2+]
σ
Tabelle A.2: Modellgleichungen fu¨r das Calcium-Modell.
Anhang B
Modellparameter
Kinetischer Parameter Parameterwert Kinetischer Parameter Parameterwert
Vhk 250 µmol/s Khk 47 µmol
Keq 3.5 Vpfk 8000 µmol/s
Kpfk 2000 µmol kx 10
hx 2.5 Kfba 5 µmol
α 5 hpfk 2.5
σ 1.5 Vfba 400 µmol/s
Vgapdh 7000 µmol/s Kigap 3210 µmol
Knad 50 µmol Kgap 98 µmol
kNADH 5 s
−1 csum 5000 µmol
kNADPH 5 s
−1 GLCin 100 µmol/s
khms 0.01 s
−1
fi 0.01 pL/s V¯i 4 pL
L 0.37 pL/s PIP3R 26640 amol/s
Ki 1 amol Ka 0.4 amol
VRyR 16 amol/s KRyR 0.1 amol
VSERCA 400 amol/s KSERCA 0.2 amol
A 0.8 Kd 0.4 amol
σ 0.185 Ca2+T 4 µmol
[IP3] 0.4 µmol kcadp 0.003 s
−1
kcadpc 35 s
−1 in 16 µmol
Vin 18 µmol/s Kin 1 µmol
Tabelle B.1: Parameterwerte fu¨r die verwendeten Modellgleichungen. A¨nderun-
gen der Parameterwerte sind in den Unterschriften der Abbildungen angegeben.
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Anhang C
Startwerte
Spezies Startwert
[G6P] 200 µmol
[FBP] 0.01 µmol
[GAP] 10 µmol
[NADH] 10 µmol
[NADPH] 1 µmol
[Ca2+] 0.2 µmol
[h] 0.9 µmol
[cADPR] 1 µmol
Tabelle C.1: Allgemeine Startwerte fu¨r die numerischen Simulationen. Abwei-
chende Werte sind im Text oder in den Legenden der entsprechenden Abbildungen
angegeben.
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Anhang D
Weitere Abbildungen
Abbildung D.1: Zeitreihe (in Sekunden) zu den raumzeitlichen Simulationsergeb-
nissen der NAD(P)H Wellenausbreitung in Neutrophilen, die der in Kapitel 7.5
pra¨sentierten zeitlichen Oszillationen unterliegt. Die Startwerte sind in Tabelle C.1
gegeben. Es wird [GLC]= 70 µmol in der Mitte des linken Randes und [GLC]= 5
µmol sonst angenommen. Die Daten wurden mit Hilfe der Routinen aus MATLABr
[98] visualisiert.
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Abbildung D.2: Zeitreihe (in Sekunden) zu den raumzeitlichen Simulationsergeb-
nissen der NAD(P)H Wellenausbreitung in Neutrophilen, die der in Kapitel 7.6
pra¨sentierten zeitlichen Oszillationen unterliegt. Die Startwerte sind in Tabelle C.1
gegeben. Es wird [GLC]= 70 µmol in der Mitte des linken Randes und [GLC]= 5
µmol sonst angenommen. Die Daten wurden mit Hilfe der Routinen aus MATLABr
[98] visualisiert.
Anhang E
Index der Symbole und
Akronyme
E.1 Symbole
C
− die linke Halbebene der komplexen Zahlenebene
Ck(D) Menge der auf D k mal stetig diferenzierbarer Funktionen
D Matrix der Diffusionskoeffizienten
Df(x) Jacobimatrix der Funktion f(x)
∆ Laplace-Operator
f Rechte Seite einer ODE oder PDE
L Lagrangefunktion
λ Langrangemultiplikator
∇ Gradient einer Funktion
∇2x Hesse-Matrix einer Funktion
O(u0) Orbit durch u0
Ω Allgemeines Gebiet
∂Ω Rand eines Gebiets
O Landau Symbol
”
Groß O“
ϕ Evolutionsoperator eines dynamischen Systems
auch lichtsensitiver Parameter der BZR
auch Testfunktion
R Menge der reellen Zahlen
Re(λ) Realteil von λ
s Variable der
”
Wecker-Differentialgleichung“
t Zeitvariable
V Sobolew-Raum
u Steuerungsfunktion
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x Raumvariable
[x] Intrazellula¨re Konzentration einer Spezies x
y Raumvariable
E.2 Akronyme
6-AN 6-Aminonicotinamid
ATP Adenosintriphosphat
1,3-BPG 1,3-Bisphosphoglycerat
BZR Belousov-Zhabotinsky-Reaktion
cADPR cyklische Adenosindiphosphatribose
CIMR Chlorid-Iodid-Malonsa¨ure
DHAP Dihydroxyacetonphosphat
DPI Diphenyleneiodonium
ER Endoplasmatisches Retikulum
FBA Fructosebisphosphataldolase
FBP Fructose-1,6-bisphosphat
FMLP N-formyl-MET-LEU-PHE
GAP Glycerinaldehyd-3-phosphat
GAPDH Glycerinaldehyd-3-phosphat-Dehydrogenase
GLUT Glucosetransporter
GTP Guaninnucleotid
G6P Glucose-6-Phosphat
G6PDase Glucose-6-Phosphat-Dehydrogenase
GPI Glucose-6-Phosphat-Isomerase
HK Hexokinase
HMS Pentosephosphatweg (engl. Hexose-Monophosphate-Shunt)
IL-1 Interleukin-1
IP3 Inositoltriphosphat
LDH Lactat-Dehydrogenase
LPS Lipopolysaccharid
NADH Nicotinamidadenindinukleotid
NADPH Nicotinamidadenindinukleotidphosphat
NAD(P)H Summe aus NADH und NAD(P)H
ODE Gewo¨hnliche Differentialgleichung (engl. ordinary differential equation)
PDE Partielle Differentialgleichung (engl. partial differential equation)
PEP Phosphoenolpyruvat
PFK Phosphofruktokinase
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2-PGA 2-Phosphoglycerat
3-PGA 3-Phosphoglycerat
PO Peroxidase-Oxidase
5PR Ribulose-5-Phosphat
RNS Reaktive Stickstoffintermediate
ROS Reaktive Sauerstoffintermediate
RyR Ryanodinrezeptor
SERCA Sarco/Endoplasmatische Retikulum Ca2+-ATPase
TALase Transaldolase
TIM Phosphotrioseisomerase
TNF Tumor-Nekrose-Faktor
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