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ALGEBRABILITY OF THE SET OF HYPERCYCLIC VECTORS
FOR BACKWARD SHIFT OPERATORS
JAVIER FALCO´ AND KARL-G. GROSSE-ERDMANN
Abstract. We study the existence of algebras of hypercyclic vectors for weight-
ed backward shifts on Fre´chet sequence spaces that are algebras when endowed
with coordinatewise multiplication or with the Cauchy product. As a par-
ticular case we obtain that the sets of hypercyclic vectors for Rolewicz’s and
MacLane’s operators are algebrable.
One of the aims of linear dynamics is to study and understand the structure
and the properties of the set of hypercyclic vectors of an operator T on a Fre´chet
space X ,
HC(T ) =
{
x ∈ X : {x, Tx, T 2x, . . .} is dense in X
}
.
It is well known that the set HC(T ) is either empty or contains a dense linear
subspace (but the origin), see [8, Theorem 2.55]. However, when the underlying
vector space X possesses a richer structure it is natural to ask whether the set
of hypercyclic vectors for a given hypercyclic operator T on X also has a richer
structure in the same spirit. For instance, the Fre´chet space H(C) of entire
functions can be naturally endowed with the multiplicative structure given by
the pointwise multiplication of functions, which leads to an algebraic structure
of the space. In fact, the space H(C) endowed with pointwise multiplication is a
Fre´chet algebra.
When we have a hypercyclic operator T on a Fre´chet algebra X it is natural to
ask if HC(T ) contains a non-trivial subalgebra of X (except zero). When such a
subalgebra exists it is called a hypercyclic algebra for T . If a hypercyclic algebra
is infinitely but not finitely generated then HC(T ) is said to be algebrable; see
the monograph [1] for this and related notions.
Aron et al. [2] showed that not every hypercyclic operator on a Fre´chet algebra
contains a hypercyclic algebra. Indeed, no translation operator τa on H(C),
τa(f)(z) = f(z + a), f ∈ H(C), z ∈ C, a 6= 0,
can support a hypercyclic algebra; these operators are also called Birkhoff’s op-
erators in linear dynamics, see [8]. In contrast, in the same paper it is shown that
there exists a function f ∈ H(C) such that all the powers of f are in HC(D),
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where
(Df)(z) = f ′(z), f ∈ H(C), z ∈ C,
defines the complex differentiation operator, also called MacLane’s operator. This
result gave hope for the existence of hypercyclic algebras. Shortly afterwards,
Shkarin [10] and Bayart and Matheron [3, Theorem 8.26] showed independently
that D admits a hypercyclic algebra, thereby providing the first known example
of an operator that admits a hypercyclic algebra. While the proof of Shkarin is
purely constructive the approach used by Bayart and Matheron makes use of a
Baire argument. Using the ideas of Bayart and Matheron, Be`s, Conejero and
Papathanasiou [4] extended the result to convolution operators P (D) induced by
non-constant polynomials P that vanish at zero. In [5], using a different method,
they obtained a further extension to convolution operators Φ(D) for various entire
functions Φ of exponential type, including functions that do not vanish at zero.
Here we improve the result of Shkarin, Bayart and Matheron in two ways.
First, we consider general weighted backward shift operators on Fre´chet sequence
algebras, where the multiplicative structure can be given either by coordinate-
wise multiplication or by the Cauchy product (that is, the discrete convolution).
The importance of this scenario is that many operators can be seen as weighted
backward shifts on a Fre´chet sequence space. Our results therefore cover the
multiples λB, |λ| > 1, of the backward shift operator on ℓp-spaces and on c0,
also called Rolewicz’s operators, as well as MacLane’s operator D on H(C). And
secondly, we obtain in each case that the set of hypercyclic vectors is algebrable.
For MacLane’s operator this gives a positive answer to a question posed by Aron
[3, p. 217].
Aron’s problem has already been solved recently by Be`s and Papathanasiou
[6], using Baire’s theorem; they even obtain dense algebrability. Our solution
was obtained independently, and its proof is purely constructive. In fact, the
two papers obtain far-reaching generalizations in different directions: Be`s and
Papathanasiou regard D as a particular convolution operator, we look at it as a
particular weighted backward shift.
In the first section we establish some notation and terminology that we will
use during the rest of the paper. In Sections 2 and 3 we give sufficient conditions
for a weighted backward shift on a Fre´chet sequence algebra to contain a hyper-
cyclic algebra under coordinatewise multiplication and under Cauchy products,
respectively.
1. Notation and terminology
We consider a complex m-convex Fre´chet algebra, that is an algebra X over
the complex numbers that at the same time is a (locally convex) Fre´chet space
whose topology is induced by an increasing sequence (‖ ·‖q)q≥1 of seminorms that
are submultiplicative, i.e.,
(1.1) ‖xy‖q ≤ ‖x‖q‖y‖q
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for all x, y ∈ X , q ≥ 1. For brevity we will call X = (X, (‖·‖q)q) simply a Fre´chet
algebra; see [7].
The space of all complex sequences is denoted, as usual, by
ω = {x = (xn)n≥0 : xn ∈ C, n ∈ N0}.
We endow ω with the product topology, that is, the topology of coordinatewise
convergence.
A sequence space is a subspace of ω. As for a multiplicative structure one may
endow ω either with the coordinatewise product of sequences, see Section 2, or
with the Cauchy product of sequences, see Section 3. A sequence algebra is a
subalgebra of ω in either of the two senses.
The sequence en, n ≥ 0, is defined as en = (0, . . . , 0, 1, 0, . . .) with 1 at index
n. Furthermore, we write e = (1, 1, 1 . . .).
We denote by
ϕ =
{ N∑
n=0
xnen : x0, . . . , xN ∈ C, N ∈ N0
}
the set of all finite sequences.
When a sequence space, respectively sequence algebra, X carries the additional
structure of a Fre´chet space, resp. Fre´chet algebra, such that the canonical em-
bedding into ω is continuous we speak of a Fre´chet sequence space, resp. Fre´chet
sequence algebra.
A weighted backward shift on ω is an operator Bw given by
Bw(x0, x1, x2, . . .) = (w1x1, w2x2, w3x3, . . .), x ∈ ω,
where w = (wn)n≥0 is a sequence of non-zero complex numbers, called a weight se-
quence. The unweighted shift is denoted by B = Be. The forward shift associated
to a weight w is the operator given by
Fw(x0, x1, x2, . . .) = (0, w1x0, w2x1, w3x2, . . .), x ∈ ω.
Naturally we have that BwFw−1 = I, where I is the identity map on ω and
w−1 = (w−1n )n. Since the element w0 is not relevant for the definition of the
operators Bw and Fw we will assume that w0 = 1 for any weight w.
Throughout the paper we will write, for a given weight w = (wn)n,
vn =
n∏
k=0
wk, n ≥ 0.
Note that the closed graph theorem implies that as soon as Bw or Fw maps a
Fre´chet sequence space X into itself then it defines a (continuous, linear) operator
on X .
Apart from the notion of hypercyclicity we will need the stronger property of
mixing. An operator T on a separable Fre´chet space X is called mixing if, for any
non-empty open subsets U, V of X , the set {n ≥ 0 : T n(U)∩ V 6= ∅} is co-finite.
For monographs on linear dynamics we refer to [3] and [8].
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2. Fre´chet sequence algebras under coordinatewise
multiplication
In this section we study algebrability of the set of hypercyclic vectors by con-
sidering dynamical systems where the underlying space X is a Fre´chet sequence
algebra and the multiplicative structure is the coordinatewise multiplication of
sequences. So given two sequences x = (xn)n and y = (yn)n in X we define
xy = (xnyn)n. We will assume that the weighted backward shift Bw is an opera-
tor on X .
To start, it will be useful to consider the following variant of the well-known
characterization of hypercyclicity of weighted backward shifts, see [8, Theorem
4.8].
Proposition 2.1. Let X be a Fre´chet sequence space in which (en)n is a basis.
Suppose that the weighted backward shift Bw is an operator on X. Then Bw
is hypercyclic if and only if there exists an increasing sequence (pk)k of natural
numbers such that
(2.1) for each n ≥ 0, v−1pk+nepk+n → 0
in X as k →∞.
Proof. We have that Bw is hypercyclic if and only if there exists an increasing
sequence (mk)k of natural numbers such that
(2.2) v−1mkemk → 0
in X as k →∞, see [8, Theorem 4.8]. Thus condition (2.1) is sufficient.
For the necessity, suppose that (2.2) holds. It follows from continuity of Bw
and the fact that Bwek = wkek−1, k ≥ 1, that
v−1mk−nemk−n = B
n
wv
−1
mk
emk → 0
as k → ∞, for any n ≥ 0. By [8, Lemma 4.2] there is an increasing sequence
(pk)k of natural numbers such that
v−1pk+nepk+n → 0
as k →∞, for any n ≥ 0, which had to be shown. 
Definition 2.2. Let (X, (‖ · ‖q)q) be a Fre´chet sequence space that contains the
finite sequences. We say that (en)n has Property A if, for any r ≥ 1, there is some
q ≥ 1 and some C > 0 such that, for all n ≥ 0,
(2.3) ‖en‖
2
r ≤ C‖en‖q.
This is less of a restriction than it might at first appear.
Example 2.3. (a) If (en)n is bounded in the space X then it has Property A;
simply consider q = r. In particular, the classical sequence spaces ℓp, 1 ≤ p <∞,
and c0 are Banach sequence algebras under their usual norms and coordinatewise
multiplication ((1.1) is easily verified) for which their bases (en)n have Property
A.
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(b) The space H(C) of entire functions can be considered as a sequence space
via Taylor coefficients at 0. Its natural topology of uniform convergence on com-
pact sets can be induced by the seminorms
‖(an)n≥0‖q =
∞∑
n=0
|an|q
n, q ≥ 1.
This turns H(C) into a Fre´chet sequence algebra under coordinatewise multipli-
cation of the sequences ((1.1) is easily verified). Moreover, its basis (en)n has
Property A since ‖en‖
2
r = ‖en‖r2 for n ≥ 0.
(c) The product topology of the space ω of all sequences is generated by the
increasing sequence of seminorms
‖x‖q = sup
0≤n≤q
|xn|, q ≥ 1.
Then ω is a Fre´chet sequence algebra under coordinatewise multiplication whose
basis (en)n has Property A.
We will need the following improvement of Property A.
Lemma 2.4. Let (X, (‖ · ‖q)q) be a Fre´chet sequence space for which (en)n has
Property A. Then, for any m ≥ 1 and r ≥ 1, there is some q ≥ 1 and some C > 0
such that, for all n ≥ 0,
(2.4) ‖en‖
m
r ≤ C‖en‖q.
Proof. It follows in view of the definition of Property A that the result holds for
m = 2N , N ≥ 0. If 2N ≤ m < 2N+1, then the result follows from the fact that
‖en‖
m
r ≤ max{‖en‖
2N
r , ‖en‖
2N+1
r }. 
As an application we obtain an improvement of (2.1) under Property A.
Lemma 2.5. Let (X, (‖ · ‖q)q) be a Fre´chet sequence space for which (en)n has
Property A. Let w = (wn)n be a weight. If (pk)k is an increasing sequence of
natural numbers that satisfies (2.1) then, for any m ≥ 1, n ≥ 0,
v
− 1
m
pk+n
epk+n → 0
in X as k →∞, were v
− 1
m
n is any m-th root of v−1n in C.
Proof. Let m ≥ 1 and r ≥ 1. Then there are q ≥ 1 and C > 0 such that (2.4)
holds for all n ≥ 0. Hence we have, for any n ≥ 0,
‖v
− 1
m
pk+n
epk+n‖r = |vpk+n|
− 1
m‖epk+n‖r
=
(
|vpk+n|
−1‖epk+n‖
m
r
) 1
m
≤
(
|vpk+n|
−1 C‖epk+n‖q
) 1
m (by (2.4))
=
(
C‖v−1pk+nepk+n‖q
) 1
m → 0 (by (2.1))
as k →∞. 
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Now we present our first result on the existence of algebras of hypercyclic
vectors for weighted backward shifts on Fre´chet sequence algebras.
Theorem 2.6. Let (X, (‖ · ‖q)q) be a Fre´chet sequence algebra under coordi-
natewise multiplication in which (en)n is a basis with Property A. Let Bw be a
hypercyclic weighted backward shift on X. If there exists an increasing sequence
(pk)k of natural numbers satisfying (2.1) such that
for any n ≥ 0,
pk+n∏
ν=0
w−1ν → 0 as k →∞,
then there exists a point x ∈ HC(Bw) such that the algebra generated by x, except
zero, is contained in HC(Bw).
Proof. To simplify our notation we will denote by T the weighted backward shift
Bw on X .
We will associate each number r ∈ N with the r-th element of a fixed order in
the set N× N, and we simply write r = (m, l).
For each natural number m let us fix an m-th root of wn, n ≥ 0, which we
denote by w
1
m
n ; the j-th power of the latter number is denoted by w
j
m
n . Note that
one has to distinguish, for example, w
1
2
n from w
2
4
n .
Since (en)n is a basis of X , ϕ is dense in X . Let (y
(l))l≥1 ⊂ ϕ be a dense
sequence of non-zero points in X such that for each l0 ∈ N the element y
(l0)
appears infinitely many times in the sequence (y(l))l. Let sl be the largest index
of the non-zero coordinates of y(l). As before, for any m ≥ 1, we fix an m-th
root of y
(l)
n , l ≥ 1, n ≥ 0, written (y
(l)
n )
1
m , and we denote the j-th power of that
number by (y
(l)
n )
j
m .
Let a, j,m, l ≥ 1. We will in the sequel denote by
(Say(l))
j
m
the j-th power of the point F a
w−
1
m
(y(l))
1
m , where w−
1
m = (1/w
1
m
0 , 1/w
1
m
1 , . . .) and
(y(l))
1
m = ((y
(1)
n )
1
m , (y
(2)
n )
1
m , . . .). In other words,
(2.5) (Say(l))
j
m =
sl∑
n=0
1
w
j
m
n+1 · · ·w
j
m
n+a
(y(l)n )
j
m en+a;
in particular, (Say(l))
m
m = F aw−1y
(l), so that
(2.6) T a(Say(l))
m
m = y(l).
We will now construct an increasing sequence of natural numbers (ar)r≥1 with
ar ∈ {pk : k ≥ 1} and such that, if r = (m, l) ∈ N, then
A.1 ‖(Sary(l))
1
m‖r < 2
−r,
and if r ≥ 2 then
A.2 ‖T at(Sary(l))
ν
m‖r < 2
−r for 1 ≤ t < r and 1 ≤ ν ≤ dr,
A.3 ar − ar−1 > sl˜ with r − 1 = (m˜, l˜),
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where we set dr = max(m˜,l˜)<r m˜.
Let (pk)k≥1 be an increasing sequence of natural numbers such that (2.1) holds
(which exists by Proposition 2.1). By Lemma 2.5 we have that, for all m ≥ 1,
n ≥ 0,
(2.7)
1
w
1
m
n+1 · · ·w
1
m
n+pk
en+pk =
w
1
m
0 · · ·w
1
m
n
w
1
m
0 · · ·w
1
m
n+pk
en+pk → 0
as k →∞. In view of (2.5), there exists a1 ∈ {pk : k ≥ 1} that satisfies condition
A.1.
Let us now assume that we have fixed a1, . . . , ar−1 (r ≥ 2) satisfying conditions
A.1, A.2 and A.3. Assume r = (m, l). Since multiplication is continuous in X ,
(2.7) implies that, for any m, j ≥ 1, n ≥ 0,
1
w
j
m
n+1 · · ·w
j
m
n+pk
en+pk → 0
as k → ∞. Again by (2.5), and by continuity of T at 0, there is then some
ar ∈ {pk : k ≥ 1}, ar > ar−1, such that A.1, A.2 and A.3 hold, and the
induction process is completed.
In order to produce a hypercyclic algebra, we define
(2.8) x =
∞∑
m=1
∞∑
l=1
(Sa(m,l)y(l))
1
m =
∞∑
r=1
(Sary(l))
1
m .
By property A.1, the series (2.8) is convergent in X , so that x ∈ X .
We first show that, for any j ≥ 1, the j-th power of the point x is hypercyclic
for T . Fix a natural number l0. Let us consider the number t = (j, l0). Then
T atxj = T at
( ∞∑
r=1
(Sary(l))
1
m
)j
= T at
∞∑
r=t
(Sary(l))
j
m (by property A.3)
= T at(Saty(l0))
j
j +
∞∑
r=t+1
T at(Sary(l))
j
m
= y(l0) +
∞∑
r=t+1
T at(Sary(l))
j
m . (by (2.6))
(2.9)
Note that since t = (j, l0) then j ≤ dr for all r > t. Therefore, by property A.2,
(2.10) ‖T atxj − y(l0)‖t ≤
∞∑
r=t+1
‖T at(Sary(l))
j
m‖r < 2
−t.
Since the sequence (y(l))l is dense in X we have that x
j ∈ HC(T ) for any j ≥ 1.
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To conclude, we show that any point z ∈ X of the form
z =
N∑
ν=j
cνx
ν
with j ≥ 1 and cj, . . . , cN ∈ C, cj 6= 0, is hypercyclic for T . Since non-zero
multiples of hypercyclic vectors are hypercyclic, we may assume that cj = 1,
whence
(2.11) T atz = T atxj +
N∑
ν=j+1
cνT
atxν , t ≥ 1.
Let us fix a natural number l0. Since the element y
(l0) is repeated infinitely
many times in the sequence (y(l))l there exists an increasing sequence of natural
numbers (li)i with y
(li) = y(l0) for all i ≥ 1. By (2.10) we have for each t =
(j, li) ∈ N, i ≥ 1,
(2.12) ‖T atxj − y(l0)‖t < 2
−t.
Also, we have for any ν ≥ 1
(2.13) T atxν = T at(Saty(l0))
ν
j +
∞∑
r=t+1
T at(Sary(l))
ν
m ,
see (2.9).
For the first term, we obtain from (2.5) that
T at(Saty(l0))
ν
j =
sl0∑
n=0
wn+1 · · ·wn+at
w
ν
j
n+1 · · ·w
ν
j
n+at
(y(l0)n )
ν
j en.
By hypothesis we have that |vn+pk | → ∞ as k → ∞, for all n ≥ 0. Since, by
construction, (at)t is a subsequence of (pk)k we have for any n ≥ 0 and ν > j,∣∣∣wn+1 · · ·wn+at
w
ν
j
n+1 · · ·w
ν
j
n+at
∣∣∣ = |vn| νj−1
|vn+at |
ν
j
−1
→ 0
as (t = (j, li))i goes to infinity. This implies that, for ν > j,
(2.14) T at(Saty(l0))
ν
j → 0.
For the second term in (2.13), it follows from property A.2 that whenever
dt ≥ ν then
(2.15)
∥∥∥ ∞∑
r=t+1
T at(Sary(l))
ν
m
∥∥∥
t
≤
∞∑
r=t+1
‖T at(Sary(l))
ν
m‖r < 2
−t.
Therefore, by equations (2.11), (2.12), (2.13), (2.14) and (2.15) we have that
T atz → y(l0)
as (t = (j, li))i goes to infinity. The proof is completed by the density of the
sequence (y(l))l. 
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We now make a refinement of the previous proof to obtain that HC(Bw) con-
tains an algebra that is not finitely generated.
Theorem 2.7. Let (X, (‖ · ‖q)q) be a Fre´chet sequence algebra under coordi-
natewise multiplication in which (en)n is a basis with Property A. Let Bw be a
hypercyclic weighted backward shift on X. If there exists an increasing sequence
(pk)k of natural numbers satisfying (2.1) such that
for any n ≥ 0,
pk+n∏
ν=0
w−1ν → 0 as k →∞,
then HC(Bw) contains an algebra, except zero, that is not finitely generated.
In other words, HC(Bw) is algebrable.
Proof. We begin the proof as in Theorem 2.6. With the notation defined there
we obtain again a dense sequence (y(l))l ⊂ ϕ of non-zero points in X and an
increasing sequence of natural numbers (ar)r≥1 with ar ∈ {pk : k ≥ 1} such that,
if r = (m, l) ∈ N, then
A.1 ‖(Sary(l))
1
m‖r < 2
−r,
and if r ≥ 2, then
A.2 ‖T at(Sary(l))
ν
m‖r < 2
−r for 1 ≤ t < r and 1 ≤ ν ≤ dr,
A.3 ar − ar−1 > sl˜ with r − 1 = (m˜, l˜),
where dr = max(m˜,l˜)<r m˜.
Let us now consider a partition of the natural numbers into an infinite number
of infinite sets Nk, k ≥ 1, such that the sequence (y
(l))l∈Nk is dense in X for any
k ≥ 1. We can assume that for each l0 ∈ Nk the element y
(l0) appears infinitely
many times in the sequence (y(l))l∈Nk .
For each natural number k we consider the vector
x(k) =
∞∑
m=1
∑
l∈Nk
(Sa(m,l)y(l))
1
m .
It follows from condition A.1 that these series converge in X , so that x(k) ∈ X .
Note that, by condition A.3 and the fact that the sets Nk are pairwise disjoint,
we have that
(2.16) x(k)x(k
′) = 0 if k 6= k′.
Let A be the algebra generated by (x(k))k. Since finitely many elements of A
only involve a finite number of the elements x(k), k ≥ 1, (2.16) shows that A is
not finitely generated. Thus, to complete the proof, it suffices to show that any
non-zero point in A is hypercyclic for T .
Let z ∈ A \ {0}. We can write
(2.17) z =
∑
β∈I⊂Ns0
β 6=0
cβ(x
(1))β1 · · · (x(s))βs
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for some s ≥ 1 and I finite, where (x(k))0 = e. By (2.16), this reduces to
z =
N∑
ν=j
Qν
with 1 ≤ j ≤ N and Qj 6= 0, where Qν is the ν-homogeneous part of z,
Qν =
s∑
k=1
cν,k(x
(k))ν .
Since Qj is not zero, we may assume that there is some k
′ such that cj,k′ = 1.
Let us fix l0 ∈ Nk′. Then, for t = (j, l0), a calculation as in (2.9) together with
condition A.2 shows that
‖T at(Qj)− y
(l0)‖t ≤
s∑
k=1
|cj,k|
∑
r≥t+1
r=(m,l), l∈Nk
‖T at(Sary(l))
j
m‖r
≤
s∑
k=1
|cj,k|
∞∑
r=t+1
‖T at(Sary(l))
j
m‖r
< 2−t
s∑
k=1
|cj,k|.
Since there exists an increasing sequence of natural numbers (li)i ⊂ Nk′ with
y(li) = y(l0) for all i, we have that
T at(Qj)→ y
(l0)
as (t = (j, li))i goes to infinity.
The same argument as in (2.13), (2.14) and (2.15) shows that, for any ν > j,
T at(Qν)→ 0 when the sequence (t = (j, li))i goes to infinity. Hence,
T atz → y(l0)
when (t = (j, li))i goes to infinity. The density of the sequence (y
(l))l∈Nk′ implies
that z ∈ HC(T ), which had to be shown. 
The hypothesis on the weight w in Theorems 2.6 and 2.7 is slightly technical.
However, it allows us to treat general hypercyclic operators in the two cases of
greatest interest.
Corollary 2.8. Let Bw be a hypercyclic weighted backward shift on ℓ
p, 1 ≤ p <
∞, or c0, which we consider as Banach sequence algebras under the coordinatewise
multiplication. Then the set HC(Bw) of hypercyclic vectors for Bw is algebrable.
This applies, in particular, to the Rolewicz operators λB, |λ| > 1.
Indeed, since ‖en‖ = 1 for all n ≥ 0, the hypothesis on w follows immediately
from Proposition 2.1, that is, from hypercyclicity. Property A follows from part
(a) of Example 2.3.
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The space H(C) of entire functions is a Fre´chet algebra when endowed with
the Hadamard product
(f ∗ g)(z) =
∞∑
n=0
anbnz
n, z ∈ C
for f(z) =
∑∞
n=0 anz
n and g(z) =
∑∞
n=0 bnz
n, see [9]. When we identify entire
functions with their sequence of Taylor coefficients at 0 then H(C) turns into a
Fre´chet sequence algebra. Again, since ‖en‖1 = 1 for all n ≥ 0, the hypothesis
on w follows immediately from hypercyclicity via Proposition 2.1. Property A
follows from part (b) of Example 2.3.
Corollary 2.9. Let Bw be a hypercyclic weighted backward shift on H(C), which
we consider as a Fre´chet sequence algebra under the Hadamard product. Then
the set HC(Bw) of hypercyclic vectors for Bw is algebrable. This applies, in
particular, to the MacLane operator D of differentiation.
Finally, on the space ω of all sequences, condition (2.1) holds trivially for any
weighted backward shift, so it no longer implies the hypothesis in the above
theorems. We only state here a special case. Recall that Property A holds for
the space ω by part (c) of Example 2.3.
Corollary 2.10. Let Bw be a weighted backward shift on ω, which we consider as
a Fre´chet sequence algebra under coordinatewise multiplication. If
∏n
k=0w
−1
k → 0
as n→∞, then the set HC(Bw) of hypercyclic vectors for Bw is algebrable.
3. Fre´chet sequence algebras under the Cauchy product
In this section we focus on the study of dynamical systems where the underlying
sequence space is a Fre´chet algebra whose multiplicative structure is given by the
Cauchy product. The Cauchy product is the natural structure that appears
when we multiply two power series. Given
∑∞
k=0 anz
n and
∑∞
n=0 bnz
n we have
formally, after regrouping the terms with the same degree, that (
∑∞
n=0 anz
n) ·
(
∑∞
n=0 bnz
n) =
∑∞
n=0 cnz
n where cn =
∑n
k=0 akbn−k. Even more, if the power
series
∑∞
n=0 anz
n has radius of convergence R1 and the power series
∑∞
n=0 bnz
n
has radius of convergence R2, then the resulting power series
∑∞
n=0 cnz
n has a
radius of convergence of at least min{R1, R2}. In general, the Cauchy product of
two sequences x = (xn)n and y = (yn)n is defined by the discrete convolution
x ∗ y = (zn)n, where zn =
n∑
k=0
xkyn−k, n ≥ 0.
For the sake of clarity we will write the Cauchy product of two sequences x, y as
x ∗ y, while the n-fold Cauchy product will be written as xn = x ∗ . . . ∗ x to avoid
a more cumbersome notation.
Example 3.1. (a) The most natural example of a Fre´chet algebra in this sce-
nario is the Fre´chet space H(C) of entire functions, which we consider again as a
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sequence space via Taylor coefficients at 0, see Example 2.3. Its natural topology
is induced by the family of seminorms
‖(an)n≥0‖q = sup
|z|≤q
∣∣∣ ∞∑
n=0
anz
n
∣∣∣, q ≥ 1.
Then H(C) becomes a Fre´chet sequence algebra under the Cauchy product.
(b) The sequence space ℓ1 is a Banach sequence algebra under its usual norm
when endowed with the Cauchy product.
(c) The product topology of the space ω of all sequences is generated by the
increasing sequence of seminorms
‖x‖q =
q∑
n=0
|xn|, q ≥ 1.
Then ω is a Fre´chet sequence algebra under the Cauchy product.
In order to translate the results obtained in Section 2 to algebras that are
defined by Cauchy products we need again to impose conditions on the weight w
that defines the weighted backward shift Bw and on the basis (en)n, as we did in
Theorems 2.6 and 2.7.
As for the weight, we will demand that Bw is mixing. Recall that a weighted
backward shift Bw on a Fre´chet sequence space in which (en)n is a basis is mixing
if and only if
(3.1)
1∏n
k=0wk
en → 0
in X as n→∞, see [8, Theorem 4.8].
As for (en)n, we introduce a new property.
Definition 3.2. Let (X, (‖ · ‖q)q) be a Fre´chet sequence space that contains the
finite sequences. We say that (en)n has Property B if the following conditions
hold:
(i) there is some q ≥ 1 such that ‖en‖q > 0 for all n ≥ 0;
(ii) for any r ≥ 1 there is some q ≥ 1 and some C1 > 0 such that, for all
n, k ≥ 0,
‖en‖r · ‖ek‖r ≤ C1‖en+k‖q;
(iii) for any m ≥ 2, M ≥ 1, r ≥ 1 there is some ρ ≥ 1 such that for any t ≥ 1
there is some τ ≥ 1 and some C2 > 0 such that, for any 0 ≤ k ≤ M ,
n ≥M ,
‖emn‖t · ‖en−k‖r ≤ C2‖emn‖
1
m
τ · ‖emn−k‖ρ.
Lemma 3.3. Let (X, (‖ · ‖q)q) be a Fre´chet sequence space in which (en)n is a
basis with Property B, and let Bw be a mixing weighted backward shift on X.
Then, for any point
y =
s∑
j=0
yjej ∈ ϕ,
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any m ≥ 1, r ≥ 1, N ≥ 0 and ε > 0 there are η ≥ N , γ > η + 2s, and complex
numbers c0, . . . , cs and b such that the point
p = q + beγ with q =
s∑
j=0
cjeη+j
satisfies:
C.1 ‖p‖r < ε;
C.2 mq ∗ bm−1e(m−1)γ = F
η+(m−1)γ
w−1
y;
C.3 ‖B
η+(m−1)γ
w (bmemγ)‖r < ε.
Proof. For m = 1 the assertion is trivial. Indeed, take b = 0 and cj =
vjyj
vη+j
for
j = 0, . . . , s. Then C.2 and C.3 hold trivially. By (3.1) we may take η ≥ N so
large that
‖p‖r =
∥∥∥ s∑
j=0
vjyj
vη+j
eη+j
∥∥∥
r
< ε,
hence C.1. Finally choose any γ > η + 2s.
Fix m bigger than one. Let b ∈ C be given, where b 6= 0. Setting
(3.2) cj =
1
mbm−1
vjyj
vη+j+(m−1)γ
, j = 0, . . . , s,
we see that condition C.2 holds. Now let r ≥ 1, N ≥ 0 and ε ∈ (0, 1]. It remains
to choose η ≥ N , γ > η + 2s and b so that C.1 and C.3 hold.
In condition (i) of Property B we may assume that q = 1, so that ‖en‖r > 0
for all r ≥ 1 and n ≥ 0.
By condition (ii) of Property B, repeated m− 1 times, there is some q ≥ r and
some C3 > 0 such that, for any n, k ≥ 0,
(3.3) ‖en‖
m−1
r · ‖ek‖r ≤ C3‖e(m−1)n+k‖q.
Let
C4 =
1
m
s∑
j=0
|vj ||yj|+ 1 and ε˜ =
( ε
2C4
)2
.
In view of (3.1) there is some M > 2s such that
(3.4)
1
|vn|
‖en‖q < min{1, C
−1
3 }ε˜
m
whenever n ≥ M .
Next, let ρ ≥ 1 be chosen according to condition (iii) of Property B. Since Bw
is continuous and
Bkwemγ =
vmγ
vmγ−k
emγ−k, γ ≥ 0, k ≤ mγ
there is some t ≥ 1 and C5 > 0 such that
|vmγ|
|vmγ−k|
‖emγ−k‖ρ ≤ C5‖emγ‖t, k ≤ M, γ ≥ M.
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We now take τ ≥ 1 as in condition (iii) of Property B, which implies that
|vmγ |
|vmγ−k|
‖eγ−k‖r ≤ C2C5‖emγ‖
1
m
τ , k ≤M, γ ≥M.
We deduce that
|vmγ |
m−1
|vmγ−k|m
‖eγ−k‖
m
r ≤ (C2C5)
m 1
|vmγ|
‖emγ‖τ , k ≤M, γ ≥M,
which tends to zero as γ →∞ by (3.1). Thus there is some γ ≥ N +M so that
with η = γ −M and j = 0, . . . , s we have that
|vmγ|
m−1
|vη+j+(m−1)γ |m
‖eη+j‖
m
r ≤ 1
and hence, in view of (3.4) and the fact that r ≤ q,
(3.5)
1
|vγ−η|
1
m
‖eγ−η‖
1
m
r
|vmγ |
1
m
|vη+j+(m−1)γ |
1
m−1
‖eη+j‖
1
m−1
r < ε˜.
Note that η ≥ N and γ > η + 2s.
From (3.3) and (3.4) we obtain that for these γ and η and any j = 0, . . . , s,
1
|vη+j+(m−1)γ |
‖eγ‖
m−1
r ‖eη+j‖r ≤
C3
|vη+j+(m−1)γ |
‖eη+j+(m−1)γ‖q < ε˜
m,
hence
(3.6)
1
|vη+j+(m−1)γ |
1
m−1
‖eγ‖r‖eη+j‖
1
m−1
r < ε˜.
So, let finally
b =
(
max
0≤j≤s
‖eη+j‖
1
m−1
r
|vη+j+(m−1)γ |
1
m−1
·min
{ 1
‖eγ‖r
,
|vγ−η|
1
m
|vmγ|
1
m‖eγ−η‖
1
m
r
}) 1
2
,
which is strictly positive. Then we have with (3.2), (3.5) and (3.6)
‖q‖r ≤
s∑
j=0
|cj|‖eη+j‖r =
1
mbm−1
s∑
j=0
|vj||yj|
‖eη+j‖r
|vη+j+(m−1)γ |
≤ C4
1
bm−1
max
0≤j≤s
‖eη+j‖r
|vη+j+(m−1)γ |
= C4
(
max
0≤j≤s
‖eη+j‖
1
m−1
r
|vη+j+(m−1)γ |
1
m−1
·max
{
‖eγ‖r,
|vmγ |
1
m‖eγ−η‖
1
m
r
|vγ−η|
1
m
})m−1
2
< C4ε˜
m−1
2 ≤ ε
2
.
Moreover, (3.6) implies that
‖beγ‖r = b‖eγ‖r ≤ max
0≤j≤s
( 1
|vη+j+(m−1)γ |
1
m−1
‖eγ‖r‖eη+j‖
1
m−1
r
) 1
2
< ε˜
1
2 ≤ ε
2
.
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Altogether we have that
‖p‖r ≤ ‖q‖r + ‖beγ‖r < ε,
so that C.1 holds.
On the other hand, (3.5) implies that
‖Bη+(m−1)γw (b
memγ)‖r =
(
b
|vmγ |
1
m‖eγ−η‖
1
m
r
|vγ−η|
1
m
)m
≤ max
0≤j≤s
( ‖eη+j‖ 1m−1r
|vη+j+(m−1)γ |
1
m−1
|vmγ |
1
m‖eγ−η‖
1
m
r
|vγ−η|
1
m
)m
2
< ε˜
m
2 ≤ ε.
Thus, C.3 hold as well. 
Remark 3.4. For the space ω, the sequence (en)n does not have Property B be-
cause it does not satisfy condition (i). However, the conclusion of Lemma 3.3
holds trivially by choosing η and γ so large that the value of the seminorms in
C.1 and C.3 is zero. Since the remaining results of this section only rely on
this conclusion, they also hold for all (not necessarily mixing) weighted backward
shifts on ω.
We can now obtain the analogue of Theorem 2.6 for Fre´chet algebras defined
by Cauchy products.
Theorem 3.5. Let (X, (‖ · ‖q)q) be a Fre´chet sequence algebra under the Cauchy
product in which (en)n is a basis with Property B, and let Bw be a mixing weighted
backward shift on X. Then there exists a point x ∈ HC(Bw) such that the algebra
generated by x, except zero, is contained in HC(Bw).
Proof. To simplify our notation we will denote, as before, by T the weighted
backward shift operator Bw on X and by S the weighted forward shift operator
Fw−1 . Recall that TS = I on ω.
As in the proof of Theorem 2.6 we fix a correspondence r = (m, l) between N
and N× N, and we fix a dense sequence (y(l))l ⊂ ϕ of non-zero points in X .
We define a partition of the set of all non-zero multi-indices by setting
Im,t = {α ∈ N
t
0 : |α| = m,αt > 0}, m, t ≥ 1,
where |α| =
∑t
j=1 αj. Given α ∈ Im,t and p1, . . . , pt ∈ X we will write
P α = pα11 ∗ · · · ∗ p
αt
t ;
and (
m
α
)
=
m!
α1! · · ·αt!
denotes the corresponding multinomial coefficient.
Let us now construct an increasing sequence (ar)r≥0 of natural numbers and a
sequence (pr)r≥0 in ϕ satisfying that, if r = (m, l) ∈ N, then
D.1 ‖pr‖r < 2
−r,
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D.2 T arP α = 0 for all α ∈ Iµ,t, 1 ≤ µ < m, 1 ≤ t ≤ r, or µ = m, 1 ≤ t < r,
and for all α ∈ Im,r, α 6= (0, . . . , 0, m),
D.3 ‖T arpmr − y
(l)‖r < 2
−r,
D.4
∑
α∈Iµ,r
(
µ
α
)
‖T atP α‖r < 2
−r for 1 ≤ t < r and 1 ≤ µ ≤ m˜, where t =
(m˜, l˜).
We proceed by induction on r ≥ 0. For r = 0 we set a0 = 1 and p0 = e0; there is
nothing else to do.
Let r ≥ 1, and assume that we have constructed natural numbers a0 < a1 <
. . . < ar−1 and points p0, . . . , pr−1 in ϕ satisfying conditions D.1, D.2, D.3 and
D.4.
Consider r = (m, l). Let ε ≤ 2−r be a positive number and ρ ≥ r an integer,
both to be specified later; write
y(l) =
sl∑
j=0
y
(l)
j ej .
Let N be the largest index of the non-zero coordinates in any of the points
p0, . . . , pr−1. By Lemma 3.3 there are η > max{N, ar−1}, γ > η+2sl and complex
numbers d0, . . . , dsl and b such that the point
p = q + beγ with q =
sl∑
j=0
djeη+j
satisfies
E.1 ‖p‖ρ < ε;
E.2 mq ∗ bm−1e(m−1)γ = S
η+(m−1)γy(l);
E.3 ‖T η+(m−1)γ(bmemγ)‖r < 2
−r.
We define
pr = p, ar = η + (m− 1)γ.
Then ar ≥ η > ar−1. Moreover, E.1 implies condition D.1 since ρ ≥ r and
ε ≤ 2−r.
Let α ∈ Iµ,t, 1 ≤ µ ≤ m, 1 ≤ t ≤ r. If µ < m then the largest index of
the non-zero coordinates of P α is at most (m − 1)γ < ar (note that N ≤ γ);
now, if µ = m and t < r then this index as at most mN = N + (m − 1)N <
η + (m − 1)γ = ar; if µ = m, t = r and α 6= (0, . . . , 0, m) then this index is
at most N + (m − 1)γ < η + (m − 1)γ = ar. Thus, in any case, we have that
T arP α = 0, hence D.2.
Next, we have that
pmr =
m∑
k=0
(
m
k
)
qm−k ∗ (beγ)
k
=
m−2∑
k=0
(
m
k
)
qm−k ∗ (beγ)
k +mq ∗ bm−1e(m−1)γ + b
memγ .
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The largest index of the non-zero coordinates of the first sum is at most
2(η + sl) + (m− 2)γ = η + (η + 2sl) + (m− 2)γ < η + (m− 1)γ = ar,
so that T ar sends the sum to 0. Hence
T arpmr = T
ar(mq ∗ bm−1e(m−1)γ) + T
ar(bmemγ) = y
(l) + T ar(bmemγ),
where we have applied E.2 and the fact that TS = I. Thus, E.3 implies condition
D.3.
Finally, condition D.4 consists of a finite number of inequalities (in fact, for
r = 1 the condition is empty). Now, if α ∈ Iµ,r, then P
α is of the form
pα11 ∗ · · · ∗ p
αr
r
with αr 6= 0. Since p1, . . . , pr−1 are known and both the Cauchy product and the
operator T are continuous on X , there exist ρ ≥ r and ε ≤ 2−r such that all the
inequalities in D.4 are satisfied as soon as ‖pr‖ρ < ε. We choose ρ and ε so that
these inequalities hold.
This completes the induction process. Consider now
x =
∞∑
r=1
pr.
As a consequence of D.1, the series converges and x ∈ X . We claim that the
algebra generated by x is contained in HC(T ), except for zero. Thus let
z =
m∑
µ=1
cµx
µ
with c1, . . . , cm ∈ C and cm 6= 0. We may assume that cm = 1.
Let l ≥ 1. Since
xm =
∞∑
t=1
∑
α∈Im,t
(
m
α
)
P α
we have for r = (m, l) that, in view of condition D.2,
T arxm − y(l) =
∑
t<r
∑
α∈Im,t
(
m
α
)
T arP α +
∑
α∈Im,r
α6=(0,...,0,m)
(
m
α
)
T arP α
+ T arpmr − y
(l) +
∑
t>r
∑
α∈Im,t
(
m
α
)
T arP α
= T arpmr − y
(l) +
∑
t>r
∑
α∈Im,t
(
m
α
)
T arP α,
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and hence
‖T arxm − y(l)‖r < 2
−r +
∑
t>r
∑
α∈Im,t
(
m
α
)
‖T arP α‖r (by condition D.3)
< 2−r +
∑
t>r
2−t (by condition D.4)
= 2−r+1.
In the same way we obtain by conditions D.2 and D.4 for µ < m
‖T arxµ‖r ≤
∑
t>r
∑
α∈Iµ,t
(
µ
α
)
‖T arP α‖r < 2
−r.
Altogether we have that
‖T arz − y(l)‖r <
m−1∑
µ=1
|cµ|2
−r + 2−r+1 =
(m−1∑
µ=1
|cµ|+ 2
)
2−r.
By the density of the sequence (y(l))l the result follows and the proof is complete.

We next want to show that the set HC(Bw) is even algebrable. Thus we need to
pass from an algebra generated by a single point x to one generated by infinitely
many points x(k), k ≥ 1. The building blocks will be essentially the same points pr
as in the previous proof. However, we need to ensure that the algebra generated
by the x(k) is not finitely generated. This can be achieved by choosing suitable
coefficients for the pr.
Theorem 3.6. Let (X, (‖ · ‖q)q) be a Fre´chet sequence algebra under the Cauchy
product in which (en)n is a basis with Property B, and let Bw be a mixing weighted
backward shift on X. Then HC(Bw) contains an algebra, except zero, that is not
finitely generated. In other words, HC(Bw) is algebrable.
Proof. The proof of Theorem 3.5 will be modified in certain ways. We write again
T = Bw, and we let (y
(l))l ⊂ ϕ be a dense sequence of non-zero points in X .
We will here identify N with N3, so that we write r = (m, l, ν) ∈ N with
m, l, ν ≥ 1. Moreover, let A be a countable dense subset of the set of finite
sequences of norm at most 1 in ℓ∞(N). Let Λ = (λk,ν)k,ν≥1 be a matrix so that
each column belongs to A, and each element of A appears infinitely often as a
column.
Let Im,t, m, t ≥ 1, and P
α, α ∈ Im,t, be defined as in the proof of Theorem
3.5. Following that proof we can then construct an increasing sequence (ar)r≥1 of
natural numbers and a sequence (pr)r≥1 in ϕ such that, if r = (m, l, ν) ∈ N, then
F.1 ‖pr‖r < 2
−r,
F.2 T arP α = 0 for all α ∈ Iµ,t, 1 ≤ µ < m, 1 ≤ t ≤ r, or µ = m, 1 ≤ t < r,
and all α ∈ Im,r, α 6= (0, . . . , 0, m),
F.3 ‖T arpmr − y
(l)‖r < 2
−r,
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F.4 ‖T atP α‖r < 2
−r for all α ∈ Iµ,r with 1 ≤ t < r and 1 ≤ µ ≤ m˜, where
t = (m˜, l˜, ν˜).
We may achieve, in addition, that if pr =
∑γr
j=ηr
djej with dγr 6= 0 then ar ≤
mγr < ηr+1, where r = (m, l, ν).
We now define, for any k ≥ 1,
(3.7) x(k) =
∞∑
r=1
λk,νrpr.
Since the elements of the matrix Λ are bounded (by 1), F.1 implies that these
series converge, so that x(k) ∈ X , k ≥ 1.
Let A be the algebra generated by the points x(k), k ≥ 1. We first show that
any non-zero point z ∈ A is hypercyclic for T . We can write
z =
∑
β∈I⊂Ns0
β 6=0
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs
for some s ≥ 1 and I finite. Let
m = max{|β| : cβ 6= 0}.
Thus
z =
m∑
µ=1
∑
|β|=µ
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs.
One reason for introducing the λk,ν in (3.7) is that one cannot be sure that∑
|β|=m cβ 6= 0. But since the polynomial P (a1, . . . , as) =
∑
|β|=m cβa
β1
1 · · · a
βs
s is
non-zero and since the first s coordinates of the elements of A are dense in the
polydisk of Cs, there is an element a = (an)n ∈ A such that∑
|β|=m
cβa
β1
1 · · · a
βs
s =: ρ 6= 0.
Now, in order to show that z is hypercyclic, let l ≥ 1. By the definition of the
matrix Λ there is some ν ≥ 1, arbitrarily large, such that
λk,ν = ak, k = 1, . . . , s.
Let r = (m, l, ν), which can be made arbitrarily large by choosing ν large.
After expansion, taking account of the continuity of the Cauchy product, we
see that there are complex numbers dα, α ∈ Im,t, t ≥ 1, such that
∑
|β|=m
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs =
r−1∑
t=1
∑
α∈Im,t
dαP
α +
∑
α∈Im,r
α6=(0,...,0,m)
dαP
α
+ ρpmr +
∑
t>r
∑
α∈Im,t
dαP
α;
(3.8)
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note that the coefficient of pmr is
d(0,...,0,m) =
∑
|β|=m
cβλ
β1
1,νr · · ·λ
βs
s,νr
=
∑
|β|=m
cβa
β1
1 · · · a
βs
s = ρ
since νr = ν.
Let
Cµ = (1 + µ)
smax
|β|=µ
|cβ|, 1 ≤ µ ≤ m.
Now, each P α comes from one of the tm terms without any power of pt+1, pt+2, . . .
in the expansion of (x(1))β1 ∗ · · · ∗ (x(s))βs, and there are at most (1 +m)s choices
of β with |β| = m; moreover, the elements of Λ are bounded by 1. Altogether we
obtain as a very rough estimate that
(3.9) |dα| ≤ Cmt
m, α ∈ Im,t, t ≥ 1.
It follows from (3.8) with condition F.2 that
T ar
( ∑
|β|=m
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs
)
= ρT arpmr +
∑
t>r
∑
α∈Im,t
dαT
arP α,
and therefore, by conditions F.3 and F.4 with (3.9),∥∥∥T ar( ∑
|β|=m
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs
)
− ρy(l)
∥∥∥
r
< ρ2−r +
∑
t>r
card(Im,t)Cmt
m2−t.
In the same way, for 1 ≤ µ < m, there are complex numbers dα, α ∈ Iµ,t, t ≥ 1,
such that ∑
|β|=µ
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs =
r∑
t=1
∑
α∈Iµ,t
dαP
α +
∑
t>r
∑
α∈Iµ,t
dαP
α.(3.10)
From F.2, F.4 we thus obtain that∥∥∥T ar( ∑
|β|=µ
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs
)∥∥∥
r
<
∑
t>r
card(Iµ,t)Cµt
µ2−t.
Altogether we have that
‖T arz − ρy(l)‖r < ρ2
−r +
m∑
µ=1
∑
t>r
card(Iµ,t)Cµt
µ2−t.
Since
card(Iµ,t) ≤
(
µ+t−1
µ
)
≤ (µ+t)
µ
µ!
the above series converge. Thus, for any N ≥ 1 and ε > 0 we can find an r ≥ N
such that
‖T arz − ρy(l)‖N < ε.
Since the sequence (ρy(l))l is dense in X we deduce that z is hypercyclic for T .
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The choice of the λk,ν also ensures that A is not finitely generated. Indeed, if
it were finitely generated, we would have that, for some s ≥ 1,
x(s+1) =
∑
β∈I⊂Ns0
β 6=0
cβ(x
(1))β1 ∗ · · · ∗ (x(s))βs
with complex numbers cβ, where I is a finite set. Let again m = max{|β| : cβ 6=
0}. As above we can then find some ν ≥ 1 such that∑
|β|=m
cβλ
β1
1,ν · · ·λ
βs
s,ν =: ρ 6= 0.
In view of (3.8) and (3.10), we can then write
x(s+1) =
∑
1≤µ≤m
1≤t≤r
(µ,t)6=(m,r)
∑
α∈Iµ,t
dαP
α +
∑
α∈Im,r
α6=(0,...,0,m)
dαP
α + ρpmr +
m∑
µ=1
∑
t>r
∑
α∈Iµ,t
dαP
α,
where r = (m, l, ν); note that l ≥ 1 can be chosen freely. On the right-hand side,
the first two terms represent a sequence whose non-zero coordinates have index
less than ar by (F.2), while the non-zero coordinates of the fourth term have
index at least ηr+1. Since ar ≤ mγr < ηr+1, it follows that
x(s+1)mγr 6= 0.
However, for the same reason and by the definition of x(s+1), we have that x
(s+1)
mγr =
0 whenever m ≥ 2.
Thus we must have that m = 1. But then there are complex numbers ck such
that
x(s+1) =
s∑
k=1
ckx
(k) =
∞∑
r=1
( s∑
k=1
ckλk,νr
)
pr.
Now, by the choice of the matrix Λ there is some ν ≥ 1 such that
∑s
k=1 ckλk,ν −
λs+1,ν 6= 0. This contradicts the fact that x
(s+1) =
∑∞
r=1 λs+1,νrpr.
Therefore A cannot be finitely generated. 
We spell out the two cases of greatest interest. In each case property B is
verified, see Example 3.1; note that ‖en‖q = q
n in H(C).
Corollary 3.7. Let Bw be a mixing weighted backward shift on ℓ
1, which we
consider as a Banach sequence algebra under the Cauchy product. Then the set
HC(Bw) of hypercyclic vectors for Bw is algebrable. This applies, in particular,
to the Rolewicz operators λB, |λ| > 1.
Corollary 3.8. Let Bw be a mixing weighted backward shift on H(C), which we
consider as a Fre´chet sequence algebra under the pointwise product of functions.
Then the set HC(Bw) of hypercyclic vectors for Bw is algebrable. This applies,
in particular, to the MacLane operator D of differentiation.
Finally, any weighted backward shift Bw on ω satisfies (3.1). Thus, in view of
Remark 3.4, we have the following.
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Corollary 3.9. For any weighted backward shift Bw on ω, considered as a Fre´chet
sequence algebra under the Cauchy product, the set HC(Bw) of hypercyclic vectors
for Bw is algebrable.
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