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Abstract
Formal methods based on symbolic representations have been found to be very eﬀective. In the case of
inﬁnite state systems, there has been a great deal of interest in accelerations – a technique for characterizing
the result of iterating an execution sequence an arbitrary number of times, in a sound, but not necessarily
complete, way. We propose the use of abstractions as a general framework to design accelerations. We
investigate SemiLinear Regular Expressions (SLREs) as symbolic representations for FIFO automata. In
particular, we show that: (a) SLREs are easy to manipulate, (b) SLREs form the core of known FIFO
symbolic representations, and (c) SLREs are suﬃcient to represent the eﬀect of arbitrary iterations of a loop
for FIFO automata with one channel.
 2002 Elsevier Science (USA). All rights reserved.
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1. Introduction
Formal methods are now routinely applied in design and implementation of ﬁnite state systems,
such as those that occur in VLSI circuits. It has also been applied fairly regularly in the design and
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implementation of network protocols. Based on the success of formal methods in reasoning about
ﬁnite state systems [9] there has been a great deal of interest in reasoning about inﬁnite state
systems. Given that programs, as well as network protocols, are inﬁnite state in nature there is a
need for automatic techniques to extend the reach of formal methods to a much larger class.
Inﬁnite state systems could, in general, be Turing-powerful. Consequently, in reasoning about
any non-trivial property of such systems we will have to contend with incompleteness. At least
two approaches have been considered in the literature: (a) semi-computation of the set of
reachable states [1,4,5,26], and (b) computation of a superset of reachability set [14,32]. A re-
quirement common to both approaches is that an inﬁnite set of reachable states (from some given
initial state) be ﬁnitely described. Clearly, the ﬁnite description should be such that it admits
questions of membership and emptiness to be answered eﬀectively. However, given that the
reachability set is explored in an iterative fashion, an even more important question is ‘‘how does
one infer the existence of an inﬁnite set of states in the reachability set? And how does one cal-
culate it?’’ Techniques called accelerations or meta-transitions have been discussed in the literature
[1,4,5,10,12,20]. We focus in this paper on symbolic representations for the computation of the
reachability set of FIFO automata – a ﬁnite control with multiple unbounded FIFO channels. To
the best of our knowledge, Pachl uses for the ﬁrst time regular expressions to represent inﬁnite sets
of channel contents [31]. In [17], linear regular expressions have been deﬁned and used. Boigelot et
al. chose a deterministic ﬁnite automata based representation, namely Queue-content Decision
Diagrams [4] and afterwards Bouajjani et al. added Pressburger formulas, namely Constrained
QDDs [5]. Simple regular expressions have been introduced for lossy FIFO automata [1].
We propose to address the issue ‘‘what are symbolic representations?’’ In this paper, we show
how symbolic representations and accelerations can be couched in terms of abstract interpretation
[14], a powerful semantics-based technique for explaining data ﬂow analysis. We present a generic
algorithm which, given an abstraction of a labelled transition system and an acceleration, com-
putes a symbolic tree. We illustrate the usefulness of this approach by exploring Linear and
SemiLinear Regular Expressions (LREs and SLREs) as symbolic representations for FIFO au-
tomata. In particular, we show the following about SLREs:
• SLREs are easy to manipulate: indeed, SLREs are exactly regular languages of polynomial den-
sity [35]. This class enjoys good complexity properties. In particular, we prove that inclusion
between two SLREs is in NP \ coNP.
• SLREs form the core of known FIFO symbolic representations: more formally, a set of queue
contents is SLRE representable iﬀ it is both CQDD representable and QDD representable
(SLREs ¼ QDDs \ CQDDs),
• SLREs are usually suﬃcient since for FIFO automata with one channel, an arbitrary iteration
of a loop is SLRE representable. Moreover, several examples in the literature have a SLRE rep-
resentable reachability set: the alternating bit protocol [31], the bounded retransmission proto-
col of Philips [1], the producer/consumer described in [4] and the connection/deconnection
protocol [28].
We say that a labelled transition system is ﬂat when its set of traces is included in a SLRE lan-
guage. We give an algorithm which computes an exact symbolic reachability set of any ﬂat la-
belled transition system whose abstraction has a sound and complete acceleration.
The road map for the paper is as follows: in Section 2 we introduce labelled transition
systems, in Section 3 we discuss FIFO automata and symbolic representations based on SLREs.
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In Section 4 we rephrase the notions of symbolic representations and accelerations in the
framework of abstractions. In Section 5 we discuss accelerations based on SLREs. Finally, in
Section 6 we compare QDDs, CQDDs, and SLREs.
2. Labelled transition systems
We write 2S (resp. Pf ðSÞ) to denote the set of subsets (resp. ﬁnite subsets) of a set S. Let SI be
the set of I-indexed (I ﬁnite) vectors of elements of S. Given w 2 SI , i 2 I and s 2 S, deﬁne w½i :¼ s
to be the vector w0 that diﬀers from w at the index i (w0½i ¼ s), but is the same elsewhere. Any
element s 2 S induces the vector s 2 SI deﬁned by s½i ¼ s for all i 2 I . An I-indexed vector w 2 SI
may also be written as hi 7!w½ii.
A quasi-ordered set is a pair ðS;Þ where S is a set and  is a reﬂexive and transitive relation
over S ; we denote by  the relation over S deﬁned by a  b if a  b and ba. A quasi-ordered set
ðS;Þ satisﬁes the ascending chain condition if there does not exist an inﬁnite strictly increasing
sequence s0  s1  s2    sk  skþ1    in S.
Let R be an alphabet (a ﬁnite, non empty set). We write R for the set of all ﬁnite words (shortly
words), and e denotes the empty word. We denote by Rþ the set R n feg. For two words x; y 2 R,
x  y (shortly written xy) is their concatenation. A word y is a left factor of a word x, written y6 x, if
x ¼ y  z for some word z and moreover we write z ¼ y1x. The pair ðR; 6 Þ is a quasi-ordered set.
For any language L  R, we write LFðLÞ ¼ fy 2 Rj9x 2 L; y6 xg. We write Rx for the set of all
inﬁnite words.
Deﬁnition 2.1. A labelled transition system LTS is a triple LTS ¼ ðS;R;!Þ where S is a set of states,
R is a ﬁnite set a labels and ! S R S is a labelled transition relation.
For any state s 2 S, we write s!e s. If r ¼ l1l2    lk is a ﬁnite word in Rþ and s; s0 2 S, we write
s!r s0, and we say that r is an execution sequence, when there exists a ﬁnite sequence of states
s0; s1; . . . ; sk 2 S such that s ¼ s0, s0 ¼ sk and s0!l1 s1!l2 s2    sk1!lk sk.
Deﬁnition 2.2. Let LTS ¼ ðS;R;!Þ be a labelled transition system and X  S be a subset of states.
We write TracesðLTS;X Þ for the set:
TracesðLTS;X Þ ¼
[
s2X
fr 2 Rj9s0 2 S; s!r s0g
A set of initial states of LTS is any subset of S. Given two labelled transition systems with initial
states ðLTS1;X1Þ and ðLTS2;X2Þ, a simulation between ðLTS1;X1Þ and ðLTS2;X2Þ is any binary re-
lation R  S1  S2 such that X1  X2  R and satisfying: whenever ðs1; s2Þ 2 R, if s1!l1 s01 then s2!
l2 s02
for some s02 such that ðs01; s02Þ 2 R. We say that ðLTS1;X1Þ simulates ðLTS2;X2Þ if there is a simulation
between ðLTS1;X1Þ and ðLTS2;X2Þ.
Note that the labelled transition relation! captures the system behavior as it moves from one
state to another. Since the central problem we wish to discuss is based on set of states reachable
from a given state s by the! relation we associate with every labelled transition system LTS, two
total functions post : 2S  R ! 2S and post : 2S ! 2S deﬁned by:
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• postðX ; rÞ ¼ fs0 2 Sj9s 2 X ; s!r s0g, and,
• postðX Þ ¼ Sr2R postðX ;rÞ.
Observe that we do not enforce the labelled transition systems we consider to be ﬁnitely branching.
In other words, postðs0; lÞ may be inﬁnite for some single state s0 2 S and for some label l 2 R.
The main aim of our paper is a fast computation of postðs0Þ, for a given s0 2 S. However, in
general, postðs0Þ could be inﬁnite (and even not recursive). To deal with this problem symbolic
representationshavebeenused [4,5,12].Typically, assumptions aremadeaboutwhatproperties these
symbolic representations should satisfy. In section 4, we will discuss a minimal set of assumptions
on these abstractions (aka symbolic representations) and how they relate to transition systems.
3. FIFO symbolic representations to compute post
Let us present the very well-known Alternating Bit Protocol. It is generally modelled by a system
of 2 extended automata which communicate through 2 one directional FIFO channels. It is clear
that we may always compute the cartesian product of the 2 extended automata, and this yields a
single extended automaton with 2 bi-directional FIFO channels, namely a FIFO automaton.
FIFO automata – a ﬁnite control with a set of FIFO channels – is a Turing powerful [7]
mathematical model for the protocol speciﬁcation languages Estelle and SDL. Even one channel
FIFO automata can simulate Turing Machines and hence we cannot expect to ﬁnd an algorithm
computing exactly post. However, we will deﬁne a general semi-algorithm using symbolic rep-
resentations, which computes exactly post (or an over-approximation).
3.1. FIFO automata
Formally, a FIFO automaton is a 4-tuple F ¼ ðQ;C;M ; dÞ where
• Q is a ﬁnite set of control states,
• C is a ﬁnite set of channel names,
• M is a ﬁnite set of message types,
• d  Q ðC  f?; !g MÞ  Q is a ﬁnite set of control transitions.
Transitions of the form ðq; c?m; q0Þ denote receive actions and transitions of the form ðq; c!m; q0Þ
denote send actions. A loop in a FIFO automaton is any non empty word r ¼ ðq0; l0; q00Þðq1; l1; q01Þ
   ðqk; lk; q0kÞ 2 d such that q0k ¼ q0 and for all 06 i6 k  1, q0i ¼ qiþ1. Moreover, we say that r is a
loop on q0 (see Fig. 1).
Example 3.1. For ABP , we have for instance that r1 ¼ ðq1; q0Þ!1!aðq1; q0Þ and
r2 ¼ ðq0; q0Þ!1!aðq1; q0Þ!1?aðq2; q0Þ!2!bðq2; q0Þ!1!bðq3; q0Þ!1?bðq0; q0Þ are loops.
We assume that the channels are perfect and that messages sent by a sender are received by a
receiver in the same order they are sent. The operational semantics of a FIFO automaton is given
by the following labelled transition system.
Deﬁnition 3.1. A FIFO automaton F ¼ ðQ;C;M ; dÞ deﬁnes the labelled transition system
LTSðF Þ ¼ ðS;R;!Þ as follows:
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• S ¼ Q ðMÞC, the set of states containing a control state q and a C-indexed vector of words w
denoting the channel contents.
• R ¼ d.
• ðq;wÞ!ðp;c?m;p0Þðq0;w0Þ provided q ¼ p, q0 ¼ p0 and w ¼ w0½c :¼ mw0½c.
• ðq;wÞ!ðp;c!m;p0Þðq0;w0Þ provided q ¼ p, q0 ¼ p0 and w0 ¼ w½c :¼ w½cm.
For convenience, we write ðq;wÞ!c?mðq0;w0Þ (resp. ðq;wÞ!c!mðq0;w0Þ) when we have ðq;wÞ!ðq;c?m;q0Þ
ðq0;w0Þ (resp. ðq;wÞ!ðq;c!m;q0Þðq0;w0Þ).
Example 3.2. For ABP , we have for instance: ðq0; q0; e; eÞ!1!aðq1; q0; a; eÞ!1!aðq1; q0; aa; eÞ!2?a
ðq1; q1; a; eÞ!2!aðq1; q2; a; aÞ!2!aðq1; q2; a; aaÞ!1?aðq2; q2; a; aÞ.
3.2. Linear regular expressions
Since post may be inﬁnite for FIFO automata, we need to ﬁnitely represent inﬁnite sets of
states in order to compute post. Moreover, the unboundedness of post arises from the un-
bounded channels (the set of control states is ﬁnite). Thus, a natural way to proceed is to ﬁnitely
represent inﬁnite sets of channel contents, i.e. vectors of words.
Example 3.3. For ABP , we have:
postðq0; q0; e; eÞ ¼ ðq0; q0Þ  ðb; bÞ [ ðq1; q0Þ  ðbaa; bÞ
[ ðq1; q1Þ  ða; bÞ [ ðq1; q2Þ  ða; baaÞ
[ ðq2; q2Þ  ða; aÞ [ ðq3; q2Þ  ðabb; aÞ
[ ðq3; q3Þ  ðb; aÞ [ ðq3; q0Þ  ðb; abbÞ
In the rest of the paper, we write M for a ﬁnite set of message types and C for a ﬁnite set of
channel names. Following Pachl, we will use regular expressions to represent inﬁnite sets of FIFO
channel contents. We write REGðMÞ for the set of regular expressions (REGs) over M . We denote
Fig. 1. A FIFO automaton ABP modeling the Alternating Bit Protocol.
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by sqt the language associated to a regular expression q, and we write ; for the regular expression
denoting an empty set of words.
To compactly represent the result of receiving a message from the front of a channel we will use
the notion of derivatives [8]. Formally, given a message m 2 M , we deﬁne the derivative operator
m1 : REGðMÞ ! REGðMÞ as follows:
m1ðqÞ ¼
e if q ¼ m;
; if q ¼ ; or if q ¼ m0 2 M with m0 6¼ m;
m1ðq1Þq2 if q ¼ q1q2 and e 62 sqt;
m1ðq2Þ þ m1ðq1Þq2 if q ¼ q1q2 and e 2 sqt;
m1ðq1Þ þ m1ðq2Þ if q ¼ q1 þ q2;
m1ðq1Þq1 if q ¼ q1:
8>>><
>>>:
Proposition 3.1. For every q 2 REGðMÞ, we have sm1ðqÞt ¼ fxjmx 2 sqtg.
Let us deﬁne the two following subclasses of regular expressions:
• A linear regular expression (written LRE) is any regular expression of the form x0y0x1y1   
xn1yn1xn with xi 2 M and yj 2 Mþ.
• A semilinear regular expression (written SLRE) is any finite sum of LREs (possibly the empty
sum ;).
Wewrite LREðMÞ (resp. SLREðMÞ) for the set of linear (resp. semilinear) regular expressions overM .
Recall that the density function dðL; nÞ counts the number of words of length n in a language L.
It is shown in [35] that SLREs coincide with regular languages of polynomial density but it is
stricly included in regular languages of star height one. SLREs enjoy good closure and complexity
properties.
Example 3.4. Note that post for the Alternating Bit Protocol is composed of 16 LREs. There are
other examples in the literature where post can be described by SLREs, namely the bounded
retransmission protocol of Philips [1], the producer/consumer described in [4] and the connection/
deconnection protocol [28].
We deﬁne the size of LREs and SLREs as follows:
• the size jqj of a LRE q ¼ x0y0x1y1    xn1yn1xn is given by jqj ¼ jxnj þ
Pn1
i¼0 ðjxij þ jyij þ 1Þ, and,
• the size jqj of a SLRE q ¼ q0 þ q1    þ qm is given by jqj ¼
Pm
i¼0 jqij.
This deﬁnition will allow us in particular to express a complexity result about SLREs in Section 6.
The following proposition expresses several closure properties of SLREs that will be used in the
rest of the paper.
Proposition 3.2. The class of SLRE languages is closed under union, under left factor and under
intersection with regular languages.
Proof. We only prove the last closure property. We show by induction on the size of q that for
every LRE q and for every regular expression r, we have sqt \ srt ¼ sq0t for some SLRE q0. Most
cases are routine and are omitted. Consider the last case when q ¼ y  q00 with y 2 Rþ and suppose
that the claim holds for q00. Let r be any regular expression. We have:
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sy  q00t \ srt ¼
[
i2N
yi  ðsq00t \ sðyiÞ1ðrÞtÞ:
From the induction hypothesis, we get that for every i 2 N we have sq00t \ sðyiÞ1ðrÞt ¼ sqit for
some SLRE qi. Now it is readily seen that there exists l; k 2 N with l > k such that
sðylÞ1ðrÞt ¼ sðykÞ1ðrÞt. Hence, we get that qhðlkÞþj ¼ qj for every j; h 2 N such that jP k. Thus
we come to
sqt \ srt ¼
[
i2N
yi  sqit
¼
[k1
i¼0
yi  sqit
[l1
j¼k
[
hP 0
yhðlkÞþj  sqhðlkÞþjt
¼
[k1
i¼0
yi  sqit
[l1
j¼k
yjðylkÞ  sqjt
¼
Xk1
i¼0
yi  qi
""
þ
Xl1
j¼k
yjðylkÞ  qj
##
: 
3.3. FIFO symbolic representations
In order to handle diﬀerent kinds of symbolic representations for FIFO automata (based on
QDDs [4], CQDDs [5] or SLREs), we now deﬁne formally what we mean by FIFO symbolic rep-
resentation. We essentially require a FIFO symbolic representation to be closed under symbolic
reception (written ??) andunder symbolic emission (written !!), in order to symbolically compute post.
Deﬁnition 3.2. A ðC;MÞ-FIFO symbolic representation (shortly a FIFO symbolic representation) is
a 6-tuple FC;M (shortly F ) such that FC;M ¼ ðF;?; ??; !!; s  t;þÞ where F is a set of symbolic
channel contents, ?2 F, ?? : C M  F! F, !! : C M  F! F, s  t : F! 2ðMÞC and þ : F F
! F are four total functions satisfying for every f ; f 0 2 F, c 2 C and m 2 M :
s ? t ¼ ;; ð1Þ
s??ðc;m; f Þt ¼ fw½c :¼ m1w½cjw 2 sf t;m6w½cg; ð2Þ
s!!ðc;m; f Þt ¼ fw½c :¼ w½cmjw 2 sf tg; ð3Þ
sf þ f 0t ¼ sf t [ sf 0t: ð4Þ
Note that we suppose that FIFO symbolic representations are closed under union and contain
the empty set, but these assumptions essentially allow us to simplify notations. We are now ready
to show how a FIFO symbolic representation can be deﬁned based on SLREs.
Proposition 3.3. Given m 2 M and a semilinear regular expression q, we have that m1ðqÞ is a
semilinear regular expression.
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Deﬁnition 3.3. Let SLRE ¼ ðPf ðSLREðMÞCÞ; ;; ??; !!; s  t;[Þ, where ??, !! and s  t are three total
functions deﬁned as follows:
??ðc;m; vÞ ¼ fr½c :¼ m1ðr½cÞjr 2 vg;
!!ðc;m; vÞ ¼ fr½c :¼ r½c  mjr 2 vg;
svt ¼
[
r2v
Y
c2C
sr½ct:
Proposition 3.4. SLRE is a FIFO symbolic representation.
Now, starting from a ﬁnite set of states, how to reach a ‘‘symbolic state’’ denoting an inﬁnite set
of states ? A natural way is to compute the eﬀect of a loop, for instance iterating the loop r1 of
ABP gives us: ðq1; q0; e; eÞ!ð!aÞ

ðq1; q0; a; eÞ.
4. Abstraction and acceleration of labelled transition systems
We present in this section our general framework of abstraction and acceleration formalizing
this intuitive strategy of computing the eﬀect of loops. This general setting is given for labelled
transition system, and is then applied to FIFO automata.
4.1. Abstraction
We now introduce the notion of abstraction of labelled transition systems, a fairly general
setting for our discussions. ‘‘What an abstraction is’’ is based on a minimal set of assumptions
which allows us to present and compare several symbolic representations in an uniform setting.
Formally,
Deﬁnition 4.1. An abstraction ALTS of a labelled transition system LTS ¼ ðS;R;!Þ is a 5-tuple
ALTS ¼ ðA; postA; c;t;RÞ where A is a set of (abstract) states, postA : A R! A, c : A! 2S and
t : A A! A are three total functions satisfying for every a; b 2 A and l 2 R:
cða t bÞ ¼ cðaÞ [ cðbÞ; and; ð5Þ
postðcðaÞ; lÞ  cðpostAða; lÞÞ  postðcðaÞÞ ð6Þ
An abstract state a denotes a potentially inﬁnite set cðaÞ of (concrete) states. Condition (5)
enforces the set of abstract states A to be closed under (abstract) union t. Condition (6) ensures
that an abstract exact computation of post can be performed, using the abstract post function
postA. Note that a labelled transition system may have several abstractions. In the rest of the
paper, we write ALTS to denote that ALTS is an abstraction of a labelled transition system LTS.
An abstraction carries with it a natural quasi-ordering v induced by the function c and deﬁned
by a v b if cðaÞ  cðbÞ. Furthermore, this quasi-ordering induces a natural equivalence relation ﬃ
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deﬁned by a ﬃ b if a v b and b v a. Note that two equivalent abstract states denote the same set
of states.
The importance of the ﬃ relation is that the t operation is commutative and associative with
respect to the equivalence. Hence for every ﬁnite subset X of A, tX is well deﬁned with respect to
ﬃ. This allows us to compute post in an iterative manner, where we take the unions (i.e., t) as we
go along, and thus have to maintain only one element of the symbolic representation at any time
in computing the reachability set. Note that on the contrary to the usual abstract interpretation
framework [14], we are not assuming that the abstraction domain A is closed under arbitrary
union (i.e., lubs) but only ﬁnite ones.
Example 4.1. For any labelled transition system LTS ¼ ðS;R;!Þ, the 5-tuple ð2S; post; Id;[;RÞ is
readily seen to be an abstraction of LTS. However, this trivial abstraction is not effective when S is
inﬁnitely large, since we cannot ﬁnitely represent any subset of S. The abstractions we will deﬁne
later will be based on ﬁnitely describable (potentially inﬁnite) subsets of S.
An abstraction implicitly deﬁnes a deterministic labelled transition system ðA;R; postAÞ. A
simple consequence of our deﬁnitions is that the notion of abstraction immediately gives us a
simulation:
Proposition 4.1. Let ALTS ¼ ðA; postA; c;t;RÞ be an abstraction of a labelled transition system
LTS ¼ ðS;R;!Þ. For every a0 2 A, the labelled transition system ðA;R; postAÞ with initial state a0
simulates LTS with the set of initial states cða0Þ.
Proof. Let R be the relation on S A deﬁned by Rðs; aÞ if s 2 cðaÞ. We prove that R is a simulation
relation between ðA;R; postAÞ and LTS. Note that the initial states satisfy R. Now if Rðs; aÞ and
s!l s0 then from (6), we get Rðs0; a0Þ where a0 ¼ postAða0; lÞ. 
4.2. Abstraction of FIFO automata
A FIFO symbolic representation F ¼ ðF;?; ??; !!; s  t;þÞ allows us to associate a canonical
abstraction to any FIFO automaton F , as follows.
Deﬁnition 4.2. Let AFLTSðF Þ ¼ ðA; postA; c;t;RÞ, where postA : A R! A, c : A! 2S and
t : A A! A, be deﬁned by:
A ¼ FQ;
postAða; ðq; c?m; q0ÞÞ ¼? ½q0 :¼ ??ðc;m; a½qÞ;
postAða; ðq; c!m; q0ÞÞ ¼? ½q0 :¼ !!ðc;m; a½qÞ;
cðaÞ ¼
[
q2Q
fqg  sa½qt;
t ða; bÞ ¼ hq 7!a½q þ b½qi:
It is readily seen that for any FIFO symbolic representation F and for any FIFO automaton F ,
AFLTSðF Þ is an abstraction of LTSðF Þ. Thus, we obtain that ASLRELTSðF Þ is an abstraction.
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4.3. Acceleration
We will now discuss how several strategies alternately called acceleration or meta-transitions
can be captured uniformly by our deﬁnitions. Without acceleration, the abstract state obtained at
each step of the computation of postðs0Þ may represent only a ﬁnite portion of postðs0Þ. Con-
sequently, the advantage of using a symbolic representation might never be realized.
The way out of this dilemma is based on the observation that if an execution sequence r can be
iterated inﬁnitely often from a state s, and if
S
i2N postðs; riÞ can be calculated in a symbolic
manner, then a portion of the reachability set containing an infinite set of states can be captured in
a single step. The motivation is exactly what is behind the notion of widening in abstract inter-
pretation [14], where in iterative data ﬂow analysis of programs the eﬀect of executing a loop (in a
program) an arbitrary number of times is captured as a widening operator. In the following we
adapt Cousot and Cousots deﬁnition for our situation.
Deﬁnition 4.3. A total function r : A Rþ ! A is an acceleration for an abstraction
ALTS ¼ ðA; postA; c;t;RÞ provided it satisﬁes the following condition for every a 2 A and r 2 Rþ:
rða; rÞ w a: ð7Þ
An acceleration r is sound if it satisﬁes the following condition for every a 2 A and r 2 Rþ:
cðrða; rÞÞ  postðcðaÞÞ: ð8Þ
An acceleration r is complete if it satisﬁes the following condition for every a 2 A and r 2 Rþ:
cðrða; rÞÞ *
[
i2N
postðcðaÞ; riÞ: ð9Þ
The three conditions in the deﬁnition above deserve some explanation. Condition (7) – an
inclusion condition – ensures that the abstract state obtained after an acceleration is bigger. The
deﬁnition of a sound acceleration, Condition (8), enforces the constraint that all states computed
by an acceleration are included in post. Similarly, the deﬁnition of a complete acceleration,
Condition (9), enforces the constraint that all states resulting from an arbitrary number of iter-
ations of r are included in the result of the acceleration.
Given an acceleration, we suggest developing a reachability tree in an uniform fashion ac-
cording to the algorithm below.
Most of the details of this algorithm should be clear. The acceleration gets applied, if at all
possible, to obtain a potentially inﬁnite set of reachable states. We will now show that this tree
captures the reachable states, as required:
Algorithm 1. SymbolicTreeðALTS; a0;rÞ
Input: an abstraction ALTS ¼ ðA; postA; c;t;RÞ, an initial abstract state a0 2 A and an accelera-
tion r for ALTS.
1. create root r labelled with a0
2. while there are unmarked nodes do
3. pick an unmarked node n : a
4. if a v Ffbjm : b is a marked node} then
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5. skip {the node n is covered}
6. else
7. b a
8. for each ancestor m of n do
9. b rðb;rÞ where m!r n
10. for each label l 2 R do
11. a0  postAðb; lÞ
12. construct a son n0 : a0 of n and label the arc n!l n0
13. mark n
Proposition 4.2. Let ALTS ¼ ðA; postA; c;t;RÞ be an abstraction, a0 2 A be an initial abstract state
and r be an acceleration for ALTS. If T denotes the (possibly infinite) tree constructed by the
SymbolicTree algorithm applied to ALTS , a0 and r then we have:
postðcða0ÞÞ 
[
n:a2T
cðaÞ
If moreover r is a sound acceleration then we have:
postðcða0ÞÞ ¼
[
n:a2T
cðaÞ
Proof. The ﬁrst statement follows by an induction on the length of r that for every r 2 R,
postðcða0Þ; rÞ 
S
n:a2T cðaÞ. The second assertion is proved by induction on the depth of a node in
T that for every node n : a 2 T , we have cðaÞ  postðcða0ÞÞ. 
Remark. If ðA;vÞ satisﬁes the ascending chain condition then the SymbolicTree algorithm
terminates for any initial abstract state a0 2 A and for any acceleration r.
4.4. Acceleration of FIFO automata
We are now able to show how a generic acceleration can be deﬁned for FIFO automata. The
SymbolicTree algorithm suggests that we should accelerate an execution sequence r if r can be
repeated inﬁnitely often. In the case of FIFO automata, loops are the only execution sequences
that may be repeated inﬁnitely often, since the initial control state and the ﬁnal control state
should be the same. For any loop r on some control state q, we deﬁne two total functions, also
written r and r, from 2ðM
ÞC to 2ðM
ÞC as follows:
• rðX Þ ¼ fw 2 ðMÞCjðq;wÞ 2 postðfqg  X ; rÞg, and,
• rðX Þ ¼ Si2N riðX Þ.
We will use the notion of F -representable loops to deﬁne a canonical acceleration to any ab-
straction.
Deﬁnition 4.4. A loop r is F -representable if for every f 2 F, there exists g 2 F such that
sgt ¼ rðsf tÞ.
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When r is F -representable we write g ¼ rðf Þ even if there is not a unique g such that
sgt ¼ rðsf tÞ. Notice that rðf Þ is well deﬁned with respect to ﬃ. The generic acceleration ba-
sically iterates a loop if it is F -representable:
Deﬁnition 4.5. Let rF : A Rþ ! A be deﬁned by:
rFða;rÞ ¼ a½q :¼ r
ða½qÞ if r is a F -representable loop on q;
a otherwise:

We now show that rF is indeed an acceleration.
Proposition 4.3. The two following statements hold:
1. the total function rF is a sound acceleration for AFLTSðF Þ, and,
2. If every loop of F is F -representable then rF is complete.
4.5. Flat labelled transition systems and SLREs
We introduce flat (and q-flat) languages which are closely connected to SLREs.
Deﬁnition 4.6. A language is flat if it is included in a SLRE language.
Note that a ﬂat language is not necessarily regular. We will use, in the sequel, q-ﬂat languages
because we generally need to know a SLRE q such that L ¼ sqt.
Deﬁnition 4.7. A language L is q-flat if L  sqt, where q is a SLRE.
We recall that a language L is bounded if L is included in a language of the form w1   wk where
each wi is a word [23,27]. Let us note that the complexity of the equivalence and containment
problems between bounded regular languages has been studied in [27].
Remark. A language is ﬂat iﬀ it is bounded.
The notions of ﬂat languages, ﬂat automata and ﬂat formulas appear in diﬀerent (past and
recent) papers about FIFO automata, timed automata, ﬂat counter automata, ﬂat temporal logics
and computation of reachability sets by using ﬂat languages. More precisely, let us recall that:
• monogeneous and linear FIFO automata are such that the projection of traces on emissions in
each channel is a particular ﬂat language, formally a q-ﬂat language where:
monogeneous q is a ﬁnite sum of LREs of the form uv where u and v are words.
linear q is a LRE of the form abc    z where a; b; c; . . . ; z are letters.
Reachability is decidable for monogeneous FIFO automata [30] and for linear FIFO automata
[18,24].
• Any timed automaton (a la Alur & Dill) can be translated into an extended flat counter machine
(for each control state q, at most one loop of the machine on q may modify the counter value)
12 A. Finkel et al. / Information and Computation 181 (2003) 1–31
[13]. An extension of LTL enabling to talk about counters has been deﬁned and studied in [11].
The formulas of this extension are said flat because on the left of an until, only atomic con-
straints or propositional LTL formulas are allowed. The models of this new logic are recog-
nized by ﬂat counter machines.
• In [21,22], languages of the form w1   wk (and called flat) are used to compute the binary
reachability relation of BPP nets.
Deﬁnition 4.8. A labelled transition system LTS ¼ ðS;R;!Þ equipped with a non empty set X of
initial states is q-flat if TracesðLTS;X Þ is q-ﬂat, where q 2 SLREðRÞ.
Note that a set of traces is necessarily closed under left factor. Thus, we may have
TracesðLTS;X Þ  LFðsqtÞ for some SLRE q, whereas TracesðLTS;X Þ is not q-ﬂat. However, since
SLRE languages are closed under left factor, there would exist another SLRE q0 such that
sq0t ¼ LFðsqtÞ and hence TracesðLTS;X Þ would be q0-ﬂat.
A q-ﬂat LTS has not necessarily a SLRE traces language. Let us consider, for instance, a la-
belled transition system such that TracesðLTS; s0Þ ¼ fln1lm2 jm6 ng. Because fln1lm2 jm6 ng is included
in l1l

2, the labelled transition system LTS is ðl1l2Þ-ﬂat but TracesðLTS; s0Þ is not regular, hence it is
not equal to any SLRE. Nevertheless, we may use ﬂatness of LTS to compute post by ﬁrst it-
erating l1 and then iterating l2. This intuitive idea leads to the following algorithm.
Algorithm 2. SymbolicSetðALTS ; a;r; qÞ
Input an abstraction ALTS ¼ ðA; postA; c;t;RÞ, an initial abstract state a 2 A, an acceleration r
for ALTS and a q 2 SLREðRÞ, q 6¼ ;.
Output: an abstract state.
1. if q ¼ e then
2. return a
3. else if q ¼ q1 þ q2 then
4. return SymbolicSetðALTS; a;r;q1Þ t SymbolicSetðALTS; a;r; q2Þ
5. else if q ¼ l  q0 with l 2 R then
6. return SymbolicSetðALTS; postAða; lÞ;r; q0Þ
7. else if q ¼ x  q0 with x 2 R then
8. return SymbolicSetðALTS;rða; xÞ;r; q0Þ
Remark. According to its recursive deﬁnition, the SymbolicSet algorithm always terminates.
As stated by the following proposition, when r is sound and complete, the SymbolicSet
algorithm computes exactly the set of states reachable by an execution sequence in sqt.
Proposition 4.4. Let ALTS ¼ ðA; postA; c;t;RÞ be an abstraction and r be an acceleration for ALTS.
For every abstract state a 2 A and for every q 2 SLREðRÞ, q 6¼ ;, the two following assertions hold:
1. if r is a sound acceleration for ALTS then we have:
cðSymbolicSetðALTS; a;r;qÞÞ  postðcðaÞÞ
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2. if r is a complete acceleration for ALTS then we have:[
r2sqt
postðcðaÞ; rÞ  cðSymbolicSetðALTS; a;r;qÞÞ:
Proof. We prove both assertions by induction on the size of the SLRE q. Most cases are routine
and are omitted. Consider the last case when q ¼ x  q0 with x 2 Rþ and suppose that both as-
sertions hold for q0 and for x  q0. From the deﬁnition of the SymbolicSet algorithm, we have:
cðSymbolicSetðALTS; a;r; qÞÞ ¼ SymbolicSetðALTS;rða; xÞ;r;q0ÞÞ:
Let us ﬁrst prove that the ﬁrst assertion holds for q. Assume that r is a sound acceleration for
ALTS. We get that cðSymbolicSetðALTS; a;r;qÞÞ  postðcðrða; xÞÞÞ because the ﬁrst assertion
holds for q0. Since r is sound, we have cðrða; xÞÞ  postðcðaÞÞ. Hence we get:
cðSymbolicSetðALTS; a;r; qÞÞ  postðcðaÞÞ:
Let us now prove that the second assertion holds for q. Assume that r is a complete accel-
eration for ALTS. Since cðrða; xÞÞ *
S
i2N postðcðaÞ; xiÞ, we get that for every r 2 R,[
i2N
postðcðaÞ; xi  rÞ  postðcðrða; xÞ; rÞÞ:
As sqt ¼ fxiji 2 Ng  sq0t, we get that:[
r2sqt
postðcðaÞ; rÞ ¼
[
r2sq0t
i2N
postðcðaÞ; xi  rÞ 
[
r2sq0t
postðcðrða; xÞ;rÞÞ:
Finally, because the second assertion holds for q0, we obtain that:[
r2sqt
postðcðaÞ;rÞ  cðSymbolicSetðALTS ;rða; xÞ;r;q0ÞÞ
 cðSymbolicSetðALTS ; a;r; qÞÞ: 
In the particular case of ﬂat labelled transitions systems, the SymbolicSet algorithm gives an
upper (resp. exact) ﬁnite representation of post, provided that the acceleration is complete (resp.
sound and complete).
Theorem 4.1. Let ALTS ¼ ðA; postA; c;t;RÞ be an abstraction and r be a complete acceleration for
ALTS. For every initial abstract state a0 2 A, if ðLTS; cða0ÞÞ is q-flat then we have:
postðcða0ÞÞ  cðSymbolicSetðALTS; a0;r; qÞÞ:
If moreover r is a sound acceleration then we have:
postðcða0ÞÞ ¼ cðSymbolicSetðALTS; a;r;qÞÞ:
Proof. Since ðLTS; cða0ÞÞ is q-ﬂat, we have that TracesðLTS; cða0ÞÞ  sqt. Hence we get that
postðcða0ÞÞ ¼
S
r2sqt postðcða0Þ; rÞ. We conclude with Proposition 4.4. 
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Another application of the SymbolicSet algorithm is, given any LTS and any ﬂat formula u
(i.e. a formula representing a SLRE language of execution sequences), to compute the set of states
of LTS reached by an execution sequence satisfying u.
5. Acceleration of FIFO automata using linear regular expressions
In this section we will consider SLREs as the basis of symbolic representations for FIFO au-
tomata and will present a new acceleration scheme. We will ﬁrst consider accelerations for FIFO
automata that works on a single channel, a class of automata which can represent the behavior of
ring networks [32]. For this case we show that SLREs are suﬃcient and necessary to represent the
result of accelerations. We then consider the general case of FIFO automata acting on multiple
channels.
5.1. Acceleration for one channel
The generic acceleration for FIFO automata, from Section 4.4, suggests that we should
characterize SLRE-representable loops. To that end, consider that a FIFO automaton moves
from ðq; xÞ to ðq; yÞ on an execution sequence r. If it was possible for r to be repeated inﬁnitely
often, then the only messages being removed from, or being added to the channel, come from r.
Clearly, the order in which messages are received, or sent, is preserved.
Notation.Given a state ðq;wÞ and a loop r on q, we say that r is infinitely iterable from ðq;wÞ if for
every n 2 N we have ðq;wÞ!r
n ðq;wnÞ for some wn.
Notation. We deﬁne in : R ! M and out : R ! M as follows:
inðrÞ ¼
e if r ¼ e;
m  inðr0Þ if r ¼ ð?mÞr0;
inðr0Þ if r ¼ ð!mÞr0;
8<
: outðrÞ ¼
e if r ¼ e;
outðr0Þ if r ¼ ð?mÞr0;
m  outðr0Þ if r ¼ ð!mÞr0:
8<
:
Assume r is inﬁnitely iterable from ðq;wÞ. Furthermore, assume without loss of generality that
inðrÞ and outðrÞ are both not e. Then, after the ith iteration of r, we will be left with
ðinðrÞiÞ1ðw  outðrÞiÞ in the channel. In the limit what has been taken out is precisely what has
been put in. To relate the two we need the following lemma on words.
Lemma 5.1. For every w; x; y 2 M, the two following assertions are equivalent:
1. xx ¼ wyx
2. there exists three words x0; x00; z 2 M such that we have x ¼ x0x00, w 2 xx0 and ðx00x0Þ; y 2 z.
Proof. An application of the defect theorem (see [33]). 
Now we are ready to relate the eﬀect of an arbitrary iteration of r.
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Proposition 5.1 [17]. Let F ¼ ðQ;M ; dÞ be a FIFO automaton with one channel. Given a state ðq;wÞ
and a loop r on q, if r is infinitely iterable from ðq;wÞ then there exists zr 2 M such that
rðfwgÞ ¼ wzr.
Proof. Assume that r is inﬁnitely iterable from ðq;wÞ. Then we have xx ¼ wyx where x ¼ inðrÞ and
y ¼ outðrÞ. From Lemma 5.1, we obtain that there exists x0; x00; z 2 M and i; j; k 2 N such that
x ¼ x0x00, w ¼ xkx0, x00x0 ¼ zi and y ¼ zj. Notice that i6 j because jxj6 jyj (otherwise
jinðrÞj > joutðrÞj and hence r would not be inﬁnitely iterable from ðq;wÞ). Hence we may ﬁx
zr ¼ zji and we get that y ¼ x00x0zr. Now, for any n 2 N, we have ðq;wÞ!r
n ðq; ðxnÞ1ðwynÞÞ and
ðxnÞ1ðwynÞ may be written as:
ðxnÞ1ðwynÞ ¼
ðxnÞ1ðxkx0ynÞ ðas w ¼ xkx0ÞÞ
ðx0ðx00x0Þn1x00Þ1ðx0ðx00x0ÞkynÞ ðas x ¼ x0x00Þ
ððx00x0Þn1x00Þ1ððx00x0ÞkþnznrÞ ðas y ¼ x00x0zrÞ
x0ðx00x0Þkznr
xkx0znr ðas x ¼ x0x00Þ
wznr ðas w ¼ xkx0Þ
8>>>><
>>>>:
:

Let r denote a loop of a FIFO automaton with one channel. Starting from a single channel
content w 2 M, we get from the previous proposition that rðfwgÞ is either a ﬁnite set (if r is not
inﬁnitely iterable) or a SLRE expressible inﬁnite set of channel contents. The following theorem,
which was used, but not proved, in [17], expresses an even stronger property: starting from a
SLRE expressible set of channel contents svt, rðsvtÞ is still SLRE expressible.
Theorem 5.1. Every loop of a FIFO automaton with one channel is SLRE-representable.
Proof. We have to show that for every loop r and for every ﬁnite set v of SLREs, rðsvtÞ ¼ sv0t
for some ﬁnite set v0 of SLREs. Since r distributes over union, it suﬃces actually to prove that for
every LRE q, rðsqtÞ ¼ sq0t for some SLRE q0.
If inðrÞ ¼ e then for every LRE q, we have rðsqtÞ ¼ sq  outðrÞt. Hence, we assume in the
following of the proof that inðrÞ 6¼ e.
For every LRE q, we write nq for the number of  in q. We introduce the measure D on LREs
as follows:
DðqÞ ¼ 2  nq  1 if q is of the form y
  q0;
2  nq otherwise:

We show by induction on DðqÞ that for every LRE q, for every loop r such that inðrÞ 6¼ e and
for every a 2 N:
Claim 1.
rðsqtÞ ¼ sq0t for some SLREq0
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Claim 2.
rðsq  ðoutðrÞaÞtÞ ¼ sq00t for some SLRE q00
Notice that when outðrÞ ¼ e, Claim 2 is equivalent to Claim 1. Hence, we will always assume
that outðrÞ 6¼ e when proving Claim 2 in the following induction.
basis Let q be a LRE such that DðqÞ ¼ 0. We have q ¼ x for some x 2 R. To prove Claim 1,
notice that rðxÞ is:
• either a ﬁnite set (and hence a SLRE) if r is not inﬁnitely iterable,
• or the LRE xzr (according to Proposition 5.1) if r is inﬁnitely iterable.
Let us now prove Claim 2 and assume that outðrÞ 6¼ e. There are two cases:
1. if inðrÞx 6¼ x  outðrÞx then we have rkðsx  ðoutðrÞaÞtÞ ¼ ; for some k and hence
rðsx  ðoutðrÞaÞtÞ ¼ Sk1i¼0 riðsx  ðoutðrÞaÞtÞ ¼ sq0t where q0 ¼Pk1i¼0 riðx  ðoutðrÞaÞÞ is a
SLRE.
2. if inðrÞx ¼ x  outðrÞx then we have x  outðrÞh;jinðrÞj ¼ inðrÞh joutðrÞj  x for every h 2 N. Hence,
there exists x0 2 R and k 2 N such that jx0j < joutðrÞj and x ¼ x0  outðrÞk. We get:
ra joutðrÞjðsx  ðoutðrÞaÞtÞ ¼ x0  outðrÞkþaðbþjoutðrÞjjinðrÞjÞ  ðoutðrÞaÞ;
where b 2 N denotes how many times the word outðrÞa was needed (from the part outðrÞaÞ)
during the execution of ra joutðrÞj. Notice that b satisﬁes k þ aðbþ joutðrÞj  jinðrÞjÞP 0. Let
y ¼ x0  outðrÞkþaðbþjoutðrÞjjinðrÞjÞ. We have:
rðsx  ðoutðrÞaÞtÞ ¼ rðsy  ðoutðrÞaÞtÞ
[a joutðrÞj1
i¼0
riðsx  ðoutðrÞaÞtÞ
¼ rðsy  ðoutðrÞaÞtÞ
[
sq0t;
where q0 ¼Pa joutðrÞj1i¼0 riðx  ðoutðrÞaÞÞ is a SLRE. There are again two cases:
(i) If bþ joutðrÞj  jinðrÞjP 0, then we get that y 2 x  ðoutðrÞaÞ and hence sy  ðoutðrÞaÞt 
sx  ðoutðrÞaÞt. Consequently, ra joutðrÞjðsx  ðoutðrÞaÞtÞ  x  ðoutðrÞaÞ and we get that
rðsx  ðoutðrÞaÞtÞ ¼ sq0t.
(ii) Otherwise, since q0 is a SLRE, we may replace x by y and repeat the same method to show that
rðsy  ðoutðrÞaÞtÞ ¼ sq00t for some SLRE q00. This process will terminate since y < x.
induction step Let K 2 N and assume that Claim 1 and Claim 2 are true for any LRE q such that
DðqÞ6K. Let q be a LRE such that DðqÞ ¼ K þ 1. There are two cases corresponding to the
parity of K.
Assume that K þ 1 is even. Then q ¼ x  q0 for some x 2 R and for some LRE q0 such that
Dðq0Þ ¼ K. There are again two cases:
1. if x 62 LFðinðrÞÞ then there exists k 2 N such that xiinðrÞk and jxj6 jinðrÞkj. Hence, for every
LRE p we have rkðsx  ptÞ ¼ ; and we get that:
rðsx  ptÞ ¼
[k1
i¼0
riðsx  ptÞ ¼
Xk1
i¼0
riðx  pÞ
" #" #
:
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This shows both Claims 1 and 2 for q.
2. if x 2 LFðinðrÞÞ then there exists k 2 N and x06 inðrÞ such that x ¼ inðrÞk  x0. For every LRE
p, we have:
rðsx  ptÞ ¼ rðrðsx0  p  outðrÞktÞÞ
[k
i¼0
inðrÞki  x0  p  outðrÞi
¼ rðrðsx0  p  outðrÞktÞÞ
[ Xk
i¼0
inðrÞki  x0  p  outðrÞi
" #" #
:
Note that
Pk
i¼0 inðrÞki  x0  p  outðrÞi is a SLRE. The loop r may be decomposed as r ¼ r1r2
where inðr1Þ ¼ x0. Notice that ðr2r1Þ is also a loop satisfying inðr2r1Þ 6¼ e. We get:
rðrðsx0  p  outðrÞktÞÞ ¼ r2ððr2r1Þðr1ðsx0  p  outðrÞktÞÞÞ
¼ r2ððr2r1Þðsp  outðrÞk  outðr1ÞtÞÞ:
Since Dðq0  outðrÞk  outðr1ÞÞ ¼ Dðq0Þ ¼ K, we get from the induction hypothesis (Claim 1) that
ðr2r1Þðsq0  outðrÞk  outðr1ÞtÞ ¼ sq00t for some SLRE q00. Hence, we obtain rðrðsx0
q0  outðrÞktÞÞ ¼ sq00t and we come to rðsqtÞ ¼ rðsx  q0tÞ ¼ sq00 þPki¼0 inðrÞki  x0  q0  outðrÞit.
This proves Claim 1 for q. To prove Claim 2 for q, assume that outðrÞ 6¼ e and notice that:
r2ððr2r1Þðsq0  ðoutðrÞaÞ  outðrÞk  outðr1ÞtÞÞ
¼ r2ððr2r1Þðsq0  outðrÞk  ðoutðrÞaÞ  outðr1ÞtÞÞ
¼ r2ððr2r1Þðsq0  outðrÞk  outðr1Þ  ðoutðr2r1ÞaÞtÞÞ:
Since Dðq0  outðrÞk  outðr1ÞÞ ¼ Dðq0Þ ¼ K, we get from the induction hypothesis (Claim 2) that
ðr2r1Þðsq0  outðrÞk  outðr1Þ  ðoutðr2r1ÞaÞtÞ ¼ sq00t for some SLRE q00. Hence, we obtain
rðrðsx0  q0  ðoutðrÞaÞ  outðrÞktÞÞ ¼ sq00t and we come to rðsqtÞ ¼ rðsx  q0  ðoutðrÞaÞtÞ ¼
sq00 þPki¼0 inðrÞki  x0  q0  ðoutðrÞaÞ  outðrÞit. This proves Claim 2 for q.
Assume that K þ 1 is odd. Then q ¼ y  q0 for some y 2 Rþ and for some LRE q0 such that
Dðq0Þ6K. There are again two cases:
1. if yx 6¼ inðrÞx then we have yk 62 LFðinðrÞÞ for some k 2 N. Hence there exists l 2 N such that
ykiinðrÞl and jykj6 jinðrÞlj. Thus, for everyLREpweobtainrlðsyk  y  ptÞ ¼ ; andwe get that:
rðsy  ptÞ ¼ rðsyk  y  ptÞ
[k1
j¼0
rðsyj  ptÞ
¼
[l1
i¼0
riðsyk  y  ptÞ
[k1
j¼0
rðsyj  ptÞ:
Now, for every 06 j6 k  1, we have Dðyj  q0Þ6K. Hence we get from the induction hypothesis
that:
(Claim 1) for every 06 j6 k  1, rðsyj  q0tÞ ¼ sqjt for some SLRE qj. Hence, we come to:
rðsqtÞ ¼
Xl1
i¼0
riðyk  y  q0Þ
""
þ
Xk1
j¼0
qj
##
and this proves (Claim 1) for q.
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(Claim 2) assuming that outðrÞ 6¼ e, we have that for every 06 j6 k  1, rðsyj  q0
ðoutðrÞaÞtÞ ¼ sqjt for some SLRE qj. Hence, we come to:
rðsq  ðoutðrÞaÞtÞ ¼
Xl1
i¼0
riðyk  y  q0  ðoutðrÞaÞÞ
""
þ
Xk1
j¼0
qj
##
and this proves (Claim 2) for q.
2. if yx ¼ inðrÞx then we have y jinðrÞj ¼ inðrÞjyj. We deduce that for every i; j; k; l 2 N and for every
LRE p we have:
if kP l then rljyjþiðsykjinðrÞjþj  ptÞ ¼ riðsyðklÞjinðrÞjþj  p  outðrÞljyjtÞ;
if k6 l then rljyjþiðsykjinðrÞjþj  ptÞ ¼ rðlkÞjyjþiðsyj  p  outðrÞkjyjtÞ:
Hence we obtain:
rðsy  ptÞ ¼
[
i;jP 0
riðsyj  ptÞ
¼
[jyj1
i¼0
[jinðrÞj1
j¼0
[
k;lP 0
rljyjþiðsykjinðrÞjþj  ptÞ:
Now, for every i; j 2 N, we have:[
k;lP 0
rljyjþiðsykjinðrÞjþj  ptÞ
¼
[
kP lP 0
rljyjþiðsykjinðrÞjþj  ptÞ
[
lP kP 0
rljyjþiðsykjinðrÞjþj  ptÞ
¼
[
kP lP 0
riðsyðklÞjinðrÞjþj  p  outðrÞljyjtÞ
[
lP kP 0
rðlkÞjyjþiðsyj  p  outðrÞkjyjtÞ
¼ riðsðyjinðrÞjÞyj  p  ðoutðrÞjyjÞtÞ
[
ðrjyjÞðriðsyj  p  ðoutðrÞjyjÞtÞÞ:
Moreover, since we have:
[jinðrÞj1
j¼0
riðsðy jinðrÞjÞyj  p  ðoutðrÞjyjÞtÞ ¼ riðsðy  p  ðoutðrÞjyjÞtÞ;
[jyj1
i¼0
ðrjyjÞðriðsyj  p  ðoutðrÞjyjÞtÞÞ ¼ rðsyj  p  ðoutðrÞjyjÞtÞ
we ﬁnally get:
rðsy  ptÞ ¼
[jyj1
i¼0
riðsðy  p  ðoutðrÞjyjÞtÞ
[jinðrÞj1
j¼0
rðsyj  p  ðoutðrÞjyjÞtÞ:
A. Finkel et al. / Information and Computation 181 (2003) 1–31 19
Now, for every 06 j6 jinðrÞj  1, we have Dðyj  q0Þ6K. Hence we get from the induction hy-
pothesis (Claim 2) that rðsyj  q0  ðoutðrÞjyjÞtÞ ¼ sqjt for some SLRE qj. Hence, we come to:
rðsqtÞ ¼
Xjyj1
i¼0
riðy  q0  ðoutðrÞjyjÞÞ
""
þ
XjinðrÞj1
j¼0
qj
##
:
This proves Claim 1 for q. To prove Claim 2 for q, assume that outðrÞ 6¼ e and notice that for
every 06 j6 jinðrÞj  1, we have:
syj  q0  ðoutðrÞaÞ  ðoutðrÞjyjÞt ¼
[a1
h¼0
syj  q0  ðoutðrÞjyjÞh  ðoutðrÞaÞt:
Now, for every 06 j6 jinðrÞj  1 and for every 06 h6 a 1, we have Dðyj  q0  ðoutðrÞjyjÞhÞ6K.
Hence we get from the induction hypothesis (Claim 2) that rðsyj  q0  ðoutðrÞjyjÞh
ðoutðrÞaÞtÞ ¼ sqhjt for some SLRE qhj . Hence, we come to:
rðsqtÞ ¼
Xjyj1
i¼0
riðy  q0  ðoutðrÞaÞ  ðoutðrÞjyjÞÞ
""
þ
XjinðrÞj1
j¼0
Xa1
h¼0
qhj
##
:
This proves Claim 2 for q. 
Note that from [5], we know that every loop of a FIFO automaton is CQDD-representable (see
Theorem 6.2). However, their proof extensively uses Pressburger formulas (even for one channel)
and hence our theorem cannot be immediately deduced from [5]. A straightforward consequence
of Theorem 5.1 is that for any FIFO automaton with one channel F , rSLRE is a sound and
complete acceleration for ASLRELTSðF Þ.
5.2. Acceleration for multiple channels
To characterize SLRE-representable loops in the case of multiple channels, we use a condition
on loops deﬁned in [4]. We say that a loop r is non counting if one of the following conditions is
satisﬁed:
(i) j M j> 1 and every send transition in r operates on the same channel,
(ii) j M j¼ 1 and there is at most one channel which is growing with r.
Since SLRE symbolic channel contents cannot express relationships between channels, we have to
deal with each channel independently. To that end, we need the following deﬁnitions. For every
loop r and for every channel c 2 C, the projection of r on c, denoted by rjc , is obtained from r by
removing every operation on c0 with c0 6¼ c. Recall that from Theorem 5.1, we know that ðrjcÞðqÞ
is a SLRE for any SLRE q. We deﬁne r : Pf ðSLREðMÞCÞ ! Pf ðSLREðMÞCÞ by:
rðvÞ ¼
[
r2v
Y
c2C
ðrjcÞðr½cÞ:
Lemma 5.2. For every loop r and for every SLRE symbolic channel content v 2 Pf ðSLREðMÞCÞ, we
have rðsvtÞ  srðvÞt.
We are now ready to obtain a characterization of SLRE-representable loops.
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Theorem 5.2. A loop r is SLRE-representable iff it is non counting.
Proof. We ﬁrst prove the suﬃcient condition. Assume that r is a loop satisfying condition iÞ or
condition iiÞ. Since r distributes over union, we just have to prove that for every r 2 SLREðMÞC,
rðrÞ ¼ sr0t for some r0 2 SLREðMÞC. Let r 2 SLREðMÞC.
We ﬁrst show the following claim: there exists a channel c0 and integers h; k 2 N with h > 0
such that ðrjcÞkþhðsr½ctÞ ¼ ðrjcÞkðsr½ctÞ for every c 6¼ c0. There are two cases:
1. if j M j> 1 then r satisﬁes condition iÞ and hence we get that there exists a channel c0 such that
outðrjcÞ ¼ e for every c 6¼ c0. Consider a channel c 6¼ c0. For every i 2 N, we haveðrjcÞiðsr½ctÞ ¼ ððinðrjcÞÞiÞ1ðsr½ctÞ, and since sr½ct is a regular language, we get that there is
hc; kc 2 N with hc > 0 such that ðrjcÞkcþhcðsr½ctÞ ¼ ðrjcÞkcðsr½ctÞ. Using:
k ¼ maxðfkcjc 2 C; c 6¼ c0gÞ
h ¼ lcmðfhcjc 2 C; c 6¼ c0gÞ
we come to ðrjcÞkþhðsr½ctÞ ¼ ðrjcÞkðsr½ctÞ for every channel c 6¼ c0.
2. if j M j¼ 1 then r satisﬁes condition iiÞ and hence we get that there exists a channel c0 such that
outðrjcÞ6 inðrjcÞ for every c 6¼ c0. Observe that since j M j¼ 1, the channels actually behave as
counters here. For each channel c, we can split rjc into two parts r
0
jc and r
00
jc (with rjc ¼ r0jcr00jc)
such that any suﬃx of r00jcr
0
jc contains more receptions (aka decrements) than emissions (aka in-
crements). Now it is readily seen that r00jcr
0
jc is equivalent to the sequence r
000
jc ¼ ðc?mÞ
d
where
d ¼ joutðrjcÞj  jinðrjcÞj. Thus we are left with sequences r000jc satisfying outðr000jc Þ ¼ e, for all
c 6¼ c0, and we can apply the same technique as in the ﬁrst case.
So we have proved that there exists a channel c0 and integers h; k 2 N with h > 0 such that
ðrjcÞkþhðsr½ctÞ ¼ ðrjcÞkðsr½ctÞ for every c 6¼ c0. Let us write rðsrtÞ as follows:
rðsrtÞ ¼
[k1
i¼0
riðsrtÞ
[ [kþh1
i¼k
[
j2N
riþjhðsrtÞ:
In order to conclude the proof, it suﬃces to prove that
S
j2N r
iþjhðsrtÞ is an SLRE expressible set
of channel contents for every iP k. So let us consider iP k. We have:[
j2N
riþjhðsrtÞ ¼
[
j2N
Y
c2C
ðrjcÞiþjhðsr½ctÞ
¼
Y
c2C;c6¼c0
ðrjcÞiðsr½ctÞ
 !

[
j2N
ðrjc0Þiþjhðsr½c0tÞ
 !
¼
Y
c2C;c6¼c0
ðrjcÞiðsr½ctÞ
 !
 ððrjc0ÞhÞððrjc0Þiðsr½c0tÞÞ
 
:
Now, according to Theorem 5.1, we get that the loop ððrjc0ÞhÞ is SLRE-representable, which
concludes the proof of the suﬃcient condition.
Let us now prove the necessary condition. Assume that r is a loop such that condition (i) and
condition (ii) are not satisﬁed. We may suppose without loss of generality that there are exactly
two channels 1 and 2. We have to show that there exists v 2 Pf ðSLREðMÞ2Þ such that
rðsvtÞ 6¼ sv0t for all v0 2 Pf ðSLREðMÞ2Þ. There are two cases:
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1. if j M j> 1 then we have outðrj1Þ 6¼ e and outðrj2Þ 6¼ e since condition (i) is not satisﬁed. Let m1
(resp. m2) be a message such that m1iinðrj1Þ (resp. m2iinðrj2Þ. Note that m1 and m2 are guar-
anteed to exist because j M j> 1. We deﬁne the SLRE symbolic channel content
v ¼ fðinðrj1Þ  m1; inðrj2Þ  m2Þg. We get that:
rðsvtÞ ¼ fðinðrj1Þn  m1  outðrj1Þk; inðrj2Þm  m2  outðrj2ÞkÞjn;m; k 2 Ng;
which is not a SLRE expressible set of channel contents.
2. if j M j¼ 1 then we have outðrj1Þ > inðrj1Þ and outðrj2Þ > inðrj1Þ since condition iiÞ is not satis-
ﬁed. Let v ¼ fðinðrj1Þ; inðrj2ÞÞg. We get that:
rðsvtÞ ¼ fðinðrj1Þ  outðrj1Þk; inðrj2Þ  outðrj2ÞkÞjk 2 Ng;
which is not a SLRE expressible set of channel contents. 
A straightforward consequence of the theorem is that for any FIFO automaton F , rSLRE is a
sound acceleration for ASLRELTSðF Þ. We now show how a complete acceleration can be deﬁned for
ASLRELTSðF Þ.
Notation. Given a control state q, an SLRE symbolic channel content v and a loop r on q, we say
that r is infinitely iterable from ðq; vÞ if rnðsvtÞ 6¼ ; for every n 2 N.
We deﬁne the total function rSLRE: ðPf ðSLREðMÞCÞÞQ  Rþ ! ðPf ðSLREðMÞCÞÞQ by:
rSLREða;rÞ ¼
a½q :¼ rða½qÞ if r is a loop onqinfinitely iterable fromðq; a½qÞ;
a½q :¼ Fki¼0 riða½qÞ if r is a loop on qsuch thatrkða½qÞ ¼ ;;
a otherwise:
8<
:
Proposition 5.2. For any FIFO automaton F ¼ ðQ;C;M ; dÞ, the total function rSLRE is a complete
acceleration for ASLRELTSðF Þ.
Notice that a one-message FIFO automaton can be viewed as a Petri Net (or equivalently a
Vector Addition System with States). We may indeed identify any nonnegative integer n with the
word mn. The following proposition shows that in this case the Symbolic Tree algorithm, with
acceleration rSLRE, terminates and actually computes a tight over-approximation of post.
Given a subset X  ðMÞC, we write # X for the downward closure of X deﬁned by
# X ¼ fy 2 ðMÞCj9x 2 X ;8c 2 C; x0½c6 x½cg.
Proposition 5.3. For any FIFO automaton F ¼ ðQ;C; fmg; dÞ and for every initial abstract state a0,
SymbolicTreeðASLRELTSðF Þ; a0;rSLREÞ terminates and computes an abstract state a such that
postðcða0ÞÞ  cðaÞ # postðcða0ÞÞ.
Notice that # postðcða0ÞÞ is precisely what is behind the notion of coverability set in the Petri
nets framework [16,29]. The coverability set is actually a particular ﬁnite representation (on
N [ fxg) for the downward closure of the reachability set. However, the SymbolicTree al-
gorithm may compute a more precise over-approximation of post than the coverability set. In
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other words, the SymbolicTree, with acceleration rSLRE, is a reﬁnement of the coverability set
constructed by Karp and Millers algorithm. Consider for instance the example given below:
Starting from a single initial state ðq0; e; eÞ, the reachable states in control state q0 are
fðq0; ðaaÞn; ðaaaÞnÞjn 2 Ng, or equivalently fðq0; 2n; 3nÞjn 2 Ng. The over-approximation com-
puted by the SymbolicTree, with acceleration rSLRE, is readily seen to be
fðq0; 2n; 3pÞjn; p 2 Ng. However, the coverability set here is fðq0;x;xÞg which yields a much less
accurate over-approximation of the reachability set in q0 (see Fig. 2).
6. Comparison of SLRE, QDD, and CQDD
We now show how our notion of abstraction and acceleration is applicable to current work on
meta-transitions (QDDs and CQDDs).
6.1. QDDs as an abstraction
In this subsection we present a slightly diﬀerent abstraction, namely QDDs due to Boigelot and
Godfroid [4]. A QDD D for a FIFO automaton F ¼ ðQ;C;M ; dÞ, where C ¼ fc1; c2; . . . ; cng is a
ﬁnite automaton operating on the alphabet C M and satisfying the following condition: for
every accepted word w 2 LðDÞ, the projection of w on C is in c1c2    cn. Intuitively, a channel
content w 2 ðMÞC is in the set of channel contents represented by D iﬀ there exists
u1u2    un 2 LðDÞ such that for every 16 i6 n, ui may be written as ui ¼ ðci;m1Þðci;m2Þ    ðci;mkÞ
with w½ci ¼ m1m2   mk. It is proved in [4] that sets of channel contents representable by QDDs
are exactly those that are recognizable sets. Hence, QDDs correspond to the FIFO symbolic
representation based on regular expressions. More formally,
Deﬁnition 6.1. Let QDD ¼ ðPf ðREGðMÞCÞ; ;; ??; !!; s  t;[Þ, where ??, !! and s  t are three total
functions deﬁned as follows:
??ðc;m; vÞ ¼ fr½c :¼ m1ðr½cÞjr 2 vg;
!!ðc;m; vÞ ¼ fr½c :¼ r½c  mjr 2 vg;
svt ¼
[
r2v
Y
c2C
sr½ct:
Note thatQDD is clearly a FIFO symbolic representation and hence AQDDLTSðF Þ is an abstraction of
LTSðF Þ.
Fig. 2. A simple one-message FIFO automaton.
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Theorem 6.1 [4]. A loop r is QDD-representable iff it is non counting.
Let us remark that a loop is QDD-representable iﬀ it is SLRE-representable. A straightforward
consequence of the theorem is that for any FIFO automaton F , rQDD is a sound acceleration for
AQDDLTSðF Þ.
6.2. CQDDs as an abstraction
A generalization of QDDs, called Constrained Queue Decision Diagrams (CQDDs), was
considered in [5]. We dont recall formally the original deﬁnition of CQDDs and refer the reader
to [5] for details. Intuitively, in the original deﬁnition, a CQDD is a ﬁnite set of accepting
components, where an accepting component is composed of a tuple of particular deterministic
automata, each recognizing a ‘‘deterministic’’ LRE, and of linear constraints (given as a Pres-
burger formula) on the number of times transitions in these automata are taken. However, it is
readily seen that these linear constraints actually relate the number of times the  is used in the
corresponding LREs. Thus, we may retranslate in our formalism the original deﬁnition of
CQDDs.
Deﬁnition 6.2. An accepting component is a pair ðr;uÞ such that:
1. r 2 LREðMÞC, and,
2. for every c 2 C, the LRE r½c contains none of the following factors: ðauÞa, uv with u; v 2 M
and a 2 M , and,
3. u is a Presburger arithmetic formula with a set of free variables X ¼ fxicjc 2 C; 16 i6 ncg
where nc is the number of occurences of  in r½c.
A Constrained Queue Decision Diagram (CQDD) is a ﬁnite set of accepting components and we
write CQDDðC;MÞ for the set of CQDDs over C and M .
This deﬁnition is more simple than the original deﬁnition (stated in [5]) given in terms of de-
terministic restricted simple automata.
We order the occurences of  in a LRE q by reading q from left to right. To a LRE q with n
occurences of , we associate a function fq : Nn ! R where fqðk1; k2; . . . ; knÞ is the word obtained
from q by replacing the ith occurence of  by ki for every i, 16 i6 n. The set of channel contents
svt associated with a CQDD v is given by svt ¼ [ðr;uÞ2vsðr;uÞt where sðr;uÞt is the set of channel
contents w 2 ðMÞC such that for some valuation v : X ! N satisfying u, we have
w½c ¼ fr½cðvðx1cÞ; vðx2cÞ; . . . ; vðxncc ÞÞ, for every c 2 C. Notice that if u is valid (i.e. satisﬁed by all
valuations) then sðr;uÞt ¼ srt is a SLRE set of channel contents.
CQDDs inspite of their power are closed under the operations we need:
Proposition 6.1 [5]. Given a CQDD v, a channel c and a message m, there exists two CQDDs v0 and
v00 such that:
sv0t ¼ fw½c :¼ m1w½cjw 2 svt;m6w½cg;
sv00t ¼ fw½c :¼ w½cmjw 2 svtg
and we write v0 ¼ ??ðc;m; vÞ and v00 ¼ !!ðc;m; vÞ.
24 A. Finkel et al. / Information and Computation 181 (2003) 1–31
We are now ready to deﬁne the FIFO symbolic representation based on CQDDs. Deﬁning
CQDD ¼ ðCQDDðC;MÞ; ;; ??; !!; s  t;[Þ, we get that CQDD is a FIFO symbolic representation
and hence ACQDDLTSðF Þ is an abstraction of LTSðF Þ.
Theorem 6.2 [5]. Every loop of a FIFO automaton is CQDD-representable.
A straightforward consequence of the theorem is that for any FIFO automaton F , rCQDD is a
sound and complete acceleration for ACQDDLTSðF Þ.
6.3. Comparison
The following theorem shows that SLRE expressible sets of channel contents are exactly the
intersection between QDD expressible sets of channel contents and CQDD expressible sets of
channel contents.
Theorem 6.3. Let L be a subset of ðMÞC. The two following assertions are equivalent:
1. there exists an SLRE symbolic channel content v such that svt ¼ L,
2. there exists aQDD symbolic channel content v and a CQDD symbolic channel content v0 such that
svt ¼ sv0t ¼ L.
Proof. We prove both directions.
1:) 2: Assume that there exists an SLRE symbolic channel content v 2 Pf ðSLREðMÞCÞ such that
svt ¼ L. Notice v is also a QDD symbolic channel content. Hence, it remains to prove to prove
that L ¼ sv0t for some CQDD symbolic channel content v0. We ﬁrst show the following claim: for
every LRE q, there exists a SLRE q0 ¼ q0 þ q1 þ    þ qm such that
(a) we have sq0t ¼ sqt, and,
(b) for every 06 i6m, qi contains none of the following factors: ðauÞa, uv with u; v 2 M and
a 2 M ,
First notice that if a LRE q contains a factor of the form ðauÞa then we may safely replace ðauÞa
in q by aðuaÞ, since this transformation preserves the meaning sqt. We repeat this process until
there is no more factor of the form ðauÞa in q. We then apply the two following transformations
(preserving the meaning of q) to remove factors of the form uv.
• if ux ¼ vx then we have ujvj ¼ vjuj. Hence uv ¼Pjvj1i¼0 uiv and we may thus eliminate uv from
q by splitting q into a sum q0.
• if ux 6¼ vx then we have ujvj 6¼ vjuj. Hence there exists u0; u00; v0; v00 2 R and k; l 2 N such that
vlv0 ¼ uku0, u ¼ u0u00, v ¼ v0v00, u00 6¼ e, v00 6¼ e and such that u00 and v00 do not start with the same
letter. For every 06 i6 l we have vi 2 uu0i and u ¼ u0iu00i for some u0i; u00i 2 R. We get that
uv ¼ ðPli¼0 viðu00i u0iÞu00i Þ þ vlv0ðu00u0Þv00v and we may thus eliminate uv from q by splitting
q into a sum q0 (notice that ðu00u0Þv00v contains none of the factors ðauÞa, uv).
Moreover, starting from the left of q, these transformations do not add any factor of the form
ðauÞa in q0. Hence we obtain that there exists a SLRE q0 satisfying conditions ðaÞ and ðbÞ above.
Now using the above claim, we get that for every r 2 v and c 2 C there exists a family ðqiÞi2Ir;c of
LREs such that
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1. we have sr½ct ¼ Si2Ir;c sqit, and,
2. for every i 2 Ir;c, qi contains none of the following factors: ðauÞa, uv with u; v 2 M and
a 2 M ,
Hence, we get:
L ¼ svt ¼
[
r2v
Y
c2C
sr½ct
¼
[
r2v
Y
c2C
[
i2Ir;c
sqit
¼
[
r2v
[
i2Pc2CIr;c
Y
c2C
sqi½ct
¼ sv0t;
where v0 is the CQDD symbolic channel content deﬁned by:
v0 ¼
[
r2v
[
i2Pc2CIr;c
ðhc 7!qi½ci; trueÞ
2:) 1: Assume that there exists a QDD symbolic channel content v 2 Pf ðREGðMÞCÞ and a
CQDD symbolic channel content v0 2 CQDDðC;MÞ such that svt ¼ sv0t ¼ L. Notice that
sv0t  Sðr0;uÞ2v0Qc2C sr0½ct. Hence, we get:
svt ¼
[
r2v
Y
c2C
sr½ct
 ! \ [
ðr0;uÞ2v0
Y
c2C
sr0½ct
0
@
1
A
¼
[
r2v;ðr0;uÞ2v0
Y
c2C
sr½ct
\ Y
c2C
sr0½ct
 !
¼
[
r2v;ðr0;uÞ2v0
Y
c2C
sr½ct \ sr0½ct :
Recall that r0 is a LRE for every ðr0;uÞ 2 v0. Therefore, according to Proposition 3.2, for every
r 2 v, ðr0;uÞ 2 v0 and c 2 C there exists a SLRE qr;r0;c such that qr;r0;c ¼ sr½ct \ sr0½ct. We ﬁnally
obtain that L ¼ svt ¼ sv00t where v00 is the SLRE symbolic channel content deﬁned by:
v00 ¼
[
r2v;ðr;uÞ2v0
hc 7!qr;r0;ci: 
Remark. A straightforward proof of the if part of Theorem 5.2 follows from the previous theorem
combined with Theorems 6.2 and 6.1. Indeed, assume that r is a non counting loop and let v be a
SLRE symbolic channel content. From Theorem 6.3, we obtain that there exists a QDD symbolic
channel content v1 and a CQDD symbolic channel content v2 such that sv1t ¼ sv2t ¼ svt. Now,
according to Theorems 6.2 and 6.1, we get that rðsv1tÞ is QDD expressible and that rðsv2tÞ is
CQDD expressible. Hence we deduce from Theorem 6.3 that rðsvtÞ is SLRE expressible, and we
can conclude that r is SLRE-representable. Note that the only if part of Theorem 5.2 cannot be
proved that way.
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However, the algorithm driven by this direct proof is surely not eﬃcient, since it needs to run
the algorithms corresponding to Theorems 6.2 and 6.1, and it also needs to compute the inter-
section of their results as in the proof of Theorem 6.3. On the contrary, the proof of Theorem 5.2
leads to a more direct algorithm manipulating only SLREs.
It is readily seen that the postASLRE and t operations can be computed in linear time for the
SLRE based abstraction. Moreover, we have
Theorem 6.4. The inclusion and the equivalence problems between SLREs are coNP-complete.
Proof. Since for every SLREs q, q0 we have
1. sqt 6 sq0t iﬀ sq0t 6¼ sqt [ sq0t, and,
2. sqt 6¼ sq0t iﬀ sq0t 6 sqt or sqt 6 sq0t,
it actually suﬃces to show that the inequivalence problem between SLREs is NP-complete.
To show that inequivalence between SLREs is in NP, we use a result of [27] stating that in-
equivalence between regular expression denoting bounded languages is in NP. Since any SLRE
denotes a bounded language, we conclude that inequivalence between SLREs is in NP.
The proof of NP-hardness is actually contained in [34]. It is proved in [34] that inequivalence
between regular expressions over a one-letter alphabet fag is NP-complete. However, they ac-
tually prove a stronger result, since they reduce in logarithmic space 3–SAT to the problem
fq 2 SLREðfagÞjsqt 6¼ ag. This shows that inequivalence between SLREs is NP-hard (and this is
still true over a one-letter alphabet). 
Observe that this does not show that the inclusion problem between SLRE symbolic channel
contents is in coNP. The following theorem gives precise complexity results for the inclusion
problem between SLRE (resp. QDD, CQDD) symbolic channel contents.
Theorem 6.5. Table 1 gives the complexity of the inclusion and the equivalence problems between
SLRE (resp. QDD, CQDD) symbolic channel contents.
Proof. First notice that SLRE (resp. QDD, CQDD) symbolic channel contents are trivially closed
under ﬁnite union, and a symbolic channel content denoting the union can be computed in linear
time. Hence, using the same trick as in the proof of Theorem 6.4, we obtain that it suﬃce to show
the complexity results for the equivalence problem only.
The N2EXPTIME-hardness result for the CQDD symbolic representation directly follows from
the N2EXPTIME-hardness of the decision problem for Presburger Arithmetic [3]. Indeed, given a
Table 1
Comparison of the inclusion and equivalenece complexity
Inclusion Equivalence
SLRE coNP-complete coNP-complete
QDD PSPACE-complete PSPACE-complete
CQDD N2EXPTIME-hard N2EXPTIME-hard
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closed Presburger formula u, we deﬁne the (single channel) CQDD v ¼ fða;uÞg and we have
svt ¼ s;t ¼ ; iﬀ u is false.
The PSPACE-hardness (resp. coNP-hardness) of the equivalence problem between QDD (resp.
SLRE) symbolic channel contents follow from the PSPACE-hardness (resp. coNP-hardness) of
the equivalence problem between regular expressions [35] (resp. between SLREs, see Theorem
6.4). We now prove the complexity upper bounds for these two problems.
Let us ﬁrst focus on the QDD symbolic representation. Following the ideas of [4], we encode, in
linear time, any vector r 2 REGðMÞC of regular expressions as a single regular expression qr over
the alphabet C M , as follows: assuming C ¼ fc1; c2; . . . ; cng, we deﬁne qr ¼ qc1  qc2   qcn where
each qci is obtained from r½c by replacing each letter m 2 M by ðci;mÞ. Observe that for any
v; v0 2 Pf ðREGðMÞCÞ we have:
svt  sv0t iff
[
r2v
Y
c2C
sr½ct 
[
r02v0
Y
c2C
sr0½ct
iff
[
r2v
sqrt 
[
r02v0
sqr0t
iff
X
r2v
qr
" #" #

X
r02v0
qr0
2
4
3
5
2
4
3
5:
Thus, we reduce in linear time the equivalence problem for QDD symbolic channel contents to
the equivalence problem for regular expressions, which is known to be belong to PSPACE.
We ﬁnally analyse the case of SLRE symbolic channel contents. We will reuse the previous
encoding of C-indexed vectors of regular expressions. Given a vector r 2 SLREðMÞC of SLREs, the
regular expression qr 2 REGðC MÞ is not necessarily a SLRE, but it clearly denotes a ﬂat lan-
guage. Since ﬂat languages (aka bounded languages) are closed under union, we reduce in linear
time the equivalence problem for SLRE symbolic channel contents to the equivalence problem for
regular expressions denoting bounded languages. This conludes the proof, since inequivalence
between regular expression denoting bounded languages is in NP [27]. 
Let us remark that the complexity lower bounds of the previous theorem still hold in the single
channel case.
Compared to QDDs and CQDDs, SLREs seem to have more practical relevance, since they are
usually enough to represent sets of FIFO contents and to iterate loops (see Table 2), and they have
a better complexity. Starting from a single initial state of FIFO automaton with one channel, the
Table 2
Comparison of the accelerations
One channel Multiple channels
SLRE rSLRE : sound, complete rSLRE : sound, non complete
rSLRE : non sound, complete
QDD rQDD: sound, complete rQDD: sound, non complete
CQDD rCQDD: sound, complete rCQDD: sound, complete
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generic Symbolic Tree algorithm applied to these three abstractions/accelerations will give the
same result. For FIFO automata with multiple channels, rSLRE and rQDD applied to an SLRE
abstract state produce the same regular languages.
7. Conclusion
The goal of this paper was to give a general setting for the fast computation of post (and pre
by duality). The contributions of the paper are two fold: the investigation of SLREs as a symbolic
representation, and the use of abstractions as a uniform mechanism for explaining symbolic
representations and accelerations. In particular, we have been able to investigate the relation
between SLREs and other formalisms such as QDDs and CQDDs.
The two algorithms deﬁned in Section 4 become implementable when the abstract inclusion v is
decidable, and when the three total functions postA, t and r are computable. This is the case for
the SLRE based abstraction (and also for the QDD and CQDD based abstractions), hence our
abstraction ASLRELTSðF Þ and its two associated accelerations rSLRE;rSLRE are eﬀective.
Pressburger formulas are usually used to symbolically represent counter values. Comon et al.
showed in [12] that the eﬀect of arbitrary iteration of a loop in a multiple counters automaton can
be described by a Pressburger formula. Thus, an abstraction based on Pressburger formulas,
along with a sound and complete acceleration can be deﬁned for multiple counters automata.
Our general abstraction and acceleration framework can also capture the notions of well
structured transition systems [2,15,16,19]. In [15,16], an acceleration is deﬁned by means of limits
(or lubs) in order to compute a ﬁnite coverability tree. No acceleration is used in [2,19] since the
abstract domain satisﬁes the ascending chain condition.
We expect that these notions would carry over to accelerations of parametrized systems [6] and
to combinations of symbolic representations – topics we propose to consider in the near future.
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