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Abstract
In this work a scattering theory is developed to simulate the gas-surface scattering procedure
in three dimensions, using an iterative algorithm and classical mechanics for the collision process,
that describes both direct scattering and trapping-desorption of an incident beam of atomic particles.
The initially trapped fraction of particles can be followed as they continue to make further collisions
with the surface until they are all eventually promoted back into the positive energy continuum and
leave the surface region.
With two different models, the discrete model and the smooth-surface model of the differential reflection coefficient, a series of calculation are made to give some quantitative descriptions and
to interpret recent experimental measurements. Two types of incident conditions are considered,
one is a well defined beam impinging on a surface and the other is special case, for which the incident
gas is in an equilibrium distribution.
Under many circumstances, when gas atoms or molecules collide with clean and ordered
surfaces, the energy-resolved scattering spectra exhibit two clearly distinct features due to direct
scattering and to trapping in the desorption well with subsequent desorption. James Clerk Maxwell
is credited with being the first to describe this situation by invoking the simple assumption that
when an impinging gas beam is scattered from a surface it can be divided into a part that exchanges
no energy and specularly reflects and another part that equilibrates or accommodates completely
and then desorbs with an equilibrium distribution. The discrete model is used to deal with this issue,
it allows a rigorous test of the Maxwell assumption and determines the conditions under which it is
valid. The theory also gives quantitative explanations of recent experimental measurements which
exhibit both a direct contribution and a trapping-desorption fraction in the energy-resolved spectra.
With the smooth-surface model, a number of theoretical calculations are carried out to compare with recently published experimental data for rare gases colliding with molten metal surfaces.
ii

For the Ga surface, an effective mass which implies a collective effects from the surface is discussed.
The calculated results match the data reasonably. Some theoretical simulations are given to show
how the final state of these distributions evolve as a function of desorption time.
The case of equilibrium incident gas particles is treated with the smooth-surface model. The
work for this case is mainly used to obtain the energy accommodation coefficient. A set of energy
accommodation coefficients are calculated and compared with the available experimental data.
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Chapter 1

Introduction
Extensive experiments for measuring the gas-surface scattering have been made recently
[CMM+ 00, MMCN03, FRS07, MN01, IGY+ 04, DSDM03, MJD+ 03, HWH+ 00, WWB+ 03] and in the
past years. [TMM+ 98, JEHWA79, WM72, BH97, GHS98, JEHWJA85, HWJA83, RBA89, LGMN94,
RKMN96, KNHLM93, FHK+ 82, MRS+ 85, KLA81, RFKA85, WK95, PNH88, AFMC99, RKF+ 87,
SRV+ 83, SKZ88] Different incident gas distributions were considered, such as a gas in equilibrium
with the surface or a well-defined incident beam, i.e., a nearly uniform incident momentum beam.
Also some experiments are done with different surfaces types, such as molten metal surfaces, surfaces
with corrugations, well cleaned metal surfaces, and so on. Rare gas atoms are the most widely used
gas species.
Once a beam of incoming atoms interacts with the surface, under the conditions for which
only physisorption occurs, a fraction will be directly scattered while the remainder will be trapped
in the potential well. Of the trapped fraction, some will lose sufficient energy to be actually trapped
in the well with negative total energy while others, even though they have positive total energy, will
scatter at angles sufficiently close to grazing that they will be scattered back towards the surface
by the attractive part of the well. This latter, positive energy, part of the trapped particles is
often called the chattering fraction. The trapped portion of the incident beam will continue to
have interactions with the surface and with each subsequent interaction some will receive enough
energy and will be projected sufficiently close to the surface normal that they can escape, while the
remainder will continue to be trapped. Eventually, in a closed system, all particles initially trapped
will ultimately desorb from the surface, although for low temperatures and deep potential wells this
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could take a very large time.
Trapping and sticking are important processes that occur in gas-surface interactions. Sticking is generally associated with strong chemical bonding to the surface and once bound the stuck
particle does not desorb. Trapping, on the other hand, is associated with the potential well created
by the relatively weak Van der Waals potential and in many circumstances trapped gas particles
will desorb after a period of residing in the physisorption well near the surface.
Maxwell is credited with being the first to study trapping process by invoking the simple
assumption that a gas impinging on a surface can be divided into two fractions, one that exchanges
no energy with the surface and the other that equilibrates or accommodates completely and desorbs
with an equilibrium distribution. [Max79] This idea was taken up early in the twentieth century
by Knudsen who introduced the concept of the term “coefficient of thermal accommodation” to
measure the efficiency of energy exchange at the interface between a gas and a surface and developed
a theoretical framework in which to describe it. [Knu50] Since this early work it has become standard
to assume in gas-surface collisions that the fraction of the incident gas beam that is trapped and
subsequently desorbed leaves the surface in an equilibrium distribution, i.e., its accommodation
coefficient is assumed to be unity and its distribution function is the Knudsen flux. The assumption
of Maxwell is very useful because it appears to explain experimental results measured under quite
different conditions, however, such an assumption has never been adequately verified theoretically.
There are a large number of theories describing scattering in the case of the well-defined
incident monatomic beam on the surface. Some of them are for one dimension and others are for three
dimensional case. The one dimensional models are readily calculated on a computer with relatively
short computational times, and there is a long history of using the one dimensional models. Often
the one dimensional models can give some reasonable qualitative prediction of the behavior of the
gas-surface scattering, but it is obvious that the one dimensional model is inadequate for describe
the real physical problem. Compared to the one dimensional models, three dimensional models
can give better and more detailed behavior of the gas-surface scattering, but they require lengthy
computational time and powerful computers. Based on current condition of the computational
ability, usually the calculations with the three dimensional models are simplified, they either just
consider one collision or some few collisions or do not consider the existence the potential well in
front of the surface.
In this work, through an iterative algorithm, all of the trapped particles are followed as they
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continue to have collisions with the surface, and at each iteration the negative energy fraction, the
chattering fraction, and that fraction which is desorbed is recalculated. In this manner the energy
distribution of the slowly diminishing trapped particle fraction as well as the energy and angular
distribution of the desorbed (or scattered) particles can be followed, and a trapping time can be
calculated. By following the initial direct scattering and the sum of all the subsequently desorbed
particles the approach to equilibrium of the trapping-desorption fraction can be monitored. Two
three dimensional classical models will be applied, and these are the discrete model and the smoothsurface model, to simulate the multiple collision process with the iterative method.
The special case of an incident gas in an equilibrium distribution is also considered in this
work. The smooth-surface classical model is used to calculate the “equilibrium energy accommodation coefficient” and compare with experimental data.
In the remainder of this work the theory is fully developed together with a description of
the iteration method in the immediately following Chapter 2. In Chapter 3, many calculations with
the discrete model are done. The work for the well defined incident beam with the smooth-surface
model is discussed in the Chapter 4. In Chapter 5, the special case for an equilibrium incident gas
is discussed and the energy accommodation coefficient is calculated.
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Chapter 2

Theory
The iteration method for describing the multiple trapping-desorption process is based on the
differential reflection coefficient dR(pf , pi )/dEf dΩf , in three dimensions which gives the probability
that a particle with well-defined incident energy impinging on the surface at a given angle will be
scattered into the small interval dEf centered about the final value Ef and the small interval dΩf
centered about the final solid angle Ωf .

2.1

Effect of an Attractive Potential Well
Besides the repulsive interaction potential from the surface, there is a Van der Waals force

between the surface and the incident atomic projectile. This force will create an attractive potential.
In the classical domain, this potential well speeds up the incoming projectile and refracts the projectile to make it more normal to the surface. The well also provides channels for inelastic sticking
and trapping. In this dissertation, we only consider the physisorption process, so sticking, generally
associated with the chemisorption, is not considered. In addition to the refraction and acceleration,
the potential well also plays an important role in shaping the scattering spectra for the incident
particle, such as the angular and energy distributions.
An important aspect for describing the interaction between the incident gaseous particle
with a surface is to address the question of a physisorption potential well before the surface, and to
determine its role in both scattering and trapping. A simplified attractive square well with depth D
in front of the surface is introduced for this purpose. Though the shortcoming for this replacement
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is that the well depth of constant value D is far from the 1/z 3 behavior of the leading term of the
Van der Waals potential, the square well includes the two major effects of refraction and increasing
the energy.
If the well is wider than the selvage region of the surface then its width is unimportant,
and the effect of the collision is to replace the perpendicular component of the momentum near the
surface by an enhanced value, which includes the well depth D.
Thus inside the well, the energy Ei or Ef is changed to Ei0 = Ei + D or Ef0 = Ef + D,
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and the perpendicular component of the momentum piz is changed to p0iz , where p0iz = p2iz + 2mD,
due to the increase of the energy, and similarly for the outgoing momentum p0f z . The relationship
among the incident and final momentum vectors and energies inside and outside the well is given
below. Primed quantities represent values inside the well.

p0iz

=

p

p0f z

=

q

2mEi0 cos(θi0 ),
2mEf0 cos(θf0 ),

and

cos θi0
cos θf0

s

Ei cos2 θi + D
,
Ei + D

s

Ef cos2 θf + D
.
Ef + D

=
=

(2.1)

Because of the refraction of the potential well, the differential reflection coefficient, written
as dR(pf , pi )/dEf dΩf which gives the fraction of an incident beam of momentum pi that is scattered
into the small energy interval and small solid angle in the direction of the scattered momentum pf ,
inside the well is related to that outside by a simple Jacobian depending on energy, polar angle
and the well depth, since the measurements are always taken outside. The asymptotic differential
reflection coefficient, which is at the position of the detector sufficiently away from the surface is
therefore, given by,
dR(p0f , p0i ) dEf0 dΩ0f
dR(pf , pi )
=
,
dEf dΩf
dEf0 dΩ0f dEf dΩf
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(2.2)

where the Jocobian is given by,
Jacobian =

dEf0 dΩ0f
.
dEf dΩf

(2.3)

and relates the differential reflection coefficient inside the well to that outside the well. The expression for Jacobian with all its elements is given by,

dEf0 dΩ0f
=
dEf dΩf

∂Ef0
∂Ef
∂φ0f
∂Ef
∂ cos(θf0 )
∂Ef

∂Ef0
∂φf
∂φ0f
∂φf
∂ cos(θf0 )
∂φf

∂Ef0
∂(cos(θf ))
∂φ0f
∂(cos(θf ))
∂(cos(θf0 ))
∂(cos(θf ))

(2.4)

and it is reduced to the following expression:
Ef cos(θf )
Jacobian = p
.
2
(Ef cos (θf ) + D)(Ef + D)

2.2

(2.5)

Iteration Method
The differential reflection coefficient obeys the unitarity condition which assures that the

number of particles scattered equals the number incident on the surface
Z

∞

Z
dEf

dΩf

0

dR(pf , pi )
=1
dEf dΩf

(2.6)

Within this model, the trajectory of a given atom consists of successive collisions with the
surface. The incoming beam first enters the well and then proceeds to have a first collision with
the repulsive wall that scatters into a distribution of energies and angles dictated by the differential
reflection coefficient. Some of these scattered particles have sufficient energy and small enough polar
angles to escape out of the well, this is the direct scattering portion. The remaining particles are
trapped, they are specularly reflected by the front face of the potential well, and then they travel
back to the repulsive potential where they suffer a second collision. This process repeats multiple
times until all of the initially trapped atoms eventually escape the confines of the potential well.
Based on a zeroth order differential reflection coefficient dR0 (pf , pi )/dEf dΩf which, for
each collision with the repulsive potential, gives the probability of scattering from momentum state
pi to pf the total differential reflection coefficient after n such collisions can be written schematically

6

as
Z
dR(pf , pi )
dR0 (pf , pi )
dR0 (pf , pb ) dR0 (pb , pi )
=
+
dEb dΩb
dEf dΩf
dEf dΩf
dEf dΩf
dEb dΩb
Z
0
1
dR (pf , pb ) dR (pb , pi )
+
dEb dΩb
+ ...
dEf dΩf
dEb dΩb
Z
dR0 (pf , pb ) dRn−1 (pb , pi )
+
dEb dΩb
,
dEf dΩf
dEb dΩb

(2.7)

where the intermediate integrations in the higher order terms are carried out only over those energies
and angles that pertain to particles trapped in the bound states.
Such a procedure lends itself to an iterative formulation in which the scattered distribution
remaining in the well after the last collision becomes the source for the next collision. The angular
and energy space within the well is divided into bins sufficiently small so as to obtain good numerical
precision and it is necessary to keep track separately of the three different types of trajectories, i.e.,
the trapped particles with negative total energy (the trapping fraction), the trapped particles with
positive energy (the chattering fraction) and those that escape at each iteration (the trappingdesorption fraction).
An explicit mathematical description of how this is accomplished is as follows. After the nth
(n ≥ 1) iteration, the differential reflection coefficient inside the potential well dRn (p0f , p0i )/dEf0 dΩ0f
is:

dRn (p0f , p0i )
dEf0 dΩ0f


n
dRn−1 (p0f , p0i ) dRCon
(p0f , p0i )



+

dEf0 dΩ0f
dEf0 dΩ0f
=
0
n
0
dP (pf , pi )




dEf0 dΩ0f

; Ef0 > D, 0 < θf0 < θf0 c
,

(2.8)

; otherwise

where the upper line of the left hand side of Eq. (2.8), labeled with the conditions Ef0 > D and
0 < θf0 < θf0 c , gives the intensity scattered into the continuum states after n iterations and consists
of the contribution that was already in the continuum state after n − 1 iterations plus the fraction
contributed to the continuum by the nth iteration. The critical angle for reflection of particles in the
positive energy chattering fraction from the front of the well is θf0 c which is dependent on energy and
given by an equation similar to Eq. (2.1). The fraction that remains trapped in the well is divided
into the sum of the positive energy chattering fraction and the negative energy trapped fraction,
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denoted respectively by the subscripts C and T , according to
n
dRC
(p0f , p0i ) dRTn (p0f , p0i )
dP n (p0f , p0i )
=
+
0
0
dEf dΩf
dEf0 dΩ0f
dEf0 dΩ0f

(2.9)

The positive energy chattering and negative energy trapped fractions are further divided as follows:
n
dRC
(p0f ,p0i )
dEf0 dΩ0f

=

n
dRT
(p0f ,p0i )
dEf0 dΩ0f

=

1
Nn


dRn−1 (p0 ,p0 )
[1 − N (p0f ; θf0 )] CdE 0 dΩf0 i +

n
dRIC(C)
(p0f ,p0i )
0
dEf dΩ0f

1
Nn


dRn−1 (p0 ,p0 )
[1 − N (p0f ; θf0 )] TdE 0 dΩf0 i +

n
0
0
dRIC(T
) (pf ,pi )
dEf0 dΩ0f

f

f



+

n
0
0
dRIT
(C) (pf ,pi )
0
0
dEf dΩf

n
0
0
dRIT
(T ) (pf ,pi )
dEf0 dΩ0f



+

,

(2.10)

.

(2.11)

and

f

f

In the above equations the factor [1 − N (p0f ; θf0 )] where N (p0f ; θf0 ) is the ratio of normal velocity to
that of the maximum normal velocity of all bound state energy channels, given by

N (p; θ) =

p cos θ
,
PzM ax

(2.12)

where PzM ax is the largest normal momentum component of all the trapped particles and p cos θ is
the momentum component in the z direction for any other trapped particle. The term multiplied
by this factor takes account of the fact that the slower particles collide less often than the faster
particles. The N n is a normalization coefficient chosen such that dRn (p0f , p0i )/dEf0 dΩ0f is normalized
as in Eq. (2.6).
The intermediate differential reflection coefficients for the chattering and negative energy
trapped fractions at each iteration are given by
n
dRIC(X)
(p0f , p0i )

dEf0 dΩ0f

∞

Z

dEq00

=

π
2

Z

θf0 c

D

dθq00

2π

Z

dφ00q

0

× N (p00q ; θq00 )

dR0 (p0f , p00q )
dEf0 dΩ0f

(2.13)

n−1
dRC
(p00q , p0i )
,
dEq00 dΩ00q

and
n
0
0
dRIT
(X) (pf , pi )

dEf0 dΩ0f

Z
=
0

D

dEq00

π
2

Z
0
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dθq00

Z
0

2π

dφ00q

dR0 (p0f , p00q )
dEf0 dΩ0f

(2.14)

× N (p00q ; θq00 )

dRTn−1 (p00q , p0i )
,
dEq00 dΩ00q

where the symbol X can stand for any one of the three possibilities: C for the chattering fraction, T
for the negative energy trapped fraction or Con for the fraction that goes into the continuum. For
n
0
0
0
0
example, dRIT
(C) (pf , pi )/dEf dΩf is the intermediate differential reflection coefficient giving the

probability during the nth iteration that a particle will make a transition from the negative energy
trapped fraction to the chattering fraction. Finally, the contribution to the continuum states in the
total differential reflection coefficient of Eq. (2.8) coming from the nth iteration is
(

n
dRCon
(p0f , p0i )
1
= n
dEf0 dΩ0f
N

n
dRIC(Con)
(p0f , p0i )

dEf0 dΩ0f

+

n
0
0
dRIT
(Con) (pf , pi )

)

dEf0 dΩ0f

.

(2.15)

At the end of n iterations the fraction of all incident particles that remain trapped in the
positive energy chattering states is

PCn

∞

Z
=

π
2

Z

dEf0

θf0 c

D

dθf0

2π

Z

dφ0f

0

n
(p0f , p0i )
dRC
,
dEf0 dΩ0f

(2.16)

dRTn (p0f , p0i )
.
dEf0 dΩ0f

(2.17)

while the fraction trapped with negative total energies is

PTn

D

Z
=

π
2

Z

dEf0

0

dθf0

2π

Z

0

dφ0f

0

Thus the total trapped fraction after n iterations is

P n = PCn + PTn .

(2.18)

The fraction escaping into the continuum state after n iterations is

n
PCon
=

Z

∞

D

dEf0

Z

θf0 c

dθf0

0

Z
0

2π

dφ0f

dRn (p0f , p0i )
,
dEf0 dΩ0f

(2.19)

and the unitarity condition assures that the total number of particles is conserved

n
PCn + PTn + PCon
=1.

(2.20)

The major numerical operation in this procedure are the two volume integrals associated
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with evaluating the intermediate differential reflection coefficients of Eqs. (2.13) and (2.14) and
the unitarity summations of Eqs. (2.16), (2.17) and (2.19), which taken together amount to a 6dimensional integral. The angular integrations are carried out using Gauss-Legendre quadratures
and the energy integrals use Gauss-Laguerre quadratures. Because classical differential reflection
coefficients are positive definite and typically tend to consist of a single broad peak or a small number
of such peaks in both the energy and angular variables, Gauss quadratures are ideally suited for
these integrals.

2.3

Desorption Time
To obtain the trapping time τ a variety of methods can be used, but we have found that the

most convenient is to first calculate the average speed normal to the surface for the trapped particles
after each iteration. The time for that iteration is then determined as that required to travel the
distance 2b from the repulsive wall to the front of the well and back.
The average normal speed and the root mean square speed for the positive energy trapped
fraction are:
1
< vz >nC = n
PC

∞

Z

dEf0

Z

π
2

θf0 c

D

dθf0

s

2π

Z

dφ0f

2Ef0
m

0

cos(θf0 )

dPTn (p0f , p0i )
,
dEf0 dΩ0f

v
uR ∞
R 2π 0 2Ef0
R π2
dP n (p0 ,p0 )
0
0
2 (θ 0 ) T f i
u
dθ
cos
dE
dφ
0
f
f
f
f
θ
m
dEf0 dΩ0f
t
D
0
fc
n
vC
=
,
n
PCh

(2.21)

(2.22)

and for the negative energy trapped fraction they are

< vz >nT =

1
PTn

Z

D

dEf0

0

Z
0

π
2

dθf0

Z

s

2π

0

dφ0f

2Ef0
m

cos(θf0 )

dPTn (p0f , p0i )
,
dEf0 dΩ0f

v
uR D
R π2 0 R 2π 0 2Ef0
dP n (p0 ,p0 )
0
2 (θ 0 ) T f i
u
dE
dθ
dφ
cos
f
f
f
f
m
dEf0 dΩ0f
t 0
0
0
vTn =
n
PT

(2.23)

(2.24)

The total trapping time is then given by summing the times at each iteration

τ = 2b

X
n

PTn
1
PCn
+
< vz >nT P 0
< vz >nC P 0
1
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= τT + τ C ,

(2.25)

where P 0 is the fraction of initially trapped particles. The actual definition of trapping time used
in this work is the time required for the fraction of trapped particles remaining in the well to be
reduced to one percent of the number of incident atoms.
The method of calculation of the average trapping time is clearly not unique and we have
evaluated it several ways using the trapped fraction probabilities as in Eqs. (2.21) and (2.23) above.
For example, instead of determining the average speed one can use the root mean square normal
speed, or find the average time directly by obtaining the average of 2b/vz at each iteration. In cases
in which the trapping time is relatively long, all of these different methods yielded values which were
quite similar. For all average trapping times reported here the width of the well was taken to be
b = 3 Å and Eq. (2.25) shows that τ then scales linearly with b.
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Chapter 3

Trapping, Desorption and the
Approach to Equilibrium
3.1

Introduction
The purpose of this work is twofold. First, we test the Maxwell assumption of equilibrium

for the trapping-desorption fraction using realistic calculations for a simple model of the gas-surface
potential and determine when such an assumption is valid. Second, we demonstrate that a model
of the interaction potential that retains the basic elements necessary for trapping, when combined
with a calculation that contains correct statistical mechanics, can explain modern high-precision
energy-resolved scattering measurements. The projectile is taken to be an atom and its interaction
potential is taken to be an attractive square well with a strongly repulsive surface barrier. The
calculations are carried out using classical mechanics, which is justified for many systems of interest
in rarefied surface dynamics. A classical treatment means that the results will describe heavy mass
atoms at higher energies and surfaces at high temperatures where quantum mechanical effects are
not dominant. The use of an attractive square well to approximate the slowly-varying Van der Waals
potential is also reasonable when used with a classical calculation since it gives a good description
of the two primary effects upon entering the well which are an increase in energy and a refraction
of the atom to steeper angles toward the surface. We have earlier presented results using a similar
model for one-dimensional scattering. This work extends those earlier results to the much more
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realistic and more complicated case of fully three-dimensional scattering. [FM05]
Through the iterative algorithm, all of the trapped particles are followed as they continue
to have collisions with the surface, and at each iteration the negative energy fraction, the chattering
fraction, and that fraction which is desorbed is recalculated. In this manner the energy distribution
of the slowly diminishing trapped particle fraction as well as the energy and angular distribution of
the desorbed (or scattered) particles can be followed, and a trapping time can be calculated. By
following the initial direct scattering and the sum of all the subsequently desorbed particles the
approach to equilibrium of the trapping-desorption fraction can be monitored.
What is determined from these calculations is that for shallow potential wells and large
surface temperatures, conditions for which little trapping is expected, the desorbed fraction leaves
the surface very quickly and does not at all resemble an equilibrium Knudsen flux. However, for
deeper wells and lower temperatures where the majority of the incident beam particles are trapped,
it is found that the energy distribution of the trapped fraction rather quickly saturates to a stable
functional form while the total number of trapped particles slowly diminishes. As a function of
initial conditions favorable to trapping, e.g., low incident beam energy, deep wells and low surface
temperatures, the approach of the scattered particles towards an equilibrium distribution is followed.
We find that in most circumstances, the energy distribution of the scattered particles readily approaches equilibrium form even for trapping times that are relatively short. The approach of the
angular distribution to equilibrium form, which is a Knudsen cosine distribution independent of
azimuthal angle, occurs much more slowly and only for very large trapping times. Thus this work
provides a real prediction for the conditions under which the Maxwell assumption can be applied
with reasonable accuracy.
This Chapter is organized as follows: the scattering model is fully developed together with
a description of the Section 3.2. In Sec. 3.3, a number of calculated results describing the approach
of the trapping-desorption fraction towards equilibrium are shown and discussed. In Sec. 3.4, calculations are compared with the experimental data of Gibson, Isa and Sibener. [GIS03]. Conclusions
are discussed in Sec. 3.5.

13

3.2

Theory
The differential reflection coefficient is the only remaining element of this procedure that

needs to be specified. There are a number of choices that have been used in the past to describe
classical mechanical collisions of atoms with vibrating surfaces. [Sj9, BN82, MM96] The simplest of
these, and the most appropriate for the present calculations, is the differential reflection coefficient
for an atomic projectile colliding with a surface of discrete scattering centers of mass M whose
initial momenta are distributed in an equilibrium distribution at temperature TS . This is given
by: [Sj9, Mic81, Man91]

dR(pf , pi )
m2 |pf |
2
=
|τf i |
dEf dΩf
8π 3 h̄4 piz



π
kB TS ∆E0

1/2



(Ef − Ei + ∆E0 )2
exp −
,
4kB TS ∆E0

(3.1)

where ∆E0 = (pf − pi )2 /2M is the recoil energy, piz is the z component of the incident momentum,
2

kB is the Boltzman constant, |τf i | is the form factor of the scattering center which depends on
the interaction potential. To lowest order, the amplitude |τf i | is identified as the transition matrix
element of the elastic interaction potential extended off the energy shell [MCH94], however, for this
work we use the value appropriate for hard sphere scattering which is a constant. The differential
reflection coefficient of Eq. (3.1) can be obtained from a purely classical calculation or from a
quantum mechanical formulation in which the classical limit is extracted. In the case of a completely
classical derivation the constant h̄ is unspecified except for its dimensions of action, whereas quantum
derivations identify h̄ as Planck’s constant divided by 2π.
The distributions of the particles in the continuum state are discussed in the following
sections. These features after each iteration can be obtained based on the differential reflection
coefficient derived from the iteration method. For the particles in the continuum state after each
iteration discussed below in Section 3.3, the energy distribution is:
dP n
=
dEf

Z

π/2

2π

Z
sin θf dθf

0

dφf
0

dRn (pf , pi )
,
dEf dΩf

(3.2)

the distribution in final polar angles θf is:
dP n
=
dθf

Z

∞

2π

Z
dEf

0

dφf
0
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dRn (pf , pi )
,
dEf dΩf

(3.3)

and the distribution in final azimuthal angles φf is:
dP n
=
dφf

3.3

Z

∞

Z
dEf

0

π/2

sin θf dθf
0

dRn (pf , pi )
.
dEf dΩf

(3.4)

The Approach to Equilibrium
In this section we present a number of calculations that demonstrate the approach towards

an equilibrium distribution of the trapping-desorption fraction. The parameters are primarily chosen
to represent either Ar or Ne scattering from a tungsten surface. This leads to a set of guidelines for
when one may expect the Maxwell assumption to be valid, i.e., for when the trapping-desorption
fraction approximates an equilibrium distribution.
Fig. 3.1 shows an example calculation of the evolution of the energy distribution as a function
of number of iterations for the case of argon scattering from a tungsten surface. The incident angle is
45◦ , the incident energy is 1 meV, the well depth is chosen to be 80 meV and the surface temperature
is 303 K. The dotted curve shows the continuum energy distribution after the first iteration, which
is the second collision with the surface. The trapping fraction is P 1 = 0.953, indicating that 95.3%
of the incident particles remain trapped in the potential well. The dashed and dash-dotted curves
show the evolution of the continuum scattered distribution after increasing numbers of iterations of
5, 50 and 500. After 500 iterations there is still approximately one third of the incident particles
trapped. After 2124 iterations the trapped fraction drops below the arbitrary threshold of 1% of the
incident particles.
Also shown for comparison in Fig. 3.1 is the Knudsen distribution given by


dP
Ef cos θ
E
=
exp −
.
dEdΩf
π(kB TG )2
kB TS

(3.5)

It is clearly seen that the total scattered distribution closely approximates the Knudsen flux when
nearly all the initially trapped particles have been desorbed.
What is actually plotted in Fig. 3.1 is the integral over all final angles of the differential
reflection coefficients in Eq. (3.2), which is essentially the average energy distribution scattered over
all outgoing angles. However, the energy distribution at any fixed final polar and azimuthal angle
behaves quite similarly and at the maximum iteration number the dependence of the distribution
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Figure 3.1: Argon scattering from a tungsten surface. The evolution of the final energy distribution
for particles scattered into the continuum states after a specified number of iterations. The surface
temperature is 303 K, the incident energy Ei = 1 meV, the well depth D is 80 meV and the incident
angle θi = 45◦ . Five curves of the final distributions for the iteration numbers N = 1, 5, 50, 500
and 2124 are shown. For comparison a Knudsen equilibrium flux is given as open circles.
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on energy is essentially the same at all angles. This is in agreement with the Knudsen flux which
has exactly the same energy dependence at all final angles.
The average trapping time as calculated using the average normal speed from Eq. (2.25) in
order to reach the arbitrary threshold of 1% of the particles still remaining trapped is τ ≈ 4.4 × 10−9
s. If the number of iterations is extended to larger than the N = 2124 shown in Fig. 3.1 there is
essentially no change in the scattered distribution because the number of particles remaining in the
well is insignificant.
For incident energies small compared to the well depth D the final, converged energy distribution after a large number of iterations is independent of incident energy and incident angle.
However, the distributions calculated after only a small number of iterations will vary somewhat
with the choice of these incident parameters.
The evolution of the angular distribution for the same Ar/W system as shown in Fig. 3.1
is given in Fig. 3.2. It is seen that as the number of iterations increases the angular distribution as
a function of the polar angle θf gradually approaches the cos θf form of the Knudsen flux which is
shown as open circles. The calculations of Figs. 3.1 and 3.2 very quickly become independent of the
azimuthal angle φ even for very small numbers of iterations. This is consistent with the behavior of
the Knudsen flux of Eq. (3.5) which is independent of azimuthal angle.
For the set of initial conditions chosen in Fig. 3.2 it is seen that the angular distribution
does not achieve a Knudsen distribution even at the largest iteration number calculated. The shape
closely resembles a cosine function but, for example, its value at θf = 0 is only about 88% of that
for the corresponding Knudsen cosine. This behavior is typical of many of the systems examined,
if the well depth is sufficiently large, and the incident energy small compared to D and kB TS the
system will usually achieve an equilibrium energy distribution after large numbers of iterations, it
becomes independent of azimuthal angle very quickly, but the polar angular distribution is usually
very slow to converge to the equilibrium cosine distribution as seen in Fig. 3.2 and also in Fig. 3.7
below.
Fig. 3.3 shows the evolution of the final φ distribution. All the parameter are same as in
Fig. 3.1. Four iteration numbers are chosen to show the procedure. After each one, the distribution
is a straight line which means the scattered particles are uniformly distributed in azimuthal angle.
This is of interest to see this special case. It means that for a deep well depth and low incident
energy the azimuthal angle behavior of the incident particles is quickly accommodated. Since the
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Figure 3.2: The evolution of the final distribution in polar angle θf for the Ar/W system with the
same parameters as in Fig. 3.1. A Knudsen cosine distribution is shown as open circles.
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Figure 3.3: The evolution of the final phi distribution for the scattered particle in the continuum
state for Ar/W system. The parameters are same as in Fig. 3.1. The iteration numbers used for
examples are N = 1, 50, 500 and 2124.
incident angle is randomly chosen, the uniform distribution means that no matter what the incident
angle is, the probability at each φ is same.
The evolution of a system towards a final equilibrium distribution as a function of potential
well depth D is shown in Fig. 3.4, 3.5 and 3.6 for different incident angles. In Fig. 3.4, the parameters
are similar to the Ar/W system of Fig. 3.1 above, the projectile is incident normally at θi = 0◦ with
Ei = 1 meV and TS = 303 K but completely converged calculations (meaning less than 1% of the
incident particles remain trapped) are shown for the three different well depths of 20 meV, 50 meV
and 80 meV. This figure shows clearly that even if the incident energy is very small and the initially
trapped fraction is large, the total scattered distribution does not approach equilibrium unless the
adsorption well is sufficiently deep to cause long average trapping times. For a shallow well of 20
19

Figure 3.4: Final energy distributions Ar/W system as a function of potential well depths D = 20
meV, 50 meV and 80 meV as shown. The temperature of the surface is 303 K, the incident energy
Ei = 1 meV and θi = 0◦ . A Knudsen distribution is shown as open circles.
meV, with an average desorption time of about 5.31 × 10−10 s as shown in Table 3.1, the final
distribution deviates strongly from an equilibrium distribution. It is only when the well depth is
increased to about 80 meV, with the corresponding average trapping time of about 4.4 × 10−9 s,
that near-equilibrium conditions are achieved.
Fig. 3.5 and 3.6 show examples for the incident angle at 45◦ and 85◦ . The 85◦ incident
angle means nearly glazing incidence. The behaviors of the final distributions with the well depths
in both figures are quite similar to the one in Fig. 3.4.
The response of the angular distribution of the final scattered particles for the same conditions as shown in Fig. 3.4 is given in Fig. 3.7. The progression towards a cosine distribution is
clearly evident with increasing well depth, but even for the quite large value of D = 200 meV, for
which the average trapping time is 6.4 × 10−7 s, the result deviates somewhat from cosine behavior.
At θi = 0◦ the calculated value is 96% of the cosine maximum.
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Figure 3.5: Same as Fig. 3.4, except the incident angle is θi = 45◦ .
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Figure 3.6: Same as Fig. 3.4, except the incident angle is θi = 85◦ .
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Figure 3.7: The polar angular distribution for the same system shown in Fig. 3.4. The evolution
towards the Knudsen distribution, displayed as open circles, is shown for a series of increasing well
depths.
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Figure 3.8: Same as Fig. 3.7 except the incident angle is 45◦
Two more figures for the angular distribution of the final scattered particles corresponding
to the systems in Fig. 3.5 and 3.6 are shown as Fig. 3.8 and 3.9. The incident angles are 45◦ and
85◦ .
An example showing the effect of mass on the convergence towards equilibrium is shown in
Fig. 3.10 corresponding to Ne scattering from tungsten at 1 meV of incident energy. For this system
the mass ratio is roughly half that of Ar/W and approximate equilibrium behavior is not achieved
unless the well depth is approximately 150-200 meV in depth. The corresponding average trapping
time for D = 200 meV is about 3.9 × 10−7 s as seen from Table 3.2.
The effects of mass on the approach to equilibrium is even more dramatically exhibited in
Fig. 3.11 which shows the scattered energy distribution as a function of the projectile to surface
mass ratio µ. The well depth is chosen to be 50 meV, the incident energy is 1 meV, θi = 45◦ and the
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Figure 3.9: Same as Fig. 3.7 except the incident angle is 85◦
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Figure 3.10: Energy distribution of the scattered particle for Ne/W for several well depths as shown.
The temperature of the surface is 303 K, the incident energy Ei = 1 meV and θi = 0◦ . The Knudsen
distribution is shown as open circles.
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Figure 3.11: The energy distribution as a function of the mass ratio µ for a system with θi = 45◦ ,
Ei = 1 meV, TS = 303 K and D = 50 meV.
temperature is 303 K. When the mass ratio is small, for instance µ = 0.005 corresponds to hydrogen
atoms scattering from tungsten, the total scattered intensity is far from an equilibrium distribution.
However, for a mass ratio of about one-third the scattered spectra is very nearly in equilibrium.
The method of calculation presented here permits an examination of the energy distribution
of the trapped particles at any average time after the initial collision. An example of this is shown
in Fig. 3.12 for Ar/W with the same initial conditions as in Fig. 3.1. Fig. 3.13 shows the similar case
to Fig. 3.12, but the distributions are re-normalized so as to closely overlap with each other for the
purpose of comparison. Both the negative energy trapped fraction and the positive energy chattering
fraction are exhibited and it is seen that even after a very few iterations a smooth distribution with
a maximum in the negative energy range appears. As the iteration number increases the most
probable energy of all of the trapped particles shifts downward towards the bottom of the well as
the trapped particles continue to loose energy to the surface on average. For very large numbers
of iterations the trapped distribution reaches a steady state distribution that retains essentially the
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Figure 3.12: The evolution of the energy distribution inside the potential well as a function of
iteration number for the same system as in Fig. 3.1.
same functional form but gradually decreases in total integrated area as more and more particles are
desorbed. Interestingly, just after the initial collision the positive energy chattering fraction extends
outwards to rather large energies with non-zero amplitude at positive total energies larger than the
magnitude of the well depth.
Fig. 3.14 gives the re-normalized energy distribution of the particles that just scattered into
the continuum state after each iteration. They are re-normalized to overlap with each other in
order to demonstrate that the functional form is nearly identical after larger number of iterations.
Consistent with the statement immediately above, the energy distributions overlap each other and
are very close to the Knudsen distribution.
Some representative calculations of average trapping times τ are shown in Tables 3.1 and 3.2
based on the assumption of a square well of width b = 3 Å. Table 3.1 shows calculations for the
Ar/W system of Fig. 3.1 with 1 meV of incident energy and TS = 303 K. The trapping times for
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Figure 3.13: Similar to Fig. 3.12, the normalized energy distributions inside the potential well for
different iteration numbers.
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Figure 3.14: The re-normalized energy distributions of the particles that just scattered into the
continuum after each iteration for the same system as in Fig. 3.13.
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several well depths are calculated in two slightly different ways, first by obtaining the average speed
after each iteration as in Eqs. 2.21 and 2.23 and then also from the root mean square speed. The
two contributions to the total τ from the negative energy trapped fraction and from the positive
energy trapped fraction are exhibited separately. Also shown in Table 3.1 are the trapped fractions
after the initial collision P 0 . Table 3.2 shows similar information calculated for the Ne/W system
of Fig. 3.10 with the same incident energy and temperature.
For both systems the results are similar. For shallow well depths the trapping times are
very short and the average time spent in negative and positive energy trapped states is comparable.
As the well depth is increased, trapping times increase dramatically and the average time spent in
the positive energy chattering state becomes negligible compared to the average time in the negative
energy bound states. This increase in trapping times is nearly exponential as a function of well
depth as is seen in Fig. 3.15 which graphs the numbers presented in Tables 3.1 and 3.2. Generally,
the trapping times based on the rms speed after each iteration are somewhat smaller than those
based on a calculation of the average speed. For Ar/W with a physically reasonable well depth of
around 100 meV the average trapping time for 99% of the initially trapped particles to desorb is
approximately 10−8 s.
Table 3.1: The desorption times τ and initial sticking fractions P 0 for Ar/W. Ei is 1 meV, θi is
45◦ , TS is 303K and well depths ranging from 20 meV to 200 meV are shown. The upper set of
values was obtained from the normal rms speed of trapped particles and the lower set are values
determined from the average normal speed.
Ar/W
τrmsC
τrmsT
τrms
P0
D=20meV 1.28e-10 1.66e-10 2.94e-10 0.825
D=50meV 1.26e-10 6.63e-10 7.89e-10 0.933
D=70meV 1.35e-10 1.58e-9
1.72e-9 0.958
D=80meV 1.40e-10 2.42e-9
2.56e-9 0.966
D=200meV 1.99e-10 3.59e-7
3.59e-7 0.995
τ (v̄)
τC
τT
τ
D=20meV 2.27e-10 3.04e-10 5.31e-10
D=50meV 2.10e-10 1.16e-9
1.37e-9
D=70meV 2.21e-10 2.74e-9
2.96e-9
D=80meV 2.29e-10 4.20e-9
4.43e-9
D=200meV 3.26e-10 6.40e-7
6.40e-7

All of the above calculations have been for energies relatively small compared to the well
depths in order to illustrate the conditions for which the trapping-desorption fraction approaches an
equilibrium distribution. When the incident energy becomes comparable to or larger than the well
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Figure 3.15: The desorption times for Ar/W and Ne/W as functions of the well depth for the incident
conditions shown in Tables 3.1 and 3.2.

Table 3.2: The desorption time for Ne/W with other parameters
Ne/W
τrmsC
τrmsT
τrms
D=20meV 9.56e-11 1.35e-10 2.30e-10
D=30meV 9.50e-11 2.10e-10 3.05e-10
D=70meV 9.47e-11 1.11e-9
1.20e-9
D=80meV 9.70e-11 1.66e-9
1.76e-9
D=150meV 1.16e-10 2.88e-8
2.89e-8
D=200meV 1.29e-10 2.22e-7
2.22e-7
τ (v̄)
τC
τT
τ
D=20meV 1.73e-10 2.42e-10 4.16e-10
D=30meV 1.59e-10 3.70e-10 5.29e-10
D=70meV 1.58e-10 1.92e-9
2.07e-9
D=80meV 1.61e-10 2.88e-9
3.04e-9
D=150meV 1.89e-10 5.07e-8
5.08e-8
D=200meV 2.10e-10 3.93e-7
3.93e-7
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the same as in Table 3.1.
P0
0.848
0.891
0.954
0.961
0.984
0.990
P0

depth the nature of the scattered intensity becomes quite different. As noticed in an important series
of experiments first performed some years ago the intensity often exhibits a double-peaked structure,
with a high energy peak due to direct scattering and a lower energy peak arising from the trappingdesorption fraction. [JEHWA79] Fig. 3.16 shows this for a system corresponding to Ar/W with
θi = 45◦ , D = 80 meV, TS = 303 K and incident energies ranging from 100 to 500 meV as marked.
The two contributions are shown in separate panels, with the upper panel giving the direct scattering
and the lower panel the trapping-desorption. With increasing Ei the total integrated direct scattering
becomes larger and the peak becomes broader, the width roughly increasing proportionately to
√
Ei . On the other hand the total trapping-desorption fraction becomes smaller and the shape of
the distribution becomes less and less like that of an equilibrium Knudsen curve. For large Ei the
trapping desorption intensity develops a long high-energy tail although its peak position always
remains near to the most probable energy of the Knudsen distribution. The situation in which
the differential reflection coefficient exhibits both distinct direct and a trapping-desorption peaks is
discussed more in the next section in the context of comparisons of the present theoretical model
with recent experimental data.

3.4

Comparisons with Experiment
The calculations exhibited in the above section describe the range of initial conditions that

lead to an equilibrium distribution in the trapping-desorption fraction but no comparisons with
experimental data other than to a Knudsen distribution were made. However, in order to be credible,
the theoretical approach should be capable of explaining real experiments. Demonstrating that
ability is the objective of this section.
There is a long history of gas-surface scattering experiments using hyperthermal atoms [JEHWA79,
WM72, BH97, FRS07, GHS98, JEHWJA85, HWJA83, RBA89, LGMN94, MN01, RKMN96, KNHLM93,
IGY+ 04, DSDM03] and molecules with hyperthermal energies as projectiles. [FHK+ 82, MRS+ 85,
KLA81, MJD+ 03, RFKA85, HWH+ 00, WK95, PNH88, AFMC99, RKF+ 87, SRV+ 83, SKZ88, WWB+ 03]
If the projectile gas has mass larger than that of hydrogen or helium such high energies imply that
the scattering will be classical, which means that many phonons will be transferred in the collision. This is the type of experiment that should be amenable to the theoretical treatment described
here. In many cases the energy-resolved scattered spectra exhibit a double peaked structure, with
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Figure 3.16: The direct and trapping-desorption scattering energy distributions for incident energies
large compared to the well depth. The system is Ar/W with θi = 45◦ , D = 80 meV, TS = 303 K
and incident energies as marked. a) the upper panel shows the direct scattering contribution, and
b) the lower panel shows the trapping-desorption intensity. A Knudsen distribution is also included
in the lower panel.
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a somewhat narrow high-energy peak centered at smaller energy than the incident beam energy (if
the incident energy is large compared to the surface temperature) and a broader low-energy peak
at thermal energies. The usual interpretation has been that the high-energy peak is direct scattering from a single collision (or at most, a very small number of collisions) and the low-energy peak
arises from trapping in the physisorption well of the interaction potential with subsequent desorption at a sufficiently later time so that those particles come into near equilibrium at the surface
temperature. [JEHWA79]
A recent and important paper reporting extensive measurements that show clearly a set of
conditions for which direct scattering and trapping-desorption can be observed is that of Gibson, Isa
and Sibener for scattering of Ar from an ordered 1-decanethiol self-assembled overlayer on a Au(111)
substrate. [GIS03] The experiments were carried out with well-defined monoenergetic beams of Ar
incident at energies ranging from roughly 60 to 600 meV, and with both incident and detector angles
independently variable and ranging from near-normal to near-grazing with respect to the surface. All
measurements were made in the scattering plane (the plane containing the surface normal and the
incident beam) which was aligned along the h110i direction of the Au(111) surface. At low incident
energies and if θi or θf was near-normal they did not observe a clear double peaked intensity
in the scattered spectra. However, at higher energies and for large incident or final angles the
characteristic double-peaked structure was very apparent. They analyzed their data quantitatively
with an ad hoc model consisting of the sum of a shifted Maxwell-Boltzmann distribution to fit the
direct scattering and an equilibrium distribution to fit the trapping-desorption fraction. They also
made some more qualitative analysis of their data using classical trajectory calculations developed
by Hase and coworkers. [HDH+ 96] In the process of their analysis they determined, by assuming
that the direct scattering was due to a single collision and using well-known Baule relations for
binary collisions, that the effective mass of the surface implied a mass ratio µ = 0.62, or M = 64.4
amu as opposed to the total mass of the 1-decanethiol which is M = 174.3 amu. The potential
energy landscape function they developed for their classical trajectory calculations had a well depth
ranging from 33 meV at the on-top sites above the terminal CH3 groups to 67 meV in the center of
the rhombus formed by a group of four of the methyl groups. [GIS03]
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3.4.1

Mass Ratio µ= 0.56
Fig. 3.17 shows and example of calculations compared to the Ar scattering data taken

from the upper panel of Fig. 2 in Ref. [GIS03] and is for their lowest incident energy Ei = 65.3
meV. The data was reported as intensity versus time-of-flight (TOF) and the calculations have been
transformed accordingly. The other incident parameters are θi = 45◦ , θf = 50◦ and TS = 135
K. The calculations were carried out for a well depth D = 35 meV and an effective surface mass
M = 71.34 amu (µ = 0.56).
This effective surface mass ratio is slightly smaller than the value µ = 0.62 estimated in
Ref. [GIS03]. For this case of low incident energy the calculations are not particularly sensitive
to the value of µ because there is very little evidence for a significant direct scattering component.
However the value of µ = 0.56 is chosen as a consequence of comparisons with the higher energy data
shown below, where the much more pronounced direct scattering component is extremely sensitive
to µ. In this example the data do not exhibit a double-peaked structure and the calculated most
probable energy (peak position) has a TOF time corresponding to Ef = 12.57 meV, very close to
the equilibrium value of 11.6 meV at this temperature, again indicating that the scattering is mostly
trapping-desorption.
Three calculated curves are shown in Fig. 3.17, the solid curve is the total differential
reflection coefficient converted to TOF, the dashed curve is the trapping-desorption contribution
only, and for comparison a Knudsen equilibrium distribution is included as a dash-dot curve. The
Knudsen distribution and the calculation are both normalized to unit intensity as in Eq. (2.6).
Although it is apparent that the Knudsen curve, if renormalized to fit as closely as possible to the
data, would match essentially as well as the total calculated intensity, the fact that it is smaller and
nearly the same as the calculated trapping-desorption fraction indicates that there is significant direct
scattering but its most probable energy and width is nearly the same as the equilibrium distribution.
Because of the strong overlap of the direct and trapping-desorption fractions, it is not surprising
that the data of Fig. 3.17 can be matched roughly as well by a total scattering intensity using a
range of well depths from 20 to somewhat over 35 meV. We have chosen D = 35 meV because of the
much stronger constraints placed on this parameter by the higher energy data considered below.
Three examples of data measured at the intermediate energy of 365 meV are shown in
Fig. 3.18 at the same temperature of 135 K and for three different combinations of incident and
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Figure 3.17: Intensity versus TOF for Ar scattering from a 1-decanethiol layer on Au(111) with
Ei = 65.3 meV, θi = 45◦ and θf = 50◦ . The calculation shown as a solid curve is the total differential
reflection coefficient converted to TOF calculated with µ = 0.56 and D = 35 meV, the dash-dotted
curve is the trapping-desorption fraction, and the dotted curve is a Knudsen equilibrium distribution.
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final angles. The middle panel for θf = 50◦ and θi = 30◦ , relatively close to normal incidence, does
not exhibit a double peaked structure. The other two panels, for θi = 45◦ and θf = 50◦ (upper
panel) and θi = 30◦ and θf = 80◦ (lower panel) present a clear distinction between the rather sharp
peak at short TOF and a broader shoulder at larger times. These data were taken from the middle
panel of Fig. 2 and the lower two panels of Fig. 4, respectively, of Ref. [GIS03]. The solid curves in
Fig. 3.18 are calculations carried out with µ = 0.56 and D = 35 meV. The calculations explain the
data quite well, and they show clearly the separation between the direct and trapping-desorption
fractions. The value D = 35 meV agrees well with the that of the potential energy function for this
system developed in Ref. [GIS03].
Also shown in Fig. 3.18 are the trapping-desorption fraction and the Knudsen curves. Interestingly, the trapping-desorption fraction itself has a multiple-peaked structure with a small sub-peak
appearing at almost the same final energy as the direct scattering contribution. This small highenergy sub-peak comes from the first few collisions as the initially adsorbed particles travel in the
potential well. These first few collisions have a high probability of ejecting particles back into the
continuum with relatively little loss of energy compared to the direct scattering fraction. However,
it is clear that the largest part of the trapping-desorption fraction resembles closely the shape of the
Knudsen curve, especially at large TOF times (low energies).
It also becomes apparent from Fig. 3.18 that there is a straightforward manner in which
the comparison of calculations with data allows for the determination of the two parameters. The
effective mass determines the most probable final energy of the direct contribution and then the well
depth determines the relative intensity of the trapping-desorption fraction which becomes bigger
with increasing D. The peak position of the direct scattering contribution is extremely sensitive to
the mass ratio and this is why we chose the value µ = 0.56 as opposed to the value µ = 0.62 of
Ref. [GIS03] which was based on the Baule equations describing hard sphere scattering.
Three examples of data for scattering at the high energy Ei = 582 meV, all of which exhibit
the double-peaked structure, are shown in Fig. 3.19. The data were taken from the lower panel of
Fig. 2 and the middle and lower panel of Fig. 3, respectively, of Ref. [GIS03]. The upper panel of
Fig. 3.19 is for θi = 45◦ and θf = 50◦ , the middle panel is for θi = 45◦ and θf = 40◦ , and the lower
panel is for θi = 60◦ and θf = 40◦ .
In the upper two panels with θi = 45◦ two curves showing the total scattering intensity
are shown, for D = 35 and 45 meV while in the lower panel with θi = 60◦ only the D = 35 meV
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Figure 3.18: Intensity versus TOF for Ar scattering from a 1-decanethiol layer on Au(111) with
Ei = 365 meV: a) θi = 45◦ and θf = 50◦ , b) θi = 30◦ and θf = 50◦ and c) θi = 30◦ and θf = 80◦ .
The solid curves are calculations with µ = 0.56 and D = 35 meV, the dash-dotted curves are the
trapping-desorption fractions and the dotted curves are the Knudsen distribution.
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calculation is shown. All calculations were done with µ = 0.56, the value that leads to agreement
with the data for the direct scattering peak. The dotted curve is the Knudsen distribution and the
dash-dotted curves show the trapping-desorption fraction.
It is interesting that at this larger incident energy the two cases with the more normal
incident angle of 45◦ require a well depth of 45 meV in order to obtain agreement between calculations
and data, while for the much more grazing incidence of 80◦ the best well depth is 35 meV, the same
as used for all the lower energy calculations. This appears to indicate that for larger normal incident
energy the incoming atoms are probing deeper parts of the potential energy landscape, which as
mentioned above has been estimated to have a well with depths that vary between 33 and 67
meV. [GIS03] Again, as in Fig. 3.18 the trapping-desorption fraction exhibits structure at larger
final energies near the energy of the direct scattering.
Comparison of the present calculations to this Ar scattering data leads to a few general
comments that can be applied to the observed energy-resolved spectra for cases in which a double
structure appears due to the distinct phenomena of direct scattering and trapping-desorption:
(1) A characteristic double-feature structure, with a well-defined direct scattering peak and a secondary peak or shoulder arising from trapping-desorption appears only at relatively high incident
beam energy and when one or the other of θi or θf is large, as was already clear from Ref. [GIS03].
It is also necessary that the physisorption well depth is sufficiently large to cause significant trapping
in the bound states during the initial collision, and the temperature must be smaller than D.
(2) When the direct scattering contribution is significant, the trapping-desorption intensity deviates
substantially from that of an equilibrium Knudsen distribution. In fact, the trapping-desorption
signal can exhibit structure and small peak-like features at high energies close to those of the direct contribution. However, in many cases the largest portion of the trapping-desorption intensity
resembles the shape of a Knudsen distribution and this is especially true for the low energy tail.
(3) It is interesting to note that the direct and trapping-desorption fractions should have very
characteristic and quite different signature behaviors in their temperature dependence. The direct
scattering, which in the present calculations arises primarily from a single collision with the surface,
is essentially given by Eq. (3.1). Under conditions for which the direct scattering of Eq. (3.1) appears nearly Gaussian-like in the energy transfer, which is the case in the calculations shown in this
section, the mean square energy deviation which is proportional to the full width at half-maximum
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Figure 3.19: Intensity versus TOF for Ar scattering from a 1-decanethiol layer on Au(111) with
Ei = 582 meV: a) θi = 45◦ and θf = 50◦ , b) θi = 45◦ and θf = 40◦ and c) θi = 60◦ and θf = 40◦ .
The curves are labeled the same as in Fig. 3.18 except calculations are shown for both D = 35 and
45 meV.

41

(FWHM) is given approximately by [Sj9, MM96, DGCB94]

hEf2 i =

F W HM
= 2g(µ, θ)Ei kB TS ,
8 ln(2)

(3.6)

where


p
µ 1 + f (µ, θ) − 2 f (µ, θ) cos θ
g(µ, θ) =
,

2
1 + µ − √µ cos θ

(3.7)

f (µ,θ)

with
p
f (µ, θ) =

1 − µ2 sin2 θ + µ cos θ
1+µ

!2
,

(3.8)

where θ is the total scattering angle (i.e., the angle between pi and pf ) and Eqs. (3.6)-(3.8) are
obtained under the assumption of binary collision conditions for which Ef = f (µ, θ)Ei . Thus,
Eq. (3.6) shows that the FWHM of the direct scattering peak will be approximately proportional
√
to TS , which is the characteristic of the multiphonon scattering regime. However, the trappingdesorption fraction will have a FWHM temperature dependence more closely approximating the
linear in TS behavior of the Knudsen distribution of Eq. (3.5). Similarly, the most probable intensity
√
(maximum peak intensity) of the direct scattering will vary as 1/ TS according to Eq. (3.1) while
the trapping-desorption peak intensity should behave more like that of the 1/TS behavior of the
Knudsen distribution of Eq. (3.5).
(4) Finally, the comparison of the present calculations with the data provide a simple way to extract
the two relevant parameters. The position in final energy of the narrow direct scattering peak
determines the value of the effective surface mass, and in fact, the most probable energy is quite
sensitive to this parameter. The intensity of the broad trapping-desorption peak increases with
the well depth, and fixing the relative intensities of the two contributions determines D. This
indicates that for the large incident energies considered here the primary influence of the well depth
is to establish the initial trapping fraction. Once trapped, the details of the shape of the potential
well are not important as is evidenced by the fact that the long-time trapping-desorption fraction
eventually desorbs at thermal energies.
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Figure 3.20: Ar scattering spectra at Ei = 582 meV. θi = 10◦ and θf = 1◦ . The calculations are
for a mass ratio 0.56 and well depth 45 meV.

3.4.2

Normal Incident Beam
As asserted in the experimental paper in Ref. [GIS03], a near normal incident beam will

not create the double-peak distribution, especially if the outgoing angle is also. In order to verify
this from theory, we also did some calculations with θi = 10◦ . Fig. 3.20 gives the distribution at
θf = 1◦ and Fig. 3.21 gives the distribution at θf = 10◦ . Clearly these two examples show that
for near-normal incidence, when the initial trapping fraction becomes large, the trapping-desorption
contribution is dominant and the direct scattering part is too small to be distinguished as a distinct
peak.
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Figure 3.21: Same as Fig. 3.20 except θf = 10◦ .
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3.5

Conclusions
In this Chapter we have presented calculations of the scattering of atomic projectiles with

surfaces that include not only the direct scattering arising from a single, or a small number of
collisions with the surface but also allow for trapping and subsequent collisions of trapped particles
inside the physisorption well. The trapped particles can be followed until they eventually all desorb
and leave the surface region. The multiple collisions of the initially trapped fraction with the surface
are treated with an iteration algorithm that tracks trapped particles with both negative and positive
total energies and determines at each subsequent collision the fraction scattered back into the positive
energy continuum which then leaves the surface region.
Using this theoretical formalism we have calculated numerous examples, firstly in order
to establish the conditions under which the trapped and subsequently desorbed particles approach
an equilibrium distribution, i.e., to establish the conditions under which the Maxwell assumption is
valid, and secondly we have used the theory to produce quantitative agreement with recent measurements thus providing explanations of the basic underlying processes that give rise to the experimental
scattered spectra.
Under many conditions, the observed spectra in gas-surface scattering experiments consist
of two distinct contributions. The first contribution is the direct scattering part which is usually
a relatively sharp peak with a most probable energy somewhat lower than the incident energy
provided that the surface temperature is not large compared to the incident energy. The second of
these contributions is the trapping-desorption, attributed to particles that are initially trapped and
then spend a large time moving in the physisorption well where they slowly begin to exchange energy
with the surface and then eventually desorb in a distribution at thermal energies corresponding to
the surface temperature. A large part of the work considered here is devoted to determining when
the trapping-desorption fraction approaches an equilibrium Knudsen flux.
Our calculations show that under conditions in which a clear double-peaked structure is
evident in the energy-resolved spectra the trapping-desorption fraction, although mainly emitted at
thermal energies, can differ considerably from an equilibrium distribution. It can even exhibit structure consisting of small peaks at high energy near the most probable energy of the direct scattered
intensity. These higher energy peaks arise from the first few collisions with the surface inside the
well and these initial collisions have a large probability of ejecting particles into the continuum with
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little additional energy loss as compared to the direct scattering. However, even under conditions
for which the trapping-desorption fraction is highly non-equilibrium its low energy tail still is well
described by a Knudsen distribution. Thus, our calculations show that the Maxwell assumption is
rarely achieved in real experimental conditions, although it is very useful as an approximate guide
as is evident from the fact that it is still often used as a method to analyze measured data.
We carried out a number of calculations in order to characterize the conditions under which
the trapping-desorption fraction does approach an equilibrium distribution. Basically, equilibrium
behavior is achieved only for cases where the direct scattering is negligible, which implies that
nearly all of the incident beam is adsorbed after the first collision. This implies an incident energy
relatively small compared to the interaction potential physisorption well depth and temperatures
corresponding to energies (measured in units of kB TS ) that are also small compared to the well depth.
The approach to equilibrium occurs more rapidly with larger gas-to-surface-atom mass ratios when
this ratio is less than unity.
The approach to equilibrium of the trapping-desorption fraction was studied as a function of
all the initial experimental parameters that can be manipulated, including the projectile and surface
mass, the well depth of the potential, the incident energy and angles, the final scattering angles
and the surface temperature. For example, as the well depth is increased with all other parameters
held constant, we find that the energy-resolved scattered spectrum rather quickly approaches that
of a Knudsen distribution when the well depth becomes significantly larger than the incident energy
provided the temperature is also small compared to the well depth. The angular behavior becomes
independent of azimuthal angle under the same conditions that the energy distribution becomes
Knudsen-like. However, the polar angle cos θf behavior is only approximately obeyed for conditions
under which the energy dependence first approaches equilibrium, even though the energy dependence
is nearly Knudsen-like at all polar angles. Only for well depths very large compared to the incident
energy and temperature does the trapping-desorption fraction achieve the classic Knudsen cos θf
shape.
In this formalism, because of its iterative approach, the number of collisions of the trapped
particles with the surface can be followed. This means that trapping times can be calculated as
well as other information such as the relative fractions of particles trapped with negative total
energies and those trapped in the chattering states having positive total energies. Under conditions
in which the trapping-desorption fraction did achieve near equilibrium the trapping times were
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estimated to be as large as 10−8 − 10−7 s. The positive total energy chattering fraction can be large
under conditions where equilibrium is not achieved, but for conditions that produce equilibrium in
the trapping-desorption the fraction of trapped particles residing in the chattering states becomes
negligible.
An important aspect of this work is that the theoretical model used for the calculations
provides quantitative explanations of experimental measurements. We made comparisons with important and recent Ar scattering data obtained in beams-surface scattering experiments with a
surface consisting of a self-organized adsorbed layer of 1-decanethiol on a well-ordered Au(111)
substrate. [GIS03] In agreement with the experimental observations, we found that clearly distinguishable direct and trapping-desorption contributions arise when the incident beam energy is large
compared to the potential well depth and when one or the other of the incident or detector angles
was large relative to the surface normal. In addition the calculations indicate that, in order to
resolve distinct direct and trapping-desorption features, the temperature must be small compared
to the well depth and the well depth must be large enough to cause trapping of a significant fraction
of the incident beam at the initial collision.
Under conditions for which distinct direct and trapping-desorption features were evident,
the data can be used to determine two important characteristics of the interaction potential, the
effective surface mass of the adsorbate and the well depth. The effective mass is determined by
matching the calculated direct scattering peak to that of the experiment, and the well depth then
is determined by matching the relative intensity of the trapping-desorption contribution.
When the fraction of the intensity due to direct scattering was large compared to the
trapping-desorption this latter contribution often differed considerably from a Knudsen distribution
and often exhibited the small secondary peaks near the most probable direct energy as discussed
above. However, the calculated low energy tail did always closely resemble the exponential tail of
the Knudsen distribution.
An interesting prediction coming out of this work is that the direct and trapping-desorption
contributions have clearly different signature behaviors as a function of surface temperature. The
FWHM of the direct peak should increase approximately with the square root of the temperature
whereas the trapping-desorption has a full width that increases approximately linearly with TS ,
similarly to the Knudsen distribution. The most probable intensity of the direct peak, according to
the scattering model used here, decreases inversely with the square root of temperature, while the
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trapping-desorption decreases roughly linearly with the inverse of the temperature, again similarly
to the Knudsen distribution. For both peaks, the increase in FWHM and decrease of most probable
intensity is the behavior expected in order to preserve unitarity. It should be noted that the direct
scattering, as shown in the approximations to Eq. (3.1) appearing in Eqs. (3.6)-(3.8), exhibits the
same behavior in the incident energy Ei as it does in the temperature TS . However, the most
appropriate parameter in which to carry out an experimental search for these behaviors would be
the temperature, because the interaction potential surface is likely to change with variation of Ei
but is less likely to change with TS .
This work demonstrates that calculations of direct scattering, trapping and desorption in
atom-surface scattering can provide real quantitative explanations of experiments as well as indicating the conditions for the validity of Maxwell’s assumption on the equilibrium nature of the
trapping-desorption fraction. It shows that the interaction potential model must contain two essential ingredients: a physisorption well depth and it must allow for transfer of mechanical energy
between the projectile and the surface atoms. However, it also shows that the most important aspect
is to have a theory in which the statistical mechanics is treated in a reasonably correct manner.
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Chapter 4

Calculations for Systems with
Significant Amounts of
Trapping-Desorption
4.1

Introduction
Recently the group of Nathanson [MMCN03] reported a series of experiments on the scat-

tering of rare gas atoms from the surfaces of molten metals. There are three types of incident rare
gas atoms which are Ne, Ar and Xe colliding with three different low temperature molten surfaces,
Ga, In and Bi. They reported the final in-plane angular distributions and energy-resolved spectra
for many different initial experimental conditions for a well-defined incident beam.
For the higher incident energies in their report, such as 42 kJ/mol (435 meV)and 92 kJ/mol
(953 meV), trapping and desorption processes with the surface physisorption well do not play significant role. The incoming particles only have one or at most a few collisions, then scatter out of
the well. The particles with very low incident energy relative to the well depth, however will show
the important mechanism of the trapping and desorption. Especially for the Xe incident beam, the
well will be deeper, about 160 meV, the trapped particles will experience large number of collisions.
Based on our formalism of iteration, the process with multiple collisions will be well described
by our theory. The purpose of this Chapter is to present simulations of these trapping-desorption
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process, show our calculations and compare them with these experimental data.
In these cases, quantum effects are not significant, so we can use classical mechanical
scattering theories to explain many of the observed features for the scattering. The model we
choose for the calculations is the smooth-surface model, which gives good results in many earlier
papers [MM97, MM99, DM03], under conditions for which trapping is not important.
For the system of incident rare gas particles on the molten Ga surface, it is found necessary to
introduce an effective mass which is larger than the mass of a single Ga in order to explain the experimental results. This larger effective mass is interpreted as a collective effect in which the incoming
rare gas projectile interacts with more than one Ga atom. The need for an effective mass for Ga has
been noted previously [MM97, DM03, RKMN96] and these results are consistent with the recent
observations that Ga has unusually large vestiges of ordered layering near the surface. [RKL+ 95]

4.2
4.2.1

Theory
In-plane Distributions in the Continuum State
For the particles in the continuum state after each iteration, the energy distribution at the

fixed angle (θf , φf ) is:
dRn (pf , pi )
,
dEf dΩf

(4.1)

and the distribution for the θf at a fixed φf is:
dRn (pi )
=
dΩf

4.2.2

Z

∞

dEf
0

dRn (pf , pi )
,
dEf dΩf

(4.2)

Smooth-surface Model
For the calculations presented here we choose the model first developed by Brako and Newns

for a smooth surface whose vibrating surface corrugations are a linear response to the underlying
thermal vibrations of the underlying atoms. This is a differential reflection coefficient whose specific
form is [BN82, Bra82, ML84, Man91]
2
dR(pf , pi )
m2 vR
|pf |
2
=
|τf i |
2
0
3
dEf dΩf
4π h̄ piz Su.c. ND
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π
kB Ts ∆E0

3/2
(4.3)



2 2
(Ef − Ei + ∆E0 )2 + 2vR
P
× exp −
,
4kB Ts ∆E0
where Su.c. is the area of a surface unit cell and vR is a velocity of sound parallel to the surface. The
value of vR is estimated to be in the range of the Rayleigh sound velocity. It is a weighted average
over all surface vibrational modes and can be calculated if the surface phonon spectral density at
the classical turning point is known, however, in this work vR is treated as a parameter as is often
the case [Bra82, ML84].
For all calculations presented here we use the hard repulsive wall limit for the form factor
2

|τf i | , derived from the class of Mott-Jackson-like potentials which is [GW76]

τf i = 4pf z piz /m

(4.4)

This expression for the form factor has proven to be satisfactory for calculations of atomic and
molecular scattering from surfaces in which the direct scattering component was dominant. [MM97,
MM99, IM02a, IM02b, MAM04, MM04, MM05, AM06a, AM06b, AM06c, HM06, HM07, HAM07]
The quantity to be compared with the time-of-flight spectra after conversion to energy
transfer is the differential reflection coefficient. There is also a correction for the 1/vf velocity
dependence of the experimental detector and for the comparisons made here this correction was
applied to the data.

4.3

Comparison with Data
With the smooth-surface model, a large number of calculations are made and many results

are obtained. In this section, some of the results are shown with comparison with the experimental
data. The results for a Xenon incident beam are discussed first, then the results for Ar and Ne
incident beams follow.

4.3.1

Xenon on Gallium
A series of calculations of the angular distribution and energy-resolved spectra for Xe in-

cident on different molten metal surfaces and the comparison between the theoretical results and
the experiment data are shown in this and the followings sections. The results will be at 3 different
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temperatures: 308 K , 436 K and 586 K. The incident energy is 6 kJ/mol which is about 62.2 meV.
This Section shows the angular distributions for Xe scattered from liquid Ga system at
different temperatures. Fig. 4.1 gives one example of the in-plane angular distribution at 308 K.
Negative values of θf means in-plane back scattering, in which the final angle lies in the same
quadrant as the incident beam. The well depth D is 160 meV and the incident angle θi is 55◦ .
There are two different values for the parameter vR . In part of the calculations, we adopt the larger
effective mass which is about 1.65 times of the mass of Ga. The larger effective mass here implies a
collective effect in which the incident particles collide with the surface in which the underlying mass
is larger than the mass of one metal atom on average. The use of the effective mass is consistent
with recent observations, even at high temperatures. [MM97, DM03, RKMN96]
The experimental data are reported in arbitrary units. The calculations are normalized to a
data at a point near the most probable intensity. After the normalization, the maximum values for
the data and calculations are the same, so the comparison between them is easier to be observed.
The points with star symbols are the experimental data. The long-dashed line is for the
calculation with vR = 400 m/s. For this calculation, the effective mass is not applied. The dotted
line is for the calculation vR = 300 m/s with the effective mass Mef f = 1.65MGa which means the
effective mass is 1.65 times of the mass of Ga. The calculation of the dash-dot line is also with the
larger effective mass but with vR = 400 m/s. The reason we choose different values for vR is to
provide an idea of the dependence of the calculation on this parameter.
A cosine function is drawn here to compare the results and experimental data. According
to Maxwell’s assumption [Max79], the trapped particles will be accommodated with the surface. If
the particles were to be accommodated, they would leave the surface in equilibrium which would
have a Knudsen cosine distribution.
From Fig. 4.1, the results with different parameters compared to the experimental data show
clearly that the calculation using the effective mass is better than the one without a larger effective
mass. To some extent, this verifies our assumption of using the effective mass.
Fig. 4.2 is same as Fig. 4.1 and gives the results with two different well depths of 160 meV
and 180 meV, but with the same vR = 300 m/s. The experimental data is shown in points with star
symbols. The dotted line is the calculation with 160 meV well depth and the dashed line with 180
meV. There are very small deviations between these two calculations. Fig. 4.3 is similar to Fig. 4.2.
The only difference is it is with vR = 400 m/s.
52

Figure 4.1: In-plane angular distribution for Xe incident on the molten surface of Ga. The incident
energy Ei = 6 kJ/mol, incident angle is θi = 55◦ , the well depth D is 160 meV and the surface
temperature TS = 308 K. Three calculations for different effective masses of 1 and 1.65 Ga masses
and for two different vR values are shown in different types of lines, equilibrium cosine distribution
is also shown as open circles.
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Figure 4.2: In-plane angular distribution for Xe incident on the molten surface of Ga with effective
mass. The parameters for the incident particles are the same as in Fig. 4.1. vR is fixed at 300
m/s and Mef f is 1.65MGa . Two different well depths are applied for calculations. The results are
compared with the data and a cosine distribution.
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Figure 4.3: In-plane angular distribution for Xe incident on the molten surface of Ga with effective
mass. Same as Fig. 4.2 except that vR is changed to 400 m/s.
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The above three figures give the results and calculations for Xe on Ga at 308 K to compare
with the experiment data. The next set of figures are for the calculations and experimental data
at 436 K. In Fig. 4.4 we show the features at 436K. The data are still shown as points with star
symbols. Four calculations are used for comparison, two of them use the effective mass which is
1.65 times of the mass of Ga for calculation and the rest do not consider the effective mass. All of
these calculations use the same well depth D = 160 meV. The values for vR are 300 m/s and 400
m/s. It is obvious that these calculations with effective mass included match the data better than
the calculations without the effective mass.
The same as we did for the calculations at 308 K, for the calculations at 436 K two more
figures are presented to show how the well depth functions with different vR . The larger effective
mass is applied in both calculations. Fig. 4.5 gives the comparisons with the experimental data of
calculations with vR = 300 m/s and two different well depths of D = 160 meV and 180 meV. Fig. 4.6
is the same as Fig. 4.5 except vR is 400 m/s.
Another set of figures showing the comparisons between the calculations and the experimental data are given for the temperature at 586 K. Two figures, Fig. 4.7 and Fig. 4.8, are shown to
give the detailed information about the comparisons. In Fig. 4.7, vR = 300 m/s. Two calculations
with D = 160 meV and D = 180 meV are given to compare with the experimental data. In Fig. 4.8
all the parameters are same as Fig. 4.7 except vR is 400 m/s.

4.3.2

Xenon on Indium
The energy distribution is also an important feature for the experimental measurement. In

this part, we show the examples with the Xe on In system. There are two figures and each has two
calculations for the in-plane energy resolved spectra at a fixed outgoing angle θf shown to compare
with the experimental data. The incident angle is θi = 55◦ , θf = 65◦ and the temperature is
TS = 436 K .
Fig. 4.9 shows the results of calculations compared to the experimental data with D = 160
meV with two different value of vR : vR = 300 m/s and 400 m/s . The long-dashed curve is for
vR = 400 m/s and the dotted line has the same well depth D, but a smaller vR = 300 m/s. Though
there is some small difference between the two calculations, they both match the data very closely.
Fig. 4.10 is another case same as Fig. 4.9 except the well depth is D = 180 meV. As stated previously,
we expect a Maxwell distribution for an accommodated particle. The points of open circles in these
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Figure 4.4: In-plane angular distribution for Xe incident on the molten surface of Ga. Same as
Fig. 4.1 except the surface temperature is 436 K. The well depth D is 160 meV. Two calculations
with effective mass and two without effective mass are shown to compare with the data.
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Figure 4.5: In-plane angular distribution for Xe incident on the molten surface of Ga with effective
mass. The paremeter for the incident particles are same as in the Fig. 4.4. vR is fixed at 300 m/s
and Mef f is 1.65MGa . Two different well depths are applied for calculations. The results are shown
to comapre with the data.
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Figure 4.6: In-plane angular distribution for Xe incident on the molten surface of Ga with effective
mass. Same as Fig. 4.5 except that vR is changed to 400 m/s. Two calculations with effective mass
for different well depths are shown to compare with the data.
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Figure 4.7: In-plane angular distribution for Xe incident on the molten surface of Ga with effective
mass. Incident energy Ei = 6 kJ/mol, incident angle is θi = 55◦ and the surface temperature
TS = 308 K. vR is fixed at 300 m/s and Mef f is 1.65MGa . Two calculations with effective mass for
different well depths are shown to compare with the data.
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Figure 4.8: Same as Fig. 4.7 except vR is changed to 400 m/s. Two calculations with effective mass
for different well depths are shown to compare with the data.
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Figure 4.9: In-plane energy distribution for Xe incident on In at θf = 65◦ . The solid line is for
the data, the calculation with vR = 400 m/s and D = 160 meV is plotted in dotted line. The long
dashed curve is for the calculation with vR = 300 m/s and D = 160 meV.
two figures are the Knudsen energy distribution which is shown here for comparison.
It is seen that the experimental data and the calculations do not agree well with the Knudsen
distribution. However, the calculations match the data fairly well.

4.3.3

Argon on Gallium
Argon incident on the Gallium surface is another experiment done by Nathanson’s group. In

this section, a number of calculations for the in-plane angular distribution and the energy distribution
with and without the larger effective mass are given to compare with the data.

4.3.3.1

Angular Distribution
Six figures are presented in this part corresponding to 3 temperatures, 308 K, 436 K and

586 K . At each temperature, there are two figures, one is with the effective mass and the other
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Figure 4.10: Same as Fig. 4.9 except the well depth is changed to 180 meV.
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without effective mass.
Figs. 4.11 and 4.12 show the comparisons at 308 K. Both of them use vR = 300 m/s. A
larger effective mass is applied in the calculations of Fig. 4.12. There are three well depths D = 20
meV, 30 meV and 50 meV. Fig. 4.12 is same as Fig. 4.11 except that there is consideration of effective
mass.
From these two figures, it is clear that the calculations with D = 50 meV are in disagreement
with the experimental data. The calculations with shallower well depths match the data reasonably
well.
Fig. 4.13 and 4.14 show the same comparisons but at the high temperature of 436 K. Fig. 4.13
does not use the effective mass while Fig. 4.14 is with the effective mass. Comparing the calculations
between these two figures, the calculations without effective mass match the data better than the
ones with effective mass, though they both are close to the experimental data. Also we can see that
the calculations of D = 50 meV are farther away from the data than the one with lower well depth.
Fig. 4.15 and 4.16 are same as Fig. 4.13 and 4.14 except the temperature is 586 K. We
also can find that the calculations of D = 50 meV are far away from the experimental data. The
calculation without the effective mass is somewhat better than the one with effective to match the
data.
From all these calculations for the Ar on Ga system at different temperatures and the
experimental data, it is clear that all of them are far from the cosine function, indicating that the
scattered distribution is clearly not in equilibrium with the surface.

4.3.3.2

Energy Resolved Spectra
The calculations for the the in-plane energy resolved spectra of Argon incident on Gallium

are given in Fig. 4.17 and 4.18 . The only difference between these two examples is the value of vR .
Fig. 4.17 has vR = 300 m/s and Fig. 4.18 is with vR = 400 m/s, the data is the same. The incident
angle is θi = 55◦ , the temperature is TS = 586 K and θf = 65◦ . In both figures, we compare the
calculations with effective mass and without effective mass to the data. From both figures, the peak
of calculations is shifted to higher energies than the peak of the data.
From the figures above, it is seen that the well depth 50 meV is too deep for the Ar on Ga
system at these three temperatures 308 K, 436 K, 586K. With lower well depths 20 and 30 meV,
similar to those chosen for the angular distributions, the calculations with vR = 300 m/s are close
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Figure 4.11: In-plane theta distribution for Ar incident on Ga at T = 308 K. Incident energy Ei = 6
kJ/mol and incident angle is θi = 55◦ . vR is fixed at 300 m/s. Three calculations with different well
depths are shown to compare with the data.
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Figure 4.12: Same as Fig. 4.11 except the consideration of the effective mass in this figure. Mef f =
1.65MGa .
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Figure 4.13: Same as Fig. 4.11 except the surface temperature is 436 K in this figure.
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Figure 4.14: Same as Fig. 4.13 except the consideration of the effective mass in this figure. Mef f =
1.65MGa .
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Figure 4.15: Same as Fig. 4.11 except the surface temperature is 586 K in this figure.
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Figure 4.16: Same as Fig. 4.15 except the consideration of the effective mass in this figure. Mef f =
1.65MGa .
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Figure 4.17: In-plane final energy distribution for Ar incident on Ga for final angle θf = 65◦ at
TS = 586 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is fixed at 300 m/s.
Two calculations with effective mass and two calculations without effective mass are shown for two
different well depths, 30 and 50 meV, to compare with the data.
to the data, but for the energy-resolved spectra, the calculations are in disagreement with the data,
no matter whether vR is 300 m/s or 400 m/s. As for the calculations with effective mass, it seems
that the effects of the larger effective mass are not significant compared with the calculations using
the single atomic Ga mass. One also can see that the data and the calculations deviate considerably
from the Knudsen distribution, which means that Ar incident beam is not accommodated with the
Ga surface.

4.3.4

Argon on Bismuth
Examples of the in-plane angular distributions and energy resolved spectra at 586 K for

Argon incident on the molten surface of Bismuth are shown in Figs. 4.19 and 4.20. Fig. 4.19 gives
the angular distribution. The incident angle is θi = 55◦ . vR has two values 300 m/s and 400 m/s and
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Figure 4.18: Same as Fig. 4.17 except vR is changed to 400 m/s.
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Figure 4.19: In-plane theta distribution for Ar incident on Bi at TS = 586 K. Ei = 6 kJ/mol and
θi = 55◦ . Four calculations with different well depths and vR are shown to compare with data.
D has two values, either 100 meV or 150 meV. Fig. 4.20 shows an example of the in-plane energy
distribution at θf = 55◦ for a θi = 55◦ incident angle. Three calculations are given to compare with
the data. The agreement with the data is less good in this case, but the conclusion is that the well
depth for this system is approximately 100-150 meV.

4.3.5

Argon on Indium
Fig. 4.21 gives the in-plane angular distribution for Argon incident on Indium. The incident

angle is θi = 55◦ and the temperature is 436 K. There are two well depths considered, one is 50 meV
and the other one is 80 meV. The value of vR is 350 m/s. The long dashed curve is for 50 meV and
gives a reasonable match to the data. The dash-dot line is for 80 meV and gives a broader behavior
than the data.
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Figure 4.20: In-plane final energy distribution for Ar incident on Bi for final angle θf = 55◦ at
TS = 586 K. Ei = 6 kJ/mol and θi = 55◦ . Three calculations with different well depths and vR are
shown to compare with data.
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Figure 4.21: In-plane angular distribution for Ar incident on In at TS = 436 K. Incident energy is
Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 350 m/s. Two calculations with different well
depths are shown to compare with the data.
The energy distribution at θf = 45◦ is presented in Fig. 4.22. The temperature, incident
angle and incident energy are same as in Fig. 4.21. It is seen that with D approximately 50 meV
and vR = 350 m/s the calculations match the data better.

4.3.6

Neon on Gallium and Indium
In this section, some figures for Neon impinging on the surface of Gallium and Indium are

presented. First, the angular distributions for Neon on Gallium are given at 3 different temperatures:
308 K, 436 K and 586 K. Fig. 4.23 gives the example at 308 K, Fig. 4.24 presents the results at 436
K and Fig. 4.25 is for 586 K. All three of them have a θi = 55◦ incident angle and 6 kJ/mol incident
energy.

75

Figure 4.22: In-plane final energy distribution for Ar incident on In for final angle θf = 45◦ at
TS = 436 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . Four calculations with
different well depth and vR are shown to compare with data.
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Figure 4.23: In-plane angular distribution for Ne incident on Ga at TS = 308 K. Incident energy is
Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 900 m/s. Two calculations with effective mass
and one calculation without effective mass are shown to compare with the data.
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Figure 4.24: Same as Fig. 4.23 except the surface temperature is changed to 436 K.
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Figure 4.25: Same as Fig. 4.23 except the surface temperature is changed to 586 K.
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Figure 4.26: In-plane angular distribution for Ne incident on In at TS = 436 K. Incident energy is
Ei = 6 kJ/mol and incident angle is θi = 55◦ . Three calculations with different well depth and vR
are shown to compare with the data.
The examples for Neon incident on the surface of Indium are shown in three figures. Fig. 4.26
gives the in-plane angular distribution at 436 K. The incident angle is θi = 55◦ . There are 3
theoretical calculations for different values of vR and D. It is clear that the distributions are not
cosine distribution, so we do not put the cosine in these figures.
Figs. 4.27 and 4.28 give the in-plane energy resolved spectra at θf = 65◦ . Fig. 4.27 has
vR = 900 m/s and Fig. 4.28 is for the case vR = 1200 m/s. All these calculated results match
the data reasonably. The data and the theoretical results are not a Knudsen distribution, which is
points of open circles.
It is clear that for Neon incidence, the data is not Knudsen distribution, because of the light
weight of the Neon atom. From the comparisons, it is seen that the calculations with the well depths
20 and 30 meV match the energy-resolved data reasonably. This agreement tells that for the Neon
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Figure 4.27: In-plane final energy distribution for Ne incident on In for final angle θf in = 65◦ at
TS = 436 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 900 m/s. Two
calculations with different well depths of 20 and 30 meV are shown to compare with data.
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Figure 4.28: Same as Fig. 4.27 except vR is changed to 1200 m/s.
incident beam, the predicted well depth is 20 to 30 meV.

4.4

Theoretical Calculations
In this section, some examples are given to show selected aspects of the theoretical results.

There are no experimental data available to compare with these calculations.

4.4.1

Phi Distribution
The first example shows how the Phi distribution (i.e., the distribution in azimuthal angle)

changes with the well depths. Fig. 4.29 gives the results in the order of the well depth. Each curve
shown is a fully converged calculation at a given well depth ranging from 10 to 180 meV. The dotted
line is for D =10 meV, it is clear that the backscattering fraction is extremely small compared with
the forward scattering. The largest value for the well depth is 180 meV. It is expected that the
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Figure 4.29: Calculated Phi distributions for five different well depths for Xe on Ga with effective
mass at TS = 586 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 400 m/s.
particles approach a uniform distribution, which is clear in this example. The phi distribution with
180 meV well depth is almost a constant straight line as shown with the solid line curve.

4.4.2

Distribution Evolution
In the previous sections, a large number of examples and comparisons are given to show the

calculations for the in-plane outgoing angular distribution and energy distributions. All of them use
the final fully converged results for the iteration method. This section gives the procedure of how
the angular and energy distributions change with the number of iterations.
Fig. 4.30 shows how the in-plane final polar angular distribution comes into shape. The
Xe on Ga system with the larger effective mass is shown for this purpose. After the first iteration,
which is the second collision with the surface, the fraction remaining trapped inside the well is 0.991.
83

Figure 4.30: In-plane angular distribution for Xe incident on Ga with larger effective mass at TS =
436 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 400 m/s. Five calculations
with different iteration numbers are shown and compared with data.
The dotted curve is used to show the theta distribution after first iteration, it is clear that very few
particles escape from the well. The dashed line is for the feature after 5 iterations, the trapping
fraction is getting a little bit smaller, relative to n = 1, and is P 5 = 0.981. One percent of the total
particles escapes from the well after 5 more iterations. After 2593 iterations, the trapping fraction
is extremely small and the solid line is used to express the final distribution.
Fig. 4.31 is the example to show how the in-plane energy distribution evolves. It is for the
Xe/In system at 436 K. After 5 iterations, there is still almost 98.3 percent of the incident particles
trapped. The long dashed line is for the distribution after 500 iterations, for which the trapping
fraction is 0.397, and almost 60 percent of the originally trapped particles have escaped from the
well. After 2518 iterations, nearly all the trapped particles are in the continuum state. The final
distribution is expressed in the dash-dotted line which is very close to the experimental data.
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Figure 4.31: In-plane final energy distribution for Xe incident on In for final angle θf in = 65◦ at
TS = 436 K. Incident energy Ei = 6 kJ/mol and incident angle is θi = 55◦ . vR is 400 m/s. Five
calculations with different iteration numbers are shown to compare with data.
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4.5

Discussion and Conclusion
A classical theory of atomic scattering from a surface is used to do the simulation of the

trapping desorption process inside the physisorption well. Previous treatments of the same data
using similar classical scattering theory just considered single collision for the scattering process,
which is a simplified assumption for the real multiple collisions inside the well.
The newly available data include the rare gases Ne, Ar and Xe scattering from liquid metal
surfaces and provides a much wider range of scattering system and initial conditions to test the
theory with the multiple collisions.
For low incident energies the physisorption well of the potential has strong effects on both the
scattered angular and energy distributions. This is mainly because the trapping-desorption process
makes the scattering more diffusive. From the theoretical results of the azimuthal distributions with
increasing value of the well depth, we can see that the deeper the well depth is, the more diffusive
the scattered particles will appear.
For the gas Xe at the low incident energy of 6 kJ/mol, the deep physisorption well plays a
strong role for the trapping-desorption process to have a diffusive effect. The theoretical results give
very good agreement with the experimental data. The initially trapped particles experience long
times in the trapping-desorption state before completely escaping from the well.
The theoretical results for Xe and Ar in scattering from the liquid Ga surface have a good
match with the experimental data for the angular distribution. The Xe/Ga system does better with
the 1.65MGa effective mass than the one without effective mass. In contrast to this, the Ar/Ga
system shows a better result without effective mass. It means that the collective effects for Ar on
Ga appears to be smaller.
For the angular calculations for the rare gases incident on other metal surfaces, such as In
and Bi, the effective mass is not applied. The results look acceptable when compared to the data.
Thus effective mass contributions appear to apply only to the Ga target.
There is a fraction of the trapped particles that escape from the well after each collision
with the surface because of the trapping-desorption process. The newly outgoing particles join the
old particles in the continuum state to form a new distribution. The beauty of this simulation is that
the iteration method can give the distribution after each iteration. From the results of Sec. 4.2.1, we
can see how the in-plane angular distributions and energy resolved spectra evolve to their saturated
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final state.
Because the distribution of trapped particles is calculated at every iteration, and there are
two kinds of trapping inside the well, one with negative and one with positive total energy, we can
see how these two change into each other. We are able to get the desorption rate for the initially
trapped distributions, which means that we can know how soon each fraction will escape from the
well.
From the comparison of the calculations with data and with the Knudsen distribution it is
clear that the theoretical results and the experimental data are not in general a Knudsen distribution.
For some examples, particularly for Xe, the final scattering is close to a Knudsen distribution, but
for the lighter incident particles with low energy, the outgoing distribution is far from Knudsen’s.
In this latter situation, it means that the initially trapped fraction either is smaller or not well
accommodated with the surface.
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Chapter 5

Equilibrium Energy
Accommodation Coefficient
Calculation with the
Smooth-Surface Model
5.1

Introduction
The exchange of energy between a gas in contact with a surface is often characterized in

terms of the energy accommodation coefficient. Although the origins of the concept of an energy
accommodation coefficient can be traced to J. C. Maxwell [Max79] it is Knudsen who gave it a proper
physical definition under what are now known as the conditions of rarefied gas dynamics. [Knu09,
Knu10, Knu15, Knu50] The Knudsen energy accommodation coefficient has values that range from
zero to unity, with a value of unity arising if the gas achieves equilibrium with the surface after
colliding with it and a value of zero implying that no energy at all is transferred.
Early measurements of the accommodation coefficients for rare gases in contact with a tungsten surface were carried out by Roberts, although it soon became apparent that his experiments
were not carried out with sufficiently clean surfaces and thus his data did not represent the values
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expected for the gas-surface interaction with a clean metal. [Rob30] The work of Roberts did, however, stimulate early theoretical investigations, especially for describing the interaction of He atoms
with surfaces using quantum mechanics. [JM32, LJD36, LJD37] In the 1960s with the advent of high
vacuum technology and good surface cleaning techniques reliable measurements of the accommodation coefficient for rare gases on metal surfaces became available from two different groups, that of
Thomas et al. [Tho67b, Tho67a] and of Kouptsidis and Menzel. [KM69, KMdBG70] An extensive
review of work pertaining to accommodation coefficients and a very useful compendium of available
experimental data has been presented by Saxena and Joshi. [SJ89] Other extensive reviews have
been given by Goodman and Wachman. [Goo74, GW74, GW76]
The purpose of this chapter is to present calculations for the accommodation coefficients
of the heavy rare gases with metal surfaces using the theory developed in this dissertation. Similar classical scattering theories have been applied previously to calculations of the accommodation
coefficient and reasonable agreement with measurements for the heavy rare gases on clean tungsten
surfaces was obtained, but these calculations included only direct scattering processes and did not
properly include trapping and subsequent desorption by the physisorption well of the interaction
potential. [MM01] If this fraction remains in the physisorption well and does not go on to become
permanently adsorbed or chemisorbed (which is the expected case for rare gas atoms if the temperature is not too small) these physisorbed atoms will eventually desorb and the standard assumption
is that the trapping-desorption fraction leaves the surface in a thermal energy distribution that is
nearly in equilibrium at the temperature of the surface. Under such an assumption the trappingdesorption fraction is expected to enhance the accommodation coefficient and cause it to have values
closer to unity. On the other hand, the direct scattering fraction tends to exchange less energy with
the surface and its contribution to the accommodation coefficient is expected to cause it to have
values less than unity.
When the initially trapped particles eventually escape from the well, which means the
remaining contribution from the trapping fraction is zero, the calculations for equilibrium energy
accommodation coefficient are from the distribution in the continuum state and do not need the
assumption made by Maxwell.
As expected, for the accommodation of He and Ne at a tungsten surface, where quantum
mechanics should be dominant in the scattering process, the present classical theory is unable to
explain the measured experimental data. However, good agreement with data is obtained for the
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heavy rare gases Ar, Kr and Xe.

5.2

Theory
The energy accommodation coefficient αE (TS , TG ) is the ratio of the average energy ex-

changed by a gas in contact with a surface normalized to the maximum thermodynamically allowed
energy that could be exchanged.

αE (TS , TG ) =

Ef − < E i >
Ef − 2kB TG
=
.
< Ef > − < Ei >
2kB TS − 2kB TG

(5.1)

In Eq. (5.1) TG is the temperature of the gas, TS is the temperature of the surface, and kB is
Boltzmann’s constant, Ef is the average energy of a gas particle after making a collision with the
surface. The expression on the far right hand side of Eq. (5.1) is obtained under the assumption
that both the gas and surface are in equilibrium at their respective temperatures, thus the average
energy of the incident gas is < Ei >= 2kB TG and the average energy of the gas if it should
come into equilibrium with the surface would be < Ef >= 2kB TS . These average energies are
readily obtained from the Knudsen distribution of for a gas in equilibrium, sometimes called the
flux-corrected Maxwell-Boltzmann distribution of Eq. (3.5).
If the gas is initially in equilibrium then the average final energy after a collision with the
surface is given by
Z
Ef =

∞

Z
dEi

0

Z
dΩi

2π

∞

Z
dEf

0

dΩf Ef
2π

dP (pi , TG ) dR(pf , pi )
,
dEi dΩi
dEf dΩf

(5.2)

where dR(pf , pi )/dEf dΩf is the differential reflection coefficient giving the probability per unit
final energy and final solid angle that a gas particle initially in momentum state pi will make a
transition to the state pf as a result of the collision with the surface. dP (pi , TG )/dEf dΩf is the
Kundsen distribution of the incident gas. The differential reflection coefficient must obey the two
conditions of unitarity and detailed balancing, as does also the Knudsen distribution of Eq. (3.5).
The condition of unitarity means that the number of gas particles is conserved, i.e., for a given initial
momentum state pi the integral of the differential reflection coefficient over all final energies and
angles is normalized to unity.
For reasons of simplicity, it is convenient to define an accommodation coefficient that is a
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function of a single temperature by taking the limit as the surface and gas temperatures approach
the same value. Thus results in the equilibrium energy accommodation coefficient defined as

αE (T ) =

lim

αE (TS , TG ) .

TG →TS →T

(5.3)

All calculations in this chapter will be for αE (T ) since most experimental data for the accommodation of rare gases on clean surfaces is reported in terms of the equilibrium energy accommodation
coefficient.
Using the condition of detailed balancing, the temperature limit of Eq. (5.3) can be readily
carried out leading to the final form

αE (T ) =

1
4(kB T )2

Z

∞

Z
dEi

0

∞

Z
dΩi

2π

Z
dEf

0

×

dΩf (Ef − Ei )2

(5.4)

2π

dP (pi ; TG ) dR(pf , pi )
.
dEi dΩi
dEf dΩf

For the trapping fraction inside the well, if one make use of the assumption made by Maxwell,
the contribution of the fraction will be PTn which is the fraction of the trapped particles, since the
assumption is that the remaining trapped particles desorb with an equilibrium distribution and thus
n
(T ) after the
have an effective accommodation coefficient of unity. Thus the corresponding EAC αE
n
n-th iteration will be obtained as the total of αEC
(T ) and PTn :

n
n
αE
(T ) = αEC
(T ) + PTn .

(5.5)

With the trapping particles eventually escaping from the well, the fully converged EAC is obtained
by continuing the iteration process to the point where the trapped fraction is an acceptably small
number expressed by
n
αE (T ) = lim αE
(T ) .
n→∞

(5.6)

From this equation, it is clear that all the particles are in the continuum state and the contribution
from the trapping fraction PTn is zero.
At this point the only remaining quantity needed for evaluating the accommodation coefficient is the differential reflection coefficient dR(pf , pi )/dEf dΩf . This provides a complete description of the scattering process which means that it contains not only the direct scattering arising
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Table 5.1: Experimental data of EAC for rare gas atoms in contact with Tungsten. Data of Thomas
et al. Ref. [Tho67b, Tho67a]
Temperature(K) He/W Ne/W Ar/W Kr/W Xe/W
77
0.0131 0.058
0.60
0.94
90.2
0.0133 0.054
0.54
0.86
0.96
113
0.0137 0.049
0.47
0.74
0.93
153
0.0142 0.044
0.39
0.63
0.89
193
0.0148 0.042
0.34
0.57
0.85
243
0.0155 0.0425
0.30
0.51
0.81
303
0.0166 0.045
0.27
0.46
0.77

from a single collision or a small number of collisions with the surface, but it also should contain
the contributions of those particles that are initially trapped and then subsequently desorbed. The
theory for getting the differential reflection coefficient is developed in the Chapter (2) of this dissertation. The differential reflection coefficient used here is the smooth-surface model, the same as
used in Chapter (4) above.
The main numerical operations involved in carrying out calculations are the multiple integrals involved in the accommodation coefficient of Eq. (5.4). In each case these are six-dimensional
integrations, although, if the surface is azimuthally symmetric as is the case for the potential used
here, the accommodation coefficient reduces to a five-dimensional integral. The angular integrations
are carried out using Gauss-Legendre algorithms and the energy integrals with Gauss-Laguerre algorithms.

5.3

Comparison with Data
Comparisons with experimental data for calculations using the theory and interaction po-

tential described above are presented for the heavy rare gases in contact with a tungsten surface in
Figures 5.1-5.5. The data from Thomas et al. [Tho67b, Tho67a] are shown as open circles and the
data from Kouptsidis and Menzel [KM69, KMdBG70] are shown as filled circles. Table 5.1 gives
the value of the data from Thomas et al. [Tho67b, Tho67a] and table 5.2 gives the value of the data
from Kouptsidis and Menzel. [KM69, KMdBG70]
Fig. 5.1 shows the measured equilibrium accommodation coefficient for Ar on W compared
to four curves calculated with different well depths of 10, 20 25 and 50 meV. The velocity parameter
is vR = 500 m/s. The best agreement with the data is for a well depth of approximately D = 25
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Table 5.2: Experimental data of EAC for rare gas atoms in contact with Tungsten. Data from
Kouptsidis and Menzel. Ref.[ [KM69, KMdBG70]]
Temperature(K) He/W Ne/W Ar/W Kr/W Xe/W
77
0.0126 0.062
0.59
0.91
90.2
0.53
0.87
0.90
120
0.0133 0.0467
0.43
0.62
0.87
173
0.0143 0.0440
0.37
0.56
0.82
211
0.0151 0.0430
0.32
0.49
0.79
251
0.0163 0.0436
0.30
0.46
0.74
298
0.0167 0.0420
0.27
0.41
0.67
318
0.0166 0.0423
0.26
0.40
0.64

meV. A table of measured and theoretically calculated well depths for the Ar/W system is given
in Ref. [MM96] which shows that this value of 25 meV is somewhat smaller than expected. This
table is based on values presented in Ref. [VIKC91] and the measurements, primarily obtained from
thermal desorption experiments, range from 78 to 127 meV while calculated values are somewhat
smaller ranging from 33 to 47 meV. If the velocity parameter vR is made somewhat larger the
calculations for a larger well depth approach more closely to the data at large temperatures, but
the agreement at low temperatures becomes worse. Although the well depth predicted by these
calculations is somewhat smaller than expected, it is considerably larger than the value of 15 meV
used previously to fit the data with calculations based solely on the direct scattering. [MM96] Thus
it becomes clear that including the trapping-desorption in the calculation significantly increases the
value of the accommodation.
Fig. 5.2 shows another calculation for Ar on W system and is similar to Fig. 5.1. vR is
increased to 1000 m/s. With this value of vR , the calculation with 50 meV well depth matches the
data much better, but not as well as the calculation with 500 m/s of vR in Fig. 5.1.
Fig. 5.3 shows the accommodation coefficient data for Kr/W compared to calculations carried out for two different well depths, 50 and 70 meV. The best agreement with the data is for a
well depth of approximately D = 50 meV. Larger well depths lead to larger trapping-desorption
fractions, and since the trapping-desorption fraction is nearly in equilibrium this tends to enhance
the accommodation coefficient. As in the case for Ar/W, calculations with vR larger than 500 m/s
will tend to decrease the accommodation coefficient for a given well depth, but at the expense of
poorer overall agreement with the data. Estimated well depths for the Kr/W system have been
obtained only from thermal desorption experiments and these values range from 195 to 247 meV as
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Figure 5.1: The equilibrium energy accommodation coefficient αE (TS ) as a function of the surface
temperature TS for Ar on a W surface using the smooth-surface model with the form factor of the
Morse potential. vR is 500 m/s. Four calculations with different well depths are shown to compare
with the experimental data.
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Figure 5.2: Similar to Fig. 5.1, vR is 1000m/s and two calculations with different well depths, 20
and 50 meV, are shown .
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Figure 5.3: The equilibrium energy accommodation coefficient αE (TS ) as a function of the surface
temperature TS for Kr on a W surface using the smooth-surface model with the form factor of the
Morse potential. vR is 500 m/s. Two calculations with different well depths, 50 and 70 meV, are
shown to compare with the experimental data.
tabulated in Ref. [VIKC91]. Thus the value used here to give a best fit with the data is small in
comparison to the thermal desorption measurements, but again as for the Ar/W system it is twice
as large as the value obtained for calculations based only on direct scattering. [MM96]
Fig. 5.4 is same as Fig. 5.3, except with a larger vR = 1000 m/s. With this value of vR ,
the calculation with 70 meV well depth gives the best fit with the data, but not as good as for the
calculation with 500 m/s in Fig. 5.3.
Fig. 5.5 shows similar comparisons with data for the case of Xe/W. Calculations for two well
depths, 100 and 150 meV, are shown and vR = 500 m/s. Both of these well depths are somewhat
smaller than the independent measured thermal desorption value of 180 meV. [VIKC91]. It is
interesting to note that the calculations for D = 150 meV and temperatures below TS = 150 K
show that essentially all of the gas atoms are trapped in the physisorption well and escape nearly in
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Figure 5.4: Same as Fig. 5.3, except vR is changed to 1000 m/s.
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Figure 5.5: The equilibrium energy accommodation coefficient αE (TS ) as a function of the surface
temperature TS for Xe on a W surface using the smooth-surface model with the form factor of the
Morse potential. vR is 500 m/s. Two calculations with different well depths, 100 and 150 meV, are
shown to compare with the experimental data.
equilibrium which results in complete accommodation, or αE = 1.
Fig. 5.6 is similar to Fig. 5.5, and with a larger vR , 1000 m/s. Comparing these two figures,
it is seen that the calculations with vR = 500 m/s give a better match to the experimental data.

5.4

Theoretical Calculation
According to Maxwell’s assumption, Eq. 5.5 gives the contributions for the EAC from the

continuum part and the trapping fraction after nth iteration. In this section, two examples are given
to show how the EAC changes with the iteration number, and the calculations are compared with
the Maxwell’s assumption.
Table 5.3 is the first example for Ar on W system. The surface temperature TS is 303 K, the
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Figure 5.6: Similar to Fig. 5.5. vR is 1000 m/s. One calculation with the well depth D = 100 meV
is shown.

99

Table 5.3: EAC vs.
Iterations
EAC
Trapping Fraction
EAC-Maxwell

number of iterations for
0
10
100
0.294 0.207 0.198
0.120 0.024 0.0128
0.174 0.183 0.185

Ar/W with TS = 303 K.
300
500
711
0.191
0.188
0.187
0.0048 0.00217 0.001
0.186
0.186
0.186

Table 5.4: EAC vs. number of iterations for
Iterations
0
50
300
EAC
0.752 0. 565 0.518
Trapping Fraction 0.374 0.125 0.0533
EAC-Maxwell
0.378 0.440
0.465

Ar/W with TS = 103 K.
700
1000
1536
0.496
0.492
0.490
0.0143 0.00539 0.001
0.482
0.487
0.489

well depth is 20 meV and vR is 1000 m/s. After the first collision, which is considered as the zero-th
iteration, the total EAC is 0.294, the trapping fraction is 0.120, so the EAC contribution from the
continuum fraction is 0.174. After 100 iterations, the total EAC decreases to 0.198, the contribution
from the trapping fraction is 0.0128, which is about 1.28% of the incident particles still trapped in
the well. Thus the EAC contribution from the continuum part is 0.1852. After 711 iterations, the
total EAC is 0.187 and the trapping fraction is 0.001, which means nearly no particles are trapped in
the well, so the total EAC is almost only from the EAC contribution from the continuum fractions.
If Maxwell’s assumption were correct all the time, the initially trapped particles should be
well accommodated with the surface, thus the contribution of them should be unity. From this
point, the EAC value should be same all the time during the iterations. As we can see, the value of
the total EAC decreases with the iterations, it means that the EAC contribution from the trapping
fraction does not comply with Maxwell’s assumption, it is less than unity, which means that the
initially trapped particles do not accommodate with the surface very well.
Table 5.4 is same as Table 5.3 except the temperature is changed to 103 K. The data has
the same behavior as in Table 5.3. The EAC contribution of the initially trapped particles is less
than unity.

5.5

Conclusions
This chapter presents calculations of the equilibrium accommodation coefficient for energy

exchange at a gas-surface interface using the theory developed here. This theory is applied to
a relatively straightforward model of the interaction potential, consisting of a strongly repulsive
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vibrating repulsive wall with an attractive square physisorption well in front. However, the theory
treats the statistical mechanics of the scattering process properly and is able to track all initially
physisorbed particles until they eventually desorb. This theory not only describes correctly both
the direct and trapping-desorption fractions, it has been used to explain measured experimental
data whose energy-resolved scattering spectra exhibit distinct features due to direct and trappingdesorption events. Thus, it is of interest to calculate the accommodation coefficient using this theory
to see if it explains the available data for energy transfer at a gas-surface interface.
A large amount of data exists for the accommodation of a large variety of atomic and
molecular gases at numerous types of surfaces. However, the most carefully defined systems, both
experimentally and theoretically, are the rare gases accommodating at a tungsten surface. Although
data is available for all the rare gases except radon, comparisons here are made only for the heavier
rare gases. This is because the light mass rare gases, He and Ne, interact quantum mechanically
and are not well explained by a purely classical theory.
This work can be viewed as a logical extension of an earlier paper of Dr. Manson [MM96]
in which calculations with a similar interaction potential model, but a theory that contained only
the direct scattering component, was applied to the energy accommodation coefficient. Thus, the
present work when compared to the previous results gives a clear indication of the contributions of
the trapping-desorption fraction to the accommodation.
Good overall agreement between calculations and measured accommodation coefficient data
is obtained. However, the results do depend on the choice of the well depth and the velocity
parameter that arises from the model of the interaction potential. Neither of these quantities has
been well established for the interaction of heavy rare gases with the tungsten surface. The calculated
values of the well depths that give the best agreement with measurements tend to be somewhat
smaller than estimates extracted from thermal desorption experiments, although there are typically
significant differences between such measurements in the cases where more than one value exists. In
comparison with the previous calculations, however, the present work predicts well depths that are
significantly larger due to the influence of the trapping-desorption fraction.
The fact that this theory explains the available data for heavy rare gas accommodating
at clean tungsten surfaces, and the fact that state-to-state calculations explain recently available
data for Ar scattering under conditions where the energy-resolved spectra exhibited clear evidence
for distinct direct scattering and trapping-desorption features implies that it should be useful for
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predicting the energy accommodation for other gas-surface systems. In particular it should be able to
predict the behavior of other systems as a function of the experimentally accessible initial conditions
such as temperature, well depth, gas particle mass and surface mass.
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A. Mödl, H. Robota, J. Segne, W. Vielhaber, M. C. Lin, and G. Ertl. J. Chem. Phys.,
83:4800, 1985.

[PNH88]

Jan B. C. Petterson, Gunnar Nyman, and Leif Holmlid. J. Chem. Phys., 89:6963,
1988.
105

[RBA89]

C. T. Rettner, D. S. Bethune, and D. J. Auerbach. J. Chem. Phys., 91:1942, 1989.

[RFKA85]

C. T. Rettner, F. Fabre, J. Kimman, and D. J. Auerbach. Phys. Rev. Lett., 55:1904,
1985.

[RKF+ 87]

C. T. Rettner, J. Kimman, F. Fabre, D. J. Auerbach, J. A. Barker, and J. C. Tully.
J. Vac. Sci. Technol. A, 5:508, 1987.

[RKL+ 95]

M. Regan, E. Kawamoto, S. Lee, P. Pershan, N. Maskil, M. Deutsch, O. Magnussen,
B. Osko, and L. E. Berman. Phys. Rev. Lett., 75:2498, 1995.

[RKMN96]

Warren R. Ronk, Daniel V. Kowalski, Michelle Manning, and Gilbert M. Nathanson.
J. Chem. Phys., 104:4842, 1996.

[Rob30]

J. K. Roberts. Proc. Roy. Soc. A, 129:146–161, 1930.

[Sal84]

B. Salanon. J. Physique, 45:1373, 1984.

[Sj9]
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