Neighborhood unions and cyclability of graphs  by Liu, Huiqing et al.
Discrete Applied Mathematics 140 (2004) 91–101
www.elsevier.com/locate/dam
Neighborhood unions and cyclability of graphs
Huiqing Liua , Mei Lub , Feng Tiana
aInstitute of Systems Science, Academy of Mathematics and Systems Sciences, Chinese Academy of
Sciences, Beijing 10080, China
bDepartment of Mathematical Sciences, Tsinghua University, Beijing 10084, China
Received 16 October 2002; received in revised form 23 May 2003; accepted 26 May 2003
Abstract
A graph G is said to be cyclable if for each orientation
→
G of G, there exists a set S of vertices
such that reversing all the arcs of
→
G with one end in S results in a hamiltonian digraph. Let G
be a 3-connected graph of order n¿ 36. In this paper, we show that if for any three independent
vertices x1, x2 and x3, |N (x1) ∪ N (x2)|+ |N (x2) ∪ N (x3)|+ |N (x3) ∪ N (x1)|¿ 2n+ 1, then G is
cyclable.
? 2003 Elsevier B.V. All rights reserved.
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1. Introduction
We use Bondy and Murty [1] for terminology and notation not de;ned here. Let
G be a simple graph and v a vertex of V (G), NG(v) denotes the neighbors of v and
dG(v)= |NG(v)|. If S ⊆ V (G), then N (S) denotes the neighbors of S and G[S] denotes
the subgraph induced by S. For a subgraph H of G, let NH (S) = N (S) ∩ V (H). In
particular, when S={v}, we set NH (v)=NH ({v}) and dH (v)= |NH (v)|. If h1h2 ∈E(H)
for all h1; h2 ∈V (H), then H is a clique. Let P be a path with a given direction. If
u; v∈P, then uPv denotes the consecutive vertices of P from u to v and v =Pu the same
vertices in reverse order. We will consider uPv and v =Pu both as sub-paths and as
vertex sets. If v∈P, then v+ denotes the successor of v on P and v− its predecessor.
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G be an orientation of G and C = v1v2 · · · vtv1 be an even cycle of G. We
de;ne fC(vivi+1) = 1 if vivi+1 ∈A(
→
G); fC(vivi+1) = 0 if vivi+1 ∈ A(
→
G). Let f(C) =∑
e∈E(C) fC(e), where vt+1 = v1 and A(
→
G) is the arc set of
→
G. If f(C) is even, then
we say C is good under the orientation. Otherwise, we say C is bad.
We adopt the following terminology given in [8]. Pushing a vertex v in a digraph
reverses all the orientations of all arcs incident with v. We say that a digraph
→
G can
be pushed to a digraph H if a digraph isomorphic to H can be obtained by applying
a sequence of pushes to
→
G. The push operation has been studied by Pretzel [10–12].
Klostermeyer and Soltes [8] introduced a hamilton-like property of graphs, that is,
cyclability. A graph is said to be cyclable if each of its orientations can be pushed to
one that contains a directed hamiltonian cycle. Recently, some results for cyclability
were given by Chen et al. [4], Goia [6], Klostermeyer [7], Klostermeyer and Soltes
[8] and others.
The following is the ;rst result on cyclability due to Klostermeyer.
Theorem 1 (Klostermeyer [7]). Let G be a graph with order n. If n is odd, then G
is cyclable if and only if G is hamiltonian. If n is even, then an orientation
→
G of
G can be pushed to one that contains a directed hamiltonian cycle if and only if
→
G
contains a good hamiltonian cycle.
Clearly, each cyclable graph is hamiltonian. However, the reverse is not true. Further-
more, neither hamilton-connectivity nor cycle extendibility is stronger than cyclability
and vice versa (see [8]). Hence, as pointed out in [4], for any theorem on hamiltonic-
ity, it is of interest to give an analogous result for cyclable graphs. From Theorem 1,
it suLces to consider graphs with an even order.
In [4], Chen et al. give a suLcient condition for a graph to be cyclable in terms of
degree-sum of two non-adjacent vertices.
Theorem 2 (Chen et al. [4]). Let G be a graph of even order n¿ 8. If 2(G)¿ n+1,
then G is cyclable.
The following theorem is a generalization of the result on hamiltonicity of a graph
involving neighborhood unions in [5].
Theorem 3 (Tian [13]). Let G be a 2-connected graph of order n¿ 3. If for any
three independent vertices x1, x2 and x3,∑
16i¡j63
|N (xi) ∪ N (xj)|¿ 2n− 1;
then G is hamiltonian.
In this paper, we will give a neighborhood-union condition for cyclability.
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Theorem 4. Let G be a 3-connected graph of even order n¿ 36. If for any three
independent vertices x1, x2 and x3,
∑
16i¡j63
|N (xi) ∪ N (xj)|¿ 2n+ 1;
then G is cyclable.
By Theorem 4, we have the following corollary.
Corollary 5. Let G be a 3-connected graph of even order n¿ 36. If for any two
non-adjacent vertices u and v, |N (u) ∪ N (v)|¿ (2n+ 1)=3; then G is cyclable.
2. Lemmas
In this section, we give some lemmas that will be used in Section 3.





G contains a good 4-cycle with a chord, say a1a2a3a4 with
a1a3 ∈E(G), such that there exists a hamiltonian path in G − {a1; a3} connecting a2
and a4, then G is cyclable.
Lemma 2 (Klostermeyer and Soltes [8]). Let K2;3 = (A; B) be a complete bipartite
graph with bipartition A = {a1; a2} and B = {b1; b2; b3}. Then for any orientation
of K2;3, at least one of the cycles a1b1a2b2, a1b1a2b3 and a1b2a2b3 is good.
Lemma 3 (Klostermeyer and Soltes [8]). Let G be a graph of even order, xy∈E(G)
and {v1; v2; v3} ⊆ N (x) ∩ N (y). If for any two vertices vi; vj ∈{v1; v2; v3}, there exists
a hamiltonian path in G − {x; y} connecting vi and vj, then G is cyclable.
In the next proof, we use the following notation. If I ={x1; x2; x3} is an independent
set of G, then we set S0(I) = V − N (I), S1(I) = {x∈V‖N (x) ∩ I | = 1} and D(I) =
V − (S0(I)∪ S1(I)). Thus it is easy to see that
∑




|N (xi) ∪ N (xj)|6 2(n− |S0(I)|) + |D(I)|: (S1)
Lemma 4. Let G be a connected graph of even order n¿ 36. If for any three inde-
pendent vertices x1, x2 and x3,
∑
16i¡j63
|N (xi) ∪ N (xj)|¿ 2n+ 1;
then there exists an edge xy∈E(G) such that |N (x) ∩ N (y)|¿ 3.
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Proof. By contradiction. Assume for each edge xy∈E(G), |N (x)∩N (y)|6 2. Let v be
a vertex of G with maximum degree, andN (v)={v1; v2; : : : ; vM}. ThenM(G)¿n=3¿ 12.
Set H = G[N (v)]. Thus, 06M(H)6 2.
We ;rst show that there exist at most two isolated vertices in H . Otherwise, let
v1; v2 and v3 be the three isolated vertices of H , and set I = {v1; v2; v3}. Obviously,
N (v) ⊆ S0(I), and hence |S0(I)|¿M(G). By the assumption and (S1), 2n¡
2(n− |S0(I)|)+ |D(I)|6 2(n−M(G))+ |D(I)|, and hence |D(I)|¿ 2M(G). Thus n¿
|N (v)|+ |D(I)|¿ 3M(G)¿n; a contradiction.
Now we show that there exist v1v2; v3v4; v5v6 ∈E(G) such that
I = {v1; v3; v5} and I ′ = {v2; v4; v6} are independent sets: (∗)
Denote by H∗ the graph obtained from H by deleting all the isolated vertices.
Thus 16M(H∗)6 2, and hence each component of H∗ is a cycle or non-trivial path.
Assume that H∗ has at most two components (otherwise, (∗) holds). Since |H∗|¿ 11,
there exists a component with at least six vertices. Therefore (∗) holds.
Since M(H∗)6 2, |S0(I)|¿M(G) − 6 and hence by the assumption and (S1), we
have 2n¡ 2(n − |S0(I)|) + |D(I)|. Thus |D(I)|¿ 2(M(G) − 6). Similarly, |D(I ′)|¿
2(M(G)− 6). Since |D(I)∩D(I ′)|6 3 by assumption, we have n¿ |N (v)|+ |D(I)|+
|D(I ′)| − 3¿ 5M(G)− 25¿n, a contradiction.
Let P = v1v2 · · · vs be a longest path in G − {a1; a3} and H one component of
G − {a1; a3} − P, where a1; a3 ∈V (G). Denote NP(H) = {y1; y2; · · · ; yt} and Wi =
y+i Py
−
i+1; 16 i6 t − 1, where y1; y2; : : : ; yt appear in the consecutive order along
P. A vertex u∈Wi is insertible if there exist vertices v; v+ ∈V (P) − Wi such that
uv; uv+ ∈E(G). We denote the ;rst non-insertible vertex occurring on Wi by xi. By the
technique of the proof in Theorem 5 of [2], we easily have the following lemma.
Lemma 5. (i) x1 exists; (ii) N (x1)∩H=∅ and N (y+2 )∩H=∅; (iii) N (y+2 )∩(y+1 Px1)=
∅; (iv) x1w ∈ E(G) whenever y+2 w− ∈E(G) and w∈ x+1 Py2 or y+2 w+ ∈E(G) and
w∈ (v1Py1) ∪ (y+2 Pvs−1).
Lemma 6. Let G be a connected graph of order n and for any three independent
vertices x1, x2 and x3,
∑
16i¡j63
|N (xi) ∪ N (xj)|¿ 2n+ 1:
Let P = v1v2 · · · vs be a longest path in G − {a1; a3} and H one component of
G − {a1; a3} − P, where a1; a3 ∈V (G). Then NP(H) = {v1; vs} or |NP(H)|= 1.
Proof. Suppose that |NP(H)|¿ 3 or |NP(H)| = 2 but vs ∈ NP(H). Denote NP(H) =
{y1; y2; : : : ; yt}, where y1; y2; : : : ; yt occurring in this order on P, and the ;rst non-
insertible vertex on y+1 Py
−
2 by x1. By Lemma 5, x1 exists and x1y
+
2 ∈ E(G). Let u∈H .
Since P is a longest path, I ={x1; y+2 ; u} is an independent set and NP(u)∩N+P (u)=∅.
Then, by Lemma 5, we have that D(I) ⊆ (P − y+1 Px1) ∪ {a1; a3}. Let P1 = v1Py1,
P2 = y+1 Py2, P3 = y
+
2 Pvs and vi ∈D(I) ∩ P.
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(1) vi ∈P1. If vi = y1, then uvi ∈ E(G), and hence vix1; viy+2 ∈E(G). By Lemma 5
and the de;nition of x1, we have vi+1 ∈ S0(I). Thus |D(I) ∩ P1|6 |S0(I) ∩ P1|+ 1.
(2) vi ∈P2. By Lemma 5, we have vi ∈ x+1 Py2. If vi = y2, then uvi ∈ E(G) and
vix1; viy+2 ∈E(G). Assume that vj is the ;rst vertex in S0(I)∩ (viPy2). Then by Lemma
5, we have v∈ S1(I) for all v∈ vi+1Pvj−1. Since x1 ∈ S0(I), |D(I)∩P2|6 |S0(I)∩P2|+1.
(3) vi ∈P3. Obviously, if vi ∈N (u) ∩ (P3 − vs), then vi+1 ∈ S0(I). Hence we can
assume that viu ∈ E(G) if vi = vs. Then vix1; viy+2 ∈E(G). By Lemma 5 and the
de;nition of x1, we have vi+1 ∈ N (x1)∪N (y+2 ). If vi+1u∈E(G), then vi+2 ∈ S0(I); else
vi+1 ∈ S0(I). Note that y+2 ∈ S0(I). Thus |D(I) ∩ P1|6 |S0(I) ∩ P1|.
By (1), (2) and (3), we have |D(I)∩P|6 |S0(I)∩P|+2. Note that |S0(I)∩P|¿ 2
and |S0(I) ∩ H |¿ 1. Hence, by the assumption and (S1),
2n+ 16 2(n− |S0(I)|) + |D(I)|
6 2(n− |S0(I) ∩ P| − |S0(I) ∩ H |) + |S0(I) ∩ P|+ 2 + 2
= 2n− |S0(I) ∩ P| − 2|S0(I) ∩ H |+ 46 2n;
a contradiction.
Lemma 7 (Chen et al. [4]). Let G be a graph of order n¿ 8. If 2(G)¿ n+1; then
there exists an edge xy∈E(G) such that |N (x) ∩ N (y)|¿ 3.
Lemma 8 (Ore [9]). Let G be a simple graph of order n¿ 3. If 2(G)¿ n+1, then
G is hamilton-connected.
Lemma 9 (Chen [3]). Let G be a 3-connected graph of order n. If for any two
non-adjacent vertices u and v, d(u) + d(v) + 2|N (u) ∪ N (v)|¿ 2n + 1, then G is
hamilton-connected.
Lemma 10. Let G be a simple graph of order n. If for any two non-adjacent vertices
u and v, d(u) + d(v) + |N (u) ∪ N (v)|¿ 2n− 1; then 2(G)¿ n+ 1.
Proof. Suppose that u; v be any two non-adjacent vertices of G. Since uv ∈ E(G),
we have |N (u) ∪ N (v)|6 n − 2. Thus, by the assumption of the lemma, we get that
|N (u) ∩ N (v)|¿ 3. Hence 2(d(u) + d(v)) = d(u) + d(v) + |N (u) ∪ N (v)| + |N (u) ∩
N (v)|¿ 2n+ 2. Therefore, 2(G)¿ n+ 1.
Lemma 11. Let G be a 3-connected graph of order n¿ 7. If for any two non-adjacent
vertices u and v, d(u)+d(v)+ |N (u)∪N (v)|¿ 2n− 3, then G is hamilton-connected.
Proof. We ;rst show that |N (u) ∪ N (v)|¿ 4 for any two non-adjacent vertices u
and v. If |N (u) ∪ N (v)|6 3, then |N (u)| = |N (v)| = |N (u) ∪ N (v)| = 3, and hence
2n− 36d(u) + d(v) + |N (u) ∪ N (v)|= 9: This contradicts that n¿ 7.
Therefore |N (u)∪N (v)|¿ 4, and hence d(u)+d(v)+2|N (u)∪N (v)|¿ 2n+1. Then
G is hamilton-connected by Lemma 9.
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3. Proof of Theorem 4
In this section, we still use the notations de;ned in Section 2. Let G be a 3-connected




G contains a good 4-cycle with a chord. Assume a1a2a3a4 is a good 4-cycle
with a1a3 ∈E(G). Let G∗=G−{a1; a3}. If G∗ contains a hamiltonian path connecting
a2 and a4, then G is cyclable by Lemma 1. Hence, we can assume G∗ contains no
hamiltonian path connecting a2 and a4. If a2a4 ∈E(G), then we also assume G−{a2; a4}
contains no hamiltonian path connecting a1 and a3. Assume P and Q are longest paths
connecting a2, a4 in G∗ and a1, a3 in G−{a2; a4}, respectively. First, we could make
the following assumption by symmetry.
Assumption 1. |V (P)|¿ |V (Q)| if a2a4 ∈E(G).
Choose P such that over all such paths P described above, the number of components
of G∗ − P is minimum.
Let P=v1v2 · · · vs with v1=a2, vs=a4 and H1; H2; : : : ; H! the components of G∗−P.
By Lemma 6, we have that NP(Hi) = {a2; a4} or |NP(Hi)|= 1 for i = 1; 2; : : : ; !.
Claim 1. != 1.
Proof. Assume to the contrary that !¿ 1.
Fact 1. There exist no vertices u1 ∈V (H1), u2 ∈V (H2) and v∈V (P) such that I =
{u1; u2; v} is an independent set.
Proof. Suppose such an independent set exists. Then |D(I)|6 5 and |S0(I)|¿ 3. By
(S1), 2n+ 16 2(n− |S0(I)|) + |D(I)|6 2n− 1, a contradiction.
By Fact 1, we have !=2, NP(H1)∩NP(H2)=∅ and NP(H1)∪NP(H2)=P. Therefore
26 |V (P)|6 3. Assume |H2|¿ |H1|, we have |H2|¿ 16 as n¿ 36.
Fact 2. |NP(H2)|= 1.
Proof. Suppose NP(H2)= {a2; a4}. Then |NH2 (P)|¿ 1 by Fact 1. Assume a2u2; a4u4 ∈
E(G), where u2; u4 ∈V (H2). Obviously, there exists a path R′ connecting u2 and u4 in
H2. Let R= a2u2R′u4a4. Then |R|¿ 4¿ |P|, contradicting the choice of P.
If |V (P)|=3, then NP(H1)={a2; a4} with |V (H1)|=1 and NP(H2)={v2} by Lemma
6 and Fact 2. Let P′ = v1u1v3 with u1 ∈V (H1). Then |V (P′)| = |V (P)|, but G∗ − P′
only has one component, contradicting the choice of P.
If |V (P)|=2, then a2a4 ∈E(G) and |NP(H1)|= |NP(H2)|=1. Since G is 3-connected,
we can assume a1u0; a3u1 ∈E(G), where u0; u1 ∈V (H1). Obviously, there exists a path
Q′ connecting u0 and u1 in H1. But the path Q = a1u0Q′u1a3 would be contrary to
Assumption 1.
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By Claim 1, we will denote the only component of G∗ − P by H . Then NP(H) =
{a2; a4} or |NP(H)| = 1. Let S1 = {a1; a3}; S2 = NP(H); P1 = P − S2 and S = S1 ∪ S2.
Then |S2|6 2 and |S|6 4.
Claim 2. G[P1] is connected.
Proof. Suppose G[P1] is disconnected. Let A and B be two components of G[P1].
Set a∈A, b∈B and u∈H . Then I = {a; b; u} is an independent set, D(I) ⊆ S and
|S0(I)|¿ 3. Thus by (S1), we have 2n+16 2(n− |S0(I)|) + |D(I)|6 2(n− 3) + 4 =
2n− 2, a contradiction.
Claim 3. Let vi; vj (ui; uj, resp.) be two non-adjacent vertices of P1 (H , resp.). Then
dP1 (vi) + dP1 (vj) + |NP1 (vi) ∪ NP1 (vj)|¿ 2|P1| − 1;
(dH (ui) + dH (uj) + |NH (ui) ∪ NH (uj)|¿ 2|H | − 1; resp):
Proof. Let vi and vj be two non-adjacent vertices of P1, and let u∈H , then {vi; vj; u}
is an independent set. Since NH (P1)= ∅, we have N (vk) ⊆ NP1 (vk)∪ S for vk ∈{vi; vj}
and N (u) ⊆ (H − {u}) ∪ S. Hence
2n+ 16 |N (vi) ∪ N (u)|+ |N (vj) ∪ N (u)|+ |N (vi) ∪ N (vj)|
6 |NP1 (vi)|+ |NP1 (vj)|+ 2(|H | − 1 + |S|) + |NP1 (vi) ∪ NP1 (vj)|+ |S|
= dP1 (vi) + dP1 (vj) + |NP1 (vi) ∪ NP1 (vj)|+ 2(n− |P1|) + |S| − 2;
thus, as |S|6 4, dP1 (vi) + dP1 (vj) + |NP1 (vi) ∪ NP1 (vj)|¿ 2|P1| − 1:
Claim 4. If |P1|¿ 3 (|H |¿ 3, resp.), then G[P1] (G[H ], resp.) is hamilton-connected.
Proof. If G[P1] is a clique, then the conclusion follows. So we can assume that G[P1]
is not clique. By Claim 3 and Lemma 10, we have (G[P1])¿ |P1|+ 1, hence G[P1]
is hamilton-connected by Lemma 8.
By Claims 2, 4 and G being 3-connected, it is easy to check that the following
claim holds.
Claim 5. There is a hamiltonian path in G[H ∪ S] (G[P1 ∪ S], resp.) connecting ai
and aj, where ai ∈ S1 and aj ∈ S2.
Claim 6. Suppose |P1|¿ 16 (|H |¿ 16, resp.).Then there exists an edge xy∈E(G[P1])
(xy∈E(H), resp.) such that |NP1 (x)∩NP1 (y)|¿ 3, |NP1 (S)−{x; y}|¿ 3 and NP1 (Si)−
{x; y} = ∅; i=1; 2 (|NH (x)∩NH (y)|¿ 3, |NH (S)−{x; y}|¿ 3 and NP1 (Si)−{x; y} =
∅; i = 1; 2, resp.).
Proof. If G[P1] is a clique, then the claim holds as |P1|¿ 16. So we assume G[P1]
is not a clique. Obviously, |NP1 (Si)|¿ 1 for i = 1; 2. If |NP1 (Si)|¿ 3 for i = 1; 2, then
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the claim holds by Claim 3 and Lemmas 10 and 7. So we can assume, without loss of
generality, that |NP1 (S1)|6 2. We will prove the claim by considering the following
two cases:
(1) |NP1 (S2)|6 2. Then |NP1 (S)|6 4. Let P′=P1−NP1 (S). Then |P′|¿ 12. If G[P′]
is a clique, then the claim holds. So we assume that G[P′] is not a clique. Let v; w
be any two non-adjacent vertices of G[P′] and u∈H , then {v; w; u} is an independent
set. Since NS∪H (P′) = ∅, we have N (v) ⊆ NP′(v) ∪ NP1 (S), N (w) ⊆ NP′(w) ∪ NP1 (S)
and N (u) ⊆ (H − {u}) ∪ S. Thus
2n+ 16 |N (v) ∪ N (w)|+ |N (v) ∪ N (u)|+ |N (w) ∪ N (u)|
6 |NP′(v) ∪ NP′(w)|+ |NP′(v)|+ |NP′(w)|+2(|H |+ |S| − 1)+3|NP1 (S)|
6 |NP′(v) ∪ NP′(w)|+ dP′(v) + dP′(w) + 2(n− |P′|) + |NP1 (S)| − 2:
Hence dP′(v) + dP′(w) + |NP′(v) ∪ NP′(w)|¿ 2|P′| − 1 by |NP1 (S)|6 4, and then
2(P′)¿ |P′|+ 1 by Lemma 10. Thus the claim follows by Lemma 7.
(2) |NP1 (S2)|¿ 3. Let P′1 = P1 − NP1 (S1). Then |P′1|¿ 14. If G[P′1] is a clique,
then the claim holds. So we assume that G[P′1] is not a clique. Let v
′; w′ be any two
non-adjacent vertices of G[P′1], then {v′; w′; u} is an independent set, where u∈H .
Since N (P′1) ∩ (H ∪ S1) = ∅, we have N (v′) ⊆ NP′1 (v′) ∪ NP1 (S1) ∪ S2, N (w′) ⊆
NP′1 (w
′)∪NP1 (S1)∪S2 and N (u) ⊆ (H −{u})∪S. Thus, as |NP1 (S1)|6 2 and |S2|6 2,
2n+ 16 |N (v′) ∪ N (w′)|+ |N (v′) ∪ N (u)|+ |N (w′) ∪ N (u)|
6 |NP′1 (v′) ∪ NP′1 (w′)|+ |NP1 (S1)|+ |S2|
+ |NP′1 (v′)|+ |NP′1 (w′)|+ 2(|NP1 (S1)|+ |H |+ |S| − 1)
6 |NP′1 (v′) ∪ NP′1 (w′)|+ dP′1 (v′) + dP′1 (w′) + 2(n− |P′1|) + 2:
Hence dP′1 (v
′) + dP′1 (w
′) + |NP′1 (v′)∪NP′1 (w′)|¿ 2|P′1| − 1, and then 2(P′1)¿ |P′1|+ 1
by Lemma 10. Thus the claim follows by Lemma 7.
Claim 7. Let xy∈E(P1) (xy∈E(H), resp.) satisfying the condition of Claim 5. Set
c1; c2; c3 ∈N (x)∩N (y)∩V (P1) (c1; c2; c3 ∈N (x)∩N (y)∩V (H), resp.). If there exists
a hamilton-path in G[P1 − {x; y}] (G[H − {x; y}], resp.) connecting ci and cj, where
ci; cj ∈{c1; c2; c3}, then G is cyclable.
Proof. Assume G is not cyclable. Let P∗ = w1w2 · · ·wt be the hamilton-path in
G[P1 − {x; y}] connecting ci and cj with ci = w1; cj = wt , where ci; cj ∈{c1; c2; c3}.
By Claim 6, |NP∗(S)|¿ 3 and |NP∗(Si)|¿ 1 for i=1; 2. Assume yi ∈NP∗(S1), i=1; 2
and y1; y2 are chosen such that N (S)∩y+1 P∗y−2 =∅ and y2 = wt . By Claim 5, Lemma 3
and the assumption, we have (1) y+1 = y2; (2) y+1 y+2 ∈ E(G); (3) y+1 w ∈ E(G) when-
ever y+2 w
− ∈E(G) and w∈y+1 P∗y2 or y+2 w+ ∈E(G) and w∈ (w1P∗y1)∪(y+2 P∗wt−1);
(4) N (y+1 )∩ (H ∪S)=∅ and N (y+2 )∩ (H ∪S) ⊆ S2. Set u∈H . Then {y+1 ; y+2 ; u} is an
independent set. Note that N (y+1 ) ⊆ NP∗(y+1 )∪ {x; y}, N (y+2 ) ⊆ NP∗(y+2 )∪ {x; y} ∪ S2
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and N (u) ⊆ (H ∪ S)− {u}. By (3), dP∗(y+1 ) + dP∗(y+2 )6 |P∗|+ 1. Thus
2n+ 16 |N (y+1 ) ∪ N (y+2 )|+ |N (y+1 ) ∪ N (u)|+ |N (y+2 ) ∪ N (u)|
6 |NP∗(y+1 ) ∪ NP∗(y+2 )|+ 2 + |S2|
+ |NP∗(y+1 )|+ |NP∗(y+2 )|+ 2(|H |+ |S| − 1 + 2)
6 |P∗| − 2 + |P∗|+ 1 + |S2|+ 2(|H |+ |S|) + 4
= 2n+ |S2| − 1
6 2n+ 1:
This implies |S2|= 2, N (y+2 ) = NP∗(y+2 ) ∪ {x; y} ∪ S2 and
dP∗(y+1 ) + dP∗(y
+
2 ) = |P∗|+ 1: (∗∗)
By the same argument, we have N (y′) = NP∗(y′) ∪ {x; y} ∪ S2 for all y′ ∈y+2 P∗wt .
Hence N (y+1 ) ∩ (y+2 P∗wt) = ∅. Thus by (3), dP∗(y+1 ) + dP∗(y+2 )6 |P∗|, contradicting
(∗∗).
Let P2 = P1 − {x; y} (H1 = H − {x; y}, resp.), where x; y satisfy the conditions of
Claim 6.
Claim 8. For any two non-adjacent vertices v and w in G[P2] (G[H1], resp.),
dP2 (v) + dP2 (w) + |NP2 (v) ∪ NP2 (w)|¿ 2|P2| − 3;
(dH1 (v) + dH1 (w) + |NH1 (v) ∪ NH1 (w)|¿ 2|H1| − 3; resp:):
Proof. Since NP1 (v) ⊆ NP2 (v) ∪ {x; y} and NP1 (w) ⊆ NP2 (w) ∪ {x; y}, we have
dP1 (v)6dP2 (v) + 2 and dP1 (w)6dP2 (w) + 2;
|NP1 (v) ∪ NP1 (w)|6 |NP2 (v) ∪ NP2 (w)|+ 2:
Thus, by Claim 3, we have dP2 (v) + dP2 (w) + |NP2 (v) ∪ NP2 (w)|¿ 2|P2| − 3:
Claim 9. Suppose |P2|¿ 14 (|H1|¿ 14, resp.), then G[P2] (G[H1], resp.) is
3-connected.
Proof. If G[P2] is not 3-connected. Then G[P2]− T is disconnected for some T ⊂ P2
with |T |6 2. Let A be a component of P2 − T and B= P2 − (T ∪ A).
Fact 3. |NP2 (a) ∪ NP2 (b)|= |P2| − 2 and |NP2 (a) ∩ NP2 (b)|¿ 1 for a∈A and b∈B.
Proof. Since ab ∈ E(G), we have |NP2 (a)∪NP2 (b)|6 |P2| − 2. By the way, |NP2 (a)∩
NP2 (b)|6 2, so we have |NP2 (a) ∪ NP2 (b)|¿ |P2| − 2 by Claim 8. Hence |NP2 (a) ∪
NP2 (b)|= |P2| − 2. Also by Claim 8, we get that |NP2 (a) ∩ NP2 (b)|¿ 1.
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By Fact 3, we have NP2 (a) ⊇ A − {a}, which implies G[A] is a clique. Similarly,
G[B] is a clique.
We consider two cases.
Case 1: |T |= 1. Let T = {t}. Then G[A ∪ {t}] and G[B ∪ {t}] are cliques by Fact
3. Assume |A|¿ |B|. Then |A|¿ 7.
Since G[P1] is 3-connected by Claim 4, we can assume x1 ∈N (x)∩A; y1 ∈N (y)∩B.
Then there exist two vertex-disjoint paths Q1 = x1xyy1 and Q2 = x2ty2 connecting A
and B, where x2 ∈A−{x1} and y2 ∈B−{y1} (note that if |B|=1, then y1 =y2). Thus
V (Q1 ∪ Q2) ⊇ T ∪ {x; y}.
By Claim 6, we can assume that b1; b2 ∈NP2 (S1) and b3 ∈NP2 (S2). Choose an edge
x′y′ ∈E(A) such that x′; y′ ∈ {x1; x2; b1; b2; b3} possible since G[A] is a clique and
|A|¿ 7. Then x′y′ satis;es the condition of Claim 6. Set c1; c2; c3 ∈N (x′) ∩ N (y′) ∩
(A − {x1}) (possibly {c1; c2; c3} = {b1; b2; b3}). Let Q′1 and Q′2 be a hamiltonian path
connecting ci with x1 in G[A−{x2; cj}] for ci; cj ∈{c1; c2; c3} and y1 with y2 in G[B],
respectively. Then Qij = ciQ′1x1Q1y1Q
′
2y2Q2x2cj is a hamiltonian path in P1 − {x′; y′}
connecting ci and cj, hence G is cyclable by Claim 7.
Case 2: |T |=2. Let T={t1; t2}. Then either G[A∪{t1}] or G[B∪{t1}] is a clique by
Fact 3. Let A′=A∪{t1}; B′=B if G[A∪{t1}] is a clique, otherwise let A′=A; B′=B∪{t1}:
Assume |A′|¿ |B′|. Then |A′|¿ 7.
Since G[P1] is 3-connected by Claim 4, we can assume that N (x) ∩ A′ = ∅ and
N (y) ∩ B′ = ∅. Thus there exist two vertex-disjoint paths Q1 and Q2 connecting A′
and B′ such that V (Q1 ∪ Q2) ⊃ {x; y; t2}. Hence, by the same argument as Case 1, G
is cyclable.
Now we will complete our proof. Assume, without loss of generality, that |P1|¿ |H |.
Then |P1|¿ 16 and |P2|¿ 14.
By Claim 6, we can set b1; b2; b3 ∈N (x)∩N (y)∩P2. Since G[P2] is 3-connected by
Claim 9, we have G[P2] is hamilton-connected by Claim 8 and Lemma 11. Therefore
there is a hamiltonian path P∗ in G[P2] connecting bi and bj for bi; bj ∈{b1; b2; b3}.
Hence G is cyclable by Claim 7.
4. Question
We do not know that whether the conclusion of Theorem 4 is true when n¡ 36.
This prompts us to ask the following question:
Question. Is there a non-cyclable graph of order n¡ 36 satisfying the condition of
Theorem 4 ?
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