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Resumen La comunicacio´n entre agentes requiere estar regulada y de-
be cumplir ciertos formalismos para facilitar la tarea de cada uno de los
agentes involucrados. Bajo esos formalismos, la persuasio´n permite que
dos agentes se pongan de acuerdo sobre alguna situacio´n particular. El
acuerdo se logra mediante los protocolos de persuasio´n, los cuales entre
otras cosas requieren de dos lenguajes para formar las frases, por un lado,
un lenguaje de comunicacio´n general y por otro, un lenguaje espec´ıﬁco
del contexto del dia´logo. Es necesario que este u´ltimo lenguaje resuelva
situaciones de conﬂicto en favor de quien haga sus planteos con argu-
mentos ma´s so´lidos, para lo cual es conveniente el uso de algu´n lenguaje
de programacio´n lo´gica. En este trabajo se propone el uso de DeLP como
dicho lenguaje, ya que posee las caracter´ıstics requeridas, y mediante un
programa de ejemplo se muestra que esta propuesta es viable.
Palabras claves juegos de dia´logo, argumentacio´n, DeLP.
1. Introduccio´n
La comunicacio´n entre los seres humanos consiste en el intercambio estruc-
turado de frases y cuando se respetan las reglas propias del entorno, se consigue
transmitir ideas de una manera racional. Cada frase se emite por una determi-
nada razo´n, la que puede o no ser alcanzada por distintos motivos. Esta carac-
ter´ıstica imprecisa de los dia´logos ha dado origen a numerosos estudios: Co´mo
hacer las cosas con palabras [1] y Teor´ıa de accio´n comunicativa [14]. A pesar
de los diversos enfoques, existe coincidencia en considerar a las frases cortas
como actos del habla porque pueden cambiar la realidad del mismo modo que
las acciones f´ısicas. Lo que resulta evidente es la necesidad de establecer contex-
tos o sistemas que regulen los distintos dia´logos posibles, especialmente cuando
los participantes son agentes computacionales. Este trabajo se concentra en una
clase particular de comunicacio´n que ocurre habitualmente, una parte sostiene
algo mediante argumentos que la otra parte pone a prueba.
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El te´rmino “dia´logo de persuasio´n” es utilizado por Walton & Krabber [16]
como parte de su inﬂuyente clasiﬁcacio´n de los dia´logos en seis tipos de acuerdo
a su ﬁnalidad. Mientras que la persuasio´n procura resolver una diferencia de
opinio´n, la negociacio´n trata de resolver un conﬂicto de intereses mediante un
trato, la bu´squeda de informacio´n alienta la transferencia de informacio´n, la
deliberacio´n procura alcanzar una decisio´n sobre un curso de accio´n, una consulta
pretende “incrementar el conocimiento y el acuerdo” y la disputa es el sustituto
verbal de la pelea. De acuerdo a esta clasiﬁcacio´n es posible que los dia´logos
de una clase se conviertan en otro tipo. En particular, un dia´logo de cualquier
tipo puede transformarse en uno de persuasio´n cuando surge un conﬂicto de
opinio´n. Por ejemplo en la bu´squeda de informacio´n, puede surgir un conﬂicto
de opinio´n sobre la credibilidad de una fuente de informacio´n, en una deliberacio´n
los participantes pueden disentir sobre los probables resultados de los planes o
acciones y en una negociacio´n los actores involucrados pueden no coincidir sobre
las razones por las que una propuesta resulta de intere´s para alguno de ellos.
La estructura de comportamiento requerida en los dia´logos se asemeja a las
reglas de un juego; un tipo de juegos practicado entre oradores, quienes deben
presentar diversas sentencias de acuerdo a reglas estrictas que han ido evolucio-
nando en forma de distintos procedimientos. Por ejemplo, en [4,6,15] se plantean
algunos juegos que modelan el razonamiento rebatible como una disputa entre
proponente y oponente de una proposicio´n. El proponente comienza con un ar-
gumento para la proposicio´n inicial, despue´s de lo cual, cada uno debe atacar
algu´n argumento previo del otro participante con un contraargumento de fuerza
suﬁciente. Los ataques pueden estar dirigidos directamente a la conclusio´n, lo
que se conoce como refutar (en ingle´s rebutting), o bien estar dirigidos a las
premisas que soportan la conclusio´n, socavar (en ingle´s undercutting) [5]. La
proposicio´n inicial resulta probada si el proponente tiene una estrategia ganado-
ra, es decir, si e´l puede hacer que el oponente se quede sin movidas para hacer
cualquier ataque. Claramente, este entorno diale´ctico se corresponde bien con
las aplicaciones de sistemas de dia´logo mencionadas anteriormente.
Este trabajo sigue el sistema formal para persuasio´n presentando en [8] y
[9] y plantea crear una instancia del protocolo para los juegos de dia´logo pro-
puesto por Prakken pero usando DeLP [2,3]. El fundamento de esta idea son
las similitudes existentes entre el sistema argumentativo usado en la propuesta
original (el que denominaremos PraTor [10]) y DeLP. En particular el hecho que
ambos sistemas usan sema´ntica ﬁjas [11], una condicio´n requerida en [7, pag. 70].
Ejemplo 1 Para mostrar el uso de persuasio´n en el mundo real se adapto´ un
ejemplo presentado en [13]. El problema es el siguiente: un par de amigos viajan
en auto y uno de ellos sugiere, gracias la informacio´n del contexto que obtie-
ne dina´micamente del GPS del veh´ıculo, parar en un hotel cercano. ¿Mediante
que´ elementos se podra´n sostener argumentos a favor de la sugerencia?.
El trabajo se organiza as´ı, la seccio´n 2 plantea el uso de persuasio´n para lograr
acuerdos entre agentes racionales y se presenta un ejemplo. Las caracter´ısticas
generales del sistema de argumantacio´n DeLP se presentan en la Seccio´n 3,
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ah´ı mismo esta´ el Ejemplo 1 como un programa DeLP. Luego en la Seccio´n 4
se explican los principales elementos del protocolo para persuasio´n y se muestra
co´mo se puede instanciar el formalismo empleando el lenguaje DeLP. En la
Seccio´n 5 se presentan algunas conclusiones y futuras l´ıneas de investigacio´n.
2. Persuasio´n
En los dia´logos de persuasio´n, la situacio´n inicial es un conﬂicto de opinio´n lo
que impide alcanzar una efectiva comunicacio´n; para superar esta circunstancia
se procura hallar una solucio´n basada en la comunicacio´n, una que sea dialo´gica.
En esta bu´squeda se encuentran los sistemas de dia´logo que se caracterizan por
establecer una serie de reglas sobre el uso de los actos del habla, permitiendo que
los participantes intercambien aﬁrmaciones o reclamos, planteen desaf´ıos sobre
las aﬁrmaciones de otro participante3, acepten las aﬁrmaciones del otro, puedan
retirar las aﬁrmaciones propias hechas anteriormente o presenten argumentos
a favor de ellas. Estos sistemas de dia´logo han sido abordados de una manera
formal desde mediados del siglo pasado. La idea que la argumentacio´n esta´ re-
lacionada con el dia´logo, por lo tanto con las obligaciones y los compromisos en
el dia´logo, es tan vieja como la lo´gica misma.
Ejemplo 2 En la Figura 1 se presenta un posible dia´logo entre los agentes in-
volucrados en la situacio´n plateada en el Ejemplo 1.
A:Sugiero parar en este hotel. (Hace un reclamo)
B:¿Por que´ parar en este hotel?(Consulta sobre los fundamentos del reclamo)
A:Ya debemos parar y este hotel esta´ cerca.(Brinda fundamentos del reclamo)
B:¿Por que´ debemos parar?(Consulta sobre los fundamentos de un sub-argumento)
A:Hemos manejado durante muchas horas.(Brinda fundamentos del reclamo)
B:Pero hemos hecho muchas paradas.(Establece un contraargumento)
A:Debemos parar debido a que es de noche.(Establece otro contraargumento)
B:Si es cierto, debemos parar.(Acepta el sub-argumento anterior)
Pero no en este hotel, esta zona es peligrosa.(Establece un nuevo contraargumento)
A:¿Por que´ esta zona es peligrosa?(Consulta los fundamentos del contrargumento)
B:Debido a que hay muchos robos.(Brinda fundamentos del contraargumento)
A:De acuerdo, no fue buena la sugerencia de parar aqu´ı.(Retira el reclamo inicial)
Mejor no paremos en este hotel.(Acepta el nuevo contraargumento)
Figura 1. Ejemplo de dia´logo entre agentes racionales
Se establecen algunas restricciones sobre las frases admitidas durante la co-
municacio´n, de esta manera se facilita tanto la interpretacio´n como la alternancia
3 Lo que en te´rminos legales se conoce como reconvencio´n: cuando el demandado inicia
acciones contra el demandante.
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de los turnos. Cada participante de la comunicacio´n contara´ con un almace´n de
compromisos, el cual representa el punto de vista pu´blicamente declarado por
el agente sobre una proposicio´n; esta perspectiva no necesita coincidir con las
creencias internas del agente. Pero s´ı es necesario que el contenido del almace´n
de compromisos mantenga consistencia.
3. Argumentacio´n en DeLP
Un programa en DeLP[2,3] es P =< Θ,Ω,Δ >, un conjunto de hechos, re-
glas estrictas, y reglas rebatibles. En ocasiones se usa Π = Θ∪Ω. Los hechos de
Θ, son literales ﬁjos identiﬁcados como Li. En los dos tipos de reglas, el literal
a la izquierda de la ﬂecha es la cabeza y los literales que esta´n a la derecha de la
ﬂecha son el cuerpo. Las reglas estrictas junto con los hechos representan el cono-
cimiento incuestionable. Las reglas rebatibles sostienen conocimiento tentativo:
razones para creer en cuerpo proveen razones para creer en cabeza. Los elemen-
tos del conjunto de reglas estrictas Ω se caracterizan como L0← L1, . . . , Lk, por
su parte, las reglas rebatibles de Δ se muestran como L0 —< L1, . . . , Lk, puede
ocurrir que el cuerpo de estas reglas sea vac´ıo; en ese caso “se supone L0”.
Para explicar co´mo funciona DeLP se puede comenzar diciendo que a partir
de un programa P se hace una derivacio´n rebatible de literales. Con P |∼L se indi-
ca que el programa deriva rebatiblemente el literal L, el u´ltimo de una secuencia
de literales ﬁjos. Cada elemento de la secuencia es un hecho o la cabeza de una
regla (estricta o rebatible) en la cual todos los literales del cuerpo han apareci-
do antes en la secuencia. Considerando la amplia diversidad de alternativas, es
posible derivar literales contradictorios (por ejemplo L y L).
Luego se continu´a con el procedimiento de prueba, que es un mecanismo
global mediante el cual se determina cua´les son los literales aceptados a partir
de un programa particular. El mecanismo de aceptacio´n mencionado sirve para
seleccionar ciertos argumentos adecuados a un literal espec´ıﬁco. Para cualquier
programa P , un argumento es una estructura con dos elementos: A que es un
conjunto de reglas rebatibles en P y L que es un literal obtenido a partir de una
derivacio´n rebatible de P . Tambie´n se debe cumplir lo siguiente:
1. Π ∪A|∼L
2. Π ∪A no es contradictorio
3. A es mı´nimo.
Para continuar con la explicacio´n, es necesario aclarar lo siguiente: 〈B,Q〉
es un sub-argumento de 〈A,L〉 si Q ⊆ A. Hecha la aclaracio´n, se introduce un
concepto importante. El argumento 〈A1, L1〉 ataca a otro argumento 〈A2, L2〉
en el literal L, si 〈A,L〉 es un sub-argumento de 〈A2, L2〉, tal que L1 y L son
contradictorios o esta´n en desacuerdo.
El hecho que un programa pueda derivar literales contradictorios da origen al
ataque entre sus correspondientes argumentos. El ataque entre los argumentos
se resuelve mediante comparacio´n, este procedimiento de comparacio´n es el que
determina si un argumento derrota a otro.
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Se usa 〈A1, L1〉  〈A,L〉 para indicar la preferencia estricta del argumento
que aparece a la izquierda del operador . Para profundizar sobre la preferencia
entre argumentos revisar las referencias [12,3,13].
Es posible ahora formalizar la derrota entre argumentos: 〈A1, L1〉 derrota
〈A2, L2〉 en L, si 〈A,L〉 es un sub-argumento de 〈A2, L2〉 y L es el punto de
contra-argumentacio´n del ataque de 〈A1, L1〉 a 〈A2, L2〉. Adema´s se debe cumplir
una de las dos alternativas:
〈A1, L1〉  〈A,L〉. Es decir, 〈A1, L1〉 es un derrotador propio de 〈A,L〉.
〈A1, L1〉  〈A,L〉4. Donde 〈A1, L1〉 es llamado un derrotador por bloqueo.
Un argumento que no es derrotado brinda razones para creer en el literal que
lo integra. Resulta interesante, entonces, considerar lo que ocurre cuando hay
una secuencia de derrotas entre los argumentos de un programa. Es decir, cuando
un primer argumento derrota al segundo pero un tercer argumento derrota al
primero. En ese caso el literal del segundo argumento se mantiene en vigencia
como no derrotado. La situacio´n anterior caracteriza lo que se llama una l´ınea
de argumentacio´n.
Dado 〈A1, L1〉, la secuencia Λ=[〈A1, L1〉,. . . ,〈Ai+1, Li+1〉] donde cada 〈Aj , Lj〉
derrota al anterior, es una l´ınea de argumentacio´n. Los argumentos en las posi-
ciones impares tienen el rol de soporte del literal del primer argumento. En ese
mismo sentido, los de posiciones pares son llamados argumentos de interferencia.
Adema´s Λ debe cumplir las siguientes condiciones:
1. Λ es ﬁnita,
2. El conjunto de argumentos de soporte en Λ es no contradictorio y el conjunto
de argumentos de interferencia en Λ tambie´n es no contradictorio,
3. Ningu´n argumento Aj en Λ es un sub-argumento de otro Ai con i < j.
4. Todo derrotador por bloqueo Ai en Λ solo puede ser seguido por un derro-
tador propio Ai+1 en Λ.
Como cada argumento puede tener varios derrotadores, la ramiﬁcacio´n que
ocurre en las l´ıneas de argumentacio´n origina un a´rbol. Un a´rbol de diale´ctica
T〈A0,L0〉 se construye partiendo de 〈A0, L0〉 como ra´ız. Todo nodo N es interior
si tiene almenos un derrotador, por lo cual, un nodo es una hoja solamente si no
tiene derrotadores.
Elmarcado de un a´rbol de diale´ctica es el resultado de un proceso que consiste
en marcar o etiquetar cada nodo como derrotado “D” o no derrotado “U”. Se
trabaja de la siguiente forma: los nodos hojas son marcados como “U”. Un nodo
interno N sera´ marcado como “D” si tiene al menos un hijo marcado como “U”,
N sera´ “U” si todos sus hijos esta´n marcados como “D”.
Un A´rbol marcado T ∗〈A0,L0〉 resulta de intere´s porque el argumento 〈A0, L0〉
esta´ garantizado si su marca es “U”. Todo argumento que esta´ garantizado es
especialmente u´til porque ningu´n otro argumento del programa puede derrotarlo;
eso quiere decir que resultara´ victorioso al ser usado en cualquier disputa. Si
〈A0, L0〉 esta´ garantizado, entonces el literal que lo acompan˜a L0, tambie´n lo
esta´.
4 El operador  se usa cuando los argumentos son indiferentes o incomparables.
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Ejemplo 3 En la Figura 2 se muestra el programa DeLP que corresponde a la





















bHotel(X)—< estrellas(X,S), S  3






Figura 2. Programa DeLP para sugerir un hotel
Observe que el conjunto Ψh tiene seis hechos y una regla estricta. Estos
hechos representan informacio´n sobre la situacio´n actual y que puede ir variando
durante el viaje. Hasta el momento se sabe que: se realizaron muchas paradas
(mParadas), el conductor ha manejado muchas horas (mHManejando), ya es
de noche (deNoche), “h1” es un hotel cercano (hCercano), “h1” es un hotel de
cinco estrellas (estrellas(h1,5)), y “h1” esta´ en una zona de robos (zRobos(h1)).
La regla estricta representa que “hay congestio´n vehicular cuando el tra´nsito es
muy lento”.
El conjunto Δh contiene varias reglas rebatibles. Las primeras dos reglas re-
presentan razones para sugerir un hotel: “si es cercano y es un buen hotel” o “si
es un hotel cercano y hay una razo´n que sugiere parar”. Las u´ltimas tres reglas
representan razones a favor y en contra de sugerir dejar de conducir para descan-
sar, siendo que “si el conductor lleva muchas horas manejando o esta´ manejando
de noche e´stas son razones para sugerir una parada”, mientras que “si durante el
viaje el conductor ha realizado varias paradas, es una razo´n en contra de sugerir
que el conductor pare”. Observe que la sexta y se´ptima reglas rebatibles son
utilizadas para establecer si un hotel es bueno. La tercer regla expresa que “si
un hotel esta´ ubicado en una zona peligrosa entonces hay una razo´n tentativa
para no sugerirlo”. Finalmente, la cuarta y quinta reglas pueden ser le´ıdas de
la siguiente manera: “un hotel esta´ ubicado en una zona peligrosa si en la zona
normalmente se reportan muchos casos de robos”, y por lo contrario “si la zona
generalmente cuenta con presencia policial, entonces el hotel no esta´ ubicado en
una zona peligrosa”.
XXIII Congreso Argentino de Ciencias de la Computación La Plata - 9 al 13 de octubre de 2017
138
4. Juego de dia´logo
Cada intervencio´n de los participantes de un dia´logo se denomina movida y
consiste en algu´n acto del habla formado a partir de elementos del lenguaje de
comunicacio´n Lc y del lenguaje del to´pico Lt. Lc esta´ relacionado con aspectos
como la asignacio´n de los turnos para que los interlocutores hagan sus movidas,
la vinculacio´n de cada respuesta con la movida a la cual va dirigida o diferenciar
claramente cuando una respuesta es un ataque o una admisio´n; es decir, que este
lenguaje esta´ involucrado con el desarrollo general del dia´logo. Por su parte el Lt
debe resolver los ataques entre las movidas y establecer de una manera racional
cuando una movida derrota a otra. Con estos lenguajes y otras reglas ma´s, el
protocolo llega a especiﬁcar co´mo se determina el ganador actual, cua´ndo es el
turno de cada participante, cua´ndo se ha llegado a la terminacio´n del dia´logo,
cua´l es el efecto de cada frase sobre los compromisos de los participantes, etc.
Para consultar ma´s detalles acerca de los elementos del protocolo ver [8] y [9].
El principal intere´s de este marco es enfocarse en los dia´logos, mientras se
deja suﬁciente libertad como para realizar re´plicas alternativas y para posponer
las re´plicas. Esta libertad se consigue mediante dos caracter´ısticas principales
del sistema. Primero, Lc tiene una estructura de respuesta expl´ıcita, donde cada
movida o bien ataca o admite a la movida objetivo. Un Lc de ejemplo5 con este
formato se muestra en la Tabla 1. Segundo, el ganador se deﬁne para cada uno
de los dia´logos, ya sea que este´ terminado o no; el resultado es determinado por
el estado dialo´gico de la ra´ız del a´rbol de dia´logo. Durante el dia´logo las movidas
pueden ser atacadas o admitidas de distintas formas por el otro participante, es
as´ı como se abren distintas posibilidades durante la comunicacio´n; algo similar
al a´rbol de diale´ctica pero en este caso cada nodo en lugar de ser un argumento,
es una movida como las que aparecen en la Tabla 1. El estado dialo´gico de
una movida se deﬁne recursivamente como sigue: para determinar el estado del
dia´logo, se hace uso de las caracter´ısticas del a´rbol de dia´logos generado por
la estructura de respuesta del Lc, ya que dicho a´rbol mantiene el estado de
las distintas movidas. Una movida esta´ adentro si es admitida o si todas las
re´plicas que la atacan esta´n afuera. (Esto implica que una movida sin re´plicas
esta´ adentro). Y una movida esta´ afuera si tiene una re´plica que este´ adentro.
Entonces un dia´logo esta´ siendo ganado (actualmente) por el proponente si su
movida inicial esta´ adentro, mientras que esta´ (actualmente) siendo ganada por
el oponente en otro caso.
El lenguaje de comunicacio´n propuesto es el mostrado en la Tabla 1 y esta´ res-
tringido por el requerimiento de que cada movida debe ser relevante. Esto hace
que el protocolo sea de respuesta inmediata, lo cual implica que cada turno con-
sista de cero o ma´s admisiones seguidas por un ataque. Dentro de estos l´ımites
la posposicio´n de respuesta esta´ permitida, a veces incluso indeﬁnidamente.
5 La movida se supone ϕ no aparece en la propuesta original de Prakken, corresponde
a una regla rebatible con cuerpo vac´ıo en DeLP.
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Acto Ataques Admisiones
reclamo ϕ ¿por que´ ϕ? concedo ϕ
ϕ dado S ¿por que´ ψ? (ψ ∈ S) concedo ψ (ψ ∈ S)
ϕ’ dado S’ (ϕ’ dado S’ derrota ϕ dado S) concedo ϕ
se supone ϕ’ ( ⇒ ϕ’ derrota ϕ dado S)
¿por que´ ϕ? ϕ dado S retiro ϕ
se supone ϕ




Tabla 1. Un ejemplo de lenguaje de comunicacio´n
4.1. Administracio´n de los compromisos
A medida que progresa el dia´logo se producen cambios en los respectivos
almacenes de compromisos de los agentes. El conocimiento del agente no tiene
nada que ver con los compromisos que van siendo asumidos durante el dia´logo.
Dentro de cada almace´n, los compromisos deben mantener consistencia. Algunas
de las locuciones de la Tabla 1 agregan o quitan proposiciones, a continuacio´n
se analizan los casos. Cada reclamo implica agregar la proposicio´n al almace´n
de compromisos del agente que lo emitio´. Cuando un agente concede un reclamo
de otro agente, el agente que admite debe agregar la proposicio´n del reclamo. Al
retirar la proposicio´n hecha en un reclamo previo, se la debe quitar del almacen
de compromisos del emisor. Al usar el acto “ϕ dado S” se deben incorporar el
consecuente y las premisas que aparecen en el argumento involucrado.
Ejemplo 4 Continuacio´n del ejemplo 2. Usando un lenguaje de comunicacio´n
con respuesta expl´ıcita como el propuesto, el dia´logo entre los agente A y B, ser´ıa
similar al mostrado en la Tabla 2.
P1[−]: reclamo sugerir(h1) O2[P1]: ¿por que´ sugerir(h1)?
P3[O2]: sugerir(h1) dado sParar, hCercano(h1) O4[P3]: ¿por que´ sParar?
P5[O4]: sParar dado mHManejando O6[P5]: ¬sParar dado mParadas
P7[O6]: sParar dado deNoche O8[P7]: concedo sParar
O9[P1]: ¬sugerir(h1) dado zPeligrosa(h1)
P10[O9]: ¿por que´ zPeligrosa(h1)? O11[P10]: zPeligrosa(h1) dado zRobos(h1)
P12[O2]: retiro sugerir(h1)
P13[O9]: concedo ¬sugerir(h1)
Tabla 2. Protocolo relevante para el dia´logo ejemplo
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Ejemplo 5 Al ﬁnalizar el dia´logo del Ejemplo 4 los compromisos de cada agente
son los siguientes:
Compromisos de A={sParar, hCercano(h1), mHManejando, deNoche, ¬sugerir(h1)}
Compromisos de B={sParar, mParadas, zPeligrosa(h1), zRobos(h1), ¬sugerir(h1)}
A lo largo del art´ıculo se han presentado distintas situaciones de ataque y
admisio´n entre movidas; para mostrar co´mo se aplican estas ideas concretamente
en el caso del dia´logo del Ejemplo 4, se muestra a continuacio´n el correspondiente
a´rbol de dia´logo.
Ejemplo 6 Como se observa en la Figura 3, la ra´ız del a´rbol de dia´logo se mues-
tra en l´ınea puntos indicando que el oponente es el actual ganador del dia´logo.
Figura 3. A´rbol de dia´logo
5. Consideraciones Finales
PraTor y DeLP son sistemas de argumentacio´n que tienen suﬁcientes simili-
tudes como para sugerir el uso de cualquiera de los dos como lenguaje del to´pico
en el sistema formal para dia´logos de persuasio´n propuesto por Prakken. En este
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trabajo no se han discutido en detalle las similitudes entre Prator y DeLP, sim-
plemente se ha mostrado un ejemplo en el que DeLP se utiliza como lenguaje del
to´pico particular de dicho ejemplo. Este trabajo busca destacar la ﬂexibilidad
del protocolo de persuasio´n que permite ser aplicado en una situacio´n particular
empleando un sistema argumentativo diferente al usado en la propuesta original.
De esta manera se refuerza la idea de que la propuesta de Prakken es robusta,
ya que puede ser empleada tambie´n con DeLP. La diferencia entre DeLP y la
programacio´n lo´gica extendida con prioridades rebatibles, usada en la propuesta
original, es que el primero ha sido implementado, por lo que es posible que los
dia´logos se ejecuten en el DeLP server.
La sugerencia planteada en este trabajo requiere una discucio´n ma´s profunda
y te´cnica que se realizara´ en futuros trabajos.
Los autores agredecen las observaciones realizadas por los evaluadores.
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