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1. Introduction
Throughout we adopt the following general terminology. D = (V , E) denotes a digraph of order n.
Thus V is the set of vertices of D with |V | = n, and E is the set of edges consisting of ordered pairs
of vertices. Loops, edges of the form (v, v), are permitted, but multiple edges are not. Let the vertices
be ordered in some way as v1, v2, . . . , vn. The adjacency matrix of D is the (0, 1)-matrix A = [aij] of
order n where aij = 1, if there is an edge from vi to vj , and aij = 0, otherwise. A different ordering of
the vertices gives an adjacency matrix of the form PAPt for some permutation matrix P. Let |E| = m
so that A has m 1s. Starting from an arbitrary square (0, 1)-matrix A of order n with m 1s, we can
reverse the preceding construction to obtain a digraph D of order n with m edges whose adjacency
matrix is A.
If e = (vi, vj) is an edge ofD, then vi is the initial vertex of e and vj is the terminal vertex. The outdegree
of a vertex is the number of edges of which it is the initial vertex; the indegree is the number of edges
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of which it is the terminal vertex. The outdegree vector of D is the vector R = (r1, r2, . . . , rn)where ri is
the outdegree of vertex vi for i = 1, 2, . . . , n. The indegree vector is S = (s1, s2, . . . , sn) where si is the
indegree of vertex vi for i = 1, 2, . . . , n. Thus R is the row sum vector of the adjacency matrix A of D,
and S is the column sum vector. A loop at a vertex contributes 1 to both the indegree and the outdegree
of that vertex and corresponds to a 1 on the main diagonal of the adjacency matrix A. The maximum
degree  of a digraph D is the maximum integer that occurs among its indegrees and outdegrees.
Let the edges ofD be ordered in someway as e1, e2, . . . , em. The in-incidencematrix ofD is the n bym
matrix Bin = [bij] such that bij = 1 if ej = (vk , vi) for some vertex vk , and bij = 0 otherwise. Similarly,
the out-incidence matrix of D is the n bymmatrix Bout =
[
b′ij
]
such that b′ij = 1 if ej = (vi, vl) for some
vertex vl , and b
′
ij = 0 otherwise. It is an elementary exercise to check that the adjacency matrix A of D
satisﬁes
A = BoutBtin.
The matrix
L = [lij] = BtinBout
is a square (0, 1)-matrix of ordermwhose rows and columns are indexed by the edges e1, e2, . . . , em.
We have that lij = 1 if and only if there is a vertex vk such that vk is the terminal vertex of ei and vk is
the initial vertex of ej . This implies that L is the adjacency matrix of the line digraph of D. Recall that
the line digraph L(D) of D is the digraph whose vertices are the edges e1, e2, . . . , em of D and there is
an edge from ei to ej if and only if the terminal vertex of ei equals the initial vertex of ej . An edge ep
that is a loop at some vertex of D becomes a loop at ep in L(D).
The matrix A is reducible provided that there is a permutation matrix P such that
PAPt =
[
A1 O
X A2
]
(1)
where A1 and A2 are square (nonvacuous) matrices. The matrix A is irreducible provided that A is not
reducible. As is well known (see e.g. [21]), a digraph is strongly connected if and only if its adjacency
matrix is irreducible. If A satisﬁes (1), then the spectrum of A, that is, the eigenvalues of A including
their multiplicities, consists of the spectrum of A1 together with the spectrum of A2; hence, in general,
there is no loss in generality in assuming that D is strongly connected. Under this assumption,m n.
The characteristic polynomial det(λIn − A) of A is the characteristic polynomial of the digraph D,
and the eigenvalues (resp., spectrum) of A are the eigenvalues (resp., spectrum) of D. Since A is not
necessarily a symmetric matrix, the eigenvalues of D are, in general, complex numbers λ1, λ2, . . . , λn,
where we usually assume that
|λ1| |λ2| · · · |λn|.
The spectral radius of A (respectively, of D) is denoted by ρ(A) (respectively, ρ(D)) and equals |λ1|, the
largest absolute value of an eigenvalue of A.
A digraph D is regular of degree d provided the indegree and outdegree of each vertex equals d. In
this case, the spectral radius of D equals d. The results in the next theorem are due to Hoffman and
McAndrew [58] (see also [21], and see [105] for a generalization to nonnegative matrices).
The completedigraphofordern is thedigraph
←→
Kn inwhicheverypair of vertices is anedge, including
a loop at each vertex. Thus
←→
Kn has n
2 edges and its adjacency matrix is the all 1s matrix Jn of order n,
sometimes called the ﬂat matrix of order n. The spectrum of Jn is n, 0, . . . , 0.
Theorem 1.1. Let D be a digraph of order n with adjacency matrix A. There exists a polynomial p(x) such
that
p(A) = Jn (2)
if and only if D is strongly connected and regular. The unique polynomial of smallest degree satisfying (2)
is
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HD(x) = H(x) = nq(x)
q(d)
, (3)
where D is regular of degree d and (x − d)q(x) is the minimal polynomial of A. The integer d is the largest
real solution of the equation H(x) = n.
Since the adjacencymatrix A of a digraphD is a nonnegativematrix, the powerful Perron–Frobenius
theory applies. In particular, λ1 is real and nonnegative, and so ρ(D) = ρ(A) = λ1. If D is strongly
connected, λ1 is a simple eigenvalue and has an associated positive eigenvector which is unique up to
scalar multiples.
The characteristic polynomial of D and that of its line digraph L(D) are the same except for the
factor of λm−n that occurs in the characteristic polynomial of L(D). This can be veriﬁed as follows. Let
P =
[
λIn −Bout
O Im
]
and Q =
[
In Bout
BTin λIm
]
.
Then
PQ =
[
λIn − A O
BTin λIm
]
and QP =
[
λIn O
λBTin λIm − L
]
.
Since det PQ = det QP, we obtain
det(λIm − L) = λm−n det(λIn − A).
Thus the spectrum of D is obtained from that of D by includingm − nmore 0s [78,80,5,94,43].
In [41,43] a generalization of the line digraph, called partial line digraph, is deﬁned. Let D be a
strongly connected digraph with vertex set V = {v1, v2, . . . , vn} of size n 2 and edge set E of sizem.
Let D′ be a digraph with vertex set V and edge set E′ ⊆ E with the property that the indegree of each
vertex in D′ is at least 1. Let φ : E → E′ be a mapping that ﬁxes each edge in E′ such that, for each
vertex v, φ takes the set ω−(v) of edges with v as terminal vertex into itself: φ(ω−(v)) ⊆ ω−(v) for
all v ∈ V . The partial line graph L(E′ ,φ)(D) of D, determined by E′ and φ, is the digraph with vertex set
E′ and edge set F given by
F = {(vi, vj),φ((vj , vk)) : (vi, vj), (vj , vk) ∈ E}.
If E′ = E (thus φ : E → E is the identity mapping ι), then L(E,ι)(D) = L(D), the usual line digraph of
D.
The deﬁnition of the matrices Bout and Bin can be extended to partial line digraphs. Let the edges
of E′ be ordered in some way as e′1, e′2, . . . , e′m′ . Then the in-incidence matrix Bin = [bij] is the n by m′
matrix such that bij = 1 if there is an edge (vk , vi) such that φ((vk , vi)) = e′j and equals 0 otherwise.
The out-incidence matrix Bout =
[
b′ij
]
is the n bym′ matrix such that b′ij = 1 if there is an edge (vi, vk)
of D such that φ((vi, vk)) = e′j and equals 0 otherwise. As before, if A is the adjacency matrix of D and
A′ is the adjacency matrix of L(E′ ,φ), then
A = BoutBtin and A′ = BtinBout . (4)
Theorem 1.2. Let D = (V , E) be a digraph of order n with m edges. If E′ ⊆ E contains m′ edges, then the
characteristic polynomials χD(x) of D and χL(E′ ,φ)(D)(x) of L(E′ ,φ)(D) are related by
χL(E′ ,φ)(D) (x) = xm
′−nχD(x).
It follows from Theorem 1.2 that the nonzero eigenvalues of D and of L(E′ ,φ)(D) are the same,
including multiplicities. The multiplicities of 0 as an eigenvalue differ in general. Even more can be
said. The geometric multiplicities of the nonzero eigenvalues are the same in both D and L(E′ ,φ)(D).
The geometric multiplicity g0 of 0 as an eigenvalue of D and the geometric multiplicity g
′
0 of 0 as an
eigenvalue of L(E′ ,φ)(D) satisfy
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g′0 max
{
g0,m
′ − n
}
.
This follows using the relations in (4): If u is an eigenvector of D for λ and v = Btinu, then
A′v = BtinBoutBtinu = BtinAu = λBtinu = λv.
Ifλ /= 0, thenundermultiplicationbyBtin, linearly independent eigenvectors ofA forλbecome linearly
independent eigenvectors of A′ for λ. This shows that the geometric multiplicity of λ for A′ is at least
as large as that for A. The reverse inequality follows in a similar way.
In this paper we survey classical and more recent results on the spectra of digraphs, equivalently,
the spectra of (0, 1)-matrices, with emphasis on the spectral radius. Some of these results apply to
the larger set of nonnegative matrices but we generally frame the results in terms of (0, 1)-matrices,
equivalently, in terms of digraphs. Also, a graph can be considered as a special type of digraphwith the
property that whenever (u, v) is an edge then so is (v, u). A graph has a symmetric adjacency matrix
and so all its eigenvalues are real. There are important and crucial techniques and results concerning
eigenvalues of symmetric matrices that do not apply to general matrices. As a consequence, we do not
concern ourselves with the vast and growing literature on graph spectra (see e.g. [33,49]) and focus
on digraphs that are not assumed to be symmetric.
2. Some classical results
The adjacency matrix A of digraph D is a matrix with row sum vector R and column sum vector S.
The set of (0, 1)-matrices with row sum vector R and column sum vector S is denoted by A(R, S); the
set of digraphs with outdegree vector R and indegree vector S is denoted byD(R, S). For our purposes,
A(R, S) and D(R, S) are interchangeable objects.
There will be occasions when we will want to consider the digraph D0 obtained from D by re-
moving all of its loops, if any are present. Let R0 =
(
r01 , r
0
2 , . . . , r
0
n
)
and S0 =
(
s01, s
0
2, . . . , s
0
n
)
be the
outdegree and indegree vectors, respectively, of the digraph D0. Sometimes we may make, without
loss of generality, the assumption that one or the other of R and S, or of R0 and S0 is nonincreasing.
ThePerron–Frobenius theoryofnonnegativematricesprovides some important special information
on the spectrum of a digraph D. We collect some of this in the ﬁrst theorem. The period or index of
imprimitivity of a digraph D is the greatest common divisor d of the lengths of the cycles of D. Recall
that a cycle of length k of a digraph is a sequence u1, u2, . . . , uk , u1 of vertices such that u1, u2, . . . , uk
are distinct, and (u1, u2), . . . , (uk−1, uk), (uk , u1) are edges.
Theorem 2.1. Let D ∈ D(R, S) be a strongly connected digraph of order n, Then:
(a) The spectrum of D, as a set of points in the complex plane, is invariant under a rotation about the
origin by the angle 2π/d.
(b) The spectral radius of D satisﬁes
min{r1, r2, . . . , rn} ρ(D)max{r1, r2, . . . , rn}. (5)
Alsoρ(D) = min{r1, r2. . . . , rn} if and only ifρ(D) = max{r1, r2, . . . , rn},and these equalities hold
if and only if D has a constant outdegree vector. A similar conclusion holds using the indegree vector
S in place of the outdegree vector R.
(c) If D′ is a digraph obtained from D by deleting one or more edges, then ρ(D′)<ρ(D).
The following includes two classical results of Geršgorin; the conclusion for strongly connected
digraphs is due to Taussky.
Theorem 2.2. Let D ∈ D(R, ) be a digraph of order n. The spectrum of D is contained in the region of the
complex plane deﬁned by the union Γ (D) = ∪ni=1Γr0i of the n disks
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Γr0i
=
{
z : |z − aii| r0i
}
(i = 1, 2, . . . , n).
Since the diagonal entries of the adjacency matrix A = [aij] equal 0 or 1, these n disks reduce to two disks
and
Γ (D) =
{
z : |z|max
{
r0i : aii = 0
}}
∪
{
z : |z − 1|max
{
r0i : aii = 1
}}
. (6)
If D is strongly connected and an eigenvalueλ of D lies on the boundary ofΓ (D), thenλ lies on the boundary
of each of the disks Γr0i
. Thus, in this case, there are constants c and d such that r0i = d whenever aii = 0
and r0i = d whenever aii = 1, and λ is on the boundary of the two disks in (6).
A similar theorem holds when the outdegree vector R is replaced with the indegree vector S, and
the eigenvalues must lie in the intersection of the two regions obtained.
A theorem of Ostrowski [89] combines the outdegree and indegree vectors in a more subtle way.
Theorem 2.3. Let D ∈ D(R, S) be a digraph of order n. Let t be any real number with 0 t  1. Then the
spectrum of D is contained in the union Ω(t)(D) = ∪ni=1Ω(t)r0i ,s0i of the disks
Ω
(t)
r0i ,s
0
i
=
{
z : |z − aii|(r0i )t(s0i )1−t
}
.
As in Theorem 2.2, Ω(t)(D) is the union of two disks one centered at 0 and the other centered at 1.
Now let C(D) be the set of cycles of D, where a cycle γ is identiﬁed with the set of vertices through
which it passes. For each cycle γ of D, let
Bγ (D) =
⎧⎨⎩z : ∏
vi∈γ
|z − aii|
∏
vi∈γ
r0i
⎫⎬⎭ .
The setBγ is a lemniscate in the complexplane. The following theoremof theauthor extendsGeršgorin’s
theorem as well as earlier theorems of Brauer (in terms of the so-called Ovals of Cassini).
Theorem 2.4. Let D ∈ D(R, S) be a digraph of order n. The spectrum of D is contained in the union
B(D) = ∪γ∈C(D)Bγ (D)
of the leminiscates Bγ (D) taken over all cycles γ of D. If D is strongly connected and an eigenvalue λ of D
lies on the boundary of B(D), then λ lies on the boundary of each of the Bγ (D).
As shown by Varga [103], we have
B(D) ⊆ Ω(t)(D) ⊆ Γ (D) (0 t  1).
As for Theorem 2.2, theorems similar to Theorems 2.3 and 2.4 result when the outdegree vector R
is replaced with the indegree vector S. Original references for these results, as well as for extensions,
and a lot more detail, can be found in the book [103]. In addition, some reﬁnements can be found in
[101].
We conclude this section with a theorem of Schwarz [100] which we state in the form of the
special case that reﬂects our interest in this article. Let integers n and e be given with e n2. Let
Dn(e) denote the set of all digraphs with n vertices and e edges. Let D(e) denote the set of all di-
graphs with e edges, where the number of vertices is not speciﬁed. Let Dn(e ↑) denote the set of
all digraphs in Dn(e) whose vertices can be ordered v1, v2, . . . , vn so that if (vp, vq) is an edge, then
(vi, vj) is an edge for all i and j with 1 i p, 1 j q. Let Dn(e ↓) denote the set of all digraphs in
Dn(e) whose vertices can be ordered w1,w2, . . . ,wn so that if (wp,wq) is an edge, then (wi,wj) is an
edge for all i and j with 1 i p and q j n. The sets D(e ↑) and D(e ↓) are deﬁned in a similar
way.
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If n = 6 and e = 25, then examples of digraphs inD6(25 ↑) andD6(25 ↓) are the digraphs whose
adjacency matrices are, respectively,⎡⎢⎢⎢⎢⎢⎢⎣
1 1 1 1 1 1
1 1 1 1 1 0
1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 0 0 0
1 1 1 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ and
⎡⎢⎢⎢⎢⎢⎢⎣
1 1 0 0 0 0
1 1 1 0 0 0
1 1 1 1 0 0
1 1 1 1 0 0
1 1 1 1 1 1
1 1 1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎦ ,
with staircase-like patterns.
Theorem 2.5. The maximum (respectively, minimum) spectral radius among digraphs in D(e) occurs
among the digraphs in D(e ↑) (respectively, D(e ↓)); that is,
max{ρ(D) : D ∈ D(e)} = max{ρ(D) : D ∈ D(e ↑)} (7)
and
min{ρ(D) : D ∈ D(e)} = min{ρ(D) : D ∈ D(e ↓)}. (8)
Similar conclusions hold with Dn(e ↑) in place of D(e ↑) and Dn(e ↓) in place of D(e ↓).
This theorem is proved using basic properties of the Perron–Frobenius theory of nonnegative
matrices.
3. Some properties of digraph spectra
In this section we discuss some special properties of the full spectrum of a digraph.
A digraph is bipartite provided that its vertex set can be partitioned into two sets U andW such that
each edge has its initial vertex inU and its terminal vertex in V or the other way around. The adjacency
matrix of a bipartite digraph is thus of the form
A =
[
O A1
A2 O
]
,
where the zero matrices are square matrices of orders equal to |U| and |W|, respectively. We have
A2 =
[
A1A2 O
O A2A1
]
,
where A1A2 and A2A1 have the same nonzero eigenvalues. Generalizing a result for bipartite graphs,
Esser and Harary [40] formulated the following result which is an immediate consequence of the
Perron–Frobenius theory of nonnegative matrices.
Theorem 3.1. A digraph is bipartite if and only if its spectrum is invariant under multiplication by −1,
equivalently, if and only if the spectral radius of D is the negative of some eigenvalue of D.
A digraph is vertex-transitive provided for each pair of vertices u and w, there is an automorphism
φ such that φ(u) = w.
The following is a slightly strengthened version due to Godsil [45] of a result of Hoffman [57].
Theorem 3.2. If B is a square integral matrix, then there is a digraph D such that the minimal polynomial
of B divides that of D. If B is a symmetric matrix, then D can be taken to be a graph. In particular, any
complex number that occurs as an eigenvalue of an integral matrix (so an algebraic integer) occurs as an
eigenvalue of a digraph.
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In fact, it is shown in [45] that every algebraic integer is an eigenvalue of a Cayley digraph.
Godsil [45] considered how the eigenvalues and the characteristic and minimal polynomials of
digraphs compare with those of regular and vertex-transitive digraphs (see also [4]).
Theorem 3.3. Let D be a digraph with maximum degree . Then there exists a regular digraph D∗ with
the following properties:
(a) D is an induced subdigraph of D∗.
(b) If D is a graph, then D∗ is also a graph.
(c) If 2, the minimal and characteristic polynomials of D divide those of D∗ (so the spectrum of D is
contained in the spectrum of D∗).
This theorem is proved using a special case of a generalized tensor product construction given in
[47].
Let J be the Jordan canonical form of the adjacency matrix A of the digraph D. For each eigenvalue
λ of A, let nD(λ) denote the algebraic multiplicity of λ, that is, the multiplicity of λ as a root of the
characteristic polynomial. Let n1  n2  · · · nk be the sizes of the Jordan blocks in J corresponding
to a speciﬁc eigenvalue λ; thus nD(λ) = n1 + n2 + · · · + nk .
Savchenko [95] investigated the change in the Jordan block sizes when a vertex is deleted from a
vertex-transitive digraph D. It is not hard to verify that if v is a vertex of D and D − v is the digraph
obtained from D by removing v and all edges incident with v, then
nD(λ) = nD−v(λ) + 1; (9)
thus the algebraic multiplicity of each eigenvalue of the vertex-transitive digraph D is reduced by 1 in
deleting any vertex. It is thus natural to ask what effect deleting a vertex has on the Jordan blocks of
the eigenvalues of D.
Theorem 3.4. Let D be a vertex-transitive digraph with adjacency matrix A. Let λ be an eigenvalue of D
and let n1  n2  · · · nk be the sizes of the Jordan blocks of λ in the Jordan canonical form of A. If k 2,
then for each vertex v,
n1, n2, . . . , nk−2, 2nk−1 − 1
are the sizes of Jordan blocks ofλ in the Jordan canonical form of the adjacencymatrix of the digraph D − v.
If k = 1, then λ is a simple eigenvalue of D (so n1 = 1) and is not an eigenvalue of D − v.
Note that (9) andTheorem3.4 imply that ifk 2, thennk = nk−1. As remarked in [95], for each iwith
1 i k, the multiplicity of the number ni in the sequence n1, n2, . . . , nk is at least ni. In particular,
the sequence n1, n2, . . . , nk of sizes of Jordan blocks of a vertex-transitive digraph is not arbitrary.
Savchenko [95] raised the questionwhether the sequence n1, n2, . . . , nk could be q, q, . . . , q (q occuring
q times) if q> 1.
Since Hoffman [57] initiated the study of limit points of eigenvalues of graphs, there have been
many investigations. In [107] the study of the limit points of eigenvalues of digraphs was initiated,
and the results in the following theorem were obtained. The subdivision of a digraph is the digraph
obtained by replacing each edge (v,w) be two edges (v, u) and (u,w) where u is a new vertex.
Theorem 3.5. The following hold for eigenvalues of digraphs:
(a) Every complex number is a limit point of eigenvalues of digraphs.
(b) If D is a digraph, the set of limit points of eigenvalues of iterated subdivision digraphs of D is the unit
circle in the complex plane if and only if D has a directed cycle.
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4. Spectral radius as a function of number of edges
Motivated by Theorem 2.5, Brualdi and Hoffman [15] began an investigation of the maximum
spectral radius possible for a digraph with e edges.1
As observed in [15], it is not difﬁcult so show that for each positive integerm,
max{ρ(D) : D ∈ D(m2)} = m (10)
with equality if and only if, apart from isolated vertices,D is a complete digraph of orderm. In addition,
the following theorem is established.
Theorem 4.1. For each positive integer m,
max
{
ρ(D) : D ∈ D
(
m2 + 1
)}
= m
with equality if and only if, apart from isolated vertices, D is a complete digraph of order m with one
additional edge; or, m = 1 and the two edges of D join two distinct vertices in opposite directions; or,
m = 2 and apart from isolated vertices, D is obtained from the complete digraph of order 3 by removing a
complete digraph of order 2.
Friedland [44] determined the maximal spectral radius in D(e) for several classes of values of the
number e of edges.
Theorem 4.2.(1) For each positive integer m and each integer l with 1 l 2m,
max{ρ(D) : D ∈ D(m2 + l)} m +
√
m2 + 2l
2
.
Equality holds if and only if l = 2mand, apart from isolated vertices,D is obtained from the complete
digraph
←→
Km+1 of order m + 1 by removing a loop at one vertex.
(2) For each integer m 2,
max
{
ρ(D) : D ∈ D
(
m2 + 2m − 3
)}

m − 1 + √m2 + 6m − 7
2
.
For m 3, equality holds if and only if D is obtained from a complete digraph
←→
Km+1 of order m + 1
by removing a complete digraph
←→
K2 of order 2.
(3) Let l be an integer with l 2, and let m be an integer. Then there exists a constant Cl such that if
m Cl , a digraph D∗ ∈ D(m2 + l) satisfying
ρ(D∗) = max
{
ρ(D) : D ∈ D
(
m2 + l
)}
is achieved by a digraph obtained from a complete digraph
←→
Km of order m by including a new vertex
u and edges in both directions joining u and l/2 vertices of ←→Km , and, if l is odd, a edge in either
direction joining u and an additional vertex of
←→
Km .
It follows from (2) in Theorem 4.2 that in (3) with l = 2m − 3, the digraph achieving themaximum
spectral radius does not contain a
←→
Km . It has been conjectured that if 1 l 2m, the maximal spectral
radius of a digraph in D(m2 + l) is achieved by a digraph withm + 1 vertices
1 In [15] both digraphs and graphs are considered. Our focus here is on digraphs, equivalently, (0, 1)-matrices that may or
may not be symmetric, as opposed to graphs, equivalently, (0, 1)-matrices that are necessarily symmetric. Spectral techniques
for symmetric matrices do not, in general, apply to non-symmetric matrices. As previously mentioned we do not speciﬁcally
consider symmetric matrices and the large body of work in spectral graph theory.
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Using very different techniques, Snellman [102] proved a result which in a sense is complementary
to that of (3) in Theorem 4.2.
Theorem 4.3. Let s be a positive integer different from 4. Then there exists a constant Cs such that if m Cs,
a digraph D∗ ∈ D((m + 1)2 − s) satisfying
ρ(D∗) = max
{
ρ(D) : D ∈ D
(
(m + 1)2 − s
)}
is attained by a digraph obtained from
←→
Km+1 by removing the loop at a vertex w together with s/2 pairs
of edges (in both directions) between w and other vertices, and in the case that s is even, one additional
edge from w to another vertex.
We now turn to the minimum spectral radius of a digraph as a function of its number of edges.
Since this minimum is zero if the number of edges is small in comparison to the number of vertices,2
we also take into account the number of vertices; that is, we consider the function
ρ˜(n, e) = min{ρ(D) : D ∈ Dn(e)} = min{ρ(D) : D ∈ Dn(e ↓)}.
If e
(
n
2
)
, then ρ˜(n, e) = 0 since, in this case, there is a digraph D ∈ Dn(e) such that every edge is of
the form (i, j) with i> j (the adjacency matrix has 0s on and above the main diagonal). Similarly, if(
n
2
)
< e
(
n + 1
2
)
,
then ρ˜(n, e) = 1 (there is a digraph whose adjacency matrix has only 0s above the main diagonal, at
least one 1 on the main diagonal, and only 1s below the main diagonal). If e is large (about 0.75n2 or
larger), then the following theoremwas proved by Brualdi and Solheid [24], with a somewhat simpler
proof given in [26].
Theorem 4.4. Let n 2 be an integer, and let τ be an integer with 0 τ n/2n/2. Then
ρ˜(n, n2 − τ) = n +
√
n2 − 4τ
2
. (11)
If D ∈ Dn(n2 − τ), then ρ(D) = ρ˜(n, n2 − τ) if and only if there are nonnegative integers p and q with
p + q = n, such that D is obtained by taking the complete digraph ←→Kn , partitioning its vertices into sets
U andW of cardinalities p and q, respectively, and then removing any τ edges from the vertices in U to the
vertices in W .
If n = 7 and τ = 6, an example of a digraph for which equality hold in (11) is the digraph with
adjacency matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 1 0 1 1 0
1 1 1 1 1 0 0
1 1 1 0 1 0 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 1 1 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
If in Theorem4.4, τ = r(n − r) for some integer r, then equality occurs in (11) for the digraph obtained
by taking p = r (or p = n − r), that is, for the digraph obtained by taking disjoint copies of ←→Kr
2 If all the 1s in the adjacency matrix can ﬁt strictly below the main diagonal, then the minimum spectral radius equals 0.
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and
←→
Kn−r , and all the edges from the vertices of
←→
Kr to the vertices of
←→
Kn−r (or all the edges in the
other direction). But equality can occur for other values of p. For example, let n = 6 and r = 2. Then
τ = r(n − r) = 8. Equality holds in (11) for the digraph obtained by taking two disjoint copies of ←→K3
and one edge from the vertices of one copy to the other copy.
We now consider Dn(n2 − τ)with τ > n/2n/2. In [24], ρ˜(n, n2 − τ)was determined exactly
for a certain sequence of values of τ , and this allowed ρ˜(n, n2 − τ) to be sandwiched between two
consecutive integers.
Let k and n be integers with 1 k n, and let n = qk + lwhere q is a positive integer and 0 l< k.
Let
τn,k = q(q − 1)
2
k2 + qkl.
Deﬁne a digraph Dn,k by taking q disjoint copies D1,D2, . . . ,Dk of
←→
Kk and one disjoint copy Dk+1 of←→
Kl and putting an edge from each vertex of Di to each vertex of Dj for all i and jwith 1 i< j k + 1.
We have that Dn,k ∈ D(n, n − τn,k) and ρ(Dn,k) = k. It is shown in [24] that
ρ(Dn,k) = ρ˜(n, n − τn,k),
and, in fact, all digraphs inDn(n2 − τn,k)whose spectral radius equals ρ˜(n, n − τn,k) are characterized.
Theorem 4.5. Let n be a positive integer, and let τ be an integer with 0 τ <
(
n
2
)
. Let k be the integer
with 1 k n − 1 such that
τn,k+1  τ < τn,k.
Then
k< ρ˜(n, n2 − τ) k + 1.
5. Spectral radius of digraphs of special type
In this section we consider digraphs with certain structural properties.
Let D be a digraph of order n. An alternating cycle of D is a sequence
u1, u2, . . . , u2k
of an even number of (not necessarily distinct) vertices, such that
(u1, u2), (u3, u4), . . . , (u2k−1, u2k) and (u3, u2), . . . , (u2k−1, u2k−2), (u1, u2k)
are distinct edges. If the adjacency matrix of D is A = [aij], then an alternating cycle in D corresponds
to a cycle in the bipartite graph whose bi-adjacency matrix is A. Loops may be part of an alternating
cycle. For example, if the adjacency matrix of D is⎡⎣1 1 00 1 1
1 0 1
⎤⎦ ,
then D is the alternating cycle v1, v2, v2, v3, v3, v1 whose edges are
(v1, v2), (v2, v2), (v2, v3), (v3, v3), (v3, v1), (v1, v1).
An alternating cycle free digraph is a digraph without any alternating cycles; its adjacency matrix is the
bi-adjacency matrix of an acyclic bipartite graph G ⊆ Kn,n, from which it follows that an alternating-
cycle-freedigraphofordernhasatmost2n − 1edges.Analternating-cycle-freedigraphofordernwith
2n − 1 edges is called amaximal alternating-cycle-free digraph; its adjacencymatrix is the bi-adjacency
of a tree G ⊆ Kn,n.
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Using the Perron–Frobenius theory and Theorem 2.5, Brualdi and Solheid [23] investigated the
spectral radius of digraphs obtained from
←→
Kn by removing a set of edges forming an alternating-
cycle-free digraph.
Theorem 5.1. Let D be a digraph of order n 3 obtained by removing from
←→
Kn the edges of an alternating-
cycle-free digraph D∗. Then
ρ(D) n − 2.
If D is strongly connected, then equality holds if and only if the digraph D∗ satisﬁes the following: There
are positive integers p and q with p + q = n such that the vertices can be partitioned into sets U and W of
cardinalities p and q, respectively, where the vertices of U have indegree 1 in the digraph D∗(U) induced
on U, the vertices in W have outdegree 1 in the induced digraph D∗(W), and the edges of D∗ between U
and W are obtained from a tree on n vertices by directing all edges from U to W .
In [23], necessary and sufﬁcient conditions are also given for equality to hold in Theorem 5.1 when
D is not strongly connected; in particular, for equality to hold for a non-strongly connected digraph D
there must be a vertex of indegree or outdegree at most 1.
Themaximal spectral radiusof adigraphDof ordernobtained from
←→
Kn by removinganalternating-
cycle-free digraph D∗ of order n is n, since we may take D to be
←→
Kn . With the added assumption that
D∗ is maximal, we get a better bound.
Theorem 5.2. Let D be a digraph of order n obtained from
←→
Kn by removing a maximal alternating-cycle-
free digraph of order n. Then ρ(A) n − 1 with equality if and only if apart from an isolated vertex, D is←→
Kn−1 .
The digraph obtaining equality in Theorem 5.2 is not strongly connected. If wemake the additional
assumption that D is strongly connected, then we get a better bound.
Theorem 5.3. Letn 3,and letDbea strongly connecteddigraphof ordernobtained from
←→
Kn by removing
a maximal alternating-cycle-free digraph of order n. Then ρ(D) ρn, where ρn is the largest root of the
polynomial x3 − (n − 2)x2 − (n − 3)x − 1. The digraph D of order n whose adjacency matrix is⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 1 · · · 1 1
1 1 1 · · · 1 0
1 1 1 · · · 1 0
...
...
...
. . .
...
...
1 1 1 · · · 1 0
0 1 0 · · · 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
has characteristic polynomial xn−3(x3 − (n − 2)x2 − (n − 3)x − 1) and spectral radius equal to ρn.
In [16] the following general question was raised (here we state the question in terms of digraphs):
Let D′ be a digraph of order n with m edges. Let d n2 − m be a positive integer. What is the largest
spectral radius of a digraph D of order n obtained from D′ by adding d new edges? Only one digraph
D′ was considered in [16], namely the digraph n with vertex set {v1, v2, . . . , vn} with an edge from
vi to vj if and only if i j. The adjacency matrix of this digraph n is the matrix of order n with 1s
on and below the main diagonal and 0s above the main diagonal. In this case m = n(n + 1)/2 and
d n(n − 1)/2.
Let D(n, d) be the set of digraphs obtained from n by adding d new edges, and let ρn,d be the
maximal spectral radius for the digraphs in D(n, d). Let D(n, d) be the collection of digraphs in
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D(d) with spectral radius ρn,d. We summarize some of the main resuts in [16] in the following
theorem.
Theorem 5.4. Let n 2 be an integer. Then the following hold:
1. Every digraph in D(n, d) is strongly connected.
2. D(n, 1) contains only one digraph, namely the digraph obtained fromn by adding the edge from
vertex v1 to vertex vn.
3. If d n − 2, then each digraph in D(n, d) contains the edge from vertex v1 to vertex vn.
4. For n 4, there are two digraphs in D(n, 2), namely the digraph obtained from n by adding the
edges from vertex v1 to vertex vn and from vertex v1 to vertex vn−1, and the digraph obtained from
n obtained by adding the edges from vertex v1 to vertex vn and from vertex v2 to vn.
5. For n 5, there is only one digraph in D(n, 3), namely the digraph obtained from n by adding
the edges from vertex v1 to vertex vn−1, from vertex v1 to vertex vn, and from vertex v2 to vertex vn.
6. For n 7, there are three digraphs in D(n, 4), namely the digraphs obtained from n by adding
the edges from vertex v1 to vertex vn−1, from vertex v1 to vertex vn, and from vertex v2 to vertex vn,
and one of the three edges from vertex v1 to vertex vn−2, from vertex v2 to vertex vn−1, and from
vertex v3 to vertex vn.
For general d we have the following result. A digraph D in D(n, d) has an upper staircase pattern
provided the edges that are in D but not in n have the following property: if there is an edge from
vertex vi to vertex vj where i< j, then there is an edge from vertex vp to vertex vq for all p and qwith
p i and q j. All the maximizing matrices in Theorem 5.4 have a staircase pattern. But this need not
always be the case. For example, the digraph in D(5, 4) with adjacency matrix⎡⎢⎢⎢⎢⎣
1 1 0 1 1
1 1 0 0 1
1 1 1 0 0
1 1 1 1 0
1 1 1 1 1
⎤⎥⎥⎥⎥⎦
does not have an upper staircase pattern, but belongs to D(5, 4). But we do have the following.
Theorem 5.5. Let d be a positive integer. Then for n sufﬁciently large, a digraph inD(n, d) has an upper
staircase pattern.
In [16] theminimumspectral radiusμn,d of digraphs inD(n, d) is also investigated. Let D˜(n, d)be
the set of digraphs in D(n, d) with spectral radius equal to μn,d. The following theorem summarizes
someof themain results forμ(n, d).We say a digraphDhas the staircase patternprovided the following
property holds; if there is an edge from vertex i to vertex j then there is an edge from vertex p to vertex
q for all p and qwith p i and q j. (cf. Theorem 2.5.)
Theorem 5.6. Let n and d with 1 d n(n − 1)/2. Then the following hold:
1. There exists a digraph in D˜(n, d) with a staircase pattern. Thus μn,d is attained by a matrix in
D(n, d) with a staircase pattern.
2. If 1 d< n, then
μn,d =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2 if 1 d
⌊
n
2
⌋
,
3+√5
2
if
⌊
n
2
⌋
+ 1 d
⌊
2n
3
⌋
,
3 if
⌊
2n
3
⌋
+ 1 d n − 1.
3. If n 3, then
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Fig. 1. A strongly regular digraph.
μn,n =
⎧⎪⎨⎪⎩
3 if n ≡ 3mod 3,
2 + √2 if n ≡ 1 or 2mod 3, n /= 2, 5,
5+√5
2
if n = 5.
6. Some special digraphs
An analogue of strongly regular graphs for digraphs was deﬁned and investigated by Duval [36],
and, like strongly regular graphs, they have special spectral properties.
Let D be a digraph without any loops. A symmetric edge of D is a pair of edges (u, v) and (v, u) in
opposite directions. IfD has only symmetric edges, thenD can be considered to be a graph. The digraph
D is a strongly regular digraph with parameters (n, k, t, λ,μ) provided that
1. D has n vertices,
2. each vertex has indegree and outdegree equal to k,
3. each vertex is incident with t symmetric edges, and
4. for each pair of distinct vertices u and v, the number of paths of length 2 from u to v is λ if there
is an edge from u to v, and is μ if there is no edge from u to v.
Let A be the adjacency matrix of a digraph D. Then D is a strongly regular digraph with parameters
(n, k, t, λ,μ) if and only if A satisﬁes
AJn = JnA = kA and A2 = tIn + λA + μ(Jn − In − A). (12)
We have 0 t  k. If t = k, then D has only symmetric edges and D can be considered as a strongly
regular graph. Since such graphs have been investigated considerably, it is usually assumed that t < k.
The case t = 0 also reduces to well-studied combinatorial objects, namely Hadamard matrices with
1s on the diagonal and a skew-symmetric off-diagonal. It is also customary to assume that t > 0. Thus,
in what follows we assume that
0< t < k.
An example of a strongly regular digraph is given in Fig. 1. It is easy to check that its parameters are
(6, 2, 1, 0, 1). Edges without directions are symmetric edges.
The following result is from [36].
Theorem 6.1. A strongly regular digraph D with parameters (n, k, t, λ,μ) has integer eigenvalues
k, θ1 = 1
2
(
λ − μ +
√
(μ − λ)2 + 4(t − μ)
)
,
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θ2 = 1
2
(
λ − μ −
√
(μ − λ)2 + 4(t − μ)
)
,
where
√
(μ − λ)2 + 4(t − μ) is a positive integer. The multiplicities of the eigenvalues are
k : multiplicity 1,
θ1 : multiplicity m1 = − k+θ2(n−1)θ1−θ2 , and
θ2 : multiplicity k+θ1(n−1)θ1−θ2 .
Since the multiplicity of an eigenvalue is a positive integer, we get some restrictions on the param-
eters of a strongly regular digraph.
Rewriting the second equation in (12), we getA2 + (μ − λ)A + (μ − t)In = μJn. Multiplying both
sides by A − kIn and using the ﬁrst equation in (12), we get
(A − kIn)
(
A2 + (μ − λ)A + (μ − t)In
)
= O. (13)
As noted in [46], since the eigenvalues of A are the three distinct roots of the cubic polynomial
m(x) = (x − k)(x2 + (μ − λ)x + (μ − t)),
m(x) is the minimum polynomial of A. This now implies that A is a diagonalizable matrix but, since A
is a real, non-symmetric matrix with real (indeed integer) eigenvalues, A is not a normal matrix.
It is proved in [36] that the parameters of a strongly regular digraph are constrained by
0 λ< t and 0<μ t.
Additional properties and parameter restrictions on strongly regular digraphs, as well as methods
for their construction can be found in [36,46,63] and the references they cite.
The spectrum of a digraph is useful for estimating structural properties that are computationally
difﬁcult to determine exactly. In the remainder of this section, the entire spectrum of two classes of
digraphs are explicitly given.
A digraph that has no cycles has an adjacency matrix with all 0s on and above its main diagonal,
and hence all of its eigenvalues are equal to 0. If there are loops (cycles of length 1) but no cycles of
length greater than 1, then each loop gives an eigenvalue 1, and all other eigenvalues are 0. If D is cycle
of length n, then its eigenvalues are the nth roots of unity ωk = e 2π ikn (0 k n). For later reference
we note that the eigenvalues of the k-cube graph are (k − 2j) with multiplicity
(
n
j
)
(0 j n) (see
e.g. [7]).
Let n1 and n2 be even positive integers. TheManhattan street digraph M2(n1, n2) has vertex set V ={(u1, u2) : 0 ui  ni − 1; i = 1, 2}, best considered aspoints ona torus,with eachvertexof outdegree
and indegree 2. The two outgoing edges from (ui, uj) are one of ((ui, uj), (ui ± 1, uj)) (choosing +1 if
uj is even and−1 if uj is odd) and one of ((ui, uj), (ui, uj ± 1)) (choosing+1 if ui is even and−1 if ui is
odd), where the addition in the ﬁrst component is modulo n1 and in the second component is modulo
n2. The Manhattan street digraphM2(4, 4) is drawn in Fig. 2.
The digraph M2(n1, n2) is the 2-dimensional case of an n-dimensional Manhattan street digraph
Mk(n1, n2, . . . , nk). Here n1, n2, . . . , nk are even positive integers. The vertex set is the set V ={(u1, u2, . . . , uk) : 0 ui  ni − 1 : i = 1, 2, . . . , k}. Each vertex has outdegree and indegree equal to
k. The k outgoing edges from (u1, u2, . . . , uk) are the edges(
(u1, u2, . . . , uk), (u1, . . . , ui + (−1)
∑
j /=i uj . . . , uk)
)
(i = 1, 2, . . . , k),
where addition in the ith component is modulo nj . If all nj = 2, then Mk(2, 2, . . . , 2) is isomorphic
to the digraph Q∗k obtained from the k-cube by replacing each (undirected) edge with a (directed)
edge in both directions. Additional properties of Manhattan street digraphs can be found in [30,31]. In
particular in [31] it is shown that a 2-dimensional Manhattan street digraph is a line digraph.
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Fig. 2. M2(4, 4).
The following theorems about the spectra of Manhattan street digraphs are from [30].
Theorem 6.2. The spectrum ofMk(n1, n2, . . . , nk) contains all the eigenvalues (includingmultiplicities) of
the k-cube graph Qn. Furthermore, for every subset Ip ⊆ {1, 2, . . . , k} of cardinality p, the vector w whose
component corresponding to a vertex u = (u1, u2, . . . , uk) is wu = ∏i∈Ip(−1)ui is an eigenvector for the
eigenvalue λ = k − 2p.
For the 2-dimensional case, one can be more explicit.
Theorem 6.3. The eigenvalues of M2(n1, n2) are
0,±
√
2 cos
(
4πk
n1
)
+ 2 cos
(
4π l
n2
) (
0 k
n1
2
− 1, 0 l n2
2
− 1
)
. (14)
In addition, the geometric multiplicity of each nonzero eigenvalue equals its algebraic multiplicity (the
number of times it appears in (14)),while the geometricmultiplicity of the eigenvalue0 is at least (n1n2)/2,
and equals (n1n2)/2 if ni /≡ 0mod 4 for i = 1 and 2.
For the general case, in [30] it is shown that the distinct eigenvalues ofMk(n1, n2, . . . , nk) coincide
with the distinct eigenvalues of a certain graph obtained from the k-cube, called a weighted conjugate
k-cube. In [42] multipartite Moore digraphs of a speciﬁed diameter are studied with eigenvalues used
in some of the proofs.
A class of digraphs known as wrapped butterﬂy digraphs have been studied for their application in
network theory (see e.g. [6]). Let d and n be positive integers. Then thewrapped butterﬂy digraph Bd(n)
has vertex set
{(l; x) = (l; x0, x1, . . . , xn−1) : 0 l n − 1, 0 xi  d − 1 (i = 0, 1, . . . , n − 1)}.
The integer l in a vertex is called its level. There are edges from vertex (l; x0, x1, . . . , xn−1) to (l +
1; x0, . . . xl−1,α, xl+1, . . . , xn−1) for every integer α with 0α  d − 1. Here addition in the ﬁrst
2196 R.A. Brualdi / Linear Algebra and its Applications 432 (2010) 2181–2213
level 0
level 2
level 1
level 0
000 100 010 110 001 011 111101
Fig. 3. B2(3).
component is modulo n and in the other components modulo d (thus the use of the word wrapped).
These are the only edges of Bd(n). The digraph B2(3) is displayed in Fig. 3.
The digraph Bd(n) is a strongly connected digraph of order nd
n and diameter 2n − 1, and is reg-
ular of degree d. Hence Bd(n) has a Hoffman polynomial H(x). Wrapped butterﬂy digraphs are in-
stances of weakly distance regular digraphs; these are strongly connected digraphs of diameter δ such
that the number of walks of a given length k δ between any two vertices depends only on their
distance.
In [31] it is shown that the Hoffman polynomial of Bd(n) is given by
HBd(n)(x) =
2n−1∑
k=0
pk(x) = xn
(
1 + x
d
+
(
x
d
)2
+ · · · +
(
x
d
)n−1)
,
where
pk(x) =
{
xk if 0 k< n,
1
dk−n x
k − xk−n if n k 2n − 1
are the so-called distance polynomials of Bd(n). It thus follows that the distinct eigenvalues of Bd(n)
are
0, d, dω1, dω2, . . . , dωn−1 where ω = e2π i/n.
Theorem 6.4. The spectrum of the wrapped butterﬂy digraph Bd(n) is
0 [n(dn − 1)], d [1], dω1 [1], dω2 [1], . . . , dωn−1 [1]
where the quantities in the brackets are the algebraic multiplicities.
7. More spectral bounds
In this section we ﬁrst discuss a different generalization of Theorem 2.2 due to Pupkov [91] and
Solov’ev [98] of which an exposition was given in [20].
LetD = (V , E) ∈ D(R, S) be a digraph of order n. As in Section 2, letD0 be the digraph obtained from
D by removing all its loops, and let the outdegree and indegree vectors ofD0 beR =
(
r01 , r
0
2 , . . . , r
0
n
)
and
S =
(
s01, s
0
2, . . . , s
0
n
)
, respectively.When invoking either of these vectors, wemaymake the assumption
that r01  r
0
2  · · · r0n or s01  s02  · · · s0n without loss of generality.
Let A = [aij] be the adjacency matrix of D, and let p be an integer with 1 p n. Deﬁne
S
(p−1)
j = min
{
s0j , p − 1
}
(j = 1, 2, . . . , n),
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and
Rα =
∑
i∈α
r0i (α ⊆ {1, 2, . . . , n}).
Let [n]p denoted the set of all subsets α of {1, 2, . . . , n} with |α| = p.
Theorem 7.1. For each p = 1, 2, . . . , n, the spectrum of D is contained in Ω1 ∪ Ω2 where
Ω1 = ∪nj=1
{
z : |z − ajj| S(p−1)j
}
(15)
and
Ω2 = ∪α∈[n]p
⎧⎨⎩z : ∑
i∈α
|z − aii|
∑
i∈α
r0i
⎫⎬⎭ . (16)
The region Ω1 in (15) is contained in the region Γ
∗(D) in Theorem 2.2. Each disk of the region Ω2
in (16) can be viewed as an average of the disks making up the region Γ (D) and is contained in Γ (D)
The following corollary gives an upper bound for the spectral radius in terms of both the indegrees
and outdegrees.
Corollary 7.2. If the digraph D does not have any loops, then
ρ(D)max
⎧⎨⎩{S(p−1)j : 1 j n} ∪
⎧⎨⎩1p ∑
i∈α
r0i : α ∈ [n]p
⎫⎬⎭
⎫⎬⎭ .
Let the indegree of each vertex of D be at least 1. Consider the special case p = 2 in Theorem 7.1
and Corollary 7.2. The regions in Ω1 are the disks
|z − ajj| s0j (1 j n).
The regions in Ω2 are{
z : |z − aii| + |z − ajj| r0i + r0j
}
(1 i< j n). (17)
If the two disks{
z : |z − aii  r0i
}
and
{
z : |z − ajj| r0j
}
are disjoint, then the region (17) is empty. Otherwise, if the circles making up the boundary of the two
ellipses intersect in two points, the region (17) is contained in the ellipse with foci at aii and ajj and
withmajor axis r0i + r0j andminor axis
√(
r0i + r0j
)2 − |aii − ajj|2. This ellipse passes through the two
points of intersection of the two circles.
A further reﬁnement of these theorems is contained in [59].
Let D be a digraph with vertices v1, v2, . . . , vn without any loops (thus D = D0), and let, as usual,
the outdegree sequence be r1, r2, . . . , rn and the indegree sequence be s1, s2, . . . , sn. In [13] lower and
upper bounds are given for the spectral radius of D that depend only on the outdegrees of D and its
cycles. In order to have simply stated bounds, they are not given in the form that is actually derived.
Also these bounds are stated for a digraph with no loops but they hold even when there are loops
present since they follow from the classical bounds (5) when there is a loop. These bounds were also
obtained by Al’pin [3]; Elsner and van den Driessche [37] derived them using a max algebra approach
[37].
The girth g of the digraph D is the smallest length of a cycle. Thus in case D has a loop, g = 1. If γ
is a cycle, |γ | denotes its length.
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Theorem 7.3. Let D ∈ D(R, S) be a digraph of order n. The spectral radius of the digraph D satisﬁes
min
⎧⎪⎨⎪⎩
⎛⎝∏
vi∈γ
ri
⎞⎠1/|γ | : γ ∈ C(D)
⎫⎪⎬⎪⎭ ρ(D)max
⎧⎪⎨⎪⎩
⎛⎝∏
vi∈γ
ri
⎞⎠1/|γ | : γ ∈ C(D)
⎫⎪⎬⎪⎭
where, as before, C(D) is the set of cycles of D.
As a corollary one obtains (as stated in [13]): If r1  r2  · · · rn, then
(r1r2 · · · rg)1/g  ρ(D)(rn−g+1rn−g+2 · · · rn)1/g .
Before continuing with more bounds on the spectral radius, we brieﬂy discuss the singular values
of a matrix, and its relation to the spectral radius.
Let nm. The singular values of an n by m real matrix A are the square roots of the eigenvalues of
the positive semideﬁnite symmetric matrix AAt of order n, ordered from largest to smallest:
σ1(A) σ2(A) · · · σn(A) 0.
For a square matrix, the following basic relationship holds
ρ(A) σ1(A) ||A||2, (18)
where
||A||2 =
√√√√√ n∑
i,j=1
a2ij
is the Frobenius norm of A. Thus bounds on either σ1(A) (also called the spectral norm) or Frobenius
norm give bounds on the spectral radius. In particular, (10) follows from (18).
If D is a digraph, then σi(D) denotes the ith singular value of its adjacency matrix. It follows from
an inequality of Schur [97] that
ρ(D) σ1(D)
√
max{risj : 1 i, j n}. (19)
We now discuss two bounds on the spectral radius by Kwapisz [77] that improve the upper bounds
in Theorem 2.1. These bounds are particularly useful when the discrepancy between the outdegrees
and indegrees is large.
Theorem 7.4. Let D ∈ D(R, S) be a directed graph of order n. Then
(a) ρ(D)max
{√
risj : (vi, vj) ∈ E
}
,
(b) ρ(D)max
{√
risi : 1 i n} .
Mathias [82] and Kolotilina [74] generalize (19) and prove the inequality
σ1(D)max
{√
risj : (vi, vj) ∈ E
}
,
which is stronger than (a) in Theorem 7.4.
A more general upper bound for ρ(D) involving walks of length k can be found in [77].
Some different bounds on the spectral radius are obtained by Xu and Xu [106]. The 2-outdegree r
(2)
i
of vertex vi of D is the sum of the outdegrees of all vertices vj for which (vi, vj) is an edge (1 i n).
The average 2-outdegree of vi is
r˜
(2)
i =
r
(2)
i
ri
(1 i n).
Similar deﬁnitions hold for the 2-indegree s
(2)
i and average 2-indegree s˜
(2)
i of a vertex vi (1 i n). The
digraph D is average 2-outdegree regular provided its vertices all have the same average 2-outdegree.
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The digraph D is average 2-outdegree semiregular provided its vertices can be partitioned into U andW
such that all the vertices in U have the same average 2-outdegree, and all the vertices in W have the
same average 2-outdegree.
Theorem 7.5. Let D ∈ D(R, S) be a digraph of order n with edge set E where D does not have loops and
every vertex has outdegree at least 1. Then
min
{√
r˜
(2)
i r˜
(2)
j : (vi, vj) ∈ E
}
 ρ(D)max
{√
r˜
(2)
i r˜
(2)
j : (vi, vj) ∈ E
}
. (20)
Assume that D is strongly connected. Then equality holds on the right in (20) if and only if it holds on the
left, and this happens if and only if D is average 2-outdegree regular or average 2-outdegree semiregular.
A similar result holds using the 2-indegrees in place of 2-outdegrees. The upper bound in (20) is
proved by considering the matrix B = T−1AT similar to the adjacency matrix A of D where T is the
diagonalmatrixofoutdegreesof theverticesofD. Letx = (x1, x2, . . . , xn)t beanonnegativeeigenvector
of B corresponding to the eigenvalue ρ(D), where without loss of generality x1 = 1 xi for all i, and
x2 = max{xj : (v1, vj) ∈ E} (in caseof the lowerboundonce takesx1 = 1 xi for all iandx2 = min{xj :
(v1, vi) ∈ E}). Examining the ﬁrst two equations of Bx = ρ(A)x gives the inequality.
It follows easily from Theorem 7.5 that if D is strongly connected, then the inequality
min{ri : 1 i n} ρ(D)max{ri : 1 i n}
of Theorem 2.1 holds, with equality if and only if D has constant outdegrees, and the inequalities
min
{
r˜
(2)
i : 1 i n
}
 ρ(D)max
{
r˜
(2)
i : 1 i n
}
holds, with equality if and only if D is average 2-outdegree regular.
The bounds in Theorems 7.3 and 7.4 are also derived in [71]. Indeed in a series of three papers
[71–73], Kolotilina extends and generalizes many classical bounds and inequalities for the spectral
radius of a nonnegative matrix. We now discuss some of these that have simple formulations for
digraphs. We recommend that anyone interested in bounds for the spectral radius of a nonnegative
matrix consult these three extensive contributions.
Theorem 7.6. Let D ∈ D(R, S) be a digraph of order n with a positive outdegree vector R. Then for each α
with 0α  1,
min
{
rαi r
1−α
j : (vi, vj) ∈ E
}
 ρ(D)max
{
rαi r
1−α
j : (vi, vj) ∈ E
}
, (21)
and
ρ(D) σ1(D)max
{
rαi s
1−α
j : (vi, vj) ∈ E
}
. (22)
If α = 1/2, then the upper bound in (21) gives the bound (a) in Theorem 7.4.
In [71], conditions are given for both inequalities in (21) toholdwith equality. Ananalogous theorem
holds for the indegree vector.
The following inequalities hold which improve bounds of Brauer and Gentry [11,12].
Theorem 7.7. Let D ∈ D(R, S) be a digraph of order n, and let A = [aij] be the adjacency matrix of D. Then
(a) If D is strongly connected, then
ρ(D)
1
2
min
{
akk + all +
√
(akk − all)2 + 4r0k r0l : k /= l, akl /= 0
}
.
(b) If R0 =
(
r01 , r
0
2 , . . . , r
0
n
)
is a positive vector, then
ρ(D)
1
2
max
{
akk + all +
√
(akk − all)2 + 4r0k r0l : k /= l
}
.
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Thebounds in Theorem7.6, as those in Theorem7.5, dependon the edges of a digraph. The following
boundsgeneralize those inTheorem7.6 towalk-dependentbounds. For adigraphD andpositive integer
k, let Pk(D) denote the collection of all walks of length k in D. Thus a sequence (vi1 , vi2 , . . . , vik+1) of
k + 1 vertices belongs to Pk(D) if and only if (vij , vij+1) is an edge for j = 1, 2, . . . , k.
Theorem 7.8. Let D ∈ D(R, S) be a digraph of order n with positive outdegree vector R = (r1, r2, . . . , rn).
For a walk γ = (vi1 , vi2 , . . . , vik+1) ∈ Pk(D) and number α with 0α  1, let
wγ (D,α) =
k∏
j=1
rαij
k+1∏
j=2
r
1−α
ij
Then
min
γ∈Pk(D)
wγ (D,α)
1/k  ρ(D) max
γ∈Pk(D)
wγ (D,α)
1/k.
In particular (α = 1),
min
γ∈Pk(D)
⎛⎝ k∏
j=1
rij
⎞⎠1/k  ρ(D) max
γ∈Pk(D)
⎛⎝ k∏
j=1
rij
⎞⎠1/k .
FinallywementionaboundofLiu [79] that takes intoaccount thedifferencebetween theoutdegrees
and indegrees of vertices.
Theorem 7.9. Let D be a digraph with outdegree vector R = (r1, r2, . . . , rn) and indegree vector S =
(s1.s2, . . . , sn) with m edges. Let k = min{|ri − si| : i = 1, 2, . . . , n}, r = min{ri : 1 i n}, and s =
max{si : 1 i n}. Then
ρ(D)
√
m − r(n − 1) + (r − 1)s + k
with equality if and only if D = ←→K1,n−1 or ri = si = r for i = 1, 2, . . . , n.
8. Spectral properties of tournaments
A tournament T of ordern is a digraphof ordernwithno loops,where for eachpair of distinct vertices
u and v, exactly one of (u, v) and (v, u) is an edge. Thus a tournament of order n is an orientation of the
complete graph Kn. The adjacency matrix A of the tournament T satisﬁes
A + At = Jn − In,
where again Jn is the matrix of order n of all 1s. The matrix A is called a tournament matrix. If R =
(r1, r2, . . . , rn) is the outdegree vector of T , then the indegree vector of T is S = (n − 1 − r1, n − 1 −
r2, . . . , n − 1 − rn).
Let n be an odd integer. A regular tournament of order n has outdegree vector and indegree vector
equal to ((n − 1)/2, (n − 1)/2, . . . , (n − 1)/2). The adjacency matrix of a canonical example of a
regular tournament of order n is
A = Pn + P2n + · · · + P(n−1)/2n ,
where Pn is the permutation matrix corresponding to the permutation (2, 3, . . . , n, 1). If n is even, a
nearly regular tournament of order n is a tournament with outdegree vector equal to(
n
2
, . . . ,
n
2︸ ︷︷ ︸
n
2
,
n − 2
2
, . . . ,
n − 2
2
)
︸ ︷︷ ︸
n
2
.
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The adjacency matrix of a canonical example of a nearly regular tournament of order n is[
Ln/2 L
t
n/2 + In/2
Ltn/2 Ln/2
]
, (23)
where
Ln/2 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 1 1 · · · 1
0 0 1 1 · · · 1
0 0 0 1 · · · 1
0 0 0 0 · · · 1
...
...
...
...
. . .
...
0 0 0 0 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
is the adjacency matrix of the transitive tournament of order n/2.
Tournaments, being very special digraphs, have very special spectral properties. The following
result of Brauer and Gentry [9,10] contains some basic properties of the spectra of tournament
matrices.
Theorem 8.1. LetT bea tournamentofordernwhoseoutdegreevector is arrangedso that r1  r2  · · · rn.
Then the real part of each eigenvalue of T is at least −1/2. Moreover,
min
{
(r1r2r3)
1/3, (r1r3)
1/2
}
 ρ(T)
n − 1
2
,
with equality on the right if and only if T is a regular tournament.
In [10] the following upper bound for the imaginary part of an eigenvalue of a tournament is
obtained. The case of equality is studied in [51].
Theorem 8.2. Let T be a tournament of order n, and let λ be an eigenvalue of T . Then
|Im λ| 1
2
cot(π/2n).
According to Theorem 8.1, the real part of each eigenvalue of a tournament is at least −1/2, and
the spectral radius of a tournament of order n is at most (n − 1)/2 and equals (n − 1)/2 if and only
of the tournament is regular. A classical theorem of Landau (see e.g. [14]) asserts that (r1, r2, . . . , rn)
is the outdgree vector (called the score vector in the case of tournaments) if and only if, assuming
0 r1  r2  · · · rn,
k∑
i=1
ri 
(
k
2
)
(1 k n)
with equality for k = n. In [22], a strengthened form of Landau’s inequalities is obtained; in [17], a
derivation of Landau’s theorem is given using Rado’s theorem on independent transversals. If n is odd,
then a tournament of order n has spectral radius equal to (n − 1)/2 if and only if it is regular; thus for n
odd, themaximal spectral radius ρn of tournaments of order n is given by ρn = (n − 1)/2. If n is even
it has been conjectured by Brualdi and Li [19] that the maximum spectral radius ρn of a tournament
of order n equals the spectral radius of the nearly regular tournament with adjacency matrix (23).
These tournaments have been called Brualdi–Li tournaments. There has been some progress on this
conjecture but it remains unresolved.
Kirkland [65] proved the inequality in the following theorem as a consequence of a more general
lower bound for the spectral radius of a tournament matrix whose score vector is not too far from that
of a regular tournament matrix.
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Theorem 8.3. Let T be a nearly regular tournament of order n = 2m. Then
ρ(T)
m − 1
2
−
√
m2 − 1
4
. (24)
For every regular tournament of order mwith adjacencymatrix S, the nearly regular tournament T of order
n with adjacency matrix[
S St
St + Im S
]
has spectral radius equal to (24).
The inequality (24) is also stated in [96]. The following results on the maximum spectral radius are
from Kirkland [68,69].
Theorem 8.4. Let n be an even integer. Then for n sufﬁciently large, a tournament of order n with spectral
radius equal to ρn must be nearly regular. Moreover,
ρn =
n − 1
2
− γn
n
+ O
(
1
n2
)
,
where
0.377453 . . . ≈ 2 · 3
2/3 − 34/3 + 13
34
 γn 
e2 − 1
2(e2 + 1) ≈ 0.380797 . . . .
In [38] it is shown that if n is even, then the spectral radius of a nearly regular tournament with
adjacency matrix[
S St
St + In/2 S
]
has spectral radius at most equal to the spectral radius of the Brualdi–Li matrix of the same order with
equality if and only if it is similar by a permutation matrix to the Brualdi–Li matrix.
Now let ρ˜n denote the minimum spectral radius of a strongly connected tournament of order n.
Then Brualdi and Li [19] also conjectured that ρ˜n equals the spectral radius of the tournament T˜n with
adjacency matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 0 0 · · · 0
0 0 1 0 0 · · · 0
1 0 0 1 0 · · · 0
1 1 0 0 1 · · · 0
1 1 1 0 0 · · · 0
...
...
...
...
...
. . .
...
1 1 1 1 1 · · · 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This conjecture was established by Kirkland [66].
Theorem 8.5. Let n be a positive integer and let T be a strongly connected tournament of order n. Then
ρ(T) ρ(T˜n),
with equality if and only if T is isomorphic to T˜n.
In [34] it is shown that ρ(T˜n) → 2.4844353 . . .. Additional spectral properties of tournaments are
obtained in [83,70].
The number of distinct eigenvalues of tournaments and their algebraic and geometricmultiplicities
have also been investigated. The following theorem is proved in [83].
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Theorem 8.6. Let λ be an eigenvalue of a tournament. If the real part of λ does not equal −1/2, then the
geometric multiplicity of λ is 1.
In [34] a simple argument is given for the fact that if λ is a eigenvalue of a tournament and the real
part of λ equals −1/2, then the geometric and algebraic multiplicities of λ are equal.
Let T be a strongly connected tournament of order n 3. Then the adjacency matrix A of T is
irreducible. Since T does not have any walks of length 2, the trace of the matrix A2 equals 0. A
consequence is that not all eigenvalues of A can be real. Thus besides the postive eigenvalue ρ(A),
A also has a pair of conjugate eigenvalues. From this, it can also be concluded that the geometric
multiplicity of a nonreal eigenvalue is at most (n − 1)/2.
From [34] we have the following theorem.
Theorem 8.7. Let T be a strongly connected tournament of order n 3. Then T has exactly three distinct
eigenvalues if and only if T is a Hadamard tournament.
A Hadamard tournament of order n is a tournament whose adjacency matrix A satisﬁes AAt =
n+1
4
In + n−34 Jn. The existence of a Hadamard tournament matrix of order n implies that n equals 3
modulo 4. As shown in [34] such a tournament has eigenvalues (n − 1)/2 with algebraic multiplicity
1, and− 1
2
± i
√
n
2
, eachwith algebraicmultiplicity (n − 1)/2.Whether or not aHadamard tournament
of order n exists for all n equal to 3 modulo 4 is an unsolved problem.
Additional spectral properties of tournaments derived in [34] include: (1) For each n 3, there
exists a tournament of order nwith n distinct eigenvalues. (2) For each n 8, the maximum algebraic
multiplicity of 0 as an eigenvalue of a tournament of order n is between n/2 − 2 and n − 6. (3)
If n 6, then for each integer m with 1mn/2 − 2, there is a tournament matrix for which the
algebraic multiplicity of 0 as an eigenvalue ism.
Gregory and Kirkland [50] investigated the maximum and minimum spectral norm σ1(T) and
maximumσn(T)of a tournamentT (theminimumσ1(T) is 0 since there are tournaments, even strongly
connected tournaments, whose adjacency matrices are singular).
Theorem 8.8. Let T be a tournament of order n 2. Then
(1) σ1(T) 12 csc
π
4n−2 , with equality if and only if T is a transitive tournament.
(2) σ1(T) n−12 with equality if and only if n is odd, and T is a regular tournament.
Note that the transitive tournament of order n has the smallest spectral radius, namely 0, among all
tournaments of order n and the maximum largest singular value σ1(T). Also, for odd n, the maximum
largest singular value σ1(T) is minimized exactly when the largest eigenvalue is maximized. For even
n, a tournament T of order n for which σ1(T) is minimum is nearly regular but it is unknown which
nearly regular tournaments have minimum σ1(T) (they need not be the Brualdi–Li tournaments) or
what this minimum is.
For the smallest singular value σn(T), the following result is obtained in [50].
Theorem 8.9. Let T be a tournament of order n 2. Then
σn(T)
√
n + 1
2
with equality if and only if T is a Hadamard tournament.
Hadamard tournaments of order n 4 are precisely those tournaments that have two distinct
singular values [35,50].
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9. Totally nonnegative digraphs
A digraph is totally nonnegative provided that for some ordering of its vertices, its adjacencymatrix
is totally nonnegative. Recall that amatrix is totally nonnegative provided that the determinant of each
of its square submatrices is nonnegative. This property of a digraph depends on the ordering of its vertices.
Put anotherway, if A is an adjacencymatrix of a digraphD, then so is PtAP for each permutationmatrix
P (this corresponds to a reordering of the vertices), but it may be that A is totally nonnegative and PtAP
is not. For example, consider the totally nonnegative matrix
A =
⎡⎢⎢⎣
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
⎤⎥⎥⎦ .
Interchanging rows 1 and 2 and interchanging columns 1 and 2 gives the matrix
B =
⎡⎢⎢⎣
0 0 0 1
0 0 1 0
0 0 0 0
0 0 0 0
⎤⎥⎥⎦
which is not totally nonnegative.
Total nonnegativity is a severe restriction on amatrix. Each of the eigenvalues of a totally nonnega-
tive matrix is nonnegative, but a matrix each of whose eigenvalues is nonnegative need not be totally
nonnegative. For example, the eigenvalues of the matrix
C =
⎡⎣2 1 11 2 1
1 1 2
⎤⎦
are 4, 1, and 1, yet thematrix is not totally nonnegative; A has a submatrix of order 2 with determinant
equal to−1. Unlike thematrix B above, the rows and columns of C cannot be simultaneously permuted
to get a totally nonnegativematrix. Thus the total nonnegativity property of a squarematrix is stronger
than the property that all eigenvalues are nonnegative.
Amatrix is totally positiveprovided that thedeterminant of eachof its square submatrices is positive.
Since each entry of amatrix is the determinant of a submatrix of order 1, each entry of a totally positive
matrix is positive. Thus the adjacencymatrix of a digraph of order n is totally positive if and only if the
digraph is the complete digraph
←→
Kn .
Using a trace argument, McKay et al. [84] proved the following theorem.
Theorem 9.1. If all the eigenvalues of a digraph are positive, then the digraph does not have any cycles of
length greater than 1.
We remark that ifD is a digraphwithout any cycles of length greater than 1, then it has an adjacency
matrix A all of whose 1s lie on or below the main diagonal. If all the eigenvalues of such a digraph
are positive, then in fact the main diagonal of A contains only 1s (D has a loop at each vertex), each
eigenvalue of A equals 1, and A − In is the adjacency matrix of an acyclic digraph. It follows from
Theorem 9.1 that if D contains a cycle of length greater than 1, then D has an eigenvalue which is zero,
negative, or strictly complex. In [84] the authors claim to have also shown that if D has no cycles of
length 2 but does have a cycle of length at least 3, then D has a strictly complex eigenvalue.
A digraph with all eigenvalues nonnegative need not be totally nonnegative. For example [18], the
digraph Dwith adjacency matrix
A =
⎡⎣1 0 11 1 0
1 1 0
⎤⎦
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has eigenvalues 0, 0, 2. It is easily checked that PtAP is not a totally nonnegative matrix for all permu-
tation matrices P, and hence D is not a totally nonnegative digraph. Thus, as for matrices in general,
the total nonnegativity property of a digraph is stronger than the property that all eigenvalues are
nonnegative.
In [84] the question was raised to investigate digraphs all of whose eigenvalues are real and non-
negative. This seems to be a difﬁcult problem, but in [18] the following generalization of Theorem 9.1
is proved.
Theorem 9.2. Let D be a digraph of order nwith r positive eigenvalues and n − r zero eigenvalues. Assume
that D has exactly r loops. Then D does not have any cycles of length greater than 1.
The following characterization of totally nonnegative (0, 1)-matrices is from [18].
Theorem 9.3. Let m and n be integers with m n. Let A = [aij] be an m by n (0, 1)-matrix with no zero
rows or columns. Then A is totally nonnegative if and only if A does not have a submatrix equal to one of[
0 1
1 1
]
,
[
1 1
1 0
]
,
[
0 1
1 0
]
, and
⎡⎣1 1 01 1 1
0 1 1
⎤⎦ . (25)
An example of a totally nonnegative digraph is the digraph with adjacency matrix⎡⎢⎢⎢⎢⎣
1 1 0 0 0
1 1 0 0 0
1 1 1 1 1
1 1 1 1 1
0 0 1 1 1
⎤⎥⎥⎥⎥⎦ .
10. Cospectral digraphs
Cospectrality of graphs is a topic that has been and continues to be well investigated with many
interesting results obtained (see [54] for a recent survey). Since the adjacency matrices of graphs are
symmetric, and symmetric matrices are diagonalizable, two graphs are cospectral (have the same
eigenvalues) if and only if they have the same Jordan canonical form (similarity invariants).
Two digraphs D1 and D2 have been deﬁned to be cospectral provided they are not isomorphic
but have the same spectrum (their adjacency matrices have the same characteristic polynomial).
Cospectrality of digraphs seems to be more difﬁcult than the cospectraliy of graphs due to the fact
that, unlike for graphs, the spectrum can contain nonreal numbers; in addition, the Jordan canonical
forms of two cospectral digraphs can be different. We deﬁne two digraphs to be strongly cospectral
provided they are cospectral and, in addition, have the same Jordan canonical form. Thus two digraphs
are strongly cospectral if and only if they are not isomorphic but their adjacencymatrices are similar. Of
course, if two digraphs are cospectral and have distinct eigenvalues, then they are strongly cospectral.
LetD be a graph of order nwith adjacencymatrixA. IfD is not strongly connected, then its adjacency
matrix A is reducible and hence can be taken in the form
A =
[
A1 O
X A2
]
,
where A1 and A2 are square matrices. The characteristic polynomial of A is the product of the char-
acteristic polynomials of A1 and A2. In particular, the characteristic polynomial of A is independent
of the submatrix X . It follows that given any digraph D that is not strongly connected, we can ﬁnd
digraphs that are cospectral with D. The matrix X can be chosen so that D and D′ are weakly con-
nected. In [86], this elementary construction is used to show how, given a positive integer k 2, to
construct k weakly, but not strongly, connected digraphs such that each pair is cospectral. In [76,75],
the same conclusion is obtained (a) for unilaterally, but not strongly, connected digraphs, and (b)
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Fig. 4. Three cospectral digraphs of this type.
for strongly connected, but not symmetric, digraphs. The construction for (b) is the following. Take
a directed cycle (v1, v2, . . . , v2k , v1) of length 2k. Let u and w be two new vertices and insert edges
(v1, u), (u, v1), (w, vi), (vi,w). Then for 2 i k + 1, the resulting digraphs of order n = 2k + 2 are
cospectral, indeed have characteristic polynomial equal to
χ(λ) = λ2k+2 − 2λ2k + λ2k−2 − λ2
= λ2(λ2k − 2λ2(k−1) + λ2(k−2) − 1)
= λ2p(λ2),
where
p(x) = xk − 2xk−1 + xk−2 − 1. (26)
The number 0 is an eigenvalue of multiplicity 2.
This construction is illustrated in Fig. 4 for k = 6 and i = 5. It is easy to check that in this case the
adjacencymatrix A has rank equal to 7 and so A is not diagonalizable (if Awere diagonalizable, its rank
would b 6). The eigenvalues of A are
0, 0, ±1.3247, ±(0.6624 ± 0.5623i).
The matrix[
0 1
0 0
]
(27)
is a block in the Jordan canonical form of A. If we take i = 6, then again rank of A is 7 and A is
not diagonalizable. Since the nonzero eigenvalues are distinct, we have a pair of strongly cospectral
digraphs. If we take i = 4, then the rank of A is 6, and the adjacency matrix is diagonalizable. Hence
this digraph is cospectral but not strongly cospectral with the previous two digraphs.
More generally, consider the polynomial p(x) in (26). The nonzero roots of the characteristic
polynomial χ(λ) will be distinct provided p(x) has distinct roots. The derivative of p(x) is
p′(x) = xk−3
(
kx2 − 2(k − 1)x + (k − 2)
)
= xk−3(kx − (k − 2))(x − 1).
Thus the nonzero roots of p′(λ) are 1 and (k − 2)/k. It can be shown that neither is a root of p(x), and
hence it follows that the nonzero roots of p(x), and hence of χ(λ), are distinct. Therefore the Jordan
canonical form for these digraphs is either a diagonal matrix or, except for a block equal to (27), is a
diagonal matrix.
In [76] the preceding construction is generalized to require that the cospectral digraphs have the
same automorphism group H. This is done as follows. Given any group H there is a graph (symmetric
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digraph) Γ whose automorphism group is H. Replace w by the symmetric digraph Γ and join w to
each vertex of Γ by edges in both directions.
In [47] Godsil and McKay give a fairly general construction for determining cospectral graphs, and
this construction carries over to digraphs as we now describe. Let Qm = (2/m)Jm − Im where Jm is
the all 1s matrix of order m. Then Qm is a symmetric matrix of order m and satisﬁes the following
properties:
(a) Q2m = Im (thus Qm is nonsingular and Q−1m = Qm),
(b) If X is anm by nmatrix with constant row sums and constant column sums, then QmXQn = X .
(c) If x is a column vector of dimension 2m of which m entries equal 1 and m entries equal 0, then
Q2mx is the vector obtained from x by interchanging 0s with 1s. If x is either the zero vector or
the all 1s vector, then Q2mx = x.
Now let D be a digraph with vertex set V , and let π = (V1, V2, . . . , Vk ,U) be a partition of V into
k + 1 nonempty sets. Let Di be the subdigraph of D induced on the vertex set Vi (i = 1, 2, . . . , k), and
let D(U) be the subdigraph induced on U. Assume that the following properties hold:
(d) The outdegree vector and indegree vector of Di are (necessarily the same) constant vectors
(i = 1, 2, . . . , k).
(e) Each pair of vertices in Vi has the same number of out-neighbors in Vj , and the same number of
in-neighbors in Vj (1 i /= j k).
(f) Let |Vi| = ni. Each vertex u in U has either 0, ni, or ni/2 out-neighbors and in-neighbors in
Vi (1 i k).
Ordering the vertices in V from V1 to Vk followed by those in U, the adjacencymatrix of D takes the
form
A =
⎡⎢⎢⎢⎢⎢⎢⎣
A1 A12 · · · A1k B1
A21 A2 · · · A2k B2
...
...
. . .
...
...
Ak1 Ak2 · · · Ak Bk
C1 C2 · · · Ck AU
⎤⎥⎥⎥⎥⎥⎥⎦ ,
where each Ai and each Aij has constant row sums and column sums, and each column of each Bi and
each row of each Ci has either 0, ni, or ni/2 1s.
Let Dπ be the digraph obtained from the digraph D and the partition π as follows: For each vertex
u ∈ U and each Vi such that u has ni/2 out-neighbors (respectively, in-neighbors) in Vi, delete the
corresponding ni/2 edges and replace themwith edges from u to the other ni/2 vertices in Vi (respec-
tively, from the other ni/2 vertices in Vi to u). The digraph D
π is the digraph obtained from D by local
switching in D with respect to π . Let Q be the block diagonal matrix diag(Qn1 ,Qn2 , . . . ,Qnk , Ip) where
p = |U|. It follows from properties (a), (b) and (c) of the matrices Qm and the deﬁning properties (d),
(e), and (f) of Dπ that the matrix Aπ = QAQ is the adjacency matrix of Dπ . Since Q−1m = Qm, it follows
that QAQ−1 = Aπ , and hence A and Aπ are similar matrices. Thus if D andDπ are not isomorphic, then
D and Dπ are strongly cospectral.
Modifying the example given in [47] and using local switching with respect to the partition π =
({v1, v2, . . . , v8}, {u})where v1, v2, . . . , v6 are consecutive vertices of a cycle of length 8, we obtain the
cospectral digraphs shown in Fig. 5. Here an edge without any arrow denotes two oppositely directed
edges.
Two digraphs have been called weakly cospectral [99] provided that they have the same set of
distinct eigenvalues and are not isomorphic. Unlike cospectral digraphs, weakly cospectral digraphs
need not have the same number of vertices. As a result, it is possible to have families of inﬁnitely
many pairwise weakly cospectral digraphs. In [99] and without any proofs, several families of weakly
cospectral, strongly connecteddigraphsdeﬁned in termsofproperties related to indegrees, outdegrees,
eigenvalue multiplicities, etc. are claimed to be ﬁnite.
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Fig. 5. Two cospectral digraphs obtained by switching.
Fig. 6. Digraph with only real eigenvalues.
We conclude this sectionwith the following brief comments. In [55] some small cospectral digraphs
are determined. In [85] cospectral Cayley digraphs are investigated. The digraph of order 7 shown in
Fig. 6 (as before, edges with no arrows are to be interpreted as two edges, one in each direction) has
characteristic polynomial
(x − 3)(x2 − 2)((x + 1)2(x2 + x − 1),
and thus its spectrum is real. In [39] a digraph is called real provided its spectrum contains only real
numbers. A symmetric digraph is thus real but as the above example shows a non-symmetric, strongly
connected digraph can be real.
By using the cartesian product of digraphs, it is shown in [39] that for each integer k 2, there exist
k cospectral, non-symmetric, real digraphs. Similar constructions are used to show that this assertion
holds if real is replaced by integral, and if real is replaced by Gaussian integer. Thus cospectrality does
not seem to be dependent on the nature of the spectrum. In [104] cospectral digraphs are constructed
with arbitrary digraphs as their centers. Recall that the eccentricity of a vertex v in a digraph is the
smallest integer kv such that every vertex is reachable from v by a path of length at most kv, and that
the center of a digraph is the subdigraph induced on the vertices of minimum eccentricity.
11. Energy of digraphs
The eigenvalues of a graph G of order n are real numbers λ1, λ2, . . . , λn, and its energy E(G), deﬁned
ﬁrst by Gutman [52], is the sum of the absolute values of its eigenvalues:
E(D) = |λ1| + |λ2| + · · · + |λn|.
The energy of a graph (edges undirected) has been and continues to be extensively studied (see. e.g.
[53]). As in the other topics treated in this survey, we do not explicitly address energy of graphs.
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Nikiforov [87,88] extended the concept of energy to arbitrary real (or complex) matrices as follows:
Let A be an n by m real matrix with, say, nm. Let σ1  σ2  . . . σn  0 be the singular values of A.
The energy of A is deﬁned to be the sum of these singular values:
E(A) = σ1 + σ2 + · · · + σn.
If A is an adjacency matrix of a graph G, then A is symmetric and its singular values are the absolute
values of its eigenvalues. Thus E(G) and E(A) coincide.
The following general inequality for energy is due to Nikiforov [87].
Theorem 11.1. Let A be a nonnegative matrix with maximum entry α and ||A||1  nα. Then
E(A)
||A||1√
mn
+
√√√√(n − 1)(||A||22 − ||A||21
mn
)
α
√
n(m + √m)
2
.
In addition, if A is not a constant matrix, then
E(A) σ1 + ||A||
2
2 − σ 21
σ2
.
In Theorem 11.1, || · ||1 and || · ||2 are, respectively, the usual 1-norm and 2-norm of matrices.
The energy of a digraph D is deﬁned to be the sum E(D) of the singular values of its adjacencymatrix.
Kharaghani and Tayfeh-Rezaie [64] reproved Theorem 11.1 for (0, 1)-matrices (thus for digraphs) and
characterized the case of equality.
Theorem 11.2. Let A be an n by m (0, 1)-matrix with qm n where q is the number of 1s of A. Then
E(A)
q√
mn
+
√√√√(n − 1)(q − q2
mn
)
. (28)
Thus the energy of a digraph of order n with q edges satisﬁes
E(D)
q
n
+
√√√√(n − 1)(q − q2
n2
)
.
Equality holds in (28) if and only if A is the incidence matrix of a balanced incomplete (v, b, r, k, λ) block
design.
Recall that a balanced incomplete (v, b, r, k, λ) block design is a pair (V ,B)where V is a set of v points
and B is a collection of k-subsets of V called blocks such that each pair of distinct elements of V occurs
in exactly λ blocks. The number of elements in V is v, the number of blocks is b, and r is the number
of blocks containing any speciﬁed element of V .
Another deﬁnition has been given for the energy of a digraph D [90,92,81]. It uses the eigenvalues
λ1, λ2, . . . , λn of D rather than the singular values. To differentiate between the two concepts, we call
it the low energy and denote it by e(D). The low energy of D is deﬁned by
e(D) =
n∑
i=1
|Re(λi)|.
In [90] Coulson’s formula for the energy of digraphs is extended to the low energy of digraphs: IfD has
n vertices, then
e(D) = 1
π
∫ ∞
−∞
(
n − ixΦ
′
D(ix)
ΦD(ix
)
dx,
where ΦD(x) is the characteristic polynomial of D, that is, of its adjacency matrix.
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Another integral expression for the low energy is [90]:
e(G) = 1
π
∫ ∞
−∞
dx
x2
log
(
xnΦD
(
i
x
))
.
Several increasing properties of the low energy are discussed in [90].
In [92] the following upper bound is proved for e(D) generalizing the McClelland inequality for the
energy of a graph.
Theorem 11.3. If D is a digraph with n vertices and m edges and with no loops, then
e(G)
√
n(m + c2)
2
, (29)
where c2 is the number of closed walks in D of length 2. Equality holds if and only if D is the direct sum of
n/2 copies of
←→
K2
If G is a graph with m edges, then G can be considered as a digraph with 2m directed edges by
replacing each edge with an edge in both directions; the number of edges is then 2m and the number
of closed walks of length 2 is also 2m. Then (29) gives McClelland’s bound of
√
2mn for the energy of
G.
A lower bound for the low energy is given in [93], and it generalizes a lower bound for the energy
of a graph [25].
Theorem 11.4. If D is a digraph of order n with c2 closed walks of length 2 and with no loops, then√
2c2  e(D), (30)
with equality if and only if D has no cycles, or the eigenvalues of D are ±√c2/2 each with multiplicity 1
and 0 with multiplicity n − 2.
Examples of digraphs with spectrum as described in Theorem 11.4 are constructed in [93].
12. Laplacian eigenvalues of digraphs
Laplacians for digraphs were introduced by Chung [28]. Let D be a strongly connected digraphwith
vertex set V = {v1, v2, . . . , vn} and edge set E. Let the outdegrees of the vertices be r1, r2, . . . , rn, and
let the indegrees be s1, s2, . . . , sn. Let P = [pij] be the matrix of order n deﬁned by
pij =
{
1
ri
if (vi, vj) is an edge,
0 otherwise.
Thematrix P is the (irreducible) transitionmatrix of a randomwalk onD. The row sums of P all equal 1;
the columnsumsarenot necessarily equal to 1. The spectral radius of P is 1, and the all 1’s columnvector
1 is a (right) eigenvector for the eigenvalue 1: P1 = 1. Since P is irreducible, it follows from the Perron–
Frobenius theory that P has a unique positive, normalized, left eigenvector φ = (φ1,φ2, . . . ,φn)with∑n
i=1 φi = 1: φP = φ. The Laplacian of the digraph D is deﬁned to be the matrix
L = L(D) = In − Φ
1/2PΦ−1/2 + Φ−1/2PTΦ1/2
2
,
whereΦ is the diagonalmatrix diag(φ1,φ2, . . . ,φn). (IfD is a symmetric digraph, equivalently, a graph,
then φ = 1
d
(r1, r2, . . . , rn) where d = ∑ni=1 ri. The matrix L is the symmetric matrix In − XAX where
A is the adjacency matrix of D and
X = diag
(
1√
r1
,
1√
r2
, . . . ,
1√
rn
)
.
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Thus, the Laplacian of a symmetric digraph is its so-called normalized Laplacian [27].) The matrix L is
a singular, positive semideﬁnite symmetric matrix and hence has eigenvalues λ0 = 0 λ1  · · · λn,
called the Laplacian eigenvalues or Laplacian spectrum of D.
In [29] the following theorem relating the ﬁrst nontrivial eigenvalue λ1 of the Laplacian L to the
diameter is proved.
Theorem 12.1. If D is a strongly connected graph, then the diameter of D is at most⎢⎢⎢⎣2min
{
log
(
1
φi
)
: 1 i n
}
log 2
2−λ1
⎥⎥⎥⎦+ 1,
where φ = (φ1,φ2, . . . ,φn) is the left positive (normalized) eigenvector of the transition matrix P for the
eigenvalue 1.
In [28] it is shown that
λ1  1 − min{Re ρ1, Re ρ2, . . . , Re ρn−1},
where the eigenvalues of the transitionmatrixP areρ0 = 0, ρ1, . . . , ρn−1 andRe xdenotes the real part
of x. In [27] a Cheeger constant is deﬁned for digraphs and it is bounded usingmin{|λi| : 1 i n − 1}.
In [1,2] spectral properties of general Laplacianmatrices (off-diagonal entries nonpositive, and row
sums equal to 0) are investigated. Such matrices can be associated with weighted digraphs.
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