C OMPUTER
PROCESSING of the electrocardiographic signal (ECG) began over two decades ago when Dr. Hubert V. Pipberger undertook a project for the Veterans Administration in which he employed a digital computer for the automated detection of ECG waveforms. The original attempt at automation merely delineated and measured the P, QRS, and T waves, detecting the onset and termination of each wave, and measured intervals between waves. Contour analysis of the waveforms followed and, as this technique became more highly developed, Pipberger and others began to apply decision tree logic to the results in order to arrive at a specific diagnostic interpretation. At a later stage, second generation programs were designed that employed statistical methods for diagnosis. Clinical implementation of computerized elcctrocardiography occurred in the early 1970s and has continued to develop at a rapid rate.
Computerized electrocardiography falls into two broad categories: computer-assisted interpretation of the diagnostic ECG and computer monitoring of cardiac arrhythmias.
In the first category, pattern recognition techniques are applied to an ECG signal that has been previously acquired and stored in a digital computer for examination at length. In arrhythmia monitoring the dynamic ECG signal is analyzed online such as in coronary intensive care monitoring, or long-term recordings are processed at speeds faster than real-time, as in Holter analysis. In both categories, a feature extraction stage detects waveforms, determines boundaries, examines morphology, computes amplitudes and duration, and measures interwave intervals. A contour-analysis stage applies clinical criteria to these measurements to arrive at a diagnostic classification. and a contextual string is then examined for rhythm analysis. This paper will describe the data acquisition and signal processing techniques that have been applied to computer-assisted electrocardiography since its advent in 1957. Methods for contour analysis and interval measurement will be described, and the application of diagnostic criteria to these results will be examined. Rhythm analysis and serial comparison.
which are undergoing further development will be discussed. A historical review of the evolutionary stages of computerized electrocardiography will be presented leading to a discussion of the present state of the art and future trends.
Rhythm analysis represents a particularly difficult aspect of computer interpretation. Because the QRS complex is the most easily detected waveform of the ECG, QRS morphology and RR interval measurements constitute the major features for rhythm determination in both the computer-assisted diagnostic ECG and computerized arrhythmia monitoring. Logic exists in most systems for P-wave information to be incorporated into the rhythm decision, but the frequent failure of P-wave detection represents a serious flaw in the accuracy of rhythm interpretation.
New techniques for reliable P-wave measurements such as more optimally located electrodes. particularly those which hold promise for improved arrhythmia classification, will be presented.
The problem of testing and evaluation of existing ECG systems continues to present difficulties and will be examined in light of recommendations that have been advanced. A library of tape recorded arrhythmias has been collected. diagnosed, and annotated by experts to serve as an instrument for the assessment of rhythm monitoring systems, but, to date, no such data exist for testing diagnostic systems.
COMPUTER INTERPRETATION OF THE DIAGNOSTIC ECG
The heart beat is an electrical process; that is, currents flowing within the heart are the cause of the beat itself.' This electrical impulse is initiated in the sinoatrial (S-A) node. spreads through the atria, and coincidentally produces an atrial contraction. The impulse after traversing the atria1 chambers reaches the atrioventricular (A-V) node, which constitutes a pathway between the electrically insulated upper and lower chambers. The A-V node temporarily inhibits the impulse after which it is rapidly transmitted via the His-Purkinje network to all regions of the ventricles. The global depolarization of the ventricles causes a synchronous muscular contraction that propels blood into the arteries of the body. These macroscopic events result from ionic currents operating microscopically at the cellular level. ' The electrocardiogram is a recording or graphical representation of the electrical activity of the heart. The electric current distributions within the human body that result from the spontaneous depolarization of the heart can be detected by sensors located at various positions on or within the body. Electrocardiography had its birth in 1903 when Einthoven, a Dutch physiologist, developed a special string galvanometer for recording minute variations of current or electric potential.' He employed three leads in his electrocardiographic investigations, and required that the galvanometer be connected such that the string be deflected upwards when the "base of the heart was negative with respect to the apex."
There are two fundamental lead systems employed for conventional electrocardiography as well as for computer processing: ( I ) the standard i2-lead configuration consisting of the Einthoven limb leads (I, II and Ill), the augmented leads (aVR, aVL and aVF), and the precordial leads (Vl through V6); and (2) The 3-lead orthogonal sets such as Frank leads (X, Y, and Z) or corrected sets (McFee or Schmitt).J, ' The classical electrocardiogram is plotted sequentially with vertical deflections representing the potential difference between electrodes, and a horizontal axis that represents time. The deflections that are registered on the electrocardiogram are each associated with a particular electrical event in the heart and the overall tracing provides a wealth of diagnostic clues to cardiac structural and functional abnormalities.
During the two decades of computer-assisted electrocardiography, numerous investigators have studied the accuracy of the 12-lead versus the 3-lead sets." ' In general it was concluded that neither the 12-lead nor 3-lead set demonstrated a significant improvement of performance over the other. The orthogonal system, given that it contains the same information as the 12-lead system, offers an advantage for computer analysis in that it effects data reduction by a factor of 4: I .4 Nevertheless. at present. systems that employ 12 leads constitute 95%) of all computer-assisted ECGs, while 3-lead systems comprise less than 4%,.'" This is probably due to the familiarity most physicians have with the I2-lead set.
Signal Processing
The standard direct-wiring electrocardiograph is the primary and most widely used instrument in electrocardiography. The device consists of multiple electrode connections to an amplifier that provides a signal to drive a strip chart recorder or hot stylus recorder. Electrocardiographs are generally one channel or three channel with switching mechanisms for selecting a particular lead or lead set. To comply with American Heart Association recommendations," an electrocardiograph must have a frequency response of 0.05 Hz to 100 Hz (3 db down) in order to insure accurate reproduction of clinically used measurements such as wave amplitudes and durations. Data acquisition methods for computer processed ECGs include the electrocardiographic instrument as a first stage. The analog signal is detected and amplified, generally with a gain factor of 1000. This transforms the electrocardiographic signal, which falls in the I to 10 mV range. into a I-IO V range for further processing.
A variety of storage media have appeared throughout the years for automated electrocardiography. Early methods included manually determined measurements keypunched into computer cards, storage of the entire ECG in analog form on magnetic tape or on magnetic strips bonded to computer cards, microfilm storage on computer aperture cards, and the most common method in present use, storage in digital form on magnetic disks. The availability of disk packs that contain three million bytes of storage with access times of nanoseconds has made instant retrieval and serial comparison of multiple ECGs a reasonable task.
Since it is not feasible to have all electrocardiograms recorded in a location that is adjacent to the computer facility, the second stage of the system generally consists of magnetic tape recording of the data or telephone transmission to a central computer. The analog signal is frequency modulated and, in the case of telephone transmission, three channels of data are multiplexed onto the standardized carrier frequencies of 1075, 1935, and 2365 Hz. This analog transmission over voice-grade lines can be plagued by noise that badly distorts the original signal. (The signal to noise level is about 40 db.) Even in optimal FM transmission the bandwidth of the transmitted signal is limited to 100 Hz due to the frequency response of the electrocardiographic recording device.
Digital transmission has frequently been advanced as an alternative to analog transmission. While this provides an improved signalto-noise ratio (about 52 db). bandwidth limitations of voice-grade lines have made widespread use of digital transmission of electrocardiograms unfeasible at present. At 12-bit conversion precision and typical 500-Hz sampling rates, each I-set segment of 3-channel ECG data would constitute 18,000 bits of data. At baud rates of 2400, which are common, a I -set segment would require over 7.5 set to transmit. At 9600 baud this would be reduced to less than 2 set but still cannot be achieved in real time. New techniques are emerging that hold promise for rapid development in the direction of improved digital transmission. These include schemes for data compression before transmission and dedicated transmission lines and transmission links with broader bandwidth capabilities.
Prior to any computer processing or analysis, the analog signal must be converted to a digital representation by an analog-to-digital converter. Techniques for direct digital data acquisition are being developed," but at present the analog signal is presented via magnetic tape or telephone transmission to the remote computer site. The electrocardiographic signal (a voltage varying as a function of time) is converted at uniform, preselected time intervals into discrete numerical values representing the magnitude of the signal at each sampling point. There are two components that determine whether the original signal can be accurately represented and reconstructed: the sampling rate and number of quantizing levels. Typical analog-to-digital (A/D) converters range from g-bit to l2-bit precision. If the dynamic range of the input signal is IO mV, an g-bit A/D converter would have a precision (or maximum quantization error) of 80 PV with respect to electrode potential. A I O-bit converter provides a precision of 20 FV, and a I?--bit converter, a precision of 5 pV. While the major information content of the signal falls within a O-100 Hz bandwidth, high frequency components are sometimes present. Sampling rates in all of the current computerized ECG systems range from 100 Hz to 1000 Hz. Although a 250-Hz sampling rate may be adequate for an electrocardiographic signal that has already been bandlimited by the electrocardiograph or the limitations of telephone transmission, the Nyquist sampling theorem holds that a sampling rate that is at least twice the highest frequency content in the signal is necessary for accurate reproduction.
The American Heart Association recommendations" for digitally sampled data are as follows: "As a minimum requirement, reconstruction of the original electrocardiographic waveform with a fidelity comparable to that of a direct writer can be accomplished with equal interval sampling of 500 per second. digitized with a precision of 10 microvolts, referred to electrode potential." Thus an I l-bit A/D converter and a 500 Hz sample rate should be provided as a minimal configuration for accurate computer processing of the electrocardiogram.
The beginning and end of a signihcant waveform of the electrocardiogram (P. QRS, T) can be defined numerically by the rate of voltage change. This rate of voltage change can be expressed by tirst differences between consecutive ECG data points." If, for instance, input data is sampled at 500 points per second (a temporal resolution of 2 msec), then the rate of voltage change can be expressed in terms of ditigal conversion units. Suppose an analog-todigital converter has a I2-bit precision with an input range of IO mV. In this case the electrocardiogram can span 4096 conversion units with a resultant resolution of 5 pV. Requiring a voltage change that exceeds a preset threshold (specified in conversion units) is a method commonly employed for locating waveforms within the . ECG. Obviously the threshold in conversion units is directly related to sampling rate and A/D precision. The QRS complex is relatively simple to detect by this method, while P and T waves because of their lower amplitude and slower rate of change are more difficult to recognize. Figure I shows a geometrical representation of a first difference, and Fig. 2 demonstrates the type of measurements that can be obtained through the application of digital differentiation to the electrocardiographic signal.
Pattern Recognition
All computer programs for diagnosis of electrocardiograms contain two major stages: a waveform recognition section which, after detection of significant waves, measures the amplitudes and duration of complexes and durations of intervals; and a diagnostic section that classifies JANICE M JENKINS the ECG into normal or various disease or :~r-rhythmia states." There arc two general approaches to pattern recognition of the ECG waveforms."
In the first, a cardiologist or group of cardiologists determines the desired pattern of amplitudes and durations that represent normal and abnormal states, and then associates specitic combinations of these measurements with certain diagnostic statements.
In the second approach, pattern matching is established by mathematical techniques such as cross correlation, or by fitting a mathematical expression such as a Fourier series to the ECG waveform.
Diagnostic Interpretation
After the initial waveform detection, pattern recognition. and measurement algorithms have been applied, the diagnostic stage is entered. There arc two major strategies employed to arrive at the diagnostic interpretation: decision tree logic (a deterministic approach), or maximum-likelihood (a statistical approach). In the first scheme, measurements fall within or without certain ranges, and Boolean combinations of each of these results determine whether the criteria for a certain diagnostic state are met. As an example, a QRS deflection exceeding a certain value in a V lead might elicit a diagnosis o! left ventricular hypertrophy. In the second mcthod, Baycsian statistical techniques are applied, and the outcome, or diagnostic statement. has a probability associated with it. the highest probability is selected, and this is not only by the indices of the electrocardiographic measurements, but by the prior probability of the condition existing within the population under observation. The results are highly dependent upon a priori probabilities, thus a large population that accurately represents the incidence of disease states is required in order for a priori probabilities to be determined. The Bayesian approach is sometimes combined with decision tree logic for final classification.
Historical Review
In 1957 the electrocardiogram was chosen for a pilot study in automatic processing of medical data because of its widespread use as a diagnostic aid.' A system developed by Pipberger at the Veterans Administration
Hospital, Washington, D.C., was capable of automatic recognition of electrocardiographic waves by digital computer. The original system for sampling and converting ECG data into digital form for entry into a computer was developed specifically for this projfxct,".lh
The computer program was capable of accurate determination of beginning and end of P waves, QRS complexes, and end of T waves. The Frank orthogonal lead system was employed for the majority of the ECGs and the Schmitt SVEC I I I lead system for the remainder. Technically poor records were selected for processing from a tape recorded electrocardiogram library containing 2500 cases because it was felt that an automatic wave recognition program should be tested with tracings such as might be encountered under unfavorable clinical conditions. A total of 395 electrocardiograms were analyzed by digitizing the signal at 1000 Hz, applying a digital filter with a high frequency cutoff of 60 Hz, and computing the spatial velocity. It was found that spatial velocities exceeding 3 PV per msec were found only in the significant waveforms: P. QRS, and T. Computation time for the entire wave recognition program averaged I5 set per record. The beginning and end of each electrocardiographic wave was identified and durations of waves and intervals were determined. Failures in measurement were encountered only in cases with cardiac arrhythmias. The program represented a major advance in computer technology and served as a model for many programs which followed.
Caceres" began work on computer analysis of electrocardiograms in 1959 at the Medical Systems Development Laboratory in Washington, D.C. The intention was to demonstrate the feasibility of a computer program to extract clinically useful measurements of electrocardiographic parameters. The selection of the ECG for computer analysis was based on the availability of a backlog of electrocardiographic data on subjects known to be normal or abnormal, thus providing the capability of statistical analysis of results. The initial system utilized tape recorded data that was analog-to-digital (A/D) converted at 625 Hz. The data were converted to punched cards for input to the computer. Thirty-six leads were analyzed and each lead took 64 min of computer time to process. Parameters selected for measurement were P, Q, R, S, T. and U waves and the PQ, ST, QT, and RR intervals. Three characteristics were determined: amplitude, duration, and slope. The system was later rewritten in numerous languages and modified to run on a variety of computers. The version eventually distributed by the U.S. Public Health Service was known as ECAN (ECg ANalysis Program) and employed the 12 classical leads. These two early attempts at computer measurement of electrocardiographic waveforms provided the basis for a second stage in which pattern recognition techniques were applied to the results of the waveform detection; these pattern recognition techniques were combined with the employment of diagnostic criteria in order to arrive at an electrocardiographic interpretation. The first successful program to interpret an ECG diagnostically was an outgrowth of the early Pipberger work."
In 1966 another computer program was reported that was capable of diagnosing the electrocardiogram.'9 Decision tree logic applied to measurements of waveform amplitude and duration produced reports of right and left ventricular hypertrophy, bundle branch block, intraventricular conduction disturbance, and posterior and anterior myocardial infarction. Unlike the Pipberger and Caceres programs, the ECG measurements were done manually by technicians and keypunched onto IBM cards (four cards per ECG) for computer input. The 3-yr project to write a workable program, test its validity, and establish its usefulness in a private nonuniversity hospital was undertaken to demonstrate that computer-assisted interpretation could be valuable especially to the noncardiologist physician. In a total of 4469 electrocardiograms processed by the system, all but I9 were in agreement with the cardiologist who overread them.
At the same time, a hybrid computer system for both measurement and interpretation of electrocardiograms appeared." Threshold detectors were employed by an analog editor to detect P, QRS, and T waves. A template representing a typical heart cycle was generated to serve as a standard with which to compare successive heart cycles. For each heart cycle, a binary word (match word) was produced, which described how well the heart cycle matched the template. Figure 3 shows a schematized version of an electrocardiographic passage and the associated template. The numbered points in the representation of the template are the significant points of the waveform that are recognized and flagged by the analog circuit. The program was divided into two parts: contour and arrhythmia. The contour interpretations were "electrical" rather than clinical in nature, and rhythm analysis posed problems because of inaccuracy of waveform measurements, particularly P waves. But the system advanced computerized electrocardiography dramatically and served as a predictor of things to come.
During this early period while numerous systems emerged using decision tree logic for analy-JANICE M JENKINS sis, Klingeman and Pipberger turned to statistical classification techniques for the assignment of electrocardiograms into various diagnostic categories."
An initial study in which ECGs were classified into normal and left ventricular hyperptrophy (LVH) types was reported in 1967. Four statistical methods were applied to measurements taken from orthogonal electrocardiographic record samples. Amplitude measurements of various selected points were summed, and vector differences in three-dimensional space were calculated both with and without weight factors. A class-separating transformation was tested as well. These 4 statistical techniques were applied to 3 sample groups containing 100 ECGs from normal subjects and 100 from patients with clinically documented left ventricular hypertrophy (LVH).
Best results were obtained with weighted vector differences based on 8 amplitude measurements (84% correct classification).
The class-separating procedure produced an 80% result. while the method of summed amplitudes led to 67% separation. Table I shows results of separating normal (N) from left ventricular hypertrophy (LVH) for each of the four procedures tested. These early results demonstrated the practicality of utilizing the computer for the automatic measurement of numerous ECG amplitudes and the application of complex statistical procedures for data anaiysis. Table 2 features and flagged points of exceptional interest. Digital filtering was applied to each flagged point using 20 adjacent points before and after the point of interest. The filtered value of the flagged point was compared to the unfiltered amplitude. If it fell within ,025 mV of the original point it was retained; if not, the original value was retained. The rationale was that any point that was not greatly affected by filtering was assumed to be in a region of low frequency. If there was a large discrepancy between the filtered and unfiltered value, it was assumed that the point fell within a region of high frequency, i.e., QRS, and filtering was not justified. The waveform was divided into a series of overlapping segments which were defined as starting or ending whenever the slope-difference changed sign. The high slope parts of the waveform were taken to be reliable indicators for identification of the QRS complex. The frequency distribution for segment slope-difference for each lead was found and a threshold applied to produce a slope constant (8 converter units per millisecond). 4 segment with a slope-difference greater than this was considered to represent a QRS complex. Since the highest slope on aberrant QRS complexes might be markedly lower than predominant QRSs, bizarre beats were often overlooked. Additional logic to avoid this was employed which lowered the threshold to include aberrant beats. This threshold caused peaked T waves to be detected as well; therefore, logic was included that detected the proximity of a new waveform to the preceding wave and permitted rejection of T waves. The widths of QRS complexes were determined by a complicated logic, after which all beats were compared. For each beat found to match a certain type, points were added to that type's rating and the type with the highest rating was considered to represent the dominant rhythm. All QRS complexes not identical to the dominant type were remeasured to correct possible measurement errors. This procedure was important so that arrhythmia analysis would not be in error.
Each segment in the interval between a pair of QRS complexes was given a P or T rating depending upon weighting factors applied to slope, amplitude, and duration. The segments with the largest P and T ratings were candidates for P and T waves. If these segments coincided. the P rating was compared to T rating and the larger value was the determinant. In all. a total of 288 measurements were extracted from the I2 leads and stored in a measurement matrix for further analysis.
The arrhythmia analysis program" examined the information from the measurement matrix, i.e., a table of the time of onset and termination of each complex and its type. For arrhythmia analysis, the information was organized as shown in Fig. 4 . The widths, positions in time, and types of all the waves were known in addition to their measurements. As the first step in the determination of rhythm, a P-train test was performed in which a search was made for a series of regularly spaced P waves. The representative interval of a group of P waves was used as the hypothetical P spacing in order to search for possible P waves JANICE M JENKINS buried in T or QRS complexes. If no dominant interval could be found, it was judged that there was no discernible P train. Each interval llanked by two adjacent QRS complexes was considered to be a unit, and was classified by the lefthand-side and right-hand-side QRS types (first QRS type (Ql). second QRS type (QZ), etc.] and interval between. Units which contained only the dominant QRS type were used to determine the dominant rhythm.
Each lead was examined separately for rhythm. Two kinds of basic rhythms were presumed possible: type A. which one would expect to find exhibited in many leads (such as a sinus rhythm); and type B, which could be expected to appear in only a few leads (such as Wenckebach phenomenon or atrial flutter). A sum was accumulated for each lead in which a Type A diagnosis was seen, with an additional four points added for a diagnosis derived from the rhythm strip. The rhythm with the largest total, provided it exceeded six. was selected. If a type B rhythm was found in more than two leads. that diagnosis would supersede the type A diagnosis unless the type A diagnosis accumulated IO or more points. Table 3 shows the rhythms that comprise type A and type B diagnoses. The special statements reflect arrhythmias that are difficult to distinguish, therefore a composite list of possibilities was provided for a cardiologist to review.
Results of rhythm analysis from this system were reasonably successful for commonly seen rhythms (sinus rhythm, sinus tachycardia, sinus bradycardia).
but not so promising in other arrhythmias. The diagnostic errors were seen to arise from the inability of the measurement program to find P waves superimposed on T waves, or in discriminating against noise that might mimic a P wave. Initial testing" on 2060 electrocardiograms that were processed over a PI P2 QI 11 P2 PI P3 01 11 02 12 PI 01 P3 13 P3 PI Ql period of I yr showed a 91% success rate in contour analysis. Of the contour statements that were in error. 48% were due to measurement logic, and the remainder due to logic following the measurement program. Computer analysis of rhythm resulted in an 8% false positive rate ( 124 of 1731 normals were misclassified as abnormal), and a 9% false negative rate (26 of 329 abnormal rhythms were classified normal). In the case of rhythm abnormalities other than basic rhythm (i.e., ectopic beats), 505% were missed completely. As a screening device to separate normal from abnormal electrocardiograms, the system performance was found to be 9 I % accurate using both contour and rhythm. At this same period in the late 1960s. Smith and Hyde'h at Mayo Clinic collaborated with IBM in the development of a computerized ECG system that processed data acquired from three simultaneously recorded orthogonal leads. The lead set used was a modified Frank set in which (I) a neck electrode was used instead of the Frank head electrode, (2) V4 and Vh were used instead of the C and A electrodes specified by Frank, and (3) the patient was supine instead of sitting. The leads were recorded for 8 set on FM magnetic tape and transmitted by telephone to the central computer (IBM 7040). A/D sampling at a rate of 350 Hz was performed at one-eighth the recording speed and digital hltering applied. A time difference function was derived and a fiducial mark established when the function exceeded a preset threshold for I5 msec. Data from 250 msec following the fiducial mark uere considered to contain the onset, peak. and offset of R, and were stored for further analysis. The region after the R wave was searched for a T wave, and the region from the R back to the previous T wave was examined for P waves and other indications of atria1 activity.
Regular rhythm was defined as that having intervals within a 10%' tolerance of normal, and the following rhythms were reportedly recognized: sinus, ventricular, nodal, artifcal pacemaker, and second or third degree block. Irregular rhythms diagnosed by the system were atrial or ventricular premature complexes, sinus arrhythmia, and atrial fibrillation. The system reported an overall agreement with cardiologists in 85?% of the tracings, with a 98% agreement in normals, and a 14%' variation in descriptions of abnormals.
At this stage there was serious deliberation about the need for objective analysis of the newly emerging systems for ECCi analysis. Caceres" had proposed a central pooling of all data in order to establish a uniform national criteria. Pordy" discussed the 12-lead system versus the Frank orthogonal system, and concluded that the l2-lead was probably preferable but suggested simultaneous utilization of both. Standards were simply nonexistent and evaluation of available systems not possible since there existed no library of ECG records with a suitable variety of cardiac abnormalities, and no method for testing existing systems against diagnoses established by non-ECG sources.
Another program for automatic interpretation of electrocardiograms utilizing the Frank orthogonal leads" was developed and implemented at Latter-Day Saints Hospital, Salt Lake City, Utah, and was run routinely on all elective admissions by 1969. Interpretive statements were made concerning only the QRS and ST-T waves and consisted of I I QRS categories and five ST categories. The diagnoses that were possible are shown in Table 4 . The system sampied X, Y, and Z leads at 200 Hz and used decision logic to arrive at a classification. Preliminary results on 287 ECGs produced a 1% false positive rate (2 out of 195) and a 9%' false negative rate (8 out of 92) in the QRS analysis. In the ST analysis the false positives ranked 4%' (7 of 197) and false negatives 16%) (I4 of X9). The underdiagnosis tendency was the result of a deliberate emphasis imposed by the desire of the cardiologists using the program. The criteria applied for the diagnostic logic was admittedly simplistic.
Additional development of more sophisticated and appropriate criteria was planned, as was the proposed development of logic for P-wave determination and arrhythml;i diagnosis. By 1969 computer recognition of complex waveform patterns such as those seen in electrocardiography was considered routine. It was rccognized that the tnajor task facing further clinical application lay in the area of establishing uniform diagnostic criteria. The dificult pattern recognition problem of arrhythmia diagnosis was as yet unsolved. During this year the Medical Systems Development Laboratory (MSDL) was absorbed into the newly formed National Center for Health Services and Development. The ECG analysis system developed during the previous IO yr by MSDL under the auspices of the U.S. Public Health Services (Caceres Program) was translated by the National Center into computer languages with more universal application and released publicly as ECAN Version D in October 1969. The program was adapted by academic and industrial organizations to execute on a variety of computer systems, and a certification system was established to verify that modified versions functioned identically to the original program. Table 5 lists programs which were certified as of July 1972.
Following the absorption of MSDL by National Center for Health Services and Development, a demonstration project was undertaken in I969 by the Community Electorcardiographic Interpretative Service (CEIS), Denver, Colorado, to evaluate the ECAN analysis system and to make recommendations about further refinements of diagnostic criteria." The ECAN program was deemed to be a dynamic program which would require periodic updating. The I -yr study revealed a complete agreement between electrocardiographer and computer in 42'X of the electrocardiograms and some sort of disagreement in 58%. A panel of 35 cardiologists was convened to propose tentative criteria changes designed to improve computer--cardiologist agreement. This procedure was intended to be repeated yearly in order to refine and improve the program on a continuing basis.
In the year 1970, over 200,000 ECGs were commercially processed by computer in the United States. Programs were achieving an accuracy of greater than 907r8 and the value of the technique as a screening device for separating normals from abnormals was recognized and accepted. Serial comparison was not feasible in 1970 because the capability of storing a large number of ECGs in digital form on a direct access device was not yet a reality. The technology existed, but the cost of such storage was prohibitive. Magnetic tape storage was possible 377 but access times were not reasonable for comparative purposes. A synopsis of programs that were currently available was published in 1970'" and excerpts are shown in Table 6 .
The 5) The search for P waves takes place in the interval from end of T to start of QRS. (6) A noise factor was computed for each lead and, since the measurement program operates on three simultaneously recorded leads, unnoisy leads dominate the analysis. (7) All of the waves in the entire record were measured and the measurements used to represent the normal beat were appropriate averages of these, suitably screened against including erroneous results into the average.
This new version of the IBM (or Bonner) program had a false positive rate of 6.55 and false negative rate of I .2% on a test set of 1435 electrocardiograms (427 normal and 1008 abnormal). Overall, the program demonstrated a 97'7 capability of differentiating normal from abnormal tracings (40 errors in 1435 records). Thus a significant improvement was achieved over the earlier version that reported a 91': success rate." Rhythm analysis continued to present major difficulties. New logic was applied that evaluated five separate rhythm interpretations from each of the five lead sets and arrived at a decision based on majority vote. The test data for unusual arrhythmias did not constitute a large enough sample to allow any conclusive results.
The joint development project of Mayo Clinic and IBM (Smith-Hyde program) was terminated in 1970. but an extensive study of performance of the computer vectorcardiograph (VCG) analysis was undertaken in 1971. The results of computer versus physician diagnosis of 6162 ECGs were reported in 1973." Errors discerned in basic functions (detection, measurement, and typing of waves) showed missed P waves outnumbered all other errors combined. Rhythm diagnosis that depends heavily on Pwave detection ranged from 31.4% accuracy (supraventricular premature complexes with aberration) to 93.6% (ventricular premature complexes) in rhythms other than sinus mechanism.
The tirst attempt at comparative analysis of serial electrocardiograms by computer appeared in 1972." The serial comparison technique became part of the routine, automated interpretation at Latter-Day Saints Hospital and delivered a comparative analysis of the parameters measured from a current ECG and the most recent previous tracing. The report indicated what changes, it any, were found. The technique proved successful in detecting clinically significant changes but encountered difficulties that resulted from errors in the interpretation of one or both of the ECGs. Errors found in the measurement of a parameter or in the final diagnostic decision were compounded in the comparative program since a later subsequent tracing would report changes from the erroneous "changes" previously reported. An initial ( 1972) assessment of performance of the system found the program to be successful in detecting all changes that occurred in a sample of 50 ECGs. Only ECGs that did not contain initial diagnostic or measurement errors were submitted for analysis.
The years 1972-73 probably represent the stage at which computerized electrocardiography passed from infancy into a state of mature adolescence. A decade and a half had elapsed since early, primitive attempts at automation of the ECG had begun. A number of major programs had emerged and some were finding their way into commercial distribution. The ECAN Version D, Pordy-IBM, and Bonner-IBM programs utilized the standard 12 leads while the Pipberger-VA, and Mayo-IBM programs employed vector leads. Macfarla& meanwhile had developed a program that separately employed the standard 12 leads and the 3 orthogonal leads (McFee modified) and compared computer-processed results from the same ECG population. He found, in a total of 1093 records studied, that there was no clinically significant difference between the two lead systems.
A subsequent study was performed by Talbot et al.," on 4019 patients on a system utilizing information from 15 leads (the standard 1 '-lead system and the orthogonal 3-lead set). This hybrid system showed greater diagnostic accuracy than that from either lead set above. The 3-lead system gave the most satisfactory results for left ventricular hypertrophy and left bundle branch block, and the I2-lead analysis was the most satisfactory for the diagnosis of ischemia. axis deviation, and left anterior hemiblock. The investigators concluded that both l2-and 3-lead systems (and a combination of these systems) were essential for the computer-aided diagnosis of ECGs.
The commercial firm Hewlett-Packard entered the field with a system that originally provided the user a choice between the IBMBonner program or ECAN-D.
By 1972 an inhouse program had been developed for dedicated use on the HP system.'J The I2-lead electrocardiogram was the data source with a sampling rate of 250 Hz, an A/D precision of IO bits, and 2.225. I set of data recorded per lead group. The innovative feature offered by the HP program was the capability of user-defined criteria. In this system medical criteria were accessible for modification by the user without requiring any sophisticated programming skills. In addition, a serial comparison was done by comparing the current report to the previous one that had been confirmed by a physician.
Another entry into the commercial field of computerized electrocardiography was the service bureau Telemed. The system received transmissions of the 12-lead ECG from hospitals, clinics, and physicians' offices, and provided a computerized report within 5 min. with the option of physician overread.
Telemed used the ECAN-D program for its initial system but began shortly afterwards developing its own software. The Telemed version used derived parameters as well as measured features. The rhythm analysis used statistical deductions, examining the following values: (I) RR regularity-(three types of rhythm were identified: regular, regular with compensatory pauses, and irregular); (2) degree of confidence that atrial activity was present-(consistent PR duration, P-wave amplitude, and P-wave shape); (3) ancillary information-(pacemaker present, course atrial fibrillation wave, presence of a dropped beat).
Rhythms were classified into 1 of 9 basic rhythm groups: sinus (with or without block), regular rhythm without consistent P-waves, atrial fibrillation, AV dissociation, Wcnckebach rhythm. atrial flutter, atrial fibrillation with slow regular response, and electronic pacemaker. Little or no information about details of the program logic has been published, and performance results are considered proprietary and are generally unavailable. The bureau has grown rapidly and processes at present a large percentage of the total ECGs analyzed by computer in the USA.
During this period in the early 1970s the major difficulty in assessing accuracy of computerized ECG analysis, as well as assessing the performance claims of developers and users, continued to be the lack of a standardized diagnostic criteria to employ for evaluation purposes. There was inadequate standardization of definitions and of measurement rules. Each program functioned differently. For instance, some programs used decision tree logic that resulted in a finite number of interpretive statements, while others were based on multivariate analysis that could yield an infinite number of combinations of measurements. A proposal for objective evaluation procedures was proposed by Helppi et al.'h and performance specifications were advanced for precision of measurements both in logical-decision and statistical-decision programs, and in rhythm diagnosis. In general, a test library was suggested that would contain a sufficient number of cases of normal and each abnormal morphology, and rhythm, for use as a test population. A standardization of diagnostic criteria was called for as well as instrumentation standards.
Participants at the conference on Computerized Interpretation of the Electrocardiogram in I 97537 called for the development of a test set of electrocardiograms to be used for evaluation of existing programs. The test set would ideally contain 300 to 1000 ECGs encompassing a wide patient age distribution, and a wide range of waveform types including rhythm and conduction disturbances from commonly encountered pathology. The recommended sample rate was 1000 samples per second in order to satisfy both ordinary and research applications. The medium suggested for the data base was to be 9-track digital tape with 800 bit per inch density. The proposal has at present not yet been realized despite almost unanimous agreement regarding its value as a test set for evaluation of pattern recognition algorithms. In the interest of developing a "gold" standard for ECC criteria and terminology, proposals at this same conference were advanced for criteria for diagnosis of left ventricular hypertrophy,3x atrial enlargement and infarct size," and bundle branch block or ventricular conduction delay.40 The continuing need for standards for diagnostic criteria and a standardized test set of data in order to evaluate commerical and developmental systems became the banner-cry of numerous researchers during the last half of the 1970s. Each group or system reported performance based on internally designed evaluations because no uniform method had emerged.
Meanwhile, a second generation program for computer interpretation of the electrocardiogram was unveiled in 1975.'" The terminology of advanced "generation" in computer science generally refers to a significant advancement in degree of complexity, and indeed, the Pipberger program broke new ground by employing a statistical approach to electrocardiographic classihcation. Since ranges for normal and disease states are frequently overlapping and no distinct cutoffs exist between states, a method for determining the probability that a certain disease state exists offered a giant step forward in ECG analysis. The new Pipberger scheme used Bayesian classification procedures to compute the probabilities for all diagnostic categories that might be encountered in a given record. The Frank orthogonal leads were employed for analysis. Computer results were compared with intcr-pretations of 1 '-lead recordings. Pipberger had amassed and continues to expand what is considered to be the largest data base of electrocardiograms that has associated nonelectrocardiographic documentation of cardiac disease states (i.e., catheterization data, echocardiographic. and other clinical assessment). A total of I 192 electrocardiograms was selected in 1975 in which the clinical diagnosis could be positively established by means other than electrocardiography. In 21% of the cases there was no evidence of cardiac disease; in 79% various cardiac disorders were present. The diagnostic electrocardiographic classifications were considered correct when they were in agreement with documented clinical diagnoses. The results of this study revealed an 86% correct classification (5% partially correct, 9% misclassified). A separate noncomputer analysis of the standard I '-lead ECG demonstrated a 68% agreement (4% partially correct and 28%) misclassified). The multivariate classification scheme was found to function best when prior probabilities were adjusted according to the diagnostic problem under consideration.
By 1975 it had become generally accepted that computers were expected to play a large role in clinical electrocardiography.
There was no question that the extraction of various measurements from ECG signals, the determination of relevant probabilities of disease states, the computation of spatial angles and magnitudes, and the storing of extensive files of previous data, were techniques that were feasible only with computer assistance. Two types of data remained currently in vogue, the standard l2-lead ECG, and the Frank orthogonal (XYZ) lead system.
A new serial analysis program was reported in 1975 by a third group of investigators, Macfarlane et al.,"' in which a modified orthogonal lead system (I, AVF, and V2) replaced X, Y, and Z. The ECGs were processed on a PDP8 and the method employed was the storage of a small selection of wave measurements together with a coded form of the interpretation. Three electrocardiograms could be stored for each patient: a primary ECG, and a secondary one (usually that most recently acquired), and the ECG under current analysis. This afforded a comparison of up to three serial ECGs, the current one plus two in storage. The technique was initially applied mainly to detection of sequential changes, specifically ST-T changes, following myocardial injury. An important feature was an attempt to establish diagnostic criteria for sequential changes in orthogonal leads. The criteria developed at the Royal Infirmary of Glasgow are shown in Table 7 .
The search for optimal lead systems for computer analysis of the electrocardiogram continued. Kornreich et al.J' made 5 pairwise comparisons for each of 4 lead systems in the determination of normal (N) versus myocardial infarction (MI), coronary heart disease (CHD), bilateral ventricular hypertrophy (BVH). left ventricular hypertrophy (LVH), and right ventricular hypertrophy (RVH). The lead systems examined were the Frank and the McFee 3-lead sets, the standard l2-lead set, and a new 9-lead system designed to register all significant electrocardiographic information without redundancy. Overall results of diagnostic accuracy were 75X for the orthogonal sets, 79%' for the I '-lead set. and 87% for the new 9-lead set. A later multivariate analysis of four diagnostic statements (N. MI, LVH, RVH) demonstrated the diagnostic performance of the new 9-lead set exceeded the Frank leads by 14R,."
In the meantime, Willems's attempted a comparative analysis of measurement results obtained from 4 distinct programs: AVA (Pipberger), TNO, HP-5 (Hewlett-Packard), and ECAN-D.
Digital data from 252 consecutive Frank and 12-lead ECG recordings were submitted to each of the 4 computer programs for an evaluation of basic measurement results. It was found that substantial differences in time measurement results were present when identical ECG records were analyzed by various ECG computer programs, as well as systematic differences in the reporting of small Q and R waves. The 2 programs employing the 3-lead sets applied strategies for location of fiducial points on simultaneously recorded leads, and produced significantly greater measurement reliability and reproducibility than the ECAN-D and HP-5 programs that performed single lead analysis. The need for the establishment of common standards for definition of waves and measurements was highlighted by the study, particularly in view of the rapid growth in the application of computerized electrocardiography.
This growth was 35-fold over the period from 1970 to 1978. increasing from 200,000 to over 7.000.000.
RHYTHM ANALYSIS
Pattern recognition and measurement techniques that were applied with success to analysis of the QRS complex have not performed as well in P-wave detection. Numerous authors4(' 55 have called attention to the difficulties in computer detection of P-waves from surface leads. The problem is twofold: ( I) normal waves are slow and of small amplitude and therefore difficult to separate from baseline shifts and noise; and (2) abnormal P waves are often coincident with QRS complexes or T waves and cannot be separated even by manual means. Rhythm analysis is highly dependent upon accurate P, QRS, and T waveform distinction and thus the failure of automated systems in diagnosis of rhythm is most often associated with failure to discern P waves. The two conventional lead systems employed for computer-assisted electrocardiography (the standard 12-lead and the orthogonal 3-lead) do not provide complete information on atrial activity in a manner that can be easily extracted.
The early Pipberger waveform measurement program" used spatial velocity for QRS detection and, after determining the location of the QRS. initiated a backward search for a spatial velocity that exceeded 3 FV/msec in order to find the P wave. If no such value was found it was assumed that no P-wave was present. In a manner similar to finding the P-wave location, the end of the record was searched in retrograde fashion for the T wave. This automatic recognition of electrocardiographic wave by digital computer was a notable accomplishment, yet determination of P waves was consistent only in normal sinus rhythm, i.e., when the P wave appeared in the expected location with reference to the QRS. No P waves were recognized in the 10 instances in which PVBs appeared, none was recognized in 9 cases of atrial fibrillation, and in 3 cases of nodal rhythms the P was buried in the QRS and not detected.
The package of computer programs produced by the collaborative efforts between Mt. Sinai Hospital, New York City, and IBM contained a measurement program,'j an arrhythmia analysis progranl,'J and a program for contour analysis with clinical results of rhythm and contour interpretation.'" The measurement program examined h-set samples of groups of 4 of the standard 12 leads, while the rhythm program included an additional 20-set segment of leads CR2 and II. Of the 2060 cases subjected to computer analysis, only 4.4g contained abnormalities of rhythm, yet results showed incorrect rhythm analysis of 6% of all cases. "Extra Statements" which should have been printed for abnormalities such as ectopic beats and aberrant ventricular conduction were missing 20% of the time and were incorrect in 49%) of those reported. The basic measurement and contour analysis by contrast was found to be correct in 91% of the cases.
During the same period in the late 1960s Miyahara and colleaguesJh were pursuing computerized arrhythmia diagnosis and chose to concentrate on the temporal location of P and R waves without regard for contour information. They analyzed records 60 beats in length and determined interval lengths by human observation. Their rationale was that, "at present, the ability of a human observer to detect indetinite or hidden P waves seems far better than that of currently available machine techniques." Their logic assumed that all P and R waves had been detected, although they conceded that, in clinical practice. the detection can in some cases (hidden P wave) be quite difficult. A scheme encompassing complicated logic was used: an initial histogram identified dominant rhythm, after which P waves were sought that bore a relationship to R waves (thus exhibiting a PR or RP relation); next, a tachogram check examined beat-to-beat relationships looking for events of marked arrhythmias. Four general categories were classified: regular sinus rhythm, sinus arrhythmia, marked sinus arrhythmia, and complicated arrhythmia. Occasional abnormalities were also recognized and reported. Reasonable success was found with recognizing arrhythmias belonging to the sinus rhythm groups and with segregating complicated arrhythmias from sinus rhythms. Occasional abnormalities could only be recognized when the dominant rhythm had been specifically diagnosed (categories 1 and 2) . The investigators proposed the eventual addition of morphological information in an effort to improve the technique.
At about the same time, Stark and colleagues undertook development of a computerized remote real-time diagnosis of clinical electrocardiograms using a multiple adaptive matched filter technique. They devised a series of typical filter patterns for the P, QRS, and ST-T segments of the electrocardiogram."
The signal of ten successive beats was time-aligned and averaged, providing a smoothed version for pattern recognition. The method for determining P waves involved subtraction of an averaged QRS template, thus leaving a residual signal containing P waves. This imaginative scheme was the first one that appeared that provided for P wave recognition when it occurred anywhere other than the isoelectric T-Q interval. The technique supposedly afforded accurate determination of independent atrial rhythm, P wave distribution. and P wave polarity with respect to QRS complexes. The adaptive filter process is described theoretically but no results appear to be published. In the case of rhythm analysis, Stark admits that thorough analysis of rhythmicity must include P wave as well as QRS complex information, and concedes that the averaging process did not work for irregular P waves because the nonsynchronized wave was cancelled out. The system supposedly yields 20 mutually exclusive rhythm interpretations but no further results have been published since the original paper appeared in 1966.
Wortzman and colleagues2" were concurrently developing a hybrid computer system for the measurement and interpretation of electrocardiograms. The realization that nonarrhythmic ECGs might be interpreted by examining a single heart cycle. but that arrhythmia interpretation would require the characterization of a consecutive string of cycles, suggested the necesity of analog pre-editing, selective averaging, measuring, monitoring, and interpreting.
The measurement portion of the program utilized a template that was a statistical average of a string (up to ten) of normal QRS complexes, and from this were determined amplitudes and intervals relative to the beginning of the QRS. A novel technique for the monitoring segment of the program was devised: a binary word (match word) was produced for each heart cycle and compared to a heart cycle template. Each bit position corresponded to a particular point in the template. and points of the match word that aligned with the appropriate point of the template were coded 0 and mismatches coded I. A similar arrangement was made with masks for individual waves, i.e., subsets of the original template word. This monitoring program was developed as an input to an arrhythmia analysis program that was to examine a consecutive string of heart cycles. Unfortunately, the arrhythmia program was unfinished at the time of the original report, and appears not to have been reported later in the literature.
In 1972 Willems and Pipberger reported the addition of an arrhythmia section to the earlier program that did automatic analysis of the P-QRS-T complex.Jx They took pains to clarify the distinction between determination of cardiac arrhythmias for routine ECG analysis and that for continuous rhythm monitoring, and conceded that complex arrhythmias can hardly be recognized on short strip recordings of surface ECG leads. Nevertheless, the original program was modified to include automatic interpretation of some of the common arrhythmias that could be recognized in h-and IO-set ECG recordings. A decision tree method was used for classification with logic that attempted to compensate for pattern recognition failures. Two 6-set segments from the main diagnostic program were merged to form a longer, IO-set strip for the rhythm analysis segment. In a discussion of the limitations of the arrhythmia detection program the authors attribute numerous difficulties to prob-lems with P-wave recognition. The program makes no distinction between ventricular beats and supraventricular beats with aberrant conduction, and searches for P waves occur only in the interval between the end of the T wave and the onset of QRS. The investigators recognized the need for "special techniques"
for P-wave detection since "the human ability for recognition of low-voltage P waves . . is indeed far superior to the performance of al! presently available ECG wave recognition programs."
In the second Bonner program for diagnosis of the electrocardiogram which appeared in 1972,"" 5 sets of 3 simultaneously recorded leads were used as input to the program, and either X, Y, Z or VI, II, V6 were used for rhythm analysis. Each 3-lead segment was 5 set long and a separate decision as to the nature of the basic rhythm was made for each lead set. A "combining" program then evaluated the 5 rhythm interpretations and made a decision as to the final rhythm statement. If inconsistencies existed the program prints "undetermined rhythm."
Results showed a 93% accuracy in rhythm analysis, but 91%~ of the total 1435 ECGs that were diagnosed had normal sinus rhythm that is easily diagnosed by any program. Bonner claimed that the rhythm analysis section of any computer program will always have difficulty because of the complexity of certain rhythm disturbances and the problems associated with P and T wave differentiation. He concluded that his test data for unusual arrhythmias was not sufficient for detailed analysis other than to illuminate the difficulty in the diagnosis of varying A-V block and complex arrhythmias.
Caceres, known for the development of one of the first complete systems for automated electrocardiographic analysis. evaluated the state of electrocardiographic automation in a presentation before the American College of Cardiology in 1972." He favored the further development of computer-based analysis but pointed out several areas in which the computer interpreted ECG had not completed with ECGs read by conventional methods. Arrhythmias, said Caceres, are an example of the need for a physician's presence. especially for those that were nonusual, since computers only pick up the very common ones.
By 1975 the Pipberger program had become a "second-generation" program4' that used Bayesian classification, a classical pattern recognition scheme in which the probability of an entity belonged to a disease class is based on the prior probabilities of the incidence of that disease class. Applying Bayes theorem to the feature vector of measurements extracted from a given record, the probability that the record belonging to I of 7 classes (normal, plus 6 disease classes) was computed and the class exhibiting the highest probability was given as the diagnosis. Accuracy of the technique exceeded conventional readings by 20%. Unfortunately, computer analysis of cardiac rhythm was not included in the report.
LeBlanc and colleagues'" entered the field of arrhythmia detection in automated ECG analysis with a treatise in 1975, charging that no interpretation program would be acceptable to cardiologists without a rhythm interpretation that performed as well as shape analysis. Although the technique developed by LeBlanc et a!. falls within the category of diagnostic ECG (as opposed to rhythm monitoring) they initially record a continuous 90-set segment of the ECG from X, Y. and Z leads and use a segment of that for their rhythms analysis rather than the short, segmeted sections used by other systems. The program has the traditional two main sections: a measurement section and an interpretation logic. The measurement section calculates intervals (RR and PP) and measures waveforms and amplitude (P, QRS, and T). The interpretation logic uses fixed diagnostic rules to determine the type of arrhythmia.
LeBlanc et a!.. were well aware of the limitations concerning detection and measurement of the P wave and used part of the interpretation logic in an attempt to correct possible errors. The signals from al! three channels were processed simultaneously, with the intention of locating, first, a "good QRS candidate" and then determining the RR interval measurement.
A nice scheme was advanced for P wave detection, using computer logic based on the maximum amount of information that can be obtained concerning the atria! rate. The procedure to obtain "good P wave candidates" first established an approximate S-Q interval for the P wave search, filtered the signal with what amounts to a moving average filter while retaining information about the slowly varying P and T waves, and finally distinguished the T wave from the remaining waveforms. (A T waveform is the first one found chronologically.)
Upon establishment of a P-wave location, the waves identified are subjected to a screening based on an examination of PP and PR intervals, and only those P waves that fit into a given interpretation context are retained to constitute the P wavetrain. The approach adopted by LeBIanc and colleagues takes cognizance of all of the shortcomings of other programs with regard to P-wave detection, yet it provides no solution for finding P waves in unexpected places, i.e., buried in the QRS or falling on top of T waves. An original technique for QRS detection was employed and QRS morphology was determined. LeBlanc states, "Conceptually, this program may be presented as a process extracting the information from two channels: atrial and ventricular.
. The outputs of the two channels contain the three pertinent features of an ECG record which permit identification of the type of rhythm: the QRS wavetrain, the QRS morphological characteristics and the P wavetrain."
He admits the most difficult feature to obtain is the P wavetrain and he claims some success in arrhythmia diagnosis. with the exception of second degree A-V block, Wenckebach, and A-V dissociation. This is to be expected considering the limited portion of the cardiac cycle to which the P wave search was restricted. This protocol appeared to be universal. the previous T wave and current QRS was filtered and linear interpolation applied to eliminate baseline drift. Noise was measured during the 30 msec preceding the onset of the QRS complex, then the noise was subtracted by a method that is undisclosed. The resulting signals of the 3 leads of each group were rectified and added. Four 4.8-set groups of 3 leads were processed. The system successfully enhanced P waves, but only, of course. when they fell within the T-QRS segment.
Computer detection of P waves was attempted by Hengeveld and van Bemmel, and 2 algorithms were presented in 1976" for analysis of lo-to 1%set ECG recordings. A search for P waves occurred only before dominant types of QRS complexes. The range of the PR interval distributions was computed and coupled P waves were assumed and searched for. A second alternate algorithm handled uncoupled P waves using shape information. No attempt was made to find P waves associated with nondominant type beats (i.e., PVBs). The system was relatively primitive and rhythm classification results were not given.
Rhythm analysis as part of the diagnostic ECG procedure followed a similar method in CIMHUB at Brussels according to a report by Sajet et al." Spatial velocity was employed for QRS detection but considered ineffective for detection of P waves since the noise that often masks P waves would be increased by this method. For P-wave detection the segment between Miyahara et al. examined the performance of rhythm analysis by two commercial systems (Telemed and IBM) and reported results in 1979.'? The investigators considered arrhythmia diagnosis to be inferior to contour diagnosis because detection and location of abnormal P waves were unsatisfactory and the length of the record too short for analysis of complicated arrhythmias. Results of sensitivity and specificity of the two programs are shown in Table 8 . While the investigators did not consider one program to be more acceptable than the other, they concluded that the detection and identification of complex rhythm by both programs was still in need of improvement.
The pattern recognition techniques applied to automated ECG interpretation during the 1960s and early 1970s included a variety of schemes that attempted a rudimentary rhythm analysis. All relied upon surface leads where P wave registration is of small amplitude, slow velocity, and frequently obscured by noise. In almost all cases the search for P waves was restricted to the location where a P wave could be expected given that normal sinus rhythm is present. Naturally, aberrant rhythms exhibit P waves in erratic relationships and locations with respect to the QRS. Since these unusual sequences are what are of interest in arrhythmia analysis, the determination of P waves only in normal habitat is mostly trivial and clinically uninteresting.
COMPUTER-BASED ARRHYTHMIA MONITORS
The application of computer technology to pattern recognition of the electrocardiogram caught the attention of those who sought improvement in coronary care instrumentation. The computer appeared to be a logical candidate for relieving the staff of the tedious chore of monitoring a multichannel oscilloscope if reliable pattern recognition techniques could be developed. The real-time analysis of a dynamic physiologic signal was a difficult and demanding problem and a variety of solutions began to emerge. This section surveys the computer-based arrhythmia monitoring schemes that have appeared from the early 1960s until the present time.
A developmental program for computer monitoring of the electrocardiogram in a coronary care unit appeared in 1969 in which the ECG was transmitted by telephone line and at fixed time intervals the interpretation was transmitted to a teletype receiver. The system was capable of monitoring two beds.'0 At about the same time the Bonner program was rewritten for CCU monitoring purposes with a single patient capability." Only initial reports appeared on these developmental systems that had not at that time been clinically implemented. Watanabe58 devised a four-patient monitor on a small scale computer in which classification of arrhythmias was based on X, Y, and Z lead input. He reported successful recognition of P waves from a highly amplified and filtered Y lead, but required a special procedure to be invoked to detect P waves superimposed on T waves on the ST segment.
Limited success was reported in PVB detection, and Watanabe thought improvement of diagnostic accuracy depended upon the development of an adequate lead system in which the atrial activity would be sufficiently manifest for computer measurement. Haywood and associatess9 engaged in some preliminary work in 1970 in the development of an on-line system that was capable of uninterruped monitoring while a stable rhythm was present. The method of analysis required finding significant reference points on the QRS complex. The parameters measured by the computer for each cycle were the cycle duration, and four specific parameters for each wave within the cycle. Values detected during each cycle were compared to startup values acquired during a stable rhythm state, usually sinus rhythm. An interrupt occurrred when R-R intervals exceeded normal values. The system was reported to be the beginning stage of a reliable continuous real-time monitor for detection of intra-and intercycle variations from a stable rhythm for the purpose of arrhythmia detection. The system detected all arrhythmia onsets but was unable to analyze a basically irregular rhythm. Gersh et al.ho considered RR interval measurements to contain all the relevant information required for arrhythmia classification. They devised "prototypic models characteristic of different cardiac disorders" and compured a string of symbols representing loo-beat intervals to the models to determine the prototype corresponding to the largest probability of the observed sequence. The symbols were S, N, and L representing short, normal, or long RR intervals. They modelled six arrhythmias with prototypes by computing an average transition matrix from the available sample of that disorder. They reported error-free classification. but the training set that was used to develop the prototypic patterns was then later used to test the classification. so these results are not too surprising.
In an effbrt directed toward improved P-wave detection. Rey and colleaguesh' monitored patients from the three Frank leads and. after preprocessing which differentiated the vectorcardiograph and computed the spatial velocity, applied threshold methods to detect P, QRS. and T waves. Initial results reported for seven patients showed no improvement over a similar system used for diagnostic ECGs. Large, welldefined P waves were reliably detected; the remainder were not consistently identified. A more basic approach was adopted by Feldman et al.h' in the design of a real-time monitor. The system concentrated on PVB detection because episodes of ventricular fibrillation were thought to be frequently preceded by the incidence of PVBs. The eight-patient monitor performed a beat-by-beat analysis of each QRS complex. Prematurity was defined as less than 90%) of the average RR interval. The QRS was sampled and subjected to a normalized cross-correlation with a standard normal beat. If the beat were both abnormal and premature, it was recognized as a ventricular ectopic. The system correctly identified 71% of the PVBs. By concentrating on premature ventricular ectopics the system could rapidly process large amounts of data on-line, but specificity was sacrificed by the simplicity of the logic applied to PVB detection. Other investigators chose the same route, that of searching for PVBs only.
Oliver and colleagues developed a similar online system for analysis of a single-lead electrocardiogram. A method of transforming the sampled ECG data to a more compact waveform representation was developed at Washington University.h'
The data compression scheme, AZTEC, produced a sequence of flat lines and sloping segments characterizing the ECG with approximately 25 elements per second.hJ The AZTEC algorithm was the first of a series of processing stages. each of which reduced redundant information.
The second stage provided detection, delimitation, and description of ECG waves, and the third stage grouped together waves of similar shape. The fourth stage produced a clinical rhythm diagnosis, and the system, known as ARGUS, was implemented in a coronary care unit in 1 969.h' Morphological evaluation of the QRS complex plus a clustering technique to group identical complexes resulted in an overall detection rate of 78%. Late PVBs (fusions) were frequently missed. Other systems limited to PVB detection only were designed by Gerlingshh and Geddes and Warne?' with slightly different logic but similar levels of performance.
A statistical method was advanced by Haisty and colleagues6x for on-line arrhythmia diagnosis as a solution to economical monitoring of several patients on a small computer. The current techniques were thought to be excessively demanding of CPU time for analog-to-digital conversion and for exacting pattern recognition algorithms. Haisty et al. suggested reducing the patient's ECG to a sequence of intervals and applying multivariate discriminant function analysis to RR intervals. Only three arrhythmias were classified. based on somewhat oversimplified models of the rhythms, but careful steps were taken to segregate the training set that produced the means, standard deviation, and autocorrelation coefficients for each rhythm. and the testing set upon which the analysis was performed. Results of 85%) correct classification were considered to be impressive for a program that evaluated simple measurements when compared to results reported by elaborate pattern recognition schemes. Another inexpensive and simply contrived design for on-line arrhythmia analysis was reported by Sasmor and King.h" An analog prcprocessor was employed to add identification markers to the beginning and end of the QRS complex of the ECG signal fed to the digital computer. The algorithm performed simple measurements to determine QRS width. area, polarity, and interval. No specific information was published on the arrhythmia analysis algorithm, but it is apparent that beats with aberrancy and prematurity represent the focus of the system. Dell'osso'" restricted his attention to anomalous beats with the following criteria: area increase, QRS width increase, or polarity reversal. His monitoring system delivered an alarm if the number of premature beats or the number of successive anomalous beats exceeded a preset level, if an "early" premature beat occurred, or if a multiform beat was detected. System performance that was 99.994, free of false positives and completely free of false negatives was reported. Anomalous beats only were sought and no efrort was made to distinguish between types. In the interest of accomplishing reliable QRS detection, P and T wave deemphasis was employed.
In 1973 with the appearance of the variety of computer arrhythmia monitors, some of which had found their way into commerical systems, Romhilt7' undertook an evaluation of convcntional monitoring versus a computer monitor (Hewlett-Packard) to determine efficacy. Dur-ing a period of conventional monitoring of 31 patients, tape recordings were made for submission sebsequently to the computer monitor. Although postcoronary patients were expected to show a high incidence of arrhythmias, it was found in this study that 100% experienced an arrhythmia during the 5 days of observation but only 64.5% of these were noticed by the coronary care staff. Serious arrhythmias accounted for 93.5% of incidents and conventional monitoring recognized only 16.1% of these. Premature atria1 contractions were detected in 96.8% of the patients but only 45.2% were discovered by conventional means. It was apparent that many arrhythmias occurred after myocardial infarction (MI) that were not recognized by conventional electrocardiographic monitoring that is commonly in use in the CCU. Romhilt reported that the failure of conventional monitoring to detect arrhythmias was greatest for serious ventricular arrhythmias, which have been reported to be premonitory for ventricular fibrillation. Results suggested that "virtually all patients, even those considered good risks, have ventricular arrhythmias after an acute myocardial infarction" and he emphasized the need for automated real-time arrhythmia detection performed on-line in the coronary care unit to achieve reliable recognition of all arrhythmias. Yanowitz et al." echoed these sentiments while admitting that cardiac rhythm has been fairly difficult to diagnose by digital computer. Their system at the University of Chicago employed the AZTEC preprocessor6' for QRS detection but employed a simpler logic for diagnosis of various arrhythmias than the AZTEC designers. This modified system demonstrated 90% accuracy in recognition of PVBs with most errors of the fusion and late PVB type. Arrhythmias identified by the system included ventricular tachycardia, bigeminy, PABs, paroxysmal supraventricular tachycardia, and escape beats, but only QRS and RR interval information was taken into account.
By the year 1974 there were 20 hospitals around the world that had full-fledged computerbased ECG arrhythmia detection systems of which half were research and development systems, while the remaining were commercial systems sold for purely clinical use.73 The five major commercial systems at this time were: the Mennen-Greatbatch system developed at Washington University, the Electronics for Medicine system developed at Worcester Polytechnic Institute, the Gould Medical Electronics system developed at Palo Alto Veterans Administration Hospital, the American Optical system developed at George Washington University, and the Hewlett-Packard system developed at Stanford University. Harrison and colleagues74 discussed the state of the art of commercial arrhythmia detectors at a conference in 1974 and submitted a list of 16 arrhythmias that a system should detect. They concluded that "while all systems have concentrated on PVC and its quantification, only a few systems permit monitoring of the other premonitory arrhythmias outlined. . . . In addition, since atria1 activity is not detected by most systems, many of the interesting arrhythmias . . are not detected. They will be detected only when adequate P wave detection becomes possible."
It thus appeared that only with a nonstandard lead especially designed for high atria1 discrimination would effective arrhythmia analysis by computer be possible. LeBlanc and Roberge" stated, "The detection of auricular activity is the most important limiting factor of existing arrhythmia analysis programs. No good criteria have been found to permit reliable identification of P waves on a beat-to-beat basis. . . Furthermore, since the timing of the P wave relative to the QRS complex cannot be assumed a priori, a systematic search for a possible P wave must cover the entire RR interval." Bernard and associates7h came close to this goal with their use of an intra-atria1 lead simultaneously with a surface lead. Unfortunately, their selection of a unipolar atrial electrode produced a signal with not only a large atria1 deflection but a large QRS as well. In order to segregate the two deflections, the QRS "artifact" on the intra-atria1 lead was blanked out for the entire duration of the surface lead QRS complex. So Bernard et al. detected almost all of the P waves, the exception being those that occurred concurrently with the QRS. Of course the technique is highly invasive.
Thus "arrhythmia detection" remained essentially "PVB detection" in the mid-1970s and most of the research efforts were directed toward upgrading existing systems through improved signal processing techniques, more elaborate logic applied to the ECG signal to extract the maximum of information, and development of more sophisticated alarm systems to placate hospital personnel. The Stanford arrhythmia monitoring system was updated to include a graded set of alarms based on priority, severity, and association with other alarms." Four new devclopmental systems for coronary intensive care appeared. Frankel and colleagues" reported a developmental system that detected PVBs, PABs, and runs of PVBs by use of a pattern recognition algorithm utilizing first derivatives and second derivatives of the QRS and RR intervals. No attempt was made to recognize P or T waves. An on-line system in use at Louvain, Belgium,7Y added measurements of systolic, diastolic, and mean pressures to a monitor that separated premature and abnormal beats. The software for the system was designed originally for the monitoring of isolated perfused organs.
Bussman and associates"' effected on-line arrhythmia analysis by coding each beat in 5 bits of a binary word. Bits were set for the RR interval preceding the beat, the interval following the beat, and for the shape of the beat. Short or long intervals could be designated this way and abnormal shape could be indicated. The assignment of codes to certain forms of arrhythmias was kept in a program table that could be changed by the operator. Their intention was high accuracy in the discrimination of PABs and PVBs. The five bit code contained the following categories: premature ventricular extrasystole, supraventricular extrasystole, block (missed beat), ventricular ectopic, paired ectopics. no diagnosis, artifact, QRS too late, muscle potentials, and low QRS amplitude. Only QRS and RR interval analysis was done to create the beat code and thus the system, like almost all of the others, called all aberrantly shaped early beats PVBs no matter what their origin.
Swenne and van Hemelx' devised a system in Utrecht,
Netherlands, that incorporated an interactive clustering scheme (such as those used by automated ambulatory monitoring analysis systems) into a coronary care monitor. An observer is required so that when the pattern recognition algorithm analyzes the ventricular contraction (QRS), the observer must allocate the waveform to an existing class or create a new class. Clusters are enlarged or created by manmachine interaction. Fusion beats or alternating conduction disturbances cause difficulties for the human observer because of the differing shapes of the waveform. The only totally automated portion is an alarm system based on heart rate.
Despite the limitations of the computer-based arrhythmia monitors, a study conducted by Vetter and Julian in 1975" in which conventional monitoring techniques were compared with an automated monitor revealed the computer to be overwhelmingly superior to conventional methods. The on-line arrhythmia computer with a series of graded alarms detected more than 99%' of potentially serious arrhythmias and 95% of patients with these arrhythmias were treated immediately. In those monitored by conventional means, a large proportion of such arrhythmias went undetected and only 17% of affected patients received antiarrhythmic therapy. They commented, "In the CCU, the best criterion is the speed with which antiarrhythmic therapy is initiated. With conventional monitoring, treatment was frequently delayed or not given at all. In the computer-monitored patients, treatment was given immediately to all those for whom it was indicated." False alarms were found to be a problem in both conventional and automated systems, but the graded alarms delivered by the computer were found preferable by the nursing staff.
The arrhythmia system of Knoebel." which appeared in 1976, resembled many of her predecessors' in that PVBs were the primary interest. Beats were assessed by the criteria of QRS configuration, T wave configuration, and timing (RR), and four classifications were assigned: normal, premature ventricular, interpolated or late ventricular. and atrial premature. Difftculties encountered in false positive classifications fell into two categories: noise and premature atria1 heats. Knoebel purposely eliminated those sections from consideration and reported a false negative and false positive rate of less than 2% and 3%. respectively. The ignoring of PABs raises questions regarding specificity of the classification.
Another system employing an intra-atrial lead was devised by Mantle et al." for the purpose of monitoring the bipolar electrogram, the pulmonary arterial pressure, the systemic arterial pressure, and the thermodilution cardiac output. A surface electrocardiogram was monitored also, and the investigators reported the advantage of an atria1 signal in the analysis of complex arrhythmias. They reported a large A-wave to baseline-noise ratio that greatly facilitated computer monitoring of the atria1 rhythm. The AZTEC preprocessing system was employed for waveform detection in the two-channel electrocardiographic part of the system.h3 Mantle and colleagues found identification of A waves to be more reliable than identification of R waves because of the low baseline noise on the intracavitary signal, yet no comprehensive logic had been developed for complex rhythm diagnosis at the time of their report.
In the following year, 1977. the software for the ARGUS/HX" rhythm monitor was refined and incorporated into a microcomputer based arrhythmia-monitoring system for use as a stand-alone patient monitor or for connection to a host computer for research data collection. Efforts to overcome the shortcomings of on-line CCU monitors led Zencka et al."' to utilize the ARGUS/H and AZTEC programs in a system that allowed considerable human interaction. They believed that parameter modification by nurses would enhance the performance of a computer program designed for PVB detection. Results were disappointing in that nurses' responsibility with regard to direct patient care did not permit time for properly adjusting the system.
A new design using a statistical approach for detection and classification of arrhythmias was presented in 1977 by Gustafson et al." and described more fully in l978.xx.x' The system used a set of dynamic models that described the sequential behavior of RR intervals and applied two statistical techniques for the identification of persistent and transient arrhythmias. A distinction is made between persistent arrhythmias, i.e., those in which the RR interval pattern possesses some regularity. and transient arrhythmias characterized by abrupt changes or irregularities, since these two classes lend themselves to somewhat different statistical analysis techniques.
In the first class, persistent arrhythmias, four models were presented: (1) small variation-a category that includes sinus rhythm, sinus tachycardia, and sinus bradycardia; (2) large variation--sinus arrhythmia and atrial fibrillation; (3) period-two oscillator-RR intervals that are alternately long and short, i.e., bigeminy or A-V block of every third impulse; and (4) period-three oscillator-RR interval sequence that repeats over a period of three beats. Four Kalman filters, which represent the four models, operate on the data and compute likelihoods or probabilities of the various potential diagnosis.'" In the transient rhythm classification scheme, a generalized likelihood ratio technique is used in which the rhythm category is identified by means of a maximum-likelihood hypothesis test. Four simple models of transient phenomenon are used in this classification: rhythm jump, noncompensatory beat, compensatory beat, and double noncompensatory beat.x9
The overall scheme is imaginative and promising although only simple models of easily delined arrhythmias are presently employed. The authors selected the RR interval as the single measurement variable "since most arrhythmias do manifest themselves in some way by altering the RR pattern." Although this is true. RR interval sequences do not uniquely describe every rhythm and, thus, a number of arrhythmic patterns producing the same RR interval characteristics would be placed in the same category. The authors concede this limitation and plan to incorporate additional information such as P-wave location into the system.
The extension of the single-beat analysis using the Arzbaecher esophageal electrode"' into a contextual-analysis algorithm with capabilities for recognizing 14 complex arrhythmias was reported in 1977."' The details of this esophageal technique for arrhythmia monitoring will be described in the following section.
A NEW TECHNIQUE FOR P-WAVE DETECTION
With the exception of the two schemes that used an intra-atria1 catheter lead, and are therefore impractical for most applications, all of the systems described in the above section treat the QRS as the only significant electrocardiographic event, focusing attention on QRS morphology or RR interval or a combination of both. Thus computerized arrhythmia monitors recognize only a few of the significant arrhythmias and generally fail to detect arrhythmias of supraventricular origin. This is because conventional surface leads. which are sufficient for QRS recogni- tion, are highly inadequate for automated Pwave detection. The development by Arzbaecher" of a miniaturized esophageal electrode provided a dramatically improved registration of atria1 activity. The electrode, which resembles a small pill and can be easily swallowed, has caused a revival of esophageal electrocardiography especially for purposes of computer analysis. The bipolar device consists of a pair of closely spaced (1 cm) electrodes attached to two threadlike stainless steel wires for connection to an JANICE M JENKINS electrocardiograph (Fig. 5) . The pill-electrode is encased in a gelatin capsule for swallowing, and within seconds the electrode descends to a position below the left atrium. After a few minutes the capsule dissolves and the electrode is slowly withdrawn a few centimeters until its electrocardiographic registration shows a P-to-QRS ratio of 3:1 or more. Then the wire is taped to the patient's chin to prevent further peristaltic lowering. The procedure is painless and because the wire is so lightweight and flexible, the electrode is tolerated comfortably for extended periods of time without restricting normal activity, eating, and sleeping. Figure 6 shows a two channel ECG in which the esophageal signal is seen on the top channel and the signal from a standard surface lead appears on the lower channel.
This pill electrode (Arrco Medical Electronics, Inc., Chicago) is the basis for the completely new system of Jenkins. Wu. and Arzbaecher'" that distinguished a variety of complex arrhythmias based on P as well as on QRS information. The algorithm was intended originally for a two-channel system in which R waves were detected from the surface electrocardiogram and P waves from an intracardiac electrogram. The thrombogenic possibilities inherent in a lead passed percutaneously into the right atrium and maintained for extended periods of time prompted investigators to discard the intra-atria1 method as unfeasible and use the pill electrode, which provided an almost identical signal to the intra-atria1 one with none of the potential hazards. Based on this new two-lead system, which includes the swallowable capsule-electrode for esophageal monitoring of P waves and a surface lead for QRS, we have developed an on-line arrhythmia monitor."." Three interval measurements (AA, AR, and RR) and a QRS shape measurement provide the foundation for a detailed interpretation of each beat. Using the single-beat analysis as a basis, the contextual diagnostic algorithm recognizes and reports online the following arrhythmias: couplets, bigeminy, trigeminy, ventricular tachycardia, supraventricular tachycardia, artial flutter, atria1 fibrillation. ventricular tachycardia with retrograde conduction to the atria, first-degree block, second-degree block, Wenckebach periodicity, advanced block, third degree block, and sinus bradycardia.
For computer processing the esophageal ECG is amplified 2 to 4 times and bandlimited from 5~-IO0 Hz to eliminate low-frequency artifact due to respiration, peristalsis, and cardiac contraction. The signal is differentiated and passed to a threshold detector that produces a trigger signal followed by a blanking period sufficient to prevent multiple detection during multiphasic waveforms. The surface lead ECG is recorded at the standard bandwidth of 0.05-100 Hz, rectified to produce its absolute value, differentiated, and applied to a threshold detector for a trigger output with suitable blanking. Two trigger signals reflecting atrial and ventricular occurrences are delivered to a computer with appropriate analog-to-digital channels.
Upon receiving the trigger signals corresponding to P waves (A) from the esophageal channel and QRS complexes (R) from the surface channel, the computer automatically measures the AA, AR, and RR intervals. The surface ECG is digitized at 500 Hz for analysis of the shape of the QRS."' Because the shape of the A wave is not used in this scheme, the esophageal channel is not digitized. Arrhythmia analysis is done in real time by detecting each incoming QRS complex as it occurs and comparing it and its three associated intervals with a previously stored normal beat. If the QRS complex has abnormal morphology, the shape measure is assigned a code of 0 for purposes of computer analysis; if the shape is normal, it is assigned a code of I. The intervals (AA, AR, and RR) associated with the best are graded short, normal, or long and assigned a code of 0, I, or 2, respectively. The codes for these 4 features are combined into a 4-digit number with the following format: AA-AR-RR-CC, where CC represents the coefficient of correlation, or shape index (Fig. 6) . The 4-digit code for each beat is computed upon the appearance of the QRS complex. Therefore, if the ventricular impulse precedes the expected A wave, the AA and AR intervals cannot be calculated for that beat and the first 2 digits of the code are set to 3, indicating that the measurements are indeterminate. With this scheme for coding the 4 features, 60 distinct, 4-digit combinations exist.
C'onte.utual .4rrhMvthntia Anal~~sis
The individual beat codes are the foundation for the contextual recognition of more complex arrhythmias. The contextual analyzer examines sequences of beat-codes for patterns that reflect specific arrhythmias. Rhythm patterns that can be identified by the program are normal sinus rhythm (NSR), couplets, bigeminy, trigeminy, ventricular tachycardia, supraventricular tachycardia, atria1 flutter, atria1 fibrillation, ventricular tachycardia with retrograde conduction to the atria, first-degree block, second-degree block, Wenckebach periodicity, advanced block, thirddegree block, and sinus bradycardia. As each QRS is detected, the computer delivers a one-line report to a display terminal: the first entry is the beat number; the second entry is the four-digit individual beat code; the third entry is the singlebeat diagnostic report for that code; the fourth entry is a contextual diagnosis derived from a serial evaluation of recent beats, and appears only when one of the previously listed arrhythmias is recognized.
Computer Logic and Decision Rules
Initially each beat is assigned to a general category: normally conducted; ventricular premature; ventricular aberrant; atria1 premature; conducted with A-V delay; escape (junctional or ventricular); or bradycardic. Within each of these categories certain arrhythmias are likely. Thus we restrict our secondary pattern recogni-tion search to specific rhythms that might reasonably be expected given our preliminary classification. This eliminates an exhaustive search of all possible arrhythmic combinations. The specificity of the first stage of diagnosis, i.e., the precise recognition of all pertinent P and QRS relationships, simplifies the second-stage contextual analysis. Given the detailed atrial and ventricular information that is available from the two-lead system, computer analysis of complex arrhythmia is now possible with greatly improved accuracy. Table 9 shows the two-level hierarchical scheme in which the final diagnosis is determined following an initial assignment of each beat into a tentative rhythm class.
Results from computer processingY' of atrial bigeminy are seen in Fig. 7 and ventricular bigeminy is shown in Fig. 8 . Ventricular tachycardia with a 2: I V-A ratio is computer detected as a continuing sequence of PVBs. This is due to the alternating relationship of each R wave to the prior A wave (Fig. 9) . Atrial flutter as exhibited by the esophageal signal is easily diagnosed by Fig. IO . First and second-degree atrioventricular block are seen in Fig. 1 1. Note that dropped beats are recognized and reported upon the subsequent QRS and Wenckebach periodicity is detected. Although the data base of patient recordings is too small for a statistical analysis of diagnostic accuracy, 29 12-set passages of the episodes analyzed by computer were chosen at random for diagnosis by an electrocardiographer who was not told the computer diagnosis. Of the single-beat diagnoses. 95.5% were confirmed by the cardiologist as correct. 4.5% were found to be false negatives (the abnormality was detected by both the computer and cardiologist, but the diagnostic statements disagreed), and there were no false positives. In these same tracings, there were 38 distinct arrhythmic events. consisting 01 three or more beats, that required contextual analysis for identification. Of these sequences. two of the contextual analyses delivered by the computer (6%) were found to be in error when compared with the diagnosis of the electrocardiographer. One passage was diagnosed as NSR by the computer, while the reader called it low atrial rhythm; in the second instance a computer report of NSR was given for a passage interpreted by the cardiologist as atrial escape rhythm. This new technique combining esophageal electrocardiography and computer analySiS4~.9h can ditferentiate supraventricular from ventricular arrhythmias, measure all PR intervals, and detect dropped beats. 
RECORDINGS
The techniques of long-term recording of ambulatory patients with a miniature portable tape recorder (Holter) to detect transient arrhythmias constitutes a clinical procedure of major significance in electrocardiology.97 The recorder, which uses either a cassette or reelto-reel magnetic tape, typically can record up to 24 hr of two channels of electrocardiographic data. In this way, transient arrhythmic events that occur unpredictably can often be captured during the 24-hr period in which the patient engages in normal activity. The long-term recording is essential if one is to observe a The recordings are later reviewed at 60 or I20 times real-time in order to observe episodes of rhythm abnormalities that may be present. High-speed analysis is necessary in order to process the approximately 100,000 QRS complexes present in a typical 24-hr recording. Early manual systems (scanners) required an operator to detect all incidents of ectopic activity and generate a report based on this manual assessment. Such analyses were qualitative rather than quantitative in nature and results were highly dependent on the skill of the technician who scanned the tape. More recently, computer techniques for high-speed scanning have been developed for purposes of distinguishing normal from abnormal QRS complexes and for cataloging abnormal activity. The rate of error in quantification of arrhythmic events is expected to be reduced significantly as computer-assisted systems become more common. It should be noted that while commercial versions of these systems are commonly designated as automated analysis systems, this is a misnomer in that all present systems currently depend on the interaction of a human operator.9X
In the more sophisticated systems the operator technician preselects the parameter settings for various detection algorithms. For instance, normal QRS morphology must be pre-identified, QRS widths or interval lengths specified, and other thresholds adjusted for the particular ECG under analysis. The ability of the system to distinguish PVBs from aberrantly conducted supraventricular complexes is highly operatordependent. This is because none of the currently available lead systems adequately or reliably records P waves. Computer techniques applied to high-speed analysis of Holter electrocardiograms roughly parallels systems developed earlier for diagnostic ECG and coronary case monitoring. A method for segregating normal QRS complexes from abnormal must be employed, and in addition, RR intervals are evaluated. Clustering of similarly shaped QRS complexes is a feature of most computer-based systems.
Work in computer-assisted Halter scanning during the early 1970s consisted mostly of PVB detection with efforts directed toward quantitication of ectopic activity."' lo3 lmproved versions appeared in the mid-1970s,'"4.'0' and at this time interactive systems were developed."'h Computer analyzed ambulatory recordings were employed for evaluating anti-arrhythmic drugs,'"' and a finite state machine approach was advanced for rapid analysis of ventricular arrhythmias.'"x Continued improvements in accuracy of quantification of Holter scanning results were seen in the late 1970~'~' "I as microprocessors and digital logic became standard on most playback units. Selective recorders, which were automatically activated upon arrhythmia detection or patient activated, replaced some of the continuous models as integrated circuitry became less costly and more miniaturized. These "smart" recorders are capable of real-time analysis and store only significant events. Limitations include missed episodes of arrhythmia, noise-produced activation. and an incomplete record for later analysis. Continuous recorders remain the more commonly accepted device, and playback units continue to become more sophisticated as microprocessor technology is applied to the problem.
A computer interfaced to a Halter scanner that automatically digitized and stored each IOset episode upon arrhythmia detection was reported in 1979."" Off-line rhythm analysis was envisioned as a long-term goal. but editing and plotting of the IO-set passages were the only features available at the time of reporting. Analysis of ST-T intervals was added to a high-speed playback system that digitized data at 60x real time,"' and to the ARGUS/H system'"" during the late 1970s. Recent innovations in Halter monitoring include microprocessor controlled analysis and high speed transtelephonic report generation,'lh an almost "operator-free" automated system in which only the initialization stage requires operator interaction,"' and a twochannel preprocessor that detects QRS complexes independently on each channel with improved accuracy in the face of signal dropOUt."X 
leads in this capacity is well documented."" Newer techniques include the use in our laboratory of the Arzbaecher esophageal lead as an accessory lead for ambulatory monitoring."" We have developed computer methods for quantifying PABs during two studies that were undertaken using esophageal Holter recording: the determination of the number of premature atrial beats each hour in patients being treated with a new antiarrhythmic drug,"' and capturing the onset of supraventricular tachycardias."' During the computer scan a strip chart recording is automatically produced whenever a PAB is detected on the esophageal channel. Since there is a short delay loop, it is possible to capture the event about four beats before it occurs. Figure 12 shows a case where the chart recorder was speeded up when a PAB was detected (5th beat from the left). In this case the beat was conducted, but when conduction to the ventricles is blocked, the technique still permits the PAB to be detected and counted.
Our study, the evaluation of NORPACER in the suppression of supraventricular arrhythmias, revealed incidents of ventricular tachycardia that prompted us to begin our second study: capturing the onset of a tachycardia in the hope of deducing the underlying electrophysiology. Figure 13 shows a patient suffering from recurrent episodes of syncope. After two normal beats the patient has a slightly shortened PR interval suggestive of an A-V nodal beat. An accelerated junctional rhythm is then maintained and at the seventh beat the P wave changes dramatically and appears after QRS, indicating atrial retrograde activity.
Another tracing revealing an accelerated idioventricular rhythm with retrograde conduction to the atria is shown in Fig. 14 . After three beats the sinus node reasserts itself and the atria and ventricles become dissociated. Then in the last three beats the sinus impulses are conducted, though aberrantly. In particular, the first conducted QRS is almost imperceptible.
Thus a simple method of long-term recording incorporating an esophageal lead is possible in which prominent P waves are present for accurate analysis of arrhythmia. The technique is a practical answer to the analysis of supraventricular arrhythmias in drug studies or in routine diagnosis.
EVALUATION AND TESTING
The feasibility of computerized electrocardiography was demonstrated in the late 1950s and in the early 1960s clinical implementation became a reality. Despite the fact that 20 yr have elapsed since the initiation of automated analysis of ECGs, the question of performance evaluation raised early in this history remains essentially unanswered and continues to becloud the future of this sophisticated technique. Caceres" pointed out one aspect of the problem in 1973 when he discussed the lack of consistency among EKG readers or "observer variability," which he called a polite term for error. The advent of automation, he claims, forces us to consider standardization and requires us to examine our individualistically styled criteria. Studies done to evaluate computer quality in the past focused on comparing the computer results with cardiologist results without examining the manual system to determine its accuracy. Thus performance was computed vis-a-vis agreement with an expert or panel of experts without regard for a standardization criteria against which to evaluate all ECG readers, human or machine. Automation of the clcctrocardiographic process forces a rigid adherence to defined criteria. Since we can apply this criteria in order to evaluate the computer objcctively and thus readily determine performance, Caceres asks whether we should not impose a similar evaluation upon the manual system. The computer is never plagued with day-to-day variability or the obvious lack of agreement between individual cardiologists. Indeed the clinical accuracy of a computer interpretation is often a reflection of the ability of the computer to follow religiously the defined criteria, while a human observer is free to ignore strict adherence when he chooses. In a 20-yr overview of computerized electrocardiography published recently, Caceres"' pointed out that past experience shows that once a computer has interpreted an electrocardiogram on the basis of defined criteria, the computer program designers rapidly receive feedback from those who have other data from other sources, and he suggests that data on electrocardiographic criteria and clinical correlation may be far more complete at any large "commercial" ECG processor's office than in any single academic heart station. In our quest for developing standards to evaluate programs, he recommends that we develop standards for human readers first; then the computer can duplicate whatever it is that we wish a human being to do, and probably improve the performance.
Attempts to provide some sort of quantitative evaluation of systems were engaged in by both developers and eventually manufacturers of ECG systems. The methods of analysis varied broadly but invariably utilized the interpretation of the cardiologist (or team of cardiologists) as the "gold standard" for purposes of arriving at some figure of merit. Bailey et al."" introduced a method for evaluating ECG computer programs that avoided the pitfalls of previous studies, namely. the separation of disagreements between computer program and readers into criteria differences and program errors. The reasoning was that the "accuracy" of a program is dependent upon the choice of criteria as well as program errors. Three programs were evaluated by the authors and results showing the percent disagreement were subdivided into the following categories: Table IO. A follow-up study'-"' examined the reproducibility in ECG computer program performance in the same three programs. Two digital data sets were employed. each extracted from the same analog ECG and each separated from the other by a I msec phase lag. When these digital representations were processed by the Mayo Clinic program ( 1968) the diagnostic statements were identically produced in 60% of 33 tracings. A Task Force on Computers in Diagnostic Electrocardiography was commissioned by the American College of Cardiology to examine the role of computers in optimal electrocardiography and reported its findings in 1977."' Initially the committee gave some consideration to documenting comparative performance of computer ECG systems on the basis of already published evaluations, but decided against that scheme until such time as a precise methodology for evaluation could be specified. The Task Force favored comparative program evaluation using well defined test libraries, with appropriate clinical documentation and specihc selection criteria for each test group.
Three basic methods were discussed which could be used for measurement of program accuracy.
Method l-determining the sensitivity and specificity of diagnostic classification by computer using electrocardiogram-independent evidence.
Method II-accepting as a standard a constrained human observer, the constraint being a given set of measurements or criteria agreed upon before the evaluation.
Method Ill-similar to method II but evaluation is between the program and the observer, or majority opinion of a group of observers.
Applying these three methods to determine the computer's electrocardiographic interpretive accuracy should result in three types of state-ments that can be made by human readers or computer programs.
Type A. Statements that refer to the diagnosis of an anatomic lesion or pathophysiologic state that is determined from nonelectrocardiographic evidence, i.e., cardiac catheterization, serum enzyme levels, ventriculograms, echocardiograms, scintigrams and autopsy findings.
Type B. Statements that refer to the diagnosis of an electrophysiologic state that are primarily detected by the electrocardiogram itself. (If these are later confirmed by invasive methods, they could become type A statements.) Type C. Purely descriptive statements of electrocardiographic features, the meaning of which cannot be precisely defined, i.e., flat T waves.
To measure the accuracy of type A statements it is necessary to gather a large test library in which a particular non-ECG method has been established as a fixed criteria for a given diagnosis. The accuracy of type B statements would require a similar database of common and uncommon arrhythmias, and a sufficient number of conduction defects, such as bundle branch block and pacemaker rhythm. The "gold standard" for type B statements might be the consensus of a group of expert electrocardiographers, except in difficult cases where invasive techniques may be required. Type C statement accuracy is particularly difficult to evaluate because purely descriptive statements may or may not carry diagnostic significance, and may reflect nomenclature common to local institutions or centers. Resolving semantic equivalencies is of major importance, as is determining a fixed criteria against which to test the statements.
It is clear that construction of type A and B databases constitutes a difficult, tedious, timeconsuming task and if done. should include a spectrum of disease states of all severities and contain a representative number of difficult conditions or combinations of diseases."* In the meantime, investigators continue to attempt an evaluation by a variety of methods. A system (TELAVIV) for automated analysis and verification of long-term 3-channel ECG recordings has been designed by a group in Israel."' and an annotated digital ECG data base comprised of 48 half-hour, 2-channel ECG excerpts containing a variety of arrhythmias, conduction abnormalities, and artifact has been collected by a team in Boston.'"' Willems" recently examined two vectrocardiograph (VCG) and four 12-lead ECG programs in order to assess what measurement discrepancies existed. He found considerable measurement differences between programs, particularly time measurements. The differences were considered not too surprising since "various programs apply different algorithms and references for wave recognition beat selection and parameter extraction leading to significant differences in measurement results and diagnoses." A plea was made by the investigator toward common standards as well as toward standardization of the definitions of waves and measurement references.
Evaluation of Arrhythmia Monitors
The American Heart Association has sponsored the preparation of an annotated arrhythmia database for the purposes of evaluating arrhythmia monitors."'~ 'j4 The development of the database for evaluation of ventricular arrhythmia detectors is complete after 10 yr of planning including 3 yr of collection and annotation of data. The database was compiled for purposes of development and evaluation of automated detection systems, specifically computerized systems using digital data." The compendium consists of 160 digitized 3-hr segments of 2-channel recordings of ECGs. The last half hour has been annotated on a beat-by-beat basis by a panel of expert electrocardiographers.
Eight arrhythmia classes are represented: ( 1) no PVBs, (2) isolated uniform PVBs, (3) isolated multiform PVBs. (4) bigeminy, (5) R-on-T, (6) couplets, (7) ventricular rhythms, (8) ventricular fibrillation.
Computer processing on the ARGUS/%H was used in almost all phases of the project from initial processing of candidate recordings to reconciliation of beat-by-beat diagnoses of individual electrocardiographers.
The database is available through an official distributor selected by the American Heart Association. Current work is underway for design of a methodology for performance evaluation of arrhythmia detectors. There will be an associated catalog that will briefly describe the contents of each tape, including the source of the data, rhythm, arrhythmia content, noise content, electrode placement, pertinent morphologies, and relevant clinical data. The catalog will also include a statement of policy regarding database usage.
SUMMARY AND DISCUSSION
A study of the use of computer assisted ECG was performed for the federal government in 1975 by Arthur D. Little'3h in which was cataloged the major ECG programs that were in routine clinical use in the United States: CroMed. ECAN, Hewlett-Packard, IBM-Bonner, Mayo '74, Phone-a-Gram, Telemed, and VA. The Telemed, Cro-Med, and Phone-a-Gram programs were available only through a service contract with the individual vendors; the Hewlett-Packard program was available only with the H-P dedicated system; the ECAN program was available to general users and also implemented on the Roche commercial system; the IBMBonner program was an option offered by Hewlett-Packard, Marquette, TELEMED, and Roche; the Mayo program was available on the Marquette system; and the VA program was available in general. The VA and Mayo programs performed analysis on the orthogonal (X, Y, Z) leads and the remainder of the systems employed the standard 12-lead system.
The volume of computer-assisted ECGs in the The statistics for I976 reported by Task Force III for Optimal Electrocardiography"' can be seen in Table 11 . The number of ECGs processed using the IBM program shown equals those processed using the Telemed program (roughly 28% of the total). These figures do not agree precisely with those published by Arthur D. Little'3h because they include some non-USA processors, but the chart reveals that 895% of the total volume of ECGs processed by computer are being processed by proprietary commercial programs, some of which have not disclosed any information about measurement or diagnostic logic. Rautaharju"' comments, "Perhaps for the first time in history, a medical diagnostic laboratory test is widely distributed without a full disclosure of the procedure." Concerns that many programs have been released without adequate testing, without documentation of test results, without disclosure of criteria and key features, further complicates the issue of standardization.
A later study by Arthur D. Little"' revealed the trend in the use of ECG analysis programs from 1975 to 1978 (Table 12 ). Cro-Med had virtually disappeared from the market, and Reproduced by permission from IEEE Press.'" ECAN had slipped to less than 1% of the total. Those systems that processed X, Y, Z leads only (Mayo and VA) constituted less than 4% of the total. The commercially available program developed by IBM-Bonner accounted for 42% of the total market, with the bulk of the volume due to its use in the computer ECG system marketed by Marquette Electronics. The proprietary programs used by Telemed (36%), Hewlett-Packard (9%), and Phone-a-gram (6%) constituted 51%) of the total. Figure 15 shows the growth of computer-assisted ECG reading in the United States during the last decade, and the depicted growth rate of about I million ECGs per year is expected to continue unabated over the next 2 to 5 yr.
The introduction of computers into clinical electrocardiography has had a variety of effects. There is no question that computers are ready to replace and should replace some of the functions of the electrocardiographer."' and given that event, the very nature of the function of the electrocardiographer will undergo fundamental changes. While the use of computer assistance in electrocardiography has not resulted in any widespread improvement in diagnostic accuracy, or dramatically altered the delivery of medical care, the inherent inadequacy of current ECG classitication criteria has been made evident to users and developers.
The availability of computer-assisted electro-cardiography may help to promote compliance with a recommendation advanced by Task Force IV of the American College of Cardiology: that a baseline electrocardiogram be obtained on all adults.'3x Certainly advances can be expected in the early detection of cardiovascular disease if the procedure is broadly used on a routine basis for those patients who are at high risk of developing heart disease. The technique of computer analysis and storage of large numbers of ECGs within a single system provides a powerful tool for epidemiologic studies and also for amassing large data bases of ECGs for purposes of further refinement of diagnostic criteria. Indeed the creation of computer systems for ECG analysis has not only revealed the lack of standard and universal diagnostic criteria, but most probably will be the mechanism by which improvements in this area will be realized.
Future directions of electrocardiography appear to be closely linked to future advances in related computer techniques. The Task Force VI of the American College of Cardiology"" listed the following categories in clinical electrocardiography in which major work would develop: (I ) body surface mapping, (2) direct cardiac mapping, (3) intracardiac electrocardiography, (4) signal-averaging techniques, (5) conventional electrocardiography.
(6) magnetocardiography. and (7) stress testing. The development of many of these specialized techniques arc possible only GROWTH fN USE OF COMPUfER-ASSISTED ECG READING UNITED STATES with the utilization of computers for data acquisition, mass storage, and efficient analysis and interpretation of results. Major technologic advances are emerging that will further enhance computer techniques in electrocardiography.
Microprocessors are being included in the design of electrocardiographs that essentially convert the device to a sophisticated stand-alone computer. Preprocessors condition the signal prior to display or transmission to a central computer. Such preprocessing can digitally filter the signal to eliminate excessive noise, effect optimal trace positioning, and eliminate baseline wander. Some advanced electrocardiographs are stand-alone computers that complete all analysis within internally contained microprocessors, deliver a diagnostic report on a cart-mounted printer and write the electrocardiographic data to floppy disk for archival storage."" A commercial system unveiled in 1978 (IBM Corporation) executes the Bonner program on a microprocessor-based electrocardiographic cart and delivers an immediate diagnosis. Patient information can be entered via a keyboard and monitored on the display. The system generates a comprehensive report and records the ECG on a floppy disk for subsequent storage. The central system with the capability of telephonic reception of ECG data from system compatible nondiagnostic carts provides a central data base facility for instant diagnosis and serial evaluation of ECGs. Remotely acquired ECGs are temporarily stored on floppy disks in digital form and later hand carried to the central facility.
New leads and lead systems for specialized purposes can be accommodated by computer systems without creating great computational problems. The esophageal lead for arrhythmia monitoring is one example,'"' and leads for body surface mapping (the registration of electrocardiographic activity from an array of multiple electrodes located across the entire thoracic region) are another. The computer provides a mechanism for integrating information from new leads into existing systems'4' and, in the case of multiple surface leads, can be employed to assess redundancy and thus provide a more sharply focused view of cardiac activity.
Other new technologic advances that are predicted to have an impact on the field of computerized electrocardiography are occurring in the area of digital transmission and the related processes of data compression and reduction. Past limitations of low-speed transmission devices (300 baud) and the need for faithful reproduction of IO-to 20-set of multichannel data sampled at rates of 200 to 1000 per second (48,000 to 720.000 bits) made digital transmission unfeasible. New trends in high speed modems (2400 to 9600 baud) coupled with data compression techniques providing compression ratios of 3: 1 to 30: 1 '41m'24 offer the distinct possibility of real-time digital transmission. The improved signal-to-noise ratio of digital versus analog transmission, plus error detection and correction algorithms, should serve to move digital transmission techniques from the experimental laboratory to clinical use within the near future. Shortly to be introduced by one manufacturer of computerized ECG systems is an electrocardiographic cart capable of analog-to-digital conversion at 250 Hz, digital preprocessing, and digital transmission to the central processor at 2400 baud with a standardized protocol. A major modification in the format of the unit record has been incorporated in order to effect efficient data storage at the central computer. Signal averaging is employed to extract a median cycle (a representative single beat) for each of 12 leads. The direct writer of the electrocardiograph produces a record with each of the I2 median cycles and a IO-set rhythm strip derived from leads VI, II. and V5."' Eventually the signal averaging will be done on the digital cart rather than at the central computer.
Future trends in computerized electrocardiography will also be seen in the further automation of high-speed analysis of the ambulatory electrocardiogram, in the realm of exercise electrocardiography, in signal averaging techniques for His bundle recordings from the surface and esophagus, and in further development of improved techniques for comparison of serial electrocardiograms.
The computer will continue to play a major role in clinical electrocardiography as a powerful device for efficient data acquisition and high-speed storage and retrieval, as well as serve as an adjunct to the physician in measurement. comparison, correlation. logical and statistical decision-making. and analysis of the electrocardiographic waveforms.
