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1. Introduction
Throughout this paper, all spaces are assumed to be Hausdorff topological spaces. Let R be the set of all real numbers,
N the set of all natural numbers, and κ an inﬁnite cardinal. (Topological) vector spaces always mean real (topological) vector
spaces. A partially ordered vector space (Y ,) is said to be an ordered vector space if the following conditions are satisﬁed:
(i) x y implies x+ z y + z for all x, y, z ∈ Y ,
(ii) x y implies rx ry for all x, y ∈ Y and all r ∈R with r  0.
A vector lattice is an ordered vector space satisfying the following condition:
(iii) every two-point set {x, y} has a least upper bound x∨ y and a greatest lower bound x∧ y.
Throughout this paper, the origin of a vector space is denoted by 0, and for an ordered vector space (Y ,), the positive
cone {y ∈ Y : y  0} is always denoted by S. A topological vector space Y is called an ordered topological vector space if Y is
an ordered vector space such that the positive cone S is closed in Y . For a vector lattice Y , a subset A of Y is said to be
solid if x ∈ A and |y| |x| implies y ∈ A, where |z| is deﬁned by |z| = z ∨ (−z) for each z ∈ Y . A topological vector space Y
is said to be a topological vector lattice if it is a vector lattice and locally solid (that is, Y possesses a 0-neighborhood base
consisting of solid sets). Every topological vector lattice is an ordered topological vector space [18]. A normed lattice Y is a
vector lattice with a norm ‖ · ‖ such that the following condition is satisﬁed:
(iv) |x| |y| implies ‖x‖ ‖y‖ for all x, y ∈ Y .
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1956 K. Yamazaki / Topology and its Applications 157 (2010) 1955–1965A normed lattice is said to be a Banach lattice if it is a Banach space. Popular Banach spaces like lp , lp(κ), Lp([0,1]), where
1 p ∞, c0, c are Banach lattices with their natural orderings. Another familiar example of Banach lattices is the Banach
space C0(Z) of all continuous functions s on a space Z such that for each ε > 0 the set {z ∈ Z : |s(z)|  ε} is compact,
where the linear operations are deﬁned pointwise and ‖s‖ = supz∈Z |s(z)| for each s ∈ C0(Z). The symbol c0(κ) denotes the
space C0(Z), where Z is the discrete space of cardinality κ . Note that the positive cone S of C0(Z) (or lp(κ), 1  p ∞)
is {s ∈ C0(Z): s(z)  0 for each z ∈ Z} (or {s ∈ lp(κ): s(z)  0 for each z ∈ κ}). As usual, for s, t ∈ C0(Z) (resp. s, t ∈ lp(κ),
1 p ∞), s t means s(z) t(z) for each z ∈ Z (resp. z ∈ κ ). Also, for s, t ∈ Lp([0,1]), 1 p ∞, s t means s(z) t(z)
a.e. on z ∈ [0,1].
For a set Y , 2Y is the set of all non-empty subsets of Y . Let X be a topological space and Y an ordered vector space.
Then, for y1, y2 ∈ Y , we say that y1 is positive if 0  y1, and write y1 < y2 if y1  y2 and y1 = y2. For y1, y2 ∈ Y ,
deﬁne [y1,∞) = {z ∈ Y : y1  z} (= y1 + S), (−∞, y1] = {z ∈ Y : z  y1} (= y1 − S) and [y1, y2] = {z ∈ Y : y1  z  y2}
(= (y1 + S) ∩ (y2 − S)). Subspaces [y1, y2] of Y , where y1, y2 ∈ Y with y1  y2, are called order intervals. For a map
f : X → Y , deﬁne a set-valued mapping [ f ,∞) : X → 2Y by [ f ,∞)(x) = [ f (x),∞) for each x ∈ X . The map (−∞, f ] is
similarly deﬁned. For maps f , g : X → Y , we write f  g if f (x) g(x) for each x ∈ X . For maps f , g : X → Y with f  g ,
deﬁne a set-valued mapping [ f , g] : X → 2Y by [ f , g](x) = [ f (x), g(x)].
Let X and Y be topological spaces. A set-valued mapping ϕ : X → 2Y is lower semi-continuous (= l.s.c.) (resp. upper
semi-continuous (= u.s.c.)) if ϕ−1[U ] = {x ∈ X: ϕ(x) ∩ U = ∅} (resp. ϕ#[U ] = {x ∈ X: ϕ(x) ⊂ U }) is open in X for each
open set U of Y . For an ordered topological vector space Y , a map f : X → Y is said to be lower semi-continuous (= l.s.c.)
if (−∞, f ] : X → 2Y is lower semi-continuous, and f is said to be upper semi-continuous (= u.s.c.) if − f is lower semi-
continuous (Borwein and Théra [3]; see also [2,17]).
For a topological space X and an ordered topological vector space Y , we say that (X, Y ) has the insertion property if
for every u.s.c. map g : X → Y and every l.s.c. map h : X → Y with g  h there exists a continuous map f : X → Y such
that g  f  h. Kateˇtov–Tong insertion theorem [10,20] shows that X is normal if and only if (X,R) has the insertion
property (see Hahn [8] for metric spaces X ; and Dieudonné [4] for paracompact spaces X ), [5, 1.7.15(b)]. Borwein and Théra
[3, Corollary 2.3] prove that for a paracompact space X and a Banach lattice Y , (X, Y ) has the insertion property. Ohta
[16, Theorem 2] shows that X is paracompact if (X,C0(Z)) has the insertion property for every topological space Z ; note
that the deﬁnition of lower (upper) semi-continuity in [16], which is originally deﬁned in [6], coincides with ours by (2)
of Corollary 2.3. Gutev, Ohta and Yamazaki [6] show that (X, c0(κ)) has the insertion property, where lower (or upper)
semi-continuity is used in the sense of [6], if and only if X ∈ κ-PN ; here, X ∈ κ-PN [6] means that every point-ﬁnite
open cover of X with cardinality at most κ is normal (see [1] for deﬁnitions of normal covers). Thus, the Banach lattices
C0(Z) and c0(κ) were used to characterize different topological properties on X by insertion of maps.
The purpose of this paper is to give various insertion theorems for maps to Banach lattices. To do this, in Section 2,
we ﬁrst unify the deﬁnitions of semi-continuous maps to ordered topological vector spaces Y given in Borwein and Théra
[3] with those for Y = C0(Z) in Gutev, Ohta and Yamazaki [6]. In Section 3, we give duality theorems on semi-continuous
maps f : X → Y to a topological vector lattice Y and semi-continuous set-valued mappings ϕ : X → 2Y . Since proofs of
insertion theorems for maps with values into Banach lattices depend on selection theorems by Michael [14] (or Kandô [9],
Nedev [15]), these duality theorems are useful. In Section 4, we establish several insertion theorems with values into Banach
lattices. Section 5 deals with one-side insertion theorems. Our main concern in Sections 4 and 5 is to know whether ‘c0(κ)’
of insertion theorems given in [6, Theorems 3.1, 5.1 and 5.2] can be replaced by other Banach lattices, like lp(κ) (1 p < ∞)
or c etc., or not. We especially have that ‘R’ in Kateˇtov–Tong insertion theorem can be replaced by ‘lp ’ for each 1 p < ∞,
but cannot be replaced by ‘c’ (Corollaries 4.6 and 4.7).
For basic facts and terminology, the reader is referred to [1,5,12,18] and [21, Chapter XII].
2. Fundamental characterizations of semi-continuous maps to topological vector lattices
In the following, for a metric space Y and y ∈ Y , B(y;ε) stands for the open ε-ball of y. We ﬁrst recall the following
known fact.
Proposition 2.1. (Cf. [2,3,17].) Let X be a topological space, Y an ordered topological vector space, and f : X → Y amap. Then, f is l.s.c.
(resp. u.s.c.) if and only if for each x ∈ X and each 0-neighborhood V there exists a neighborhood G of x such that f (x′) ∈ f (x)+ V +S
(resp. f (x′) ∈ f (x) + V − S) for each x′ ∈ G.
We give the following characterization of semi-continuous maps f : X → Y into topological vector lattices Y .
Proposition 2.2. Let X be a topological space, Y a topological vector lattice, and f : X → Y a map. Then, f is l.s.c. (resp. u.s.c.) if
and only if for each x ∈ X and each 0-neighborhood V there exists a neighborhood G of x such that f (x) − f (x) ∧ f (x′) ∈ V (resp.
f (x) ∨ f (x′) − f (x) ∈ V ) for each x′ ∈ G.
Proof. Since f (x) ∨ f (x′) − f (x) = (− f )(x) − (− f )(x) ∧ (− f )(x′) and f is u.s.c. if and only if − f is l.s.c., we only show the
case f is l.s.c.
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neighborhood G of x such that f (x) − f (x) ∧ f (x′) ∈ V for each x′ ∈ G . Fix x′ ∈ G . Since
f
(
x′
)− f (x) = ( f (x′)− f (x))∧ 0+ ( f (x′)− f (x))∨ 0
= −( f (x) − f (x) ∧ f (x′))+ ( f (x′)− f (x))∨ 0
∈ −V + S= V + S,
this provides that f (x′) ∈ f (x) + V + S. By Proposition 2.1, we have that f is l.s.c.
To show the ‘only if ’ part, assume that f is l.s.c. Let x ∈ X and V be a 0-neighborhood. We may assume that V is solid.
By Proposition 2.1, there exists a neighborhood G of x such that f (x′) ∈ f (x) + V + S for each x′ ∈ G . Fix x′ ∈ G . Then, take
v ∈ V such that f (x′) − f (x) − v  0. Since
∣∣ f (x) − f (x) ∧ f (x′)∣∣= 0∨ ( f (x) − f (x′)) 0∨ (−v) |v|
and V is solid, we have f (x) − f (x) ∧ f (x′) ∈ V . 
Corollary 2.3. Let X be a topological space, Y a normed lattice and f : X → Y a map. Then, the following statements hold.
(1) f is l.s.c. (resp. u.s.c.) if and only if for each x ∈ X and each ε > 0 there exists a neighborhood G of x such that ‖ f (x) − f (x) ∧
f (x′)‖ < ε (resp. ‖ f (x) ∨ f (x′) − f (x)‖ < ε) for each x′ ∈ G.
(2) For Y = C0(Z), where Z is a topological space, f is l.s.c. (resp. u.s.c.) if and only if for each x ∈ X and each ε > 0 there exists a
neighborhood G of x such that if x′ ∈ G, then f (x′)(z) > f (x)(z) − ε (resp. f (x′)(z) < f (x)(z) + ε) for each z ∈ Z . (This is the
deﬁnition of l.s.c. (u.s.c.) maps in the sense of Gutev, Ohta and Yamazaki [6].)
Proof. (1) follows from Proposition 2.2.
(2) Since f (x′)(z) < f (x)(z) + ε if and only if (− f )(x′)(z) > (− f )(x)(z) − ε and f is u.s.c. if and only if − f is l.s.c., we
only show the case f is l.s.c.
To show the ‘if ’ part, assume f : X → C0(Z) is l.s.c. in the sense of [6]. Let x ∈ X and ε > 0. Then, there exists a
neighborhood G of x such that if x′ ∈ G , then f (x′)(z) > f (x)(z) − ε/2 for each z ∈ Z . For each x′ ∈ G , it follows that
∥∥ f (x) − f (x) ∧ f (x′)∥∥= sup
z∈Z
∣∣ f (x)(z) − f (x)(z) ∧ f (x′)(z)∣∣
= sup
z∈Z
(
0∨ ( f (x)(z) − f (x′)(z))) ε/2< ε.
Thus, f is l.s.c.
To show the ‘only if ’ part, assume that f : X → C0(Z) is l.s.c. Let x ∈ X and ε > 0. By (1), there exists a neighborhood G
of x such that ‖ f (x) − f (x) ∧ f (x′)‖ < ε for each x′ ∈ G . For each x′ ∈ G and each z ∈ Z , it follows that
f (x)(z) − f (x′)(z) ( f (x)(z) − f (x′)(z))∨ 0= f (x)(z) − f (x)(z) ∧ f (x′)(z)

∥∥ f (x) − f (x) ∧ f (x′)∥∥< ε,
which provides that f (x′)(z) > f (x)(z) − ε. 
Let X be a topological space, and let Y be an ordered topological vector space such that each 0-neighborhood U of Y
admits a 0-neighborhood V such that (V − S) ∩ (V + S) ⊂ U . Then, a map f : X → Y is continuous if and only if f is l.s.c.
and u.s.c. [17]. Related to this fact, we have the following remark.
Remark 2.4. Proposition 2.2 directly implies that for a topological space X and a topological vector lattice Y , a map
f : X → Y is continuous if and only if f is l.s.c. and u.s.c. To show this, let f : X → Y be a continuous map into a topological
vector lattice Y , x ∈ X and V be a solid 0-neighborhood. Take a neighborhood G of x such that f (x) − f (x′) ∈ V for each
x′ ∈ G . It follows that | f (x)− f (x)∧ f (x′)| = 0∨( f (x)− f (x′)) | f (x)− f (x′)| (resp. | f (x)∨ f (x′)− f (x)| = 0∨( f (x′)− f (x))
| f (x) − f (x′)|), this provides that f (x) − f (x) ∧ f (x′) ∈ V (resp. f (x) ∨ f (x′) − f (x) ∈ V ) for each x′ ∈ G because V is solid.
This shows that f is l.s.c. (resp. u.s.c.). Conversely, let f : X → Y be an l.s.c. and u.s.c. map into a topological vector lat-
tice Y , x ∈ X and V be a 0-neighborhood. Take a 0-neighborhood U with U + U ⊂ V and U = −U . Since f is l.s.c. and
u.s.c., x admits a neighborhood G of x such that f (x) − f (x) ∧ f (x′), f (x) ∨ f (x′) − f (x) ∈ U for each x′ ∈ G . It follows that
f (x) − f (x′) = ( f (x) − f (x) ∧ f (x′)) + ( f (x) ∧ f (x′) − f (x′)) = ( f (x) − f (x) ∧ f (x′)) + ( f (x) − f (x) ∨ f (x′)) ∈ U − U ⊂ V for
each x′ ∈ G . This shows that f is continuous.
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For a subset A of a vector lattice Y , the least upper bound (l.u.b.) of A is denoted by
∨
A, if exists. The greatest lower
bound (g.l.b.) of A is similarly denoted by
∧
A, if exists.
Borwein and Théra [3, Theorem 2.1] established:
Theorem 3.1. (Borwein and Théra [3]) Let X be a topological space, and Y a topological vector lattice. If g : X → Y is u.s.c. and
h : X → Y is l.s.c. with g  h, then [g,h] : X → 2Y is l.s.c.
Gutev, Ohta and Yamazaki [6, Lemmas 2.6 and 2.8] show the following; it follows from (2) of Corollary 2.3 that (1) of
Theorem 3.2 is contained in Theorem 3.1.
Theorem 3.2. (Gutev, Ohta and Yamazaki [6]) For topological spaces X and Z , the following statements hold.
(1) If g : X → C0(Z) is u.s.c. and h : X → C0(Z) is l.s.c. with g  h, then [g,h] : X → 2C0(Z) is l.s.c.
(2) If g : X → C0(Z) is l.s.c., h : X → C0(Z) is u.s.c. with g  h and Z is discrete, then [g,h] : X → 2C0(Z) is u.s.c.
(3) If ϕ : X → 2C0(Z) is an l.s.c. compact-valued mapping, then∨ϕ : X → C0(Z) is l.s.c.
(4) If ϕ : X → 2C0(Z) is a u.s.c. compact-valued mapping, then∨ϕ : X → C0(Z) is u.s.c.
In this section, we extend (2), (3) and (4) of Theorem 3.2 for maps with values into arbitrary topological vector lattices.
Turning to this, recall that every order interval of C0(Z), where Z is discrete, is compact [6, Lemma 2.5].
Proposition 3.3. Let X be a topological space, and Y a topological vector lattice. If g : X → Y is l.s.c., h : X → Y is u.s.c. with g  h
and [g(x),h(x)] is compact for each x ∈ X, then [g,h] : X → 2Y is u.s.c.
It is clear that the positive cone S in an ordered vector space Y is a proper cone (that is, a convex cone S with S ∩
(−S) = {0}), and well known [18] that a vector space Y with a proper cone S is recognized as an ordered vector space
by the relation x  y iff y − x ∈ S . Hence, Borwein and Théra [3, Theorem 2.1] actually show that Theorem 3.1 holds for
‘an ordered vector space and a topological vector space Y such that (Y ,S) is locally decomposable and S is normal and
lattice-like’. Here, (Y ,S) is called locally decomposable if each 0-neighborhood W admits a 0-neighborhood V such that
V ⊂ W ∩ S − W ∩ S (see, for instance, [3]); S is normal if Y has a neighborhood base of 0 consisting of sets U with
U = (U − S) ∩ (U + S) [18]; S is called lattice-like (or has the Riesz interpolation property) if for each x1, x2, y1, y2 of Y
with xi  y j (i, j = 1,2) there exists z ∈ Y such that xi  z  y j (i, j = 1,2) (see, for instance, [3]); it is known that S is
lattice-like if and only if for each x, y, z 0 with z x+ y there exist x′, y′  0 such that x′  x and y′  y with z = x′ + y′
(see, for instance, [3, Proposition 1.9(c)]). Note that for every topological vector lattice Y , (Y ,S) is locally decomposable,
S is normal and lattice-like. From this viewpoint, in order to show Proposition 3.3, we give the following lemma. For a
topological space X and a topological vector space Y , a mapping ϕ : X → 2Y is called uniformity upper semi-continuous if for
each x ∈ X , each 0-neighborhood V admits a neighborhood G of x such that G ⊂ ϕ#[ϕ(x) + V ] (see, for instance, [2]).
Lemma 3.4. Let X be a topological space, and Y an ordered topological vector space such that (Y ,S) is locally decomposable, and S is
normal and lattice-like. If g : X → Y is l.s.c., h : X → Y is u.s.c. with g  h, then [g,h] : X → 2Y is uniformity upper semi-continuous.
Proof. Let g : X → Y be l.s.c., h : X → Y u.s.c. and g  h. Let x ∈ X and V be a 0-neighborhood. Since S is normal, we may
assume V = (V − S) ∩ (V + S). We may further assume that V = −V , because V ∩ (−V ) = (V − S) ∩ (V + S) ∩ (−V + S) ∩
(−V − S) ⊃ (V ∩ (−V ) − S) ∩ (V ∩ (−V ) + S) ⊃ V ∩ (−V ), which provides V ∩ (−V ) = (V ∩ (−V ) − S) ∩ (V ∩ (−V ) + S).
Since (Y ,S) is locally decomposable, take a 0-neighborhood U such that U ⊂ V ∩ S − V ∩ S. Because g is l.s.c. and h is
u.s.c., there exists a neighborhood G of x such that g(x′) ∈ g(x) + U + S and h(x′) ∈ h(x) + U − S for each x′ ∈ G . To show
G ⊂ [g,h]#[[g,h](x) + V ], let x′ ∈ G . Since
g
(
x′
) ∈ g(x) + V ∩ S− V ∩ S+ S= g(x) − V ∩ S+ S and
h
(
x′
) ∈ h(x) + V ∩ S− V ∩ S− S= h(x) + V ∩ S− S,
take y1, y2 ∈ V ∩ S such that g(x′) − g(x) + y1  0 and h(x′) − h(x) − y2  0. Hence, g(x) − y1  g(x′) h(x′) h(x) + y2,
which shows that [g(x′),h(x′)] ⊂ [g(x) − y1,h(x) + y2]. To show [g(x) − y1,h(x) + y2] ⊂ [g(x),h(x)] + V , let z ∈ [g(x) −
y1,h(x) + y2]. Since z − g(x) + y1 ∈ [0,h(x) − g(x) + y1 + y2], 0 h(x) − g(x), 0 y1 + y2 and S is lattice-like, there exist
x1, x2  0 such that
x1  h(x) − g(x), x2  y1 + y2 and z − g(x) + y1 = x1 + x2.
By x1 + g(x) ∈ [g(x),h(x)] and x2 − y1 ∈ [−y1, y2] ⊂ (−V + S) ∩ (V − S) = (V + S) ∩ (V − S) = V , we have z = x1 + g(x) +
x2 − y1 ∈ [g(x),h(x)] + V . Thus, G ⊂ [g,h]#[[g,h](x) + V ]. Hence, [g,h] is uniformity upper semi-continuous. 
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each x ∈ X . By Lemma 3.4, [g,h] : X → 2Y is uniformity upper semi-continuous. Since [g,h](x) is compact for each x ∈ X , it
follows that [g,h] is u.s.c. [7, Remark of Lemma 2.1]. 
A topological vector lattice Y is said to be Dini if every downward directed set {yα}α∈Γ in Y , with ∧α∈Γ yα = 0,
converges to 0 [2,3]. A normed lattice which is Dini is called order continuous. Note that every reﬂexive Banach lattice,
besides l1 and c0(κ), is order continuous (cf. [12]). However, C0(Z) is not necessarily order continuous. Indeed, let Z be
a locally compact non-discrete Tychonoff space, z0 be a non-isolated point of Z , and let N (z0) be the set of all open
neighborhoods U of z0 such that U is compact. For each U ∈ N (z0), take a continuous function fU : Z → [0,1] with
fU (z0) = 1 and fU (Z \ U ) ⊂ {0}. Then, fU ∈ C0(Z). Set ϕ = { fU1 ∧ · · · ∧ fUn : U1, . . . ,Un ∈ N (z0), n ∈ N} ⊂ C0(Z). Then, ϕ is
downward directed. Also,
∧
ϕ = 0. Indeed, 0 is a lower bound of ϕ , and since z0 is a non-isolated point of Z , we have that
0 is g.l.b. of ϕ . On the other hand, ϕ does not converge to 0 because ‖g − 0‖ |g(z0) − 0(z0)| = 1 for each g ∈ ϕ .
We now extend (3) and (4) of Theorem 3.2 for maps ϕ : X → 2Y with a topological vector lattice Y which is Dini, where
ϕ is not necessarily compact-valued.
Proposition 3.5. Let X be a topological space, Y a topological vector lattice which is Dini, and ϕ : X → 2Y an l.s.c. set-valued mapping.
If
∨
ϕ(x) (resp.
∧
ϕ(x)) exists for each x ∈ X,∨ϕ (resp. ∧ϕ) : X → Y is l.s.c. (resp. u.s.c.).
Proof. Assume
∨
ϕ(x) exists for each x ∈ X , and let f (x) =∨ϕ(x) for each x ∈ X . Fix x ∈ X and V a solid 0-neighborhood.
Take a 0-neighborhood U with U + U ⊂ V . Since f (x) =∨{∨ni=1 yi: y1, y2, . . . , yn ∈ ϕ(x), n ∈ N} and Y is Dini, there exist
y1, y2, . . . , yn ∈ ϕ(x) such that f (x) −∨ni=1 yi ∈ U . Since ∨ : Yn → Y , which maps (x1, x2, . . . , xn) to ∨ni=1 xi , is continuous
[18, 7.1], there exists a 0-neighborhood W such that
∨n
i=1 ai −
∨n
i=1 yi ∈ U for each (a1,a2, . . . ,an) ∈ (y1 +W )× (y2 +W )×· · ·× (yn +W ). Set O =⋂ni=1 ϕ−1[yi +W ]; it is a neighborhood of x. We show that f (x)− f (x)∧ f (x′) ∈ V for each x′ ∈ O .
To do this, let x′ ∈ O . Take zi ∈ ϕ(x′) ∩ (yi + W ) for each i = 1, . . . ,n, and deﬁne z =∨ni=1 zi . Then,∣∣ f (x) − f (x) ∧ f (x′)∣∣= f (x) − f (x) ∧ f (x′) f (x) − f (x) ∧ z
= 0∨ ( f (x) − z) ∣∣ f (x) − z∣∣.
On the other hand, f (x)− z = ( f (x)−∨ni=1 yi)+ (∨ni=1 yi −∨ni=1 zi) ∈ U +U ⊂ V . Because V is solid, we have f (x)− f (x)∧
f (x′) ∈ V . Thus, f =∨ϕ is l.s.c.
Next, assume
∧
ϕ(x) exists for each x ∈ X . Since −ϕ : X → 2Y is l.s.c., −∧ϕ = ∨(−ϕ) : X → Y is l.s.c. Hence,∧
ϕ : X → Y is u.s.c. 
Remark 3.6. (a) Recall from [6, Lemma 2.7] that a compact set K of C0(Z) has
∨
K and
∧
K . On the other hand, a com-
pact set K of a topological vector lattice Y does not necessarily have
∨
K or
∧
K . For example, consider the subset
K = {yn: n 0} of lp (1  p < ∞), where y0 = 0, and for n  1, yn(n) = 2−i/p , i is the integer satisfying 2i  n < 2i+1;
yn(m) = 0 if m = n. Since limn→∞ ‖yn‖ = 0, K is compact. To show K has no l.u.b., assume on the contrary that K has
an upper bound y in lp . Since y(n)  yn(n) = 2−i/p  0, where i is the integer satisfying 2i  n < 2i+1, we have that
‖y‖p =∑n∈ω y(n)p ∑n∈ω yn(n)p =∑i∈ω 2i(2−i/p)p = ∞, a contradiction.
(b) In Proposition 3.5, ‘Y is Dini’ cannot be removed. Indeed, let en ∈ l∞ (1 n < ω) be en(m) = 1 if m = n; en(m) = 0
otherwise, and deﬁne the set-valued mapping ϕ : [1,ω] → 2l∞ by ϕ(n) = {ei: 1 i  n} (1 n < ω), ϕ(ω) = {ei: 1 i < ω},
where [1,ω] has the usual order topology. To show ϕ is l.s.c., let U be an open set of l∞ and x ∈ ϕ−1[U ]. We may assume
x = ω. Since ϕ(ω)∩U = ∅, take i0 < ω with ei0 ∈ U and observe that (i0,ω] ⊂ ϕ−1[U ]. On the other hand,
∨
ϕ : [1,ω] → l∞
is not l.s.c., because ‖∨ϕ(ω) − (∨ϕ(ω)) ∧ (∨ϕ(n))‖ = ‖∨ϕ(ω) −∨ϕ(n)‖ = 1 for each n ∈N.
Proposition 3.7. Let X be a topological space, Y a topological vector lattice which is Dini, and ϕ : X → 2Y a u.s.c. set-valued mapping
such that
∨
ϕ(x) (resp.
∧
ϕ(x)) exists for each x ∈ X. Then∨ϕ (resp. ∧ϕ) : X → Y is u.s.c. (resp. l.s.c.) if either (i) Y has a neighbor-
hood base of 0 consisting of sets U such that a1 ∨ a2 ∈ U for each a1,a2 ∈ S∩ U , or else (ii) ϕ(x) is upward (resp. downward) directed
for each x ∈ X.
Proof. Let f (x) =∨ϕ(x) for each x ∈ X .
First assume (i), that is, Y has a neighborhood base of 0 consisting of sets U such that a1 ∨a2 ∈ U for each a1,a2 ∈ S∩U .
Fix x ∈ X and let V be a 0-neighborhood. We may assume that V is solid. Take solid 0-neighborhoods U1,U3 and a 0-
neighborhood U2 such that a1 ∨ a2 ∈ U2 for each a1,a2 ∈ S∩ U2 while U1 + U1 ⊂ V and U3 ⊂ U2 ⊂ U1.
Now, we show the following fact: xi − yi ∈ U3 (i = 1, . . . ,n) implies that ∨ni=1 xi −∨ni=1 yi ∈ U1. Indeed, let xi, yi ∈ Y ,
i = 1, . . . ,n, with xi − yi ∈ U3. Since U3 is solid, we have 0∨ (xi − yi),0∨ (yi − xi) ∈ S∩ U3 ⊂ S∩ U2. Hence,
n∨
|xi − yi | =
n∨((
0∨ (xi − yi)
)∨ (0∨ (yi − xi))) ∈ U2.
i=1 i=1
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U1 is solid, it follows that
∨n
i=1 xi −
∨n
i=1 yi ∈ U1.
Now, ϕ#[ϕ(x) + U3] is a neighborhood of x. Let x′ ∈ ϕ#[ϕ(x) + U3]. Since Y is Dini, there exist a1, . . . ,an ∈ ϕ(x′) such
that f (x′) −∨ni=1 ai ∈ U1. For each i = 1, . . . ,n, take bi ∈ ϕ(x) such that ai ∈ bi + U3. By using the fact shown above, we
have
f
(
x′
)− n∨
i=1
bi =
(
f
(
x′
)− n∨
i=1
ai
)
+
(
n∨
i=1
ai −
n∨
i=1
bi
)
∈ U1 + U1 ⊂ V .
On the other hand,
∣∣ f (x) ∨ f (x′)− f (x)∣∣= 0∨ ( f (x′)− f (x)) 0∨
(
f
(
x′
)− n∨
i=1
bi
)

∣∣∣∣∣ f (x′)−
n∨
i=1
bi
∣∣∣∣∣.
Since V is solid, we have f (x) ∨ f (x′) − f (x) ∈ V . Thus, f is u.s.c.
Next, assume (ii), that is, ϕ(x) is upward directed for each x ∈ X . Let x ∈ X and V be a solid 0-neighborhood. Take a
0-neighborhood U with U + U ⊂ V . Then, ϕ#[ϕ(x) + U ] is a neighborhood of x, and let x′ ∈ ϕ#[ϕ(x) + U ]. Since Y is Dini
and ϕ(x′) is upward directed, we can take y ∈ ϕ(x′) such that f (x′) − y ∈ U . Since ϕ(x′) ⊂ ϕ(x) + U , there exists z ∈ ϕ(x)
such that y − z ∈ U . Then,∣∣ f (x) ∨ f (x′)− f (x)∣∣= 0∨ ( f (x′)− f (x)) 0∨ ( f (x′)− z) ∣∣ f (x′)− z∣∣.
Hence, f (x′) − z = ( f (x′) − y) + (y − z) ∈ U + U ⊂ V . We have f (x) ∨ f (x′) − f (x) ∈ V . Thus, f is u.s.c.
As for the case of
∧
ϕ , for a u.s.c. map ϕ : X → 2Y , −ϕ is u.s.c. Hence ∨(−ϕ) = −∧ϕ is u.s.c., which provides that∧
ϕ : X → Y is l.s.c. 
Remark 3.8. (a) A Banach lattice Y is said to be of type M (in the sense of Kakutani) if ‖x ∨ y‖ = max{‖x‖,‖y‖} for each
x, y ∈ S. Every Banach lattice Y of type M has a neighborhood base of 0 consisting of sets U such that a1 ∨ a2 ∈ U for each
a1,a2 ∈ S ∩ U , and it is known from [12, Lemma 1.b.10] that every order continuous Banach lattice Y which is of type M
is order isometric to c0(κ) for some κ . Hence, the case (i) of Proposition 3.7 can be seen as a partial extension of (4) of
Theorem 3.2 to ϕ : X → 2Y being not necessarily compact-valued.
(b) The condition ‘either (i) Y has a neighborhood base of 0 consisting of sets U such that a1 ∨ a2 ∈ U for each a1,a2 ∈
S∩U or else (ii) ϕ(x) is upward (resp. downward) directed for each x ∈ X ’ on Proposition 3.7 cannot be removed. In fact, for
an order continuous Banach lattice Y and a u.s.c. set-valued mapping ϕ : X → 2Y satisfying that ∨ϕ(x) exists for each x ∈ X ,
the map
∨
ϕ : X → Y is not necessarily u.s.c. even if ϕ is compact-valued. Indeed, let en ∈ l1 (1  n < ω) be deﬁned by
en(m) = 1 if m = n; en(m) = 0 otherwise, and deﬁne the set-valued mapping ϕ : [1,ω] → 2l1 by ϕ(n) = {(2−i+1+n−1)ei: 1
i  n} (1  n < ω), ϕ(ω) = {2−i+1ei,0: 1  i < ω}, where [1,ω] has the usual order topology. Then, we shall show that
ϕ : [1,ω] → 2l1 is u.s.c. such that neither (i) nor (ii) is satisﬁed, and ∨ϕ : [1,ω] → l1 is not u.s.c. To show that l1 does not
satisfy (i), assume on the contrary that l1 satisﬁes (i). Then, there exists a 0-neighborhood U such that U ⊂ B(0;1) and
a1 ∨ a2 ∈ U for each a1,a2 ∈ S ∩ U . Take n ∈ N with B(0;2/n) ⊂ U . For each i with 1 i  n, deﬁne xi ∈ l1 by xi( j) = 1/n
if j = i; xi( j) = 0 otherwise. Then, xi ∈ B(0;2/n) ∩ S ⊂ U ∩ S for each i with 1  i  n. Inductively, we have ∨ni=1 xi ∈ U .
Since ‖∨ni=1 xi‖ = 1, it follows that ∨ni=1 xi /∈ B(0;1), a contradiction. It is easy to see that ϕ does not satisfy (ii). To
show ϕ is u.s.c., take an open set U of l1 and x ∈ ϕ#[U ]. We may assume x = ω. Since ϕ(ω) is compact, take n ∈ N with
ϕ(ω)+B(0;n−1) ⊂ U . Then, (n,ω] ⊂ ϕ#[U ], because ‖(2−i+1+m−1)ei−2−i+1ei‖ = ‖m−1ei‖ =m−1 < n−1 for each 1 i m
and n <m. Thus, ϕ is u.s.c. Finally,
∨
ϕ : [1,ω] → l1 is not u.s.c., because ‖(∨ϕ(ω)) ∨ (∨ϕ(n)) −∨ϕ(ω)‖ = n−1 × n = 1
for each n ∈N.
(c) l∞ is not Dini, but
∨
ϕ (resp.
∧
ϕ) : X → l∞ is u.s.c. (resp. l.s.c.) [17, Corollary 3.4] for each u.s.c. mapping
ϕ : X → 2l∞ such that ∨ϕ(x) (resp. ∧ϕ(x)) exists for each x ∈ X .
4. Insertion theorems
In this section, we provide insertion theorems with values in Banach lattices.
For a topological space Y , the symbol w(Y ) stands for the weight of Y [5]. A space X is said to be κ-paracompact if every
open cover U of X with |U | κ has a locally ﬁnite open reﬁnement. As in [6], we write X ∈ PN if X ∈ κ-PN for every κ .
See [6] for various characterization of spaces X with X ∈ κ-PN . See [1] for basic facts of normal covers of spaces. An
indexed collection {Vα: α ∈ Ω} of subsets of a topological space X is said to be indexed locally ﬁnite if each x ∈ X admits a
neighborhood G of x such that |{α ∈ Ω: G ∩ Vα = ∅}| < ω. Also, {Vα: α ∈ Ω} is indexed point-ﬁnite if |{α ∈ Ω: x ∈ Vα}| < ω
for each x ∈ X .
In Sections 4 and 5, we use the following conditions on an ordered topological vector space Y :
(∗1)κ Y has a subset {eα: α < κ} consisting of positive elements and a 0-neighborhood U such that {eα + U + S: α < κ} is
indexed locally ﬁnite in Y .
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y  e0 admits α < κ with [eα,∞) ∩ (y + U ) = ∅.
(∗3)κ Y has a subset {dα, eα: α < κ} consisting of positive elements with eα < eβ < dβ < dα for α < β and a 0-
neighborhood U such that each y ∈ [e0,d0] admits α < κ with [eα,∞) ∩ (y + U ) = ∅ or (−∞,dα] ∩ (y + U ) = ∅.
Theorem 4.1. For a topological space X, the following conditions are equivalent:
(1) X is normal and κ-paracompact;
(2) for every Banach lattice Y with w(Y ) κ , (X, Y ) has the insertion property;
(3) (X,C0(Z)) has the insertion property, where Z is the quotient space obtained from (κ + 1) × 2 by identifying 〈κ,0〉 and 〈κ,1〉;
(4) there exists a paracompact ordered topological vector space Y satisfying (∗3)κ such that (X, Y ) has the insertion property.
Theorem 4.2. For a topological space X, the following conditions are equivalent:
(1) X ∈ κ-PN ;
(2) for every Banach lattice Y with w(Y ) κ satisfying that every order interval is compact, (X, Y ) has the insertion property;
(3) (X, c0(κ)) has the insertion property;
(4) there exists a topological vector lattice Y satisfying (∗1)κ such that (X, Y ) has the insertion property.
The ‘c0(κ)’ in (3) can be replaced by any of ‘lp(κ) (1 p < ∞)’.
Implications (1) ⇒ (2) and (3) ⇒ (1) of Theorem 4.1 were essentially proved in [3, Corollary 2.3] and [16, Theorem 2],
respectively; (1) ⇔ (3) of Theorem 4.2 was proved in [6, Theorem 3.1].
Proof of Theorem 4.1. (1) ⇒ (2): Use Theorem 3.1 and Michael’s selection theorem [14, Theorem 3.2′′]. (2) ⇒ (3): Obvious.
(3) ⇒ (4): Let Z be the quotient space obtained from (κ + 1) × 2 by identifying 〈κ,0〉 and 〈κ,1〉, and set θ = 〈κ,0〉
(= 〈κ,1〉). To show C0(Z) satisﬁes (∗3)κ , let U = B(0;1) and consider the set {dα, eα: α < κ} deﬁned by eα(z) = 3 if
z = 〈β,0〉, β  α; eα(z) = 0 otherwise; dα(z) = 0 if z = 〈β,1〉, β  α; dα(z) = 3 otherwise. As is in Ohta [16], for each
y ∈ [e0,d0], since 0 = e0(θ)  y(θ)  d0(θ) = 3, either 0  y(θ)  3/2 or 3/2  y(θ)  3 holds. In case 0  y(θ)  3/2,
since y : Z → R is continuous, take α < κ such that y(〈α,0〉) < 2. To show [eα,∞) ∩ B(y;1) = ∅, assume on the contrary
that there exists y′ ∈ [eα,∞) ∩ B(y;1). Since 3 = eα(〈α,0〉)  y′(〈α,0〉), we have ‖y − y′‖  |y(〈α,0〉) − y′(〈α,0〉)| > 1,
a contradiction. In case 3/2 y(θ) 3, take α < κ such that y(〈α,1〉) > 1 and show that (−∞,dα] ∩ B(y;1) = ∅.
(4) ⇒ (1): Assume (4). Let {dα, eα: α < κ} and U be as in (∗3)κ . To show X is κ-paracompact, we use [13, Theorem 5].
Let U = {Uα: α < κ} be a monotone increasing open cover of X . For each x ∈ X , set α(x) = min{α < κ: x ∈ Uα}. Deﬁne
maps g,h : X → Y by g(x) = eα(x) and h(x) = dα(x) for each x ∈ X . Then, g  h, g is u.s.c. and h is l.s.c. From the assumption,
take a continuous map f : X → Y with g  f  h. Take a 0-neighborhood W with W − W ⊂ U . Since Y is paracompact,
take a locally ﬁnite open cover V of X such that each V ∈ V admits yV ∈ Y with f (V ) ⊂ yV + W . Fix V ∈ V and select
x ∈ V . Since f (x) ∈ [g(x),h(x)] ⊂ [e0,d0], from the assumption, there exists α < κ such that either [eα,∞)∩ ( f (x)+ U ) = ∅
or (−∞,dα] ∩ ( f (x) + U ) = ∅ holds. To prove V ⊂ Uα , assume on the contrary that there exists y ∈ V \ Uα . Then, we
have α < α(y), and hence eα < eα(y) = g(y)  f (y)  h(y) = dα(y) < dα . This provides that f (y) /∈ f (x) + U . It follows
from x, y ∈ V that f (y) − f (x) ∈ yV + W − yV − W = W − W ⊂ U , a contradiction. Hence, U has a locally ﬁnite open
reﬁnement V , therefore X is κ-paracompact.
To show X is normal, let F be a closed subset and U an open subset of X with F ⊂ U . By (∗3)κ , there exists e ∈ Y with
e > 0. Take a neighborhood O of e such that 0 /∈ O . Deﬁne maps g,h : X → Y by g(x) = e if x ∈ F ; g(x) = 0 otherwise;
h(x) = e if x ∈ U ; h(x) = 0 otherwise. Then, g is u.s.c. and h is l.s.c. with g  h. From the assumption, take a continuous
map f : X → Y such that g  f  h. Then, F ⊂ f −1(O ) ⊂ f −1(O ) ⊂ U . Thus, X is normal. 
To prove Theorem 4.2, we need the following lemmas.
Lemma 4.3. Let Y be a topological vector lattice and {eα: α < κ} an indexed subset of Y . Then the following statements hold.
(1) For an indexed locally ﬁnite closed collection {Fα: α < κ} of a topological space X, the map g : X → Y , deﬁned by g(x) =∨{eα,0: x ∈ Fα} for each x ∈ X, is u.s.c.
(2) For an indexed point-ﬁnite open collection {Uα: α < κ} of a topological space X, the map h : X → Y , deﬁned by h(x) =∨{eα,0: x ∈ Uα} for each x ∈ X, is l.s.c.
Proof. (1) For each x ∈ X , show that g(x) ∨ g(x′) = g(x) for each x′ ∈ X \⋃{Fα: x /∈ Fα}. (2) For each x ∈ X , show that
h(x) = h(x) ∧ h(x′) for each x′ ∈⋂{Uα: x ∈ Uα}. 
Lemma 4.4. For p with 1 p < ∞, every order interval of lp(κ) is compact.
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u ∈ [s, t] and ε > 0. It suﬃces to show that there exists V ∈ τ such that u ∈ V ∩ [s, t] ⊂ B(u;ε). Since 0 t − s ∈ lp(κ), take
a non-empty ﬁnite subset A ⊂ κ with ∑α/∈A |(t − s)(α)|p < εp/2. Put n = |A|, and set
V =
∏
α∈A
{
x ∈R: ∣∣u(α) − x∣∣p < (εp/2) · (1/n)}×Rκ\A .
Take v ∈ V ∩[s, t]. For each α ∈ A, |u(α)− v(α)|p < (εp/2) · (1/n). For each α ∈ κ , it follows that |u(α)− v(α)| t(α)− s(α).
Hence,
‖u − v‖p =
∑
α∈κ
∣∣u(α) − v(α)∣∣p

∑
α∈A
∣∣u(α) − v(α)∣∣p +∑
α/∈A
∣∣t(α) − s(α)∣∣p
< |A| · (εp/2) · (1/n) + εp/2= εp .
Hence, ‖u − v‖ < ε. Thus, V ∩ [s, t] ⊂ B(u;ε). 
Proof of Theorem 4.2. (1) ⇒ (2): Use Theorem 3.1 and Kandô–Nedev selection theorem [9,15]. (2) ⇒ (3): Use [6, Lem-
ma 2.5].
(3) ⇒ (4): To show c0(κ) satisﬁes (∗1)κ , deﬁne eα ∈ c0(κ), α < κ , by eα(β) = 3 if β = α; eα(β) = 0 otherwise. Let
U = B(0;1). For each y ∈ c0(κ), it suﬃces to show that B(y;1) ∩ (eα + U + S) = ∅ implies y(α) > 1. Indeed, take z ∈
B(y;1) ∩ (eα + U + S). Then, there exists u ∈ U such that z − eα − u  0. Since |u(α)| < 1 and |z(α) − y(α)| < 1, we have
y(α) > z(α) − 1 eα(α) + u(α) − 1> 3− 1− 1 = 1.
(4) ⇒ (1): Assume (4). Let {eα: α < κ} and U be as in (∗1)κ . To use [6, Theorem 3.1(6)], let {Fα: α < κ} be a locally ﬁnite
closed collection of X and {Uα: α < κ} its point-ﬁnite open expansion. Deﬁne maps g,h : X → Y by g(x) =∨{eα,0: x ∈ Fα}
and h(x) =∨{eα,0: x ∈ Uα} for each x ∈ X . Then, g  h, and by Lemma 4.3, g is u.s.c. and h is l.s.c. From the assumption,
there exists a continuous map f : X → Y with g  f  h. Then, { f −1(eα + U + S): α < κ} is a locally ﬁnite open collection
of X and Fα ⊂ f −1(eα + U + S) for each α < κ . By (∗1)κ , we can take e > 0 in Y , and show that X is normal following the
arguments in Theorem 4.1.
Finally, let 1  p < ∞. By Lemma 4.4, every order interval of lp(κ) is compact. It suﬃces to show that lp(κ) satisﬁes
(∗1)κ . Deﬁne eα ∈ lp(κ), α < κ , by eα(β) = 3 if β = α; eα(β) = 0 otherwise. Set U = B(0;1). For each y ∈ lp(κ), prove that
B(y;1) ∩ (eα + U + S) = ∅ implies y(α) > 1. To show this, take z ∈ B(y;1) ∩ (eα + U + S). Then, there exists u ∈ U such
that z − eα − u  0. Since ‖z − y‖ < 1, we have ∑β<κ |z(β) − y(β)|p < 1, thus |z(α) − y(α)|p < 1, which provides that|z(α) − y(α)| < 1. Similarly, we have |u(α)| < 1. Hence, the proof of (3) ⇒ (4) works. 
Theorem 4.1 (or by combining [3, Corollary 2.3], [16, Theorem 2] and Corollary 2.3) implies that: A topological space X is
paracompact if and only if (X, Y ) has the insertion property for every Banach lattice Y . By Theorem 4.2, we have:
Corollary 4.5. A topological space X ∈ PN if and only if (X, Y ) has the insertion property for every Banach lattice Y such that every
order interval of Y is compact.
By Theorems 4.1 and 4.2, we have also the following corollaries.
Corollary 4.6. A topological space X is normal and countably paracompact if and only if (X, c) has the insertion property.
Corollary 4.7. A topological space X is normal if and only if (X, c0) (or equivalently, (X, lp), where 1 p < ∞) has the intersection
property.
Proof of Corollary 4.6. Since w(c) = ω, it suﬃces to show c satisﬁes (∗3)ω . Deﬁne U = B(0;1) and en = (en(i))i∈ω , dn =
(dn(i))i∈ω , n ∈ ω, by en(i) = 3 if i = 2 j (0 j  n − 1); en(i) = 0 otherwise; dn(i) = 0 if i = 2 j + 1 (0 j  n − 1); dn(i) = 3
otherwise. Let y = (y(i))i∈ω ∈ [e0,d0]. Since α = limi→∞ y(i) ∈ [0,3], either 0  α  3/2 or 3/2  α  3. In case 0  α 
3/2, take n with y(2n − 2) < 2. Then, B(y;1) ∩ [en,∞) = ∅. Indeed, assume on the contrary that z ∈ B(y;1) ∩ [en,∞).
We have 3 = en(2n − 2)  z(2n − 2) and y(2n − 2) < 2, which provides that 1 < |z(2n − 2) − y(2n − 2)|  ‖z − y‖ < 1,
a contradiction. In case 3/2 α  3, take n with y(2n − 1) > 1 and show that B(y;1) ∩ (−∞,dn] = ∅. 
Proof of Corollary 4.7. Note that X ∈ ω-PN if and only if X is normal ((1) ⇔ (10) of [1, Theorem 11.7]). 
Remark 4.8. (a) Here is an alternative proof of Corollary 4.6. Let Z be the quotient space obtained from (ω + 1) × 2 by
identifying 〈ω,0〉 and 〈ω,1〉. Since Ohta [16, Theorem 2] actually shows (1) ⇔ (3) of Theorem 4.1, it suﬃces to show c is
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i = 2 j, 0  j < ω; f (s)(i) = s(〈 j,1〉) if i = 2 j + 1, 0  j < ω. Since limi→∞ f (s)(i) = s(θ), where θ = 〈ω,0〉 (= 〈ω,1〉), we
have f (s) ∈ c. Thus, f is an order isometry, that is, f is a linear isometry bijection and f and f −1 are positive operators.
(b) For a topological space X and an ordered topological vector space Y , we say (X, Y ) has the compact-valued insertion
property if for every u.s.c. map g : X → Y and every l.s.c. map h : X → Y with g  h satisfying that [g(x),h(x)] is compact
for each x ∈ X there exists a continuous map f : X → Y such that g  f  h. Then, Theorem 4.2 (resp. Corollary 4.5) actually
shows that: X ∈ κ-PN (resp. X ∈ PN ) if and only if for every Banach lattice Y with w(Y ) κ (resp. for every Banach lattice Y ),
(X, Y ) has the compact-valued insertion property.
5. One-side insertion theorems
For a topological space X and an ordered topological vector space Y , we say that (X, Y ) has the one-side insertion property
if for every u.s.c. map g : X → Y there exists a continuous map f : X → Y such that g  f (or equivalently, for every l.s.c.
map h : X → Y there exists a continuous map f : X → Y such that f  h). A topological space X is κ-expandable (resp.
almost κ-expandable) [11,19] if for every locally ﬁnite collection F of closed subsets of X with |F | κ , there exists a locally
ﬁnite (resp. point-ﬁnite) collection {U (F ): F ∈ F} of open subsets of X such that F ⊂ U (F ) for each F ∈ F . A space X is
expandable if X is κ-expandable for each κ .
Theorem 5.1. For a normal space X, the following conditions are equivalent:
(1) X is κ-paracompact;
(2) for every Banach lattice Y with w(Y ) κ , (X, Y ) has the one-side insertion property;
(3) (X,C0(κ)) has the one-side insertion property;
(4) there exists a paracompact ordered topological vector space Y satisfying (∗2)κ such that (X, Y ) has the one-side insertion property.
Theorem 5.2. For a normal space X, the following conditions are equivalent:
(1) X is κ-expandable;
(2) if Y is a Banach lattice with w(Y ) κ such that every order interval of Y is compact and every non-empty compact set of Y has
l.u.b., then (X, Y ) has the one-side insertion property;
(3) (X, c0(κ)) has the one-side insertion property;
(4) there exists a topological vector lattice Y satisfying (∗1)κ such that (X, Y ) has the one-side insertion property.
The equivalence (1) ⇔ (3) of Theorem 5.1 and (1) ⇔ (3) of Theorem 5.2 were proved in [6, Theorems 5.1 and 5.7].
Proof of Theorem 5.1. (1) ⇒ (2): For a u.s.c. map g : X → Y , by the deﬁnition, the set-valued mapping (−∞,−g] : X → 2Y
is l.s.c., hence [g,∞) : X → 2Y is also l.s.c. Use Michael’s selection theorem [14, Theorem 3.2′′]. (2) ⇒ (3): Obvious.
(3) ⇒ (4): To show C0(κ) satisﬁes (∗2)κ , let U = B(0;1) and consider the set {eα: α < κ} deﬁned by eα(β) = 2 if β  α;
eα(β) = 0 otherwise. As is in [6], for each y  e0, there exists α ∈ κ such that 0 y(α) < 1 because κ is not compact. To
show [eα,∞) ∩ B(y;1) = ∅, assume on the contrary that z ∈ [eα,∞) ∩ B(y;1). Since 2  eα(α)  z(α) and y(α) < 1, we
have 1< |y(α) − z(α)| ‖y − z‖ < 1, a contradiction.
(4) ⇒ (1): Assume (4). Let {eα: α < κ} and U be as in (∗2)κ . To show X is κ-paracompact, we use [13, Theorem 5].
Let U = {Uα: α < κ} be a monotone increasing open cover of X . For each x ∈ X , set α(x) =min{α < κ: x ∈ Uα}. Deﬁne the
u.s.c. map g : X → Y by g(x) = eα(x) for each x ∈ X . From the assumption, take a continuous map f : X → Y with g  f .
Take a 0-neighborhood W with W − W ⊂ U . Since Y is paracompact, take a locally ﬁnite open cover V of X such that
each V ∈ V admits yV ∈ Y with f (V ) ⊂ yV + W . Fix V ∈ V and select x ∈ V . Since f (x) ∈ [g(x),∞) ⊂ [e0,∞), from the
assumption, there exists α < κ such that [eα,∞) ∩ ( f (x) + U ) = ∅. Following the proof of Theorem 4.1, we can show that
V ⊂ Uα . Thus, X is κ-paracompact. 
To prove Theorem 5.2, we show the following.
Lemma 5.3. For a topological space X, the following conditions are equivalent:
(1) X is almost κ-expandable (resp. κ-expandable);
(2) for every Banach lattice Y with w(Y ) κ satisfying that every order interval of Y is compact and every non-empty compact set of
Y has l.u.b. (resp. for Y = c0(κ)), every u.s.c. map g : X → Y admits an l.s.c. map f : X → Y such that g  f (resp. admits maps
f ,h : X → Y such that f is l.s.c., h is u.s.c. and g  f  h);
(3) there exists a topological vector lattice Y satisfying (∗1)κ such that every u.s.c. map g : X → Y admits an l.s.c. map f : X → Y
such that g  f (resp. admits maps f ,h : X → Y such that f is l.s.c., h is u.s.c. and g  f  h).
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order interval of Y is compact and every non-empty compact set of Y has l.u.b. Let g : X → Y be a u.s.c. map. Since 0∨ g
is u.s.c., by Proposition 3.3, [0,0 ∨ g] : X → 2Y is u.s.c. It follows from [6, Theorem 5.2] that there exists an l.s.c. mapping
ϕ : X → 2Y with [0,0∨ g](x) ⊂ ϕ(x) and ϕ(x) is compact for each x ∈ X . Since Y is order continuous [12, p. 28], it follows
from Proposition 3.5 that
∨
ϕ : X → Y is the required l.s.c. map. For the case of being κ-expandable, use [6, Theorem 5.1].
(2) ⇒ (3): c0(κ) satisﬁes (∗1)κ , see (3) ⇒ (4) of the proof of Theorem 4.2.
(3) ⇒ (1): Let {eα: α < κ} and U be as in (∗1)κ . We may assume U = −U . Let {Fα: α < κ} be a locally ﬁnite closed
collection of X . By Lemma 4.3, deﬁne the u.s.c. map g : X → Y by g(x) = ∨{eα,0: x ∈ Fα} for each x ∈ X . From the
assumption, there exists an l.s.c. map f : X → Y (and a u.s.c. map h : X → Y ) with g  f (g  f  h). Since f is l.s.c.,
for each α < κ and each x ∈ Fα , take a neighborhood Oαx of x such that f (x) − f (x) ∧ f (x′) ∈ U for each x′ ∈ Oαx . Deﬁne
Oα =⋃x∈Fα Oαx for each α < κ . Then, {Oα: α < κ} is the required point-ﬁnite open expansion of {Fα: α < κ}. To check{Oα: α < κ} is point-ﬁnite, let x ∈ X and x ∈ Oα . It suﬃces to show f (x) ∈ eα + U + S, because {eα + U + S: α < κ} is
point-ﬁnite. Take xα ∈ Fα such that x ∈ Oαxα . Then, eα  g(xα)  f (xα). Since f (x) − eα + f (xα) − f (xα) ∧ f (x)  f (x) −
f (xα) ∧ f (x) 0, we have f (x) ∈ eα − ( f (xα) − f (xα) ∧ f (x)) + S⊂ eα + U + S.
Turning to the case of κ-expandability of X , let us show that {Oα: α < κ} is locally ﬁnite in X . Take x ∈ X . Because
{eα + U + S: α < κ} is indexed locally ﬁnite, there exist a 0-neighborhood W and a ﬁnite subset δ ⊂ κ such that α ∈ δ for
each α with (h(x)+W )∩ (eα +U +S) = ∅. Since h is u.s.c., take a neighborhood Qx of x such that h(x)∨h(x′)−h(x) ∈ W for
each x′ ∈ Qx . Assume Qx ∩ Oα = ∅. It suﬃces to show that α ∈ δ. To do this, take z ∈ Qx ∩ Oα . Then, h(x)∨ h(z) ∈ h(x)+ W
because z ∈ Qx . Since z ∈ Oα , there exists y ∈ Fα with z ∈ Oαy , hence f (y) − f (y) ∨ f (z) ∈ U . Since eα  g(y)  f (y)
and f (y) ∧ f (z)  f (z)  h(z), we have h(x) ∨ h(z) − eα + f (y) − f (y) ∧ f (z)  h(x) ∨ h(z) − h(z)  0. So, h(x) ∨ h(z) ∈
eα − ( f (y) − f (y) ∧ f (z)) + S ⊂ eα + U + S. Thus, it follows from (h(x) + W ) ∩ (eα + U + S) = ∅ that α ∈ δ. Hence, X is
κ-expandable. 
Proof of Theorem 5.2. (1) ⇒ (2): This follows from (1) ⇒ (2) of Lemma 5.3 and (1) ⇒ (2) of Theorem 4.2, because X is
normal and κ-expandable if and only if X ∈ κ-PN and X is almost κ-expandable.
(2) ⇒ (3): Use [6, Lemmas 2.5 and 2.7].
(3) ⇒ (4): See the proof of (3) ⇒ (4) in Theorem 5.2.
(4) ⇒ (1): By (3) ⇒ (1) of Lemma 5.3, X is κ-expandable. 
Theorem 5.1 (or by combining [6, Theorem 5.7] and Corollary 2.3) provides that: A normal space X is paracompact if and
only if (X, Y ) has the one-side insertion property for every Banach lattice Y . By Theorem 5.2, we have:
Corollary 5.4. A normal space X is expandable if and only if (X, Y ) has the one-side insertion property for every Banach lattice Y such
that every order interval of Y is compact and every non-empty compact set of Y has l.u.b.
Theorem 5.1 provides:
Corollary 5.5. A normal space X is countably paracompact if and only if (X, c) has the one-side insertion property. The ‘c’ can be
replaced by any of ‘lp (1 p < ∞) and c0 ’.
Proof. By Theorem 5.1, it suﬃces to show c, c0 and lp , 1 p < ∞, satisfy (∗2)ω . To show c satisﬁes (∗2)ω , for each i ∈ ω,
deﬁne ei( j) = i if j  i; ei( j) = 0 otherwise. Set U = B(0;1). For each y  e0, since lim j→∞ y( j) ∈ R, there exists n such
that y(n) < n − 1. To show [en,∞) ∩ B(y;1) = ∅, assume on the contrary that there exists z ∈ [en,∞) ∩ B(y;1). Then,
it follows from y(n) < n − 1 and n = en(n)  z(n) that 1 < |y(n) − z(n)|  ‖y − z‖ < 1, a contradiction. To show that lp
(1 p < ∞) and c0 satisfy (∗2)ω , for each i ∈ ω, set ei( j) = 2 if j  i; ei( j) = 0 otherwise. For each y  e0, there exists n
such that y(n) < 1 and show [en,∞) ∩ B(y;1) = ∅. 
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