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Abstract
We continue our studies of burn-off chip-firing games from [Discrete Math. Theor. Comput.
Sci. 15 (2013), no. 1, 121–132; MR3040546] and [Australas. J. Combin. 68 (2017), no. 3,
330–345; MR3656659]. The latter article introduced randomness by choosing successive seeds
uniformly from the vertex set of a graph G. The length of a game is the number of vertices
that fire (by sending a chip to each neighbor and annihilating one chip) as an excited chip
configuration passes to a relaxed state. This article determines the probability distribution of
the game length in a long sequence of burn-off games. Our main results give exact counts for
the number of pairs (C, v), with C a relaxed legal configuration and v a seed, corresponding
to each possible length. In support, we give our own proof of the well-known equicardinality
of the set R of relaxed legal configurations on G and the set of spanning trees in the cone G∗
of G. We present an algorithmic, bijective proof of this correspondence.
Keywords: chip-firing, burn-off game, relaxed legal configuration, spanning tree, Markov chain,
game-length probability, sandpile group
1 Introduction
This article continues our study in [19] and [24] of burn-off chip-firing games, in which each iteration
simulates the loss of energy from a complex system. These games are played on graphs and consist
of a sequence of ‘seed-then-relax’ steps, wherein a chosen vertex is excited (by adding a ‘chip’ to it)
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after which the system (i.e. a graph containing chips on its vertices) is allowed to ‘relax’. During
relaxation, certain vertices ‘fire’ (by sending chips to their neighbors and annihilating a chip); the
‘length’ of a game is the number of such vertices. We shall see that the firing order and number of
firings at any given moment has no effect on the eventual relaxation; so, e.g., the notion of length
is well defined (see Lemmas 2.1 and 2.2). In [24], we introduced randomness to these games by
choosing each successive seed uniformly at random from among all possible vertices. The present
work aims primarily at shedding light on the probability distribution of the game length in a long
sequence of burn-off games. Our main results in this direction—Proposition 4.1 and Theorem 4.2—
give exact counts for the number of pairs (C, v), with C a ‘relaxed legal chip configuration’ and v
a seed vertex, corresponding to each possible game length.
En route to these results, we (re)discovered that, for a graph G, our set R of relaxed legal
configurations on G is equicardinal to the set S of spanning trees in the ‘cone’ G∗ of G. We present
an algorithmic, bijective proof of this fact in Section 3 (Theorem 3.1). The connection between chip
firing and spanning tree enumeration has been addressed by numerous authors (e.g., [4], [5], [6], [7],
[17], [19]), but we present our take for several reasons. First, our main results in Section 4 rest on
ideas in our proof in Section 3. Second, that
|R| = |S| (1)
is a key connecting R with the ‘sandpile group’ K(G∗); thus we recover an appealing description
of the elements of this group. Finally, we hope that our constructive proof stands up, of interest in
its own right.
We attempt neither a literature review nor a discussion of background or motivation for chip
firing. Perhaps the most immediate resource for related material is David Perkinson’s beautiful
Sandpiles website [26], which, besides literature links, provides access to simulation software includ-
ing Sage tools. We also point the reader to our other papers [19], [24], [25], to the surveys [17], [22],
to the books [12], [20], and to the concise but thorough AMS column [21].
The rest of this article is organized as follows. First (in Section 1.1), we introduce the basic
chip-firing notions, including the undefined terms already encountered. In Section 1.2, we take a
brief detour to explain the connection between R and K(G∗) implied by (1). Section 2 details the
earlier lemmas and tools supporting our main results. In Section 3, we present our proof of (1).
Our main results counting pairs (C, v) ∈ R × V with specified game lengths appear in Section 4.
In Section 5, we close with an example illustrating the use of Theorem 3.1, Proposition 4.1, and
Theorem 4.2 in determining the probability distribution for game length.
Notation and terminology
In this paper, all graphs are finite, simple, and undirected. We usually think of playing burn-off
games on connected graphs, but most of our results don’t require connectivity; cf. the first paragraph
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in the proof of Theorem 3.1. We use ‘general graph’ when we wish to emphasize that a graph may
be disconnected. The order of a graph G = (V,E) is denoted by n (:= |V |). If G has a subgraph
X and v ∈ V (G), then ΓX(v) denotes the set of neighbors of v that lie in V (X). If G is connected
and u, v ∈ V , then the least length of a uv-path in G is the distance dG(u, v) from u to v. Finally,
we write τ = τ(G) for the number of spanning trees of G.
We mainly follow usual graph theory conventions as found, e.g., in [9] and refer the reader there
for any omitted items of this sort. A graph theory reference that addresses chip firing specifically
is [16]. For probability background, see the classic [15].
1.1 Burn-off chip firing
Beginning with a (chip) configuration on a graph G = (V,E)—i.e., a function C : V → N—a burn-
off (chip-firing) game plays as follows. For a vertex v, if C(v) exceeds degG(v), then v can fire,
meaning it sends one chip to each neighbor and one chip into ‘thin air’. Formally, when v fires, C
is modified to a configuration C ′ such that
C ′(u) =

C(v)− degG(v)− 1 if u = v,
C(u) + 1 if uv ∈ E(G),
C(u) if v 6= u 6∼ v.
(2)
As we noted in [19], the game just defined is equivalent to the ‘dollar game’ of Biggs [7] in the case
when his ‘government’ vertex is adjacent to every other vertex in the underlying graph; it is also
equivalent to the sandpile model on G∗ (see, e.g., [17]).
For a configuration C, a vertex v is critical if C(v) = degG (v) and supercritical if C(v) >
degG (v). A relaxed configuration is one for which no vertex can fire. To start a burn-off game, we
add a chip to a selected vertex v (called a seed) in a relaxed configuration C. This is called seeding
C at v and is sometimes denoted algebraically: by writing 1v for the configuration with a total of
one chip, on v only, and passing from C to C+1v. Just prior to seeding, if v happened to be critical,
then from C + 1v, we fire v, which may trigger a neighbor u of v to become supercritical. If so,
we fire u, which may trigger another vertex to become supercritical. The game follows this cascade
until reaching a relaxed configuration, called a relaxation of C + 1v. The game length equals the
number of vertex firings, possibly zero, in passing from the initial relaxed configuration to the final
one.
In a long game sequence, certain sparse configurations will cease to appear after enough seedings.
Let us suppose, for example, that a game sequence is initialized with the all-zeros configuration.
Except on a trivial graph, this configuration will never recur, and a configuration 1v on a triangle
(K3) also will never be seen after its first occurence. Loosely speaking, by ‘legal’ configurations,
we mean those typically encountered in a long game sequence. To define these formally, we begin
by calling a configuration supercritical if every vertex is supercritical. We follow our earlier papers
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[19], [24], and focus on the configurations that can result from relaxing supercritical ones. First
consider what happens when a burn-off game is played in reverse. Considering (2), we see that to
start in a configuration C ′ and reverse-fire a vertex v (each of whose neighbors u necessarily satisfies
C ′(u) ≥ 1) means to modify C ′ to a configuration C such that
C(u) =

C ′(v) + degG(v) + 1 if u = v,
C ′(u)− 1 if uv ∈ E(G),
C ′(u) if v 6= u 6∼ v.
Now a configuration C is legal if there exists a reverse-firing sequence starting with C and ending
with a supercritical configuration. Throughout this paper, we use R = R(G) to denote the set of
relaxed legal configurations on G.
A relaxed configuration C is recurrent if, given any (unrestricted) configuration C ′, it is possible
to pass from C ′ to C via a sequence of seeding vertices and firing supercritical ones.
1.2 The sandpile group
As mentioned following (1), the set R is linked to G∗’s sandpile group, which we proceed to define
(see Section 3 for a definition of G∗ itself). Start by viewing configurations C : V → N as elements
of the group ZV . Looking at (2), notice that firing a vertex v ∈ V corresponds to adding to C the
vector ∆v ∈ ZV with entries
∆v,u :=

− degG∗(v) if u = v,
1 if uv ∈ E(G),
0 if v 6= u 6∼ v,
in which u runs through V . The matrix ∆ := (∆v,u) = (∆u,v) is the reduced Laplacian of G
∗
(“reduced” as it omits the row/column corresponding to the universal vertex introduced in passing
from G to G∗), and thus we see that chip firing provides a natural setting for the appearance of ∆
(see, e.g., [9] for background on the graph Laplacian). The idea that configurations appearing in a
sequence of vertex firings enjoy an intimate connection motivates calling two configurations C, D
firing equivalent exactly when C −D lies in the Z-linear span ∆ZV of the vectors ∆v, i.e., when C
and D lie in the same coset of the quotient group ZV /∆ZV . This is the sandpile group of G∗ and
is denoted by K(G∗). Our discussion here follows [21], which gives a chockablock introduction to
the subject.
Before presenting our own results, we record an observation on the role of (1) in connecting R
with K(G∗).
Proposition 1.1. The elements of R can serve as a set of representatives for K(G∗).
Proof. First note that both of R, K(G∗) contain τ(G∗) elements. For R , this is (1) (our Theo-
rem 3.1) and for K(G∗), this is also well known (see, e.g., [21]). Furthermore, members of R are
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all recurrent configurations, a fact we proved in [24, Proposition 3.1] (though it was known much
earlier in the sandpile literature; cf. [13]). Now each equivalence class of ZV (under the firing equiv-
alence) contains exactly one recurrent configuration (see [21] again, or, e.g., [17]). So we have τ(G∗)
recurrent configurations (in R) and the same number of recurrent configurations appearing among
the elements of K(G∗) (i.e., among the the equivalence classes of ZV ), the latter being exhaustive.
Therefore, R must be the set of all recurrent configurations.
Proposition 1.1 is not new. Indeed, it recasts the modern definition of K(G∗) above in terms of
the original definition due to Dhar [13]. Nevertheless, it’s striking to observe the central role that
enumeration plays in its proof.
2 Supporting results
In Section 1.1, we glossed over whether the length of a burn-off game is well defined. The following
early chip-firing result settles this question and shows that the relaxation of a configuration is
uniquely determined.
Lemma 2.1 ([13],[14]). In a burn-off game on a general graph, the vertices can be fired in any
order without affecting the length or final configuration of the game.
Lemma 2.1 has appeared in several other places, including [8], [17], and [23], the second of these
containing a particularly succinct proof.
Because our graphs are finite and a chip is burned during every vertex-firing, burn-off games of
infinite length are impossible. Within the general chip-firing literature, finding non-trivial bounds
for the game length has been tackled more than once; see, e.g., [28] and [29]. For our purposes, we
shall need the following elementary result.
Lemma 2.2. During a burn-off game that starts with a relaxed legal configuration, no vertex fires
more than once.
In the sandpile literature, Lemma 2.2 originated in [13] as elucidated in [11]. Before we became
aware of its earlier existence, the second author of the present work included it in his dissertation [23]
and we included a proof in [24].
Our last three tools concern legal configurations. They appeared in [23], followed by published
proofs in [19]. Likewise with Lemma 2.2, their versions in the sandpile literature predate these
citations; for example, the first tool—Lemma 2.3—follows from the correctness of Algorithm 2.5
so dates to [13]. It characterizes the relaxed legal configurations on general graphs G. In its
statement, NG denotes the ‘earlier neighbor’ set; i.e., given an ordering (w1, . . . , wn) of V (G), we
define NG(wi) := {wj : wiwj ∈ E(G) and j < i}.
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Lemma 2.3. A relaxed configuration C : V → N is legal if and only if it is possible to relabel V as
w1, . . . , wn so that
C(wi) ≥ |NG(wi)| for 1 ≤ i ≤ n. (3)
The following basic result establishes that containing a legal configuration is an inherited prop-
erty for graphs; see [19] for one published proof.
Lemma 2.4. For a configuration C : V (G) → N and a subgraph H of G, if C is legal on G, then
C|V (H) is legal on H.
We close this section by recalling an algorithm for determining the legality of a given config-
uration. The version stated here is from [19]—a published account from [23]—but it’s essentially
Dhar’s ‘Burning Algorithm’ from [13]; see also [11]. The proofs of Theorems 3.1 and 4.2 use this
algorithm repeatedly.
Algorithm 2.5.
Input: a graph G = (V,E) and a chip configuration C : V → N on G
Output: an answer to the question ‘Is C legal?’
(1) Let Ĝ = G.
(2) If C(v) < degĜ(v) for all v ∈ V (Ĝ), then stop; output ‘No’.
(3) Choose any v ∈ V (Ĝ) with C(v) ≥ degĜ(v).
(4) Delete v and all incident edges from Ĝ to create a graph G−.
(5) If V (G−) = ∅, then stop; output ‘Yes’.
(6) Let Ĝ = G− and go to step 2.
3 Enumerating relaxed legal configurations
Here we present our proof of (1). For a graph G, recall that the cone G∗ is obtained from G by
adding a new vertex x adjacent to every vertex of G. This derived graph is sometimes called the
‘suspension’ of G over x, but we shall not use this term. The reader should keep in mind the special
role that the symbol ‘x’ plays in this section and the next.
Theorem 3.1. The number of relaxed legal configurations on G is the number of spanning trees of
G∗.
Proof. We may assume that G is connected, for if H1, . . . , Hk are the components of G, then—once
we have |R(Hi)| = τ(H∗i ) for 1 ≤ i ≤ k (i.e., once we have the theorem for connected graphs)—we
obtain
|R(G)| =
k∏
i=1
|R(Hi)| =
k∏
i=1
τ(H∗i ) = τ(G
∗),
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which is the theorem for general graphs.
Given a connected graph G, we establish algorithmically injections back and forth between R
and the set S of spanning trees of G∗. Define A : R → S via Algorithm 3.2 below and B : S → R
via Algorithm 3.3 below.
Algorithm 3.2.
Input: a connected graph G = (V,E) with V = {v1, v2, . . . , vn} and a
configuration C ∈ R
Output: a spanning tree A(C) = T ∗ of G∗
(0) Let T ∗ be the subgraph of G∗ with V (T ∗) = {x}, E(T ∗) = ∅.
(1) Let i = 1.
(2) Let M1 be the sequence (in increasing subscript order)
of vertices vk such that C(vk) = degG(vk); let M1 =
{x : x is an entry of M1}.
(3) For each vk ∈ M1, add vk to V (T ∗) and {x, vk} to E(T ∗); if
V (T ∗) = V , then stop.
(4) i 7 →i+ 1.
(5) Let Mi be the sequence (in increasing subscript order) of the
vertices not yet included in V (T ∗) that are neighbors of vertices
in Mi−1; let M i = {x : x is an entry in Mi}.
For each u ∈M i, execute steps (6) through (9):
(6) For r = 1, 2, . . . , i − 1, let Nr = (vr,1, vr,2, . . . , vr,kr) be the se-
quence (in increasing subscript order) of the kr G-neighbors of
u that appear in M r; let N r = {x : x is an entry in Nr}.
(7) Let s =
∣∣∣⋃i−1r=1N r∣∣∣ and N = (v`1 , v`2 , . . . , v`s) be the sequence
determined by concatenating the sequences N1, N2, . . . , Ni−1.
(8) If C(u) < degG(u)− s, then delete u from Mi and M i.
(9) Otherwise, C(u) = degG(u)− j for some j with 1 ≤ j ≤ s; add
u to V (T ∗) and {u, v`j} to E(T ∗).
(10) If V (T ∗) = V , then stop; otherwise, go to step (4).
Proof that A is well-defined. Not only must we be sure that Algorithm 3.2 outputs a spanning tree
T ∗, but also we must check that it does not halt before doing so. To establish both of these results,
we look at each step in turn.
Step (2). By Algorithm 2.5, we know that at least one vertex in a legal configuration contains
at least as many chips as its degree. Thus M1 is not empty.
Step (3). It is clear that T ∗ is thus far a tree; in fact, it is a star.
Step (5). We must establish that M i is nonempty so that the “for each u ∈ M i” instruction is
not quantifying over an empty set. We proceed by induction. In the discussion of Step (2) above,
we observed that M1 is nonempty. By construction, all vertices in M1 are critical. Because C is a
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legal configuration, we may apply Algorithm 2.5 to G and delete all of the vertices (in any order)
in M1.
With these statements as our base case, our induction hypothesis is in two parts: for fixed i > 1,
suppose that (a) M1,M2, . . . ,M i−1 are nonempty; and (b) we may apply Algorithm 2.5 to G and
delete the vertices in M1,M2, . . . ,M i−1 without halting.
Let M =
⋃i−1
j=1M j. Lemma 2.4 states that the configuration on any subgraph of a graph (on
which we have a legal configuration) must itself be legal. So, if our application of Algorithm 2.5
has deleted exactly the vertices of M , then at least one of the remaining vertices u of G−M must
be critical in G −M . Suppose that u is not a neighbor of any vertex in M . Because u is critical
in G−M , and none of its neighbors have been deleted in our application of Algorithm 2.5, we see
that u is also critical in G. But this places u in M1, which contradicts the choice of u in G−M .
Thus, we know that u is a neighbor of some vertex in M . Now if u is not a neighbor of a
vertex in M i−1, it must be adjacent to, say, s ≥ 1 vertices in M1,M2, . . . ,M i−2. Thus, u has been
considered previously by step (8) and has been deleted each time. Therefore, C(u) < degG(u)− s.
This shows (back in our application of Algorithm 2.5) that if we have deleted all of the vertices
in M1,M2, . . . ,M i−1, including the s neighbors of u, then u will not be critical in G −M . This
contradicts the fact that u is critical in G−M , so u must be a neighbor of a vertex in M i−1.
Because u is critical in G−M , step (8) will not delete u from M i. Thus, M i is nonempty; this
fulfills part (a) of the induction hypothesis. We claim that any vertex w placed in M i by step (5)
will survive past step (8) only if it, too, is critical in G−M . For w to survive step (8), we require
that C(w) ≥ degG(w) − s, where s is the number of G-neighbors of w that appear in M . Since
degG(w)− s simply equals degG−M(w), we know that w is critical in G−M . Thus, all vertices in
M i can be deleted as we apply Algorithm 2.5. This fulfills part (b) of the induction hypothesis.
Step (6). Step (5) ensures that these neighbors exist.
Step (8). The argument given above for step (5) ensures that M i remains nonempty after all
vertices of M i have been processed in step (8).
Step (9). It is impossible to create a cycle in this step because step (5) only considers those
vertices that are not yet part of V (T ∗).
Step (10). This step ensures that T ∗ will be a spanning tree of G∗.
Observe that step (9) adds at least one edge to T ∗ since M i remains nonempty. Once n − 1
edges have been added to T ∗, step (10) will halt the algorithm. Since Algorithm 3.2 does not halt
until it outputs a spanning tree T ∗, the function A is well-defined.
Proof that A is an injection. Let C ∈ R and C ′ ∈ R be two distinct relaxed legal configurations
on G. We prove that A is an injection by showing that the spanning trees A(C) and A(C ′) must
be distinct. As Algorithm 3.2 operates on C and C ′, it must encounter a vertex v for which
C(v) 6= C ′(v). Step (8) might remove v from consideration; if this occurs for both inputs C and C ′,
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then we consider a future pass of the algorithm. Because Algorithm 3.2 includes every vertex in
the output before it halts, we know that eventually we will find a vertex v for which C(v) 6= C ′(v)
that is not removed by step (8) concurrently for both inputs C and C ′.
Now if v is removed by step (8) for one input but not the other, then step (9) will connect v to
a different neighbor for the two inputs. On the other hand, suppose that v is not removed by step
(8) for either input; because C(v) 6= C ′(v), step (9) will connect v to a different neighbor for the
two inputs. In either case, A(C) and A(C ′) must be distinct, and A is an injection.
Algorithm 3.3.
Input: a spanning tree T ∗ of G∗ along with an ordering V =
(v1, v2, . . . , vn) of the vertices in G
Output: a relaxed legal configuration B(T ∗) = C ∈ R
(1) Let M0 = (x).
(2) Let m = maxv∈V {dT ∗(x, v)}. For j = 1, 2, . . . ,m, let Mj be the
sequence (in breadth-first order, breaking ties lexicographically
by subscript) of vertices v for which dT ∗(x, v) = j; let M j =
{x : x is an entry of Mj}.
(3) For each u ∈M1, let C(u) = degG(u).
For i = 2, 3, . . . ,m and for each u ∈ M i, following the ordering
in Mi, execute steps (4) through (7):
(4) For r = 1, 2, . . . , i − 1, let Nr = (vr,1, vr,2, . . . , vr,kr)
be the sequence (in their Mr-ordering) of the kr ≥
0 G-neighbors of u that appear in Mr; let N r =
{x : x is an entry of Nr}.
(5) Let s =
∣∣∣⋃i−1r=1N r∣∣∣.
(6) Let N = (vh1 , vh2 , . . . , vhs) be the sequence determined
by concatenating the sequences N1, N2, . . . , Ni−1.
(7) For some t ∈ {1, 2, . . . , s}, we have {vht , u} ∈ E(T ∗); let
C(u) = degG(u)− t.
Proof that B is well-defined. In step (2), we partition V into the sequences M1,M2, . . . ,Mm. Step (3)
assigns chips to the vertices in M1, while step (7) assigns chips to the vertices in M2, . . . ,Mm.
Therefore, Algorithm 3.3 at least produces a function C : V → N.
Now we use Algorithm 2.5 to establish that C is legal. Since T ∗ is a spanning tree of G∗, we know
that M1 is nonempty (see step (3)); hence, there is at least one vertex u such that C(u) = degG(u).
Thus Algorithm 2.5, given C as input, can delete the vertices in M1. This fact is the base case
in an induction argument that proves that in Algorithm 2.5, the vertices in M1,M2, . . . ,Mm can
be deleted in the order given by this list. Suppose that this is true for M1,M2, . . . ,Mk−1, where
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2 ≤ k < m. For any u ∈ Mk, step (7) assigns C(u) = degG(u) − t ≥ degG(u) − s. Recall that s
counts the neighbors in G of u that are in ∪i−1r=1M r; in our induction hypothesis, we have assumed
that these neighbors have been deleted from G, resulting, say, in a subgraph G′. If other vertices
in Mk have been deleted before we consider u, then degG′(u) does not increase. Thus, we have
C|V (G′)(u) ≥ degG′(u), so u can be deleted by Algorithm 2.5.
Proof that B is an injection. Suppose that T ∗1 , T
∗
2 ∈ S satisfy
C1 := B(T
∗
1 ) = B(T
∗
2 ) =: C2(:= C);
we show that then T ∗1 = T
∗
2 .
Write the breadth-first orderings of V determined during the computation of B(T ∗1 ) and B(T
∗
2 )
as (ui)
n
i=1 and (wi)
n
i=1, respectively. To complete the proof, we shall find it useful to establish the
following lemma.
Lemma 3.4. Under the hypothesis that C1 = C2, if there exists an integer j ≥ 1 such that ui = wi
for all i ∈ {1, . . . , j}, then the subtree H∗1 of T ∗1 induced on {x, u1, . . . , uj} is identical to the subtree
H∗2 of T
∗
2 induced on {x,w1, . . . , wj}.
Proof. We induct on j. First note that H∗1 , H
∗
2 are indeed subtrees of T
∗
1 , T
∗
2 , respectively, since
the sequences (ui), (wi) are defined by breadth-first searches on these trees. It is also clear from the
definitions of (ui), (wi) that u1, w1 are adjacent to x in H
∗
1 , H
∗
2 , respectively. In the case where
j = 1, these subtrees both consist of 2-vertex trees containing the edge {x, u1} = {x,w1} and are
therefore identical.
Now fix j > 1, assume that the lemma holds for smaller instances of j, and suppose that
ui = wi for all i ∈ {1, . . . , j}. Let G∗0 denote the subgraph of G∗ induced on the common vertex set
U := {x, u1, . . . , uj} of H∗1 , H∗2 , and let G0 = G∗0−x. We consider four executions of Algorithm 3.3;
in each case, the input vertex ordering is inherited from G.
The first pair of executions computes D1 := B(H
∗
1 ) and D2 := B(H
∗
2 ), two configurations on G0.
Since (ui)
j
i=1, (wi)
j
i=1 are initial segments of (ui), (wi), it is evident from Algorithm 3.3 that D1, D2
are obtained from C1, C2 by replacing degG in steps (3),(7) by degG0 and restricting the resulting
functions to U . Since C1 = C2, we have D1 = D2. For k = 1, 2 and for each vertex u ∈ V (G0), let
tk(u) denote the value of t in step (7) as Algorithm 3.3 determines Dk(u); if Dk(u) is determined
in step (3), we take tk(u) := 0. Then
Dk(u) = degG0(u)− tk(u) for k = 1, 2 and each u ∈ V (G0). (4)
The second pair of executions computes D′1 := B(H
∗
1−uj) and D′2 := B(H∗2−wj), two configurations
on G′0 := G0 − uj = G0 − wj. For k = 1, 2 and for each vertex u ∈ V (G′0), define t′k(u) analogously
with tk(u); now we have
D′k(u) = degG′0(u)− t′k(u) for k = 1, 2 and each u ∈ V (G′0). (5)
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Since (ui)
j
i=1, (wi)
j
i=1 are respectively breadth-first orderings of V (H
∗
1 ), V (H
∗
2 ), the sequences (ui)
j−1
i=1 ,
(wi)
j−1
i=1 are such orderings of V (H
∗
1−uj), V (H∗2−wj). Thus, during the second pair of executions of
Algorithm 3.3 described above, every sequence Mi (in the statement of the algorithm) is the same
as during the first pair of respective executions, except, in passing from the first pair to the second,
the final vertex of Mm (resp. uj, wj) has been deleted. Therefore
t′k(u) = tk(u) for k = 1, 2 and each u ∈ V (G′0). (6)
Because D1 = D2, the relations in (4) imply that
t1(u) = t2(u) for each u ∈ V (G0). (7)
Comparing (7) with (6), we see that
t′1(u) = t
′
2(u) for each u ∈ V (G′0). (8)
It follows from (5), (8) that D′1 = D
′
2. As these are configurations on G
′
0, whose vertex set is
U r {uj} = U r {wj}, the induction hypothesis implies that H∗1 − uj = H∗2 −wj. Finally, from (7),
we have t1(uj) = t2(uj), and in Algorithm 3.3, this means that the vertex uj = wj has the same
neighbor in H∗1 − uj as in H∗2 − wj. Therefore H∗1 = H∗2 .
It follows from Lemma 3.4, with j = n, that if (ui) and (wi) agree entirely, then T
∗
1 = T
∗
2 . Thus,
it remains only to address the case when ui 6= wi for some i ∈ {1, . . . , n}, and here we will reach a
contradiction.
First, notice that according to Algorithm 3.3, for any u ∈ V , we have C(u) = degG(u) if and only
if u is adjacent to x in both of T ∗1 , T
∗
2 . Therefore, T
∗
1 , T
∗
2 do not differ in their adjacencies to x, and
the sequences (ui), (wi) agree in their initial entries, corresponding to the (necessarily nonempty)
neighbor sets of x in T ∗1 , T
∗
2 . If there are ` such neighbors, then ui = wi for i ∈ {1, 2, . . . , `}, and
we are assuming that ` < n.
Let i0 denote the least i such that ui 6= wi. Since ` < i0 ≤ n, it is easy to see that Algorithm 3.3
reaches step (7) in defining C1(ui0) and C2(wi0). Let j = i0 − 1, and define H∗1 , H∗2 as in the
statement of Lemma 3.4. Since
ui = wi for i ∈ {1, . . . , j}, (9)
Lemma 3.4 shows that H∗1 = H
∗
2 . From (9), we also see that wi0 does not appear in the subse-
quence (ui)
j
i=1, and ui0 does not appear in the subsequence (wi)
j
i=1. Thus, in computing B(T
∗
1 ),
Algorithm 3.3 processes ui0 before wi0 , while in computing B(T
∗
2 ), Algorithm 3.3 processes ui0 after
wi0 .
Now consider the instants during the two executions of Algorithm 3.3 when step (7) defines
C1(ui0) and C2(ui0). In particular, for k = 1, 2, define tk as in the proof of Lemma 3.4, so that
Ck(ui0) = degG(ui0)− tk(ui0) for k = 1, 2.
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Since C1 = C2 by hypothesis, we have
t1(ui0) = t2(ui0). (10)
As Algorithm 3.3 executes on T ∗1 and is processing u = ui0 , denote the sequence N in step (6)
by N1. Likewise, during execution on T
∗
2 and while processing the same vertex, denote the corre-
sponding sequence by N2. The entries of N1 are the G-neighbors of ui0 lying (strictly) closer to x in
T ∗1 than ui0 . Similarly, the entries of N2 are the G-neighbors of ui0 lying (strictly) closer to x in T
∗
2
than ui0 . Since H
∗
1 = H
∗
2 , the sequence N1 forms an initial segment of the sequence N2. It follows
from this and (10) that the T ∗1 -neighbor of ui0 closer to x (than ui0) in T
∗
1 and the T
∗
2 -neighbor
of ui0 closer to x in T
∗
2 are the same. A similar argument shows that the T
∗
1 - and T
∗
2 -neighbors
of wi0 closer to x (than wi0) in these trees are identical. Under these conditions, Algorithm 3.3
necessarily processes ui0 and wi0 in the same order during the computations of B(T
∗
1 ), B(T
∗
2 ). But
we concluded two paragraphs earlier that this is not the case. This contradiction shows that the
case when ui 6= wi for some i ∈ {1, . . . , n} is impossible and therefore completes the proof.
4 Counting pairs in R× V with specified game lengths
We turn now to our main results, which enumerate the pairs (C, v) ∈ R(G) × V (G) such that
seeding C at v results in a game of given length `. These lean heavily on Algorithms 3.2 and 3.3.
We separate the cases ` = 0 and ` > 0 because our expression in the second case (Theorem 4.2)
does not specialize to that in the first (Proposition 4.1).
In any event, the case ` = 0 is substantially easier to handle than the other, and we address it
first. Throughout this section, we continue to write G∗ for the cone of G (joined to G at x). For
v ∈ V , let tv denote the number of spanning trees of G∗ − xv.
Proposition 4.1. The number of pairs (C, v) resulting in a game of length zero is
∑
v∈V tv.
Proof. As shown in the discussion of Algorithm 3.2, an edge {x, v} in T ∗ forces v to be critical in
the corresponding relaxed legal configuration, whereas v will specifically not be critical when that
edge is missing from T ∗. So by removing this edge from G∗ and enumerating the spanning trees,
we count the relaxed legal configurations in which v is not critical. Now if v is the seed, it will not
fire, so the game length will be zero. Conversely, seeds in length-zero games do not fire and hence
cannot be critical. Therefore, the stated sum neither under- nor over-counts the desired pairs.
Before presenting the case ` > 0, we need further notation. For v ∈ V , let Tv,` denote the set of
subtrees of G of order ` and including v. For subgraphs H of G (typically of the form G − T , for
T ∈ Tv,`), let r(H) denote the number |R(H)| of relaxed legal configurations on H.
12
Theorem 4.2. The number of pairs (C, v) resulting in a game of length ` > 0 is∑
v∈V
∑
T∈Tv,`
r(G− T ).
Proof. For v ∈ V , let Rv,` denote the set of relaxed legal configurations on G such that if v is
seeded, then the resulting burn-off game will be of length `. For R1, R2 ∈ Rv,`, define the relation '
as follows: suppose that when v is seeded in R1 and R2, the vertices that fire in either game induce
the same subgraph H of G; suppose also that R1|V (H) = R2|V (H). If, and only if, both of these
conditions hold, we write R1 ' R2. It is clear that ' is an equivalence relation on Rv,`; let Qv,`
be the set of its equivalence classes in Rv,`. To prove Theorem 4.2, it will be helpful to establish
injections A : Tv,` → Qv,` and B : Qv,` → Tv,`.
Define A : Tv,` → Qv,` as follows. Let T ∈ Tv,`, and let H be the subgraph of G induced on
V (T ). Create H ′ as follows: to each u ∈ V (T ), append degG(u) − degH(u) leaves to u. Let J
be this set of leaves. Now let T ′ be the spanning tree of H ′ consisting of T and J . Create T ∗ by
appending the vertex x and the edge {x, v} to T ′. Use T ∗ (with H ′ as the underlying graph) as
the input in Algorithm 3.3; let C∗ be the output configuration. Let Q be a configuration on G
defined by Q(v) = C∗(v) and Q(u) = C∗(u) + 1 for each u ∈ V (H)r v. Let Z be any relaxed legal
configuration on G −H. Define Q(w) = Z(w) for each w ∈ V (G −H). Now Q is a configuration
on G. We demonstrate below that Q ∈ Rv,`; thus, we may let Q denote the equivalence class of Q.
Finally, let A(T ) = Q.
Claim 1. A is well-defined.
Proof of claim. To show that Q ∈ Rv,`, we will demonstrate that: (a) Q is a relaxed legal configu-
ration on G; and (b) seeding v in Q results in a burn-off game of length `.
(a) Q is a relaxed legal configuration on G.
Because v is the only neighbor of x in T ∗, only v is critical in C∗ (see step (7) of Algorithm 3.3).
As we define Q, then, adding a chip to each u ∈ V (T ) r v does not make any of these vertices
supercritical. We choose Z to be any relaxed legal configuration on G− T , so none of the vertices
in V (G− T ) are supercritical. Therefore, Q is relaxed.
We appeal to Algorithm 2.5 to demonstrate the legality of Q. We defined C∗ using Algorithm 3.3,
so C∗ is a legal configuration on H ′. Thus, if Algorithm 2.5 operates on C∗, it will provide a deletion
sequence S of V (H ′). Since every w ∈ J is a leaf, each degH′(w) = 1. Since only v is critical in
C∗, we must have C∗(w) = 0. Without loss of generality, then, we may permute S so that V (H)
is processed before J and see that this new deletion sequence S ′ also satisfies the requirements of
Algorithm 2.5. In passing from C∗ to Q, we let Q(v) = C∗(v) and Q(u) = C∗(u) + 1 for each
u ∈ V (H) r v. Because degH′(x) = degG(x) for every x ∈ V (H), Algorithm 2.5 can begin to
process Q on G in the same order found in the initial subsequence of S ′ containing the vertices of
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V (H). Since we extended Q to V (G − T ) by choosing any legal configuration Z on the subgraph
G− T , Algorithm 2.5 can finish processing Q, thereby confirming the legality of Q.
(b) Seeding v in Q results in a game of length `.
We first show that each vertex in T fires, and then show that none of the vertices in G− T fire.
Since T has ` vertices, and no vertex can fire twice (by Lemma 2.2), the resulting game will be of
length `.
Clearly, v can fire. For u ∈ V (T )r v, let
Su = {w ∈ ΓH(u) : dH′(w, x) < dH′(u, x)}
and su = |Su|. By step (7) of Algorithm 3.3, we have
C∗(u) ≥ degH′(u)− su = degG(u)− su.
We defined Q(u) = C∗(u) + 1, so once the vertices in Su fire, the number of chips on u will be at
least degG(u) + 1, allowing u to fire as well.
For w ∈ V (G− T ), let sw = |ΓT (w)|. In each relaxed legal configuration Z on G− T , we must
have Z(w) ≤ degG−T (w) = degG(w)− sw. Because the vertices in T contribute a total of sw chips
to w once they have all fired, the number of chips on w will never exceed degG(w). Since we define
Q(w) = Z(w), we know that w will not fire when v is the seed.
We have shown that Q is a relaxed legal configuration on G such that if v is seeded, the resulting
game will have length `; thus, we know that Q ∈ Rv,`. Hence, A is well-defined.
Claim 2. A is injective.
Proof of claim. We will show that for distinct trees T1, T2 ∈ Tv,`, we have A(T1) 6= A(T2). For
this argument, we let QT1 , QT2 denote one of the relaxed legal configurations on G that result as
we find A(T1), A(T2) respectively. (Note that A(T1) does not equal QT1 , but rather QT1 ; similarly,
A(T2) = QT2 .)
First suppose that T1 and T2 contain the same ` vertices. Because T1 and T2 share the same
vertex set, we know that H1 and H2 (as defined in the proof of Claim 1) are identical. The creation
of H ′1 (and H
′
2) does not involve the structure of T1 (and T2), so H
′
1 and H
′
2 are identical as well.
Consequently, we know that J1 = J2, which implies that what makes T
∗
1 and T
∗
2 distinct is the
distinct structures of T1 and T2. When we use T
∗
1 and T
∗
2 as inputs to Algorithm 3.3, the injective
nature of the algorithm implies that C∗1 and C
∗
2 will be distinct; thus, QT1|V (T1) and QT2|V (T2) will
be distinct. Because V (T1) = V (T2), we have QT1 6= QT2 . Thus, A(T1) 6= A(T2).
Now suppose that T1 and T2 do not contain the same ` vertices, and that A(T1) = A(T2) = Q for
some Q ∈ Qv,`. When we showed above that A is well-defined, we saw that seeding v in Q results
in a game in which precisely the vertices in the underlying tree fire. But the original trees T1, T2
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considered in this case are distinct. The deterministic nature of burn-off games (see Lemma 2.1)
prohibits this result; the same set of vertices must fire in any burn-off game played on a given
configuration with seed v. Thus, A(T1) 6= A(T2).
Having established that A : Tv,` → Qv,` is a well-defined injection, we turn our attention to
showing the same is true of B : Qv,` → Tv,`, defined as follows. Let Q ∈ Qv,` so that Q ∈ Q. Let H
denote the subgraph induced on the vertices that fire if v is seeded in Q.
Because Q ∈ Q, seeding v in Q results in a burn-off game in which the vertices of H fire. With
h = |V (H)r v|, let F = (v, u1, u2, . . . , uh) be such a firing sequence of V (H). For m ∈ {1, . . . , h},
let dm denote the number of H-neighbors of um that precede um in F . At the time um fires, it must
contain at least degG(um) + 1 chips, so
Q(um) ≥ degG(um) + 1− dm.
This inequality is clearly equivalent to
Q(um) ≥ |ΓG−H(um)|+ degH(um) + 1− dm,
and since degH(um) ≥ dm, we may subtract |ΓG−H(um)| from the right side without it becoming
negative. On the left side, subtracting |ΓG−H(um)| amounts to removing that many chips from
um. Let Q
∗
H denote the configuration on H that results if, for each m ∈ {1, . . . , h}, we remove
|ΓG−H(um)| chips from um. Thus, we have
Q∗H(um) ≥ degH(um) + 1− dm for all m ∈ {1, . . . , h}.
Since degH(um) ≥ dm, we may remove one additional chip from each w ∈ V (H)rv. Let QH denote
the resulting configuration on H, so that
QH(um) ≥ degH(um)− dm for all m ∈ {1, . . . , h}. (11)
Note that v is the only vertex in V (H) that is critical in QH .
Our intention is to input the graph H and the configuration QH into Algorithm 3.2. The
algorithm requires that H be connected and that QH be a relaxed legal configuration. Since H is a
subgraph of G induced on the vertices that fire during a burn-off game, H is connected. Our choice
of Q comes from an equivalence class of the relation ' on Rv,`, so Q is a relaxed configuration on G.
For each u ∈ V (H), we remove |ΓG−H(u)| chips from u, so Q∗H is a relaxed configuration on H. In
creating QH from Q
∗
H , we remove a chip from each w ∈ V (H)r v, so QH is a relaxed configuration
on H.
Finally, we appeal to Lemma 2.3 to show that QH is a legal configuration on H. Reverse
the firing sequence F by relabeling uh−t+1 as wt for t ∈ {1, . . . , h}, and label v as wh+1; let d′t
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denote the number of H-neighbors of wt that precede wt in the sequence (w1, w2, . . . , wh+1) (thus,
dh−t+1 = degH(wt)− d′t for 1 ≤ t ≤ h). From (11), we know that each t ∈ {1, . . . , h} satisfies
QH(wt) = QH(uh−t+1)
≥ degH(uh−t+1)− dh−t+1
= degH(wt)− (degH(wt)− d′t)
= d′t,
which is the condition (3) in Lemma 2.3 for these vertices. It is easy to see that the analogous
inequality holds for v, so QH is a legal configuration.
We apply Algorithm 3.2 with the connected graph H and the relaxed legal configuration QH on
H. The algorithm outputs a spanning tree T ∗ of H∗. Because v is the only vertex in V (H) that is
critical in QH , the only vertex adjacent to the special vertex x in H
∗ is v. Let T = T ∗− x. Finally,
define B(Q) = T . This tree is clearly a member of Tv,`, so B is well-defined.
Claim 3. B is injective.
Proof of claim. We will show that for distinct Q,Q′ ∈ Qv,`, we have B(Q) 6= B(Q′). Let Q, Q′
be representatives of Q, Q′ respectively. Let H, H ′ denote the subgraphs induced on G by the `
vertices that fire when Q, Q′ respectively are seeded at v.
First, we consider the case where H = H ′ =: H0. Because Q and Q′ are distinct, we know that
Q|V (H0) 6= Q′|V (H0). Therefore, QH0 and Q′H0 will be distinct relaxed legal configurations on H0.
The injective nature of Algorithm 3.2 ensures that B(Q) 6= B(Q′).
Second, we consider the case where H 6= H ′. When either of these subgraphs is used as the
underlying graph in an iteration of Algorithm 3.2, the output is a spanning tree of that subgraph
(with the edge {v, x}, which we subsequently delete). Since H 6= H ′, these two trees must be
distinct, so B(Q) 6= B(Q′).
Assisted by the following claim, finally, we will be able to turn our attention to the inner sum
that appears in the statement of Theorem 4.2. Given T ∈ Tv,`, let us denote A(T ) by QT .
Claim 4. For each T ∈ Tv,`, we have |QT | = r(G− T ).
Proof of claim. Because QT is an equivalence class of the relation ' on Rv,`, it collects all relaxed
legal configurations that agree on V (H). Thus, two elements of QT can differ only on V (G − T ).
By Lemma 2.4, the legality of Q ∈ QT on G implies the legality of Q|V (G−T ) on G − T . Hence,
|QT | ≤ r(G − T ). Let L represent any relaxed legal configuration counted by r(G − T ), and
use L for Z in the definition of A(T ). This has the effect of extending L to the rest of G using
Q|V (T ), which is common to all Q ∈ QT . Because we used A : Tv,` → Rv,` in bringing about this
extension, the resulting configuration is legal on G. Since this extension is clearly injective, we have
|QT | ≥ r(G− T ).
16
To complete the proof of Theorem 4.2, it suffices to show that for each v ∈ V , the number
|Rv,`| of relaxed legal configurations C that result in a game of length ` when seeded at v equals∑
T∈Tv,` r(G− T ). Since both of A, B are injections, and both of Tv,`, Qv,` are finite sets, it follows
that A is in fact a bijection. (The same is true of B, but we don’t use this fact.) Thus, as T runs
through Tv,`, its image A(T ) = QT runs through Qv,`, and it follows that
|Rv,`| =
∑
Q∈Qv,`
|Q| =
∑
T∈Tv,`
|QT | =
∑
T∈Tv,`
r(G− T ),
where Claim 4 justifies the last identity.
5 Examples
We first consider an example illustrating the use of Theorem 3.1, Proposition 4.1, and Theorem 4.2 in
estimating the probability distribution of game length in a long sequence of burn-off games. Indeed,
understanding this distribution was our primary original motivation to establish these results.
Before getting to specifics, let us recall the stochastic process we set up in [24]. The state space
of our Markov chain (Xn)n≥0 is the set R. Each transition is determined by randomly seeding
a vertex and relaxing the resulting configuration; to be precise, given Xn ∈ R, the next state is
determined by choosing v ∈ V uniformly at random and taking Xn+1 to be the relaxation of Xn+1v.
For integers m ≥ 1 and states C, we denote by Nm(C) the number of visits of (Xn) to C during the
first m transition epochs. In [24], we proved that (Xn) is irreducible and—by arguing that it has a
doubly stochastic transition matrix—has a uniform stationary distribution. Thus, we obtained the
following consequence:
Pr
{
lim
m→∞
Nm(C)
m
=
1
|R|
}
= 1 for all C ∈ R (irrespective of the initial state). (12)
So with high probability, the long-term proportion of time that (Xn) spends in any given state is
equally spread across the states.
Now consider the graph G consisting of a triangle K3 with a pendant vertex joined to one of
its vertices by a single edge. As τ(G∗) = 40, Theorem 3.1 shows that there are 40 relaxed legal
configurations on G. Because G has order four, there are 160 pairs (C, v) ∈ R × V . Of these,
82 pairs result in a game of length zero (Proposition 4.1). We know that burn-off games on G
cannot have length greater than four (Lemma 2.2). Four applications of Theorem 4.2 show that
the numbers of pairs resulting in games of length one, two, three, and four are 35, 16, 15, and 12,
respectively. Now the uniformity in both the seed choice and the state visitation over a long game
sequence (viz. (12)) justifies the probability distribution of game lengths displayed in Table 1.
For comparison, we ran a computer simulation of 10,000 burn-off games on G and plotted the
results together with the probabilities in Table 1. This plot appears in Figure 1, where the left bars
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Table 1: Distribution of lengths for burn-off games on K3 plus a pendant vertex
game length 0 1 2 3 4
probability
82
160
35
160
16
160
15
160
12
160
(as percent) 51.25 21.875 10 9.375 7.5
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Figure 1: Comparison of simulated data (10,000 trial games) with analytic results from Table 1
display the simulation data and the right bars display the distribution. We confirmed the close
visual agreement between the analytical and simulated data using a χ2 goodness-of-fit test (more to
check our simulation than our theorems!). Even with the level of significance α as high as 0.1, this
test did not reject the hypothesis that the analytical results correctly model the simulated data.
In a follow-up paper to the present one—which has already appeared as [25]—we apply Propo-
sition 4.1 and Theorem 4.2 to determine the game-length distribution in a long sequence of burn-off
games on a complete graph. Thus we recover the corresponding enumeration results obtained by
Cori, Dartois, and Rossin in [10]. These authors’ approach is through the (univariate) ‘avalanche
polynomial’, which is, in our terminology, a generating function for the number of games of varying
lengths. More recently, these polynomials were refined to their multivariate analogues in [1], where
they are characterized for some basic graph families (trees, cycles, wheels, and complete graphs).
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6 Concluding remarks
Early papers (e.g., [2], [3], [27]) that inspired the invention of the abelian sandpile model by Dhar [13]
studied chip-firing games, in part, through computer simulations. Our first example in Section 5
is intended to illustrate how our main results (Theorem 3.1, Proposition 4.1, Theorem 4.2) offer
an analytic explanation for the game-length distribution of a burn-off game, at least on the graph
considered there. Though the two results from Section 4 do not offer closed-form expressions for
the quantities being counted, the Matrix-Tree Theorem (see, e.g., [9]), together with Theorem 3.1,
render as manageable the summands tv and r(G − T ) in Proposition 4.1 and Theorem 4.2. Thus,
in principle, the exact probability distribution is available.
Closure
Somewhat out of sequence, this paper brings to an end our long-term project of producing a pub-
lished account of the second author’s dissertation [23]. Besides the already mentioned articles [19]
and [24], further results from [23] appear in [18] and [25]. As mentioned at the end of Section 5,
the last of these cites the present paper; this is because it was written afterwards.
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