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Abstract—Network Function Virtualization (NFV) is bringing
closer the possibility to truly migrate enterprise datacenters into
the cloud. However, moving applications from private datacenters
to cloud centers is complicated because many of these applications
require network-based services: firewalls, IDS, load balancers,
etc. Furthermore, network centered applications such as the
3G/4G IP Multimedia Subsystem (IMS) have been excluded from
services typically provided by datacenters. NFV makes network
functions a first-class citizen, and therefore holds strong promise
for both enterprise datacenters and more complex network ser-
vices (e.g., IMS). However, for a Cloud Service Provider to offer
such services, many research questions still need to be addressed:
e.g., in order to scale up/down resources to satisfy traffic demands
and guarantee QoS, when and where should new virtual network
functions be instantiated? How can network configuration be
updated on-demand to guarantee service chaining, especially in
the events of virtual network function creation and deletion?
To enable on-demand management of the datacenter network,
traditional Cloud Computing Management must be rethought.
In this paper, we introduce the concept of a Network Function
Center (NFC): we discuss the expected functionality, the meaning
of management in this new context, and present a prototype
system that uses genetic algorithms to dynamically distribute
server and network resources.
I. INTRODUCTION
Network Function Virtualization (NFV) [1] is bringing
closer the possibility to truly migrate enterprise data centers
into the cloud. Cloud computing enables many organizations
to outsource the management of the physical infrastructure for
their IT needs to cloud services providers. However, as well
articulated in [2], moving applications from private data centers
to cloud centers is complicated by the fact that many of these
applications require network-based services such as firewalls,
load balancers, intrusion detection systems, proxies, etc.
Most of the work on resource utilization in Cloud Services
has focused on VM placement in the physical servers [3],[4],
and little consideration has been given to the physical network.
The limited attention given to the network component has also
resulted in more complex network services (e.g., 3G/4G IP
Multimedia Services) being excluded from services provided
by datacenters.
NFV, by making the network functions (NF) a first-class
virtual citizen, holds strong promises for both enterprise dat-
acenters and sophisticated network services. However, for a
Cloud Service Provider to offer such services, many research
questions still need to be addressed: e.g., to scale up or down
the resources to satisfy the traffic demands and guarantee QoS,
what, when and where should new virtual NFs be instantiated?
How can physical network configurations be updated on-
demand to guarantee service chaining, especially in the events
of virtual NF creation and deletion?
In this paper, we first identify several challenges that must
be solved for making Network Function Centers a reality. Sec-
ond, to maximize network resource utilization and to facilitate
an easy network management [5], we advocate for a software-
defined/OpenFlow infrastructure. We argue that traditional
datacenters’ techniques and designs are inadequate and must be
reconsidered to enable on-demand management: for instance,
integer linear programming for exact solutions are too slow
to satisfy dynamic traffic demands and requirements. Instead,
more approximation models should be explored. With this in
mind, we developed a genetic programming based approach
to satisfy the SLA and QoS objectives with dynamic traffic
demands and application requirements. We built a prototype
implementation in Mininet environment and the evaluation
provides strong early evidence that such proactive management
of a Cloud Center network is feasible. Our experimental results
in a non-optimized implementation shows the possibility of
making resource allocation decisions for hundreds of new
services in a matter of 100 seconds in an NFC of hundreds of
servers and resource reallocation decisions of about 30 services
in a matter of couple of seconds in a center with hundreds of
services running.
II. RELATED WORK
Traditionally network services have been implemented as
hardware based middle-boxes. CoMB [6] proposes an archi-
tecture which implements these middle-boxes as software-
based, virtualized entities. [7], [8] present platforms to manage
software-based middle-boxes. The proposed NFC follows the
NFV concept and implements network services as software-
based entities.
With the popularity of NFV, [9] discusses the possibility
of outsourcing enterprise middle-box processing to the cloud.
It shows that outsourcing solves many problems faced by
network administrators and can outsource over 90 percent of
middle-box hardware in an enterprise network. FeatureAPI
[10] introduces a policy language to map policies onto the
underlying cloud network, so that external Feature Providers
can easily provide network functions to enterprises. [11]
highlights the customer expectations when they outsource the
network functions. Stratos [2] is the first work that presents a
framework for external Network Functions Providers. Stratos
assumes a cloud service exists and to handle traffic flows and
redirections, it associates each middle-box with a virtual switch
that provides network functionalities. These switches decide
where to send traffic, and if the traffics crosses from one phys-
ical server to another, it uses the traditional routing provided
by the cloud network. In contrast to Stratos, the proposed
NFC has the complete control over routing in network and
makes better utilization of network resources by provisioning
and configuring the physical network switches based on the
application demands.
The placement of the NFVs in the physical machines and
use of network bandwidth are crucial for the performance of
cloud system. [3] has considered the VM placement problem
only with respect to network resources utilization. Their ap-
proach uses integer linear programming and takes in the order
of minutes to decide the placement of 1024 VMs in the data
center of 16 servers. [4] has considered an on-line version of
the VM placement deciding the location of a VM each time a
request is received using a Markov approximation technique.
Their approach takes in the order of seconds to decide the
placement of a VM. The network services placement of NFC
is inspired by [3], [4] and uses a different approach: a set
of Genetic Programming algorithms to optimize server and
bandwidth resources. The provisioning of new services, like
in [3], may require setting hundreds of network service chains
with dozens of services (like in a call center), while scaling
up or down resources is more an on-line process which may
require scaling up the resources assigned to several individual
network services in different chains on the flight to cope with
an increase on services demands.
III. OVERVIEW OF NFC
The Network Function Center (NFC) is the platform where
network services are delivered to clients on a subscription
basis. In this section we briefly describe two aspects of NFC:
functionality and architecture.
A. Functionality
Fig. 1. Network Function Center Snapshot
To receive services, a client needs to provide the following
three specifications to a NFC: (1) types of required services,
(2) interconnectivity between these services, and (3) expected
traffic load to be generated by these services. The abstractions
used to solicit this information from a client will depend on
the services. The specification could be as complex as a high-
level description of a virtualized network where each network’s
endpoint is connected to predefined Virtual Networks emu-
lating either an L2 broadcast domain or an L3 subnet [12];
or the specification can be as simple as a set of network
services chains through which different classes of traffic must
go through [13] (e.g., all traffic from 10.0.0.0/24 must traverse
IDS-Firewall-Proxy). The specifications can be (automatically
or semi-automatically) translated into a collection of Directed
Acyclic Graphs (DAG) connecting sources to destinations
of data flows in which the intermediate nodes in a graph
path represent network functions that must be applied to the
traffic flow going through the path. The first and the last
node in a path are the source and the destination of the
flow and may or may not be hosted inside the NFC. Each
DAG must be accompanied with capacity information for each
node (i.e. service capacity requirements) and information about
traffic characteristics that will go through the different paths
(e.g. traffic class, expected throughput). As an illustration, we
assume a NFC that provides network functions represented as
chains of services. As illustrated in Table 1 of Figure 1, the
client request comes to the NFC in the form of
• Policy (chain of required network services)
• Ingress and egress locations of client’s traffic flow
• Expected volume of the traffic flow
Once the client request is accepted by the NFC, the client’s
traffic is redirected to the NFC to traverse the network services,
over the Internet. The NFC must guarantee that the client’s
traffic traverse all the network services in the correct order. In
addition, the NFC is expected to increase/decrease the number
of network services instances and number of paths for the
traffic flow according to the application’s dynamic needs and
agreements with the client. As an example, an SLA can specify
the minimum traffic load to be supported, and the NFC can
decide to support higher loads (by dynamically allocating more
resources) at an extra-cost. SLA structures will depend on the
management capabilities that the NFC may support.
B. Architecture
The overall architecture of a NFC consists of two main
components: a physical infrastructure, and a management
system for the infrastructure.
The physical infrastructure comprises a network and a
server infrastructure. The network infrastructure provides con-
nectivity for all communications occurring in the NFC and
between the NFC and its users. The server infrastructure hosts
all network services. Servers in the NFC are used to deploy the
virtual machines where the network services run. A network
service is implemented as a software on a virtual machine.
Figure 1 represents a snapshot of a NFC. It depicts the
placement of network services to implement the two policy
chains in Table 1. Table 2 shows the physical sequences
of switches and network services where the client’s traffic
is forwarded. Client1 wants his traffic flow coming from
10.1.0.0/24 to any destination to go through the policy chain
of Firewall-IDS-Proxy network services. To grant his request
a firewall service and a IDS service are implemented on two
virtual machines at Server1 and a Proxy service is implemented
on a virtual machine at Server2. The network architecture
depicted in the figure represents a tree-like architecture typical
of datacenters. However, as network element reconfiguration
becomes a more active part of the management, these standard
architectures may change for the benefit of the management.
We elaborate this point further in Section IV-A3. The Manage-
ment System is described in more detail in the next section.
IV. NFC MANAGEMENT SYSTEM
The goal of the NFC Management system is to automate ar-
rangement, coordination and management of NFC components
to maximize on-demand client requests whilst guaranteeing
QoS. In addition, it ensures that the components interoperate
with each other, policies are implemented properly and end-
to-end services are delivered completely and reliably.
Figure 2 gives an overview of the proposed NFC Manage-
ment System architecture. The term ”NS” in the figure refers
to any requested Network Service.
Fig. 2. NFC Management System
The NFC Management System requires three high-level
inputs: (1) Client Requirements given as a set of annotated
DAGs, (2) Topology data and Traffic and (3) Resource con-
straints.
Each client’s requirement is annotated with the traffic
flow’s ingress and egress locations (if they exist), flow prop-
erties (source and destination IP address, source and desti-
nation port), expected volume of traffic traversing each path
in the DAGs (network services chain). Topology data and
traffic describes the placement of current network services,
paths between servers, links between switches, available link
capacities, as well as switch and server’s capacities. Resource
constraints specify (1) server and switch resources (CPU,
memory, TCAM sizes, etc.) and (2) bandwidth capacity for
each link in the topology.
A. Process of NFC Management System
The process NFC Management System is built around five
key modules: (1) Resource Manager, (2) Topology Manager,
(3) Flow Manager, (4) Elasticity Manager and (5) Rules
Generator.
Once a new client request is submitted, Resource Manager
takes decisions on the placement of network services and
paths for the client’s traffic to follow inside the NFC. The
Resource Manager is also called by the Elasticity Manager.
The Elasticity Manager monitors the resources utilization.
According to parameters such as network traffic, applications’
requirements and agreements with clients, the Elasticity Man-
ager takes decisions on when to increase/decrease the instances
of network services and paths for the traffic flows. Once the
Elasticity Manager decides to increase/decrease the instances
of network services or paths, the information is passed to the
Resource Manager which then decides the possible changes to
the placement of the network services instances and paths.
The Topology Manager, Flow Manager, and Rules Gener-
ator configure the network according to decisions taken by the
Resource Manager and Elasticity Manager.
The five key modules are described in-detail in the follow-
ing sub-sections.
1) Resource Manager: The Resource Manager module
takes the network’s traffic, topology data, constraints and client
requirements as inputs. For each client requirement (DAG), the
Resource Manager decides: (1) the acceptance or rejection of
the client request and (2) if the request is accepted, then for
each service, it identifies: (a) Either a non-used virtual machine
(a dormant VM) that can be re-used to run the required network
service or a server where a new virtual machine can be created
to run the required network service, and (b) A path for traffic
flow between every two network services directly connected
in the DAG based on expected volume of traffic specified in
client requirement and the available bandwidth of links in the
NFC.
In addition, responding to requests from the Elasticity Man-
ager to scale up/down the resources, the Resource Manager
decides a new set of network services assignments and paths
for existing client’s traffic flow. For scaling up, whether to
create a new service instance in a more suitable location or
re-use a dormant service to save service instance creation
time, the decision may depend on several factors such as the
location of the dormant service and its capabilities. Also it is
possible to share a service already running, and then the same
virtual services might be used by multiple traffic flows. The
appropriate modelling for this decision is an open research
challenge. Prior work [2] has highlighted that inappropriate
network function placement could unnecessarily increase inter-
rack traffic, and therefore proposed to select the rack that
minimizes inter-rack VM traffic. Such approach presents two
main limitations: (1) it does not consider QoS requirements
(e.g., delay, loss, jitter, throughput) of the applications, (2) it
does not take the cost model of cloud service providers into
account. For example, it is more expensive to run 16 virtual
machines of 1 core, 1 GB RAM, than 1 virtual machine of 16
cores, 16 GB RAM. Also, to reduce the expenses, a provider
would prefer to run the network functions from all its tenants
on a minimal number of physical servers. For NFV to become
a practical solution, the problem formulation and optimization
must consider the interplay between network traffic and VM
allocation.
Reassignment of services and paths allows cloud service
providers to maximize their resources. However, the transition
from one configuration of network function and flow assign-
ment to another could create transient congestion which could
degrade applications performances. [14] presents algorithms to
remedy the problem but addresses only configurations of flow
assignments, and does not consider the cases where network
functions could also be relocated.
The combination of all these factors has to be considered by
the Resource Manager to decide resource allocation. A popular
technique that has been used for VM allocation [15] and
network management [13] is to model the resource allocation
as Integer Linear Programming (ILP) optimization problem.
There is the intrinsic constraint that ILP optimization is a NP-
complete problem, and even when solutions are obtained for
special classes, it might be too slow for continued adjustments
of the system configuration causing inappropriate hysteresis
in the reaction. We believe it is more realistic to look for
good feasible configuration and do not expect to find optimal
solutions like the ones returned by ILP. We need to explore
approximations techniques. In our prototype, we have mod-
elled the problem as finding the best fitted solution according
to a Genetic Algorithmic modelling of the problem after a
fixed amount of generations have been explored. The results
are very encouraging (see details in Section V). There is a
second approach that we are starting to explore that in the
Operation Research community is called meta-heuristics. In
particular, we are looking at approximations to optimization
of non-linear functions [16]. Moving from a linear to a non-
linear representation of the problem is an important step since
it is unlikely that the dependency between all these parameters
will be linear.
2) Topology Manager: The Topology Manager module is
responsible for maintaining up to date state of the physical
infrastructure of the NFC. It keeps an inventory of all services
running or dormant in the system. It knows about all physical
paths between servers and paths used by all the traffic flows.
It also maintains information about current traffic and service
demands. It will be the source of data for any analytic
needed to be done about the NFC. It is also in charge of the
instantiation or re-use of the necessary network services as
well as the provisioning needed according to the instructions
given by the Resource Manager. Creation of network services
process may include deploying a virtual machine in a server
and installing necessary software and starting the necessary
processes required by the network services.
3) Flow Manager: The aim of the NFC is to provide
flexibility in regard to network services placement which can
be placed anywhere in the network. Hence, the sequence of
switches in physical network that the traffic from a client has
to follow, may have loops (the same traffic flow may visit the
same server for two different services more than once). If so,
the combination of original source and destination information
of a packet, is not sufficient to identify the network services
this packet has gone through so far. Making the situation more
complicated, many network services modify packet headers.
Therefore the original source and destination information of
a packet can be changed during the flow [13]. Hence, it is
essential for the Flow Manager module to find mechanisms to
come up with unique identification for the state of a packet in
a flow path. This identification can be done through tunnelling
mechanism [12] or can be added into headers of packets going
through the network service.
In the most general case, this traffic identification must be
agnostic to the physical topology of the NFC, so that changes
in the topology do not require changes to the Flow Manager.
However, special Flow Managers could be designed to take
advantage of particular classes of topologies. If the topology
has the tree structure similar to current datacenters architec-
tures, identification of flows can be specialized knowing that
traffic will go up and down the hierarchy. This can reduce the
number of identifiers needed to differentiate the different paths.
Also, in a case where specialized boxes are added to strategic
places in the physical network to support management, one can
envision a box where routing rule updates are performed very
fast at ingress points of the center for the support of versioning
(see IV-A5 and V for more information on versioning).
4) Elasticity Manager: One of the main objectives of NFC
is to support scaling up/down network services according to the
network traffic and dynamic needs of applications. Therefore,
the Elasticity Manager monitors the network and servers to
determine when to scale up/down the resource allocation to
meet the traffic demands according to the SLAs and QoS
agreements. Finding the exact network service(s) or path(s)
which are causing the bottleneck is essential because of the
costs involved in running new network services as well as the
impact that reallocating services and flow paths may cause in
service quality and traffic lost because of switching delays.
Also, it is important to decide the right number of resources
to increase/decrease to achieve the demand and avoid the
potential for some kind of thrashing phenomenon. This is the
least explored component of our management system.
The most basic method to scale up/down is to monitor
system-level metrics (server and links utilization) and deter-
mining whether to scale up or down based on a threshold.
However, threshold-based algorithms do not capture the com-
plex interaction among multiple resource parameters (server
and links) and the potential diversity of traffic types. Deter-
mining the right set of thresholds for them to simultaneously
achieve the right SLA and QoS for each type of traffic would
be difficult. Often the thresholds are set based on ad-hoc mea-
surements and past experiences. This is an obvious situation
where machine learning techniques, in particular reinforcement
learning, must be explored to learn the behaviour of the
applications and automatically adapt to changes. The learning
algorithm can be augmented with heuristics to improve the
responsiveness and guide the algorithm itself.
5) Rules Generator: The Rules Generator module gener-
ates data plane configuration for the switches to route traffic
through the appropriate sequence of network services from
their source to destination according to clients requirement.
It is this module that directly takes advantage of SDN and
OpenFlow. Because the NFC controls the switches, routing
inside the NFC network is done entirely using OpenFlow
VLAN and MPLS tags adapting the ideas from [13] and this
way, avoiding all the problems that modifications of packet
headers by middle boxes can cause [17]. Rules Generator uses
the identification tag issued by the Flow Manager to infers
mappings between the incoming and outgoing traffic flows of
a network service and to identify the traffic flow that a packet
belongs to. Tags are added at ingress point before the traffic
has been gone through any network service, thus letting the
traffic be identified by the Source and Destination headers and
they are removed at the egress point.
Furthermore, when updating the network configuration as a
result of scaling up or down needs, the Rules Generator follows
the per-flow consistency introduced in [18] to avoid any
inconsistencies in transient traffic and reduce traffic lost. The
update mechanism works by stamping every incoming packet
with a version number and modifying every configuration so
that it only processes packets with a set version number. To
change from one configuration to next, it first populates the
switches in the middle of the network with new configurations
guarded by the next version number. Once that is completed, it
enables the new configurations by installing rules at perimeter
of the network that stamp packets with next version number.
This method makes network updates faster and cheaper, by
limiting the number of rules or switches affected.
V. NFC PROTOTYPE
With an understanding of the NFC architecture and Man-
agement system, we briefly describe our implementation.
In the NFC, a network service is implemented by a virtual
machine that can be deployed in any server in the network,
contrary to traditional network services that are hardware based
middle-boxes in fixed places in the network. As resource
allocation is scaled up/down by the elasticity manager to
meet traffic demand, paths between network services have
to be dynamically redirected. Our prototype makes use of
Software Defined Networks (SDN) to allow programmatic
control over the traffic flow and easy reconfiguration of the
physical network. We have implemented the physical structure
in Mininet [19], used “Ryu” [20] as SDN controller, as it
supports the newest versions of OpenFlow SDN specifications
[21], and dumb OpenFlow switches as network services.
Fig. 3. K-fat tree architecture
We work with four types of environments : (1) 64 servers
with 72 switches, (2) 32 servers with 30 switches, (3) 16
servers with 20 switches, and (4) 8 servers with 8 switches,
under a k fat-tree architecture – see Figure 3. Figure 3 shows a
4-ary fat-tree. A typical k-ary fat-tree network has three layers:
a core layer, an aggregation layer and a Top-of-Rack (ToR)
layer. It consists of (k/2)2 core layer switches and k pods of
k switches, half of them aggregation switches and the other
half ToR. Each switch in pod has k ports. The ToR switches
are at the bottom of the pod, and the aggregation switches in
the middle. In one pod, each ToR switch is connected to every
aggregation switch and (k/2) servers. Each aggregation switch
connects to (k/2)2 switches on the core layer. In the fat-tree,
there are more interconnections among different layers than
many traditional tree networks. Those redundant links provide
alternative paths for data transmission.
Our prototype NFC management system have been devel-
oped in C++ and Python. Conceptually, the Resource Manager,
Topology Manager, Elasticity Manager and Flow Manager can
be seen as controller applications, while the Rule Generator as
an extension to the network operating system.
As explained in section IV-A1, the Resource Manager
module has two main responsibilities: (1) New service pro-
visioning: upon receipt of a new set of policies, resources
are identified within the given physical network constraints
and already allocated resources for the existing policies and
(2) Scaling up/down: upon the request from the Elasticity
Manager to support scaling up/down the resources, decides a
new set of network services assignments and paths for existing
client’s traffic flow. These two activities are implemented
independently but both use genetic programming (GP) as the
mechanism to allocate resources. The GP computes evolutions
of configurations through cross over and mutations to accom-
modate new network services. A possible configuration state
(represented by servers and paths assignments) of the NFC is
considered as a full solution if it is an allocation of resources
for all the policies in the system. The population for a round of
the GP consists of n full solutions which represents different
possible configuration states for the NFC. If there are m of
policies in the NFC, then each full solution contains m partial
solutions, each representing the allocation of resources (i.e.,
servers and paths) for each policy. We have considered two
types of mutations: (1) Re-placement where we try to place the
network service in a different server and (1) Re-wiring where
we try to find a different path between given two network
services. New generations are evaluated according to a fitness
function that takes into account server resources and network
resources. We use two different fitness functions, one for new
service provisioning and another for scaling up/down:
F1 = w1P1 + w1P2 + w3P3 + w4P4 (1)
F2 = w1P1 + w2P2 + w3P3 + w4P4 + w5P5 + w6P6 (2)
where P1 = % of Server Capacity used, P2 = % Links Capacity
used, P3 = % of Servers used, P4 = % of Links used, P5 =
% of Servers changed and P6 = % of Links changed.
For new service provisioning, the Resource Manager uses
network’s traffic, topology data, server constraints and client
requirements as inputs. As the first step, the Resource Manager
performs a Depth First Search (DFS) for the initial assignment
of network services and paths for each new policy request,
within the given physical network constraints and previously
allocated resources for the existing policies. The configuration
state (network services and paths) that the Resource Manager
comes up with for a new policy request is a partial solution
that combined with the partial solutions of each of the existing
policies form a full solution. The Resource Manager performs
mutations and crossover for randomly selected partial solutions
of a full solution and generate a new full solution. The newly
generated full solution is added to the existing set of full
solutions, which is known as the population. These mutation
and crossover are carried out over generations and populations
will keep growing. The fitness function 1 is used to measure
how good a full solution is. It takes into account servers
capacity, links capacity, number of links used and number of
servers used with respect to the total physical usage of the
network and network resources available. Since we are trying
to maximize the server and network utilization, the full solution
which gives highest fitness value is selected as the best solution
for the NFC configuration. Weights of parameters (w1, w2, w3
and w4) can be decided according to the preferences, whether
to give more priority to server utilization or links utilization.
To support scaling up/down, the Resource Manager starts
with the current state and performs a DFS for the re-assignment
of resources (new servers and paths) of a set of network
services that are scaling. The partial solutions relevant to
the scaling up are modified according to the results of the
search. The mutations and crossovers are carried out only
to the partial solutions which were changed because of the
scaling up. The fitness function 2 is used to measure how good
a full solution is. It uses additional parameters representing
the changes to the current system. As explained in IV-A5
sections, when updating the network configuration as a result
of scaling up or down needs, there can be inconsistencies in
transient traffic which results in traffic loss. So to minimize the
disturbances to current traffic flow, when scaling up or down,
while trying to maximize the server and network utilization,
we want to minimize the changes to the current system too.
Hence, weights of the parameters can prioritize server and link
utilization or minimize server or link changes.
In the SDN side of the implementation, the Rule Generator
has to configure the data plane (forwarding rules) to route
traffic and add an identification using VLAN tags to packet
headers for inferring the mapping between incoming and
outgoing flows of a network service. We assume that a network
service serves traffic flow to a single policy so that that we
can re-issue tags to services that manipulate headers. This
assumption could be relaxed as suggested in [13] where traffic
is identified by the payload. As part of the scaling up/down, the
Rule Generator has to reconfigure the data plane dynamically.
We have experimented with two different implementations.
In the first implementation, rules are updated in all switches
simultaneously. The second implementation uses versioning
tags in addition to the identification tags to maintain per-flow
consistency as in [18]. This second implementation reduces
packets lost from 7% to about 1.5% but uses more tags. Note
that versioning can also be used to deal with network functions
that keep state. An approach suggested by [18] is to keep the
old version for a sufficient amount of time so that the expected
probability of breaking a session is low. This time will be
calculated in a case by case basis.
VI. EVALUATION
In this section we will describe results of experiments
which were carried out to test the two main functions of
the Resource Manager: (1) New service provisioning and (2)
Scaling up of existing services. In our experiments we have
limited a new service provisioning to be a set of policies to
chains of network services. The policies used in experiments
are generated randomly with no more than 7 services and at
least 2. We have considered 5 types of network services where
each network service needs different number of capacity units.
The types of network services in a policy are also selected
randomly. All experiments were carried out in a machine with
an Intel core i7-4500u processor and 8GB of RAM.
A. Handling new policy requests
Fig. 4. Total time to implement 100 policies with 200,300,400 generations
Fig. 5. GP time vs DFS time to implement 100 policies with 200 generations
When handling new provisioning request the Resource
Manager processes the policy chains in the request sequen-
tially. For each policy, it starts with performing a DFS for the
assignment of servers and paths for the policy (i.e. a partial
solution) under network and server constraints of already
allocated resources for the existing policies. After the initial
solution for the policy is found, with the use of GP approach,
the Resource Manager performs mutations and crossovers for
randomly selected partial solutions of a full solution and
generate new full solutions. Figure 4 gives the average total
time taken to implement newly service provisioning requested
comprising of 100 policies chains (this would be about 500
virtual services) in 4 types of NFC environments: (1) 8 servers,
(2) 16 servers, (3) 32 servers and (4) 64 servers with 200, 300
and 400 generations. These total times include: (1) time taken
for Resource Manager to perform DFS to come up with an
initial partial solution for each policy and (2) time taken to run
the GP over generations to come up with a better full solution.
The growth of the graph is exponential and it seems to be
becoming smooth when the number of servers are increasing.
The cause of the increase is that the larger the NFC is the more
choices exist specially at the beginning when all resources are
available. So even a DFS needs need to create a large structure
to find the initial solution. In order to understand the effect
of the size better we get the average times for the DFS part
and the GP part for 200 generations separately. In Figure 5
where the results are plotted, shows that it is indeed the DFS
that takes large portion of the time. This can be addressed by
using simple heuristics to find the allocation of a few of the
first policies and only start running DFS when the heuristics
start to fail finding quick solutions.
Fig. 6. Fitness values when implementing 100 policies
Since we are processing policies in a new provisioning
request sequentially we needed to check the impact of the
order in the results. Figure 6 shows that order has not much
effect. We have fixed 100 policies and processed them in 100
random orders for environment (2). Only three different fitness
function values were obtained with a mean value of 0.689 a
standard deviation (SD) of 0.008. When 100 random policies
were selected 100 times and processed the mean was 0.686
and the SD 0.022.
B. Handling scaling up requests of existing policies
Fig. 7. Impact of No. of generations for improvement of solution
As explained in section V, handling scaling up requests of
existing policies, starts with the Resource Manager performing
a DFS for the reassignment of a set of network services and the
corresponding paths. In a first set of experiments we wanted
to figure out what was the impact of the number of services
scaling up simultaneously and the initial state of the system
before the scaling up starts. We used two types of environments
for the experimental setup: (1) an environment where 80% of
the server and links capacity are full and (2) an environment
where only 50% of the server and links capacity are full. We
carried out three sets of experiments in each environment. One
in which 30 services were scaling up simultaneously, one in
which 10 services were scaling simultaneously and a third
one in which only one service is scaling up. The results are
summarized in Figure 7.
The first observation is that there is little benefit in running
the GP when the number of services scaling simultaneously is
small. One can avoid running the GP and use directly the DFS
solution. correspondingly, the more simultaneous requests the
more it is to be gained by running the GP optimization. When
implementing 10 policy changes simultaneously, in 37.5% of
experiment runs, the full solution was improved over genera-
tions. When implementing 30 policy changes simultaneously,
the full solution was improved in 65% of the runs.
The second observation is that environments with tighter
resource availability also get more improvements than loosely
tight environments. Over all the experiments, in fully tight
environments, the fitness function of the full solutions was
improved in 52.5% of the runs by the GP, while in the loosely
tight environments, there were changes only in 37.5%.
The last observation is that in all the cases, most of the
improvement in the fitness function happens early on, and
after 200 generations the improvements decrease significantly.
Hence, we will present the performance numbers based on runs
of 200 generations.
In the second set of experiments we collected data from
30 runs of 200 generations when 30 services were scaling
simultaneously. We measured the time at two points. First,
the time the Resource Manager took to perform DFS to find
to initial solution, and then the time it took to performs the
mutations and crossovers in GP. We run the experiments in the
4 environments: (1) 16 servers, (2) 16 servers, (3) 32 servers
and (4) 64 servers.
Figure 8 shows the result for the DFS part. The speed
of growth is decreasing with the increasing of the number of
servers. Figure 9 shows the results for the GP part. The growth
of the graph is linear with respect to the number of servers.
It also shows that the time taken by the DFS is insignificant
with respect to the time taken by the GP part.
Fig. 8. Initial DFS to implement 30 policies changes
The impact of weights in the fitness function was explored
by two types of experiments. In the first type the weight for
all parameters was set to 1. In 62.5% of experiment runs,
the initial full solution was improved over generations. In the
second type of experiments, the weight for the parameters
regarding changes, w5 and w6, was set to 1 and the rest to
0. Only in 40% of the runs the solution improved over the
generations. Policies were the same in both experiments with
experiment 1 sometimes resulting in a better fitness function
for experiment 2 than the experiment 2 itself.
Fig. 9. GP with 200 generations to implement 30 policies changes
VII. FUTURE WORK
In order to truly integrate network functionality into com-
mercial offerings of Cloud services, we advocate for a more
aggressive integration of the network and server infrastructure.
Advances in SDN and standards such as OpenFlow make
this integration feasible. However, this integration does not
come without new challenges. Perhaps the most immediate
one is the increase in the dimensionality of the optimization
space. In its most basic form, we want to simultaneously
optimize the placement of services (in the servers) and traffic
load (by finding the appropriate paths in the network). The
larger number and the non-linear dependency of the variables
involved indicate that typical mixed Integer Linear Program-
ming (ILP) approaches might not be the appropriate tool to
approach the problem – we don’t want exact solutions, we
want fast solutions. The time typically required for ILP to
compute a solution is unsatisfactory, especially considering
that client’s traffic characteristics may change quickly. We need
to look for approximation algorithms that can cope with non-
linear objective functions, that can produce feasible solutions
in a given time constraint, and that are robust to progressive
changes in the system since drastic re-arrangements of the
system configuration will cause unacceptable deterioration of
services during the transition time. We have also assumed a
management system that is mostly agnostic to the semantics
of services, but it is likely that with knowledge about the
services during optimization better and faster results can be
obtained. Meta-heuristics in operation research and hybrid
machine learning methods are practical improvements based
on semantic knowledge injected to the theoretical models of
optimization and learning that we will explore.
VIII. FINAL REMARKS
In this paper we introduced the concept of a Network
Function Center (NFC): a cloud based platform where net-
work services are delivered to clients on a subscription basis.
We discussed the expected functionality of NFC which is
to maximize on-demand client requests whilst guaranteeing
QoS. We have identified several challenges that must be
solved for making NFC a reality. E.g. to scale up or down
resources to satisfy the traffic demands and guarantee QoS,
what, when and where should new virtual network functions
be instantiated? How can physical network configurations be
updated on-demand to guarantee service chaining. Instead of
traditional datacenters’ techniques and designs which are too
slow to satisfy dynamic traffic demands and requirements, we
developed a genetic programming based approach to satisfy
the SLA and QoS objectives dynamically. The NFC prototype
implemented with SDN, showed strong early evidence that
such proactive management is feasible.
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