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d’avoir amené à ma connaissance les Costas Arrays et le QAP, ainsi que pour l’usage de
sa machine.
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The work reported in this thesis is about constraint processing in the context of hierarchi-
cal multiprocessor systems, including distributed systems. More specifically, it develops
techniques and a system to help bringing the power available in today’s multiprocessing
networked systems into the constraint processing field.
Solving constraint specified problems is a process which lends itself naturally to
parallelisation, as it usually implies going through very large search spaces, looking for
a solution. Parallel constraint solving draws on the idea of dividing the search space
among several workers, so the search may proceed faster, and thanks to the declarative
nature of constraint programming, the parallelisation happens transparently as far as
the user is concerned. However, to fully take advantage of the parallel computing power
available, techniques must be developed to help ensure that the workers executing the
search are kept busy at all times, which is an issue tackled by this work.
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Esta tese debruça-se sobre a programação por restrições no contexto dos sistemas mul-
tiprocessador hierárquicos, incluindo os sistemas distribúıdos. Mais especificamente, o
trabalho elaborado desenvolve as técnicas de resolução de problemas de satisfação de
restrições recorrendo ao paralelismo.
A actualidade do tema prende-se com a cada vez maior divulgação de que são ob-
jecto os sistemas multiprocessador que, juntamente com a omnipresença das redes de
computadores, põe à nossa disposição uma capacidade de cálculo que necessita de ser
posta a uso, o que tarda em acontecer. Nesta tese desenvolve-se um sistema que permite
tirar partido desses recursos através do processamento de restrições.
A programação por restrições é um paradigma declarativo, em que o utilizador não
tem de se preocupar com o controlo da computação, e a introdução de paralelismo nesta
área pode realizar-se transparentemente. Por outro lado, o processo de pesquisa de
soluções para problemas especificados por restrições adapta-se particularmente bem a
ser paralelizado.
Este tese apresenta uma abordagem à resolução paralela de restrições, que junta
paralelismo local, sob a forma de trabalhadores, com paralelismo distribúıdo, em que os
actores são as equipas. O sistema constrúıdo, destinado a sistemas distribúıdos de larga
escala, que é descrito e os seus resultados apresentados, inclui distribuição de trabalho,
através de roubo de trabalho. Este funciona, localmente, sem a colaboração do roubado
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Constraints have long been used to help solve hard problems. The process usually
involves sifting through huge search spaces until a solution is found. As this may be
computationally very expensive, the more computational power committed to the task,
the better the chances are of coming to a conclusion in a reasonable amount of time.
In the last few years, as the quest for pure speed appeared to meet with some road-
blocks [57], we have witnessed multiprocessors getting commonplace, having showed up
in laptops, tablet computers, and mobile phones. At the same time, computer networks
became ubiquitous, from local area networks in the workplace to wireless access points
in many homes, all interconnected. Computational power is now readily available from
multiple sources simultaneously, be they local or remote. So, the time seems right to
bring together the needs arising from solving constraint specified problems and the power
of multiprocessing systems, and this is where the focus of the work described in this text
lies.
This first chapter sets the ground for the issues addressed, introducing constraints
and constraint solving techniques, and their articulation with parallel and distributed
processing. The aims and accomplishments of the work will also be reviewed.
1.1 Constraint Satisfaction
Many practical problems, such as planning, scheduling, and network monitoring, may
be described through a set of variables, the values they may take, and the relations
those values must obey. This, in a nutshell, is what constitutes a Constraint Satisfaction
Problem (CSP), with the relations being the constraints on the variables values. Solving
the original problem then reduces to finding a value for every variable, such that all the
relations are satisfied and this is called constraint satisfaction or constraint solving.
A tuple consisting of the values assigned to the variables is a global assignment, or
assignment for short, and a solution for the problem is an assignment that satisfies all
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the constraints. The set of all possible assignments is the search space of the problem.
One of the most widespread techniques used for constraint solving is backtracking
search [60], where variables are assigned values in turn. As each variable is instantiated
with an element from its domain — the set of all values it may possibly take —, its
value is checked against those of already assigned variables, to verify that it satisfies the
constraints they share. If it does not, another value is tried. If no value from the domain
of a variable is compatible with the values assigned to the other variables, the system
must backtrack and try to reassign the last assigned variable. On failure to find a value
for a variable, backjumping [13] improves the efficiency of the search by identifying the
earliest assigned variable whose value conflicts with the possible values for the variable
being assigned, and undoing all variable assignments performed after that variable’s.
With forward checking [1], every time a variable is assigned, which corresponds to its
domain becoming a singleton, that change is propagated, causing the deletion of the ele-
ments in the other variables domains that are incompatible with the value just assigned.
When using (full) look-ahead [1], these deletions will also, in turn, be propagated until
they provoke no further changes. If the domain of some variable becomes empty, all
changes must be undone and a new value for the variable will be tried.
The above techniques are all complete. If a solution for the problem exists, they
are guaranteed to find it. Local search [22], on the other hand, is an incomplete search
procedure. It starts by assigning each variable with a randomly chosen value. If the as-
signment obtained is not a solution for the problem, one or more variables are reassigned
in such a way that the new assignment is closer to a solution, according to some metric.
These steps are repeated until either a solution is found or a predetermined number of
steps has been completed.
1.2 Parallelism and Constraint Satisfaction
Solving a CSP involves making choices and, once an alternative has been completely
explored without leading to the desired outcome, a choice must be remade. Usually,
this requires keeping a record of the untried alternatives at each choice point, one of
which will be picked the next time it is reached. However, it is possible to imagine that
instead of pursuing only one of the alternatives, at some point several could be chosen
and followed in parallel by a number of workers.
During backtracking search, choices include selecting a variable to branch on, de-
termining the branches to create and which to take next. Variable selection heuristics
control how a variable is selected and play a major role in shaping the search strategy
and its effectiveness. Having workers with distinct heuristics would mean that different
approaches were being used simultaneously to solve the same problem. On the other
hand, once a variable has been selected and the branches created, several of these could
be taken by different workers, which would be tantamount to splitting the problem into
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subproblems, whose solutions are also solutions to the original problem, and solving the
subproblems in parallel.
Another possible approach is to divide the responsibility of assigning the variables
among a number of parties, here called agents, each of which with only partial knowledge
of the problem [66, 14]. Local constraints affect variables from only one agent and are
known by that agent, and non-local constraints are shared by variables belonging to
different agents and are known by at least one of them. Each agent instantiates its
variables according to its local constraints. As for the non-local constraints, agents must
negotiate values for the foreign variables that are compatible with some assignment of
the local variables. This setting is appropriate when there are privacy concerns regarding
some part of the problem.
There have also been attempts to parallelise the algorithms of a single search process,
such as the propagation step, but it is not possible to escape its inherent sequentiality [4,
11, 27, 61].
1.3 A Parallel Constraint Solver
As seen above, parallelism may enter the constraint satisfaction process in different ways,
most of which feature a number of workers simultaneously involved in solving the prob-
lem. The work developed here looks into the concurrent exploration of the problem
search space by several workers, which may reside on the same machine, be distributed
across machines, or both. This approach matches the hardware for massively parallel
computation currently most widespread, which are interconnected multiprocessing com-
puters, such as the portuguese Milipeia [35], the french Grid’5000 [19], and the japanese
HA8000 [58] systems. Co-located workers are able to benefit from faster communica-
tions and may operate in a tightly coupled way. Communication over the network being
slower, workers on different machines communicate as little as possible, exhibiting a
looser coupling.
The initial goals included developing an easily portable constraint solving system, or
constraint solver, able to take advantage of such systems. The system built and described
here has been designed from scratch to exploit these architectural features, instead of
the more common approach of fitting an extant constraint solver with parallelising ca-
pabilities. Load balancing between workers, also a concern in parallel and distributed
frameworks, is achieved through both local and remote work stealing [44, 45]. The solver
displays good speedups and scalability characteristics.
Distinguishing features of the solver include the combination of multiprocessing (e.g.
multithreading) and distributed parallelism in constraint solving, along with local and
global dynamic load balancing, and its aptitude to function as a constraint solving
service, receiving problems and delivering solutions over the network.
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1.4 Thesis Plan
The thesis is organised as follows. In the next chapter, constraint solving and parallel
constraint solving are treated in more depth, including a survey of the state of the
art. Chapter 3 presents the constraint solver in detail, and Chapter 4 analyses the
experimental results obtained with it and compares them to those of other systems.
Finally, the outcomes of this work are discussed in Chapter 5.
Appendix A presents the Application Programming Interface of the solver.
Chapter 2
Parallel Constraint Solving
The fundamental notions and ideas from the constraint satisfaction field underlying this
work are presented in the first two sections of this chapter, which also aims at fixing
some terminology, as some terms have varying meanings in the literature.
Section 2.3 introduces the issues concerning parallelism in constraint processing,
Section 2.4 concentrates on parallel search for constraint solving, including a review of
the state of the art, and Section 2.5 situates the work done within the field.
Bibliographic Note
The following two sections are mainly based on Rina Dechter’s Constraint Process-
ing [13], on Krzysztof Apt’s Principles of Constraint Programming [1], and on Chap-
ters Constraint Propagation, by Christian Bessière [2], and Backtracking Search Algo-
rithms, by Peter van Beek [60], from the Handbook of Constraint Programming [50], and
further references to these works are omitted therein.
2.1 Basics of Constraint Satisfaction
A constraint satisfaction problem can be briefly defined as a set of variables whose
values, to be drawn from their domains, must satisfy a set of relations. Furthermore,
the domains considered here are restricted to being finite sets of values.
Definition 2.1 (CSP) A Constraint Satisfaction Problem (CSP) over finite domains
is a triple P = (X,D,C), where
• X = {x1, x2, . . . , xn} is an indexed set of variables;
• D = {D1, D2, . . . , Dn} is an indexed set of finite sets of values, with Di being the
domain of variable xi, for every i = 1, 2, . . . , n; and
• C = {c1, c2, . . . , cm} is a set of relations between variables, called the constraints.
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The scope of a constraint ci is the non-empty set of variables scope(ci) = Sci ⊆ X
over which it is defined. The arity of a constraint is the number of variables in its scope.
Constraints with arity one and two are called, respectively, unary and binary constraints.
Constraints are commonly stated intensionally or symbolically, e.g. x1 ≤ x2 and
all-different({x1, x3, x5}).
A tuple of values over S ⊇ Sci satisfies constraint ci when its projection onto Sci
belongs to ci. (The projection of a tuple t over S ⊆ X onto S′ is the tuple formed by the
elements of t corresponding to the variables common to S and S′.) On the other hand,
a tuple over S ⊆ X violates ci when no tuple in ci matches its projection onto S ∩ Sci .
The search space of a CSP consists of all the tuples from the cross product of the
domains, where each variable is assigned a value from its domain, or instantiated. Solving
a CSP amounts to finding some or all of those tuples that satisfy all constraints of the
problem.
Definition 2.2 (Assignment, Solution, Inconsistency) Let P = (X,D,C) be a
CSP. A (global) assignment is an n-tuple
(v1, v2, . . . , vn) ∈ D1 ×D2 × . . .×Dn.
A solution to P is an assignment such that all constraints are satisfied, and Sol(P )
denotes the set of all solutions to P . When Sol(P ) is the empty set, the problem is said
to be inconsistent. In a partial assignment, only a subset of the variables is assigned a
value.
In a constraint optimisation problem, the goal is not only to find a solution, but to
find a best one, according to some criterion. This criterion is embodied in an objec-
tive function, which maps solutions to values, and whose value is to be minimised or
maximised.
Definition 2.3 (COP) A Constraint Optimisation Problem (COP) is a quadruple P =
(X,D,C, f), where
• (X,D,C) is a CSP; and
• f : Sol((X,D,C))→ N is the objective function.
Often, a variable constrained to have the value of the objective function is assumed
to exist, and the goal becomes minimising or maximising its value [30]. In this case,
which corresponds to the view taken here, an optimisation problem may be handled
resorting mainly to CSP solving techniques.
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As in a typical divide-and-conquer approach, a problem may be divided into sub-
problems, whose solutions are also solutions to the original problem.1
Definition 2.4 (Subproblem) Let P = (X,D,C) be a CSP. A CSP P ′ = (X,D′, C)
such that D′ = {D′1, D′2, . . . , D′n} and D′i ⊆ Di, for every i = 1, 2, . . . , n, is a subproblem
of P.2
To guarantee completeness of the search when working with subproblems, their search
spaces must cover the search space of the original problem. In order to avoid redundant
work, they must also be pairwise disjoint.
Definition 2.5 (Partition) A set {P ′1, P ′2, . . . , P ′k} of subproblems of a CSP P , with
P ′i = (X, {D′i1, D′i2, . . . , D′in}, C), is a partition of P if⋃
1≤i≤k
D′i1 ×D′i2 × · · · ×D′in = D1 ×D2 × · · · ×Dn
and (∀ i 6= j) (D′i1 ×D′i2 × · · · ×D′in) ∩ (D′j1 ×D′j2 × · · · ×D′jn) = ∅.
A partition of a CSP may be dually regarded as a partition of its search space, the
search spaces of the subproblems being sub-search spaces of the original problem. In this
work we will only deal with search space partitions that correspond to some partition of
a problem.
2.2 Basics of Constraint Solving
Methods for constraint solving, i.e. for finding the solutions of a CSP, may be complete
or incomplete.
Incomplete methods, such as (stochastic) local search [22], try to find a solution using
limited resources, and are neither guaranteed to find one nor able to detect inconsistency.
They are nevertheless useful as in some cases they are able to find a solution much faster
than the known complete methods. They are also appropriate when time constraints
prevent performing a complete search and an approximate solution, or a good enough
one in case of an optimisation problem, suffices.
Complete methods, which always find a (best) solution if one exists, make use of two
main techniques: search and inference.
Search-based methods build a solution incrementally, by trying at each step to extend
an initially empty partial assignment to another variable, in such a way that no constraint
1When dealing with an optimisation problem, the best solution to a subproblem may not be a best
solution to the full problem.
2To be completely correct, tuples containing values no longer belonging to the domain of a variable
should be removed from the constraints.
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is violated. If for some variable no value from its domain allows extending the current
partial assignment, backtracking takes place and a previous assignment is redone. This
is the essence of depth-first backtracking search.
Extending a partial assignment requires selecting the next variable to instantiate
and a value from its domain to instantiate it with, and the performance of the search
depends greatly on the criteria applied in these selections. Selection heuristics guide
the two steps and while variable selection heuristics try to maximise the pruning of the
search space, value selection heuristics are geared towards choosing the value with the
greatest probability of belonging in a solution.
Search traverses the (virtual) search tree, whose nodes correspond to partial assign-
ments. The tree root is the empty partial assignment and each level below corresponds
to one more variable being instantiated. Global assignments, the elements of the search
space, are located at the leaves. Every node of the tree is the root of a subtree and can
be equated with the sub-search space consisting of the leaves of that subtree.
Figure 2.1 depicts a search tree for a problem with variables x1 and x2, both with
domain {a, b, c}. Nodes with depth 1 have only x1 instantiated, and nodes at depth 2
have both variables instantiated. The second leaf from the left corresponds to assignment
(a, b).
x1: cx1: bx1: a
x2: cx2: a x2: b x2: cx2: a x2: b x2: cx2: a x2: b
Figure 2.1: Search tree example
Inference- or propagation-based methods, on the other hand, work by inferring new
constraints and/or filtering values out from, or tightening, the variables domains until
either inconsistency is detected or it is possible to build solutions by instantiating the
variables, like above, but without there being a need to backtrack. When this happens,
the problem is said to be globally consistent.
Both techniques are in general NP-complete and hybrid approaches, combining both
search and propagation, have proved effective. Either a partial assignment is built and
propagation is performed on the remaining non instantiated variables, or there may be an
initial limited inference phase, achieving a weaker level of consistency, followed by search
on the reduced domains obtained, or search and inference are interleaved throughout the
solving process.
The weaker forms of consistency comprise the local consistencies, so called because
they apply locally to parts of the problem. If considering only the variables, a CSP is node
consistent if every value in the domain of every variable satisfies the unary constraints
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over that variable. When looking at each constraint individually, (generalised) arc-
consistency3 comes into play, and a CSP being arc consistent means that the projections
of every constraint onto each of its variables coincide with their domains. Arc consistency
is the strongest level of consistency that can be obtained when propagation is performed
based on single constraints.
Domain tightening does not have to be carried out on the value level. To obtain
bounds consistency only the least and greatest values of the domains are taken into
account and domains are shrunk by, respectively, raising and lowering them.
Stronger levels of local consistency are harder to enforce than weaker levels. Con-
straints implemented through propagators [53] allow weighing the degree of local con-
sistency obtained against the effort required to obtain it for each type of constraint. A
constraint propagator reflects the changes to the domain of one of the constraint vari-
ables on the domains of the other variables in the constraint scope, removing values
which can no longer appear in an assignment satisfying the constraint, according to
the level of consistency it enforces. Propagators thus provide a flexible framework for
introducing propagation in the solving process.
Bringing all together, Figure 2.2 depicts the kernel of a backtracking constraint solver
with propagation, which iterates over the possible branches from a variable (line 10),
propagates the modifications effected on its domain to the other variables, and calls itself
recursively to try to solve problem P .
The revise function, in Figure 2.3, calls the constraints propagators propagatorc to
revise the domains of the variables against the one that changed, until it stabilises with
no more changes taking place. When all the variables become instantiated, the problem
has been solved and the solver returns the corresponding assignment, which constitutes
a solution.
The branching shown in Figure 2.4 assigns a variable a value from its domain. Usu-
ally, the same variable is selected repeatedly, trying a new value every time there is a
failure and backtracking occurs, until the variable domain is exhausted. This is called
variable labelling. The functions select-variable and select-value (lines 3 and 5), not de-
tailed, will each implement one of the variable and value selection heuristics. (The
expression domainP (variable) appearing in the pseudo-code represents the domain of
variable in problem P .)
2.2.1 Solving Optimisation Problems
Staying within the realm of constraint satisfaction, a constraint optimisation problem
could be solved by finding all solutions to the corresponding constraint satisfaction prob-
lem and selecting one for which the objective function gives the best value.
3These names arise from regarding a CSP as a constraint network, where nodes correspond to variables
and (hyper-)arcs connect the variables according to the constraints they share.
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1: SOLVE(P )
2: if revise(P , X) = FAIL then
3: return FAIL
4: else
5: return solve(P )
6: solve(P )
7: if solved(P ) then
8: return SOLUTION(P )
9: P ′ ← P
10: while ((P ′′, variable) ← select-branch(P ′)) 6= FAIL do
11: if revise(P ′′, { variable }) 6= FAIL then
12: solution ← solve(P ′′)
13: if solution 6= FAIL then
14: return solution
15: return FAIL
Figure 2.2: Generic constraint solver
1: revise(P , variables)
2: Q← variables
3: while Q 6= ∅ do
4: remove some v from Q
5: foreach c ∈ C such that v ∈ scope(c) do
6: if propagatec(P , v) = FAIL then
7: return FAIL
8: add variables whose domains were modified to Q
9: return SUCCESS
Figure 2.3: Full look-ahead propagation
1: select-branch(P )
2: P ′ ← P
3: if (variable ← select-variable(P ′)) = FAIL then
4: return FAIL
5: if (value ← select-value(P ′, variable)) = FAIL then
6: return FAIL
7: domainP ′(variable) ← {value}
8: remove value from domainP (variable)
9: return (P ′, variable)
Figure 2.4: Variable branching
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Another method which also only requires constraint processing techniques is to solve
a constraint optimisation problem as a series of constraint satisfaction problems. If the
aim is to find a minimum valued solution, the domain of a variable constrained to have
the objective function value is first set to the least possible value, and then increased
gradually, each time trying to solve the resulting CSP. When a solution is found, it will
correspond to a best solution to the optimisation problem. The same strategy may be
employed to solve a maximisation problem, starting from the greatest possible value for
the variable and decreasing it instead of increasing it. A binary search strategy may be
used, as well.
The (depth-first) branch and bound algorithm provides a better suited way to deal
with the issue, avoiding much of the redundant work incurred by the above strategies.
During processing, it keeps a record of the best solution found so far and restricts further
search to better solutions, using a bounding evaluation function to prune the search space
of the problem. This function estimates the value of the objective function of a solution
extending a given partial assignment in such a way that when this estimate is worse than
the current optimum, the corresponding sub-search space may be safely left unexplored.
In case there is a variable constrained to have the value of the objective function, the
estimate is obtained by propagation.
Such is the case of the algorithm presented in Figure 2.5, shown in its minimising
only version for ease of presentation. A straightforward adaptation of the former generic
solver, the main difference is that, instead of stopping when a solution is found, the
algorithm now keeps going until no better solution can possibly be obtained. Solutions
improve gradually in the sense that each solution found is better than the previous one,
each leading to further restricting the domain of the bound variable (the one constrained
to hold the value of the objective function) to those values which correspond to better
solutions (line 16). (The objective function f is only included for the sake of clarity, as
its value for the solution just found is the value of the bound variable.)
Propagation, on lines 12 and 17, plays the part of the bounding evaluation function
for the ‘bound’ phase of the branch and bound algorithm. When the domains of the
variables have been sufficiently tightened and lead to a lower bound of the objective
function for any solution extending the current partial assignment which is worse than
the best value found so far, the domain of bound will become empty, propagation will
fail, and the search space will be pruned.
2.3 Parallelism in Constraint Solving
The main issue when introducing parallelism into constraint satisfaction is deciding
what to parallelise, where will it be most useful? Since parallelisation aims at increased
performance, it is important to study the available choices from that point of view.
Looking at the sequential solvers of the previous section, several places where paral-
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1: SOLVE-MIN(P , f)
2: if revise(P , X) = FAIL then
3: return FAIL
4: else
5: return solve-min(P , f)
6: solve-min(P , f)
7: if solved(P ) then
8: return SOLUTION(P )
9: P ′ ← P
10: best-solution ← FAIL
11: while ((P ′′, variable) ← select-branch(P ′)) 6= FAIL do
12: if revise(P ′′, { variable }) 6= FAIL then
13: solution ← solve-min(P ′′, f)
14: if solution 6= FAIL then
15: best-solution ← solution
16: remove values ≥ f(best-solution) from domainP ′(bound)
17: if domainP ′(bound) = ∅ ∨ revise(P ′, { bound }) = FAIL then
18: return best-solution
19: return best-solution
Figure 2.5: Minimising branch and bound constraint solver
lelism could be introduced can be identified. One is the branch selection (in Figure 2.4)
where, once a variable has been chosen, instead of going over the branches one by one,
several could be selected and taken in parallel, resulting in more than one search process
being active simultaneously. This constitutes the most natural and the most common
approach found in the literature, e.g. [61, 52, 15, 69, 33, 8], as it usually involves de-
ploying essentially independent activities, possibly just requiring coordination to handle
terminating the search. A more in-depth analysis of this approach is deferred to Sec-
tion 2.4.
Variables could also be assigned in parallel. In this case, however, the work being
done would be complementary, as all variables must eventually be instantiated. To avoid
redundant and conflicting efforts, the search processes must reconcile the values of the
variables among them, obtaining the values for the variables they are not responsible
for instantiating from the processes who are. This constitutes the framework underlying
distributed constraint solving [65, 66] which handles Distributed Constraint Satisfaction
Problems (DisCSPs) through search processes called agents.
A DisCSP is a CSP whose variables and constraints are distributed among agents.
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Each agent bears the responsibility of instantiating its own variables, in such a way that
the local constraints, which involve only variables local to the agent, are satisfied, and the
non-local constraints it knows are not violated. Non-local constraints are those whose
scopes contain variables belonging to different agents, and are known by at least one of
them. Upon having built a solution to its part of the problem, the agent sends a partial
assignment to those agents who need it to check their non-local constraints. An agent
that receives a conflicting assignment tries to reassign its variables with compatible
values. Failing that, it signals failure to the originating agent, initiating distributed
backtracking. This is the core of the Asynchronous Backtracking (ABT) algorithm, the
main algorithm for solving DisCSPs, which first appeared in [65] and of which many
variations exist. This algorithm relies heavily on message passing; however, the main
concern behind the distribution of the solving process is not performance but the ability
to handle incomplete information and to tackle privacy concerns [14, 4].
A different route is taken in the portfolio approach [4], in the context of the Boolean
satisfiability problem (SAT) solving. Drawing on the unpredictability of the behaviour
of backtracking search [29, 4], multiple strategies are employed in parallel on the same
search space, trusting that one will outperform the others. As the number of parallel
searches grows, so grows the probability of a better strategy being put in action. Different
strategies may mean strategies differing in the variable and value selection heuristics or
in the tuning of some parameter.
Another candidate for parallelisation is the propagation phase (Figure 2.3), where
we can envision the propagators of the constraints affecting a variable being applied in
parallel. The fine grained parallelism involved, however, entails such heavy synchronisa-
tion, since more than one propagator may try to update the domain of the same variable,
that the potential associated benefits have, so far, been outweighed, as reflected by [49].
Moreover, if only part of the computation is parallelised, the speedups will be limited
by the part which is not, and establishing arc consistency has been shown to be inher-
ently sequential [61, 4, 27, 11]. Nonetheless, parallel algorithms for establishing (binary)
arc-consistency have been developed, e.g. [67, 68].
Regarding branch and bound search, yet another possibility arises. Parallel searches
could be run with different bounds, in the hope that the pruning thus obtained might
lead to the faster discovery of an optimal solution. And even if some of the used bounds
are too tight, the effort spent with them might not be totally wasted seeing that it must
be proved that they do not correspond to any solution of the problem.
2.4 Parallel Search
Parallel search, or search space splitting search, is the most popular approach in the
parallelisation of constraint solving. The following are some reasons for its popularity.
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• It is conceptually clear.
Parallel search for CSPs consists in having more than one search process active
simultaneously, performing search on disjoint parts of the problem search space.
The approach is clearly sound as, in the context of constraint satisfaction, it is
not important what solution is found, and any solution coming from anywhere in
the problem search space is equally valid. This is true whether looking for one
solution, all solutions, or a best solution.
Note that the parallel searches may conceivably be carried out within a single
sequential process [55, 20, 69], by multitasking between different search spaces.
However, this work is concerned with real parallelism and each search corresponds
to an independent flow of execution, which will be called a worker.
• It fits the task.
Real-life problems often have huge search spaces, matched by the amount of work
involved in solving them. Furthermore, the difficulty in identifying the regions
of the search space where the search is most likely to be successful and where
efforts should be concentrated, together with clear-cut boundaries for dividing the
search space, makes them choice candidates to being split and attacked by many
concerted parallel participants.
• It promises scalable performance gains.
First, the whole search is parallelised, not just a part or parts of it. Secondly, the
work done on one sub-search space is independent from that done on the others. So,
if we are able to achieve a well balanced division of work between the participants,
there is reason to expect linear or near linear performance improvement.
Achieving a balanced work distribution, however, is not easy, due to it being very
hard to assess the amount of work associated with any search space, hence load
balancing techniques must be employed.
• It is easy to implement.
When a CSP search space is split, the result may be regarded as a series of new
CSPs, sharing the variables and the constraints. In a seemingly simplistic ap-
proach, implementing parallel search could be as easy as running in parallel as
many instances of a solver as the problems thus created, and collecting the an-
swers from each one.
In practice, this is what is done, with a solver executing within each one of the
workers and their coordination being the job of another flow of execution.
Analysing the potential performance further, we see that the speedups which can be
expected depend on the task at hand. When a problem is inconsistent or we wish to
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compute all solutions, the search space must be fully explored and performance gains
can be linear on the number of processors employed, provided each process is handed the
same amount of work. If any solution of a non inconsistent problem is what is sought,
speedups can vary from no speedup, or even a slowdown, to superlinear speedups. These
speedup anomalies [46] derive from how the distribution of solutions across the search
space affects parallel search.
Consider a problem with only one solution, which is found by sequential search only
after exploring more than half of the search space. With two processes performing the
search, each having half of the search space to go through, the second process may just
take the time the single process needed after finishing exploring the first half of the
search space, thus displaying a speedup which can be much greater than 2. On the other
hand, if the single solution lies in the first half of the search space, no speedup will be
observed. In general, if there are many, evenly distributed solutions, linear speedups
may be expected [46].
In what respects optimisation problems, the branch and bound algorithm can be
regarded as having two phases: the first, until a best solution is found, is akin to the
search for one solution and may exhibit the same speedup anomalies; after that, the
unexplored part of the search space must be fully covered, to prove there is no better
solution.
The amount of work each worker has to manage depends first on the initial search
space partitioning. Unless a perfectly even work distribution is accomplished, one of the
workers will eventually finish his while the others are still actively searching. Since static
perfectly even work distribution is not possible in general, as good as the initial division
of work may be, some way of dynamically sharing the load between the workers must be
incorporated into the solver, in order to avoid having idle workers and to achieve higher
performance gains.
When load balancing is attempted, the most frequent situation is for a worker to
start looking for work as soon as it becomes idle, trying to find another worker able to
share some of its work. This technique is what Wilkinson and Allen call receiver-initiated
decentralised dynamic load balancing [63], in the context of distributed systems, and it
is also known as work stealing, in opposition to work sharing where work is supplied
without being requested [3]. (Note that in the remainder of this text, the expression
‘work sharing’ will mean simply that work is shared.) One way to generate work to share
is to expand one of the worker search tree nodes, by picking one variable and splitting
its domain, creating two or more new nodes, some of which will be parted with.
The traversal of the search space in sequential depth-first search is controlled by the
selection heuristics, which determine the sub-search space the search will move to next.
Even if good heuristics have been identified for some problems, which help steer the
search more efficiently towards an answer, the introduction of some perturbation in the
16 CHAPTER 2. PARALLEL CONSTRAINT SOLVING
process may prove beneficial. Evidence for this lies in the fact that in parallel search it
is not always the process which mimics the sequential search the first to be successful in
finding a solution. If that was the case, the only place where parallelism would be useful
in constraint solving would be the propagation phase.
So, work distribution, search control, and, consequently, performance are closely
linked together.
The issue is mentioned in an early work by Van Hentenryck on parallel search for con-
straint solving, which drew on the work being done on or-parallelism within the field of
Logic Programming. CHIP [61], a parallel constraint logic programming language, was
implemented on top of the logic programming system PEPSys, whose or-parallel resolu-
tion infrastructure was adapted to handle the domain operations needed for constraint
solving. The programmer was in control of work division, which could be performed
by labelling, domain splitting, or through the addition of new constraints, relying on
the scheduler of the underlying execution system to hand out the resulting tasks to the
available workers. Reported speedups ranged from 6.14 to 7.24 with 8 workers, and
between 3.83 and 5.67 on 16 instances of the graph-colouring problem with 6 workers,
with 4 instances showing superlinear speedups of up to 20.41.
Later, and still in the context of logic programming, Mudambi and Schimpf [38]
extended the approach to networks of heterogeneous computers. Besides the workers,
all running the same program on distinct machines, there was a scheduler running which,
upon being asked for work, would request it from the active workers and pass it on to the
idle worker. Search space splitting was the consequence of explicit parallel choice points
and the work sent would correspond to the first one still on the stack, i.e. the one closest
to the root of the worker search tree. Work was shared in the form of an oracle, allowing
the receiver to recreate the state of the sending worker just before the choice point was
reached. Workers could then be searching in any region of the search space. On a 12
computer network, the authors observed speedups between 5.37 and 10.79 for a set of
benchmark programs, though some were plain logic programs, not using constraints.
Schulte [52] describes a high-level implementation of a parallel constraint solver (in
Oz [56, 62, 37], a language supporting constraint, concurrent, and distributed program-
ming, whose runtime system handles the communication and distribution issues), along
with the algorithms used to coordinate search and optimisation. The solver consists
of a manager and of the workers, which may be distributed across machines, and all
communication goes through the manager. Workers are asked to share work and, if they
agree, give away one of the search space nodes in their pools (the topmost one, in the
benchmarks ran). Work sharing is based on recomputation: search spaces are transmit-
ted as paths from the root of the search tree and must be recomputed by the receiver.
Branch and bound search is implemented by having the manager broadcast the current
best solution to all the workers. Speedups obtained for 6 workers were between 3.17 and
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3.81 in three cases and 5.21 in a fourth.
In [43], Perron, expanding on previous work on new/user defined search strate-
gies [42], conducts a series of experiments on small-scale parallelism in ILOG [23], a
commercial product incorporating a parallel constraint solver, later acquired by IBM.
One of the remarkable aspects of the data presented is the variability of the times ob-
tained when using parallelism with 2 to 4 workers. (Another one is a solution for a
previously unsolved problem in the latter reference.) The two problems studied were
both optimisation problems, with the smaller instances not showing any gains from the
parallelisation, contrary to the bigger ones, for which both the total running time and
the time to find an optimal solution generally improved, as did the rate at which bet-
ter answers were found. The only detail given on the parallel implementation is that,
besides the workers, there is a communication layer responsible for load balancing and
termination detection.
Increasing the scale of the approach, experiments on a network of 64 uniprocessors
are reported by Jaffar et al. in [26]. The architecture of the solver consists of one master
and a possibly dynamic number of workers, structured as a perfectly balanced (binary)
tree, with the master at the root. Workers, which comprise a communication thread
and a search engine, keep a pool of nodes corresponding to subtrees not being explored,
and when starting on a new node decide whether to explore it or to split it and add one
branch to the pool. When a worker becomes idle, a request for work is forwarded to the
master. The master then sends it down the tree and receives an indication of the worker
which has most work to share, measured as the number of uninstantiated variables in
its pool nodes. The information is sent to the idle worker, so it can request the work
directly. All communication flows along the tree edges, except for the latter exchange.
Using 61 workers, speedups of about 40 to 61 are reported on all solutions search, and
between none and above 40 for branch and bound search.
A coordination based approach is taken by Zoeteweij and Arbab [70] to implement
parallel constraint solving. Independent solvers are run on distinct machines for a certain
amount of time. When that time elapses, every solution found and the nodes still
unexplored are sent to the coordination layer, which collects the solutions and distributes
the work by all idle solvers, following some specified criterion, which may depend on
the number of nodes available, favouring either a depth- or a breadth-first step. This
contrasts with all the previous approaches, where work sharing was initiated by the idle
workers. Speedups between 11 and 15 were obtained on a 16 node cluster.
Nielsen [39] describes a multithreaded implementation of parallel search for Geco-
de [18], a well known public domain object-oriented constraint solver, with a controller
plus workers architecture. All control and work sharing goes through the controller.
Sharing through copying and recomputation are both considered. In the actual imple-
mentation, which first appeared in Gecode version 3.1.0, released in 2009, there is no
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controller and workers poll each other for work.
In a higher-level proposal, Michel et al. [32, 33] introduce parallel constraint solv-
ing into Comet [10] by adding a parallel controller which manages the workers. The
workers explore their search space and may request further work from an active central
pool when finished. Work requests are forwarded to a further unspecified worker which
generates subproblems and sends them to the pool. Each worker uses an exploration
controller, which guides the exploration of its search tree, and a generation controller,
which generates new subproblems from the root of the unexplored part of the local search
tree and puts them in the pool. The splitting strategy may be the same or different from
the local search strategy, as it depends on the generation controller. Parallelisation is
not completely transparent as the parallel controller must be explicitly invoked. The
implementation runs on a multiprocessor, and several benchmark programs were tried
with 4 workers, resulting in speedups of between 2.21 and 3.68, with four instances of
optimisation problems giving rise to superlinear speedups of up to 4.76. [34] sketches an
extension to a distributed setting, but details are scant. Apparently, a master process
holds the work pool, queries the workers when it becomes empty, and serves work on
request. Experiments with 16 distributed workers give speedups between 9.25 and 14.86
when the full search space is explored, and superlinear speedups of up to 42 090 occur
when finding the best answer to an optimisation problem.
Rolf and Kuchcinski compared copying and recomputation based work sharing ap-
proaches [48], as well as heuristics for deciding which worker will share work [47], in
a setting where workers communicate without intermediation. These heuristics require
some kind of distributed agreement on which worker will be selected, hence curtailing on
scalability. The maximum observed speedup on 32 computers was of about 23, slightly
above that corresponding to random polling workers for work. The solver seems to
consist of either shared memory workers or distributed single worker processes.
To help guide work division between the workers, Chu et al. research a confidence
based scheme for work stealing in parallel constraint solving [8]. They associate with
each node of the search tree the confidence with which the branching heuristic for the
problem should be regarded at that node, reflecting the estimated ratio between the
solution densities of both its subtrees. When the confidence is high, workers will tend to
follow the heuristic and work on the left subtree; if the confidence is low, workers will be
distributed across the tree. The work finding algorithm adapts as the search proceeds:
as workers finish working on a subtree (without finding a solution), the confidence of the
ancestor nodes is updated. Finding which subtree to work on next requires descending
the tree from the root, guided by the nodes confidence and by where in the tree the other
workers are working. A timed restart mechanism allows workers to stop their current
search and to try to find a more promising search space to explore. Experiments on
computers with 8 cores revealed good speedups but, interestingly, for most examples,
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the less the confidence in the heuristic was, the better were the results obtained. In what
concerns scalability, potential drawbacks of this approach are that it requires a global
view of the state of the solver, including the knowledge of where in the search tree each
worker is searching, and that confidence updates must be propagated along one branch
of the tree.
Experiments on as much as 128 processors, using both search space splitting and
portfolios, were performed by Bordeaux et al. [4]. As mentioned before, portfolios try to
explore the unpredictability of the behaviour of backtracking depth-first search. In the
paper, the different strategies executing in parallel differed in the first three variables
to be branched on. Search space splitting was achieved through hashing constraints,
which divide the search space on the basis of the sum of the values of the variables
in their scope. Counting all solutions of one problem exhibited linear speedups up to
30 processors, but no improvements beyond that, up to 64 processors. It should be
pointed out that, although the workers run on different machines, load balancing is only
attempted in the initial splitting. After that, there is no further communication involved,
apart from termination signalling.
Schubert et al. [51] combine multithreading and distribution for SAT solving, with a
multithreaded solver running on each multiprocessor of a network. Workers communicate
locally through a shared (C++) object, where they check whether any worker is idle, in
which case they split their search space, place it there, and wake the idle worker up. The
distributed solvers are coordinated by one master process, which waits for work requests
from them, checks the load of each solver (locally, as it handles all work distribution),
chooses the most loaded to share work, asks it for work and forwards it to the idle solver.
Speedups on a 3 node network, with 8 workers in total, reached a maximum of 5.62, and
the single master architecture does not seem appropriate for the use on larger networks.
Real large-scale parallel constraint solving is investigated by Xie and Davenport [64]
on a particular architecture, the IBM Blue Gene /L and /P, which support several thou-
sand processors. One of the particularities is that inter-processor communication is MPI
based and, from that point of view, the system constitutes a huge cluster. Their solver
architecture consists in at least one master process and several worker processes, all
located on distinct processors. Each worker runs a constraint solving engine and the
masters coordinate work sharing, keeping a tree-structured job pool from where work is
sent when a worker asks for it. The job tree reflects the structure of the problem search
tree, allowing the master to follow some search strategy when selecting the next search
space to be explored, and work is communicated as a tree path, from the root to the
corresponding node. Feeding the pool is the responsibility of the workers, which relin-
quish part of their workload once they have performed a set amount of work. Speedups
grow linearly on one scheduling problem as processors increase from 64 to 256, when
there is only one master, but decrease from then on; with more than two masters the
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solver exhibits improving speedups up to 1024 processors, but at the expense of notice-
able overheads. In this case, the search space is statically divided initially among the
masters, as evenly as possible in a domain specific way, and there is no further work
exchange between them. Good speedups, many superlinear, are obtained with other
problems as well.
Some Notes
The works described above define the state of the art in parallel constraint solving.
Several trends may be observed. One is the growing tendency to move from worker
initiated work stealing [38, 52, 32, 33, 51] to a model where workers give away part of their
search space voluntarily [70, 64]. This strategy is usually associated with master/slave
architectures [38, 26, 4, 51, 64] and, while this obviates the need to search for work to
supply an idle worker and simplifies the implementation task, it may also cause workers
to become needlessly idle.
Another, and somewhat related, trend is the increased focus on distribution [38,
52, 38, 70, 47]. The fact that computers with more than 16 cores are still relatively
uncommon, unlike networked computer clusters, may serve as an explanation. On the
other hand, many of these distributed solvers are built out of sequential solvers, executing
independently on the networked processors [38, 38, 70, 47, 4, 64], and in some cases no
dynamic load balancing takes place [4] or only in a limited form [64]. When present,
load balancing usually favours sharing the largest available search space, except in a few
cases where a more elaborated scheme is employed [32, 33, 47, 8, 64].
2.5 A Distributed Parallel Constraint Solver
The object of this thesis is PaCCS, the Parallel Complete Constraint Solver, a constraint
solver based on search space splitting search, comprising distributed components. While
its detailed analysis is the subject of the next chapter, this section highlights the features
that, as a whole, distinguish it from the other solvers.
PaCCS is a distributed parallel solver PaCCS was designed to perform parallel
search on networked multiprocessors. This means that co-located workers, executing on
the same node of the network, work tightly coupled to each other, exploiting the sharing
of physical resources and the fast communication channels available. Coupling between
remote agents is looser and there is no direct communication betwixt them.
There is no master process All processes making up the solver share the same
tasks: solving the problem and sharing work. During the solving procedure, no process
has the role of coordinating the other processes. Nevertheless, there is a distinguished
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process which initiates the search, collects solutions, detects termination, and returns
the answers. Still, other processes may participate in some of these tasks.
Workers steal work directly There is no intermediation in work sharing among co-
located workers. When a worker exhausts its search space, it steals another from one of
its co-workers, which continues its search process unperturbed.
All work is shareable As they do not need to be interrupted when work is stolen
from them, workers do not need to interrupt the search to create shareable work. Every
time the search engine branches, the branch not taken could be immediately shared.
The creation of shareable work goes hand in hand with the search process, instead of
being an extraneous task. One consequence of this design decision is that there is no
backtracking; when the search fails, the worker simply steals work from itself.
Multiple search space splitting points Search may be very much influenced by
where workers start searching initially. The most common approach is to hand the full
search space to one worker, as the others start in work stealing mode. PaCCS, however,
splits the search space in two places before beginning the search, the first to divide it
among the processes and the second to give each worker its share. These two splits
may apply different strategies and may be taken advantage of to help the behaviour
of the search, e.g. by dividing the work more equally between the processes, trying to
reduce inter-process communication, or by starting a worker deeper in the search tree
and potentially closer to finding a solution.
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Chapter 3
The Parallel Complete Constraint
Solver
This chapter presents PaCCS, the Parallel Complete Constraint Solver, in detail, along
with its goals, guiding principles, algorithms, and design choices. Some implementation
related issues are also discussed.
Section 3.1 recalls the motivation behind this work and the following section contains
an overview of the main features of PaCCS, which is expanded upon in Sections 3.5
through 3.7, while the solver behaviour and structure are described in Sections 3.3
and 3.4, respectively. Finally, the last section takes a closer look at lower-level im-
plementation related issues.
The solver programming interface, through which constraint satisfaction problems
are specified, is presented in Appendix A.
3.1 Motivation
When this work started, although parallel search was already a focus of research, it was
apparent that there was still room for improvement. As it is still the case today.
Two main issues drove the endeavour that lead to PaCCS. The first was the wish to
push the envelope of the pertinence of parallelisation in constraint solving, fully exploit-
ing the current hardware trends, including tackling large-scale systems, with hundreds
or thousands of processing units. The second was to develop a scalable lightweight high
performance constraint solver, allowing users to transparently take advantage of the
power of parallelism and distribution, hidden under the hood of the declarative nature
of constraint programming.
How these goals are accomplished by the work presented in this thesis is discussed
in the remainder of the chapter.
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3.2 PaCCS in Short
PaCCS realises parallel constraint satisfaction problem solving on distributed memory
systems, where parallel solving means the simultaneous exploration of distinct parts of
a CSP search space in parallel.
The following is an overview of the main features of the solver.
• The main entity in PaCCS is the worker. A worker is a possibly sequential pro-
cedure solely devoted to processing search spaces, i.e. a search engine, playing its
part in a wider effort to find an answer to a problem. As such, once a worker is
given work, it will carry on processing until it runs out of work or an answer is
found.
• The search engine implements a complete constraint solving method, interleaving
rule-based propagation [2, 53] and search [60].
• Variable domains reside in a domain store [16], a compact data structure designed
with work sharing and locality of memory accesses in mind. The latter aspect is
particularly relevant as all the computation the search engine performs involves
these data.
• The CSP, i.e. its variables and constraints, has a similarly compact internal rep-
resentation, again to improve locality of memory references.
Since a CSP is completely defined by its variables, their domains, and the con-
straints, these last two points allow for readily turning PaCCS into a server pro-
viding a constraint solving service.
• PaCCS is targeted at multiprocessing systems, be they multiprocessors, networked
computers, or a combination thereof. To effectively handle the differences between
both kinds of systems, the solver has a two-level architecture.
On the lower level, meant to explore the sharing of resources, workers are tightly
coupled, functioning as a team. The higher level provides a medium for inter-team
coordination of the search effort.
• One important part of parallel solving is the assignment of work to the workers,
which translates to the splitting of search spaces. The two-level architecture ex-
hibits three places where it may be carried out, providing more degrees of freedom
in the definition of the search strategy. First, the full search space must be divided
among the teams. Then, all workers in a team must be assigned their share. Fi-
nally, each worker may create work that can be shared with other workers, within
or outside the team.
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• Dynamic load balancing takes place throughout the solving process. As long as
there is work to do within a team, it may be shared by all its workers. Once it
runs out, the other teams are probed for some search space to share, so no team
stays idle while the search proceeds.
• Intra-team work sharing is accomplished directly by the workers, without any
intermediation.
• In order to have a finer control over the solver internals, namely over memory
usage, PaCCS is implemented in C.
What makes the approach followed here unique is partly the combination of multiple
levels of parallelism, full dynamic load balancing, and seamless cooperation between co-
located workers. While some of the earlier works, reviewed in Section 2.4, display some
of these features, none has so far, to my knowledge, managed to bring them all together.
Furthermore, default generation of shareable work and the nature of the interaction
among teams are other distinguishing attributes of PaCCS.
3.3 Solver Dynamics
The solver operation has two phases: the specification of the problem and the solving.
Specifying the problem consists in defining the variables and associated domains, and
posting the constraints. Once this is done, the solving process may start.
At the beginning of the solving process, the search space is split into as many disjoint
parts as there are teams, and the parts are delivered to the teams. Within each team,
the received search space is again split so that each worker has a search space to explore.
A worker that has been alloted work executes it until either an answer has been
found or it runs out of work.
The solver may pursue one of three goals:
• Finding one solution to the problem.
Since one solution is all that is wanted, as soon as one is found all workers are
stopped and the solution is returned. Failure is returned for inconsistent CSPs.
• Finding and counting all solutions.
In this case, all the solutions are generated, but only their count is returned.
• Finding a best solution.
This task follows along the lines of the algorithm shown in Figure 2.5. When a
better solution is found, its value under the objective function is communicated to
all workers in all teams, so they will know to only look for better solutions. In the
end, either a best solution or failure will be returned.
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For the latter two tasks, and for the former when the problem is inconsistent, the
search process will only stop when the full search space has been explored and all workers
have become idle. A worker that finishes exploring its assigned search space while the
search is still in progress tries to obtain additional work from its teammates. If this is
not possible, it means that the team is out of work and the other teams are tried.
3.4 Solver Architecture
A global view of the solver architecture is presented in Figure 3.1.
PaCCS consists of workers, grouped together as teams. Each active worker keeps a
pool of idle search spaces and a current search space, the one it is currently exploring.
In each team there is a controller, which does not participate in the search, and one of









Figure 3.1: Solver architecture
PaCCS displays a two-level architecture. The bottom layer of the system comprises
the search engines, embodied by the workers. The main role of the layer above is
managing the communication between the teams and making sure the solver progresses
towards an answer.
Structuring the workers this way serves two purposes. The first is that a worker’s
sole task becomes searching, as all communication with the environment required by
the dynamic sharing of work among teams is handled by the controller. The second
objective is the sharing of resources enabled by binding the workers in a team close
together. If all workers were on the same level, either they would have to divide their
attention between search and communication, or there would have to be one controller
per worker, thereby increasing resource usage. On the other hand, this structure matches
naturally a two-level partitioning of the search space.
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3.5 Workers and Search
Even if the worker is the most fundamental building block of PaCCS, its interaction with
the remainder of the system is restricted to being given a search space to scan, returning
results, and waiting for more work.
Workers implement a constraint solving engine which interleaves propagator driven
domain-based consistency enforcement [2, 53] with variable instantiation.
The search unfolds as the worker splits the search space it is working on, keeping
one part as its current search space and adding the other to the pool, and propagates
the change in the domain of the branching variable onto the new current search space.
There is no concept of backtracking. If the current search space is found to contain
no solution, the worker draws a new search space from the pool and starts exploring it.
As implemented, however, the pool acts like a stack and the search space retrieved is,
whenever possible, the one most recently put there by the worker, leading to a behaviour
that mimics chronological backtracking search. Together with splitting the search space
by dividing the domain of one variable into a singleton in the new current search space
and the remaining elements in the sub-search space sent to the pool, this gives variable
labelling [1]. Nevertheless, there is the potential to use other strategies for choosing the
next search space to fetch from the pool.
Figure 3.2 depicts the main driver algorithm for workers without optimisation. Ini-
tially, every variable domain is revised against every other variable domain (line 2). At
each further step of the search process, a worker starts by looking within its current
search space for a variable whose domain is not a singleton (line 3). If none is found,
then the search space consists of a single tuple which constitutes a solution to the prob-
lem, and which is returned by the worker (line 10). Otherwise, and depending on the
variable selection heuristic in use, one of the variables with a non-singleton domain is
selected and the current search space is split into two subspaces (line 4) such that:
• In the first, which will become the worker current search space, the selected variable
is set to an individual value picked from its domain, according to the chosen value
selection heuristic.
• In the other, to be added to the pool of idle search spaces (line 5), that value is
removed from the domain of the variable.
The domains of the other variables remain unchanged in both search spaces.
Following the split, the new current search space goes through a propagation phase
(line 6). If it succeeds, another search step is performed. If the propagation fails, the
worker tries to fetch an idle search space from the pool to become its current search space
(line 7). If this is not possible the worker fails (line 9), otherwise the search resumes
with the retrieved search space undergoing a propagation phase, as the domain of one
of its variables shrank just prior to its being stored in the idle pool.
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1: WORKER0(search-space)
2: current ← filter-domains(search-space)
3: while (var ← select-variable(current)) 6= FAIL do
4: (current, other) ← split-search-space(var, current)
5: pool-put(other, var)
6: while (current ← revise(current, {var})) = FAIL do
7: (current, var) ← pool-get()
8: if current = FAIL then
9: return FAIL
10: return SOLUTION(current)
Figure 3.2: Worker main driver algorithm (without optimisation)
If all solutions to a problem are to be generated, the worker is enclosed in a wrapper
which counts the solutions as they are found. When the worker eventually fails to find
one, the wrapper returns the number of solutions found.
The state of a worker with two search spaces currently in the pool is shown in Fig-
ure 3.3, where solid edges mean that the children search spaces constitute a partition of
the parent. Notice that the subtree to the left of the current search space (corresponding
to the tuples where both x1 and x2 take value 1) is not displayed, as it has either already
been explored and discarded, or pruned by propagation (which would be the case if x1






























Figure 3.3: Search spaces from a worker
Handling optimisation problems requires adding the lines *6 and *9 in Figure 3.4.
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The function propagate-bound updates the domain of the bound variable1 in the search
space that was just brought back from the pool, as it may have been generated before the
current best solution was found. The update consists in removing from the domain of
the variable all values which are not better than the value of the current best solution.
If any value is actually removed from the domain, the change is propagated to the
remaining variables. The value for the current best solution is assumed to be global
knowledge of the process executing the worker code. (The optimising flag is a device
to unify the constraint satisfaction problem and the constraint optimisation problem
solving procedures.)
1: WORKER(search-space)
2: current ← filter-domains(search-space)
3: while (var ← select-variable(current)) 6= FAIL do
4: (current, other) ← split-search-space(var, current)
5: pool-put(other, var)
6: while (current ← revise(current, {var})) = FAIL do
*6: do
7: (current, var) ← pool-get()
8: if current = FAIL then
9: return FAIL
*9: while optimising ∧ propagate-bound(current) = FAIL
10: return SOLUTION(current)
Figure 3.4: Worker main driver algorithm (with optimisation)
3.5.1 Propagation
Domain filtering, or propagation, in PaCCS, is rule-based [53] and each constraint has
two propagators. One, used when exploration of a search tree branch is starting, es-
tablishes some local consistency by filtering out values from the domains of possibly all
the variables in the scope of the constraint. At the same time, it may also initialise
data structures which will support performing propagation incrementally as the branch
continues to be explored.
The second propagator will be called afterwards, every time the domain of a variable
in the scope of the constraint changes, to propagate that change onto the domains of
the other variables involved in the constraint. Incremental propagators will make use of
the data available from earlier applications of the constraint’s propagators to perform
1Recall, from Section 2.2.1, that bound is the name of the optimisation problem variable constrained
to hold the value of the objective function.
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domain filtering more efficiently.
The level of local consistency enforced by a propagator depends on the constraint.
While some will seek to attain arc consistency, others may settle for bounds consistency
or other weaker form of local consistency.
The sole propagation event [53] currently considered in PaCCS is the (unspecified)
change of a domain.
3.6 Search Space Splitting
The team controllers are the link between the workers in different teams. They handle
incoming and outgoing work, optimisation bounds, and work requests, buffer the workers
answers, and start and stop workers. Besides these tasks, the main controller also receives
the CSP to solve and delivers the final answer.
Additionally, controllers play a part in the search control. Since work distribution
passes through them, it is there that the problem is partitioned before being delivered
to the workers. The first splitting is the responsibility of the main controller, and the
obtained subproblems are passed on to the teams.
The strategy used to partition the search space may have a decisive impact on the
number of steps needed to arrive at a solution, hence on performance. This is especially
true when looking for one solution or solving an optimisation problem, up until the
moment where a best solution is found.
Partitioning strategies may be designed either to lead to a balanced distribution
of the search work, like the even strategy below and the prime and greedy strategies
from [55], or to produce some subproblems where the search is expected to be quick
(while in others it may be slow), such as eager partitioning. In principle, the former
strategies will be more suited to situations where all solutions are requested and the
whole search space must be visited, and the latter will lend themselves better to when
one solution is all we want. In any case, the splitting of the problem will introduce a
breadth-first component into the usual depth-first exploration of the search tree, which
sometimes gives rise to superlinear speedups.
Even partitioning
In even partitioning, domains are split so as to obtain sub-search spaces of similar mag-
nitude. Suppose we want to split a problem into k subproblems. If the next variable
domain to be divided has at least that many values, it is split as evenly as possible
among the subproblems: as it has d ≥ k values, it will have bd/kc values in the first
k − dmod k subproblems and bd/kc+ 1 values in the remaining dmod k subproblems.
Otherwise, the problem is split into d < k subproblems and, recursively
• the first kmod d subproblems will be each split into bk/dc+ 1 parts, and
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• the remaining d− kmod d subproblems will be each split into bk/dc parts, along
the same lines.
Example 3.1 Even partitioning a problem where the domain of all variables is {a, b, c}
into six subproblems would lead to the result depicted in Figure 3.5. In the first two
subproblems, the domain of variable x1 would have only value a, whereas the domain of
x2 would be {a} in one and {b, c} in the other. The remaining subproblems would differ
from these in the domain of x1. (Only the variables whose domains are affected by the
splitting are shown.)
x1: cx1: bx1: a
x2: a x2: b,cx2: a x2: b,c x2: a x2: b,c
Figure 3.5: Even partition into 6 sub-search spaces
Eager partitioning
Eager partitioning corresponds roughly to a partial breadth-first expansion of the search
tree and it will mostly produce subproblems where at least one of the variables has
had its domain reduced to a single value. The splitting is performed according to the
algorithm depicted in Figure 3.6, whose inputs are the number of subproblems to create
and a sequence of problems from which to create them. Initially, this sequence only
contains the original problem.
Example 3.2 Figure 3.7 shows the result of applying eager partitioning to split into six
parts the problem from the previous example, where all variables have domain {a, b, c}.
(Again, only the variables whose domains are affected by the splitting are shown.)
The partitioning of the CSP may affect the behaviour of the search, even to the point
of defeating the variable and value selection heuristics which are usually appropriate to
a given problem, as has been noted in [32, Section 6]. This suggests that the partition-
ing strategy, introducing another degree of freedom in the search strategy, needs to be
adapted to the problem being solved and matched with the search heuristics used, and
that no overall ‘best’ partitioning strategy exists.
As problem partitioning takes place at two points in the process — to distribute
work to all the teams and, initially within every team, to assign work to each worker
—, different splitting strategies can be used while solving a problem: a more balanced
one to allot (expected) similar amounts of work to the individual teams, and another
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Notation If P is a CSP and V ⊆ Di is a finite set, PVi stands for the CSP which is
identical to P except that the domain of the ith variable is V .
eager-split(k, (P1 P2 · · ·Pq))
(X,D,C)← P1
i← min {j | |Dj | > 1}
d← |Di|
{v1, v2, . . . , vd} ← Di
if k ≤ d then
return (P1{v1}i P1{v2}i · · ·P1{vk, . . . , vd}i P2 · · ·Pq)
else
return eager-split(k − d + 1, (P2 · · ·Pq P1{v1}i P1{v2}i · · ·P1{vd}i))
Figure 3.6: Eager partitioning algorithm
Figure 3.7: Eager partition into 6 sub-search spaces
to focus the efforts of the workers. The latter strategy could be finer grained than the
former, the cost of compensating for the imbalance introduced being much lower within
a team than between remote teams, where it requires interaction over the network.
Additionally, in parallel search, different teams might split their problems differently,
allowing us to take advantage of one not yet identified strategy being more effective than
the others for the problem at hand, in the spirit of the portfolio approach [4].
3.7 Work Stealing
Realising the potential of parallel constraint solving requires that the workers be kept as
busy as possible throughout the entire computation. As knowing in advance the amount
of work a given search space represents is very hard, there is the need to enable dynamic
load balancing, in case a worker becomes prematurely idle. The technique exploited
here is work stealing [3], or receiver-initiated decentralised dynamic load balancing [63],
where an idle worker will search for a busy one willing to share some of its work.
When a worker tries to fetch a new search space from its pool and finds it empty,
it means it has exhausted exploring its assigned search space, and it will then attempt
to obtain a subproblem to solve from one of its teammates. Failing that, work must be
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obtained from a different team.
As a consequence, there are two kinds of work stealing in PaCCS, local and remote
work stealing. The former takes place among close by workers, and the latter between
distant workers, being more expensive to accomplish as it happens over slower commu-
nication channels. Regarding the pools of the workers belonging to the same team as a
global team pool of work, contacting remote teams should not be engaged in unless that
pool is empty.
3.7.1 Local Work Stealing
Local work stealing, i.e. work stealing between workers from the same team, should have
the least possible impact on the operation of the busy workers, namely on the worker
from which it is stolen, the victim.
Work stealing is carried out through the pool, transparently to the workers affected,
which corresponds to viewing the individual pools together as a team pool. From the
perspective of the worker, its operation consists solely of solving the problem it has been
charged with, while putting and retrieving subproblems from the pool. It is up to the
implementation to make sure that:
• until the moment the team pool goes empty, the worker always succeeds in fetching
a search space from the pool, be it one it put there or not; and
• when the worker pool is empty, work is obtained from another worker pool, without
the latter being disturbed by the action.
What follows is an example shared-memory implementation of a work stealing scheme
abiding by the above guidelines.
Implementing Local Work Stealing
To ensure that local work stealing has the least detrimental effect on the performance of
the solver, it must be achieved with as little cooperation from the holder of the retrieved
search space (the victim) as possible. In fact, in this implementation, the idle worker
will effectively steal work from a teammate while the latter continues its task, oblivious
to what is being done to its work queue.
Here, the intended discipline of a worker pool is that of a deque (double-ended queue),
as depicted in Figures 3.8 and 3.9. While the owner works on one end of its pool
(lines 2, 8, and 12), a worker whose pool is empty will remove an entry from the other
end (line 25). This way, the only penalty a worker incurs during normal processing is
the cost of an extra check on the size of its pool (line 6). The protocol used to avoid
interference during pool accesses is similar to the ones in [44, 17]. Only when the number
of entries in the pool is small and there is the risk of the worker trying to use a search
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space another one is stealing, will it be necessary to enforce mutual exclusion in the




4: if pool.size = 0 then
5: return steal-work()
6: else if pool.size < SAFE-SIZE then
7: lock(pool)





Figure 3.8: Pool insertion and retrieval
13: steal-work()
14: worker-is-idle(YES)
15: work ← FAIL
16: lock(stealing)
17: do
18: if workers-all-idle() then
19: unlock(stealing)
20: return FAIL
21: v ← random-worker()
22: if v.pool.size ≥ THRESHOLD then
23: lock(v.pool)
24: if v.pool.size ≥ THRESHOLD then . Confirm victim has enough stores left
25: work ← v.pool.remove-first()
26: worker-is-idle(NO)
27: unlock(v.pool)
28: while work = FAIL
29: unlock(stealing)
30: return work
Figure 3.9: Work stealing algorithm
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To reduce contention, work stealing is only allowed from a pool when the number of
entries in it reaches a given threshold (lines 22 and 24).
Refining the Implementation
The above implementation ignores any characteristics of the search spaces when deciding
which one to steal. This increases the likelihood of stealing a search space corresponding
to little work, leading to both its recipient and the victim becoming idle shortly after.
While this may have a low impact when only local workers are involved, as the cost of
stealing and of retrieving a search space is of the same order of magnitude, if work is to
be sent to another team it may pay to try to choose one more carefully, to compensate
for the added cost of sending it to a remote location.
Even if far from accurate, the size of a search space, i.e. the product of the sizes of
the domains of the variables, provides a rough estimate of the amount of work required
to explore it. (Another possible estimate is the number of uninstantiated variables [26].)
This could be used to try to select the most loaded worker and steal from it, if possible,
as shown in Figure 3.10.
1: steal-work’()
2: if workers-all-idle() then
3: return FAIL
4: lock(stealing)
5: v ← worker-with-most-work()
6: lock(v.pool)
7: if v.pool.size < THRESHOLD then
8: work ← FAIL
9: else




Figure 3.10: Size-based work stealing algorithm
Such an approach makes it more expensive to steal a search space, since their sizes
have to be computed, but the cost will be offset if it results in less small search spaces
being stolen.
Another estimate of the load of a worker is the number of search spaces its pool
contains.
36 CHAPTER 3. THE PARALLEL COMPLETE CONSTRAINT SOLVER
Some Comments
As the stolen search spaces are the oldest ones in a pool, they correspond to locations
nearer the root of a worker search tree, introducing the breadth-first component into
depth-first search.
The search within the worker search space proceeds according to the heuristics
deemed adequate to the problem until it either finds a solution or the work is exhausted.
Upon stealing work from a peer, a worker picks up the search at a point that the worker it
was stolen from would not reach until having finished exploring its current branch, thus
subverting the problem search strategy and introducing in it a measure of randomness.
This may be either beneficial or detrimental, depending on the specific problem.
3.7.2 Remote Work Stealing
In the event of an idle worker failing to obtain work within its team, it notifies the
team controller and waits, either to be later restarted or to be terminated. When all
the agents in a team have become idle, the team controller will initiate trying to obtain
work from another team.
One of the roles of the team controllers is serving requests for work from other teams.
A controller trying to supply another team with work will use the same protocol as the
workers to steal a search space from the local pool (see the previous section).
Several models of inter-team communication are possible. The two experimented
with are discussed next.
Peering Teams
In this first model, all teams communicate with each other. Inter-team work stealing
requests may be broadcast to all teams or directed at a specific team.
Initially, one of the team controllers is assigned the role of fulfilling broadcast re-
quests for work; it is the designated (work) supplier. The supplier listens for requests
broadcast by the other teams and, on receiving one, it will try to steal a search space
from its team pool. Then, it will either send the work seeker the stolen search space
or a notification that no work is available. The supplier is the only controller that will
respond to broadcasts, all the others will ignore them.
A team controller that detects that all its workers are idle, first broadcasts a request
for more work to all the other teams. When work is sent in response by the supplier,
it is split between the workers, which resume searching. Additionally, this controller
will become the new work supplier. If no answer arrives within a set time period or a
negative one does, it will start polling the other teams [52]. When a team is polled, its
controller will answer by sending work or a refusal to share work.
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If, after sending a request for work to an individual team, a timeout period elapses,
the next team will be polled. There is an exception to this rule, however, when polling
the team where the main controller resides. Since it will be the last team polled, there
will be no time limit to wait for an answer.
Once all teams have unsuccessfully polled the main controller, all workers must be
idle and all controllers are notified that the solving process has ended. After receiving
confirmation that all teams really are idle, the main controller proceeds to collect the
answers from all teams and the final answer is returned.
The protocol described above is able to handle delayed messages, such as a team
receiving work from another after having being told that the search was over. This is
achieved at the cost of a slightly involved termination detection protocol.
Termination detection is much simpler when looking for one answer and one is found:
the controller of the finder team forwards it to the main controller, which simply tells all
the teams to stop. When solving a constraint optimisation problem, every time a better
solution is found, its value under the objective function is broadcast to all teams.
A brief analysis
A simple model of communication was sought when this model was designed.
The purpose of requesting further work by broadcasting and of having a supplier was
to have a fast, but possibly brittle, way of obtaining work. But seeing that disruptions are
possible, such as two teams becoming idle and broadcasting for work, one, not being the
supplier, discarding the other’s request and then being the one serviced by the supplier,
a more reliable and potentially slower mechanism had to be added.
Behind the definition of this model lay equally the concern to promote the sharing
of the search space corresponding to the most work, if one exists. In the worst case,
as work starts dwindling down, that search space will be sent to some team. Since this
team becomes the new supplier, there is a good chance that it will be further shared
with the next team that asks for work, and that it keeps being shared as other teams
become idle.
There is the possibility of late answers to work sharing requests, due to communica-
tion delays or to a team being too busy to handle incoming messages in a timely manner.
This may lead to a team receiving search spaces from more than one team. When this
happens, the receiving team will keep the spare ones until either its workers run out of
work again or it receives a request for work, broadcast or not.
On the other hand, two teams independently looking for work may both receive
some and become suppliers. As a consequence, the next team that broadcasts a request
for work may receive it from both suppliers. While this may be the source of a slight
inefficiency in the system, it is better to have multiple suppliers than none, as otherwise
teams would have to wait for the timeout period to expire before starting polling the
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other teams.
While exhibiting good results on small clusters, this model presents two major draw-
backs, which become more noticeable as the number of teams increases. One is the
growth in the number of messages exchanged, especially towards the end of the solving
process, when all teams start becoming idle. The other is the rise in the time it takes
to unsuccessfully poll all the other teams, before termination can be detected.
One of the aims of this work being to tackle large scale distributed systems, another
communication model was developed, able to address these issues.
Team Neighbourhoods
Inspired by the B+-tree data structure [9] and drawing on the good performance of the
peering model on small scale clusters, the previous approach was lifted to aggregate the
teams into neighbourhoods, within which communication proceeds as before. When a
team is in need of work, it broadcasts a work request to its neighbours and, if necessary,
polls its neighbours.
Neighbourhoods, which will also be called the shorter groups, are in turn joined in
further hierarchical neighbourhoods, creating multi-level neighbourhoods.
To help make these ideas clear, Figure 3.11 shows a degree 2 multi-level neighbourhood
with 8 teams. At level 0, all the teams, represented by dots, are joined together in two
element groups, where the leftmost team is the group leader. Level 0 group leaders are
put together in level 1 groups with the same size, whose leader is again the leftmost
team. Once again, these leaders will form the level 2 groups, and so on until reaching a
level with only one group. Now, the controller of the group leader at the highest level
of the hierarchy is the main controller and will ultimately coordinate the whole search
process. (Note that straight lines in the figure connect different group memberships of
the same team.)





Figure 3.11: Multi-level neighbourhood
The degree of a multi-level neighbourhood is the maximum number of elements in a
group. Since communication never crosses group boundaries, in a degree s neighbour-
hood (s − 1)/s of the teams can talk to at most s − 1 other teams and their messages
will be contained in their immediate level 0 neighbourhood. Team leaders, which belong
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to several groups, act as proxies for the remaining group elements. Through them, there
exists a path with O(logsN) hops between any two teams in an N team system.
Inside level 0 groups, work stealing goes exactly like above, except that the level 0
group leader replaces the main controller. (Polling by a team always starts with the
rightmost team and proceeds from right to left.) But, when the group leader is polled,
signifying that work in the group is about to be exhausted, and it cannot find work to
share in its local pool, it then starts polling the teams from its group one level up for
work. These will then either supply a search space from their pool or will try to obtain
work from the teams in the level 0 group for which they are the leaders.
If no member of the level 1 group manages to obtain work to share, the level 1 leader
will eventually be polled and, if needed, will go up another level in the hierarchy looking
for work. There, it will poll the group members, which may poll the teams in the groups
where they are the leader, starting at the level 0 group.
If work is once more not found in this level group, its leader will then try the groups
above in succession until either work is obtained or all of the teams in the system have
declared themselves unable to share a search space. In the first case, the work travels
back to the original work requester, being divided along the way among all the teams
that meanwhile have also requested work and are waiting. Otherwise, no team in the
system is able to share work, and the search process may stop as soon as all workers
become idle. This is detected by the main controller, which having failed to obtain work
from any of its neighbours on all levels of the hierarchy, notifies all teams waiting for
work. This notification is forwarded by the group leaders to all teams expecting work,
and sent in response to any new request for work from a team whose workers were still
busy.
Termination of the search again follows a three step protocol and must be propagated
through the hierarchy. As all communication not local to a group is handled by the
groups leaders, it is up to them to collect all answers from the members of the groups
they lead, build their own answer, and send it on to the leader of the highest level group
they belong to.
Similarly, the value under the objective function of the current best solution of an
optimisation problem, found by some team, is propagated along the hierarchy by the
group leaders. If it arrives at a team holding a better value, it is overridden.
Only one kind of message follows a different route. If the answer wanted is a solution
to the CSP, the team where one is found sends it directly to the main controller. Both
teams then start disseminating a message to make the search process stop.
A brief analysis
The main purpose of organising the teams in groups was to limit the number of teams
communicating with each other, thus reducing the number of messages exchanged. In
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fact, experiments have shown it decreasing by two orders of magnitude, alongside with
an increase in performance on medium sized clusters.
3.8 Implementation Notes
Some lower level details regarding the implementation of PaCCS are discussed in this
section.
All development carried out in the context of the thesis took place on Unix systems.
Two general characteristics of the implementation are:
1. Given the sharing of information that was likely to be needed within a team,
especially among workers, lightweight processes, allowing for memory sharing, such
as the POSIX threads, were chosen as the support for the multiprocessing parallel
search implementation.
2. The distribution of the solver is driven by message passing, currently in the form of
the Message Passing Interface (MPI) standard, for which several implementations
are available.
Accordingly, a team corresponds to an MPI process, where each worker runs in its
own POSIX thread, as does the team controller. Since the controller mostly waits for
communication, either from the team workers or from the other teams, the workers’
threads may map to the processing units available.
3.8.1 Domain Store
The domain store [16, 31], or simply store, is the internal representation of the set of
variable domains of the constraint satisfaction problem. These constitute the dynamic
part of the problem, and together with the variables and constraints completely define
a search space. As such, the data contained in the store are the basis of all computation
pertaining to the solving process and it is important that this is kept in mind when
deciding on an implementation.
Additionally, within the framework studied in this thesis, if on one side search spaces
are to be transmitted between workers and between teams, on the other, several searches
will be unfolding simultaneously and the implementation should promote good neigh-
bouring relations between team members.
All the above aspects benefit from a compact representation, which favours locality of
memory references, leading to a good caching behaviour, and which is easy to assemble
and disassemble, facilitating the task of remote sharing of search spaces.
Taking this all into account, stores were implemented as a contiguous region of
memory, effectively an array of domains, displaying the layout depicted in Figure 3.12.
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Variable domains currently have a fixed-size bitmap implementation, possibly with two
additional fields containing the domain current minimum and maximum values.
variable 1 domain1 min1 max1
variable 2 domain2 min2 max2
...
variable n domainn minn maxn
Figure 3.12: Domain store
As a store contains all the dynamic information required to define a search space,
work stealing is performed by moving stores around. A worker stealing work from a
teammate copies a store from the latter’s pool to its own. For remote work sharing,
stores are sent from one team to another.
The store is thus one of the main units of communication in PaCCS, being used in
work stealing between teams, as well as to send solutions. If the size of the store becomes
a concern due to the communication costs, it may be reduced either by resorting to
compression techniques, or by limiting the amount of information transmitted, taking a
recomputation-based approach for inter-team work sharing.
3.8.2 Pool
The worker pools are where the worker stores are kept and their operation is a corner-
stone of the solver. On the one hand, the normal mode of operation of a worker involves
constantly storing and retrieving stores from the pool. On the other, to have unobtrusive
and fast work stealing, all co-located workers will access each other’s pools (but only
modify their own, except as noted below).
A worker pool occupies a contiguous region of memory and behaves like a deque,
implemented with an (extendable) array of stores with two indices, one pointing to the
most ancient store in the pool and the other to the next free pool entry (see Figure 3.13).
Along with the stores, the pool also holds information about the variable whose domain
was split when each store was generated. This way, a worker retrieving a store from
the pool or stealing a store knows which domain changed when it was saved, and can
propagate that change.
The two indices allow a worker looking for work to know whether a co-worker has
enough search spaces to be a candidate to be stolen from. Stealing a search space consists
in making the first index point at the next most ancient store. Once it has been done,
the thieving worker can then copy the store into ‘private’ memory. Figure 3.14 shows
the state of the pool after a store has been stolen from it.
The impact on the victim is minimal, due only to the update of one of its indices, if







































Figure 3.14: Pool after work stealing
the other end of the pool is sufficiently removed. Otherwise, it may find its pool locked
and will have to wait for the other worker to finish stealing the store. However, in the
experiments performed the latter occurred very infrequently.
3.8.3 Synchronisation Issues
When dealing with cooperating parallel threads of execution on a multiprocessor ma-
chine, one crucial aspect that has to be handled is the synchronisation of operations.
This usually involves either ensuring exclusive access to resources or common data, or
supporting some amount of interaction between the threads.
Both situations potentially entail a performance penalty, as the threads wait to enter
a critical program section or for the interaction to take place. Besides, synchronisation
enabling primitives also have an impact on performance and their use should be as
sparing as possible.
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Team Internal Interactions
In PaCCS, and within a team, communication happens only when a worker delivers
its final or intermediate search results to the controller. This constitutes a typical pro-
ducer/consumer scenario and is handled through a pair of semaphores, which serve to
both synchronise the workers and controller operations, and to notify the controller that
an answer is available.
The result is final when looking for the first solution and one has been found. In
this case, the solver will halt, returning the solution. The result is also final, from the
worker point of view, when counting solutions and when failing to find a solution. Here,
the team assigned work has been exhausted, and workers will all eventually wait on a
condition variable [21] while more work is sought from another team.
Intermediate results are the solutions to optimisation problems which, as far as the
worker is aware, are the current best solution. After notifying the controller that a new
solution is available, the worker waits on a semaphore for the solution to be copied out
of its store and for the new bound to be installed team-wide. The need for this last
step arises from the fact that the only way for a worker to know the current bound for
the objective function is through a team-global variable, which is only consulted after a
store is retrieved from the pool (see Figure 3.4). The waiting by the worker ensures that
the updated value is available when it restarts searching and, at the same time, prevents
it from competing with the controller for the processor while the latter checks whether
the new solution really improves the current bound and updates the variable.
Critical Regions
The only other moment where attempts to modify data used by another thread may
occur is during the retrieval of a store from the pool, as work stealing involves accessing
a data structure owned by a different thread. It is not only the workers that may try to
steal work, but the controller may do it as well, when asked for work by another team.
The difference in the procedure is small, however, and will be covered below.
As seen in Section 3.8.2, the only foreign data a thread needs to modify to steal
a store is the base index of the pool belonging to the worker from which it is being
stolen. Other than that, all threads share a count of the number of workers currently
trying to steal work. Accesses to the counter are protected by a spinlock, as the lock
will only be held while the counter is either being incremented, decremented, or read.
A worker increments the counter before starting trying to steal a store, and decrements
it on succeeding. If the counter value ever reaches the number of workers in the team,
then all workers are out of work and work stealing fails. The main difference between
the controller and the workers behaviours lies in that the former does not update the
count.
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In order to reduce inter-cache traffic, only one thread at a time may seek to steal
work, as Figure 3.9 indicates. As locking operations are expensive, looking for a worker
with a sufficient number of stores in its pool is carried out without any further access
restrictions.
Once a prospective victim has been identified, a lock controlling access to its pool is
acquired and, before stealing a search space, its size is once again checked, to confirm
that enough stores remain. If that is the case, the stealing thread holds the lock while
copying the stolen search space to its working memory. The fact that another thread is
removing an entry from its pool will go unnoticed by the victim, unless the number of
stores kept there becomes very small. When a pool becomes full, the same lock is used
by its owner while it is being extended.
3.8.4 Problem Representation
The same considerations made with regard to stores, with the exception (currently)
of the remote sharing, apply to the internal representation of the static part of the
constraint problem, namely its variables and constraints.
The data associated with a variable comprise its index number, linking it to the
location of its domain within a store, an estimate of the number of variables with which
it shares a constraint, used by one of the variable selection heuristics, and the constraints
it appears in.
The representation of a constraint includes its index number, information identifying
the kind of constraint in question, and the variables it concerns. The constants involved
in the specification of some of the constraints will also be included in their representation.
Figure 3.15 depicts the layout chosen to represent the static part of the problem,
which assembles the above data into a compact format. Its design attempts, once again,
to promote good locality of memory accesses.
Note that, within a team, only one instance of the problem exists, being shared by
all its workers. The additional temporary memory required by some of the constraints
for performing incremental propagation has dynamic contents, depending on the local
state of the search within each worker, and is neither part of the problem representation
nor shared between workers.
The problem representation shown in Figure 3.15 may be completely reconstructed
from the information contained in the data structure on the right-hand side of the
figure. In consequence, the problem representation is easily relocatable, which makes it
also appropriate for implementing the solver as a CSP solving service.














Figure 3.15: Internal problem representation
3.8.5 Memory Model
The memory shared by the team members comprises the CSP representation, the pools,
the locks used for synchronisation and for enforcing mutual exclusion, and the last best
value of an optimisation problem.
Private worker memory includes the current search space, constraints’ dynamic data,
and the queue of pending revisions.
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Chapter 4
Experimental Results
This chapter reports on the results of the experiments performed with PaCCS on several
systems, and compares them with other solvers.
One of the difficulties encountered is the general unavailability of distributed parallel
solvers. One known instance is Comet [10], although it is unclear whether the current
version already features distributed solving. Besides, the parallel tests made with it on
a multiprocessor gave inconsistent results, and often crashed. So, comparisons must be
made based on the results reported in the literature.
Another difficulty of running benchmarks on modern processors is due to their intel-
ligence. As a protection measure, processors throttle down their operating frequency, in
some cases leading to wildly varying execution times. In other cases, multi-core proces-
sors run faster when only one core is active than when two or more are in use.
In the next sections, first the problems used for testing and the testing environments
are presented, followed by the results obtained and by some conclusions.
4.1 Problems
The problems used to test the performance of the solver were chosen to constitute a
mix of constraint satisfaction and constraint optimisation problems exhibiting different
properties with respect to characteristics such as the number of solutions, the distribution
of work throughout the search space, and the sensitivity to the search strategy.
4.1.1 n-Queens
The n-queens problem is one of the most frequently cited in constraint satisfaction related
literature. It is a constraint satisfaction problem consisting in finding a placement for n
queens on an n× n chess board, such that no queen attacks another one.
A solution to this problem is a permutation of the set {1, . . . , n}, with the value
in its ith position representing the row where queen in column i is placed, subject to
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the restriction that no two queens may share a board diagonal. The problem may
be modelled with the aid of n variables, where the ith variable corresponds to queen
in column i, an all-different global constraint, and n(n − 1) constraints to handle the
diagonals.
Its main characteristics are that it has many solutions, a number that grows very
fast with the number of queens, and that the solutions are well spread out throughout
the search space, which leads to sub-search spaces of similar sizes requiring a comparable
amount of work to explore.
4.1.2 Langford’s Number Problem
Langford’s number problem [12, problem 024] consists in arranging k sets of the integers
from 1 to n in such a way that between two consecutive occurrences of the integer i
lie exactly i other numbers. For example, if k is 2 and n is 4, the only arrangement
satisfying the constraints (modulo symmetry) is:
2 3 4 2 1 3 1 4.
This instance of the problem is also known as L(2, 4). More generally, L(k, n) denotes a
problem instance, for some value of k and n.
When modelling this problem, solutions which are symmetrical to another one are
avoided by constraining the first element of the sequence to be smaller than the last one.
Many instances of the problem have no solution. For example, if k is 2, the problem
is inconsistent if n is not of the form 4m or 4m − 1, for some m [36]. Other instances
have many solutions, but unevenly distributed, which is compounded by discarding half
of them.
4.1.3 Golomb Ruler
The Golomb ruler problem [12, problem 006] also appears often in the literature. Con-
trary to the n-queens problems, it is a constraint optimisation problem whose goal is to
find the minimal length ruler with n marks such that the distance between any two marks
is different from the distance between any other two marks. The first mark corresponds
to the 0 position, and the last mark determines the ruler length.
The problem may also be stated as finding a set of n natural numbers such that their
pairwise differences are all distinct, and its greatest element is minimal.
Also in contrast to the n-queens problem, the number of rulers of minimal length
is very small and they tend to lie on the ‘left’ side of the search tree, where the value
of the second mark is small (to break symmetries, the second ruler mark, whose value
coincides with the difference between the second and first marks, is constrained to be
less than the difference between the last and the last but one marks). As the number of
marks grows, it soon becomes a very hard problem [54].
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4.1.4 Quadratic Assignment Problem
The Quadratic Assignment Problem (QAP) [6, 7] is an optimisation problem that can
be very hard to solve, even for small dimension instances. The formulation used is the
following:
Given an n× n distance matrix d and an n× n flow matrix f , find a permu-






where mi,j stands for the value at row i and column j of matrix m, and p(i)
is the value at position i of the permutation p.
QAP may be used, for instance, to determine the location of a set of facilities such
that the cost of the required movement of goods among them is minimal. In this case, the
distance matrix contains the distances between the possible locations for the facilities,
and the flow matrix represents the costs of transporting the goods between any two
facilities per distance unit. Other applications include campus planning, the travelling
salesman problem, and circuit layout design [5, 6].
Instances where n is 16 may be very hard to solve, and for some known size 30
instances an optimal solution has not yet been found [5].
4.2 Testing Environments
The operating system of all the computing systems used for testing was Linux, and
several versions of the GNU C compiler GCC were used.
Systems
A brief presentation of the computer systems used in the experiments follows. Not
having direct access to all of them, namely the fhg-1, fhg-2, and ha8000 systems, has
limited the amount of testing performed there.
ism A 12 node network from the Grupo de Astrof́ısica Computacional, lead by Miguel
Avillez at Universidade de Évora. Each symmetric multiprocessing (SMP) node has an
Intel Core 2 Quad Q6600 CPU, with 2–4 GB RAM, running at 2.4 GHz. Nodes are
connected by a Gigabit Ethernet network.
Experiments with up to 8 nodes were performed, depending on the availability.
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sunfire A Non-Uniform Memory Access (NUMA) machine with 8 Dual-Core AMD
Opteron 8220 processors, at 2.8 GHz, with 4 GB RAM per processor. Access was given
by João Lourenço, at Universidade Nova de Lisboa.
This was one of the most frustrating systems to use, as two consecutive executions of
a sequential program could take 20 s or 60 s to complete, for example, on an otherwise
unoccupied system.
cri-lima Another NUMA computer, belonging to the Centre de Recherche en Informa-
tique, at Université Paris 1. It features 2 Intel Xeon W5580 CPUs (with 4 hyper-threaded
cores), running at 3.2 GHz, with 12 GB per processor. Access granted by Daniel Diaz.
fhg-1 A 64 node cluster, each node having two dual-core Intel Xeon 5148LV processors.
Both this and the following system were used in the context of a collaboration with Rui
Machado, at the Fraunhofer ITWM.
fhg-2 32 nodes with one Intel Xeon X5670 CPU per node (6 hyper-threaded cores),
running at 2.93 GHz.
ha8000 The HA8000 Hitachi at University of Tokyo. Experiments are still ongoing
on this system. So far, is has only been possible to run PaCCS on one node with four
quad-core AMD Opteron 8350 processors, running at 2.3 GHz, with 8 GB RAM per
processor. Used with the help of Florian Richoux, at the JFLI.
4.3 Multithreaded Performance
This section presents and analyses the results obtained with PaCCS on shared-memory
and NUMA multiprocessor systems with the problems used for testing the solver.
In the tables displaying the speedups observed that follow, the first number on each
row, in italics, represents the time taken to solve the problem with a single worker (or
thread), in seconds. It represents the solver sequential performance. The remaining
numbers on a row are the speedups obtained as more workers were employed.
4.3.1 n-Queens
The results discussed in this section correspond to counting the number of valid place-
ments of the queens on the 16× 16 and 17× 17 boards. The 16-queens case was initially
chosen as the time to solve it sequentially ranges between 5 and 10 minutes, while the
size 17 problem takes around 1 hour, which makes it suitable for sporadic use in testing
only.
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16-Queens
The speedups obtained, shown in Table 4.1 and in Figure 4.1, are generally good up to
4 workers, except in the case of the cri-lima machine. However, experiments where the
Workers
System 1 2 3 4 8 16
ism 531.5 2.00 3.00 4.00
fhg-1 562.0 4.00
sunfire 685.1 2.00 3.99 7.76 15.32
cri-lima 316.4 1.92 3.82 7.46 8.71
Time (s) Speedups














Figure 4.1: Evolution of the speedups for the 16-queens problem
search space is halved, by restricting the placement of the first queen to either the first 8
or the last 8 rows, exhibited times which are similar to those obtained when two workers
explore the full search space, as shown in Table 4.2.
Due to the symmetrical nature of the problem, the amount of work performed on
each half of the search space is exactly the same, and corresponds to the amount of
work each of the workers would ideally perform when two workers explore the full search
space in parallel. Consequently, is it not expectable that the latter may run faster than
the former single workers. This suggests that the lower than ideal speedups obtained on
cri-lima may not be a fault of the parallelisation, but that they reflect some advantage
that a single process exploring the full search space gains on that system, such as a
cacheing effect.




Search space % 100 50 50
Workers 2 1 1
ism 265.5 264.4 264.7
sunfire 342.5 342.1 343.0
cri-lima 164.8 162.3 163.1
Time (s)
Table 4.2: Time taken by 2 workers to search the full search space vs time taken by 1
worker to search half the search space for the 16-queens problem
One instance where the performance observed was far behind the theoretically possi-
ble is when using 16 workers on cri-lima. This system has 8 cores, employing simultaneous
multithreading (SMT) to achieve 16 threads of execution, and this is a setting PaCCS
is not currently able to fully exploit.
PaCCS’s implementation was designed to maximise locality of memory accesses, in
order to derive the most benefit from data cacheing by the processor. Since all processing
units in a multithreaded processor share its lowest level cache, similar access patterns by
the threads being executed may result in increased competition for its use and prevent
profiting more completely from the increased parallelism.
On the other hand, the processors in this system feature Intel’s “Turbo Boost Tech-
nology” [25], whereby when only a few cores are in use, their operating frequency may be
raised. When just one processor core is active, it may run between 4 and 8% faster than
when all four are engaged in executing a program [24]1.This means that as the number
of workers increases they may operate slower, which will contribute to lower speedups.
One aspect which could detrimentally influence PaCCS’s performance is the time the
workers spend trying to steal a store from a teammate. Table 4.3 shows the number of
stores stolen by all workers and the total time spent attempting to steal one. This time
covers both ultimately successful and unsuccessful attempts, which will occur when the
search space has been completely explored. As a consequence, it includes the time the
workers took to detect termination of the search.
Unsurprisingly, the number of stores stolen during the solving process increases with
the number of workers, which is due both to the disparity between the initial workload of
the workers becoming more pronounced and to the differences in how they progress. The
time spent in store stealing attempts increases as well, although it stays under 0.5 ms
per worker.
1Experiments with a program where each thread executed a tight loop, without accessing the memory,
revealed a 4% increase in CPU time per thread when more than one thread ran, as well as a 4% increase
in total execution time.
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Workers
System 2 3 4 8 16
ism 22 0.2 72 0.4 137 0.5
sunfire 11 0.2 89 0.8 440 2.5 978 6.4
cri-lima 23 0.2 96 0.8 466 3.4 1130 6.0
Number of stolen stores / Time spent stealing (ms)
Table 4.3: Number of stores stolen and the time spent stealing for the 16-queens problem
Where available, the sequential and multithreaded performances of Gecode were
also measured, and the results are displayed in Table 4.4. While Gecode’s sequential
Workers
System 1 2 4 8 16
sunfire 413.54 0.87 1.05 1.00 0.95
cri-lima 296.34 1.21 2.39 1.61 1.54
Time (s) Speedups
Table 4.4: Gecode performance for the 16-queens problem
performance is better than that of PaCCS for this problem, its multithreaded behaviour
is much worse.
17-Queens
The queens problem on a 17 × 17 is an order of magnitude harder than with only 16
queens. The results obtained with it, which can be seen in Table 4.5 and Figure 4.2,
present a similar profile to those obtained in the previous case.
Workers
System 1 2 3 4 8 16
ism 3638.2 2.00 3.00 3.96
sunfire 4735.7 2.00 3.86 7.72 15.41
cri-lima 2244.1 1.99 3.78 7.49 8.95
Time (s) Speedups
Table 4.5: Multithreaded performance for the 17-queens problem
Table 4.6 shows store stealing information for this problem size.
While the numbers of stores successfully stolen increase, they remain of the same
magnitude as before. The fact that the time spent trying to steal a store hardly changes
means that most of it comes from the final attempt, when the search space is becoming














Figure 4.2: Evolution of the speedups for the 17-queens problem
Workers
System 2 3 4 8 16
ism 29 0.2 74 0.4 145 0.7
sunfire 27 0.3 150 0.8 630 3.2 1596 9.1
cri-lima 26 0.2 152 1.1 556 2.9 1424 5.6
Number of stolen stores / Time spent stealing (ms)
Table 4.6: Number of stores stolen and the time spent stealing for the 17-queens problem
exhausted, and just before termination is detected. In this situation, all workers but one
will end up waiting for the last one to finish exploring its search space, before they all
decide that there is no more work to do.
As is the case for PaCCS, Gecode’s performance on the bigger instance of the prob-
lem, summed up in Table 4.7, also replicates its previously observed behaviour.
Workers
System 1 2 4 8 16
sunfire 2746.8 0.84 1.05 1.00 1.01
cri-lima 1991.2 1.41 2.10 2.65 1.62
Time (s) Speedups
Table 4.7: Gecode performance for the 17-queens problem
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4.3.2 Langford’s Number Problem
The solving of Langford’s number problem exhibits a more irregular behaviour than is
the case with the n-queens problem. If for the latter the number of search tree nodes
explored remains basically constant, regardless of the number of workers involved, for
Langford’s problem it may grow by almost 20% when employing 16 workers.
The reason for the above is that the search process is more sensitive to the order
by which the variables are selected, which deviates from the one determined by the
heuristics used because of problem partitioning. This leads to a less effective pruning of
the search tree, which results in the solver performing more work, as it has to explore a
greater number of nodes. This is the effect mentioned in Section 3.6, on page 30.
Two problem instances were used during testing, L(2, 15) and L(2, 16). While the
first has 39 809 640 solutions and is solved by one worker in around 1 hour, the second
requires about 10 times that time to find its 326 721 800 solutions.
L(2, 15)
The results obtained for counting all solutions of Langford’s problem with k = 2 and
n = 15 are presented in Table 4.8 and plotted in Figure 4.3.
Workers
System 1 2 3 4 8 16
ism 3520.0 1.99 2.89 3.69
sunfire 4908.3 1.99 3.70 6.80 12.88
cri-lima 2574.1 1.97 3.63 6.65 8.91
Time (s) Speedups
Table 4.8: Multithreaded performance for L(2, 15)
While the growth of the speedups shows a good pace, as long as simultaneous multi-
threading is not employed, their values are significantly below those seen in the n-queens
problem.
This, however, may be partly ascribed to the aforementioned increase in the number
of nodes visited, which follows from the modification of the search strategy ensuing
from the parallel exploration of the search tree. The importance of this effect may be
gauged in Table 4.9, which reflects the change in the number of nodes visited as more
workers are employed in the search process. Note that, for a solver configured as a
single multithreaded team, the number of nodes explored only varies with the number of
active workers, remaining otherwise constant across executions and computing platforms.
Hence, for this problem, the partitioning strategy applied is a determining factor in how
the search will unfold.














Figure 4.3: Evolution of the speedups for L(2, 15)
Workers
1 2 3 4 8 16
Nodes 1 003 026 551 +0.0005% +3.51% +6.78% +14.00% +18.86%
Nodes Variation
Table 4.9: Number of nodes visited to solve L(2, 15) and increment with respect to the
1 worker case
Comparing the number of nodes processed per time unit by the several configura-
tions of the solver leads to Table 4.10. There, it is shown that the node processing
throughput, plotted in Figure 4.4, increases almost linearly with the number of workers,
resembling the speedups observed for the n-queens problem. Applying a partitioning
strategy that makes an initial work distribution similar to the one that results from the
search heuristics used and which does not lead to such a large increase in the number of
nodes explored, would allow that node processing power to be reflected on the speedups
obtained.
Workers
System 2 3 4 8 16
ism 1.99 2.99 3.94
sunfire 1.99 3.97 7.86 15.63
cri-lima 1.97 3.88 7.58 10.59
Table 4.10: Comparison of the number of nodes processed per time unit with the number
of nodes processed per time unit by the sequential solver for L(2, 15)














Figure 4.4: Evolution of the number of nodes processed per time unit for L(2, 15)
The statistics respecting the stealing of work, in Table 4.11, are comparable to those
observed in the 17-queens case, which is a problem of similar magnitude.
Workers
System 2 3 4 8 16
ism 34 0.2 78 0.3 126 0.6
sunfire 30 0.4 150 0.9 627 3.4 1955 10.2
cri-lima 33 0.3 129 1.1 416 2.5 2013 8.2
Number of stolen stores / Time spent stealing (ms)
Table 4.11: Number of stores stolen and the time spent stealing for L(2, 15)
PaCCS outperforms Gecode in this instance, as Table 4.12 witnesses, both in the se-
quential search and in the speedups obtained, except with simultaneous multithreading.
Gecode, however, does not suffer from the increase in the number of nodes visited, as it
reports the same number in all configurations.
Workers
System 1 2 4 8 16
sunfire 8253.65 1.82 3.42 5.89 7.52
cri-lima 5600.82 1.82 3.58 6.32 8.93
Time (s) Speedups
Table 4.12: Gecode performance for L(2, 15)
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L(2, 16)
Langford’s number problem for k = 2 and n = 16 is one order of magnitude larger than
the previous instance. Solving L(2, 16) explores around 10 times the nodes, taking 10
times the time it took before. Nevertheless, the results obtained follow closely those
above, whether they respect the multithreaded speedups, shown in Table 4.13 and in
Figure 4.5, the evolution of the number of nodes explored and of their processing rate,
in Tables 4.14 and 4.15, or the store stealing statistics of Table 4.16.
Workers
System 1 2 3 4 8 16
ism 36116.4 2.00 2.91 3.79
sunfire 46626.8 2.02 3.66 7.00 13.00
cri-lima 24406.9 1.98 3.63 6.86 8.87
Time (s) Speedups














Figure 4.5: Evolution of the speedups for L(2, 16)
Workers
1 2 3 4 8 16
Nodes 9 201 034 367 +0.0002% +3.17% +6.16% +12.85% +17.55%
Nodes Variation
Table 4.14: Number of nodes visited to solve L(2, 16) and increment with respect to the
1 worker case
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Workers
System 2 3 4 8 16
ism 2.00 3.00 4.02
sunfire 2.02 3.88 7.90 15.28
cri-lima 1.81 3.83 7.29 10.65
Table 4.15: Comparison of the number of nodes processed per time unit with the number
of nodes processed per time unit by the sequential solver for L(2, 16)
Workers
System 2 3 4 8 16
ism 37 0.2 103 0.4 146 0.5
sunfire 39 0.4 150 0.8 564 3.0 2438 13.3
cri-lima 29 0.2 113 0.7 482 2.1 2650 10.6
Number of stolen stores / Time spent stealing (ms)
Table 4.16: Number of stores stolen and the time spent stealing for L(2, 16)
As is the case with PaCCS, Gecode behaviour maintains the profile displayed above,
as may be checked in Table 4.17.
Workers
System 1 2 4 8 16
sunfire 74396.8 1.87 3.50 6.20 8.19
cri-lima 50260.7 1.81 3.61 6.46 9.06
Time (s) Speedups
Table 4.17: Gecode performance for L(2, 16)
4.3.3 Golomb Ruler
The problems studied so far have all been pure constraint satisfaction problems. The
Golomb ruler problem is the first constraint optimisation problem used to test the perfor-
mance of PaCCS. The speedups observed for the 13-mark ruler, described in Table 4.18
and in Figure 4.6, comprise some superlinear speedups.
The solving of a constraint optimisation problem can be divided into two parts.
The first one consists in finding a best solution. Then, is must proven that there is no
solution better than the one found, and this is the second phase of the solving process.
This division is only know a posteriori, after having failed to improve on the last solution
found.
The first phase of the search may be regarded as a race through the search tree
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Workers
System 1 2 3 4 8 16
ism 6940.4 2.24 3.30 4.33
sunfire 8345.6 2.25 4.36 8.38 14.78
cri-lima 4224.4 2.20 4.16 7.82 8.31
Time (s) Speedups














Figure 4.6: Evolution of the speedups for the 13-mark Golomb ruler
between all the workers. As one of them arrives at a solution better than the previous
one, it broadcasts its value to all the others, that then reset their goal according to
the new bound received. This phase is liable to the superlinear speedups discussed in
Section 2.4 for two reasons. One is that the problem partitioning may create a sub-search
space where a solution lies closer to its root for a worker adhering to the normal problem
search strategy. The other is that as a worker finds a solution closer to the optimum, all
the other workers benefit by being able to further prune their search spaces.
Table 4.19 presents the times, in seconds, to find a shortest 13-mark ruler, i.e. not
including the optimality proof. The speedup observed when going from one to two
workers, is a superlinear speedup of around 11, but it remains mostly constant as more
workers are employed.
A superlinear reduction in the time taken in the first phase of the solving process
means fewer nodes will be explored in total, as Table 4.20 confirms. Once a best solution
has been found, the remaining unexplored search space must be processed by all the
workers. A linear speedup is expected in this phase of the search and, combined with
a superlinear speedup obtained in reaching it, it gives rise to the results reported in
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Workers
System 1 2 3 4 8 16
ism 2196.6 194.9 195.0 195.3
sunfire 2579.4 233.5 235.9 229.0 233.7
cri-lima 1316.3 121.0 123.1 123.0 209.0
Table 4.19: 13-mark Golomb ruler: time to find a best solution (s)
Workers
System 1 2 3 4 8 16
ism 609 781 742 -11.82% -10.32% -8.90%
sunfire 609 781 742 -11.78% -8.79% -3.24% 7.98%
cri-lima 609 781 742 -11.80% -8.92% -3.20% 7.74%
Nodes Variation
Table 4.20: Number of nodes visited to solve the 13-mark Golomb ruler problem and
variation with respect to the 1 worker case
Table 4.18. The sublinear speedups obtained for a 16 worker team are partly explained
by the speedup in finding the best solution being below 16 and the consequent increase
in the number of nodes explored.
Table 4.21 documents the way the number of nodes processed per time unit evolves
as the number of workers grows. There, it may be seen that the superlinear speedups
are achieved in spite of only a linear evolution of the processing throughput.
Workers
System 2 3 4 8 16
ism 1.97 2.96 3.95
sunfire 1.98 3.97 8.11 15.96
cri-lima 1.94 3.79 7.57 8.95
Table 4.21: Comparison of the number of nodes processed per time unit with the number
of nodes processed per time unit by the sequential solver for the 13-mark Golomb ruler
Data related to work stealing, detailed in Table 4.22, follow those observed in the
other similarly sized problems.
Gecode clearly outperforms PaCCS in this problem, as Table 4.23 attests. Its much
more effective propagation prunes the search tree so that it visits between 10.5% and
12.6% as many nodes as PaCCS, which is reflected by the execution times. For this
problem, Gecode’s parallelisation speedups are comparable to those of PaCCS.
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Workers
System 2 3 4 8 16
ism 26 0.4 57 0.4 48 0.8
sunfire 23 0.9 52 1.0 364 3.5 1631 15.9
cri-lima 23 0.3 47 1.3 353 3.3 1541 9.9
Number of stolen stores / Time spent stealing (ms)
Table 4.22: Number of stores stolen and the time spent stealing for the 13-mark Golomb
ruler
Workers
System 1 2 4 8 16
sunfire 1931.0 2.30 3.72 8.69 13.16
cri-lima 1396.8 2.00 4.36 7.58 10.17
Time (s) Speedups
Table 4.23: Gecode performance for the 13-mark Golomb ruler
4.3.4 QAP
The esc16e instance [5] of the Quadratic Assignment Problem, another constraint opti-
misation problem, was used in these experiments. The esc16g problem, which is signif-
icantly easier, was also used for comparing with Gecode results, as the Gecode version,
besides being slower, does not explore the symmetries of the problems. Note that, in
this instance, PaCCS was run with the exact same model as Gecode.
QAP esc16e
Table 4.24 presents the time (in seconds) needed by PaCCS to solve the esc16e QAP
with one worker on several of the systems, as well as the speedups obtained when using
more workers. These values are plotted in Figure 4.7
Workers
System 1 2 3 4 8 16
ism 7003.47 1.99 3.01 4.00
fhg-1 11652.38 4.01
sunfire 9230.31 2.00 4.04 8.15 16.23
cri-lima 3882.35 1.94 3.81 7.64 8.45
Time (s) Speedups
Table 4.24: Times and speedups for QAP esc16e














Figure 4.7: Evolution of the speedups for QAP esc16e
The speedups obtained are mostly linear, or superlinear, which is as good as could be
expected, given the time to find a solution with the best value, discussed below. As can be
verified, PaCCS is not yet able to fully explore the SMT cores of cri-lima. The remaining
suboptimal speedups displayed on that system, even when simultaneous multithreading
is not used, are consistent with the operation of the Turbo Boost mechanism.
The time needed to find a best solution to the problem also exhibits some superlinear
speedups, shown in Table 4.25, which help explain those of the full solving process, as it
accounts for 1% of the time the single worker solver needs to complete the search. As a
consequence, the number of visited nodes decreases, albeit only slightly, when there are
more than two workers, never by more than 0.25%. The different partitioning strategy
Workers
System 1 2 3 4 8 16
ism 70.4 38.6 1.1 8.1
sunfire 92.7 48.3 10.6 4.4 0.7
cri-lima 41.4 21.4 0.3 0.4 0.5
Table 4.25: Time to find an optimal solution for QAP esc16e (s)
applied on cri-lima justifies the times differences for 4 and 8 workers.
The time taken to steal a store increases a little on this problem, as Table 4.26
testifies. The model for this QAP instance uses 261 variables, whose domains occupy
around 9K bytes. This is the size of the store for this problem, larger than in the previous
problems, which must be copied every time one is stolen. The sunfire is the system most
sensitive to the store size, as it is a NUMA computer with only two cores per node, and
stores must sometimes be copied between node memories. Nevertheless, it stays under
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1.5 ms per worker in a 569 s execution.
Workers
System 2 3 4 8 16
ism 28 0.5 92 0.9 112 1.3
sunfire 31 0.6 140 2.7 371 8.9 991 22.7
cri-lima 46 0.6 96 1.2 349 3.7 1045 16.0
Number of stolen stores / Time spent stealing (ms)
Table 4.26: Number of stores stolen and the time spent stealing for QAP esc16e
QAP esc16g
The results obtained for solving the esc16g QAP with both PaCCS and Gecode are
contained in Table 4.27. In this case, both PaCCS and Gecode achieve near ideal per-
formance, with the latter managing to benefit more from simultaneous multithreading,
although still remaining more than 5 times slower than PaCCS.
Workers
1 2 4 8 16
sunfire
PaCCS 591.4 1.98 3.98 7.89 15.65
Gecode 3278.1 1.99 3.95 7.88 15.54
cri-lima
PaCCS 278.9 2.07 4.04 8.00 8.96
Gecode 1804.5 2.07 3.94 7.78 10.66
Time (s) Speedups
Table 4.27: Comparing PaCCS and Gecode on QAP esc16g
4.4 Distributed Performance
Similarly to the previous section, this section presents the results obtained with PaCCS
on distributed systems with the same problems as above.
In the following tables, the speedups shown are with respect to the time taken by a
single team to solve the problem. When running on the fhg-2 system, teams consist of
12 workers, as each node has 6 cores with simultaneous multithreading. On every other
system, a team comprises 4 workers.
Like before, the first number on each row of the tables featuring speedups represents
the time, in seconds, taken by one team to solve the problem. This number is written in
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italics. The remaining numbers on a row are the speedups obtained as more teams were
employed.
Work stealing is much more expensive in a distributed setting. The time spent with
it changes from the so far few milliseconds to a few seconds, and it becomes a more
important factor in determining the solver ultimate performance.
Another factor is the overhead of starting and stopping the solver. The setup time of
PaCCS was measured on the ism cluster, as the time needed to launch all teams, create
the workers, and terminate. The values obtained are presented in Table 4.28, where the
time for the 1 team solver corresponds to deploying it on a remote host.
Teams 1 2 3 4 5 6 7 8
Setup time (s) 0.160 0.165 0.242 0.248 0.253 0.256 0.259 0.258
Table 4.28: PaCCS distributed setup time on ism
It only was possible to run the solver on just a few problems on several systems.
Many tests ran only on the ism cluster, which is a small scale system, due to access
constraints.
4.4.1 n-Queens
As was the case with the multithreaded parallel solver, both the 16- and 17-queens
problems were used to test PaCCS in distributed contexts. Solving this problem consists
in counting all possible solutions.
PaCCS demonstrates good scalability for this problem, particularly on the larger
instance.
16-Queens
With 16 queens, the problem is more manageable, but soon the communication overheads
prevent obtaining more gains from the increased parallelism. Even so, speedups of more
than 41 were observed with 64 teams, when PaCCS only needs 3.4 s to find all solutions
to the problem. This can be checked in Table 4.29 and Figure 4.8.
Teams
System 1 2 3 4 5 6 7 8 16 32 64
ism 134.5 2.00 2.99 3.96 4.88 5.84 6.78 7.71
fhg-1 140.5 2.00 3.93 7.56 14.76 26.22 41.32
Time (s) Speedups
Table 4.29: Distributed speedups for the 16-queens problem















Figure 4.8: Evolution of the distributed speedups for the 16-queens problem
The measured speedups evolve almost linearly up to 16 teams, when the time to
solve the problem reaches 9.5 s.
Taking the setup time into account, by subtracting it from the total execution time,
gives what may be considered the net solving time, i.e., the time truly dedicated by the
solver to solving the problem. Since this time includes distributing work initially to all
teams and collecting the answers, it would be the time a network available constraint
solving service would take to respond to a client.
Using the net solving time to compute the speedups on ism, leads to the results in
Table 4.30.
Teams
System 2 3 4 5 6 7 8
ism 2.00 3.00 3.98 4.91 5.90 6.87 7.82
Table 4.30: Net distributed speedups for the 16-queens problem
Table 4.31 shows the work stealing statistics per team for the configurations of the
solver considered. The data consists of the number of stores stolen, both within a team
and from other teams, the time spent trying to steal a store internally, in milliseconds,
and the idle time, also in milliseconds. This last time is the time each team waited, on
average, for some other team to send work, and includes the detection of the end of the
search process.
In the worst case, corresponding to the 8 team solver configuration, both times
combined represent 0.88% of the total execution time of 17.5 s, and the average time
needed to steal one store was 0.17 ms.
More distributed work stealing leads to less effective pruning of the search tree. The
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Teams
1 2 3 4 5 6 7 8
Stolen stores 137 178 351 734 460 811 692 903
Time stealing (ms) 0.5 1.6 3.7 9.7 6.6 10.3 10.2 14.0
Idle time (ms) 16.1 29.9 72.9 66.2 88.3 99.3 140.0
Table 4.31: Number of stores stolen and the time spent stealing per team for the 16-
queens problem
number of nodes visited during the search rises more significantly for the four solver
configurations with the more teams, but only by around 0.05%, which has almost no
impact on the solver performance.
17-Queens
Being a larger instance, the 17-queens problem is less affected by the overheads associated
with running PaCCS on a distributed system. In fact, Table 4.32 and Figure 4.9 show
linear scalability for up to 8 teams. Due to the regularity of the problem, the number
of nodes visited suffers little variation for the various solver configurations, allowing the
added computing power to translate fully into the increased performance.
Teams
System 1 2 3 4 5 6 7 8
ism 917.8 2.05 3.07 4.06 5.10 6.07 7.09 7.99
Time (s) Speedups
Table 4.32: Distributed speedups for the 17-queens problem
Work stealing statistics, in Table 4.33, show increased activity. However, as the 17-
queens instance takes about 7 times the time required to solve the 16-queens case, but
the time involved in load balancing only doubles, the solver spends a greater percentage
of time carrying out the search, leading to the better measured performance.
Teams
1 2 3 4 5 6 7 8
Stolen stores 145 304 829 604 1151 1831 1755 1266
Time stealing (ms) 0.7 2.4 7.1 7.1 12.8 22.4 23.6 19.7
Idle time (ms) 19.5 51.0 59.2 100.8 179.2 205.6 180.1
Table 4.33: Number of stores stolen and the time spent stealing per team for the 17-
queens problem















Figure 4.9: Evolution of the distributed speedups for the 17-queens problem
4.4.2 Langford’s Number Problem
The same two instances of the problem as before were solved in a distributed context.
PaCCS reveals the potential to attain linear speedups on both, but the increase in the
number of nodes explored prevents getting closer to that goal.
L(2, 15)
As in the multithreaded case, the increase in parallelisation and work sharing causes
the number of nodes visited for L(2, 15) to grow as well. This increase may represent a
significant part of the search space, as seen in Table 4.34.
Teams
1 2 3 4 5 6 7 8
Nodes 1 070 990 062 9.60 10.47 11.48 12.18 13.23 13.37 15.31
Nodes Increment (%)
Table 4.34: Number of nodes visited to solve L(2, 15) and increment with respect to the
1 team case
Table 4.35 and Figure 4.10 show the distributed speedups obtained for L(2, 15) on
ism, and the evolution in the number of nodes processed per time unit. Once again, a
different problem partition strategy might enable obtaining linear speedups.
Despite being of similar dimension to the 17-queens problem, the imbalance of the
distribution of work within the L(2, 15) search space leads to increased work stealing
activity, reported in Table 4.36. Yet, the total time spent with it is still under 0.6 s and
the influence it has on the measured speedups is very small.
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Teams
1 2 3 4 5 6 7 8
Time / Speedups 954.4 1.83 2.72 3.60 4.43 5.25 6.11 6.88
Node throughput 2.00 2.99 4.01 4.96 5.90 6.95 7.93
Time (s) Speedups
Table 4.35: Distributed speedups for L(2, 15) on ism and evolution of the number of

















Figure 4.10: Evolution of the distributed speedups and of the number of nodes processed
per time unit for L(2, 15)
Teams
1 2 3 4 5 6 7 8
Stolen stores 126 879 1823 2092 3036 2487 3703 3524
Time stealing (ms) 0.6 6.7 18.1 22.3 39.2 31.3 54.5 219.7
Idle time (ms) 40.0 94.3 129.1 235.3 199.4 361.1 349.9
Table 4.36: Number of stores stolen and the time spent stealing per team for L(2, 15)
L(2, 16)
The behaviour profile manifested by the L(2, 16) instance of Langford’s Number Prob-
lem, portrayed in Figure 4.11, Tables 4.37, 4.38, and 4.39, is the same as that of L(2, 15),
albeit on a larger scale. Although spending 3 s, on average, waiting for answers to work
requests may seem a long time to be idle, it just accounts for near 0.2% of the total
running time of the solver.
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Teams
1 2 3 4 5 6 7 8
Nodes 9 767 919 974 9.27 9.53 10.55 13.15 12.86 14.70 13.83
Nodes Increment (%)
Table 4.37: Number of nodes visited to solve L(2, 16) and increment with respect to the
1 team case
Teams
1 2 3 4 5 6 7 8
Time / Speedups 9533.3 1.88 2.79 3.70 4.57 5.39 6.24 7.07
Node throughput 2.05 3.06 4.09 5.17 6.08 7.16 8.05
Time (s) Speedups
Table 4.38: Distributed speedups for L(2, 16) on ism and evolution of the number of


















Figure 4.11: Evolution of the distributed speedups and of the number of nodes processed
per time unit for L(2, 16)
Teams
1 2 3 4 5 6 7 8
Stolen stores 146 1444 1760 3063 6566 13193 30631 20400
Time stealing (ms) 0.5 10.6 15.9 29.9 86.9 181.5 218.5 319.3
Idle time (ms) 50.5 76.1 167.4 717.3 975.1 2936.5 2014.6
Table 4.39: Number of stores stolen and the time spent stealing per team for L(2, 16)
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4.4.3 Golomb Ruler
Solving the 13-mark Golomb ruler problem resulted in the speedups presented in Ta-
ble 4.40. Considering the number of nodes explored, in Table 4.41, gives the number of
nodes processed per time unit in Table 4.42, plotted in Figure 4.12.
Teams
System 1 2 3 4 5 6 7 8
ism 1601.1 1.91 2.89 3.79 4.53 5.38 5.97 6.64
Time (s) Speedups
Table 4.40: Distributed speedups for the 13-mark Golomb ruler
Teams
1 2 3 4 5 6 7 8
Nodes 555 523 660 5.12 4.31 7.48 9.02 12.04 16.25 20.53
Nodes Increment (%)
Table 4.41: Number of nodes visited to solve 13-mark Golomb ruler and increment with
respect to the 1 team case
Teams
2 3 4 5 6 7 8
Node throughput 2.05 3.06 4.09 5.17 6.08 7.16 8.05
Table 4.42: Evolution of the number of nodes processed per time unit for the 13-mark
Golomb ruler
The time to arrive at a best solution progresses as shown in Table 4.43. It hardly
changes from a solver with 3 teams on, and for 8 teams represents almost half of the
solving time. As more workers participate in the search, the time spent in this phase of
the solving process will cause the growth experienced in the number of visited nodes.
Teams
System 1 2 3 4 5 6 7 8
ism 195.28 186.4 113.71 104.83 100.24 100.05 102.79 106.20
Table 4.43: Distributed 13-mark Golomb ruler: time to find a best solution (s)
Higher speedups in constraint optimisation problems may only be achieved if it is
possible to continue to improve on the time to arrive at a best solution, but this is highly
dependent on the properties of the problem and cannot be controlled. The selection


















Figure 4.12: Evolution of the distributed speedups and of the number of nodes processed
per time unit for the 13-mark Golomb ruler
heuristics which are usually deemed the best for a given problem, help steer the search
towards a solution, but their success is not guaranteed, and parallelising the solving
process adds another dimension which may further hinder their effectiveness.
Table 4.44 shows that work sharing for the 13-mark Golomb ruler follows a similar
pattern to that of the similarly sized L(2, 15).
Teams
1 2 3 4 5 6 7 8
Stolen stores 48 498 686 1013 1392 1808 2923 3822
Time stealing (ms) 0.8 7.4 12.0 21.0 33.3 49.8 79.8 106.9
Idle time (ms) 32.8 49.4 84.1 129.9 251.9 447.1 696.7
Table 4.44: Number of stores stolen and the time spent stealing per team for the 13-mark
Golomb ruler
4.4.4 QAP
The same problem as before, esc16e, was used while experimenting with PaCCS on
distributed systems. The results appear on Table 4.45 where, once again, numbers
in italic represent times in seconds and the remaining numbers are the speedups with
respect to those times.
The speedups obtained are good on all systems. (Note that the base time on the fhg-
2 system is for a two teams solver. Also note that on the ha8000 system, all the teams
ran on the same node, and the results are similar to those obtained on multithreaded
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machines.)
The tests on ism, and on fhg-1 and fhg-2, were executed using the hierarchical model
of communication from Section 3.7.2. The line marked with an asterisk corresponds to a
case where the peering model was used, and its performance proves to be a little worse.
Figure 4.13 plots the upper part of Table 4.45.
Teams
System 1 2 3 4 5 6 7 8 16 32 64
ha8000 2330.2 1.99 3.92
ism 1784.0 2.00 3.00 3.99 4.99 5.98 6.96 7.97
fhg-1 2908.8 2.00 4.01 8.00 15.97 31.27 60.80
fhg-1* 2908.8 55.53
fhg-2 — 264.4 2.04 4.08 7.93 14.30
Time (s) Speedups
















Figure 4.13: Evolution of the distributed speedups for QAP esc16e
The speedups obtained are mostly linear for all systems. The main development
system for PaCCS was the ism cluster, which meant it was often tested there. Even
without this help, the solver adapted itself to the other environments, which served
mainly to gain insight on PaCCS behaviour and performance.
Further analysis of these results will be carried out in relation with the ism cluster
only, starting with the time to arrive at a best solution, in Table 4.46. As as consequence
of these times, the number of nodes explored diminishes very slightly for the 2 and 3
teams solver, then starts rising again, keeping below the number visited by the 1 team
solver.
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Teams
System 1 2 3 4 5 6 7 8
ism 8.14 3.27 0.48 0.48 0.49 0.43 0.46 0.46
Table 4.46: Time to find an optimal solution for QAP esc16e (s)
The work stealing behaviour exhibited in this instance is similar to that obtained
with the 16-queens problem, a simpler problem. According to Table 4.47, workers spend,
on average, less than 0.05% of their time either stealing or waiting for work.
Teams
1 2 3 4 5 6 7 8
Stolen stores 112 192 756 417 703 1565 1835 537
Time stealing (ms) 1.3 4.4 19.8 15.1 23.5 56.3 179.6 25.5
Idle time (ms) 22.7 75.5 72.7 105.7 256.4 362.3 152.8
Table 4.47: Number of stores stolen and the time spent stealing per team for QAP esc16e
4.5 Conclusions
This chapter presented the results obtained using PaCCS to solve constraint satisfaction
problems and constraint optimisation problems, both on multiprocessor and distributed
systems.
Emphasis was given to scenarios where a large part of the search space has to be
explored, such as finding all the solutions of a CSP or solving a COP. First solution
results are usually similar to those obtained arriving at at best solution for a constraint
optimisation problem [40], not allowing performance gains after some number of workers
or teams are used.
The results presented support the claim that PaCCS is a scalable parallel constraint
solver, able to achieve state-of-the-art speedups on several systems and with many solver
configurations. This is confirmed by the values contained in Table 4.48, which sum-
marises the total efficiency of the parallelisation of the solver for the esc16e QAP, com-
paring the speedup obtained with respect to sequential solving with the maximum, i.e.
linear, speedup that could be expected, and the efficiency of distributed solving with
respect to using only one team (except in the fhg-2 case, where a minimum of two teams
were used).
The performance accomplished by PaCCS stems from the underlying architecture,
designed with parallelism in mind, which is supported in part by viewing the store
as basic building block and by the seamless integration of work stealing in the search
process.
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Speedup Maximum Efficiency Efficiency
System w.r.t. 1 Worker w.r.t. 1 Team
ha8000 n/a 0.98
ism 31.90 32 1.00 1.00
fhg-2 n/a 0.89
fhg-1 243.57 256 0.95 0.95
fhg-1* 222.46 256 0.87 0.87
Table 4.48: Parallelisation efficiency for QAP esc16e
Work stealing extends to teams, creating a two-level communication structure which
is then further structured to achieve a good balance between accessibility among teams
and scalability of the solver. This sets this work apart from earlier approaches which
only considered one dimension of parallelism and often just glued extant solvers.
The results presented confirm that the approach followed in this work, which de-
livered a parallel solver, featuring a competitive sequential component, is valid, even
though there remain areas to explore and improve.
76 CHAPTER 4. EXPERIMENTAL RESULTS
Chapter 5
Closing Remarks
At the beginning of the work presented in this thesis, the plan was to explore hierarchical
multiprocessor systems, namely networked distributed memory multiprocessor systems,
for constraint solving and to develop a system capable of doing so. That system is the
Parallel Complete Constraint Solver described here, a parallel constraint solver built
from scratch with that goal in mind. While still susceptible to improvement, the results
obtained so far are better or compare favourably with those obtained with the systems
discussed in Section 2.4.
The system created allows the transparent use of the multiprocessing hardware in-
creasingly available, sparing the users the burden to invest in learning the low-level issues
involved in parallel and distributed programming.
The local work stealing scheme developed is a low contention, highly parallelisable,
load balancing technique, which enables the full use of the power of multiprocessor
computers. This is helped by the compact representation of the domain store used, and
by the default creation of shareable work during the search process, which also leads to
a setting where backtracking on failure is just one strategy available among others.
Distributed load balancing flows along a scalable architecture, which favours local
communication patterns and reduces communication among more distant systems, espe-
cially if the underlying distribution system is able to provide that kind of information,
and which does not display a performance bottleneck, which the master present in most
of the current proposals constitutes. This is a novel communication model for work
stealing, as is the reunion of dynamic load balancing with multiprocessor based parallel
constraint solving.
Other feature that makes this work a step forward towards a more effective utilisation
of constraint programming and networked resources is the internal problem representa-
tion, which readily enables the creation of a network constraint solving service.
Nevertheless, there are many ways by which this work can be extended, besides
applying it to larger scale systems.
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One is the inclusion of and-parallelism in the propagation process, which may help
fully exploiting simultaneous multithreading in today’s processors. Another is exploring
other approaches to parallel search, where workers do not all perform the same task, but
some may be dedicated to complementary work, which may help speed up the whole
search, such as nogood synthesis from failures encountered during search, propagation,
or helping define the better search strategy for the problem.
Other possible extensions relate to the system underlying the solver. New kinds of
hardware, such as the graphical processing units, are being disseminated and could also
be explored. A collaboration is currently under way to explore new paradigms, such as
the Global Address Space Programming Interface (GPI) [28, 41]. Also of interest is the
PM2 [59] system from the INRIA Runtime team, at Bordeaux, namely in what regards
low-level process management.
Constraint programming is an area which has not yet realised its full potential, as
the size of the problems has so far prevented its wider application under the current
approaches. Parallel constraint solving continues to be studied and developed, and can




This appendix contains a brief presentation of the programming interface of PaCCS.
The current version is geared towards direct programming with the PaCCS primi-
tives, in C, but the intended model is that of providing a back end to a higher level
language featuring constraint modelling constructs.
A.1 Variables
The variables in PaCCS are finite domain integer variables. Their C type is fd_int,
which is an opaque type.
Variable creation and domain initialisation is achieved through the primitive:
fd_int fd_new(int min, int max)
A.2 Constraints
Constraints in PaCCS are represented by the opaque fd_constraint type.
There are several built-in constraints. Their constructor is a function returning the
newly created constraint.
The constraints available are the following.
A.2.1 Arithmetic Constraints
fd_eq(fd_int x, fd_int y)
x = y
fd_ne(fd_int x, fd_int y)
x 6= y
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fd_lt(fd_int x, fd_int y)
x < y
fd_le(fd_int x, fd_int y)
x ≤ y
fd_gt(fd_int x, fd_int y)
x > y
fd_ge(fd_int x, fd_int y)
x ≥ y
fd_minus_eq(fd_int x, fd_int y, int k)
x− y = k
fd_minus_ne(fd_int x, fd_int y, int k)
x− y 6= k
fd_var_eq_minus(fd_int x, fd_int y, fd_int z)
x = y − z
fd_var_eq_times(fd_int x, fd_int y, fd_int z)
x = y × z
A.2.2 Global Constraints
fd_all_different(fd_int X[], int n)
∀0 ≤ i, j < n, i 6= j → X[i] 6= X[j]
fd_element(fd_int X[], int n, fd_int y, int k)
0 ≤ y < n ∧X[y] = k
fd_element_var(fd_int X[], int n, fd_int y, fd_int z)
0 ≤ y < n ∧X[y] = z
fd_sum(fd_int X[], int n, int k)∑n−1
i=0 X[i] = k
fd_sum2(fd_int X[], int n, fd_int y)∑n−1
i=0 X[i] = y
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fd_sum_prod(fd_int X[], fd_int Y[], int n, int k)
X · Y = k
fd_poly_eq(int C[], fd_int Y[], int n, fd_int z)
z ≤ C · Y ≤ z
fd_knapsack(fd_int X[], fd_int Y[], int n, fd_int z)
z ≤ X · Y ≤ z
fd_exactly(fd_int X[], int n, int c, int k)
#{i | X[i] = k} = c
fd_exactly_var(fd_int X[], int n, fd_int y, int k)
#{i | X[i] = k} = y
A.2.3 Optimisation
fd_min(fd_int x)
Minimise the value of x.
fd_max(fd_int x)
Maximise the value of x.
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Universidade de Évora, Portugal, 2004.
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