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Abstract. Materials with correlated electrons often respond very
strongly to external or internal influences, leading to instabilities and
states of matter with broken symmetry. This behavior can be studied
theoretically either by evaluating the linear response characteristics, or
by simulating the ordered phases of the materials under investigation.
We developed the necessary tools within the dynamical mean-field the-
ory (DMFT) to search for electronic instabilities in materials close to
spin-state crossovers and to analyze the properties of the corresponding
ordered states. This investigation, motivated by the physics of LaCoO3,
led to a discovery of condensation of spinful excitons in the two-orbital
Hubbard model with a surprisingly rich phase diagram. The results
are reviewed in the first part of the article. Electronic correlations can
also be the driving force behind structural transformations of materi-
als. To be able to investigate correlation-induced phase instabilities we
developed and implemented a formalism for the computation of total
energies and forces within a fully charge self-consistent combination
of density functional theory and DMFT. Applications of this scheme
to the study of structural instabilities of selected correlated electron
materials such as Fe and FeSe are reviewed in the second part of the
paper.
1 Introduction
The theoretical understanding of complex materials with strongly interacting elec-
trons is one of the most challenging areas of current research in condensed matter
physics. Experimental studies of such materials have often revealed rich phase dia-
grams originating from the interplay between electronic and lattice degrees of free-
dom [1–3]. These compounds are therefore particularly interesting in view of possible
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2technological applications. Namely, the great sensitivity of many correlated electron
materials to changes of external parameters such as temperature, pressure, magnetic
and/or electric fields, doping, etc., can be employed to construct materials with useful
functionalities.
The electronic properties of materials can be computed from first principles by
density functional theory (DFT), e.g., in the local density approximation (LDA) [4],
the generalized gradient approximation (GGA) [5], or using the so-called LDA+U
method [6]. Applications of these approaches describe the phase diagrams of many
simple elements and semiconductors, and of some insulators quite accurately. More-
over, they often allow to make correct qualitative predictions of the magnetic, orbital,
and crystal structures of solids where the equilibrium (thermodynamic) structures are
determined by simultaneous optimization of the electron and lattice systems [7–9].
However, these methods usually fail to describe the correct electronic and structural
properties of electronically correlated paramagnetic materials. Hence the computa-
tion of electronic, magnetic, and structural properties of strongly correlated param-
agnetic materials remains a great challenge. Here the computational scheme obtained
by the combination of DFT and dynamical mean-field theory (DMFT) [10–13], usu-
ally referred to as DFT+DMFT (or more explicitly as LDA+DMFT, GGA+DMFT,
etc.) [14–21], provides a powerful new method for the calculation of the electronic,
magnetic, and structural properties of correlated materials from first principles. The
DFT+DMFT approach is able to give a good qualitative and quantitative descrip-
tion of the properties of correlated solids in both their paramagnetic and magnetically
ordered states and demonstrates the crucial importance of electronic correlations in
determining the properties of these multiband materials. In fact, by supplementing
the DFT+DMFT approach with methods of quantum information theory it even be-
comes possible to quantify correlations in materials and to compare the correlation
strength of different materials, e.g., transition-metal monoxides [22,23].
The DFT+DMFT scheme makes it possible to describe and explain the effect of
finite temperatures, including thermally driven phase transitions, in real materials. By
overcoming the limitations of conventional band-structure methods it opens the way
for fully microscopic investigations of the structural properties of strongly correlated
systems. So far the DFT+DMFT approach has been mainly used to calculate one-
particle and local two-particle observables needed to explain experimental results
obtained, for example, by photoemission and x-ray absorption spectroscopies. The
method has been widely applied to d and f transition metals and their oxides or
Fe-based superconducting materials.
Employing a novel implementation of DFT+DMFT in combination with plane-
wave pseudopotentials it was recently demonstrated that, by performing total-energy
calculations for correlated materials, it is possible to compute atomic displacements,
perform structural optimizations, determine the lattice dynamics, and explore struc-
tural transitions caused by electronic correlations [24–29]. Thereby the DFT+DMFT
computational scheme is able to treat electronic and structural properties of strongly
correlated materials on the same footing.
By combining DFT+DMFT with linear response techniques the scheme can be
employed to investigate both electronic and lattice instabilities of correlated materials.
In particular, it is possible to search for electronic instabilities in an unbiased manner,
i.e., without prior assumptions about the broken symmetry of the ordered phase.
Lattice instabilities can be explored by evaluating a complete set of the forces acting
on the atoms or the phonon dispersion relations.
In this article we review some of our results obtained during the funding period
of the DFG Research Unit FOR 1346 for electronic and lattice instabilities. The
paper is organized as follows: In Sec. 2 we discuss the DMFT treatment of electronic
(particle-hole) instabilities and states with spontaneously broken symmetry. As a pilot
3problem we study materials close to a spin-state crossover. This already leads to a
rich phase diagram with several competing instabilities. After a general introduction
to the formalism in Sec. 2.2.1, we present results for the spin-state crossover material
LaCoO3 in Sec. 2.3. In Sec. 2.4 we introduce a minimal two-orbital model of spin-
state crossover and investigate its instabilities as well as broken-symmetry phases in
Sec. 2.5.
In 3.1 we review the DFT+DMFT computational scheme for the computation of
the electronic structure and phase stability of correlated materials. In particular, we
present a detailed formulation of the fully charge self-consistent DFT+DMFT scheme
implemented with plane-wave pseudopotentials. This method allows one to explore
structural transformations (e.g., structural phase stability) caused by electronic cor-
relations. We discuss applications of the DFT+DMFT scheme to the study of the
electronic structure and phases stability of correlated materials, such as elemental
iron in Sec. 3.2 and the parent compound of the Fe-based superconductors, FeSe, in
Sec. 3.3.
In Sec. 3.4, we provide a detailed derivation of the DFT+DMFT method imple-
mented within linear-response theory with respect to atomic displacements. It has
been shown that this approach allows one to evaluate a full set of forces acting on
the nuclei and thereby perform a structural optimization of the lattice. We apply this
new technique to study the structural phase stability of a particularly simple test
material, namely solid hydrogen. An outlook is provided in Sec. 4.
2 Electronic instabilities
There are two general theoretical methods to explore the existence of long-range
ordered phases with spontaneously broken symmetries:
Method 1 : investigate a particular kind of long-range order which is assumed from
the beginning, and
Method 2 : investigate the instabilities of the normal phase.
The first method has the obvious drawback that the broken symmetry of the
ordered phase needs to be anticipated. This concerns in particular the translational
symmetry, which is assumed in all calculations for extended systems. A unit cell which
can host the ordered state is required, which may be difficult to achieve, or even im-
possible in the case of incommensurate order. Apart from the translational symmetry,
care may also be needed to remove symmetries that might be present implicitly in
the computational scheme or in the initial conditions for iterative methods such as
DMFT.
2.1 Method 1
Numerous forms of magnetic order of strongly correlated electron systems have been
studied intensively by DMFT-based techniques in basic models [30–33] and materials
ranging from oxides of 3d [34, 35], 4d [36–38] or 5d [39] elements, pnictides [40, 41]
all the way to elemental metals [42, 43]. Apart from superconductivity in the attrac-
tive [44–50] and multiband [51–54] Hubbard models DMFT investigations of long-
range ordered states other than magnetically ordered phases are rare. We note that
superconductivity in repulsive Hubbard model was extensively studied [55–57] with
cluster extensions of DMFT [58].
In particular, the two-band Hubbard model proved to be simple enough to be
computationally tractable, while exhibiting surprisingly rich physics. Kunesˇ and col-
laborators found various ordered phases of this model which can be described either
4as spin-state ordered states or excitonic condensates [59–63]. An exciton is a bound
state between an electron and a hole with total charge zero. In this article we focus on
excitons with spin S = 1. Due to their bosonic nature excitons can Bose condense (ex-
citon condensation), which gives rise to anomalous matrix elements of the one-particle
density matrix. In the case of excitons with spin S = 1 the condensation breaks spin
isotropy, while time-reversal symmetry is not necessarily broken. Related results were
reported by Kaneko et al. using the variational cluster approximation [64, 65] and
Vanhala et al. using cellular DMFT [52]. Other examples of unconventional ordered
states obtained within DMFT are the breaking of the channel symmetry in the two-
channel Kondo lattice reported by Hoshino et al. [66] and the spin/orbital freezing
scenario for cuprate superconductors discussed by Werner et al. [67].
While the DMFT formalism needed for the study of broken-symmetry phases is
not fundamentally different from that for normal (e.g., paramagnetic) phases, spe-
cific implementations, impurity solvers and post-processing tools need modifications.
For example, the calculations in the exciton condensate reported below require the
possibility of off-diagonal hybridization functions. For this purpose we modified the
segment CT-HYB QMC code [68,69] to allow for a real off-diagonal hybridization.
As a minor methodological development we briefly mention a trick adapting the
maximum entropy formalism [70] for indefinite (off-diagonal) spectral densities. It
consists in writing the off-diagonal spectral function in the form A(ω) = A+(ω) −
A−(ω), where A±(ω) ≥ 0, which requires only minor code modifications. While this
decomposition is highly non-unique we found the stability of A(ω) to be satisfactory.
An alternative approach working with an indefinite A(ω) was proposed in Ref. [71].
2.2 Method 2
The investigation of instabilities of the normal phase removes the bias towards as-
suming a broken symmetry of the ordered phase. The price to be paid is that only
instabilities, i.e. tendencies to ordering, can be identified, while the detailed prop-
erties of the ordered phases and their possible instabilities are not accessible. Fur-
thermore, when several susceptibility modes diverge simultaneously, the symmetry of
the ordered state is not uniquely determined by the susceptibility alone. It may be
determined by higher-order terms in the expansion of the free energy, see Ref. [61]
for an example. Calculations in linear-response are more demanding since correlation
functions need to be evaluated which are not needed for the DMFT self-consistent
cycle.
2.2.1 Computation of susceptibilities within DMFT
The response to a weak external field is one of the most important characteristics of
any physical system. For example, it yields information about the system’s stability
and possible phase transitions. For fields which couple to single-particle operators the
response of the many-body system is described by susceptibilities, i.e., two-particle
correlation functions. Their evaluation is a difficult and in general unsolved problem.
Computations in the framework of DMFT are simplified by two facts: (i) suscepti-
bilities do not enter the self-consistent solution of the DMFT equations, i.e., can be
computed after a converged DMFT-solution is obtained, (ii) the essential building
block, the vertex function, is local. Nevertheless, even with these simplifications the
calculation of susceptibilities remains a formidable numerical task, which has been
performed only in special cases so far. One example is the evaluation of equal-times
correlations such as the double occupancy, which is a standard part of DMFT imple-
mentations. However, these quantities do not contain information about the dynamics
5and the excitations of the system. Studies of the two-particle dynamics are usually
limited to the local (impurity) spin and charge susceptibilities, which can be deter-
mined directly from the solution of the impurity problem [72]. Since they describe the
response to a local applied field, they do not provide information about instabilities
towards long-range order. Such information is contained in q-dependent susceptibili-
ties.
When searching for (particle-hole) instabilities within the DMFT formalism one
is interested in static susceptibilities of the type
χij,kl(q) =
∫ β
0
dτ
∑
R
eiqR
(〈Tc†Rj(τ)cRi(τ)c†0k(0)c0l(0)〉 − 〈c†jci 〉〈c†kcl 〉), (1)
where q is a vector from the first Brillouin zone. In general, only the correlation func-
tions with orbitals i and j belonging to the same atom (and similarly for k and l) are
relevant. Due to the locality of the two-particle irreducible vertex [11] such functions
appear on both sides of the Bethe-Salpeter equation and may cause a divergence. The
DMFT order parameter is therefore local, but can exhibit a modulation in space (di-
vergence at q 6= 0). The susceptibility (1) is obtained from the two-particle correlation
function χ˜ij,kl(q;ωm, ωn)
χij,kl(q) = T
∑
m,n
χ˜ij,kl(q;ωm, ωn), (2)
which is the solution of a pair of Bethe-Salpeter equations [11,73]
χ˜ij,kl(q;ω1, ω2) = χ˜
0
ij,kl(q;ω1, ω2)
+ T
∑
ω3,ω4
χ˜0ij,mn(q;ω1, ω3)Γmn,pq(ω3, ω4)χ˜pq,kl(q;ω4, ω2)
(3)
χ˜ij,kl(ω1, ω2) = χ˜
0
ij,kl(ω1, ω2)
+ T
∑
ω3,ω4
χ˜0ij,mn(ω1, ω3)Γmn,pq(ω3, ω4)χ˜pq,kl(ω4, ω2).
(4)
Here χ˜pq,kl(ω, ω
′) is the impurity two-particle correlation function, and χ˜0ij,kl(ω, ω
′)
and χ˜0ij,kl(q;ω, ω
′) are the local and lattice “bubbles”, respectively, which are con-
structed from the lattice Green functions. Truncated summations over the Matsubara
frequencies and the treatment of the high-frequency tails are discussed in Ref. [74].
DMFT calculations within linear response were performed for one-orbital models
in the early days of DMFT [73,75,76]. It is only quite recently that linear response has
been used for an unbiased search for instabilities in two- and three-orbital Hubbard
models [53, 54, 67, 77–79]. The generalization of the above formalisms to dynamical
susceptibilities is straightforward, but involves an analytic continuation of the bosonic
frequency. The computation of dynamical susceptibilities within DMFT was reported
for simple models in Ref. [80] and, with a simplified RPA-like vertex, even for real
materials [81].
2.3 Spin-state crossover: The case of LaCoO3
The degeneracy of atomic states is a common cause for electronic instabilities in
strongly correlated systems. The spin degeneracy of a ground-state atomic multiplet
in magnetic insulators is a typical example. The vicinity of a spin-state crossover,
6where several atomic multiplets become quasi-degenerate, may give rise to complex
ordering phenomena. Their physics is the subject of the following sections.
A crossover between the low-spin state (LS) and the high-spin state (HS) (“spin-
state crossover”) is essentially an atomic effect — a consequence of the competition
between the Hund’s rule coupling J and the crystal field (CF) splitting ∆. Varying
these parameters may lead to a level crossing [82] and thus change the single-ion
ground state. The CF splitting is typically controlled by external or chemical pressure.
Spin-state crossovers were observed in many oxides of transition metals from the
middle of the periodic table such as MnO, Fe2O3, FeO, CoO, which were theoretically
studied with the LDA+DMFT approach [34,83–87]. In bulk materials it usually gives
rise to a smooth crossover or a first order transition, and often involves a sizeable
change of the specific volume. For most materials pressures in the range of tens of
GPa are required to induce a spin-state crossover, which corresponds to variations of
the CF on the scale of several 100 meV.
LaCoO3 is an interesting exception. In this material the parameters are fine-
tuned in such a way that a (partial) spin-state crossover can be studied by varying
the temperature. In fact, the strongly temperature dependent magnetic and transport
properties of LaCoO3 and related compounds have attracted much attention and have
been studied already for half a century [88–90]. Below 50 K LaCoO3 appears to be
a band insulator. However, above 100 K it exhibits a magnetic response typical for
local moments while the charge gap continuously disappears between 450 and 600 K.
This suggests that the material is much more than an ordinary band insulator.
Traditionally several different approaches have been employed to explain the
physics of LaCoO3: (i) the single-ion picture of a LS, S = 0, ground state of the
Co3+ ion, with intermediate spin (IS), S = 1, or HS, S = 2, excitations augmented
by spin-exchange between these states on the lattice, (ii) band structure approaches
with electrons interacting via a static mean-field, and (iii) a combination of both in
terms of DMFT. The technically simplest approach, (i), has been used extensively to
interpret the experimental T -dependence of the magnetic susceptibility and specific
heat. It describes the physics of a thermally induced statistical mixture of different
atomic multiplets, but does not capture the extended nature of a bulk material. Mod-
els including IS, HS or both can be found in the literature [91–94]. Generally, it is
not possible to describe LaCoO3 by a single-ion model with constant parameters.
Band structure methods, (ii), have been used to describe the one-particle spectra in
the low-T regime [95–97]. A Hartree-Fock-like LDA+U method has been employed to
study stable spin states and their possible ordered patterns [98, 99]. However, these
methods cannot capture the temporal fluctuations between atomic multiplets and
are by construction limited to electrons at T = 0. The physical temperature enters
the calculations only via the thermal expansion of the lattice. The LDA+DMFT ap-
proach, (iii), includes the best features of the approaches (i) and (ii), and combines
the extended nature of the systems with local electronic correlations [100–103].
Krˇa´pek et al. [101] used LDA+DMFT to study the temperature dependence of
the atomic spin state and the one-particle spectra. In Fig. 1 their results are com-
pared with the experimental photoemission spectra. As expected the results are quite
sensitive to the choice of the parameters used in the computation, in particular the
Hund’s exchange J . The thermal expansion of the lattice has a non-negligible effect
on the electronic properties, but by itself it cannot explain the experimental suscep-
tibility. On the other hand, even with a rigid lattice one could observe the effect of
thermal population of the spinful atomic states. Perhaps the most important result is
the negligible contribution of the IS state, irrespective of the values of the interaction
and double-counting parameters. This result is consistent with single atom calcula-
tions [82, 105], which yield the LS-HS or HS-LS sequence of the multiplet states in
the vicinity of the spin-state crossover, but never a LS-IS sequence with a small gap.
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Fig. 1. Comparison of the calculated spectral functions (lines) of LaCoO3 with measure-
ments by photoemission spectroscopy (PES) (symbols) [104]. The LS solution corresponds
to T = 580 K and the HS solution was obtained for T = 1160 K. The measurements were
taken at 65 K (denoted as LS) and 300 K (denoted as HS+LS, since the temperature is not
high enough for the full spin-state crossover). Adopted from Ref. [101] with the permission
of the authors.
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Fig. 2. (a) Nearest-neighbor hopping process giving rise to IS-LS exchange. (b) Schematic
plot of the atomic multiplet energies together with the dispersion of a single IS state on the
LS background. After Ref. [63]
Recently, Sotnikov and Kunesˇ [63] proposed a mechanism in which the IS states
still play an important role in LaCoO3. Starting from a global LS ground state, the
IS states can be viewed as tightly bound excitons which carry spin S = 1 and appear
in three orbital flavors. A perturbation expansion in the hopping [63] shows that
the excitons have a rather high anisotropic mobility, i.e., each orbital flavor moves
predominantly in one of the three cubic planes. The HS states are then viewed as
tightly bound bi-excitons with total spin S = 2 formed by two IS states with different
orbital flavors. The estimated mobility of HS bi-excitons is much smaller than that
of IS excitons. The proposed excitation spectrum of LaCoO3 at low temperature is
shown in Fig. 2. The energies of atomic multiplets follow the LS-HS-IS sequence.
However, the dispersion of IS excitons causes the lowest excitation on the lattice to
be an IS wave with a specific crystal momentum q.
8This picture is clearly beyond the capabilities of the single-ion model, (i), as well
as band structure approaches, (ii). The question is then whether DMFT is able to
capture the proposed behavior. Although the answer turns out to be negative, it can
provide useful insights. Roughly speaking DMFT sees the IS excitation at its atomic
q-averaged energy, i.e., substantially above the HS state. It does not take into account
that in parts of the Brillouin zone propagating excitons have substantially lower
energy. This explains the results of Krˇa´pek et al. [101]. A linear response calculation
within DMFT performed on top of the low-temperature LS solution should be able
to identify the dispersive excitonic branch — at least its low-energy part that can
be distinguished from the particle-hole continuum. Such a calculation, while possible
in principle, will be quite demanding and has yet to be done. Altogether one may
say that DMFT can describe the dispersion of a single IS excitation on top a LS
state, but cannot describe the state in which such (strongly interacting) excitations
are thermally populated.
Experimentally, an observation of the low-energy excitonic branch in the low-
temperature (LS) state of LaCoO3 based on two-particle spectroscopy, e.g., resonant
x-ray scattering, offers a way to test the proposed scenario. It is interesting to note
that on the one-particle level stoichiometric LaCoO3 at low temperature appears to be
an uncorrelated band insulator with sharp quasi-particle bands [101]. The “hidden”
correlations in the material become manifest in the one-particle spectra only upon
heating or doping.
2.4 Two-orbital Hubbard model
In the investigation of electronic instabilities in the vicinity of a spin-state crossover,
such as in cobaltites, there are two reasons not to start with realistic models that
include the full d shell. The first one is purely technical. Linear-response calculations
are very demanding and their feasibility for the full d shell with the present (still
developing) codes is questionable. The second reason has to do with the interpretation
of the results. As shown by recent LDA+U calculations [106], the excitonic order
parameter in d6 systems has 18 components, and numerous almost degenerate phases
are possible. We find it therefore necessary to start with simpler systems and gradually
increase the complexity.
The two-orbital (i.e., two-band) Hubbard model (2BHM) provides such a minimal
microscopic model to study the competition between CF splitting and Hund’s rule
exchange without the orbital degeneracy of realistic d shell. The Hamiltonian reads
H =
∆
2
∑
i,σ
(
naiσ − nbiσ
)
+
∑
〈ij〉,σ
(
a†iσ, b
†
iσ
)( ta Vab
Vba tb
)(
ajσ
bjσ
)
+ h.c.
+ U
∑
i
(
nai↑n
a
i↓ + n
b
i↑n
b
i↓
)
+ U ′
∑
i,σσ′
naiσn
b
iσ′ − J
∑
iσ
(
naiσn
b
iσ + a
†
iσaiσ¯b
†
iσ¯biσ
)
+ J ′
∑
i
(
a†i↑a
†
i↓bi↓bi↑ + h.c.
)
,
(5)
with the notation σ¯ = −σ. It describes electrons with two orbital (a and b) and two
spin (σ =↑, ↓) flavors moving on a lattice and interacting via an on-site interaction
Hint. Here, a
†
iσ (aiσ) is an operator creating (annihilating) a fermion with orbital fla-
vor a and spin σ on the lattice site i, naiσ = a
†
iσaiσ is the corresponding local density
operator, and analogously for the b fermions. The sum
∑
〈ij〉 runs over the nearest
neighbour (nn) bonds. Here we consider not only the hopping between orbitals with
9the same flavour (hopping amplitude t), but explicitly include also the cross-hopping
between orbitals with different flavors (hopping amplitude V ). The parameter ∆ de-
scribes the CF splitting. The standard Slater-Kanamori interactions are parametrized
by U and J (with U ′ = U−2J , J ′ = J). Numerical quantum Monte-Carlo calculations
are greatly simplified when the interaction is approximated by a density-density inter-
action, whereby spin-flips (the second contribution in the J term) and pair-hopping
J ′ are neglected. This approximation will be used here.
In the following we will discuss the 2BHM at, and close to, half-filling. Let us
first summarize the basic properties of its normal phase. The physics at strong and
intermediate coupling is controlled by the competition between the Hund’s coupling
J and the crystal-field splitting ∆ [107, 108]. Large ∆ favors the singlet LS state,
while large J favors the triplet HS state. When spontaneous symmetry breaking is
excluded the ∆ − U phase diagram at fixed J/U can be divided into three regions:
HS Mott insulator, LS band insulator, and a metallic state (“metal”) [107]. The first-
order metal-insulator transition turns into a crossover at higher temperatures. The
low-energy physics deep in the Mott phase is described by the S = 1 Heisenberg
model with antiferromagnetic interaction. The LS band insulator far from the phase
boundaries is a global singlet with a gapped excitation spectrum. In the vicinity of
the HS-LS crossover both LS and HS states have to be taken into account. The near
degeneracy of the atomic multiplets in this region gives rise to several instabilities.
Kunesˇ and Krˇa´pek [59] reported spin-state order (a checker-board pattern of HS
and LS states) on a square lattice in the 2BHM with very asymmetric (narrow/wide)
bands. An interesting feature of this transition, which can be well explained by the
classical Blume-Emery-Griffiths model [109], is its reentrant character in parts of
the phase diagram [110, 111]. The above (classical) order is not the only instability
of the model. Magnetic ordering of the HS states and condensation of spin-triplet
excitons [54,64,77,112–116] are competing instabilities. In the following, we focus on
the latter one.
2.5 Spin-triplet exciton condensation
Long-range order in materials with singlet atomic ground states is rare. If the en-
ergy of an atomic excitation is comparable to its amplitude to propagate to neigh-
bouring atoms, spontaneous symmetry breaking may take place. This mechanism,
called exciton condensation or excitonic magnetism, was recently proposed to be re-
alized in 4d4 materials such as Ca2RuO4 [117,118] or 3d
6 cubic materials such as the
Pr0.5Ca0.5CoO3 family [60]. Excitonic magnetism has been studied in simple lattice
models such a 2BHM or effective pseudospin models [60, 64, 65, 77, 117, 119]. In the
following we review the DMFT results for the spin-triplet exciton condensate.
2.5.1 Linear response
The linear-response formalism described in Sec. 2.2.1 (Method 2) allows for an un-
biased search for instabilities. Recently, several authors [54, 77, 120] applied this ap-
proach to the 2BHM in the parameter range close to the triple point between the
metal and the HS and LS insulators. In Fig. 3 we show a typical result of such a
calculation. The generalized particle-hole susceptibility exhibits three distinct modes
with sizeable amplitudes, which correspond to the spin susceptibility, orbital suscep-
tibility, and spin-triplet excitonic susceptibilities, respectively [121]. These describe
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Fig. 3. Left: The q-dependence of the leading eigenvalues of the particle-hole susceptibility
matrix in a model with large band asymmetry ζ = 2tatb
t2a+t
2
b
= 0.22. The temperature decreases
from left to right (773 K, 644 K, 580 K). The colors mark modes of the sz (red), o (green)
and degenerate cx, cy, dx, dy (blue) character. Right: The instabilities towards exciton
condensation (c/d mode, open symbols) and spin-state ordering (o mode, filled symbols) in
the ζ − T plane for various values of the CF splitting ∆. After Ref. [77].
the response of the system to the fields
sµi =
∑
αβ
(
a†iασ
µ
αβaiβ + b
†
iασ
µ
αβbiβ
)
, (6)
oi =
∑
α
(
a†iαaiα − b†iαbiα
)
, (7)
dµi =
∑
αβ
(
a†iασ
µ
αβbiβ + b
†
iασ
µ
αβaiβ
)
, (8)
cµi = −i
∑
αβ
(
a†iασ
µ
αβbiβ − b†iασµαβaiβ
)
, (9)
with site indices i, spin indices α, β =↑, ↓ and Cartesian indices µ = x, y, z of the
Pauli matrices σµ.
Note that in the actual calculations with the density-density interaction, it is only
the spin szi and the excitonic c
x
i , c
y
i , d
x
i , d
y
i components that lead to a finite response.
The U(1) spin rotation symmetry implies a degeneracy of the x and y excitonic
modes. In the absence of cross-hopping (and pair-hopping) the spin-density dµi and
spin-current-density cµi modes are degenerate. In Fig. 3 both the orbital and the
excitonic susceptibility diverge at q = (pi, pi) when the temperature is decreased, with
the orbital instability leading. This divergence is a signature of the checker board
instability discussed in the previous section. Varying the ratio of the bandwidths one
can switch between the orbital and excitonic instability. The orbital susceptibility is
favored by strongly asymmetric bands, while for a moderate asymmetry the exciton
condensation is the leading instability.
2.5.2 Excitonic condensate
In the remainder of this section we study the properties of the exciton condensate
(Method 1). We choose the model parameters in the region dominated by the exci-
tonic instability (arrow in Fig. 3), but unlike in Fig. 3 we choose, for computational
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FIG. 3: Left, the evolution of the one-particle spectral function corresponding to a and b orbitals with tem-
perature between 1160 K (bottom) and 290 K (top). Right, the optical conductivity in the same temperature
range. In the normal phase (red) the height of the Drude peak increases with decreasing temperature. Low-
ering the temperature below Tc (blue) leads to suppression of the Drude peak and transfer of the spectral
weight to higher energy. The inset shows the evolution of the dc resistivity.
captures the features (i)-(iii) observed in PCCO.
Next, we address the Pr3+ →Pr4+ valence transition and the fact that experimental transition
is observed in a doped system. An isostructural valence transition points to a near degeneracy
of the two charge states of the Pr 4f shell, which therefore acts as a charge reservoir keeping the
CoO3 subsystem at a fixed chemical potential rather than fixed particle density. Therefore we
have repeated the calculations at fixed chemical potential. In Fig. 2 we show the temperature
dependences of the order parameter |φ| and the particle density n, which reflects the average Pr
valence in the real material. Doping the system away from half filling leads to reduction of Tc.
While n(T ) is almost constant above Tc, below Tc the system draws particles from the reservoir to
approach the half filling in a process controlled by gain in the condensation energy and the energy
cost of adding electrons. This agrees well with the experimental behavior of the Pr valence6. Both
in experiment and in the model the average Pr valence changes rapidly, but continuously around Tc.
While theoretical n(T ) starts growing precisely at Tc its experimental counterpart varies already
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Fig. 4. The k-resolved spectral function of the 2BHM of Ref. [60] in (a) the exciton
condensate (EC), and (b) the normal phase. (c),(d): Evolution of the local spectral for the
same model between 1160 K and 290 K. The red and blue lines belong to the normal and
EC phases, respectively. After Ref. [60].
convenience, tatb < 0 to get a uniform condensate (q = 0) [111]. The condensate is
characterized by a finite expectation value φi =
∑
αβ σαβ〈a†iαbiβ〉 = 〈di+ici〉. It is in-
structive to consider the condensate wave function in the strong-coupling limit, which
can be approximated as a product
∏
i (s|LS〉i + ξ|HS〉i) of coherent superpositions of
LS and HS states. Depending on the HS component we can obtain condensates with
distinct symmetries and physical properties. In particular, HS states with non-zero
expectation value of the spin operator 〈Si〉 6= 0, e.g., |Sz = 1〉 give rise to a ferro-
magnetic condensate (FMEC) with finite, ferromagnetically ordered spin moments,
while HS states with 〈Si〉 = 0, e.g., |Sz = 0〉 or 1√2 (|Sz = 1〉 + |Sz = −1〉), lead to
a condensate with vanishing ordered moments which we call polar excitonic conden-
sate (PEC). Which of these states is realized depends on the details of the model in
Eq. (5). While FMEC and PEC states have many different properties they can be
distinguished solely by the structure of the corresponding order parameter φi [61].
In addition to the bosonic physics of the condensate, he 2BHM describes also
fermionic excitations and their interaction with the condensate. In Fig. 4 we show the
evolution of the one-particle spectral function for the half-filled 2BHM when, starting
from a semi-metallic normal state, the system is cooled through the EC instability.
For the stoichiometric filling the system adopts the PEC phase, a preference that
originates in the anti-ferromagnetic super-exchange between the HS states [111]. Be-
low the transition temperature a sizeable gap ( kBT ) opens. The similarity to an
s-wave superconductor is not accidental. There is a mapping between the excitonic
insulator and a superconductor, which dates back to the 1960’s [54,112] and involves
a similar algebra for both phenomena. Another notable property of the PEC phase
is a temperature independent spin susceptibility [60].
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2.5.3 Doping and cross-hopping
Next, we consider the effect of doping on the exciton condensate. The DMFT phase
diagram of a doped excitonic insulator is shown in Fig. 5. A destructive effect of
doping on the exciton condensation was observed experimentally [122] and can be
traced back to the competition between the condensation and the kinetic energy. In
the present model the excitonic instability vanishes for more that 0.17 holes per atom.
However, before that happens a transition to the FMEC phase takes place. At low
temperatures the transition is of first order and is accompanied by charge separation,
while at higher temperatures it proceeds via two continuous phase transitions. The
microscopic origin of the FMEC phase has been explained in terms of a generalized
double-exchange mechanism [62]. The spin of the doped carrier couples to the net spin
polarization of the condensate. At low doping, the antiferromagnetic super-exchange
between HS states prevails and the system settles in the PEC state. At higher doping,
the spin polarized condensate is more transparent for the doped carriers and the gain
in the kinetic energy stabilizes the FMEC state.
Finally, we discuss the effect of moderate cross-hopping |VabVba|  |tatb|. We
consider two possibilities for the cross-hopping: Vab = Vba (even) and Vab = −Vba
(odd) [62]. The corresponding phase diagrams, shown in Fig. 6, exhibit the same basic
features as their “parent” system in Fig. 5 with several notable differences. First, the
PEC order parameter, which has an arbitrary complex phase (at least on the mean-
field level) for Vab = 0, becomes purely real (VabVba < 0) or imaginary (VabVba > 0).
The corresponding states are characterized by a local spin polarization with vanishing
dipole but finite multipole moment (referred to as spin-density-wave (SDW) phase in
the terminology of [112]), or by a local pattern of spin currents (referred to as spin-
current-density-wave (SCDW) phase). Second, a continuous phase transition from the
normal phase directly to the FMEC phase is possible only via an intermediate PEC
phase (primed phases in Fig. 6).
All the SDW, SCDW, SDW′, and SCDW′ phases of Fig. 6 are instances of the PEC
state. Nevertheless, the primed and unprimed phases have distinct properties. The
primed phases were shown to host spin textures in the reciprocal space [62]. In partic-
ular, textures with odd k-parity are interesting since they do not break time reversal
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Fig. 6. Phase diagram calculated for the 2BHM with finite cross-hopping. (a) and (c):
Phase diagrams for even and odd cross-hopping, respectively. Full lines denote continuous
transitions, dotted lines denote the boundaries of phase coexistence regions. (b) and (d):
Spin textures in units of µB(a0/2pi)
2 at the indicated points of the phase diagrams. After
Ref. [62].
symmetry and give rise to an effective Hamiltonian similar to Rashba-Dresselhaus
spin-orbit coupling. Microscopically the spin textures can be traced to an effective
spin dependent hopping of the doped carriers on the condensate background [62].
3 Structural stability of correlated materials
In this section we present a detailed formulation of a variant of the DFT+DMFT
computational scheme [10–12, 14, 15, 17, 18], which allows one to compute atomic
displacements and thereby detect correlation-induced structural transformations, de-
termine the phase stability, calculate the lattice dynamics, and perform a structural
optimization of correlated electron materials [24–29].
We also present a detailed formulation of a fully charge self-consistent
DFT+DMFT scheme, which includes the effect of electron correlations on the charge
density [123–127]. The correlations lead to a charge redistribution between the corre-
lated 3d or 4f orbitals and non-correlated s, p states, which has been shown to play
an important role, e.g., near the Mott metal-insulator transition [29].
The DFT+DMFT approach overcomes the limitations of standard band-structure
techniques and allows one to perform microscopic investigations of the electronic
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structure and lattice properties of correlated electron materials. It has been widely em-
ployed in recent investigations of the electronic and structural properties of strongly
correlated electron materials [22–29,34,43,83–86,128–159].
In particular, this method was used to study the electronic and structural proper-
ties of elemental Fe [27, 28, 135] and the iron chalcogenide FeSe [145], and to explain
the cooperative Jahn-Teller effect in paramagnetic KCuF3 and LaMnO3 [24–26]. Re-
cently it was employed to explore the electronic properties and the phase stability of
paramagnetic V2O3 [29] and the transition metal monoxides MnO, FeO, CoO, and
NiO near the pressure-induced Mott-Hubbard metal-insulator transition [87].
We will demonstrate that the DFT+DMFT approach provides a qualitative and
quantitative description of the electronic properties and phase stability of all these
materials, in spite of their chemical, structural, and electronic differences. The scheme
is robust and makes it possible to address, on the same footing, electronic, magnetic,
and structural properties of strongly correlated materials.
3.1 Methodological developments: Total-energy functional and a fully charge
self-consistent DFT+DMFT scheme
In order to compute the electronic properties and determine the phase stability
of correlated electron materials, we implemented [29] a fully charge self-consistent
DFT+DMFT approach [123–127], which is formulated in terms of plane-wave pseu-
dopotentials [7, 160]. Following Anisimov et al. [161] and Trimarchi et al. [162]
we construct a basis set of atomic-centered symmetry-constrained Wannier func-
tions [161–164], which allows us to build up an effective low-energy Hamiltonian HˆDFT
for the partially occupied correlated orbitals, e.g., d of f orbitals of transition-metal
ions. The Hamiltonian HˆDFT, which provides a realistic description of the single-
electron band structure of a material, is further supplemented by on-site Coulomb
interactions for the correlated orbitals. In the density-density approximation for the
electronic interaction (see Sec. 2.4) the many-body Hubbard Hamiltonian takes the
form
Hˆ = HˆDFT +
1
2
∑
m,σ
Uσσ
′
mm′ nˆmσnˆm′σ′ − HˆDC, (10)
where nˆmσ = cˆ
†
mσ cˆmσ is the local density operator for the orbital m and spin σ. Here
Uσ,σm,m′ and U
σ,σ¯
m,m′ are the reduced interaction matrices for equal and opposite spins,
respectively. The interaction matrices are expressed in terms of the Slater integrals
F 0, F 2, and F 4, which for the case of 3d electrons are related to the local Coulomb
and Hund’s rule coupling as U = F 0, J = (F 2 + F 4)/14, and F 2/F 4 = 0.625.
The term HˆDC is a double-counting correction which accounts for the electronic in-
teractions already described by DFT. The Coulomb repulsion U and Hund’s cou-
pling J can be evaluated using constrained DFT and/or constrained random phase
approximation (RPA) methods within a Wannier-functions formalism [164]. The
U and J values are related to the matrix notation as U =
∑
{m} U
σσ¯
mm′/N
2 and
J = U −∑{m 6=m′} Uσσmm′/N(N − 1), where N is the number of correlated orbitals.
We implement the fully charge self-consistent DFT+DMFT approach in terms of
plane-wave ultrasoft pseudopotentials [7,160]. In this scheme, the matrix elements of
HˆDFT are determined as
[HσDFT(k)]µν =
∑
i
Pσ∗iµ (k)
σ
kiP
σ
iν(k), (11)
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where Pσiν(k) = 〈ψσki|Sˆ|φσkν〉 are the matrix elements of the orthonormal projection
operators expressed in the basis of local orbitals φσkν . The charge density ρ(r) is
calculated as
ρ(r) = T
∑
k,iωn;ij
ρk;ijGk;ji(iωn)e
iωn0+, (12)
where T is the temperature. The charge density matrix elements ρk;ij in the basis of
the Kohn-Sham wave functions ψki are computed as
ρk;ij(r) = 〈ψki|r〉〈r|ψkj〉+
∑
I,lm
Qlm(r −RI)〈ψki|βIl 〉〈βIm|ψkj〉. (13)
Here, the index I refers to an atomic site, the functions βIm(r) are computed in an
atomic calculation and differ for different atomic species. Furthermore, QIlm(r) is the
augmentation function that is strictly localized in the core region, and Gk;ij(iωn) is
the lattice Green’s function in the KS wave functions basis at a given k-point. The
(inverse) lattice Green’s function is evaluated as
Gσ(k, iωn)
−1
ij = (iωn + µ− σki)δij −Σσij(k, iωn), (14)
where σki are the Kohn-Sham eigenvalues. Σ
σ
ij(k, iωn) is the self-energy obtained
from the solution of the DMFT impurity problem by “upfolding” of the impurity
self-energy from the localized Wannier to the Kohn-Sham basis. We note that for
the non-correlated states which do not hybridize with the correlated orbitals the
density matrix collapses to the Fermi function for the state k and band i, i.e.,
T
∑
iωn
Gk;ij(iωn)e
iωn0+ = fkiδij . In practice, it is convenient to compute the charge
density as ρ(r) = ρDFT(r) + ∆ρ(r), i.e., to split the DFT contribution and the
correlation-induced difference ∆ρ(r). Full charge self-consistency is achieved when
both the charge density ρ(r) and the local Green’s function are converged.
Within the DFT+DMFT calculation the total energy is then evaluated using the
expression [24–26,131]
E = EDFT[ρ(r)] + 〈HˆDFT〉 −
∑
m,k
DFTmk + 〈HˆU 〉 − EDC, (15)
where EDFT[ρ(r)] is the DFT total energy obtained for the self-consistent charge
density ρ(r). The third term on the right-hand side of Eq. (15) is the sum of the
DFT valence-state eigenvalues which is evaluated as the thermal average of the DFT
Hamiltonian with the non-interacting DFT Green’s function GDFTk (iωn):∑
m,k
DFTm,k = T
∑
iωn,k
Tr[HDFT(k)G
DFT
k (iωn)]e
iωn0
+
. (16)
〈HˆDFT〉 is evaluated in a similar way but with the full Green’s function including the
self-energy. To calculate these two contributions, the summation is performed over the
Matsubara frequencies iωn, taking into account an analytically evaluated asymptotic
correction. Thus, for 〈HˆDFT〉 one has
〈HˆDFT〉 = T
∑
iωn,k
Tr[HDFT(k)Gk(iωn)]e
iωn0
+
= T
∑
iωn,k
Tr{HDFT(k)[Gk(iωn)− m
k
1
(iωn)2
]}
+
1
2
∑
k
Tr[HDFT(k)]− 1
4T
∑
k
Tr[HDFT(k)m
k
1 ] (17)
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where the first moment mk1 is computed as m
k
1 = HDFT(k)+Σ(i∞)−µ. The asymp-
totic part of the self-energy Σ(i∞) is calculated as the average of Σ(iωn) over the
last several iωn points. The interaction energy 〈HˆU 〉 is computed from the double
occupancy matrix. The double-counting correction EDC is evaluated as the average
Coulomb repulsion between the Nd correlated electrons in the Wannier orbitals.
This DFT+DMFT approach allows us to determine correlation-induced structural
transformations of correlated materials together with the corresponding change of the
atomic coordinates and the unit cell shape. It can also be used to explain experimen-
tally observed structural data and to predict structural properties of real correlated
materials.
In particular, we performed fully charge self-consistent computations of the elec-
tronic structure and phase stability of paramagnetic V2O3 across the Mott-Hubbard
metal-insulator transition (MIT) [29]; see also Refs. [143,144]. Namely, in charge non-
self-consistent calculations the a1g–e
pi
g crystal-field splitting of paramagnetic V2O3 is
found to be strongly enhanced [138–142]. This leads to a substantial redistribution of
the charge density and thereby influences the lattice structure due to electron-lattice
coupling. For that reason full charge self-consistency turns out to be crucial to obtain
a more realistic description of the physical properties of V2O3 [29] near the Mott
metal-insulator transition. For a detailed discussion we refer to Ref. [29].
In the following we report our results obtained by the DFT+DMFT scheme for
the electronic and structural properties of elemental Fe [27, 28, 135] and the iron
chalcogenide FeSe [145].
3.2 Lattice dynamical properties of paramagnetic Fe
Elemental iron is an exceptionally important material even for present-day technology.
Iron exhibits a rich phase diagram with at least four allotropic forms [165, 166]. At
ambient conditions it is ferromagnetic and has a bcc crystal structure (α iron). Upon
heating above the Curie temperature TC ∼ 1043 K, α iron becomes paramagnetic, but
remains in its bcc crystal structure. Only upon further increase of the temperature
above Tstruct ∼ 1185 K α iron exhibits a structural phase transition to a fcc structure
(γ phase). Under pressure α iron makes a transition to a paramagnetic hcp structure
( phase) at ∼ 11 GPa.
3.2.1 Lattice stability and phonon spectra near the α-γ structural transition
State-of-the-art band structure methods provide a qualitatively correct description
of various electronic and structural properties of iron [167–175]. For example, these
methods provide a good quantitative understanding of the equilibrium crystal struc-
ture and the lattice dynamical properties of the ferromagnetic α phase. However,
applications of these techniques to describe, e.g., the α-γ phase transition in iron,
do not lead to satisfactory results. They predict a simultaneous transition of the
structure and the magnetic state at the bcc-fcc phase transition while, in fact, the
bcc-to-fcc phase transition occurs only about 150 K above TC . Moreover, the elastic
and dynamical stability of the bcc phase is found to depend sensitively on the value
of the magnetization. For example, in the absence of the magnetization, standard
band-structure methods predict bcc iron to be unstable [176]. We now understand
that this is due to the presence of local moments above TC which cannot be treated
realistically by conventional band structure techniques.
This problem has been overcome by employing the DFT+DMFT approach which
allows one to study correlated materials both in to the long-range ordered and para-
magnetic state [27,28,43,133–137]. The DFT+DMFT method naturally accounts for
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Fig. 7. Phonon dispersion relations and corresponding phonon density of states (DOS)
of paramagnetic bcc (left) and fcc Fe (right) as calculated within DFT+DMFT [28]. The
DFT+DMFT result is further interpolated using a Born-von Ka´rma´n model with interac-
tions expanded up to the 5-th nearest-neighbor shell. The results are compared with neutron
inelastic scattering measurements at 1173 K [177] and 1428 K [178] for the bcc and the fcc
Fe phase, respectively. From Ref. [28] with permission of the authors.
the existence of local moments above TC and has shown to provide a good quantita-
tive description of the properties of α iron. Moreover, applications of DFT+DMFT
to study the equilibrium crystal structure and phase stability of iron at the α-γ phase
transition reveal that the bcc-to-fcc phase transition takes place at a temperature
of about 1.3 TC , i.e., well above the magnetic transition, in agreement with experi-
ment [27].
We determine the structural phase stability and lattice dynamics of paramagnetic
iron at finite temperatures by employing the DFT+DMFT approach implemented
with the frozen-phonon method [28, 135]. The approach is implemented with plane-
wave pseudopotentials [7, 160] which allows us to compute lattice transformation
effects caused by electronic correlations [24–26]. We employ this technique to study
the temperature dependent phonon dispersion relations and phonon spectra of para-
magnetic iron at the bcc-fcc phase transition. Our presentation follows the discussion
of Ref. [28].
It was previously shown that band structure calculations within the nonmag-
netic generalized gradient approximation (GGA) cannot explain the experimentally
observed phase stability of paramagnetic iron at the bcc-fcc phase transition, since
they do not describe electronic correlations adequately. We now include the effect of
electronic correlations by constructing an effective low-energy Hamiltonian for the
partially filled Fe s, d orbitals based on the results of the nonmagnetic GGA. We con-
struct a basis of atomic-centered symmetry-constrained Wannier functions for the Fe
s, d orbitals [161,162,164], with U = 1.8 eV and J = 0.9 eV as obtained by previous
theoretical and experimental estimations. To solve the realistic many-body problem
we employ the Hirsch-Fye algorithm without charge self-consistency.
The phase stability and lattice dynamical properties of iron near the bcc-fcc phase
transition are computed within the DFT+DMFT approach implemented with the
frozen-phonon method [28]. The phonon frequencies are calculated by introducing a
small set of displacements in the corresponding supercells of the equilibrium lattice
which results in an energy difference with respect to the undistorted structure. We first
focus on the lattice dynamical properties of iron near the bcc-to-fcc phase transition
and perform calculations at temperatures T = 1.2 TC and 1.4 TC , which are below
and above the temperature Tstruct ∼ 1.3 TC where the structural phase transition
occurs.
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We present our results for the phonon dispersion relations and phonon spectra in
Fig. 7. The computations are performed for the equilibrium volume calculated at this
particular temperature (lattice constant a = 2.883 A˚, which almost coincides with
experiment). To evaluate the phonon frequencies for arbitrary wave vectors in the
Brillouin zone, we performed lattice dynamical calculations on the basis of a Born-
von Ka´rma´n model with interactions expanded up to the 5-th nearest-neighbor shell.
The calculated phonon dispersions of the bcc phase of iron show the typical behavior
of a bcc metal with an effective Debye temperature ∼ 458 K. The phonon frequencies
are overall positive, implying mechanical stability of the bcc lattice structure at ∼ 1.2
TC , i.e., well above the Curie temperature, in agreement with experiment. This cor-
rects the results obtained with the non-magnetic GGA which finds the bcc lattice to
be dynamically unstable even for the equilibrium lattice constant a = 2.883 A˚. Most
importantly, our calculations clearly demonstrate the crucial importance of electronic
correlations to explain both the thermodynamic and the lattice dynamical stability of
the paramagnetic bcc phase of iron. For details we refer to Ref. [28]. Overall, the struc-
tural phase stability, equilibrium lattice constant, and phonon frequencies of bcc iron
obtained by DFT+DMFT are in remarkably good agreement with the experimental
data which were taken at nearly the same reduced temperature T/TC [177].
We also study the lattice dynamical properties of the paramagnetic fcc phase
which is found to become energetically favorable above ∼ 1.3 TC . To prove the me-
chanical stability of the fcc phase we evaluate the lattice dynamics of the fcc phase
at T ∼ 1.4 TC . Our results for the phonon dispersion relations and phonon spectra,
which were calculated for the equilibrium lattice constant a = 3.605 A˚ are also shown
in Fig. 7. The effective Debye temperature is obtained as ∼ 349 K. The phonon fre-
quencies are overall positive, implying mechanical stability of the fcc lattice structure
at T ∼ 1.4 TC . Although nonmagnetic GGA calculations also find the fcc lattice
structure to be mechanically stable (for the GGA equilibrium volume), the GGA
energy for fcc iron is higher than that for the close-packed hcp structure. By con-
trast, DFT+DMFT calculation find the simultaneous thermodynamic and lattice
dynamical stability of the paramagnetic fcc phase of iron at ∼ 1.4 TC , in agreement
with experiment. Altogether our results for the structural phase stability, equilibrium
lattice constant, and phonon frequencies agree remarkably well with the available
experimental data taken at nearly the same reduced temperature T ∼ 1.4 TC [178].
Again it should be noted that the application of the nonmagnetic GGA to fcc iron
finds phonon frequencies which differ considerably from experiment. These findings
clearly demonstrate the importance of electronic correlations for the lattice dynamical
properties of fcc iron.
3.2.2 Origin of the phase stability of δ iron
At even higher temperatures, above 1670 K, iron is known to make a structural tran-
sition to the δ phase, which is stable up to the melting curve [165,166]. To explain the
phase stability of δ iron, we calculate the temperature evolution of the phonon dis-
persions near the α-to-γ and γ-to-δ phase transformations within DFT+DMFT [135].
The results for the phonon dispersion curves at temperatures near the magnetic phase
transition temperature TC are compared in Fig. 8 (left). Phonon dispersion curves
obtained in the temperature range of 1.4 – 1.8 TC are also compared in Fig. 8 (right).
The phonon frequencies are seen to be overall positive, both in the ferromagnetic
and paramagnetic phase at around TC . This implies the structural stability of the bcc
phase in accordance with experiment. In the given temperature range the calculated
phonon dispersions show only a rather weak temperature dependence. We notice a
good quantitative agreement between the calculated phonon dispersions of bcc iron
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Fig. 8. Left panel: Calculated phonon dispersion curves for bcc iron near the Curie tem-
perature. The results are compared with neutron inelastic scattering measurements at
1043 K [177]. Right panel: Calculated phonon dispersions of paramagnetic bcc iron near
the α-to-γ and γ-to-δ phase transitions for different temperatures. From Ref. [135] with
permission of the authors.
and the experimental data taken at T ∼ TC [177]. In particular, we find a remarkable
anomaly in the transverse (110) acoustic mode (T1 mode) along the Γ -N branch near
the bcc-fcc phase transition temperature at ∼ 1.2 TC . As will be discussed below
this behavior is a dynamical precursor of the bcc-to-fcc phase transition [179] which
occurs at ∼ 1.3 TC .
Upon further temperature increase our results, which were obtained in the har-
monic approximation, clearly show that the bcc phase becomes dynamically unstable
at T ∼ 1.4 TC , i.e., above the α-to-γ phase transition temperature [135]. The origin
of the instability lies in the T1 mode in the Γ -N direction discussed above, whose
frequency becomes imaginary near the N -point. At the same time other phonon dis-
persion branches remain stable and are only weakly temperature dependent near the
transition point. At even higher temperatures (T ∼ 1.8 TC) the bcc structure of the
δ phase is dynamically unstable in the whole Γ -N branch, again due to the T1 mode,
with an additional anomaly near the ( 23 ,
2
3 ,
2
3 ) point. Therefore we expect that the T1
transverse (110) phonon mode continuously softens upon temperature increase near
the α-γ and γ-δ phase transition temperature – a feature which is typical for simple
nonmagnetic metals. By contrast, at temperatures T < Tstruct the phonon dispersion
modes of bcc iron are relatively rigid, and resemble those of non-polymorphic bcc
metals such as Cr, Mo, W. This should be contrasted with the phonon spectra of the
denser fcc (γ) phase of iron which shows only a rather weak temperature dependence
for all temperatures.
An estimate of the lattice free energy, which is based on the quasi-harmonic
method described in Ref. [180], shows that the strong anharmonicity due to the
T1 mode at high temperatures is sufficient to overcome the total energy difference
between the bcc and the fcc phases, resulting in the phase stability of the bcc
(δ) phase [135]. On the basis of these results we therefore conclude that the high-
temperature bcc (δ) phase of iron is stabilized by the lattice entropy, which gradually
increases upon heating due to the increasingly anharmonic behavior of the T1 phonon
mode.
3.3 Correlation-induced topological Fermi surface transition in FeSe
As a second application of the DFT+DMFT scheme discussed in this section we ad-
dress the electronic and structural properties of FeSe. This compound can be regarded
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as the parent compound of the Fe-based superconductors [181–187]. It has been re-
cently shown that the critical temperature Tc of FeSe, which is about Tc ∼ 8 K at
ambient pressure [188], depends very sensitively on changes of the lattice structure of
FeSe due to pressure or chemical doping. In particular, Tc is found to increase up to
∼ 37 K under hydrostatic pressure of about 7 GPa and to ∼ 14 K upon chemical (iso-
valent) substitution with Te [189–195]. The angle-resolved photoemission and band
structure calculations reveal that FeSe has the same Fermi surface topology as the
pnictides [196–205]. It is characterized by an in-plane magnetic nesting wave vector
Qm = (pi, pi), consistent with s± pairing symmetry [206, 207]. Moreover, both pnic-
tides and chalcogenides display a strong enhancement of short-range spin fluctuations
near Tc, with a resonance at (pi, pi) in the spin excitation spectra [208–211], suggesting
a common origin of superconductivity in pnictides and chalcogenides, e.g., due to spin
fluctuations [206, 207]. On the other hand, the related isoelectronic compound FeTe
exhibits no superconductivity [193,212–214], but shows long-range antiferromagnetic
(pi, 0) order below TN ∼ 70 K, suggesting that the solid solution Fe(Se,Te) should have
a remarkable crossover from the (pi, pi) to (pi, 0) magnetic behavior upon substitution
Se with Te. In addition, FeTe exhibits a remarkable phase transition under pressure,
from a tetragonal to a collapsed-tetragonal phase, with a simultaneous collapse of
local moments, indicating that the solid solution Fe(Se,Te) is close to an electronic
and/or lattice transition [215,216].
We will now discuss the origin of this surprising behavior as well as the properties
of the Fe(Se,Te) solid solution, following the presentation by Leonov et al. [145].
Most recently these calculations were generalized to take into account full charge
self-consistency [217]. It should be noted, however, that charge self-consistency is not
essential here, i.e., qualitatively similar results are obtained for FeSe already within
the non-charge self-consistent calculations reported earlier [145].
The electronic structure and phase stability of FeSe is computed as a func-
tion of lattice volume, employing the DFT+DMFT approach implemented with
plane-wave pseudopotentials [24–26]. For the partially filled Fe 3d and Se 4p or-
bitals we construct a basis set of atomic-centered symmetry-constrained Wannier
functions [161, 162, 164]. To solve the realistic many-body problem, we employ the
continuous-time hybridization-expansion quantum Monte-Carlo algorithm [68, 218].
The calculations are performed at three different temperatures: T = 290 K, 390 K,
and 1160 K. In these calculations we use the average Coulomb interaction U¯ = 3.5
eV and Hund’s exchange J = 0.85 eV, in accord with previous estimates for pnictides
and chalcogenides [40,41,126,219–228]. We employ the fully-localized double-counting
correction, evaluated from the self-consistently determined local occupancies, to ac-
count for the electronic interactions already described by GGA. To investigate the
phase stability, we take a tetragonal crystal structure (space group P4/mmm) with
the lattice parameter ratio c/a = 1.458 and Se position z = 0.266, and calculate the
total energy as a function of volume.
3.3.1 Total energy and fluctuating moments
Our results are presented in Fig. 9. In particular, we find the equilibrium lattice con-
stant a = 7.07 a.u., which is within 1% of the experimental value [189, 190]. The
calculated bulk modulus is B ∼ 70 GPa, which is comparable with that for iron pnic-
tides. Most importantly, our DFT+DMFT calculations predict a structural transition
of FeSe upon ∼ 10 % expansion of the lattice volume. This result is unexpected and,
in fact, is very different from that obtained with the non-spin-polarized GGA, where
the bulk modulus comes out much higher. Once again the results obtained within
DFT+DMFT demonstrate the crucial importance of electronic correlations for the
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Fig. 9. Total energy (left) and fluctuating local moment (right) of paramagnetic FeSe as
a function of lattice constant calculated within DFT+DMFT at a temperature of 490 K
with (sc) and without (nsc) charge self-consistency. The total energy is compared with that
obtained within the non-magnetic GGA (“nm GGA”). After Ref. [217].
electronic structure and phase stability of FeSe. Namely, the repulsive interaction
leads to an increase of the unit cell volume and hence results in a reduction of the
bulk modulus.
We interpret the structural transition as a collapsed-tetragonal (low-volume) to
tetragonal (high-volume) phase transformation upon expansion of the lattice volume.
The phase transition is accompanied by a strong increase of the fluctuating local
moment
√〈m2z〉, which grows monotonically upon expansion of the lattice. The high-
volume phase has a much larger local moment and a softer lattice with a much lower
bulk modulus of 35 GPa.
3.3.2 Spectral function and Fermi surface structure
The results for the integrated spectral function are shown in Fig. 10 (left). In agree-
ment with previous studies [41], we notice a remarkable reduction of the Fe 3d band-
width near the Fermi energy caused by electronic correlations. The lower Hubbard
band is located at about −1.5 eV for both phases. Upon expansion of the lattice,
we find a substantial spectral weight transfer. In particular, the spectral function for
the low-volume phase exhibits a well-defined quasiparticle peak located below the
Fermi level at −0.19 eV, which is absent in the high-volume phase. We note that the
peak originates from the van Hove singularity of the Fe xz/yz and xy bands at the
M -point. Moreover, we find a substantial qualitative change in the self-energy upon
expansion of the lattice, resulting in a significant orbital-selective renormalization of
the Fe 3d bands (not shown here). The xz/yz and xy bands exhibit significantly
stronger correlations than the z2 and x2 − y2 bands. While in the low-volume phase
the quasiparticle mass enhancement is moderate, ∼ 2.0 – 2.5, our calculations for
the high-volume phase yield a strong renormalization ∼ 4 for the xz/yz orbitals and
∼ 6 for the xy orbitals. This shows in particular that the effect of orbital-selective
correlations increases upon expansion of the lattice.
Our results for the Fermi surface presented in Fig. 10 (right) reveal a complete
reconstruction of the electronic structure upon expansion of the lattice, resulting in
a dramatic change of the Fermi surface topology (“Lifshitz transition”) [145]. In par-
ticular, the Fermi surface at the M -point collapses, leading to a large square-like hole
pocket around the M -point in the high-volume phase, in surprising analogy with the
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Fig. 10. Left column: Spectral functions of FeSe calculated using the fully charge self-
consistent DFT+DMFT scheme (lines) as compared with the results from the non-magnetic
GGA (filled area). Right column: Fermi surface reconstruction in the (kx, ky) plane at kz
= 0, calculated for paramagnetic FeSe using the fully charge self-consistent DFT+DMFT.
Top row: Results obtained for a = 7.05 a.u. (low volume). Bottom row: Results obtained for
the expanded lattice (high volume), with a = 7.60 a.u. After Ref. [217].
cuprates. In addition, the hole pockets around the Γ -point transform into incoherent
spectral weight at the Fermi level along the Γ -X direction. The reconstruction of the
Fermi surface topology leads to a corresponding change of the magnetic correlations
in FeSe. We find in-plane nesting with Qm = (pi, pi), connecting hole and electron
parts of the Fermi surface, to be dominant in the low-volume phase. Upon expan-
sion of the lattice, the Lifshitz transition sets in, resulting in the (pi, 0)-type magnetic
correlations in the high-volume phase.
Our findings suggest that the proximity of a van Hove singularity to the Fermi
level strongly influences, or even induces, (unconventional) superconductivity in the
chalcogenide FeSe1−xTex series [145].
3.4 First-principles calculation of atomic forces and structural distortions
So far the phase stability of strongly correlated materials was investigated by per-
forming total-energy calculations within DFT+DMFT. These calculations are very
demanding even for simple materials, since they require the minimization of the total
energy as a function of all atomic displacements. The computational effort therefore
increases exponentially, which strongly limits the applicability of total-energy based
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techniques. This obstacle can be overcome by computing the complete set of inter-
atomic forces using the Hellmann-Feynman theorem, whereby it becomes possible to
compute the lattice structure even of complex materials. We conclude this section
by formulating the DFT+DMFT approach for the calculation of interatomic forces
and structural distortions in correlated materials based on the implementation of
DFT+DMFT within the linear-response formalism [149]; see also a recent formula-
tion based on a stationary implementation of the DFT+DMFT functional [229,230].
The calculation of forces makes it possible to compute atomic displacements and equi-
librium atomic positions and, hence, to explain the origin of lattice transformations
caused by electronic correlations. Moreover, it allows one to determine the equilibrium
lattice structure of correlated systems even in the vicinity of a Mott metal-insulator
transition – a computation which was not feasible up to now.
We discuss the DFT+DMFT scheme for the calculation of interatomic forces
and structural distortions in correlated materials following Ref. [149]. For illustrative
purposes we restrict our presentation to a discussion of structural transitions in a
correlated model system, elemental (solid) hydrogen. By choosing different values of
the local Coulomb interaction parameter U , we are able to explore the properties of
solid hydrogen near a Mott metal-insulator phase transition.
The interatomic force acting on the atom s is calculated as the first-order deriva-
tive of the total energy functional (15):
Fs = F
s
DFT − δs〈HˆDFT〉+
∑
m,k
δs
DFT
m,k
− 1
2
∑
imm′,σσ′
Uσσ
′
mm′δs〈nˆimσnˆim′σ′〉 − F sDC. (18)
Here δs ≡ d/dRs denotes the derivative with respect to the atomic position Rs, and
F sDFT is the force on the atom s calculated within DFT. Furthermore, δs〈HˆDFT〉 is the
thermal average of the force operator δsHˆDFT, which leads to the Hellmann-Feynman
contribution given by the first-order changes of the DFT Wannier Hamiltonian HˆDFT,
plus the term arising from the explicit dependence of the local Green function on the
atomic positions:
δs〈HˆDFT〉 = 〈δsHˆDFT〉+ Tr
∑
k,iωn
HˆkDFTδsGˆk(iωn)e
iωn0+. (19)
The derivative of the local Green function is given by
δsGˆk(ω) = Gˆk(ω)[δsHˆ
k
DFT + δsΣˆ(ω)− δsµ]Gˆk(ω). (20)
To compute the interatomic forces caused by the Coulomb interaction (the 4th
term on the right-hand side of Eq. (18)), we make use of the first-order deriva-
tive of the Galitskii-Migdal formula [231, 232] for the interaction energy F sU =
− 12Tr
∑
iωn
[δsΣˆ(iωn)Gˆ(iωn) + Σˆ(iωn)δsGˆ(iωn)]e
iωn0+. Here we assume that the av-
erage Coulomb interaction U¯ and Hund’s rule coupling J retain their values when
the atomic positions change. The force operator δsHˆLDA and the first-order change
of the self-energy δsΣˆ(ω) are the two independent variables in the force functional
[Eq. (18)] which need to be evaluated to compute the interatomic forces [233].
To determine δsHˆDFT, we generalize the projection scheme used to evaluate the
DFT Wannier Hamiltonian [161, 162]. The former is based on the projection of the
set of site-centered atomic-like trial-orbitals |φn〉 on the Bloch functions |ψik〉 of the
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selected bands with indices ranging from Na to Nb. In this way the force operator
may be written as
(δsHˆ
k
DFT)nm =
Nb∑
i=Na
〈φn|ψik〉〈ψik|φm〉 (δsV KSik + δsV Hxcik ), (21)
where δsV
KS
ik and δsV
Hxc
ik denote the first-order changes in the LDA Kohn-Sham and
the Hartree and exchange-correlation potentials, respectively [234]. Within the plane-
wave pseudopotential approach [7, 160] the Kohn-Sham contribution δsV
KS
ik can be
calculated as
δsV
KS
ik ∝ −i
∑
G,G′
c∗i,k+Gci,k+G′e
−i(G−G′)Rs(G−G′)V KSs (k +G,k +G′), (22)
where V KSs (G,G
′) is the Kohn-Sham potential for atom s (for details see Refs. [235,
236]). The contribution δsV
Hxc
ik is obtained from linear-response DFT calcula-
tions [235,236].
To evaluate the change of the self-energy δsΣˆ(ω) we perform a functional deriva-
tive of the impurity Green function (we suppress the spin/orbital indices and assume
a summation over repeated indices)
δsGˆ(τ1 − τ2) = −χˆ(τ1, τ2, τ3, τ4) δsGˆ−1(τ3, τ4) (23)
with
χˆ(τ1, τ2, τ3, τ4) = 〈Tτ cˆ(τ1)cˆ†(τ2)cˆ†(τ3)cˆ(τ4)〉 − 〈Tτ cˆ(τ1)cˆ†(τ2)〉〈Tτ cˆ†(τ3)cˆ(τ4)〉, (24)
and make use of the first-order derivative of the local Green function [Eq. (20)].
Eqs. (20) and (23) are solved self-consistently by employing δsGˆ−1 = δsGˆ−1+δsΣˆ and
the two-particle correlation function, i.e., the generalized susceptibility, χ(τ1, τ2, τ3, τ4)
calculated within DMFT. As a starting point, we evaluate an initial guess for δsΣˆ
employing the static Hartree approximation
δsΣˆ ' UδsNˆ = U
∑
k,iωn
δsGˆk(iωn)e
iωn0+
= U
∑
k,iωn
Gˆk(iωn)[δsHˆ
k
DFT − δsµˆ]Gˆk(iωn)eiωn0+. (25)
This gives us the initial guess for δsGˆ−1 which we then insert into Eq. (23) to evaluate
δsGˆ. From δsGˆ and δsGˆ we obtain a new estimate for δsΣˆ which allows us to compute
the new δsGˆ using the k-integrated Dyson equation [Eq. (20)]. This scheme is iterated
until self-consistency over the δsΣˆ is reached.
3.4.1 Applications to elemental solid hydrogen
To test the formalism proposed here, we perform a series of calculations for the
simplest correlated electron problem, namely elemental (solid) hydrogen assuming a
cubic structure with lattice constant a = 8 atomic units (a.u.). We then compare our
results for the total energy computed as a function of atomic displacement with those
obtained by the numerical integration of the corresponding forces [149]. Furthermore,
by varying the local Coulomb interaction U , we explore the structural properties of
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Fig. 11. Comparison of the total energies of paramagnetic hydrogen computed by
DFT+DMFT with the results obtained by (i) numerical integration of the corresponding
force with respect to an atomic displacement, and (ii) within the LDA. The calculations are
performed using different values of the Coulomb interaction U . Adapted from Ref. [149] with
permission of the authors.
solid hydrogen near a Mott metal-insulator phase transition. Thereby we can test
whether our approach is able to determine structural transformations in the vicinity
of the Mott-Hubbard transition, which is still a challenging problem of present-day
solid state physics.
The nonmagnetic LDA calculations for cubic hydrogen yield a metallic solution
with a half-filled hydrogen s band of 3 eV width located at the Fermi level. To evaluate
the force, we consider a supercell with two hydrogen atoms, in which one of the atoms
is displaced by a distance δ with respect to its crystallographic position. In Fig. 11
we show the results for the total energy obtained by LDA as a function of δ. The
nonmagnetic LDA calculations find the cubic lattice of hydrogen to be unstable since
the total energy decreases with δ.
Now we take into account the electronic correlations by calculating the properties
of paramagnetic hydrogen using the DFT+DMFT method. For the partially filled
hydrogen s orbitals a basis of atomic-centered symmetry constrained Wannier func-
tions is constructed. The calculations are performed for the U values in the range of
1 – 4 eV at a temperature T = 0.1 eV.
In Fig. 11 we also present our results for the total energy calculated by
DFT+DMFT for paramagnetic hydrogen as a function of the displacement δ. By
changing the U values, we were able to check the accuracy of our method by calcu-
lating the kinetic and interaction contributions, respectively, to the total force. By
integrating the corresponding force with respect to δ, we find excellent agreement
(within 1 – 2 meV) between the force-based and the total energy calculations — even
for large displacements δ (up to ∼ 10 % of the lattice constant a). Most interestingly,
by increasing U , the cubic lattice (more precisely, the investigated displacive mode)
becomes (meta-) stable for U ≥ 4 eV. These results clearly demonstrate the crucial
importance of electronic correlations for the lattice stability of correlated materials.
Further applications of the DFT+DMFT scheme implemented within the linear-
response formalism to SrVO3 and KCuF3 are discussed in Ref. [149]. Our results for
solid hydrogen, the correlated metal SrVO3, and the correlated Mott-Hubbard insu-
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lator KCuF3, demonstrate that the DFT+DMFT linear-response method presented
here provides a robust computational tool for the study atomic displacements caused
by electronic correlations. In particular, it allows one to determine the structural
phase stability of both metallic and insulating correlated materials. The approach
opens the way to calculate forces and thereby explore lattice instabilities induced by
electronic correlations. Lattice dynamical properties of correlated electron materials
can also be calculated by implementing the approach with, for example, the so-called
small displacements method (see, e.g., Ref. [237]).
4 Conclusions and Outlook
In this article we reviewed the main results of our research into multi-band correlation
phenomena during the funding period of the DFG Research Unit FOR 1346. In the
first part of the paper we discussed the DMFT treatment of spontaneous symmetry
breaking. We outlined the two general approaches to this problem: first, monitoring
the divergent susceptibilities in the normal phase that indicate an instability towards
long range ordering and, second, calculations in the phases with broken symmetry.
As a pilot problem we studied materials close to the spin-state crossover. The inves-
tigation of the two-band Hubbard model, which provides a minimal description of
this phenomenon, revealed a rich phase diagram with numerous phases with diverse
properties. The linear-response approach to the calculation of susceptibilities turned
out to be very useful for the identification of continuous phase transitions without any
prior knowledge of the type of symmetry breaking. Nevertheless calculations in the
ordered phases are indispensable in order to identify first-order transitions or phase
separation as well as to investigate the properties of the ordered states.
Besides serving as a non-trivial test ground for the implemented formalism, these
model calculations had a very specific materials based motivation, namely the long-
standing problem of spin-state crossover in compounds from the LaCoO3 family. We
performed a series of DFT+DMFT studies of various aspects of the LaCoO3 physics,
the results of which led us to propose a new picture of this material based on the
concept of spinful excitons and their condensation. Experimental efforts to test the
proposal are under way.
The competition of spin states in the two-band Hubbard model and the resulting
long-range order, including excitonic magnetism and superconductivity, have been
studied so far only on simple lattices, such as the Bethe and hypercubic lattice.
Other lattice geometries and hopping patterns will undoubtedly lead to new types of
order, e.g., the formation of a supersolid or magnetically ordered supersolid, which
is of great theoretical interest. Experimental realizations are ultimately necessary
to test these results. A first step is to establish experimental techniques capable of
unambiguously identifying these exotic states of matter. Scattering experiments, e.g.,
employing resonant inelastic x-ray scattering (RIXS), and their dependence on the
polarization may have this capability. Theoretical simulations of RIXS spectra in the
different states are therefore necessary.
In the second part of the paper we reviewed the DFT+DMFT scheme for the com-
putation of the electronic structure and phase stability of correlated materials. This
method allows one to explore structural transformations of the ionic lattice caused
by correlations among the electrons, and to investigate lattice dynamical properties
of correlated materials. We employed the DFT+DMFT scheme to explain the phase
stability and lattice dynamical properties of elemental paramagnetic iron near the
bcc-fcc phase transition. Furthermore, we discussed the origin of the phase stability
of the high-temperature δ-phase. Our calculations clearly demonstrated the crucial
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importance of electronic correlations for the thermodynamic and lattice dynamical
stability of the paramagnetic bcc phase of iron.
We also investigated the parent compound of the Fe-based superconductors, FeSe.
In particular, we computed the electronic structure and phase stability of FeSe as a
function of lattice volume and predicted a topological change (Lifshitz transition) of
the Fermi surface upon expansion of the lattice as can be achieved experimentally by
substituting Se by Te. This reconstruction is accompanied by a sharp increase of the
local moments.
The present implementation of DFT+DMFT employs an adiabatic (Born-
Oppenheimer) approximation, where it is assumed that the electrons move in an
effective potential produced by the heavy nuclei, i.e., the electrons and nuclei are
treated independently. This simplification excludes a dynamic coupling between the
electronic and lattice degrees of freedom, which is of importance for the investigation
of, for example, dynamical polaron effects. In principle, appropriate generalizations
of the DFT+DMFT scheme can be achieved by combining it with linear-response
techniques to compute the electron-phonon coupling and by the implementation of
non-equilibrium DFT+DMFT methods employing the Keldysh formalism for the elec-
trons with (quantum) molecular dynamics simulation techniques [238]. We leave these
projects for the future.
The field of DMFT has developed into many directions in the period covered here.
Among them is the growing interest in two-particle quantities which, after all, describe
particularly important physical properties and also the technologically most exploited
features of materials. New impurity solvers were implemented [239–243], and new al-
gorithms developed [244–247] that greatly improved the computation of two-particle
correlation functions. Along with the development of diagrammatic approaches be-
yond DMFT [248–250], fundamental questions about two-particle consistency [251],
the consequences of its violation in DMFT, and their possible remedies were raised
and are expected to give fresh impetus. The availability of two-particle correlators
for multi-orbital quantum impurities, which allows for the application of linear re-
sponse to realistic systems, e.g., with full d-shells, calls for further developments in
the implementation of this data-intensive formalism.
Acknowledgments
We gratefully acknowledge support by the Deutsche Forschungsgemeinschaft through
FOR 1346.
References
1. M. Imada, A. Fujimori, Y. Tokura, Rev. Mod. Phys. 70, 1039 (1998)
2. Y. Tokura, N. Nagaosa, Science 288, 462 (2000)
3. E. Dagotto, Science 309, 257 (2005)
4. R.O. Jones, O. Gunnarsson, Rev. Mod. Phys. 61, 689 (1989)
5. J.P. Perdew, K. Burke, M. Ernzerhof, Phys. Rev. Lett. 77, 3865 (1996)
6. V.I. Anisimov, J. Zaanen, O.K. Andersen, Phys. Rev. B 44, 943 (1991)
7. S. Baroni, S. de Gironcoli, A.D. Corso, P. Giannozzi, Rev. Mod. Phys. 73, 515 (2001)
8. P. Blaha, K. Schwarz, G. Madsen, D. Kvasnicka, J. Luitz, WIEN2k, An Augmented
Plane Wave + Local Orbitals Program for Calculating Crystal Properties. (Karlheinz
Schwarz, Techn. Universita¨t Wien, Austria, 2001)
9. G. Kresse, J. Hafner, Phys. Rev. B 47, 558 (1993)
10. W. Metzner, D. Vollhardt, Phys. Rev. Lett. 62, 324 (1989)
28
11. A. Georges, G. Kotliar, W. Krauth, M.J. Rozenberg, Rev. Mod. Phys. 68, 13 (1996)
12. G. Kotliar, D. Vollhardt, Phys. Today 57, 53 (2004)
13. D. Vollhardt, K. Byczuk, M. Kollar, in Strongly Correlated Systems, Springer Series in
Solid-State Sciences, vol. 171, ed. by A. Avella, F. Mancini (Springer, Berlin Heidelberg,
2011), Springer Series in Solid-State Sciences, vol. 171, p. 203
14. V.I. Anisimov, A.I. Poteryaev, M.A. Korotin, A.O. Anokhin, G. Kotliar, J. Phys.:
Condens. Matt. 9, 7359 (1997)
15. A.I. Lichtenstein, M.I. Katsnelson, Phys. Rev. B 57, 6884 (1998)
16. A.I. Lichtenstein, M.I. Katsnelson, G. Kotliar, in Electron Correlations and Materials
Properties, ed. by A. Gonis, N. Kioussis, M. Ciftan (Kluwer Academic/Plenum, New
York, 2002), p. 428
17. K. Held, I.A. Nekrasov, G. Keller, V. Eyert, N. Blu¨mer, A.K. McMahan, R.T. Scalettar,
T. Pruschke, V.I. Anisimov, D. Vollhardt, Phys. Status Solidi B 243, 2599 (2006)
18. G. Kotliar, S.Y. Savrasov, K. Haule, V.S. Oudovenko, O. Parcollet, C.A. Marianetti,
Rev. Mod. Phys. 78, 865 (2006)
19. K. Held, Adv. Phys. 56, 829 (2007)
20. M.I. Katsnelson, V.Y. Irkhin, L. Chioncel, A.I. Lichtenstein, R.A. de Groot, Rev. Mod.
Phys. 80, 315 (2008)
21. E. Pavarini, E. Koch, D. Vollhardt, A. Lichtenstein, The LDA+DMFT approach to
strongly correlated materials, Modeling and Simulation, vol. 1 (Verlag des Forschungs-
zentrum Ju¨lich, 2011)
22. K. Byczuk, J. Kunes, W. Hofstetter, D. Vollhardt, Phys. Rev. Lett. 108, 087004 (2012)
23. P. Thunstro¨m, I.D. Marco, O. Eriksson, Phys. Rev. Lett. 109, 186401 (2012)
24. I. Leonov, N. Binggeli, D. Korotin, V.I. Anisimov, N. Stojic´, D. Vollhardt, Phys. Rev.
Lett. 101, 096405 (2008)
25. I. Leonov, D. Korotin, N. Binggeli, V.I. Anisimov, D. Vollhardt, Phys. Rev. B 81,
075109 (2010)
26. J. Kunes, I. Leonov, M. Kollar, K. Byczuk, V.I. Anisimov, D. Vollhardt, Eur. Phys. J.
Spec. Top. 180, 5 (2010)
27. I. Leonov, A.I. Poteryaev, V.I. Anisimov, D. Vollhardt, Phys. Rev. Lett. 106, 106405
(2011)
28. I. Leonov, A.I. Poteryaev, V.I. Anisimov, D. Vollhardt, Phys. Rev. B 85, R020401
(2012)
29. I. Leonov, V.I. Anisimov, D. Vollhardt, Phys. Rev. B 91, 195115 (2015)
30. R. Chitra, G. Kotliar, Phys. Rev. Lett. 83, 2386 (1999)
31. R. Zitzler, T. Pruschke, R. Bulla, Eur. Phys. J. B 27(4), 473 (2002)
32. G. Sangiovanni, A. Toschi, E. Koch, K. Held, M. Capone, C. Castellani, O. Gunnarsson,
S.K. Mo, J.W. Allen, H.D. Kim, A. Sekiyama, A. Yamasaki, S. Suga, P. Metcalf, Phys.
Rev. B 73, 205121 (2006)
33. S. Hoshino, J. Otsuki, Y. Kuramoto, Phys. Rev. B 81, 113108 (2010)
34. J. Kunesˇ, D.M. Korotin, M.A. Korotin, V.I. Anisimov, P. Werner, Phys. Rev. Lett.
102, 146402 (2009)
35. J. Kunesˇ, V. Krˇa´pek, N. Parragh, G. Sangiovanni, A. Toschi, A.V. Kozhevnikov, Phys.
Rev. Lett. 109, 117206 (2012)
36. E. Jakobi, S. Kanungo, S. Sarkar, S. Schmitt, T. Saha-Dasgupta, Phys. Rev. B 83,
041103 (2011)
37. M. Kim, B.I. Min, Phys. Rev. B 91, 205116 (2015)
38. H.T. Dang, J. Mravlje, A. Georges, A.J. Millis, Phys. Rev. B 91, 195149 (2015)
39. R. Arita, J. Kunesˇ, A.V. Kozhevnikov, A.G. Eguiluz, M. Imada, Phys. Rev. Lett. 108,
086403 (2012)
40. Z.P. Yin, K. Hual, G. Kotliar, Nat. Phys. 7, 294 (2011)
41. M. Aichhorn, L. Pourovskii, A. Georges, Phys. Rev. B 84, 054529 (2011)
42. M.I. Katsnelson, A.I. Lichtenstein, Journal of Physics: Condensed Matter 11(4), 1037
(1999)
43. A.I. Lichtenstein, M.I. Katsnelson, G. Kotliar, Phys. Rev. Lett. 87, 067205 (2001)
44. M. Keller, W. Metzner, U. Schollwo¨ck, Phys. Rev. Lett. 86, 4612 (2001)
29
45. M. Capone, C. Castellani, M. Grilli, Phys. Rev. Lett. 88, 126403 (2002)
46. M. Capone, M. Fabrizio, C. Castellani, E. Tosatti, Science 296(5577), 2364 (2002)
47. A. Toschi, M. Capone, C. Castellani, Phys. Rev. B 72, 235118 (2005)
48. J. Bauer, A.C. Hewson, EPL (Europhysics Letters) 85(2), 27001 (2009)
49. J. Bauer, A.C. Hewson, N. Dupuis, Phys. Rev. B 79, 214518 (2009)
50. A. Koga, P. Werner, Journal of the Physical Society of Japan 79(6), 064401 (2010)
51. A. Koga, P. Werner, Phys. Rev. B 91, 085108 (2015)
52. T.I. Vanhala, J.E. Baarsma, M.O.J. Heikkinen, M. Troyer, A. Harju, P. To¨rma¨, Phys.
Rev. B 91, 144510 (2015)
53. S. Hoshino, P. Werner, Phys. Rev. Lett. 115, 247001 (2015)
54. S. Hoshino, P. Werner, Phys. Rev. B 93, 155161 (2016)
55. T. Maier, M. Jarrell, T. Pruschke, J. Keller, Phys. Rev. Lett. 85, 1524 (2000)
56. T.A. Maier, M. Jarrell, T.C. Schulthess, P.R.C. Kent, J.B. White, Phys. Rev. Lett. 95,
237001 (2005)
57. K. Haule, G. Kotliar, Phys. Rev. B 76, 104509 (2007)
58. T. Maier, M. Jarrell, T. Pruschke, M.H. Hettler, Rev. Mod. Phys. 77, 1027 (2005)
59. J. Kunesˇ, Phys. Rev. B 83, 085102 (2011)
60. J. Kunesˇ, P. Augustinsky´, Phys. Rev. B 90, 235112 (2014)
61. J. Kunesˇ, Phys. Rev. B 90, 235140 (2014)
62. J. Kunesˇ, D. Geffroy, Phys. Rev. Lett. 116, 256403 (2016)
63. A. Sotnikov, J. Kunesˇ, Sci. Rep. 6, 30510 (2016)
64. T. Kaneko, Y. Ohta, Phys. Rev. B 90, 245144 (2014)
65. T. Kaneko, B. Zenker, H. Fehske, Y. Ohta, Phys. Rev. B 92, 115106 (2015)
66. S. Hoshino, J. Otsuki, Y. Kuramoto, Phys. Rev. Lett. 107, 247202 (2011)
67. P. Werner, S. Hoshino, H. Shinaoka, Phys. Rev. B 94, 245134 (2016)
68. P. Werner, A. Comanac, L. de’ Medici, M. Troyer, A.J. Millis, Phys. Rev. Lett. 97,
076405 (2006)
69. A. Albuquerque, F. Alet, P. Corboz, P. Dayal, A. Feiguin, S. Fuchs, L. Gamper, E. Gull,
S. Gu¨rtler, A. Honecker, R. Igarashi, M. Ko¨rner, A. Kozhevnikov, A. La¨uchli, S. Man-
mana, M. Matsumoto, I. McCulloch, F. Michel, R. Noack, G. Paw lowski, L. Pollet,
T. Pruschke, U. Schollwo¨ck, S. Todo, S. Trebst, M. Troyer, P. Werner, S. Wessel, J.
Magn. Magn. Mat. 310, 1187 (2007)
70. J.E. Gubernatis, M. Jarrell, R.N. Silver, D.S. Sivia, Phys. Rev. B 44, 6011 (1991)
71. J. Otsuki, M. Ohzeki, H. Shinaoka, K. Yoshimi, Preprint arXiv:1702.03056
72. C.A. Marianetti, K. Haule, G. Kotliar, M.J. Fluss, Phys. Rev. Lett. 101, 056403 (2008)
73. M. Jarrell, Phys. Rev. Lett. 69, 168 (1992)
74. J. Kunesˇ, V. Krˇa´pek, Phys. Rev. Lett. 106, 256401 (2011)
75. M. Jarrell, Phys. Rev. B 51, 7429 (1995)
76. M. Ulmke, V. Janiˇs, D. Vollhardt, Phys. Rev. B 51, 10411 (1995)
77. J. Kunesˇ, P. Augustinsky´, Phys. Rev. B 89, 115134 (2014)
78. L. Boehnke, A.I. Lichtenstein, M.I. Katsnelson, F. Lechermann. Preprint
arXiv:1407.4795
79. K. Steiner, S. Hoshino, Y. Nomura, P. Werner, Phys. Rev. B 94, 075107 (2016)
80. L. Boehnke, F. Lechermann, Phys. Rev. B 85, 115128 (2012)
81. H. Park, K. Haule, G. Kotliar, Phys. Rev. Lett. 107, 137007 (2011)
82. Y. Tanabe, S. Sugano, Journal of the Physical Society of Japan 9(5), 766 (1954)
83. J. Kunesˇ, A.V. Lukoyanov, V.I. Anisimov, R.T. Scalettar, W.E. Pickett, Nat. Mater.
7, 198 (2008)
84. A.O. Shorikov, Z.V. Pchelkina, V.I. Anisimov, S.L. Skornyakov, M.A. Korotin, Phys.
Rev. B 82, 195101 (2010)
85. K. Ohta, R.E. Cohen, K. Hirose, K. Haule, K. Shimizu, Y. Ohishi, Phys. Rev. Lett.
108, 026403 (2012)
86. I. Leonov, Phys. Rev. B 92, 085142 (2015)
87. I. Leonov, L. Pourovskii, A. Georges, I.A. Abrikosov, Phys. Rev. B 94, 155135 (2016)
88. R.R. Heikes, R.C. Miller, R. Mazelsky, Physica 30, 1600 (1964)
30
89. C.S. Naiman, R. Gilmore, B. DiBartolo, A. Linz, R. Santoro, J. Appl. Phys. 36, 1044
(1965)
90. P.M. Raccah, J.B. Goodenough, Phys. Rev. 155, 932 (1967)
91. S. Yamaguchi, Y. Okimoto, H. Taniguchi, Y. Tokura, Phys. Rev. B 53, R2926 (1996)
92. C. Zobel, M. Kriener, D. Bruns, J. Baier, M. Gru¨ninger, T. Lorenz, P. Reutler,
A. Revcolevschi, Phys. Rev. B 66, 020402 (2002)
93. T. Kyoˆmen, Y. Asaka, M. Itoh, Phys. Rev. B 67, 144424 (2003)
94. T. Kyoˆmen, Y. Asaka, M. Itoh, Phys. Rev. B 71, 024418 (2005)
95. M. Abbate, J.C. Fuggle, A. Fujimori, L.H. Tjeng, C.T. Chen, R. Potze, G.A. Sawatzky,
H. Eisaki, S. Uchida, Phys. Rev. B 47, 16124 (1993)
96. M.A. Korotin, S.Y. Ezhov, I.V. Solovyev, V.I. Anisimov, D.I. Khomskii, G.A. Sawatzky,
Phys. Rev. B 54(8), 5309 (1996)
97. K. Kn´ızˇek, P. Nova´k, Z. Jira´k, Phys. Rev. B 71, 054420 (2005)
98. H. Hsu, K. Umemoto, M. Cococcioni, R. Wentzcovitch, Phys. Rev. B 79, 125124 (2009)
99. K. Kn´ızˇek, Z. Jira´k, J. Hejtma´nek, P. Nova´k, W. Ku, Phys. Rev. B 79, 014430 (2009)
100. R. Eder, Phys. Rev. B 81, 035101 (2010)
101. V. Krˇa´pek, P. Nova´k, J. Kunesˇ, D. Novoselov, D.M. Korotin, V.I. Anisimov, Phys.
Rev. B 86, 195104 (2012)
102. G. Zhang, E. Gorelov, E. Koch, E. Pavarini, Phys. Rev. B 86, 184413 (2012)
103. M. Karolak, M. Izquierdo, S.L. Molodtsov, A.I. Lichtenstein, Phys. Rev. Lett. 115,
046401 (2015)
104. T.C. Koethe, Ph.D. thesis, Universita¨t zu Ko¨ln (2006)
105. M.W. Haverkort, Z. Hu, J.C. Cezar, T. Burnus, H. Hartmann, M. Reuther, C. Zobel,
T. Lorenz, A. Tanaka, N.B. Brookes, H.H. Hsieh, H.J. Lin, C.T. Chen, L.H. Tjeng,
Phys. Rev. Lett. 97, 176405 (2006)
106. J.F. Afonso, J. Kunesˇ, Preprint arXiv:1612.07576
107. P. Werner, A.J. Millis, Phys. Rev. Lett. 99, 126405 (2007)
108. R. Suzuki, T. Watanabe, S. Ishihara, Phys. Rev. B 80, 054410 (2009)
109. M. Blume, V.J. Emery, R.B. Griffiths, Phys. Rev. A 4, 1071 (1971)
110. W. Hoston, A.N. Berker, Phys. Rev. Lett. 67, 1027 (1991)
111. J. Kunesˇ, J. Phys.: Condens. Matter 27(33), 333201 (2015)
112. B.I. Halperin, T.M. Rice, in Solid State Physics, vol. 21, ed. by F. Seitz, D. Turnbull,
H. Ehrenreich (Academic Press, New York, 1968), p. 115
113. B. Zocher, C. Timm, P.M.R. Brydon, Phys. Rev. B 84, 144425 (2011)
114. P.M.R. Brydon, C. Timm, Phys. Rev. B 79, 180504 (2009)
115. P.M.R. Brydon, C. Timm, Phys. Rev. B 80, 174401 (2009)
116. T. Kaneko, S. Ejima, H. Fehske, Y. Ohta, Phys. Rev. B 88, 035312 (2013)
117. G. Khaliullin, Phys. Rev. Lett. 111, 197201 (2013)
118. A. Jain, M. Krautloher, J. Porras, G.H. Ryu, D.P. Chen, D.L. Abernathy, J.T. Park,
A. Ivanov, J. Chaloupka, G. Khaliullin, B. Keimer, B.J. Kim, Preprint arXiv:1510.07011
119. J. Chaloupka, G. Khaliullin, Phys. Rev. Lett. 116, 017203 (2016)
120. L. Boehnke, Susceptibilities in materials with multiple strongly correlated orbitals.
Ph.D. thesis, University of Hamburg (2015)
121. This correspondence is only approximate for model with asymmetric band or with
cross-hopping.
122. J.P. Eisenstein, A.H. MacDonald, Nature 432, 691 (2004)
123. L.V. Pourovskii, B. Amadon, S. Biermann, A. Georges, Phys. Rev. B 76, 235101 (2007)
124. K. Haule, Phys. Rev. B 75, 155113 (2007)
125. B. Amadon, F. Lechermann, A. Georges, F. Jollet, T.O. Wehling, A.I. Lichtenstein,
Phys. Rev. B 77, 205112 (2008)
126. M. Aichhorn, L. Pourovskii, V. Vildosola, M. Ferrero, O. Parcollet, T. Miyake,
A. Georges, S. Biermann, Phys. Rev. B 80, 085101 (2009)
127. H. Park, A.J. Millis, C.A. Marianetti, Phys. Rev. B 90, 235103 (2014)
128. S.Y. Savrasov, G. Kotliar, E. Abrahams, Nature (London) 410, 793 (2001)
129. X. Dai, S.Y. Savrasov, G. Kotliar, A. Migliori, H. Ledbetter, E. Abrahams, Science
300, 953 (2003)
31
130. A.K. McMahan, K. Held, R.T. Scalettar, Phys. Rev. B 67, 075108 (2003)
131. B. Amadon, S. Biermann, A. Georges, F. Aryasetiawan, Phys. Rev. Lett. 96, 066402
(2006)
132. J. Bieder, B. Amadon, Phys. Rev. B 89, 195132 (2014)
133. A.A. Katanin, A.I. Poteryaev, A.V. Efremov, A.O. Shorikov, S.L. Skornyakov, M.A.
Korotin, V.I. Anisimov, Phys. Rev. B 81, 045117 (2010)
134. A.S. Belozerov, I. Leonov, V.I. Anisimov, Phys. Rev. B 87, 125138 (2013)
135. I. Leonov, A.I. Poteryaev, Y.N. Gornostyrev, A.I. Lichtenstein, M.I. Katsnelson, V.I.
Anisimov, D. Vollhardt, Sci. Rep. 4, 5585 (2014)
136. K. Glazyrin, L.V. Pourovskii, L. Dubrovinsky, O. Narygina, C. McCammon,
B. Hewener, V. Schu¨nemann, J. Wolny, K. Muffler, A.I. Chumakov, W. Crichton,
M. Hanfland, V.B. Prakapenka, F. Tasnadi, M. Ekholm, M. Aichhorn, V. Vildosola,
A.V. Ruban, M.I. Katsnelson, I.A. Abrikosov, Phys. Rev. Lett. 110, 117206 (2013)
137. L.V. Pourovskii, J. Mravlje, M. Ferrero, O. Parcollet, I.A. Abrikosov, Phys. Rev. B 90,
155120 (2014)
138. K. Held, G. Keller, V. Eyert, D. Vollhardt, V.I. Anisimov, Phys. Rev. Lett. 86, 5345
(2001)
139. G. Keller, K. Held, V. Eyert, D. Vollhardt, V.I. Anisimov, Phys. Rev. B 70, 205116
(2004)
140. S.K. Mo, J.D. Denlinger, H.D. Kim, J.H. Park, J.W. Allen, A. Sekiyama, A. Yamasaki,
K. Kadono, S. Suga, Y. Saitoh, T. Muro, P. Metcalf, G. Keller, K. Held, V. Eyert, V.I.
Anisimov, D. Vollhardt, Phys. Rev. Lett. 90, 186403 (2003)
141. S. Lupi, L. Baldassarre, B. Mansart, A. Perucchi, A. Barinov, P. Dudin, E. Papalazarou,
F. Rodolakis, J.P. Rueff, J.P. Itie´, S. Ravy, D. Nicoletti, P. Postorino, P. Hansmann,
N. Parragh, A. Toschi, T. Saha-Dasgupta, O.K. Andersen, G. Sangiovanni, K. Held,
M. Marsi, Nat. Commun. 1, 105 (2010)
142. A.I. Poteryaev, J.M. Tomczak, S. Biermann, A. Georges, A.I. Lichtenstein, A.N.
Rubtsov, T. Saha-Dasgupta, O.K. Andersen, Phys. Rev. B 76, 085127 (2007)
143. D. Grieger, C. Piefke, O.E. Peil, F. Lechermann, Phys. Rev. B 86, 155121 (2012)
144. D. Grieger, F. Lechermann, Phys. Rev. B 90, 115115 (2014)
145. I. Leonov, S. Skornyakov, V. Anisimov, D. Vollhardt, Phys. Rev. Lett. 115, 106402
(2015)
146. E. Pavarini, S. Biermann, A. Poteryaev, A.I. Lichtenstein, A. Georges, O.K. Andersen,
Phys. Rev. Lett. 92, 176403 (2004)
147. S. Biermann, A. Poteryaev, A.I. Lichtenstein, A. Georges, Phys. Rev. Lett. 94, 026404
(2005)
148. A.I. Poteryaev, A.I. Lichtenstein, G. Kotliar, Phys. Rev. Lett. 93, 086401 (2004)
149. I. Leonov, V.I. Anisimov, D. Vollhardt, Phys. Rev. Lett. 112, 146401 (2014)
150. E. Pavarini, E. Koch, A.I. Lichtenstein, Phys. Rev. Lett. 101, 266405 (2008)
151. E. Pavarini, E. Koch, Phys. Rev. Lett. 104, 086402 (2010)
152. J. Kunes, V.I. Anisimov, Ann. Phys. (Berlin) 523, 682 (2011)
153. L. Huang, Y. Wang, X. Dai, Phys. Rev. B 85, 245110 (2012)
154. A.A. Dyachenko, A.O. Shorikov, A.V. Lukoyanov, V.I. Anisimov, JETP Lett. 96, 56
(2012)
155. X. Ren, I. Leonov, G. Keller, M. Kollar, I. Nekrasov, D. Vollhardt, Phys. Rev. B 74,
195114 (2006)
156. J. Kunes, V.I. Anisimov, A.V. Lukoyanov, D. Vollhardt, Phys. Rev. B 75, 165115
(2007)
157. J. Kunes, V.I. Anisimov, S.L. Skornyakov, A.V. Lukoyanov, D. Vollhardt, Phys. Rev.
Lett. 99, 156404 (2007)
158. I.A. Nekrasov, N.S. Pavlov, M.V. Sadovskii, JETP Lett. 95, 581 (2012)
159. I.A. Nekrasov, N.S. Pavlov, M.V. Sadovskii, J. Exp. Theor. Phys. 116, 620 (2013)
160. P. Giannozzi, S. Baroni, N. Bonini, M. Calandra, R. Car, C. Cavazzoni, D. Ceresoli,
G.L. Chiarotti, M. Cococcioni, I. Dabo, A.D. Corso, S. de Gironcoli, S. Fabris,
G. Fratesi, R. Gebauer, U. Gerstmann, C. Gougoussis, A. Kokalj, M. Lazzeri, L. Martin-
Samos, N. Marzari, F. Mauri, R. Mazzarello, S. Paolini, A. Pasquarello, L. Paulatto,
C. Sbraccia, S. Scandolo, G. Sclauzero, A.P. Seitsonen, A. Smogunov, P. Umari, R.M.
Wentzcovitch, J. Phys.: Condens. Matter 21, 395502 (2009)
32
161. V.I. Anisimov, D.E. Kondakov, A.V. Kozhevnikov, I.A. Nekrasov, Z.V. Pchelkina, J.W.
Allen, S.K. Mo, H.D. Kim, P. Metcalf, S. Suga, A. Sekiyama, G. Keller, I. Leonov,
X. Ren, D. Vollhardt, Phys. Rev. B 71, 125119 (2005)
162. G. Trimarchi, I. Leonov, N. Binggeli, D. Korotin, V.I. Anisimov, J. Phys.: Condens.
Matter 20, 135227 (2008)
163. N. Marzari, D. Vanderbilt, Phys. Rev. B 56, 12847 (1997)
164. D. Korotin, A.V. Kozhevnikov, S.L. Skornyakov, I. Leonov, N. Binggeli, V.I. Anisimov,
G. Trimarchi, Eur. Phys. J. B 65, 91 (2008)
165. Z.S. Basinski, W. Hume-Rothery, A.L. Sutton, Proc. R. Soc. London Ser. A 229, 459
(1955)
166. R.W.G. Wyckoff (ed.), Crystal structure, vol. 1 (Wiley, New York, 1963)
167. H. Hasegawa, D.G. Pettifor, Phys. Rev. Lett. 50, 130 (1983)
168. D.J. Singh, W.E. Pickett, H. Krakauer, Phys. Rev. B 43, 11628 (1991)
169. C. Amador, W.R.L. Lambrecht, B. Segall, Phys. Rev. B 46, 1870 (1992)
170. L. Stixrude, R.E. Cohen, D.J. Singh, Phys. Rev. B 50, 6442 (1994)
171. A.D. Corso, S. de Gironcoli, Phys. Rev. B 62, 273 (2000)
172. S.V. Okatov, A.R. Kuznetsov, Y.N. Gornostyrev, V.N. Urtsev, M.I. Katsnelson, Phys.
Rev. B 79, 094111 (2009)
173. X. Sha, R.E. Cohen, Phys. Rev. B 73, 104303 (2006)
174. F. Ko¨rmann, A. Dick, B. Grabowski, T. Hickel, J. Neugebauer, Phys. Rev. B 85, 125104
(2012)
175. A.V. Ruban, V.I. Razumovskiy, Phys. Rev. B 85, 174407 (2012)
176. H.C. Hsueh, J. Crain, G.Y. Guo, H.Y. Chen, C.C. Lee, K.P. Chang, H.L. Shih, Phys.
Rev. B 66, 052420 (2002)
177. J. Neuhaus, W. Petry, A. Krimmel, Physica B 234-236, 897 (1997)
178. J. Zarestky, C. Stassis, Phys. Rev. B 35, 4500 (1987)
179. W. Petry, J. Phys. IV 5, C2 (1995)
180. N.D. Drummond, G.J. Ackland, Phys. Rev. B 65, 184104 (2002)
181. Y. Kamihara, T. Watanabe, M. Hirano, H. Hosono, J. Am. Chem. Soc. 130, 3296
(2008)
182. Z.A. Ren, W. Lu, J. Yang, W. Yi, X.L. Shen, Z.C. Li, G.C. Che, X.L. Dong, L.L. Sun,
F. Zhou, Z.X. Zhao, Chin. Phys. Lett. 25, 2215 (2008)
183. X.H. Chen, T. Wu, G. Wu, R.H. Liu, H. Chen1, D.F. Fang, Nature 453, 761 (2008)
184. J. Paglione, R.L. Greene, Nature Phys. 6, 645 (2010)
185. D.N. Basov, A.V. Chubukov, Nature Phys. 7, 272 (2011)
186. G.R. Stewart, Rev. Mod. Phys. 83, 1589 (2011)
187. P. Dai, J. Hu, E. Dagotto, Nature Phys. 8, 709 (2012)
188. F.C. Hsu, J.Y. Luo, K.W. Yeh, T.K. Chen, T.W. Huang, P.M. Wu, Y.C. Lee, Y.L.
Huang, Y.Y. Chu, D.C. Yan, M.K. Wu, Proc. Natl. Acad. Sci. USA 105, 14262 (2008)
189. S. Margadonna, Y. Takabayashi, M.T. McDonald, K. Kasperkiewicz, Y. Mizuguchi,
Y. Takano, A.N. Fitch, E. Suard, K. Prassides, Chem. Commun. p. 5607 (2008)
190. A.L. M. C. Lehman, K. Horigane, D. Louca, J. Phys.: Conf. Ser. 251, 012009 (2010)
191. Y. Mizuguchi, F. Tomioka, S. Tsuda, T. Yamaguchi, Y. Takano, Appl. Phys. Lett. 93,
152505 (2008)
192. S. Margadonna, Y. Takabayashi, Y. Ohishi, Y. Mizuguchi, Y. Takano, T. Kagayama,
T. Nakagawa, M. Takata, K. Prassides, Phys. Rev. B 80, 064506 (2009)
193. S. Medvedev, T.M. McQueen, I.A. Troyan, T. Palasyuk, M.I. Eremets, R.J. Cava,
S. Naghavi, F. Casper, V. Ksenofontov, G. Wortmann, C. Felser, Nature Mater. 8, 630
(2009)
194. B.C. Sales, A.S. Sefat, M.A. McGuire, R.Y. Jin, D. Mandrus, Y. Mozharivskyj, Phys.
Rev. B 79, 094521 (2009)
195. A. Martinelli, A. Palenzona, M. Tropeano, C. Ferdeghini, M. Putti, M.R. Cimberle,
T.D. Nguyen, M. Affronte, C. Ritter, Phys. Rev. B 81, 094115 (2010)
196. Y. Xia, D. Qian, L. Wray, D. Hsieh, G.F. Chen, J.L. Luo, N.L. Wang, M.Z. Hasan,
Phys. Rev. Lett. 103, 037002 (2009)
33
197. A. Tamai, A.Y. Ganin, E. Rozbicki, J. Bacsa, W. Meevasana, P.D.C. King, M. Caffio,
R. Schaub, S. Margadonna, K. Prassides, M.J. Rosseinsky, F. Baumberger, Phys. Rev.
Lett. 104, 097002 (2010)
198. K. Okazaki, J. Phys.: Conf. Ser. 449, 012019 (2013)
199. J. Maletz, V.B. Zabolotnyy, D.V. Evtushinsky, S. Thirupathaiah, A.U.B. Wolter,
L. Harnagea, A.N. Yaresko, A.N. Vasiliev, D.A. Chareev, A.E. Bo¨hmer, F. Hardy,
T. Wolf, C. Meingast, E.D.L. Rienks, B. Bu¨chner, S.V. Borisenko, Phys. Rev. B 89,
220506 (2014)
200. B.C. Sales, A.S. Sefat, M.A. McGuire, R.Y. Jin, D. Mandrus, Y. Mozharivskyj, Phys.
Rev. Lett. 105, 197001 (2010)
201. F. Chen, B. Zhou, Y. Zhang, J. Wei, H.W. Ou, J.F. Zhao, C. He, Q.Q. Ge, M. Arita,
K. Shimada, H. Namatame, M. Taniguchi, Z.Y. Lu, J. Hu, X.Y. Cui, D.L. Feng, Phys.
Rev. B 81, 014526 (2010)
202. Y. Zhang, F. Chen, C. He, L.X. Yang, B.P. Xie, Y.L. Xie, X.H. Chen, M. Fang, M. Arita,
K. Shimada, H. Namatame, M. Taniguchi, J.P. Hu, D.L. Feng, Phys. Rev. B 82, 165113
(2010)
203. J. Jiang, C. He, Y. Zhang, M. Xu, Q.Q. Ge, Z.R. Ye, F. Chen, B.P. Xie, D.L. Feng,
Phys. Rev. B 88, 115130 (2013)
204. E. Ieki, K. Nakayama, Y. Miyata, T. Sato, H. Miao, N. Xu, X.P. Wang, P. Zhang,
T. Qian, P. Richard, Z.J. Xu, J.S. Wen, G.D. Gu, H.Q. Luo, H.H. Wen, H. Ding,
T. Takahashi, Phys. Rev. B 89, R140506 (2014)
205. K. Nakayama, Y. Miyata, G.N. Phan, T. Sato, Y. Tanabe, T. Urata, K. Tanigaki,
T. Takahashi, Phys. Rev. Lett. 113, 237001 (2014)
206. I.I. Mazin, D.J. Singh, M.D. Johannes, M.H. Du, Phys. Rev. Lett. 101, 057003 (2008)
207. A.V. Chubukov, D.V. Efremov, I. Eremin, Phys. Rev. B 78, 134512 (2008)
208. A.D. Christianson, E.A. Goremychkin, R. Osborn, S. Rosenkranz, M.D. Lumsden, C.D.
Malliakas, I.S. Todorov, H. Claus, D.Y. Chung, M.G. Kanatzidis, R.I. Bewley, T. Guidi,
Nature 456, 930 (2008)
209. M.D. Lumsden, A.D. Christianson, D. Parshall, M.B. Stone, S.E. Nagler, G.J. Mac-
Dougall, H.A. Mook, K. Lokshin, T. Egami, D.L. Abernathy, E.A. Goremychkin, R. Os-
born, M.A. McGuire, A.S. Sefat, R. Jin, B.C. Sales, D. Mandrus, Phys. Rev. Lett. 102,
107005 (2009)
210. Y. Qiu, W. Bao, Y. Zhao, C. Broholm, V. Stanev, Z. Tesanovic, Y.C. Gasparovic,
S. Chang, J. Hu, B. Qian, M. Fang, Z. Mao, Phys. Rev. Lett. 103, 067008 (2009)
211. M.D. Lumsden, A.D. Christianson, E.A. Goremychkin, S.E. Nagler, H.A. Mook, M.B.
Stone, D.L. Abernathy, T. Guidi, G.J. MacDougall, C. de la Cruz, A.S. Sefat, M.A.
McGuire, B.C. Sales, D. Mandrus, Nature Phys. 6, 182 (2010)
212. W. Bao, Y. Qiu, Q. Huang, M.A. Green, P. Zajdel, M.R. Fitzsimmons, M. Zhernenkov,
S. Chang, M. Fang, B. Qian, E.K. Vehstedt, J. Yang, H.M. Pham, L. Spinu, Z.Q. Mao,
Phys. Rev. Lett. 102, 247001 (2009)
213. T.J. Liu, J. Hu, B. Qian, D. Fobes, Z.Q. Mao, W. Bao, M. Reehuis, S.A.J. Kimber,
K. Prokesˇ, S. Matas, D.N. Argyriou, A. Hiess, A. Rotaru, H. Pham, L. Spinu, Y. Qiu,
V. Thampy, A.T. Savici, J.A. Rodriguez, C. Broholm, Nature Mater. 9, 718 (2010)
214. O.J. Lipscombe, G.F. Chen, C. Fang, T.G. Perring, D.L. Abernathy, A.D. Christianson,
T. Egami, N. Wang, J. Hu, P. Dai, Phys. Rev. Lett. 106, 057004 (2011)
215. S. Li, C. de la Cruz, Q. Huang, Y. Chen, J.W. Lynn, J. Hu, Y.L. Huang, F.C. Hsu,
K.W. Yeh, M.K. Wu, P. Dai, Phys. Rev. B 79, 054503 (2009)
216. C. Zhang, W. Yi, L. Sun, X.J. Chen, R.J. Hemley, H.k. Mao, W. Lu, X. Dong, L. Bai,
J. Liu, A.F. Moreira Dos Santos, J.J. Molaison, C.A. Tulk, G. Chen, N. Wang, Z. Zhao,
Phys. Rev. B 80, 144519 (2009)
217. S.L. Skornyakov, V.I. Anisimov, D. Vollhardt, I. Leonov. (unpublished)
218. E. Gull, A.J. Millis, A.I. Lichtenstein, A.N. Rubtsov, M. Troyer, P. Werner, Rev. Mod.
Phys. 83, 349 (2011)
219. K. Haule, J.H. Shim, G. Kotliar, Phys. Rev. Lett. 100, 226402 (2008)
220. V.I. Anisimov, D.M. Korotin, M.A. Korotin, A.V. Kozhevnikov, J. Kunesˇ, A.O.
Shorikov, S.L. Skornyakov, S.V. Streltsov, J. Phys.: Condens. Matter 21, 075602 (2009)
34
221. S.L. Skornyakov, A.V. Efremov, N.A. Skorikov, M.A. Korotin, Y.A. Izyumov, V.I.
Anisimov, A.V. Kozhevnikov, D. Vollhardt, Phys. Rev. B 80, 092501 (2009)
222. S.L. Skornyakov, A.A. Katanin, V.I. Anisimov, Phys. Rev. Lett. 106, 047007 (2011)
223. Z.P. Yin, K. Haule, G. Kotliar, Nature Mater. 10, 932 (2011)
224. J.M. Tomczak, M. van Schilfgaarde, G. Kotliar, Phys. Rev. Lett. 109, 237010 (2012)
225. Z.P. Yin, K. Haule, G. Kotliar, Phys. Rev. B 86, 195141 (2012)
226. A. Georges, L. de Medici, J. Mravlje, Ann. Rev. of Cond. Mat. Phys. 4, 137 (2013)
227. C. Zhang, L.W. Harriger, Z. Yin, W. Lv, M. Wang, G. Tan, Y. Song, D.L. Abernathy,
W. Tian, T. Egami, K. Haule, G. Kotliar, P. Dai, Phys. Rev. Lett. 112, 217202 (2014)
228. S. Mandal, R.E. Cohen, K. Haule, Phys. Rev. B 89, R220502 (2014)
229. K. Haule, T. Birol, Phys. Rev. Lett. 115, 256402 (2015)
230. K. Haule, G.L. Pascut, Phys. Rev. B 94, 195146 (2016)
231. F sU can be also evaluated using a variation of the double occupancy matrix
δs〈nˆimσnˆim′σ′〉. However, this is computationally more demanding, since it requires
the calculation of a three-particle correlation function.
232. V. Galitskii, A. Migdal, Sov. Phys. JETP 7, 96 (1958)
233. The derivative δsµ is evaluated by employing the conservation of the total number of
particles δsN = Tr
∑
k,iωn
δsGˆk(iωn)e
iωn0+ ≡ 0.
234. We assume here that the Wannier basis is complete, i.e., there is no contribution caused
by the change of the projectors δs〈φn|ψik〉. In general, δs〈φn|ψik〉 can be evaluated using
the orthonormality conditions
∑N2
i=N1
〈φn|ψik〉〈ψik|φm〉 = δnm.
235. A.D. Corso, Ph.D. thesis, SISSA, Trieste (1993)
236. A.D. Corso, A. Pasquarello, A. Baldereschi, Phys. Rev. B 56, R11369 (1997)
237. D. Alfe`, Comp. Phys. Comm. 180, 2622 (2009)
238. H. Aoki, N. Tsuji, M. Eckstein, M. Kollar, T. Oka, P. Werner, Rev. Mod. Phys. 86,
779 (2014)
239. B. Bauer, L.D. Carr, H.G. Evertz, A. Feiguin, J. Freire, S. Fuchs, L. Gamper, J. Gukel-
berger, E. Gull, S. Guertler, A. Hehn, R. Igarashi, S.V. Isakov, D. Koop, P.N. Ma,
P. Mates, H. Matsuo, O. Parcollet, G. Paw lowski, J.D. Picon, L. Pollet, E. Santos,
V.W. Scarola, U. Schollwck, C. Silva, B. Surer, S. Todo, S. Trebst, M. Troyer, M.L.
Wall, P. Werner, S. Wessel, Journal of Statistical Mechanics: Theory and Experiment
2011(05), P05001 (2011)
240. P. Seth, I. Krivenko, M. Ferrero, O. Parcollet, Comp. Phys. Comm. 200, 274 (2016)
241. N. Parragh, A. Toschi, K. Held, G. Sangiovanni, Phys. Rev. B 86, 155158 (2012)
242. Y. Lu, M. Ho¨ppner, O. Gunnarsson, M.W. Haverkort, Phys. Rev. B 90, 085102 (2014)
243. F.A. Wolf, A. Go, I.P. McCulloch, A.J. Millis, U. Schollwo¨ck, Phys. Rev. X 5, 041032
(2015)
244. H. Hafermann, K.R. Patton, P. Werner, Phys. Rev. B 85, 205106 (2012)
245. L. Boehnke, H. Hafermann, M. Ferrero, F. Lechermann, O. Parcollet, Phys. Rev. B 84,
075145 (2011)
246. P. Gunacker, M. Wallerberger, E. Gull, A. Hausoel, G. Sangiovanni, K. Held, Phys.
Rev. B 92, 155102 (2015)
247. P. Gunacker, M. Wallerberger, T. Ribic, A. Hausoel, G. Sangiovanni, K. Held, Phys.
Rev. B 94, 125153 (2016)
248. A. Toschi, A.A. Katanin, K. Held, Phys. Rev. B 75, 045118 (2007)
249. A.N. Rubtsov, M.I. Katsnelson, A.I. Lichtenstein, Phys. Rev. B 77, 033101 (2008)
250. A.N. Rubtsov, M.I. Katsnelson, A.I. Lichtenstein, Annals of Physics 327(5), 1320
(2012)
251. E.G.C.P. van Loon, F. Krien, H. Hafermann, E.A. Stepanov, A.I. Lichtenstein, M.I.
Katsnelson, Phys. Rev. B 93, 155162 (2016)
