Abstract. In this paper we investigate the distribution of the set of values of a linear map at integer points on a quadratic surface. In particular, it is shown that subject to certain algebraic conditions, this set is equidistributed. This can be thought of as a quantitative version of the main result from [Sar11]. The methods used are based on those developed by A. Eskin, S. Mozes and G. Margulis in [EMM98] . Specifically, they rely on equidistribution properties of unipotent flows.
Introduction.
Consider the following situation. Let X be a rational surface in R d , R be a fixed region in R s and F : X → R s be a polynomial map. An interesting problem is to investigate the size of the set
consisting of integer points in X such that the corresponding values of F , are in R. Suppose that the set of values of F at the integer points of X, is dense in R s . In this case, the set Z will be infinite. However, the set
can be considered. This set will be finite, and its size will depend on T . Typically, the density assumption indicates that the set Z might be equidistributed, within the set of all integer points in X. Namely, as T increases, the size of the set Z T , should be proportional to the appropriately defined volume, of the set {x ∈ X : F (x) ∈ R, x ≤ T } , consisting of real points on X, with values in R and bounded norm. Such a result, if it is obtained, can be seen as quantifying the denseness of the values of F at integral points. The situation described above is too general, but it serves as motivation for what is to come. So far, what is proven, is limited to special cases. For instance, when M : R d → R s is a linear map, classical methods can be used to establish necessary and sufficient conditions, which ensure the values of M on Z d are dense in R s . The equidistribution problem described above can also be considered in this case. It is straightforward to obtain an asymptotic estimate for the number of integer points with bounded norm whose values lie in some compact region of R s (cf. [Cas72] ). When Q : R d → R is a quadratic form the situation is that of the Oppenheim conjecture. In [Mar89] , G. Margulis obtained necessary and sufficient conditions to ensure that the values of Q on Z d are dense in R. Considerable work has gone into the equidistribution problem in this case, first by S.G. Dani and G. Margulis, who obtained an asymptotic lower bound for the number of integers with bounded height such that their images lie in a fixed interval (cf. [DM93] ). Later, A. Eskin, G. Margulis and S. Mozes, gave the corresponding asymptotic upper bound for the same problem (cf. [EMM98] ). The major ingredient, used in the proof of Oppenheim conjecture, is to relate the density of the values of a quadratic form at integers to the density of certain orbits inside a homogeneous space. This connection was first noted by M. S. Raghunathan in the late 70's (appearing in print in [Dan81] , for instance). It is, in this way, using tools from dynamical systems to study the orbit closures of subgroups corresponding to quadratic forms, that Margulis proved the Oppenheim conjecture. Similarly, the later refinement, due to Dani-Margulis, who considered the values of quadratic forms at primitive integral 1 points in [DM90] and work on the equidistribution (quantitative) problem by Dani-Margulis and EskinMargulis-Mozes, were also obtained by studying the orbit closures of subgroups acting on homogeneous spaces.
Similar techniques were also used by A. Gorodnik in [Gor04] , to study the set of values of a pair, consisting of a quadratic and linear form, at integer points and in [Sar11] to establish conditions, sufficient to ensure that the values of a linear map at integers lying on a quadratic surface are dense in the range of the map. The main result of this paper deals with the corresponding equidistribution problem and is stated in the following Theorem. 
where Vol (R) is the s dimensional Lebesgue measure of R.
Remark 1.2. The constant C 0 appearing in Theorem 1.1 is such that
where the volume on the right is the Haar measure on the surface defined by Q (v) = a.
Remark 1.3. Theorem 1.1 should hold with the condition that rank Q| ker(M) = d − s replaced by the condition that rank Q| ker(M) > 3. Dealing with the more general situation requires taking into account the nontrivial unipotent part of Stab SO(Q) (M ), as such lower bounds could probably be proved using methods of [DM 93 ], but so far no way has been found to obtain the statement that would be needed in order to obtain an upper bound.
Remark 1.4. As in [EMM98] it would be possible to obtain a version of Theorem 1.1 where the condition that v < T was replaced by v ∈ T K 0 where K 0 is an arbitrary deformation of the unit ball by a continuous and positive function. It should also be possible to obtain a version of Theorem 1.1 where the parameters T 0 and C 0 remain valid for any pair (Q, M ) coming from compact subsets of pairs satisfying the conditions of the Theorem.
Remark 1.5. The cases when the quadratic form Q| ker(M) has signature (2, 2) or (2, 1) can be considered exceptional. There are asymptotically more integers than expected (by a factor of log T ) lying on certain surfaces defined by quadratic forms of signature (2, 2) or (2, 1). This leads to counterexamples of Theorem 1.1 in the cases when the quadratic form Q| ker(M) has signature (2, 2) or (2, 1). Details of these examples are found in Section 6.
Recall that in the proof of the quantitative Oppenheim conjecture (cf. [EMM98] ) one needs to consider an unbounded function on the space of lattices. Similarly, in order to prove Theorem 1.1 one needs to consider an unbounded function F on a certain homogeneous space. The basic idea is to try to apply Ratner's Equidistribution Theorem to F in order to show that the average of the values of F evaluated along a certain orbit converges to the average of F on the entire space. This is the fact that corresponds to the fact that integral points on the quadratic surface with values in R are equidistributed. The main problem in doing this is that F is unbounded and so one must obtain an ergodic theorem, taking a similar form to Ratner's Equidistribution Theorem, but valid for unbounded functions. In order to do this one needs precise information about the behaviour of the orbits near the cusp. This information is obtained in Section 3 and comes in the form of non divergence estimates for certain dilated spherical averages. In order to obtain these estimates we use a certain function defined by Y. Benoist and J.F. Quint in [BQ12] . The required ergodic theorem is then proved in Section 4. Finally in Section 5 the proof of Theorem 1.1 is completed using an approximation argument similar to that found in [EMM98] . Specifically, the averages of F over the space are related to the quantity C 0 Vol (R) T d−s−2 and the averages of F along an orbit are related to the number of integer points with bounded height, lying on the surface and with values in R. In Section 2 the basic notation is set up and the main results from Section 3 and Section 4 are stated.
Acknowledgements. The author would like to thank Alex Gorodnik for many helpful discussions and remarks about earlier versions of this paper.
2. Set up.
Main results.
For the rest of the paper the following convention is in place: s, d and p will be fixed natural numbers such that 2s < d and 0 < p < d. Also, r 1 and r 2 will be varying, natural numbers such that d − s = r 1 + r 2 . Let L denote the space of linear forms on R d and let C Lin denote the subset of L s such that for all M ∈ C Lin condition 3 of Theorem 1.1 is satisfied. A quadratic form on R d is said to be defined over Q, if it has rational coefficients or is a scalar multiple of a form with rational coefficients. For a, a rational number let Q (p, a) denote quadratic forms on R d defined over Q with signature (p, d − p) such that the set v ∈ Z d : Q (v) = a is non empty for all Q ∈ Q (p, a). Define C Pairs (a, r 1 , r 2 ) = (Q, M ) : Q ∈ Q (p, a) , M ∈ C Lin and Q| ker(M) has signature (r 1 , r 2 ) .
Note that for r 1 ≥ 3 and r 2 ≥ 1 the set C Pairs (a, r 1 , r 2 ) consists of pairs satisfying the conditions of Theorem 1.1. Although the set C Pairs (a, r 1 , r 2 ) and hence its subsets and sets derived from them depend on a, this dependence is not a crucial one, so from now on, most of the time this dependence will be omitted from the notation. For M ∈ L s and R ⊂ R s a connected region with smooth boundary
Using this notation, we state the following (equivalent) version of Theorem 1.1, which will be proved in Section 5.
Theorem 2.1. Suppose that r 1 ≥ 3, r 2 ≥ 1 and a ∈ Q. Then for all (Q, M ) ∈ C Pairs (a, r 1 , r 2 ) there exists C 0 > 0 such that for every θ > 0 and all compact R ⊂ R s with piecewise smooth boundary, there exists a T 0 > 0 such that for all T > T 0 ,
Remark 2.2. As remarked previously, the cases when r 1 = 2 and r 2 = 2 or r 1 = 2 and r 2 = 1 are interesting. In dimensions 3 and 4 there can be more integer points than expected lying on some surfaces defined by quadratic forms of signature (2, 2) or (2, 1), this means that the statement of Theorem 2.1 fails for certain pairs. In Section 6 these counterexamples are explicitly constructed. Moreover, it is shown that this set of pairs is big in the sense that it is of second category. We note that as in [EMM98] one could also show that this set has measure zero and one could prove the expected asymptotic formula as in Theorem 2.1 for almost all pairs.
Even though Theorem 2.1 fails when r 1 = 2 and r 2 = 2 or r 1 = 2 and r 2 = 1, we do have the following uniform upper bound, which will be proved in Section 5 and is analogous to Theorem 2.3 from [EMM98] . Theorem 2.3. Let R ⊂ R s be a compact region with piecewise smooth boundary and a ∈ Q.
(I) If r 1 ≥ 3 and r 2 ≥ 1, then for all (Q, M ) ∈ C Pairs (a, r 1 , r 2 ), there exists a constant C depending only on (Q, M ) and R such that for all T > 1,
(II) If r 1 = 2 and r 2 = 1 or r 1 = r 2 = 2 , then for all (Q, M ) ∈ C Pairs (a, r 1 , r 2 ) there exists a constant C depending only on (Q, M ) and R such that for all T > 2, 
Moreover since R ⊂ R s is arbitrary, up to rescaling and possibly replacing R by g s R we assume that g d ∈ SL d (R) and that g s is the identity. Let
By examining the description of the subgroup H g , given in Section 2.3 of [Sar11] it is clear that K g is a maximal compact subgroup of H g . It is a standard fact that G g is a connected semisimple Lie group and hence, has no nontrivial rational characters. Therefore, because Q g 0 is defined over Q, the Borel Harish-Chandra Theorem (cf. [PR94] , Theorem 4.13) implies Γ g is a lattice in G g . We will consider the dynamical system that arises from H g acting on
Equidistribution of measures.
Consider the function α, as defined in [EMM98] . It is an unbounded function on the space of unimodular lattices in R d . It has the properties that it can be used to bound certain functions that we will consider and it is left K I invariant. Similar functions have been considered in [Sch95] where it is related to various quantities involving successive minima of a lattice. Let ∆ be a lattice in R d . For any such ∆ we say that a subspace 
and α (∆) = max
Here we use the convention that if U is the trivial subspace then d ∆ (U ) = 1, hence α 0 (∆) = 1. Also note that if ∆ is a unimodular lattice then d ∆ R d = 1 and hence α d (∆) = 1. In (2.2) and Theorem 2.5 we consider α as a function on G g /Γ g , this is done via the canonical embedding of G g /Γ g into the space of unimodular lattices in R d , given by xΓ g → xZ d . Specifically, every x ∈ G g /Γ g can be identified with its image under this embedding before applying α to it. For f ∈ C c R d and g ∈ C SL (r 1 , r 2 ) we define the function
The function α has the property that there exists a constant c (f ) depending only on the support and maximum of f such that for all
The last property is well known and follows from Minkowski's Theorem on successive minima, see Lemma 2 of [Sch68] for example. Alternatively, see [HW08] for an up to date review of many related results.
We will be carrying out integration on various measure spaces defined by the groups introduced at the beginning of the section. With this in mind let us introduce the following notation for the corresponding measures. If v denotes some variable, the notation dv is used to denote integration with respect to Lebesgue measure and this variable. Let µ g be the Haar measure on
The following Theorem provides us with our upper bounds and will be proved in Section 3.
Theorem 2.4. Let g ∈ C SL (r 1 , r 2 ) be arbitrary and let ∆ = gZ d . Let {a t : t ∈ R} denote a self adjoint one parameter subgroup of SO (2, 1) embedded into H I so that it fixes the subspace e s+2 , . . . , e d−1 and only has eigenvalues e −t , 1 and e t .
(I) Suppose r 1 ≥ 3 , r 2 ≥ 1 and 0 < δ < 2, then
(II) Suppose r 1 = r 2 = 2 or r 1 = 2, r 2 = 1, then
In Section 4 we will modify the results from Section 4 of [EMM98] and combine them with Theorem 2.4 to prove the following Theorem which will be a major ingredient of the proof of Theorem 2.1. Theorem 2.5. Suppose r 1 ≥ 3 and r 2 ≥ 1. Let A = {a t : t ∈ R} be a one parameter subgroup of H g , not contained in any proper normal subgroup of H g , such that there exists a continuous homomorphism ρ :
) be a continuous function such that for some 0 < δ < 2 and some C > 0,
Then for all ǫ > 0 and all g ∈ C SL (r 1 , r 2 ) there exists
Remark 2.6. The condition that A should not be contained in any proper normal subgroup of H g is only necessary in the case when H g ∼ = SO (2, 2), since in all other cases H g is simple.
3. The upper bounds.
In this section we prove Theorem 2.4. By definition H I ∼ = SO (r 1 , r 2 ) and is embedded in SL d (R) so that it fixes e 1 , . . . , e s . Let {a t : t ∈ R} denote a self adjoint one parameter subgroup of SO (2, 1) embedded into H I so that it fixes the subspace e s+2 , . . . , e d−1 . Moreover, suppose that the only eigenvalues of a t are e −t , 1 and e t . For g ∈ C SL (r 1 , r 2 ), let ∆ = gZ d .
3.1. Proof of part I of Theorem 2.4. The aim is to construct a function f : H I → R which is contracted by the operator
We say that f is contracted by the operator A t if for any c > 0 there exists t 0 > 0 and b > 0 such that
This fact will be used in conjunction with Proposition 5.12 from [EMM98] which is stated below.
Proposition 3.1. Let f : H I → R be a strictly positive function such that:
(
It is clear that if in addition to satisfying properties (1)-(4), we have α (h∆)
δ ≤ f (h) for all h ∈ H I , then the conclusion of Part I of Theorem 2.4 follows. We define the function in three stages. In the first stage we define a function on the exterior algebra of R d , then this function is used to define a function on the space of lattices in R d . Finally we use that function to define a function with the required properties.
A function on the exterior algebra of
Since H I is semisimple this representation decomposes as a direct sum of irreducible subrepresentations. Associated to each of these subrepresentations is a unique highest weight. Let P denote the set of all these highest weights. For λ ∈ P, denote by U λ the sum of all of the subrepresentations with highest weight λ and let τ λ :
Let ǫ > 0. For 0 < i < d and v ∈ i R d the following function was defined by Benoist and Quint in [BQ12] . Let
In fact, the definition of ϕ ǫ given here is a special case of the definition given in [BQ12] . In the definition of ϕ ǫ , given by Benoist and Quint, there is an extra set of exponents depending on λ ∈ P \ {0} appearing. However, we see that in our case we may choose all of these exponents to be equal to one. 
We will need to refer to the constant defined as
2) Benoist and Quint showed that the function ϕ ǫ satisfies the following convexity property.
Lemma 3.4. There exists a positive constant C such that for any
We also need to obtain uniform bounds for the spherical averages of ϕ ǫ . In order to do this we use the following Lemma (Lemma 5.2) from [EMM98] will be used. 
Using Lemma 3.5 we can obtain the following bound on the spherical averages.
Lemma 3.6. Suppose r 1 ≥ 3 and r 2 ≥ 1. Then for all ǫ > 0, 0 < δ < 2 and c > 0 there exists t 0 > 0 such that for all t > t 0 and all v ∈ F c \ {0},
is a closed subset of the unit sphere in R d . We have a t = exp (tA), for an appropriate choice of A satisfying the conditions of Lemma 3.5.
We claim that for any v ∈ S, Kv ⊂ W 0 . To see this, let 
This implies that for all c > 0, there exists t 0 > 0, such that for all t > t 0 and all v ∈ F c \ {0},
Then the claim of the Lemma follows from Remark 3.2.
A function on the space of lattices. For any lattice Λ, we say that
and Ω (Λ) be the sets of Λ-integral elements of Ω i and Ω respectively. Define f ǫ :
Note that, by Remark 3.2 for all ǫ > 0 there exists some constant c ǫ > 0 such that for any unimodular lattice Λ, we have
Moreover, it follows from the definition of the α function that
The following Lemma is necessary to ensure that the function f ǫ (h∆) is finite for all h ∈ H I .
Lemma 3.7. For all h ∈ H
Proof. Suppose for a contradiction that u ∈ Ω (h∆)∩F. Suppose that u has degree i for some 0 < i < d 
In view of (3.1) and (3.2) the proof of part I of Theorem 2.4 will be complete provided that that the conditions (1)-(4) from Proposition 3.1 are satisfied by the function f ∆,ǫ for some ǫ > 0. It is clear that
v ∈ Ω and h ∈ H I , f ∆,ǫ also satisfies condition (1) of Proposition 3.1. From Remark 3.3 we get that f ∆,ǫ (1) = ∞ only if there exists v ∈ Ω (∆) ∩ F, but by Lemma 3.7 we know that no such v exists and so f ∆,ǫ (1)
It follows from the definition of ϕ ǫ and (3.4) that
Let C be the constant from Lemma 3.4. Assume that ǫ is small enough so that 
by Lemma 3.4 part (1). This implies that
which contradicts (3.7).
In this case u = 1. The same computation but using Lemma 3.4 part (2) still gives (3.9) which is still a contradiction.
In this case u ∧ v ∧ w is an integer. Therefore, the same computation but using Lemma 3.4 part (3) still gives (3.9).
Case 2.4.
The same computation, using Lemma 3.4 part (4) gives
which is again a contradiction. This completes the proof of the claim.
, and by left K I invariance of ϕ ǫ , (3.5) and (3.6) for all k ∈ K I we have
If v ∈ Ψ (h∆), then (3.10) holds for obvious reasons. Therefore (3.10) holds for all v ∈ Ω. Thus using the definition of f ǫ and (3.10) we get
Using Lemma 3.7 we see that for all ψ ∈ Ψ (h∆), ψ ∈ F and hence
) and we can apply (3.3) to get
for each ψ ∈ Ψ (h∆). If ϕ ǫ (a t0 kψ) = 0, then it is clear that (3.12) also holds. Using Claim 3.9, we obtain
the claim of the Lemma follows from (3.6), (3.8), (3.11) and (3.12). 
Proof. Since SO (2, 1) is locally isomorphic to SL 2 (R) and SO (2, 2) is locally isomorphic to SL 2 (R) × SL 2 (R), this follows directly from Lemma 5.13 from [EMM98] .
The general strategy of this subsection is broadly the same as in the last one. First we define a certain function on the exterior algebra of R d and then we use this function to define a function which has the properties demanded by Lemma 3.10. 
Proof. This is a direct consequence of Lemma 5.6 from [EMM98] and the fact that 2γ i1+i2
The following Lemma is used to bound the spherical averages. It is analogous to Lemma 3.6, (see also Lemma 5.5 from [EMM98] ). It explains why in this case the fixed vectors do not cause problems.
Lemma 3.12. Suppose r 1 ≥ 2 and r 2 ≥ 1. Then for all t ≥ 0 and v ∈ R d \ {0},
, from which it is clear that the claim of the Lemma follows. Let π − and π + be the projections from R d onto the contracting and expanding eigenspaces of a t respectively. Note that
Let Q 0 also denote the matrix that defines the quadratic form Q 0 . Note that π
Therefore, using (3.13) and (3.14) we have
for all t ≥ 0 and v ∈ R d \ {0} as required.
Functions on
Note that for all ǫ > 0 there exists some constant c ǫ > 0 such that for any unimodular lattice Λ,
In view of this and (3.2), the proof of part II of Theorem 2.4 will be complete provided that that the conditions (1)-(4) from Proposition 3.10 are satisfied by the functions f ∆,ǫ for some ǫ > 0. It is clear that f ∆,ǫ is left K I invariant. Also, since ρ h
f ∆,ǫ also satisfies condition (1) of Proposition 3.10. We also have that f ∆,ǫ (1) < ∞. It remains to show that f ∆,ǫ satisfies condition (4) of Proposition 3.10.
Lemma 3.13. Suppose r 1 = 2 and r 2 = 1 or r 1 = r 2 = 2. Then there exists ǫ > 0 and t 0 > 0, such that for all 0 ≤ t < t 0 and h ∈ H I ,
It follows from the definition of ϕ ǫ and (3.15) that for all 0 ≤ t < t 0 , (3.16) m
Now we show that: For ǫ small enough the set Ψ (h∆) contains only one element up to sign change in each degree. To see this, assume that for some 0 < i < d, Ψ (h∆) ∩ Ω (h∆) contains two non-colinear elements, v 0 and w 0 . We can write v 0 = u ∧ v and w 0 = u ∧ w where u ∈ Ω i1 (h∆) ,v ∈ Ω i2 (h∆) and w ∈ Ω i2 (h∆) with i 1 ≥ 0 and i 2 > 0. In this case
by Lemma 3.11. Hence the claim is true since taking ǫ small enough gives a contradiction.
In view of this discussion we can suppose that Ψ (h∆)
, and by left K I invariance of ϕ ǫ and (3.16) for all k ∈ K I we have
If v ∈ Ψ (h∆), then (3.17) holds for obvious reasons. Therefore (3.17) holds for all v ∈ Ω. Thus using the definition of f ∆,ǫ and (3.17) we get
By Lemma 3.12 there exists t 0 > 0, so that for any v ∈ R d and all 0 ≤ t < t 0 ,
for each ψ i ∈ Ψ (h∆). The claim of the Lemma follows from (3.18) and (3.19).
Ergodic Theorems.
For subgroups W 1 and W 2 of G g , let X (W 1 , W 2 ) = {g ∈ G g : W 2 g ⊂ gW 1 }. As in [EMM98] the ergodic theory is based on Theorem 3 from [DM93] reproduced below in a form relevant to the current situation.
Theorem 4.1. Suppose r 1 ≥ 2 and r 2 ≥ 1. Let g ∈ C SL (r 1 , r 2 ) be arbitrary. Let The next result is a reworking of Theorem 4.3 from [EMM98] . The difference is that in Lemma 4.3 the identity is fixed as the base point for the flow and the condition that H g be maximal is dropped. 
and therefore (4.3) implies
Then from (4.4), it follows that, for all η > 0 there exists a compact subset
From Theorem 4.1, for all ǫ > 0 there exists a T 0 > 0, such that for all x ∈ (F ∩ K g ) /Γ g and T > T 0 ,
Therefore if k ∈ K g , T > T 0 and 
Proof. Let φ be a bounded continuous function on G g /Γ g . Lemma 4.3 implies for all ǫ > 0, η > 0 and
Using (4.6) with d = 1 and d = 1 + δ we get that for for all ǫ > 0 and η > 0 there exists a subset C ⊆ K g with ν g (C) ≥ 1 − η such that for all k ∈ C the following holds
Hence for all k ∈ C we have
This means that for all δ > 0, η > 0 and ǫ > 0,
Since we can make ǫ and η as small as we wish this implies the claim. 
Proof. This is very similar to the proof of Theorem 4.4 from [EMM98] and some details will be omitted. Fix ǫ > 0. Assume that φ is uniformly continuous. Let u t = ( 1 t 0 1 ) and w = 
since k ′ t and w ′ ∈ K g . It follows from (4.7) that for r, t > 0,
By uniform continuity, the fact that lim t→∞ b t = I and (4.8) imply there exists T 1 > 0 and δ > 0 such that for t > T 1 and |r − 1| < δ we have
Combining (4.9) with Lemma 4.5 via the triangle inequality finishes the proof of the Lemma.
The section is completed by the proof of the main ergodic result whose proof follows that of Theorem 3.5 in [EMM98] .
Proof of Theorem 2.5. Assume that φ is non-negative. Let
The last inequality is true because g r (x) = 0 if α (x) ≤ r. Therefore
Since g ∈ C SL (r 1 , r 2 ), r 1 ≥ 3 and r 2 ≥ 1 Theorem 2.4 part I implies there exists B such that
for all t ≥ 0. Then (4.11) implies that
For all ǫ > 0 there exists a compact subset,
The function α is bounded on C and hence for all ǫ > 0,
This means that
Note that
.
), (4.13) and (4.14) imply that
Since the function φ (x) − φ (x) g r (x) is continuous and has compact support, Lemma 4.5 implies for all ǫ > 0 and g ∈ C SL (r 1 , r 2 ) there exists T 0 > 0 such that for all t > T 0 , (4.16)
It is straight forward to check that (4.10), (4.12), (4.15) and (4.16) imply the conclusion of the Theorem if r is sufficiently large.
5. Proof of Theorem 2.1.
The proof of Theorem 2.1 follows the same route as that of Sections 3.4-3.5 of [EMM98] . The main modification we make in order to handle the present situation is that we work inside the surface X g (R) rather than in the whole of R d . For t ∈ R and v ∈ R d define a linear map a t by
Note that the one parameter group {â t : t∈ R} = g −1 {a t : t ∈ R} g ⊂ H g and that there exists a continuous homomorphism ρ :
: t > 0 . Moreover note that {a t : t ∈ R} is self adjoint, not contained in any normal subgroup of H g and the only eigenvalues of a t are e −t , 1 and e t . In other words, {â t : t∈ R} satisfies the conditions of Theorem 2.5 and Theorem 2.4. For any natural number n, let S n−1 denote the unit sphere in a n dimensional Euclidean space and let γ n = Vol (S n ) and c r1,r2 = γ r1−1 γ r2−1 then define
5.1. Proof of Theorem 2.3. In Lemma 5.1 it is shown that it is possible to approximate certain integrals over K g by integrals over R d−s−2 . The integral over R d−s−2 can be used like the characteristic function of R × A (T /2, T ), in particular Theorem 2.3 is proved as an application of Lemma 5.1. It should be noted that Lemma 5.1 is analogous to Lemma 3.6 from [EMM98] and its proof is similar.
Lemma 5.1. Let f be a continuous function of compact support on
Then for every ǫ > 0 there exists T 0 > 0 such that for every t with e t > T 0 and every
Proof. By Lemma 2.2 of [Sar11] , for all g ∈ C SL (r 1 , r 2 ) there exists a basis of
where Note that by (5.5),
and
Finally,
Hence, using (5.6), (5.7) and (5.8) together with the uniform continuity of f , applied with w = kv for v ∈ R d + and k ∈ K g , we see that for all δ > 0 there exists a t 0 > 0 so that if t > t 0 then (5.9)
where v d is determined by
Change basis by letting 
where the last estimate follows from (5.5). By integrating (5.9) with respect to K g we see that for all ǫ > 0 there exists a t 0 > 0 so that if t > t 0 then (5.11)
Equation ( 
Because (5.10) implies that ρ
we can use (5.11) and (5.12) to get that for all ǫ > 0 there exists a t 0 > 0 so that if t > t 0 and v > t 0 then
By dividing through by the factor
we obtain the desired conclusion.
For f 1 and f 2 continuous functions of compact support on
,g . These operations make the collection of functions of the form J f,g into an algebra of real valued functions on the set R s × {v ∈ R : v > 0}. Denote by this algebra by A. The following Lemma will be used in the proofs of Theorem 2.3 and Theorem 2.1.
Proof. Let B be a compact subset of R s × {v ∈ R : v > 0}. Let A B denote the subalgebra of A of functions with support B. It is straightforward to check that the algebra A B separates points in B and does not vanish at any point in B. Therefore, by the Stone-Weierstrass Theorem (cf. [Rud76] , Theorem 7.32) A B is dense in the space of continuous functions on B. Since B is arbitrary this implies the claim.
Proof of Theorem 2.3. Let ǫ > 0 be arbitrary and g ∈ C SL (r 1 , r 2 ). By Lemma 5.2 there exists a continuous non-negative function
Then by Lemma 5.1, for sufficiently large t,
By (2.2) we have the bound
where c (f ) is a constant depending only on f . Since g ∈ C SL (r 1 , r 2 ), part I of Theorem 2.4 implies that if r 1 ≥ 3 and r 2 ≥ 1 then
In the case when r 1 = 2 and r 2 = 1 or r 1 = r 2 = 2 part II of Theorem 2.4 implies that for all g ∈ C SL (r 1 , r 2 ) there exists a constant C so that
Hence, (5.13), (5.14) and (5.15) imply that as long as r 1 ≥ 3 and r 2 ≥ 1 there exists a constant C 2 such that
Similarly, (5.13), (5.14) and (5.16) imply that if r 1 = 2 and r 2 = 1 or r 1 = r 2 = 2, then
Since we can write T = e t and
the Theorem follows by summing a geometric series.
Theorem 2.3 has the following Corollary which is comparable with Proposition 3.7 from [EMM98] and will be used in the proof of Theorem 2.1. 
Proof. Since J f,g has compact support, the number of non zero terms in the sum on the left hand side of (5.17) is bounded by ce (d−s−2)t because of Theorem 2.3. Hence summing the result of Lemma 5.1 over v ∈ X g (Z) proves (5.17).
Volume estimates. For a compactly supported function
For X ⊆ R d we will use the notation Vol Xg (X ) =´X
1 X ∩Xg(R) dm g to mean the volume of X with respect to the volume measure on X g (R).
The following Lemma and its Corollary are analogous to Lemma 3.8 from [EMM98] and the proofs share some similarities, although it is here that the fact we are integrating over X g (R) rather than the whole of R d becomes an important distinction. In Lemma 5.4 we compute lim T →∞
here it is crucial that h is not defined on R s × {0}; if it was, using the fact that h can be bounded by an integrable function, one could directly pass the limit inside the integral and the limit would be 0. The basic strategy of Lemma 5.4 is that we evaluate the integral´X g (R) dm g by switching to polar coordinates. This has the effect that the integral changes into an integral over two spheres, then we approximate the spheres by an orbit of K g and an integral over the coordinates fixed by K g .
Lemma 5.4. Suppose that h is a continuous function of compact support in
where e 0 is a unit vector in R d and C 1 is the constant defined by (5.1).
, s 1 is a non-negative integer such that r 1 + s 1 = p and s 2 is a non-negative integer such that r 2 + s 
In these coordinates we may write
where √ a cosh t = T r + a/4T r and √ a sinh t = T r − a/4T r. Therefore the normalisations already present on m g and µ g induce a normalisation on p Λi . Moreover, it follows from the Borel Harish-Chandra Theorem (cf. [PR94] , Theorem 4.13) that the measure of p Λi (P i (g) /Λ i (g)) < ∞, for each 1 ≤ i ≤ j. As in [EMM98] and [DM93] where the proofs rely on Siegel's integral formula, here the proof relies on the following result.
Lemma 5.6. For all f ∈ C c (X g (R)) and g ∈ C SL (r 1 , r 2 ) there exists a constant
Proof. Note that for 1 ≤ i ≤ j, G g /P i (g) ∼ = X g (R). If f ∈ C c (X g (R)) then f is Λ i (g) invariant and therefore can be considered as an integrable function on G g /Λ i (g) and so
(5.28)ˆX g (R)ˆPi(g)/Λi(g) f (xp) dp Λi (p) dm g (x) =ˆP i(g)/Λi(g) dp ΛiˆX
f dm g . = j i=1ˆP i (g)/Λi(g) dp ΛiˆX
Now it follows from the definition of
f dm g , which is the desired result.
From the definition of Ψ (h) we see that for all h ∈ C c R s × R d \ {0} and g ∈ C SL (r 1 , r 2 ) there exists t 0 > 0, so that for all ǫ > 0 and t > t 0 , Hence for all (Q, M ) ∈ C Pairs (r 1 , r 2 ) there exists t 0 > 0, so that for all θ > 0 and t > t 0 ,
The conclusion of the Theorem follows by applying Corollary 5.5 and summing a geometric series.
Counterexamples
In small dimensions there are slightly more integer points than expected on the quadratic surfaces defined by forms with signature (1, 2) and (2, 2). This fact was exploited in [EMM98] to show that the expected asymptotic formula for the situation they consider is not valid for these special cases. In a similar manner it is possible to construct examples that show that Theorem 1.1 is not valid in the cases that the signature of H g is (1, 2) or (2, 2). In this section, for the sake of brevity we restrict our attention to the case when s = 1, but we note that similar arguments would hold in the case when s > 1. To start with make the following definitions
