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Abstract
Extrapolation is a well-known technique for solving convex optimization and variational
inequalities and recently attracts some attention for non-convex optimization. Several
recent works have empirically shown its success in some machine learning tasks. However,
it has not been analyzed for non-convex minimization and there still remains a gap between
the theory and the practice. In this paper, we analyze gradient descent and stochastic
gradient descent with extrapolation for finding an approximate first-order stationary point
in smooth non-convex optimization problems. Our convergence upper bounds show that
the algorithms with extrapolation can be accelerated than without extrapolation.
1. Introduction
We are interested in solving the following non-convex optimization problem:
min
x∈Rd
f(x), (1)
where f(x) is L-smooth. When the objective function can be written as an expectation of
a random function, then (1) becomes a stochastic non-convex optimization problem:
min
x∈Rd
f(x) := E[f(x; ξ)], (2)
where ξ is a random variable. In this paper, we consider solving the problem (1) by gradient
descent with extrapolation (GDE) method and solving the problem (2) by stochastic gradient
descent with extrapolation (SGDE) method. Non-convex optimization has brought tremen-
dous success in many areas of machine learning including deep learning (Goodfellow et al.,
2016), tensor decomposition (Ge et al., 2015), and low-rank matrix completion (Jain et al.,
2013). Many existing works have shown non-convex losses may yield improved robustness
and classification accuracy (Chapelle et al., 2009; Wu and Liu, 2007; Nguyen and Sanner,
2013; Xu et al., 2018). It is well known that traditional gradient descent (GD) and its vari-
ants such as stochastic gradient descent (SGD) are widely used in solving the problems (1)
and (2), respectively. The convergence results are also well-studied both for GD and SGD
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methods (Nesterov, 1998; Ghadimi and Lan, 2013; Yan et al., 2018). For example, Nesterov
(1998) has shown that GD enjoys iteration complexity of O(1/ǫ2) for finding an ǫ-first-order
stationary point (i.e., find an x such that ‖∇f(x)‖ ≤ ǫ) of problem (1). Ghadimi and Lan
(2013) established a O(1/ǫ4) iteration complexity of SGD for finding an ǫ-first-order sta-
tionary point in expectation satisfying that E[‖∇f(x)‖] ≤ ǫ for solving the problem (2).
Yan et al. (2018) then extended the result to stochastic momentum methods. Although
GD and SGD achieve lots of success, recent works have shown that extragradient descent
methods perform better or converge faster than GD/SGD in several machine learning tasks
such as training generative adversarial networks (GANs) (Yadav et al., 2017; Gidel et al.,
2018), training low bit neural network (Leng et al., 2018), learning Gaussian mixture mod-
els (Mertikopoulos et al., 2018), and solving linear programming (Wang and Shawe-Taylor,
2009). However, the theoretical guarantee of non-asymptotical convergence of GDE (resp.
SGDE) is still unclear for the general non-convex problem (1) (resp. problem (2)). In this
paper, we analyze GDE and a new variant of SGDE and establish their convergence results
for finding an approximate first-order stationary point in non-convex optimization. The
main contributions of this paper are summarized as follows.
• We analyze a variant of GDE for a general smooth non-convex problem (1). It enjoys
an iteration complexity of O(1/ǫ2) for finding an ǫ-first-order stationary point x of
problem (1) that satisfying ‖∇f(x)‖ ≤ ǫ. Our convergence bound shows that it could
be faster than the GD method.
• We analyze mini-batch SGDE algorithm, showing that it achieves a total gradient
complexity of O(1/ǫ4) for finding an ǫ-first-order stationary solution x of problem (2)
in expectation with a mini-batch size of O(1/ǫ2). To avoid the mini-batch requirement,
we also propose a stagewise SGDE, which enjoys the same gradient complexity of
O(1/ǫ4) but without the requirement of a large mini-batch size. Our convergence
bound also shows that it could achieve practical speed-up.
2. Related Work
In this section, we review some related work about gradient descent with extrapolation meth-
ods. The extragradient method was first introduced by Korpelevich (1976, 1983) for solving
variational inequality problems (VIP) (Hartman and Stampacchia, 1966; Harker and Pang,
1990), i.e., finding a point x∗ ∈ Ω such that 〈G(x),x∗ − x〉 ≤ 0,∀x ∈ Ω, where Ω is a
nonempty closed convex subset of Rd and G : Rd → Rd is an operator. It generates a pair
of sequence by carrying out two projections in each iteration:
xt = PΩ[zt−1 − ηG(zt−1)],
zt = PΩ[zt−1 − ηG(xt)].
Most subsequent research works e.g., Tseng 2000; Censor et al. 2011; Thong and Van Hieu
2018; Nemirovski 2004; Nesterov 2007; Solodov and Svaiter 1999; Monteiro and Svaiter 2010,
2011; Juditsky et al. 2011; Chen et al. 2017 have analyzed the convergence of extragradient
method and its variants for solving (stochastic) VIP under the assumptions of L-Lipschtiz
continuous and monotone operator G. If one considers the minimization of a function as
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a VI problem, then Lipschitz continuous and monotone operator means the gradient of a
convex function that is Lipschitz continuous. It is also notable that Gidel et al. (2018)
proposed stochastic extragradient algorithms for solving min-max saddle point problems
from a perspective of variational inequality. In the theoretical side, their convergence rates
of proposed algorithms are built based on an assumption that the considered problems
are convex-concave or the variational inequalities are monotone. Few works have consid-
ered (stochastic) extragradient methods for non-monotone VI (Kannan and Shanbhag, 2014;
Dang and Lan, 2015) under some pseudo-monotonicity assumption. In contrast, we directly
analyze GDE methods and their convergence for finding a stationary point of smooth non-
convex optimization problems without considering the above assumptions.
In the context of optimization setting, extragradient method and its accelerated/extended
version were well studied with the establishments of convergence rate. It has been shown (Luo and Tseng,
1993; Wang and Lin, 2014) that extragradient method is a special case of feasible de-
scent method (FDM). Under local error bound assumption, Luo and Tseng (1993) have
proved linear convergence of extragradient method for solving convex optimization prob-
lems. Monteiro and Svaiter (2013) applied hybrid proximal extragradient (HPE) method
to convex optimization by proposing an accelerated HPE, enjoying the convergence rate of
O(1/T 2). Recently, Diakonikolas and Orecchia (2018) developed an accelerated extragra-
dient descent (AXGD) method for solving smooth and convex problems by combining the
key ideas from Nesterov’s accelerated gradient (NAG) method (Nesterov, 1983) and Ne-
mirovski’s mirror-prox method (Nemirovski, 2004). AXGD achieved a convergence rate of
O(1/T 2), matching the order of NAG’s convergence rate. Chiang et al. (2012); Yang et al.
(2014) and several subsequent works (Rakhlin and Sridharan, 2013b,a) have considered the
extragradient method for online convex optimization that repeatedly use an online gradi-
ent for two updates, and showed smaller regret compared with online gradient method for
smooth functions.
Very recently, Nguyen et al. (2018) proposed an extended extragradient method (EEG)
to minimize the sum of two functions that one is smooth and another is convex. EEG uses
two proximal gradient steps at each iteration, which is slightly different from two orthogonal
projection steps of classical extragradient. Like classical extragradient method, EEG still has
the issue that computing two gradients might seriously affect the efficiency of the algorithm.
For non-convex case, under the Kurdyka-Łojasiewicz (KL) assumption (Bolte et al., 2007,
2010, 2017), they have shown that the sequence generating by EEG converges to a first-order
critical point of the considered problem with finite length. Their convergence rate is asymp-
totic and heavily depends on the Łojasiewicz exponent parameter θ (Bolte et al., 2017),
which value is specific to the particular problem. By contrast, we consider GDE methods
for solving general smooth but non-convex problems, and estbalish a non-asymptotic con-
vergence result with an iteration complexity of O(1/ǫ2) for finding an ǫ-first-order stationary
point with potential improvement than the GD method. We also propose two variants of
GDE method in stochastic setting, namely mini-batch SGDE and stagewise SGDE with both
of them achieving an iteration complexity of O(1/ǫ4) for finding an ǫ-first-order stationary
point in expectation. It is worth mentioning that our GDE and SGDE methods only need to
compute gradient or stochastic gradient once per iteration inspired by (Chiang et al., 2012;
Yang et al., 2014), implies that our methods are more efficient than EEG since it saves the
computation of (stochastic) gradient in each updating.
3
Xu Yuan Yang Jin Yang
3. Preliminaries
In this section, we will present some notations and a previous result about extrapolation.
Recall the problem of interest is
min
x∈Rd
f(x), (3)
or
min
x∈Rd
f(x) := E[f(x; ξ)], (4)
where ξ is a random variable, both f(x) and f(x; ξ) are non-convex functions. Let us denote
by x∗ the global minimum of f(x), i.e., x∗ ∈ argminx∈Rd f(x). First, we make the following
assumptions throughout the paper.
Assumption 1
(i). f(x) has L-Lipschitz continuous gradient, i.e., there exists L > 0 such that ‖∇f(x)−
∇f(y)‖ ≤ L‖x− y‖ for all x,y ∈ Rd;
(ii). there exists ∆ <∞ such that f(x)− f(x∗) ≤ ∆ for all x ∈ R
d;
(iii). every random function f(x; ξ) is differentiable;
(iv). there exists G > 0 such that E[‖∇f(x; ξ)−∇f(x)‖2] ≤ G2 holds.
Remark. Assumption 1 (iii) (iv) are standard assumptions made in the literature of stochas-
tic non-convex optimization (Ghadimi and Lan, 2013; Yan et al., 2018). Assumption 1 (ii)
is used to get the iteration complexity of an algorithm, in particular, it is needed in getting
the iteration complexity of Stagewise SGDE. While for iteration complexities of GDE and
SGDE, we only need a weaker assumption that for an initial solution x0 ∈ Rd, there exists
a constant ∆0 > 0 such that f(x0)− f(x∗) ≤ ∆0.
Next, to measure the convergence of non-convex and smooth optimization problems as
in(Nesterov, 1998; Ghadimi and Lan, 2013; Yan et al., 2018), we need the following defini-
tion of first-order stationary point.
Definition 1 (First-order stationary point) For problem (3) or (4), a point x ∈ Rd is
called a first-order stationary point if
‖∇f(x)‖ = 0.
Moreover, if
‖∇f(x)‖ ≤ ǫ,
then the point x is said to be an ǫ-stationary point.
We then introduce the Moreau envelope function of f(x) and proximal mapping, which
are formally stated as follows.
4
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Definition 2 For any λ > 0, the following function is called a Moreau envelope of f
fγ(x) := min
y∈Rd
{
f(y) +
1
2γ
‖y − x‖2
}
. (5)
Moreover, the optimal solution to the above problem is called a proximal mapping of f :
proxγf (x) := arg min
y∈Rd
{
f(y) +
1
2γ
‖y − x‖2
}
(6)
Let x̂ := proxγf (x), it has been shown that (Davis and Drusvyatskiy, 2018)
∇fγ(x) =
1
γ
(x− x̂) (7)
and
f(x̂) ≤ f(x), ‖x− x̂‖ = γ‖∇fγ(x)‖, ‖∇f(x̂)‖ ≤ ‖∇fγ(x)‖. (8)
Finally, we will end up with a key lemma in (Nemirovski, 2004) for our analysis.
Lemma 3 (Lemma 3.1, Nemirovski (2004)) Let ω(z) be a α-strongly convex function
with respect to the norm ‖ · ‖, whose dual norm is denoted by ‖ · ‖∗, and D(x, z) = ω(x) −
(ω(z)+(x−z)⊤ω′(z)) be the Bregman distance induced by function ω(x). Let Z be a convex
compact set, and U ⊆ Z be convex and closed. Let z ∈ Z, γ > 0, Consider the points,
x = argmin
u∈U
γu⊤ξ +D(u, z), (9)
z+ = argmin
u∈U
γu⊤ζ +D(u, z), (10)
then for any u ∈ U , we have
γζ⊤(x− u) ≤ D(u, z) −D(u, z+) +
γ2
α
‖ξ − ζ‖2∗ −
α
2
[‖x− z‖2 + ‖x− z+‖
2]. (11)
4. Main Results
In this section, we will present the proposed algorithms and the main results of their conver-
gence. We will first introduce a GDE algorithm for solving the problem (3) and a mini-batch
SGDE algorithm for solving the problem (4). Then we will extend the mini-batch SGDE
algorithm to stagewise SGDE without using a mini-batch of samples, which is more practical
and user-friendly.
4.1. Gradient Descent with Extrapolation
The detailed updating steps of GDE are described in Algorithm 1, where η > 0 is the step
size. Please note that the updates of our GDE is slightly different from the updates of
traditional GDE: xt = zt−1 − η∇f(zt−1), zt = zt−1 − η∇f(xt). One issue of the traditional
GDE is that the algorithm alternately computes the gradients at two points {zt} and {xt} for
each iteration, implying that it is twice costly than the GD method that computes gradient
5
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Algorithm 1 GDE
Initilization: z0 = x0, g0 = ∇f(x0)
for t = 1, . . . , T do
xt = zt−1 − ηgt−1
gt = ∇f(xt)
zt = zt−1 − ηgt
end for
Algorithm 2 Mini-batch SGDE
Initilization: z0 = x0 and g0 = 1m
∑m
i=1∇f(x0; ξi,0)
for t = 1, . . . , T do
xt = zt−1 − ηgt−1
gt =
1
m
∑m
i=1∇f(xt; ξi,t)
zt = zt−1 − ηgt
end for
per-iteration. By contrast, our considered GDE method stores and reuses the previous
gradient to update the new extrapolation point. That is to say, our GDE only requires
computing gradient once per-iteration. The similar idea was used in the online convex
optimization (Yang et al., 2014; Chiang et al., 2012) and recently by Yadav et al. (2017);
Gidel et al. (2018) for training GAN. In this paper, we focus on analyzing the convergence
of GDE for non-convex optimization, and the result is presented in Theorem 2.
Theorem 2 Under Assumption 1 (i), let η ≤ 112L and x1 = z0 = x0, then GDE ensures
that
min
t∈{1,...,T}
‖∇f(xt)‖
2 ≤
8(f(x0)− f(x∗))
ηT
−
1
η2T
T−1∑
t=0
‖xt+1 − xt‖
2, (12)
where x∗ = argminx∈Rd f(x). Under an additional assumption that f(x0) − f(x∗) ≤ ∆0
where ∆0 > 0 is a constant, in particular in order to have mint∈{1,...,T} ‖∇f(xt)‖ ≤ ǫ, the
iteration complexity is T = O(1/ǫ2).
Remark. The iteration complexity O(1/ǫ2) of GDE is at least the same order of the GD
method for smooth non-convex optimization. However, comparing with the convergence
upper bound of GD, the above bound of GDE in (12) has an additional negative term
− 1
η2T
∑T−1
t=0 ‖xt+1−xt‖
2, which should be beneficial for accelearting convergence in practice.
Proof By the L-smooth of f(x) we have
f(xt) ≤ f(zt−1) +∇f(zt−1)
⊤(xt − zt−1) +
L
2
‖xt − zt−1‖
2
≤ f(zt−1) +∇f(xt)
⊤(xt − zt−1) + (∇f(zt−1)−∇f(xt))
⊤(xt − zt−1) +
L
2
‖xt − zt−1‖
2
≤ f(zt−1) +∇f(xt)
⊤(xt − zt−1) +
3L
2
‖xt − zt−1‖
2.
6
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Applying Lemma 3 with u = zt−1,x = xt, z = zt−1, z+ = zt, ξ = ∇f(xt−1), ζ = ∇f(xt), γ =
η, we have
∇f(xt)
⊤(xt − zt−1)
≤−
‖zt − zt−1‖
2
2η
+ η‖∇f(xt)−∇f(xt−1)‖
2 −
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2).
Combining the above two inequalities together, we have
f(xt) ≤f(zt−1)−
‖zt − zt−1‖
2
2η
+ η‖∇f(xt)−∇f(xt−1)‖
2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
3L
2
‖xt − zt−1‖
2.
Moreover, by the smoothness of f(x)
f(zt) ≤ f(xt) +∇f(xt)
⊤(zt − xt) +
L
2
‖xt − zt‖
2
≤ f(xt) +
η‖∇f(xt)‖
2
4
+
‖xt − zt‖
2
η
+
L
2
‖xt − zt‖
2.
Combining the above two inequalities together, we have
f(zt) ≤f(zt−1) +
(
η‖∇f(xt)‖
2
4
−
‖zt − zt−1‖
2
2η
)
+
(
1
η
+
L
2
)
‖xt − zt‖
2
+ η‖∇f(xt)−∇f(xt−1)‖
2 −
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
3L
2
‖xt − zt−1‖
2
=f(zt−1)−
η‖∇f(xt)‖
2
4
+
(
η +
Lη2
2
+ η
)
‖∇f(xt)−∇f(xt−1)‖
2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
3η2L
2
‖∇f(xt−1)‖
2,
where we use the facts that zt − zt−1 = −η∇f(xt), zt − xt = −η(∇f(xt) −∇f(xt−1)) and
xt − zt−1 = −η∇f(xt−1). Taking summation on both sides, we have
T∑
t=1
η
4
‖∇f(xt)‖
2 −
3Lη2
2
T∑
t=1
‖∇f(xt−1)‖
2
≤(η +
η2L
2
+ η)
T−1∑
t=0
‖∇f(xt+1)−∇f(xt)‖
2
−
1
2η
T∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
T∑
t=1
(
f(zt−1)− f(zt)
)
7
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Note that
T∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
=
T−1∑
t=0
‖xt+1 − zt‖
2 +
T∑
t=1
‖xt − zt‖
2
=
T−1∑
t=1
‖xt+1 − zt‖
2 + ‖x1 − z0‖
2 +
T∑
t=1
‖xt − zt‖
2
≥
1
2
T−1∑
t=1
‖xt − xt+1‖
2 + ‖x1 − z0‖
2
=
1
2
T−1∑
t=0
‖xt − xt+1‖
2 +
1
2
‖x1 − x0‖
2. (Since z0 = x0)
Combining the above inequalities together, we have
T∑
t=1
(
η
4
−
3Lη2
2
)
‖∇f(xt)‖
2 ≤
3Lη2
2
‖∇f(x0)‖
2 −
1
4η
‖x1 − x0‖
2 +
T∑
t=1
(
f(zt−1)− f(zt)
)
+ (2ηL2 +
η2L3
2
−
1
4η
)
T−1∑
t=0
‖xt+1 − xt‖
2.
Since η ≤ 112L , then 2ηL
2 + η
2L3
2 −
1
4η ≤ −
1
8η and
η
4 −
3Lη2
2 ≥
η
8 . Note that we can define
∇f(x0) = 0 (i.e, x1 = z0), which will not affect our analysis above. Then x1 = z0 = x0,
and
η
8
T∑
t=1
‖∇f(xt)‖
2 ≤ f(z0)− f(x∗)−
1
8η
T−1∑
t=0
‖xt+1 − xt‖
2,
which implies
min
t∈{1,...,T}
‖∇f(xt)‖
2 ≤
1
T
T∑
t=1
‖∇f(xt)‖
2 ≤
8(f(z0)− f(x∗))
ηT
−
1
η2T
T−1∑
t=0
‖xt+1 − xt‖
2.
4.2. Stochastic Gradient Descent with Extrapolation
Next, we study mini-batch SGDE and its convergence. The updates of mini-batch SGDE are
presented in Algorithm 2. The convergence result of mini-batch SGDE is given in Theorem 3.
8
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Theorem 3 Under Assumption 1 (i) (iii) and (iv), let η ≤ 112L and x1 = z0 = x0, then
SGDE ensures that
min
t∈{1,...,T}
E[‖∇f(xt)‖
2] ≤
3LηG2
2T
+
8(f(x0)− f(x∗))
ηT
+
72G2
m
−
1
η2T
T−1∑
t=0
E[‖xt+1 − xt‖
2].
(13)
where x∗ = argminx∈Rd f(x). Under an additional assumption that f(x0) − f(x∗) ≤ ∆0
where ∆0 > 0 is a constant, in order to have mint∈{1,...,T} E[‖∇f(xt)‖] ≤ ǫ, the iteration
complexity is T = O(1/ǫ2) with mini-batch size m = O(1/ǫ2), indicating that the gradient
complexity is O(1/ǫ4).
Remark. The gradient complexity O(1/ǫ4) of mini-batch SGDE matches that of SGD
method for stochastic non-convex optimization. However, comparing with the convergence
upper bound of SGD, the above bound of GDE in (13) has an additional negative term
− 1
η2T
∑T−1
t=0 E[‖xt+1 − xt‖
2].
Proof By the L-smooth of f(x) we have
f(xt) ≤ f(zt−1) +∇f(zt−1)
⊤(xt − zt−1) +
L
2
‖xt − zt−1‖
2
≤ f(zt−1) +∇f(xt)
⊤(xt − zt−1) + (∇f(zt−1)−∇f(xt))
⊤(xt − zt−1) +
L
2
‖xt − zt−1‖
2
≤ f(zt−1) +∇f(xt)
⊤(xt − zt−1) +
3L
2
‖xt − zt−1‖
2.
Applying Lemma 3 with u = zt−1,x = xt, z = zt−1, z+ = zt, ξ = 1m
∑m
i=1∇f(xt−1; ξi,t−1), ζ =
1
m
∑m
i=1∇f(xt; ξi,t), γ = η, we have(
1
m
m∑
i=1
∇f(xt; ξi,t)
)⊤
(xt − zt−1)
≤−
‖zt − zt−1‖
2
2η
+ η
∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2).
Taking expectation on both sides, we have
E
[(
1
m
m∑
i=1
∇f(xt; ξi,t)
)⊤
(xt − zt−1)
]
≤E
[
−
‖zt − zt−1‖
2
2η
+ η
∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
]
.
9
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Combining the above two inequalities together, we have
E[f(xt)] ≤ E
[
f(zt−1)−
‖zt − zt−1‖
2
2η
+ η
∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
3L
2
‖xt − zt−1‖
2
]
.
Moreover, by the smoothness of f(x)
f(zt) ≤ f(xt) +∇f(xt)
⊤(zt − xt) +
L
2
‖xt − zt‖
2
≤ f(xt) +
η‖∇f(xt)‖
2
4
+
‖xt − zt‖
2
η
+
L
2
‖xt − zt‖
2
Combining the above two inequalities together and taking expectation on both sides, then
E[f(zt)− f(zt−1)]
≤E
[
η‖∇f(xt)‖
2
4
−
‖zt − zt−1‖
2
2η
+ (
1
η
+
L
2
)‖xt − zt‖
2 +
3L
2
‖xt − zt−1‖
2
]
+ E
[
η
∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2 − 12η (‖xt − zt−1‖2 + ‖xt − zt‖2)
]
=E
[
η‖∇f(xt)‖
2
4
−
η‖ 1
m
∑m
i=1∇f(xt; ξi,t)‖
2
2
]
+
3η2L
2
E
[∥∥∥∥ 1m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2]
+ E
[(
η +
η2L
2
+ η
)∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1)
∥∥∥∥2
−
1
2η
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
]
where we use the facts that xt−zt−1 = −
η
m
∑m
i=1∇f(xt−1; ξi,t−1), zt−zt−1 = −
η
m
∑m
i=1∇f(xt; ξi,t),
and xt−zt =
η
m
∑m
i=1∇f(xt; ξi,t)−
η
m
∑m
i=1∇f(xt−1; ξi,t−1). By E
[∥∥∥∥ 1m ∑mi=1∇f(x; ξi)∥∥∥∥2] =
‖f(x)‖2 +E
[∥∥∥∥ 1m ∑mi=1∇f(x; ξi)− f(x)∥∥∥∥2], and the assumption of E[∥∥∥∥ 1m ∑mi=1∇f(x; ξi)−
10
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f(x)
∥∥∥∥2] ≤ G2m , then
E[f(zt)− f(zt−1)]
≤E
[
−
η‖∇f(xt)‖
2
4
−
η‖ 1
m
∑m
i=1∇f(xt; ξi,t)−∇f(xt)‖
2
2
]
+
3η2L
2
E[‖∇f(xt−1)‖
2] +
3η2L
2
E
[∥∥∥∥ 1m
m∑
i=1
∇f(xt−1; ξi,t−1)−∇f(xt−1)
∥∥∥∥2]
+ E
[(
2η +
η2L
2
)∥∥∥∥ 1m
m∑
i=1
∇f(xt; ξi,t)−∇f(xt)−
1
m
m∑
i=1
∇f(xt−1; ξi,t−1) +∇f(xt−1)
∥∥∥∥2]
+ E
[(
2η +
η2L
2
)
‖∇f(xt)−∇f(xt−1)‖
2
]
−
1
2η
E
[
‖xt − zt−1‖
2 + ‖xt − zt‖
2
]
≤E
[
−
η‖∇f(xt)‖
2
4
]
+
3η2L
2
E[‖∇f(xt−1)‖
2] +
(
8η +
7η2L
2
)
G2
m
+ E
[(
2η +
η2L
2
)
‖∇f(xt)−∇f(xt−1)‖
2
]
−
1
2η
E
[
‖xt − zt−1‖
2 + ‖xt − zt‖
2
]
.
Taking summation on both sides, we have
E
[ T∑
t=1
η
4
‖∇f(xt)‖
2 −
3Lη2
2
T∑
t=1
‖∇f(xt−1)‖
2
]
≤(2η +
η2L
2
)
T−1∑
t=0
E
[
‖∇f(xt+1)−∇f(xt)‖
2
]
+
(
8η +
7η2L
2
)
G2T
m
−
1
2η
T∑
t=1
E
[
‖xt − zt−1‖
2 + ‖xt − zt‖
2
]
+
T∑
t=1
E[f(zt−1)− f(zt)].
Note that
T∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
=
T−1∑
t=1
‖xt+1 − zt‖
2 + ‖x1 − z0‖
2 +
T∑
t=1
‖xt − zt‖
2
≥
1
2
T−1∑
t=1
‖xt − xt+1‖
2 + ‖x1 − z0‖
2
=
1
2
T−1∑
t=0
‖xt − xt+1‖
2 +
1
2
‖x1 − x0‖
2. (Since z0 = x0)
11
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Combining the above inequalities together, we have
T∑
t=1
(
η
4
−
3Lη2
2
)
E[‖∇f(xt)‖
2]
≤
3Lη2
2
‖∇f(x0)‖
2 −
1
4η
‖x1 − x0‖
2 +
T∑
t=1
E[f(zt−1)− f(zt)]
+ (2ηL2 +
η2L3
2
−
1
4η
)
T−1∑
t=0
E[‖xt+1 − xt‖
2] +
(
8η +
7η2L
2
)
G2T
m
.
Since η ≤ 112L , then 8η +
7η2L
2 ≤ 9η, 2ηL
2 + η
2L3
2 −
1
4η ≤ −
1
8η and
η
4 −
3Lη2
2 ≥
η
8 . Note that
we can define ∇f(x0; ξ0) = 0 (i.e, x1 = z0), which will not affect our analysis above. Then
x1 = z0 = x0, and
η
8
T∑
t=1
E‖∇f(xt)‖
2] ≤
3Lη2G2
2
+ f(z0)− f(x∗) +
9G2ηT
m
−
1
8η
T−1∑
t=0
E[‖xt+1 − xt‖
2],
which implies
min
t∈{1,...,T}
E[‖∇f(xt)‖
2] ≤
3LηG2
2T
+
8(f(z0)− f(x∗))
ηT
+
72G2
m
−
1
η2T
T−1∑
t=0
E[‖xt+1 − xt‖
2].
4.3. Stagewise SGDE
In the previous subsection, mini-batch SGDE requires the mini-batch size in the order of
O(1/ǫ2), which might be not practical when the target accuracy ǫ is sufficiently small. In
this subsection, we propose a new variant of SGDE without requiring a large mini-batch
size, and we present the details in Algorithm 4 with a subroutine SGDE in Algorithm 3,
which is referred to stagewise SGDE. For s-th stage, stagewise SGDE solves the following
subproblem approximately
fs(x) = f(x) +
1
2γ
‖x− xs−1‖2,
where xs−1 is the solution of the last stage, and γ = 14L is a constant. It is easy to show
that fs(x) is convex under the Assumption 1 (i), meaning that one may employ SGDE
algorithm with convergence guarantee for convex problems. By using the convexity of fs,
the subroutine SGDE usually returns an average solution. Besides, stagewise SGDE uses
a decreasing sequence of step size ηs and an increasing sequence of iteration number Ts.
Different from GDE and mini-batch SGDE, the final solution of stagewise SGDE is selected
from the sequence of stagewise averaged solutions {xs} based on non-uniform sampling
probabilities increasing as the stage number s. It is notable that this type of stagewise
12
Non-convex Extragradient
Algorithm 3 SGDE(x0, f, η, T )
Initilization: z0 = x0 and g0 = ∇f(x0; ξ0)
for t = 1, . . . , T do
xt = zt−1 − ηgt−1
gt = ∇f(xt; ξt)
zt = zt−1 − ηgt
end for
return x̂T =
1
T
∑T
t=1 xt
Algorithm 4 stagewise SGDE
Initilization: x0 = x0
for s = 1, . . . , S do
fs(x) = f(x) +
1
2γ ‖x− x
s−1‖2
x
s = SGDE(xs−1, fs, ηs, Ts)
end for
Return: xτ , τ is randomly chosen from {1, . . . , S} according to probabilities pτ =
wτ∑
S
s=1 ws
, τ = 1, . . . , S.
algorithm has been investigated in existing studies (see (Chen et al., 2018) and references
therein). However, to the best of our knowledge, the proposed algorithm is the first work
that runs SGDE method in a stagewise manner with the theoretical guarantee for non-
convex optimization. We present the convergence result of stagewise SGDE in Theorem 4.
Theorem 4 Under Assumption 1, by running Algorithm 4 with γ = 14L , ws = s
α (α > 1),
ηs =
cγ
3s ≤
1
2L =
γ
3 , and Ts =
36s
c
, then
E[‖∇f(xτ )‖
2] ≤

20∆(α+1)
γ(S+1) +
480G2c(α+1)
S+1 −
60
∑
S+1
s=1
wsDTs
γ
∑
S+1
s=1
ws
, α ≥ 1,
20∆(α+1)
γ(S+1) +
480G2c(α+1)
α(S+1) −
60
∑
S+1
s=1
wsDTs
γ
∑
S+1
s=1
ws
, 0 < α < 1,
(14)
where DTs =
1
16Tsηs
∑Ts
t=1 ‖xt − xt−1‖
2. Therefore, in order to have E[‖∇f(xτ )‖
2] ≤ ǫ2, we
can set S = O(1/ǫ2). The total number of iterations is O
(
1
ǫ4
)
.
Remark. Although the iteraction complexity of stagewise SGDE mathches that of stage-
wise SGD in (Chen et al., 2018), the above bound of stagewise SGDE in (14) has an ad-
ditional negative term −60
∑
S+1
s=1
wsDTs
γ
∑
S+1
s=1
ws
, comparing with the convergence upper bound of
stagewise SGD. This negative term could help improve convergence in practice.
Proof For the s-th stage, the following problem is solved
min
x
fs(x) = f(x) +
1
2γ
‖x− xs−1‖
2
where xs−1 is the solution from last stage. Let define ẑs = argminx fs(x). By applying
Lemma 3 with u = ẑs,x = xt, z = zt−1, z+ = zt, ξ = ∇fs(xt−1; ξt−1), ζ = ∇fs(xt; ξt), γ =
13
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ηs, we have
∇fs(xt; ξt)
⊤(xt − ẑs) ≤
‖ẑs − zt−1‖
2 − ‖ẑs − zt‖
2
2ηs
+ ηs‖∇fs(xt; ξt)−∇fs(xt−1; ξt−1)‖
2
−
1
2ηs
(‖xt − zt−1‖
2 + ‖xt − zt‖
2).
Taking average over t = 1, . . . , Ts for above inequality and by the convexity of f(x) we have
1
Ts
Ts∑
t=1
∇fs(xt; ξt)
⊤(xt − ẑs) ≤
‖ẑs − z0‖
2
2ηsTs
−
1
2ηsTs
Ts∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
+
ηs
Ts
Ts∑
t=1
‖∇f(xt; ξt)−∇f(xt−1; ξt−1) +
1
γ
(xt − xt−1)‖
2
≤
‖ẑs − z0‖
2
2ηsTs
−
1
2ηsTs
Ts∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2)
+
2ηs
Ts
Ts∑
t=1
‖∇f(xt; ξt)−∇f(xt−1; ξt−1)‖
2 +
2ηs
γ2Ts
Ts∑
t=1
‖xt − xt−1‖
2
≤
‖ẑs − z0‖
2
2ηsTs
−
1
2ηsTs
Ts∑
t=1
(‖xt − zt−1‖
2 + ‖xt − zt‖
2) +
6ηs
Ts
Ts∑
t=1
‖∇f(xt)−∇f(xt−1)‖
2
+
6ηs
Ts
Ts∑
t=1
(‖∇f(xt; ξt)−∇f(xt)‖
2 + ‖∇f(xt−1; ξt−1)−∇f(xt−1)‖
2) +
2ηs
γ2Ts
Ts∑
t=1
‖xt − xt−1‖
2,
where the last inequality is due to ‖x1 + x2 + x3‖22 ≤ 3(‖x1‖
2
2 + ‖x2‖
2
2 + ‖x3‖
2
2). By the
smoothness of f(x) we have ηs
Ts
∑Ts
t=1 ‖∇f(xt) − ∇f(xt−1)‖
2 ≤ ηsL
2
Ts
∑Ts
t=1 ‖xt − xt−1‖
2.
Similarly, note that
∑Ts
t=1(‖xt−zt−1‖
2+‖xt−zt‖
2) ≥ 12
∑Ts
t=1 ‖xt−xt−1‖
2+ 12‖x1−x0‖
2 ≥
1
2
∑Ts
t=1 ‖xt − xt−1‖
2. Let ∆t := ∇f(xt; ξt) − ∇f(xt), and by setting of γ = 1/(4L), then
the above iequality becomes
1
Ts
Ts∑
t=1
∇fs(xt; ξt)
⊤(xt − ẑs)
≤
‖ẑs − z0‖
2
2ηsTs
+
38ηsL
2 − 14ηs
Ts
Ts∑
t=1
‖xt − xt−1‖
2 +
6ηs
Ts
Ts∑
t=1
(‖∆t‖
2 + ‖∆t−1‖
2)
≤
‖ẑs − z0‖
2
2ηsTs
+
6ηs
Ts
Ts∑
t=1
(‖∆t‖
2 + ‖∆t−1‖
2)−
1
16Tsηs
Ts∑
t=1
‖xt − xt−1‖
2
︸ ︷︷ ︸
DTs
, (15)
where the last inequality is due to ηs ≤ 116L so that 3ηsL
2− 14ηs ≤ −
1
16ηs
. Since E[∇fs(xt; ξt)⊤(xt−
ẑs)|xt,∆t−1, . . . ,∆0] = ∇fs(xt)
⊤(xt− ẑs), and E[‖∆t‖2|xt,∆t−1, . . . ,∆0] ≤ G2, then by the
14
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convexity of fs(x) we have
E
[
fs(xs)− fs(ẑs)
]
≤ E
[
1
Ts
Ts∑
t=1
fs(xt)− fs(ẑs)
]
≤E
[
1
Ts
Ts∑
t=1
∇fs(xt)
⊤(xt − ẑs)
]
= E
[
1
Ts
Ts∑
t=1
E[∇fs(xt; ξt)
⊤(xt − ẑs)|xt,∆t−1, . . . ,∆0]
]
≤
E[‖ẑs − z0‖
2]
2ηsTs
+ 12ηsG
2 −DTs =
E[‖ẑs − xs−1‖
2]
2ηsTs
+ 12ηsG
2 −DTs ,
Since fs(xs) = f(xs) + 12γ ‖xs − xs−1‖
2 and fs(ẑs) ≤ f(xs−1), then
E
[
f(xs) +
1
2γ
‖xs − xs−1‖
2 − f(xs−1)
]
≤
E[‖ẑs − xs−1‖
2]
2ηsTs
+ 12ηsG
2 −DTs .
By Young’s inequality ‖xs − xs−1‖2 ≥ 12‖ẑs − xs−1‖
2 − ‖xs − ẑs‖
2, then
E
[(
1
4γ
−
1
2ηsTs
)
‖ẑs − xs−1‖
2
]
≤
1
2γ
E[‖xs − ẑs‖
2] + 12ηsG
2 + E
[
f(xs−1)− f(xs)
]
−DTs
≤
1
γ(γ−1 − µ)
E[fs(xs)− fs(ẑs)] + 12ηsG
2 + E
[
f(xs−1)− f(xs)
]
−DTs
≤
1
γ(γ−1 − µ)
(
E[‖ẑs − xs−1‖
2]
2ηsTs
+ 12ηsG
2 −DTs
)
+ 12ηsG
2 + E
[
f(xs−1)− f(xs)
]
−DTs ,
where the second inequality uses the (γ−1−µ)-strong convex of fs(x) and the last inequality
uses (15). By setting γ−1 = 2µ, then the above inequality will be
E
[(
1
4γ
−
3
2ηsTs
)
‖ẑs − xs−1‖
2
]
≤ 36ηsG
2 + E
[
f(xs−1)− f(xs)
]
− 3DTs ,
As long as ηsTs ≥ 12γ, we have
1
8γ
E
[
‖ẑs − xs−1‖
2
]
≤ 36ηsG
2 + E
[
f(xs−1)− f(xs)
]
− 3DTs .
By the property of Moreau envelope funtion, we know ∇fγ(xs−1) = 1γ (ẑs − xs−1), then
γ
8
E
[
‖∇fγ(xs−1)‖
2
]
≤ 36ηsG
2 + E
[
f(xs−1)− f(xs)
]
− 3DTs .
which implies
E
[
ws‖∇fγ(xs−1)‖
2
]
≤ 16µE [ws(f(xs−1)− f(xs))] + 576µwsηsG
2 − 48µwsDTs .
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By summing over s = 1, . . . , S + 1 we get
S+1∑
s=1
E
[
ws‖∇fγ(xs−1)‖
2
]
≤16µE
[
S+1∑
s=1
ws(f(xs−1)− f(xs))
]
+
S+1∑
s=1
576µwsηsG
2 −
S+1∑
s=1
48µwsDTs .
Then taking the expectation over τ , it becomes
E
[
‖∇fγ(xτ )‖
2
]
≤ 16µE
[∑S+1
s=1 ws(f(xs−1)− f(xs))∑S+1
s=1 ws
]
+
∑S+1
s=1 576µwsηsG
2∑S+1
s=1 ws
−
∑S+1
s=1 48µwsDTs∑S+1
s=1 ws
.
Let consider the term
∑S+1
s=1 ws(f(x
s−1)− f(xs)):
S+1∑
s=1
ws(f(x
s−1)− f(xs))
=
S+1∑
s=1
[ws−1f(x
s−1)− wsf(x
s)] +
S+1∑
s=1
(ws −ws−1)f(x
s−1)
=w0f(x
0)− wS+1f(x
S+1) +
S+1∑
s=1
(ws − ws−1)f(x
s−1)
=w0(f(x
0)− f(x∗))− wS+1(f(x
S+1)− f(x∗)) +
S+1∑
s=1
(ws − ws−1)(f(x
s−1)− f(x∗))
≤w0∆+ 0 +
S+1∑
s=1
(ws − ws−1)∆ = wS+1∆
Then,
E
[
‖∇fγ(x
τ )‖2
]
≤
16µwS+1∆∑S+1
s=1 ws
+
∑S+1
s=1 576µwsηsG
2∑S+1
s=1 ws
−
∑S+1
s=1 48µwsDTs∑S+1
s=1 ws
.
We know ws = sα (α > 1), the standard calculus tells
S∑
s=1
sα ≥
∫ S
0
xαdx =
Sα+1
α+ 1
, ∀α > 0,
S∑
s=1
sα−1 ≤ Sα, ∀α ≥ 1,
S∑
s=1
sα−1 ≤
∫ S
0
xα−1dx =
Sα
α
, ∀0 < α < 1.
16
Non-convex Extragradient
Since ηs = cLs <
1
2L , (L = 3µ =
3
2γ ) then
E[‖∇fγ(x
τ )‖2] ≤

8∆(α+1)
γ(S+1) +
192G2c(α+1)
S+1 −
∑
S+1
s=1
48µwsDTs∑
S+1
s=1
ws
α ≥ 1,
8∆(α+1)
γ(S+1) +
192G2c(α+1)
α(S+1) −
∑
S+1
s=1
48µwsDTs∑
S+1
s=1
ws
0 < α < 1.
By the result of Moreau envelop function in (8), we know for any x
‖∇f(x)‖ ≤‖∇f(x)−∇f(x̂)‖+ ‖∇f(x̂)‖
≤L‖x− x̂‖+ ‖∇fγ(x)‖
=(1 + Lγ)‖∇fγ(x)‖ =
5
2
‖∇fγ(x)‖.
Therefore, in order to have E[‖∇f(xτ )‖2] ≤ ǫ2, i.e., E[‖∇fγ(xτ )‖2] ≤ 425ǫ
2, we can set
S = O(1/ǫ2). The total number of iterations is
S∑
s=1
Ts =
S∑
s=1
36s
c
= O
(
1
ǫ4
)
.
5. Conclusions
In this paper, we have presented a GDE algorithm for solving smooth non-convex optimiza-
tion problems and two stochastic variants of mini-batch GDE namely SGDE and stagewise
SGDE for solving smooth non-convex stochastic optimization problems. We have estab-
lished their convergence results in terms of finding an approximate first-order stationary
point. In particular, we provided convergence upper bounds of the proposed algorithms as
the theoretical evidence on the advantage of extrapolation steps.
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