Abstract-In this paper, we study oscillatory properties of the higher-order Sturm-Liouville difference equation
this paper, we study oscillatory properties of the higher-order Sturm-Liouville difference equation
(-1)"A" (k (-) A%Y~) = qkyk+n, cx E R. (*I
In particular, we derive sufficient conditions for (non)oscillation of (*) and compute explicitly its (non)oscillation constants. 
INTRODUCTION
In this paper, we investigate oscillatory behavior of the higher-order Strum-Liouville difference equation
(-l)"An (k@) Anyk) = q/cy/c+n,
where (II E R and kc") := I'(k + l)/I'(k -cx + 1) is the discrete factorial function, I'(t) := 0. DoSLP AND R. HILSCHER That is, equation (1) is viewed ss a perturbation of (2) . We establish also a nonoscillation criterion for a more general difference equation (-l) "A" (Q Any,9 = qk?/k+nr (3) where rk > 0. As an application, we determine the (non)oscillation of the Euler-type difference equation (-l) "An (,(-I A%) = &Yk+n, (4 i.e., (I) with qk = X/k (2n-a), X E R, which is the limiting case in our criteria. The results are also used to derive necessary and sufficient conditions for discreteness and boundedness below (property BD) th e spectrum of associated singular difference operators B(Y)k+n = (-1) k n (01) A" (rk A"Yk)
in the weighted Hilbert space e, = {y = {yk}~=r, C" k-(a)yz < co}, where km(") = l/k(a), (Non)oscillation and BD criteria given in this work may be regarded as the discrete analogue of criteria for the corresponding Sturm-Liouville differential equation
(-1)" (t" y'"') (n) = q(t)y and for the singular differential operator P(y) E (-lyta (r(t)y("y").
Although we extend and complete criteria for difference equations, the method gives directly a way to new results also for differential equations. A general background of the spectral theory of linear operators in a Hilbert space can be found in the monograph [l] , and the specialization of this theory to differential and difference operators is given in . Concerning the basic facts of oscillation and spectral theory of the secondorder Sturm-Liouville difference operators, we refer to [5] . The results of that paper have been extended by several authors to higher-order difference operators in [6-lo] . In these papers, it was shown that oscillation and spectral properties of difference operators are similar to those of their differential counterparts, even if the investigation of difference operators requires frequently more effort to overcome technical difficulties (mostly caused by the discrepancies between differential and difference calculus), which do not occur in the continuous case.
Becall that oscillation and spectral properties of differential operators K(y) z $$ (r(t)y'^')(")
(with a particular attention devoted to the case w(t) = tsa', cr E JR) were investigated in [8, . In these papers, (non)oscillation criteria for the equation (-1)" (r(t)P)(") = w(t)y are derived, and associated conditions for discreteness and boundedness below the spectrum of K are given in terms of the relationship between the functions r, w. Our results concerning equation (1) also follow this line. We show that if the sequence qk in (1) is not eventually too positive (it is eventually sufficiently positive) with respect to the sequence k("), then (1) is nonoscillatory (oscillatory). More precisely, our investigation is closely related to the socalled conditionally oscillatory equations and their oscillation constants; for details see Section 5.
Note also that (non)oscillation criteria for differential equation (6) given in the above-mentioned papers are in many cases based on the comparison of this equation with the Euler-type differential equation (-l)n(tay(n))(n) = (X/tzn--a )y, whose oscillation behavior depends on the value of the constant X. However, this approach does not extend directly to difference equation (4), since the discrete Euler equation is not in a self-adjoint form; see [23, Chapter 31. For this reason, we needed to use a new method, based on the factorization of certain difference operators, and we are able to determine (non)oscillation of the selfadjoint Euler-type difference equation (4) for some intervals of X. This method yields also new results when applied to differential equations (6); see Section 6.
The paper is organized as follows. In the next section, we collect auxiliary material. We mention the relationship between higher-order Sturm-Liouville difference equations and linear Hamiltonian difference systems. We recall the connection between oscillation and spectral properties of difference operators as well. We also give basic facts concerning linear difference operators, in particular, their factorization and adjoint operators. In Section 3, we present nonoscillation criteria for equation (3) (Theorem 1) and for equation (1) (Theorems 2-5). These criteria are based on a self-adjoint factorization of the one-term difference operator An(kca) Anyk), which is explicitly computed in Lemmas 3-5. Oscillation criteria for equation (1) are derived in Section 4 (Theorems 6-8). Both types of criteria involve computing an explicit form of the (non)oscillation constants. Section 5 contains applications to Euler-type difference equation (4) (Theorems 9 and 10) and to BD criteria for the spectrum of the difference operator a (Theorems 11-16). Throughout the paper, we formulate several conjectures deserving further research. Section 6 is devoted to remarks concerning the results of this paper and their possible extensions, and in Section 7 we collect technical results needed in our computations.
AUXILIARY RESULTS
Let n E N be fixed. By I and 0, we denote the identity matrix and the zero matrix (vector) of the corresponding dimension, which will be clear from the context. For a matrix M, we will use Ker M, Im M, MT, Mt for its kernel, image, transpose, and Moore-Penrose generalized inverse, and if M is symmetric we will write M > 0 (2 0) for M being positive definite (nonnegative definite). In order to simplify the notation, we will use throughout the paper the following convention (if not explicitly specified otherwise). If the sum of a sequence does not depend on k, e.g., c" ok, the summation index is k. If the sum of a sequence depends on k, e.g., Ck aj or Cp aj, the summation index is j.
Oscillation properties of the higher-order Sturm-Liouville difference equations (further SLAE)
are defined via the concept of generalized zero points of multiplicity n, see [8, 24] , or via the focal points of conjoined bases of the associated linear Hamiltonian difference system (further LHAS)
Here, $I # 0, A, B, C are sequences of n x n matrices such that the matrices B, C are symmetric, and the matrix I-A is nonsingular, A := (I -A)-'. We start with basic properties of (10); for a more detailed treatment we refer to [24, 25] . Simultaneously with (lo), we consider its matrix version, referred to again es (lo),
where X, U are nx n matrices. Let (X, U), (x', 0) b e solutions of (10). Then X,'??k-uzXk = W, where W is a constant n x n matrix. If W = I, then they are called normalized. A solution 
We say that this solution (5,~) of (10) with A, B, C g iven by (13) is generated by the solution y of (9). Let yF1 ,..*I yF1 be solutions of (9) and let (X, U) be the solution of the matrix system (10) whose columns are generated by yF1, . . . , yF1. We say that this matrix solution is generated by Yp ,***, yrl. Oscillatory properties of SLAE (9) are defined via the corresponding properties of the associated LHAS. Equation (9) is called disconjugate (nonoscillatoy, oscillatory), if the associated LHAS (10) has the corresponding property. If a system of solutions yk , . . . , ytl generates PI the recess&e (dominant) solution of (lo), we call it the recessive (dominant) system of solutions of (9). A system ~111,. . . , ylnl, $1,. . . , ~1~1 of solutions of (9) is said to be normalized, if the solutions (X, U), (X, 0) of the associated LHAS (10) generated by ~111, , . . , yl"l and $11,. . . , $["I, respectively, form the normalized conjoined bases of (10). Now recall the main result of [7] , an oscillation criterion for the two-term equation 
where pp # 0. An integer k + 1 is said to be a generalized zero of multiplicity m of a nontrivial solution y of equation (18) if yk # 0, yk+l = ... = yk+m-1 = 0 and (-l)mykyk+, 2 0. Equation (18) is said to be N-discon&gate on the discrete interval J if no nontrivial solution of this equation has more than n -1 generalized zeros in J, counting multiplicity. The term N-disconjugate means disconjugate in the sense of Nehari, and is motivated by the theory of differential equations. Concerning the relationship between N-disconjugacy of (18) and disconjugacy of SLAE, we refer to [24, 26] (f or other types of disconjugacy, e.g., (n,n)-, respectively, (j, n -j)-disconjugacy, see also [27, 28] ). The adjoint operator of M* is defined as M*(z) = pFL,Zk+,,
Suppose that the nth-order difference equation (18) is N-disconjugate in some discrete interval J. (14), it suffices to find a factorization of A"yk with aft"] = ken-').
More details along this line can be found in the last section, The fundamental paper dealing with LHAS, where the matrix & is allowed to be singular (which is our case when LHAS is "rewritten" equation (9)), is [24] ; see also [26, 29] . In this paper, the so-called roundabout theorem for (10) is presented, and its consequence given in the following statement plays the crucial role in our investigation. is nonoscillatory for every X > 0.
Finally, observe that the sequence l~(~)/k(s) is asymptotically equivalent with l~(~-p). The same holds for ICC") and (k + m) ca) for any (fixed) m E Z. If CY E N, then kca) = k(k -1). . e (k-a + 1).
NONOSCILLATION CRITERIA
First, we derive a general nonoscillation criterion for the equation
with the operator C given by (9). For a sequence Mil and N E N, we define the constants I+I# as in (17). Consequently, (29) holds and the proof is complete. I In the remaining part of this section, we will derive nonoscillation criteria for equation (1) . By Proposition 2, we find conditions that guarantee the positivity of the corresponding quadratic functional.
The main tool is the discrete Wirtinger inequality, Lemma 1, and the previous theorem coupled with factorization of self-adjoint difference operators given in the last section. The solutions of (2) are divided into two groups. The sequences /&j-l), j = 1,. . . , n, i.e., the solutions of A"yk = 0, are called polynomial solutions, and the other ones, i.e., the solutions of A"yk = /&j-')/j&), are called nonpolynomial. Nonpolynomial solutions are asymptotically equivalent to k(n+j-l-") for Q! $! {j, j + 1, . . . , j + n -l}, j = 1, . . . , n. The form and the constant lOI f in each criterion depends on the choice of the solution ak m the factorization of (2), whether it is recessive-polynomial (denoted by rp) , recessive-nonpolynomial (rn) , dominant-polynomial (dp) , or dominant-nonpolynomial (dn) . We start with an explicit description of recessive and dominant systems of solutions of equation(2). Letcu~2n-1andi~{1,...,n}besuchthata!~{1,3,...,2n-1}anda<2n-2i+1. Then the recessive and dominant systems of solutions of (2) are given by
Here "rp", "rn" , "dp", and "dn" stand for the abbreviations of "recessive polynomial", "recessive nonpolynomial", "dominate polynomial", and "dominant nonpolynomial", respectively. A special case i = 1 of the following theorem was derived in [lo, Corollary 11.
THEOREM 2. NONOSCILLATION CRITERION-RP. Let be given a < 2n -1 and i E {l,...,n} such that cx 4 {1,3, . . . ,2n -1) and a: < 2n -2i + 1. We set v n,cx,i :
Equation (1) (1) is nonoscillatory. If i = n, we conclude the same as above with $11 = (2n -1 -(~)/+y = ~n,,,7l~ I The (non)oscillation criteria for (I! > 1 (the rn-, dp-cases) are derived similarly as the corresponding criteria for a < 2n -1 (the rp-, dn-cases). Therefore, their proofs are omitted. We only show the corresponding recessive and dominant systems of solutions of equation (2) . Let o > 1 andmE{l,..., n}besuchthata${1,3,..., 2n -1) and Q > 2m -1. Then the recessive and dominant systems of solutions of (2) are given by 1 .
). , . , j&n-m-l), p-4,. . . , @+-l-4, y-4, '3') p-1;, p+m-4,. . . , /#"-l-"). / (33) . / n--m-rp m-m m-dp n-m-dn 
PROOF.
Similar to the proof of Theorem 2, using the asymptotic factorization of A"(rk Any&) from Lemma 7 given in the last section. I Observe that the nonoscillation constant w,,, for the rn-, dn-cases above is the same as the nonoscillation constant u,,a,n for the rp-case in Theorem 2, respectively, as <n,a,l for the dp-case in Theorem 3. Also, in order to prove the remaining nonoscillation criteria for i E (1, . . . , n -1) and m E {2,..., n}, one has to find an asymptotic self-adjoint factorization of A"(kca) Anyk) with apI = k(2n-i-u), respectively, ak I01 = j&t"-1-x).
H aving in disposal such a factorization, Theorem 4 would be then a special case of the following conjectures for i = n and m = 1. However, since finding these factorizations seem to be (technically) rather difficult, we leave the corresponding nonoscillation criteria as conjectures which we hope to prove in some subsequent paper.
CONJECTURE 1. NONOSCILLATION CRITERION-DN.
Let be given a < 2n -1 and i E { 1,. . . , n} such thata!+ {n-i+l,n-i+2,...,2n-i}U{1,3,...,2n-1) andcx <2n-2i+l. Equation(l) is nonoscillatory provided
where u,,+ is defined by (31).
CONJECTURE 2. NONOSCILLATION CRITERION-RN.
Let be given (Y > 1 and m E (1,. . . ,n} such that a 4 {m, m + 1,. . . , m + n -l} U {1,3,. . . ,2n-1) and CY > 2m -1. Equation (1) 
where <m,a,m is defined by (34).
We finish this section with a nonoscillation criterion for (1) with Q E {1,3, . . . ,2n -1).
THEOREM 5. NONOSCILLATION CRITERION-RP.
Let a! E {1,3,. . . ,2n -1) and denote s := (2n -1 -a)/2. We set Equation (1) is oscillatory provided one of the following conditions holds:
PROOF. Apply Proposition 1, where the normalized system of solutions of equation (2) is given in Lemma 8, and the Casoratians in Lemma 9. m Similarly as in Section 3, we derive the oscillation criteria also for the rn-, dp-cases; cf. Theorems3and4. Ifa> landmE {l,.. . , n} are such that cx E (2m-1,2m+l), (Y $! {1,2,. . . ,2n-l}, the normalized system of solutions of (1) 
Equation (1) Let (Y E {1,3,. . . ,2n -1) and s := (2n -1 -a)/2. Equation (1) is oscillatory provided
where P~,~ is defined in (41).
Let yll, . . . , $1 be a recessive system of solutions of (2), such that y$/yji"-'l + 00 as -111 Ic+oo,i=2
,..., n,andletyk ,.. . , jjkl be a dominant system of solutions of (2) such that, together with the recessive system, they form a normalized system of solutions. The solutions of (2) are either polynomials k(l), or the sequences k(P) C" l/j. The range of generalized (integer valued) exponents 1, p depend on the relationship between a and n, and can be computed explicitly (but it is not important at this moment). By a direct computation, and also by the analogue between the discrete and continuous case, one can verify that ytl = kc') and $1 = kc") Ck l/j with s = (2n -1 -a)/2.
The remaining part of the proof is based on Proposition 1 and the analogue between differential and difference equations. In particular, it is based on the similarity between computing Casoratians and Wronskians of certain sequences, respectively, functions, and the similarity between the solution spaces of (2) and of the differential equation (t a cn) cn) = 0. The solutions of the y ) last equation are either t' or tP lg t, where the integers I, p run through the same range as in the discrete case. Especially, the solutions tS and tS lg t correspond to the solutions ytl, QFl of (2). Now we can use the result of [15, 32] where it was shown that the ratio of Wronskians 1,2,. . . ,2n}. The answer is not hard to see: it is the sequence qk w X/~C(~"-~), where X is a constant depending on the type of criterion. Observe that these criteria are optimal in a sense, that better (non)oscillation constants cannot be obtained by the methods used in this paper. See also Section 6 for further discussion. PROOF. If (Y < 1, then apply Theorem 6 to obtain oscillation of (4) for X > an,a,j for ail j E (1,. . . , n}. Since on,=+ is minimal among un,a,j , s the conclusion follows. If Q > 2n -1, then apply Theorem 7 to obtain oscillation of (4) for X > ,&,,j for ail j E (1,. . . , n}. Since <n,a,n is minimal among [qa,j , s the conclusion follows. It remains to examine the case (Y E (1,2n-1). Let i,m E (1,. . . , n} denote the index such that (Y E (2n -2i -1,2n -2i + 1) = (2m -1,2m + l), i.e., i = n-m. Then we have two oscillation constants en,,,i and J*,,-+,,,. Clearly, the optimal criterion will be that one where X > min{cr,,,,-+n-m, &,ol,m}. By considering the ratio o~,a,n--m/&,,a,m one can directly verify that for (Y < 2m we have an,cr,n-m > &,a,m, and for a > 2m we have G&,cY,n-m < &a,,,,,. Thus, the proof is complete. I REMARK 1. Observe that for cr E (1,2n -1) we have .&,,,, = ~~,2,+~,~.
It is still an open problem to determine the (non)oscillation of equation (4) with pL,,, 5 A 5 min{q,,i, tka,* }. Namely, for further applications it would be interesting to determine nonoscillation of the equation
where pn+ is defined by (50). Since the nonoscillation constants always remain the same for different types of nonoscillation criteria (rp, rn, dp, dn, i, m), and since the oscillation constants vary, we believe that the constant cutting oscillatory and nonosciiiatory behavior of (4) is P~,~.
CONJECTURE 3. Let (Y E R, Q $ {1,3,. . . ,2n -l}, and define pn,a by (50). Equation (4) is nonoscillatory for X 5 pn+. Moreover, if (Y +! {1,2,. . . ,2n -l}, then equation (4) is oscillatory for X > pn,a.
The limiting sequence qk in Theorems 5 and 8 is qk = X/k(2"-a) 1g2 k. Thus, we easily obtain the following result. is nonoscillatory provided X < pn,,/4, and oscillatory provided X > P~,~, where pn+ is defined in (41).
Discrete Spectrum Criteria
Consider the difference operator B(y)k+n = (-l)nk-(a) A" (Tk A"yk) .
By Proposition 4, the operator B has property BD iff the equation
is nonoscillatory for all X E R, which holds ii the reciprocal difference equation
is nonoscillatory for all X E W, by Proposition 3. Thus, applying the nonoscillation criteria to (55), we obtain sufficient conditions for property BD of .13, and using the oscillation criteria we get necessary conditions for BD of B. In these criteria, the particular choice of admissible is, respectively, ms (i.e., the choice of the solution of (2)) depends on the value of a. Thus, for a given cy, we have a set of mutually equivalent necessary and sufficient conditions for property BD of the operator 13. 
REMARKS
In this section, we present remarks concerning the results of our paper and their possible extension.
(i) The method used to prove nonoscillation criteria of Section 3, which is based on the factorization of the difference operator An(k [a) Anyk), yields a new result also when applied to the differential equation (6) with a E {1,3,. . . , 2n -1). Indeed, it is proved in [17] that (6).is nonoscillatory provided s 00 lim sup lg t q+(T)T2=dr < $,
where p is the value of the least local maximum of a certain 2nth-order polynomial. Based on the explicit computation for n = 2,3,4, it is conjectured that this value is p = pn,ol as in (41). Applying the factorization method to the differential operator (t"~("))(~), instead of comparison of (6) with a certain Euler-type equation as used in (131, we can answer this conjecture in an affirmative way and extend it to the following result.
THEOREM 17. Let Q E {1,3,. . . ,2n -1) and s = (2n -1 -(r)/2. Equation (6) with the critical constant P,,~ = 4-n nTzi(2n -2j -(Y -1)2, the same as (50). Conditions on the difference q(t) -p,,,/t2n-a are given which guarantee that (6) is oscillatory/nonoscillatory. It is a natural idea to follow this method also for difference equation (1) . However, the problem is that we have in our disposal no Euler-type difference equation which is in self-adjoint form. A difference equation of the form (69)
But in contrast to (3), the solution yk appears in the last term of (69) without any shift, whereas the self&joint equation '?-equires" the shift k+n. This observation opens an interesting problem which can be formulated as follows. To find an equation of the form A2nyk = qkykfn, or more generally, of the form (l), which is explicitly solvable-like nonself-adjoint equation (69) whose solutions are of the form Yk = I'(k + x)/I'(k) with X satisfying the polynomial equation a[nlX(") + . . . + a['lX + a[Ol = 0. Having in disposal such an equation, we could investigate (1) as a perturbation of (4) instead of (2) , and obtain better (non)oscillation criteria in the same way as in the continuous case.
(iii) Oscillation criteria for (1) are proved in Section 4 under the restriction that CY $ {1,2, . . . , 2n) (except for Theorem 8). The reason for this restriction is that if CY E {1,2,. . . ,2n} then the solutions of the form k(l) xk(l/j) appear among nonpolynomial solutions of the equation (2) . Computing the Casoratians involving such sequences is much more complicated than the computation of Casoratians of generalized powers k(j). In the case cr E {1,3,. . . ,2n -1) the nonpolynomial solutions of (2) also contain solutions of the form k(l) Ck(l/j), but in this case we could use the analogue between computing Casoratians and Wronskians (mentioned already in the proof of Theorem 8), and follow the computations given in [32] . On the other hand, the oscillation criteria for differential equation (6) with Q! even (and less than 2n) were studied only in particular csses n = 2,3; see [35] .
TECHNICAL RESULTS
In this last section, we present technical results used in the previous parts of the paper. They are concerned with factorizations of difference operators and computations of Casoratians of certain systems of sequences related to solutions of (2). of degree n with integer coefficients. Since P,,( ., y) has infinitely main roots (the set N), we must have P,,(x, y) = 0. If now y E W as well and x E JR is tied, we can consider P,(z, y) as a polynomial in y of degree n (with polynomial coefficients rj(Z) of degree at most n); i.e., 12
P&c,Y) = &(X)Yj. The proof is complete. I We conclude this section with the computation of recessive and dominant systems of solutions of (2)) and with computing Casoratians appearing in ~Proposition 2 and Theorem 8.
LEMMA 8. NORMALIZED SYSTEM OF SOLUTIONS. Let a < 2n-1 and i E {l,...,n} besuch that a E (2n -2i -1,2n -2i + l), (Y 4 {1,2, . . . , 2n -1). The normalized system of solution of equation (2) 
