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Once again the direction we use for DCA is the uniform rainfall unit vector: r = 1 √ 2 1 1 . 48 We will consider the covariance matrix: C = a 2 0 0 b 2 with inverse C −1 = 1 a 2 0 0
The eigenvectors of this matrix (the two PCA patterns) are e 1 = 1 0 and e 2 = 0 1 .
The eigenvalues (the explained variances) corresponding to these eigenvectors are a 2 and b 2 .
52
The first DCA vector g 1 is given by g 1 = Cr |Cr| = 1 √ a 4 +b 4 a 2 b 2 . 53 g 1 has an explained variance of a 6 +b 6 a 4 +b 4 , which is less than that of both eigenvectors unless a = b, as would 54 be expected. 55 The rainfall amounts for the first PCA and DCA patterns e 1 and g 1 are given by e T 1 r = 1 √ 2 and g T 1 r = 56 a 2 +b 2 √ 2(a 4 +b 4 )
, respectively. We see that g 1 has the greater rainfall amount, unless a = b.
57
If we create scaled versions of e 1 and g 1 , that have rainfall of 1, and call them f 1 and h 1 , then:
The Mahalanobis distance M 2 values for these scaled vectors are:
and we see that h 1 has the lower M 2 value (has a higher likelihood), unless a = b, as expected. In other 60 words, if we scale the first PCA and DCA patterns to have the same rainfall, the DCA pattern is more 61 likely.
62
If we create scaled versions of e 1 and g 1 that have M 2 = 1, and again call them f 1 and h 1 , then:
The total rain values for these scaled vectors are then:
and we see that h 1 contains more rain, unless a = b. In other words, if we scale the first PCA and DCA 65 patterns so that they are equally likely, the DCA pattern has more rainfall.
66
3 Proof that the second DCA pattern is orthogonal to the first 67 Following from the definitions, we have the relations:
But the first and thirds terms are equal, as are the second and fourth, and so we find:
Similar derivations can be used to show the orthogonality of the entire set of patterns g 1 , ..., g n .
71
4 Proof that the first DCA pattern contains more rain than the 72 first PCA pattern 73
Because the first PCA pattern maximises the cost function:
we know that the value of c for the first PCA pattern must be greater than the value of c for the first 75 DCA pattern, and so:
but the patterns are normalized, so that λ 1 e T 1 e 1 = λ 1 g T 1 g 1 = λ 1 and so the expression above simplifies 77 to:
Similarly, because the first DCA pattern maximises the cost function:
we know that the value of this new definition of c for the first DCA pattern must be greater than the 81 value of c for the first PCA pattern, and so:
Combining these two inequalities for g T 1 C −1 g 1 − e T 1 C −1 e 1 gives:
which says that the first DCA pattern has more rainfall than the first PCA pattern.
rain than the first PCA pattern 88 First we discuss how to expand the first DCA pattern using PCA patterns, and then we prove the main 89 result. First, we write the direction vector r in terms of the n PCA patterns as:
then multiplying by C gives:
and
giving the first DCA pattern as:
We see that g 1 combines information about the direction vector (from the α i ) with information about 99 the covariance matrix (from the µ i ). The derivations of the first PCA and DCA patterns guarantee that the first DCA pattern has more, or 102 the same, total rain as the first PCA pattern. However, it is of interest to prove this result bottom-up. 103 We first expand r in terms of eigenvectors of C, which we write as e 1 , ..., e n , with eigenvalues µ 1 , ..., µ n ,
Then the rainfall in the first PCA pattern e 1 is given by:
We also have the following relations:
and so the rainfall in the first DCA pattern g 1 is given by:
The ratio of these rainfall amounts (first DCA pattern to first PCA pattern) is:
and so we see that the first DCA pattern has more rainfall than the first PCA pattern, except in the case 110 r = e 1 , when the patterns and rainfall are equal. 
It can easily be verified that f T 1 r = c and h T 1 r = c (i.e. that both patterns contain a total rainfall of c).
120
The M 2 values of these two scaled patterns are then given by:
The ratio of the M 2 values of these two scaled patterns (PCA to DCA) is then given by:
If we now expand r using the eigenvectors of C, as in the previous section, and use the relations:
and so h 1 is has the lower M 2 value, and a higher log-likelihood, except in the case where r = e 1 , when 125 they are equally likely. 
The rainfall amounts of the scaled patterns are then given by:
The ratio of the rainfall amounts (DCA to PCA) is then:
and so h 1 contains more rainfall, expect in the case where r = e 1 , when they contain the same amount. with rain R f and M 2 values of M 2 f .
141
We know that the DCA1 pattern can be scaled so that it has more rain, and the same likelihood, compared 142 to f . We write this pattern as:
with rain=h T a r = ag T 1 r = R a ≥ R f , and M 2 = h T a C −1 h a = a 2 g 1 C −1 g 1 = M 2 f . 144 We also know that the DCA1 pattern can be scaled so that it has the same rain, but a higher likelihood, 145 compared to f . We write this pattern as:
We can then consider any pattern with a scaling in between these two cases, such as:
The rain in h m is:
and so we see that the rain in h m is greater or equal to that in f .
150
The M 2 value of h m is:
and so we see that h m has a greater or equal likelihood to that in f .
