The optimal portfolio selection problem has long been of interest to both academics and practitioners. A higher moments Bayesian portfolio optimization model can overcome the shortcomings of the traditional Markowitz approach and take into consideration the skewness of asset returns and parameter uncertainty. This paper presents a comparison between the simulated annealing and the nonlinear programming methods of optimization for the Bayesian portfolio selection problem in which the objective function includes the portfolio mean, variance and skewness. We make the comparison for a utility function that is easily optimized using both methods. In particular we maximize a cubic utility function, and our results show that to achieve the same level of accuracy, the CPU time for the nonlinear programming optimization will be shorter than for the simulated annealing algorithm. Though it is slower, the simulated annealing algorithm is still a viable option for this utility function.
INTRODUCTION
The optimal portfolio selection problem has long been of interest to both academics and practitioners. The meanvariance paradigm introduced by Markowitz in 1952 is by far the most common formulation of portfolio optimization problems. The improvement achieved by Merton (1969 Merton ( ,1971 , Samuelson (1969) , and Fama (1970) is also worth noting. There is a large amount of work using linear and quadratic programming, which considers with certainty the inputs from the first stage, e.g., the exact means, variances and covariances, while ignoring the skewness and other higher moments of the asset returns.
The major theoretical work of Markowitz showed that maximizing the mean while minimizing the variance of a portfolio comes from the idea that the investor prefers higher expected returns and lower risk. Based on Markowitz's idea, Arrow (1971) argued that desirable utility functions should exhibit decreasing absolute risk aversion, implying that investors should have preference for positively skewed asset returns. In another words, investors would prefer a high probability of an extreme event in the positive direction over a high probability of an extreme event in the negative direction. This brings the concept of skewness into financial researcher's model. Harvey and Siddique (2000) introduced an asset pricing model that incorporates conditional skewness, and showed that an investor may be willing to accept a negative expected return in the presence of high positive skewness. Harvey et al. (2004) propose a method to address both parameter uncertainty and the inclusion of higher moments in the portfolio selection. This allows the investor to capture the asymmetry of the returns and include it in the portfolio selection task. They describe the asset return as a Skew Normal distribution under the Bayesian probability framework. In such a Bayesian framework the expected utilities are then maximized using predictive returns. Harvey et al. (2004) suggests using the Bayesian framework to evaluate and optimize the expected utilities. The expected utility can be estimated via Markov chain Monte Carlo (MCMC) simulation by generating a set of samples from the posterior predictive distribution and then averaging the utility over the values obtained. MCMC methods have been frequently used in Bayesian estimation. The algorithm was introduced by Metropolis et al. (1953) and generalized by Hastings (1970) . Later the Gibbs sampler method as proposed by Gelfand and Smith (1990) made another important contribution to these simulation methods. These methods are used to produce a Markov chain whose output corresponds to a sample from the joint posterior distribution. The expected utility can then be optimized via the Metropolis simulated annealing (SA) algorithm. In this way we can explore the expected utility as a function of the portfolio weights.
As a generic probabilistic meta-algorithm for the global optimization problem, simulated annealing has been widely used as a heuristic method to find approximate solutions to combinatorial optimization problems, such as network problems, scheduling, and transportation, etc. By moving both uphill and downhill, simulated annealing can escape from local optima and continue the searching process of global optimization.
However, for practitioners the simulated annealing algorithm is computationally expensive and often not easy to realize due to the complicated simulating process. The simulation time in this optimization methodology can not be easily ignored. In this paper, we make an empirical comparison between nonlinear programming optimization and the simulated annealing algorithm under the same higher moments Bayesian portfolio selection framework using the Skew Normal distribution. We show that the result of the nonlinear programming optimization can be close to the result of the simulated annealing algorithm. However, to achieve the same level of accuracy, the CPU time for the nonlinear programming optimization will be shorter than the Simulated Annealing algorithm in this portfolio selection problem.
BAYESIAN OPTIMIZATION MODEL AND SIMULATED ANNEALING
In order to capture the effect of skewness, a proper utility function must be considered. Following Harvey et al. Using a third order polynomial to describe the utility of future returns, the investor's predicted utility can be written as
where w represents the vector of weights, λ and γ determine the impact of predictive variance and skewness respectively. Then the expected utility can be expressed as 
where m ,V and S are the posterior predicted means of θ .
Then the expected utility can be optimized as a function of the weights with different numerical approaches. Harvey et al. (2004) chose the Metropolis-Hastings based simulated annealing algorithm to explore the maximum expected utility.
The simulated annealing method was originated from a Metropolis Monte Carlo simulation process used by Kirkpatrick et al. (1983) to find the lowest energy of a system. In the experiment the system was heated to a high temperature at the beginning and then cooled slowly so that at each temperature the atoms can move towards the most stable orientation. The slow cooling process is known as annealing, and so the stochastic simulation process for the determination of the atomic organization with minimum energy is named as simulated annealing.
Similarly, if we want to maximize an objective function value, our simulated annealing optimization will start with a Metropolis Monte Carlo simulation at a low value of a global parameter, which will be gradually increased during the following process. This means that at the beginning large random jumps which will result in a increase in the objective function value will be accepted. At each step, the SA algorithm searches in the neighborhood of the current state s and probabilistically replaces the current solution according to the difference between the objective function values and a probability parameter. The probability needs to be updated at each step so that the system gradually moves to a higher value. The Metropolis Monte Carlo simulation is continued until the final temperature is reached or until a given computation budget limit is reached. Kirkpatrick et al. (1983) argued that, if a global maximum exists, the simulated annealing algorithm will eventually escape from any local maximum and terminate with the global optimal solution as long as the annealing schedule is extended. However, the method's effectiveness will largely depend on the choices of the initial state space, the neighbor selection method, the probability transition function, and the annealing. And unfortunately, there is no general way to find the best choices for these parameters. The annealing time required to ensure a significant probability of success will be significantly higher than the time re-quired for a complete search of the solution space. Kripka (2004) pointed out that "Regarding the number of function evaluations needed by Simulated Annealing, it must be emphasized that this number is very high when compared to those required by mathematical programming. Therefore, this approach is specially indicated to problems where usual techniques are not efficient."
COMPARISON WITH NONLINEAR PROGRAMMING OPTIMIZATION
Considering the significant annealing time, we proposed using mathematical programming skills which can be much more efficient for this optimization problem. For nonlinear programming optimization, the expected utility optimization model (1) can be expressed in the following way: Maximize: First we predicted 100 groups' future stock returns for all the equities using Bayesian estimation and the Gibbs sampling method according to Harvey et al (2004) . Table 1 describes the future powers of the asset returns. Based on the predicted data, we optimize the expected utility by both the Simulated Annealing algorithm and nonlinear programming optimization using MatlabR2006b. For the purpose of nonlinear programming optimization, we use the Matlab function fmincon provided by Matlab optimization toolbox. For simulated annealing, we use the Matlab function anneal provided by Vandekerckhove (2006) based on the simulated annealing method proposed by Kirkpatrick et al. (1983) .
We investigate the CPU time of both the simulated annealing algorithm and the nonlinear programming algorithm on a computer with Intel(R) Pentium(R) M processor 1.73 GHz with 0.99 GB of RAM. In the simulation study, we let λ and γ take values 0, 1, 2, 5, 10, 20, 30, 50, and 100. In each simulation, we run all 81 combinations and record the total CPU time. For the following results for both algorithms, we set the stopping tolerance to be 12 10 − .
To keep the playing field level, we use two starting strategies for both algorithms. First, we use the equal weight portfolio as starting point and then we use the Markowitz mean-variance optimal portfolio returned by quadratic optimization as a starting point. We find that for both algorithms to achieve the same level of accuracy the total CPU time will be slightly reduced if we use the solution returned by starting with the Markowitz meanvariance optimal solution. We use this staring solution for the comparisons below, but note that similar results were obtained starting with the equal weight portfolio..
To account for differences in CPU time due to different random seeds, and also to reduce overall variation we run each of the 81 optimizations twenty different times for a total of 1620 separate optimizations. For the nonlinear optimization routine the total CPU time of these 20 simulations is 206.8750 seconds. The average CPU time of each simulation then is 10.34375 seconds for 81 optimizations (an average time for each optimization of 0.1277 seconds). Our standard for comparison is the average time to perform 20 simulations (10.34375 seconds). The results of the averaged portfolio weights and utility can be found in Table 2 .
There are four major parameters for the SA algorithm: cooling schedule, maximum number of consecutive rejections (Maxconsrej), maximum number of tries within one temperature (Maxtries), and maximum number of successes within one temperature (Maxsucess). We also consider tolerance as a fifth parameter. We study the effect of each of them on optimization.
1. First, we set Maxconsrej=300, Maxtries=200, Maxsucess=600 and tolerance= 12 10 − . Usually, practitioners choose a cooling schedule rate between 0.8 and 0.99. Here, to thoroughly study the effect of cooling schedule on the simulation time, we take three values for the rate: 0.01, 0.4, and 0.8. We record the average CPU time of 20 simulations which includes 1620 optimizations. Then we calculate the mean 1 L distance of the optimized utility returned by simulated annealing to the optimal solution (When the four parameters of simulated annealing are large enough, the output returned by simulated annealing will equal the output of nonlinear programming, contained in table 2. We consider this output to be the optimal solution.). The distance is an indicator of the accuracy of the algorithm. It can be seen from Table 3 that the CPU time can be dramatically decreased with the decrease of the cooling schedule rate, this is not done without penalty however. When the cooling rate is below 0.01, the SA algorithm returns a solution that is further from the exact solution. So there is a tradeoff between the accuracy and the speed of the algorithm. 2. Next we examine the effect of Maxsucess. We fix cooling rate=0.8, Maxconsrej=300, Maxtries=200 and tolerance= 12 10 − . Then we try four different Maxsucess rates: 20, 100, 600, and 1000. We record the average CPU time of 20 simulations and the mean 1 L distance of the simulated utility to the optimal solution. We see in Table 4 that with large values of Maxsucess, the SA algorithm is more accurate, but it is also slower. Table  5 that with increasing Maxtries, the accuracy of the algorithm can be improved, but the CPU time will be dramatically increased also. So it is important for practitioners to choose an appropriate rate for Maxtires in real applications. Table 6 shows that small Maxconsrej can lead to inaccurate solutions. 
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− . The results can be seen in Table   7 . As expected the larger the tolerance the faster the algorithms, but these differences are not computationally expensive considering the average time per optimization (81 per simulation). We have presented an empirical comparison between simulated annealing and nonlinear programming optimization to a Bayesian portfolio selection problem. We have shown that to achieve the same level of accuracy, simulated annealing will take a longer time than nonlinear programming optimization. However, even though simulated annealing is slower, for the purpose of optimizing a portfolio with a particular lambda and gamma, this difference is not sufficiently large to warrant abandoning the simulated annealing algorithm. We have made this comparison by maximizing a cubic utility function for both methods, and have found that both algorithms can achieve the optimal expected utility within the same level of tolerance. By establishing the relationship between these two methods for a cubic objective function suggests that we may be able to obtain accurate and timely results when optimizing a function that nonlinear programming may not be suited for by using simulated annealing.
