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A b st r a c t
With the modernization of the GPS system well on its way and Galileo transmitting its first 
signals, there will be a number of new GNSS signals widely available in the near future. 
Some of the signals will be very wide-hand; they are intended to supply a superior tracking 
accuracy and improved multipath performance. Some of the signals are modulated using the 
binary offset carrier modulation. Furthermore these new generation signals can be combined 
to offer the use of dual-frequency techniques for the general public. The Galileo signals in the 
E5 band are good candidates for a wide-hand signal that will be available for use by the 
general public. Dual frequency capability is foreseen in combination with the signals in the LI 
band. The bandwidth occupied in E5 is more than 50 MHz. Making receiver design 
challenging; to allow reception of such signals the RF-front-end and the digital parts of a 
receiver must be able to operate at a sufficient bandwidth with a correspondingly high sample 
rate. These demands are hurdles facing the implementation of a mass-market dual-band GNSS 
receiver. On the other hand such a receiver would outperform a single frequency narrow 
bandwidth heritage GPS LI receiver with regard to many aspects.
Direct-conversion receiver architecture simplifies the construction of a wide-hand 
GNSS receiver. The incoming signal is mixed with a locally produced complex RF carrier 
converting the incoming signal directly to baseband where low pass filters are used for the 
channel selection and to prevent aliasing. The use of low-pass filters is an advantage 
compared to the band-pass filters used in heterodyne receivers; they can be integrated 
monolithically in the semiconductor reducing the number of components. The use of such a 
receiver is analysed in this PhD in theory and practice, including the construction of such 
receiver. A dual frequency receiver was built combining the developed direct-conversion 
wide-hand receiver for the E5 band and a heritage narrow band heterodyne receiver for the 
signals in the LI band. The direct conversion receiver was assessed in comparison to the 
traditional heterodyne receiver with positive outcome. The direct conversion receiver 
performed well in all tests. The new receiver enabled further investigations on the acquisition 
and the tracking of the new GNSS signals. In particular the AltBOC modulated Galileo signal 
in the E5 band was investigated, which resulted in a novel improved processing scheme 
combining two of the most advanced tracking routines for this signal.
This research was carried out at Surrey Satellite Technology Ltd (SSTL) under their 
joint supervision with Surrey Space Centre. Much of the funding was provided under a co­
operation agreement with the UK branch of the Mitsubishi Electric R&D Centre Europe based 
in Guildford. The work of this thesis will feed into the new generation GPS and Galileo 
receivers currently under development at SSTL.
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1 In t r o d u c t io n
This thesis named “Investigation of Receiver Architectures and Techniques for Improved 
Acquisition and Positioning Performance of new Galileo & GPS Location Signals” begins 
with this introduction. It was written as a result of collaboration of two different companies 
and the Surrey Space Centre. The different industrial partners, Mitsubishi Electric Europe and 
Surrey Satellite Technology Ltd are presented in this section. This is followed by an 
introduction to the research objectives set by the collaboration and an introduction to satellite 
navigation systems, to place the research objectives in a wider context. Finally, the outline of 
this thesis is presented with a brief introduction to each of the chapters.
1.1 Contributions
The main contributions made by this research are the following:
• Design construction and evaluation of a direct-conversion based wide-band dual 
frequency GNSS receiver presented in Chapter 5 and Chapter 6.
• Development of a novel correlator structure for the complex AltBOC signal tracking 
and formulation of a new improved way of interpreting the auto-correlation function 
of the AltBOC signal presented in Section 3.4.
• An analysis of the search for cosine phase BOC signals. The impact of this modulation 
when using sub-carrier-cancellation was analysed and novel effects were made public 
and are presented in Chapter 4.
1.2 Glo bal  Navigation  Satellite  System s
The work done for this thesis was undertaken during a very interesting time for satellite 
navigation. The two heritage systems GPS and GLONASS were significantly improved over 
this period, a development probably encouraged by Europe’s heavy investment in their own 
independent system called Galileo. A fourth global navigation satellite system emerged 
during this PhD: Compass, a Chinese based solution. The two new systems and the two 
heritage systems were all actively improving satellite navigation with the introduction of new 
signals and concepts.
The first of the two new emerging systems, Galileo, was designed as an alternative to 
the US and Russian government owned systems. It has had troublesome times recently.
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During the early stages of the PhD Galileo was intended to be operated as a public private 
partnership, offering a basic navigational service to the general public. The private investment 
should have paid off by offering a high quality service of superior accuracy and precision to 
paying customers. This business model failed and in 2007 all the EU member states agreed to 
fund that project with public money. The system will be owned by the European Commission; 
the European Space Agency (ESA) is managing it. On the technical side there were also 
several changes to the design of the Galileo system over the years, for example the evolution 
of the signal in the LI band towards usage of MBOC modulation. Now, in the middle of 
2009, the signal specification is finalised, the money for the construction and operation 
assigned and the bidding process well on its way.
Compass, the other new global satellite navigation system, should evolve out of 
Beidou a regional navigational system currently covering China. The plan is to provide 
worldwide coverage with a design similar to GPS, GLONASS and Galileo. The first medium 
earth orbit test satellite was launched in 2007 and received much attention as it marked 
China's entry to this area. The author had the pleasure attending the meeting where the first 
Beidou signals analysis by the French space agency was presented at the Second Workshop 
on GNSS Signals & Signal Processing at ESTEC in Noordwijk.
Within the last year the awareness of satellite navigation by the general public has 
much increased. The personal devices for road navigation had a break-though in the last two 
years and are now as widespread as MP3 player digital cameras or mobile phones. Numerous 
new applications and services using satellite navigation have emerged. For example adaptive 
car insurance based on navigational data and a wide range of location based services using 
GNSS receivers have become widespread in mobile phones. The issues with the Galileo 
program received increased attention from Europe’s general public. The work for this thesis 
was done at a time of many changes in the GNSS world.
1.3 Research  Objectives
The PhD was, jointly sponsored by two collaborating companies, Mitsubishi V& S and SSTL. 
Within this collaboration the research objectives were left open, leaving room for new ideas. 
The area identified as the research objective was the receiver design for the new upcoming 
wide-band GNSS signals, being of common interest to both parties. SSTL would be granted 
the rights for commercial space exploration of the outcome of the PhD, with the potential 
intellectual property being owned by Mitsubishi and the University.
The set objective allowed a wide range of possible research areas; wide band antenna 
design, high frequency design and digital processing were all within the field. Purely 
theoretical work on receiver algorithm or the structure of GNSS was also possible. At this
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point in time the first Galileo satellite was being launched and was successfully transmitting 
signals. The full performance and the possibilities of having a new generation satellite 
navigation system were not fully understood. After some initial work concentrating on the 
specifications and the design of the new signals, the signal acquisition was identified as a field 
with open questions. The different structure of the new signals, in particular the new 
modulations, codes and channel multiplexing, increased the complexity of the signal 
acquisition; this work is presented in Chapter 4.
Another objective of the PhD was set later, and focussed on the area of receiver design 
for wide-band signals. At the start of the PhD, the reception of new Galileo signals in the E5 
band was not common, only a few experimental receivers existed and commercial 
components targeted at this band were rare. To allow algorithm and product development 
targeted at the wide-band signals in the other radio bands, new reception methods were 
required. Thus the focus of the PhD was redirected onto hardware implementations to receive 
the signals in the new bands shown in Chapter 5 and Chapter 6 The investigations into the 
developed hardware later concluded with an optimised correlator design for the processing of 
the Galileo AltBOC signal in the E5 band of the new Galileo signal design presented in 
Section 3.4.
1.4 M itsubishi, Surrey  Satellite  Technology  L td
This thesis and the associated work completed over the past three years are the result of 
cooperation between the Visual and Sensing Division of the Mitsubishi Electric R&D Centre 
Europe in Guildford and Surrey Satellite Technology Ltd (SSTL) closely associated with the 
Surrey Space Centre (SSC) at the University of Surrey.
The Visual and Sensing Division (V& S) is a research entity located on the Surrey 
Research Park in Guildford. It is part of the Mitsubishi Electric Information Technology 
Centre which is the European research entity of the Mitsubishi Electric Cooperation from 
Japan. Its focus is digital visual image coding and processing, wide-band digital modulation 
and advanced signal processing, where it currently has world-leading expertise. More wide­
band signals are available with Galileo and the modernized GPS and therefore GNSS moved 
into the focus of their research. The Cooperation with the Surrey Space Centre and the Surrey 
Satellite Technology Ltd commenced with the sponsorship of this PhD.
SSTL was formed as a spin-off company from the University of Surrey in 1985. Since 
then, SSTL has been involved in 26 satellite missions and become a world-leader in supplying 
small satellite platforms. SSTL manufactures its own range of space GNSS receivers, which 
are operated on-board its own satellites and supplied externally as sub-systems. Over the past 
years a wide range of GPS receivers were designed and operated by the GNSS team within
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SSTL. The receivers range from a small low-power single antenna receiver to a receiver with 
four antennas and front-ends capable of determining a spacecraft's attitude. Some receivers 
with special tasks were also introduced: for example a receiver with weak signal tracking 
targeted to work up to geostationary orbits; another is an experimental payload able to receive 
and record GNSS signal reflections scattered back from the earth surface.
Beside the goals achieved in receiver design and operation, SSTL was involved in the 
construction and operation of the first Galileo satellite GIOVE-A. This satellite was a large 
achievement for SSTL as well as for satellite navigation in Europe. The payload which 
transmits the navigation signals on GIOVE-A was supplied externally but SSTL constructed 
the backup payload. They also constructed a navigation signal generator and this work 
brought with it a lot of expertise on GNSS signals into the company.
The Surrey Space Centre is a department of the University of Surrey and the birthplace 
of SSTL. It still maintains close links with SSTL, resulting in several communal research 
projects and activities. Several GNSS related PhD students are placed at SSTL with academic 
supervision provided from the Surrey Space Centre.
These three partners began cooperating in 2006 with a jointly funded research PhD 
position. The opportunity of profiting from each others expertise motivated each partner. Both 
the industrial partners have slightly different aims in this work. Mitsubishi was looking for a 
fruitful cooperation with the forefront GNSS research done at SSTL to strengthen their 
position in the wide field of navigational research. SSTL was looking for new receiver 
designs which might incorporate Mitsubishi's knowledge of the processing of wide-band 
signals.
1.5 Outline  of Thesis
The thesis is divided into nine chapters, briefly introduced here:
Chapter 2 introduces the concept and the structure of Global Navigation Satellite 
Systems (GNSS). The focus is on the new second generation GPS and the new European 
Galileo system. The fundamental principle of satellite navigation is summarised briefly, with 
a generic system design presented afterwards. The navigational signal as used by Galileo is 
summarised, including the innovations in modulation design made. This chapter sets the 
background for the thesis by presenting the given signals. These signals can be considered as 
the challenge to be attacked. All the work presented consequently is connected to the signals 
presented there. A novel observation about the auto-correlation shape of the AltBOC signal is 
present in this chapter after the introduction of AltBOC in the Section 2.3.6.
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Chapter 3 presents the theory of a user receiver for a GNSS system. A model for the 
signal received by the user is given. Generic algorithms for the signal receptions are 
introduced. The signal acquisition is treated with more detail reflecting the initial thesis 
objectives. The signal tracking is also introduced reflecting some of the latest developments in 
GNSS signal tracking. The development towards the AltBOC signal tracking, done during the 
PhD is presented; a new correlator structure is introduced that extends a double estimation 
AltBOC receiver to recover more of the signal’s energy. At the end, an introduction to the 
hardware concepts used in GNSS receivers is given. The commonly used approach of 
dividing the receiver into a part with analogue and a part with digital signal processing is 
presented. This chapter is an introduction to the work on GNSS front-end techniques 
presented in the thesis.
Chapter 4 focuses on the acquisition of binary offset carrier (BOC) modulated GNSS 
signals. It describes a previously undiscovered effect when searching for these new signals. 
To resolve the ambiguity of a binary offset carrier signal auto-correlation, there is a method 
named sub-carrier-cancellation. This method is intended for sine-phased binary offset carrier 
signals. The new Galileo signals adopt the cosine-phased BOC modulation, which identifies 
some previously unknown aspects to the use of sub-carrier-cancellation. These implications 
are presented alongside with an in-depth look at the acquisition of BOC signals. This work is 
a result of the initial focus on GNSS signal acquisition and is and is closely based on ajournai 
publication of the author [Weiler 2008 RIN].
Chapter 5 focuses on the direct conversion receiver proposed for GNSS signal 
reception, different demodulator concepts are presented also for comparison. The 
demodulator free direct sampling method is also briefly presented. A large part of the PhD is 
presented in this chapter starting with the implications of direct conversion to GNSS 
reception. The impact of the new generation GNSS signals on the front-end design is shown 
here as well. The technical advantages and problems of a direct conversion GNSS receiver are 
explained subsequently. The impact on the navigational signal reception is presented and the 
chapter concludes with a presentation of proposed algorithms for signal processing.
Chapter 6 presents a hardware set-up implementing a GNSS receiver based on the 
principle of direct conversion. The set-up consists of a flexible demodulator, a DC notch and 
data logger capability based on a personal computer with an FPGA development board. For 
reference purposes, the set-up includes a heritage heterodyne front-end as well, with its data 
also being logged and synchronised. The heritage front-end is also presented to assess the 
differences. A corresponding off-line processing chain in software is implemented in Matlab 
using [Bore 2007]. The software allows analysis of the signal properties of both frOnt-ends. 
The emphasis is on the front-end and its properties and how to gather data for an assessment. 
This set-up is linked with the background presented Chapter 5.
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Chapter 7 is reserved for the results of the direct conversion receiver. Measurements of 
the direct conversion front-end are presented alongside with a comparison to the heritage 
front-end. The main focus is on the tracking jitter of the code, and carrier loops. It is shown 
that there is no significant degradation to the signal tracking between the direct conversion 
and heterodyne front-end. The second part presents the impact of the low and the high-pass 
filter used by the direct conversion receiver. Their impact on different types of GNSS signals 
is stated. Then a performance estimation of a possible implementation of the digital 
correlators is given and compared to the correlators of a heterodyne implementation. At the 
end of this chapter tracking results showing the performance of the newly developed 
correlator structure for AltBOC tracking are presented using the newly designed front-end.
Chapter 8 contains a conclusion, including the contributions of this thesis. Possible 
areas of an application are presented. Furthermore, research areas opened by this work are 
presented and connected to future activities in the field of GNSS.
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Currently there are two operational GNSS systems installed and two others are being 
deployed. The United States owned Global Positioning System (GPS), is the widest known 
and used system at this time. The Russian equivalent Global'naya Navigatsionnaya 
Sputnikovaya Sistema (GLONASS) is very similar to GPS but not as widely known and used. 
Both systems nominally provide world-wide coverage and some of their services can be used 
by the general public. The GLONASS system had some satellite losses over the last years and 
was not able to providing world-wide coverage. But replacements are being undertaken and 
global coverage should be re-implemented by 2009. The US government is replacing old 
satellites with newer versions with more signals and thus is gradually upgrading the GPS 
system to deliver better performance. The new improved system is called Modernized GPS.
The European Commission owned Galileo system is currently on its way to 
implementation. There are two test satellites currently in orbit, GIOVE-A and B, transmitting 
navigational signals. The negotiations to build, launch and operate the final constellation are 
anticipated to be finalised by the end of 2009. Global coverage is foreseen from the year 
2013. The design of Galileo is very similar to GPS and GLONASS with slight improvements 
made at various parts of the system. The second satellite navigation system currently in the 
design stage is owned by the Chinese government and named Compass. There is one 
Compass medium earth orbit test satellite orbiting the earth at the moment and an extension 
towards a global coverage and the final design are currently under investigation.
In this chapter, the system design of a GNSS is presented with particular focus on the 
navigational signal design. It sets the background for the thesis, and all the work presented 
consequently is connected to the reception of the signals presented here. A novel observation 
about the auto-correlation shape of the AltBOC signal is present in Section 2.3.6.
2.1 Principle  of GNSS
The fundamental idea behind GNSS is the determination of the position of a receiver by 
receiving synchronised signals from transmitters having known positions. A very good 
explanation is the often used foghorn example depicted in Figure 2-1. A pulsed tone is 
transmitted at a known time from three different but known locations. The time of arrival of 
each of the tones leads to the distance to the corresponding transmitter. Based on the range 
measurements, a position can be calculated using triangulation if at least three measurements 
are available.
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Figure 2-1 Principle of positioning
In the case of satellite based navigation, the satellites transmit a synchronised signal as 
well as their own positions. The time of transmission from the satellites is not known to the 
receiver thus the range cannot be measured directly, only a relative measurement is possible 
offset by the local clock error. This relative measurement is named pseudorange. With 
pseudorange measurements to four transmitters a position can be calculated by removing the 
local clock error. Knowing the clock offset, the pseudoranges become ranges. The very useful 
side effect of the clock offset determination is a synchronised clock. The receiver clock is 
synchronised to the system clock of the navigation system, providing one of the most accurate 
clock sources available today. Using techniques related to the carrier phase of the signal, a 
velocity measurement of the user receiver can be provided. The result of a GNSS receiver is 
often named PVT reflecting the fact that it delivers position, velocity and time.
2.2 System  Structure
The Structure used by all the different planned and operating GNSS systems is very similar, 
because the same principle is used by all systems. The satellites transmit a synchronised 
timing signal towards the earth. Information about the position of the individual satellites is 
also transmitted to the receiver; most commonly the timing signal transmits the satellite’s 
position information as well. The satellites are often referred to as the space segment and are 
explained in more detail later. To provide the satellites with their positions, a network of 
ground stations is in place named the ground segment. The receivers able to calculate a 
position based on the received satellite signals are named user segment, explained in more 
detail below.
2.2.1 Space  Segm ent
The space segment comprises of the constellation of satellites. To allow a position calculation 
at least four satellites need to be in view of one receiver. More are needed to overcome signal 
blockage by natural or man made obstacles. To achieve full global coverage at least four
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satellites need to be in view from every point on the earth at any time. To fulfil this 
requirement all systems selected a constellation of satellites in medium earth orbits. Satellites 
on a medium earth orbit circle the Earth with approximately 12 hour period. The inclinations 
are around 55 degrees for the GPS and Galileo constellations and around 65 degrees for the 
GLONASS constellation. The GPS and Galileo constellations are optimised for worldwide 
coverage whereas GLONASS is focused on higher latitudes to give better coverage over 
Russia but reducing the coverage close to the equator.
To achieve the desired full coverage GLONASS has selected a constellation of 24 
satellites, GPS has a specified constellation of 24 satellites, although currently has 32 
satellites in orbit and Galileo is aiming for 30 satellites. There is no further information 
available on the Compass system, but it is very likely that the final system design will have 
much similarity to GPS and Galileo.
2.2.2 Ground  Segm ent
The main task of the ground segment is to keep track of the satellites orbits and to propagate 
this information back to the satellites. For this purpose monitor stations spread around the 
earth measure the satellites’ orbits and forward this information to a control centre where it is 
processed. The data is subsequently passed to several uplink stations also spread around the 
earth and up-linked to the satellites. The control of the satellites itself is also done by the 
ground segment. The interface between the ground and the space segment is not relevant to 
this thesis and therefore not further explained.
The ground segment is usually not visible to a user of satellite navigation; it can be 
compared to the core network of a cellular mobile phone system that is crucial for the 
operation but hidden to the end user.
2.2.3 U ser  Segm ent
space and ground segments are in place to provide receivers with the ability to determine 
their position. These receivers are all part of the user segment. They are able to receive the 
signals of their matching system (GPS, GLONASS and others). There is a wide variety of 
receivers available. These range from receivers in ships, aircrafts and vehicles to most 
recently receivers built into mobile phones. The majority of mass market products are 
currently designed to receive the signals of the GPS system only, but dual system receivers 
are being developed now and are considered as of growing importance for the future. The 
receivers of the user segment are receiving only; it is a unidirectional system unlike the earlier 
mentioned mobile phone network. The number of receivers is therefore not limited by the 
system.
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The work presented in this thesis is focussed on the receiver design for the user 
segment; therefore more attention is given to the user segment and in particular to the 
interface between the user segment and the space segment. This interface is composed of at 
least one navigational signal transmitted from each of the satellites and received by a user 
segment receiver. The design of these navigation signals is one of the performance-critical 
aspects of the whole system, as it directly influences the achievable positioning performance. 
The navigation signal design is crucial for the design of the user segment receivers, and 
explained in more detail in the next section.
2.3 N avigation  Signal Structure
As mentioned above, the navigation signal is the link between the space segment and the user 
segment. Navigation signals are transmitted by each satellite of the constellation to allow the 
receiver to make range measurements to each satellite. Beside the range measurement each 
satellite’s position is also needed to calculate a user position. The navigation signal has to 
convey information on the satellites' position to the user. These two requirements lead to very 
similar navigation signal solutions for the currently available and planned GNSS systems. A 
full description for the Galileo system is provided in [Avila-Rodriguez 2008] and 
[Galileo SIS 2006]; for GPS, a comprehensive description is provided in [Kaplan 2006].
The navigation signal design for GPS and Galileo is presented in the next sections. 
The other designs are similar and not considered further. The main focus will be on the 
signals used by the new European Galileo system, for whose navigation signals several 
techniques are used, such as Code Division Multiple Access (CDMA), Binary Offset Carrier 
(BOC) Modulation and Coherent Adaptive Sub-carrier (CASM) Modulation.
2.3.1 General  Structure
Figure 2-2 shows the scheme of the signal transmitted from one satellite on a single 
frequency. It is composed of different channels, in current systems up to four channels, which 
are multiplexed and modulated onto an RF carrier signal on a given carrier frequency.
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Figure 2-2 GNSS Signal structure on one frequency
The channels can transport data; the data sources are indicated on the left. It is also 
possible to have channels without data modulation, only providing ranging information. 
These data-less channels are called pilot-channels. All channels are then spread by a primary 
spreading-code, with a code-rate higher than the data rate. This code is unique for each 
channel and satellite. It enables the CDMA concept to work and is used to determine the 
pseudoranges to a satellite. Furthermore, a modulation with a secondary code is also possible. 
This secondary code usually has a code-rate in between the data-rate and the primary code- 
rate. Before multiplexing the channels together each channel can be further modulated by a 
sub-carrier as described in Section 2.3.5.
Finally, all the channels are multiplexed together and modulated on an RF carrier 
frequency. In the subsequent sections the different parts of the signal with respect to the 
modernized GPS and the Galileo signal structure are presented.
2.3.2 Channels
The two satellite navigation systems considered provide different services targeted to different 
users. For this purpose a structure having different channels on different frequency bands was 
introduced. The improved GPS system will provide two services mapped to three different 
radio bands according to Table 2-1. The multiplexing schemes are explained later on. The 
services are:
• Open Service (OS): this service provides navigation and timing information, is 
free of charge and intended for the mass market.
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Military Service: the access is limited to US governmental organisations using 
strong encryption. This service is more robust than the other services, 
particularly against jamming.
Table 2-1 Channels of the modernized GPS
Band Channel M odulation M ultiplexing Service D ata ra te
LI C/A BPSK (1)
(MBOC (6,1,1/11))
CASM OS 50 bps
LI P(Y ) BPSK (10) Military 50 bps
LI M BOC (10,5) Military Unknown
L2 C BPSK (1) CASM OS 50 bps
L2 P(Y ) BPSK (10) Military 50 bps
L2 M BOC (10,5) Military Secret
L5 I BPSK (10) I, Q BPSK OS 100 bps
L5 Q BPSK (10) OS Data less
The new Block IIR-M GPS satellites will transmit this signal structure except the 
signal on L5. The subsequent block IIP satellites will then transmit the full structure. Every 
time an old satellite fails a new type replaces it. Thus the modernisation is an ongoing 
process, which should be finished by 2014.
The Galileo satellite navigation system is a recent development funded by several 
countries through the European Space Agency. The political intention is to have an alternative 
to the existing American GPS. One of the initial design ideas of Galileo was to provide a 
more accurate service for a charge. Present GPS provides an open free service and an 
improved high accuracy service, but the latter is only for US and UK Military use. There is 
presently no high-accuracy open GNSS service available. To be able to provide such a wide 
range of services the Galileo designers chose four different services implemented on three 
frequency bands [Galileo SIS 2006] [Hein 2002]:
• Open Service (OS): comparable to the open service in GPS. This service 
provides navigation and timing information, is free of charge and intended for 
the mass market.
• Safety of Life (SoL): the SoL service is like the open service, but enhanced by 
integrity capabilities. Furthermore, this service will include a service 
guarantee.
• Commercial Service (CS): provides enhanced services, which extend the open 
service. It is encrypted to limit the access to authorised customers.
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• Public Regulated Service (PRS): is comparable to the encrypted service in 
GPS. The access is limited to the member states governmental organisations 
using encryption. This service is more robust than the other services.
These services are mapped to different channels according to Table 2-2. This complex 
channel structure is necessary to provide dual-band use for all the different services.
Table 2-2 Channels of Galileo
Channel Band Modulation Multiplexing Service Data rate
Ll-A LI BOC (15,2.5) CASM PRS Unknown
Ll-B LI MBOC (6,1,1/11) OS, CS, SoL 250 bps
Ll-C LI MBOC (6,1,1/11) OS, CS, SoL Pilot
E5a-I E5a BPSK (10) Alt BOC 
(15,10)
OS 50 bps
E5a-Q E5a BPSK (10) OS Pilot
E5b-I E5b BPSK (10) OS, CS, SoL 250 bps
E5b-Q E5b BPSK (10) OS, CS, SoL Pilot
E6-A E6 BOC (10,5) CASM PRS Unknown
E6-B E6 BPSK (5) CS 1000 bps
E6-C E6 BPSK (5) CS Pilot
2.3.3 D ata  M essage
The data transmitted by the different channels of the different GNSS systems varies 
[Kaplan 2006] [GIOVE SIS 2008] [Galileo SIS 2006], but in general they consist of a 
synchronised framed structure that is transmitted from all the satellites in the space segment. 
The framed structure usually contains an identical repeating data pattern for synchronisation 
purposes. This higher level structure is needed to give the user receiver the possibility of 
calculating the pseudoranges. If only the spreading-codes were used, a range ambiguity would 
make a position calculation impossible. Most data messages contain the orbital parameters of 
the transmitting satellite to allow the user to calculate the satellite’s position at transmission of 
the message or the satellite’s position directly. Depending on the different systems more 
information on, for example, clock modelling, atmospheric distortions or the orbital 
parameters of all the other satellites is provided. The full data message used in Galileo 
respective to the GIOVE satellites is described in [GIOVE SIS 2008] [Galileo SIS 2006]. The 
data is usuahy protected against transmission errors with a checksum or with encoding to 
allow recovery from errors.
2.3.4 Spreading-codes
To ensure the separation between the satellite signals and to provide pseudorange information 
each channel is modulated by at least one primary spreading-code. These codes are either 
generated by shift-register logic or are loaded from memory, the so called memory codes. In
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Table 2-3 some properties of the codes for the Galileo system are listed. The code rate is 
given in symbols per second and the data rate of the navigational data in bits per second. 
Some of the channels are pilots modulated only by a secondary code, whereas others are only 
modulated by data or by data and a secondary code
Pilot channels are modulated by a secondary code to resolve the range ambiguity. The 
length of one primary code period is in the order of one thousand kilometres. This results in 
ambiguous pseudoranges, as the distances to the satellites are roughly between 2 2 0 0 0  and 
24000 kilometres. With the secondary code the code length is around 30000 kilometres, 
which leads to an unambiguous pseudorange. For a channel modulated by data and a 
secondary code, the secondary code provides simple synchronisation with the data bit.
The code-rate and the length of the codes vary to provide different properties for the 
different channels. A higher primary code-rate leads, in general, to a signal having a higher 
bandwidth and, due to the shorter chip width, this leads to a more precise pseudorange 
measurement. The set of spreading-codes for GPS is comparable to Galileo.
Table 2-3 Spreading-codes in Galileo
Channel 
(Code Name)
Primary code- 
rate
[symbols / sec]
Primary
length
[chips]
Secondary 
code-rate 
[symbols / sec]
Secondary
length
[chips]
Data-rate 
[hits / sec]
Ll-A Unknown Unknown Unknown Unknown Unknown
Ll-B 1023000 4092 - - 250
Ll-C 1023000 4092 250 25 Pilot
E5a-I 10230000 10230 1 0 0 0 2 0 50
E5a-Q 10230000 10230 1 0 0 0 1 0 0 Pilot
E5b-I 10230000 10230 1 0 0 0 4 250
E5b-Q 10230000 10230 1 0 0 0 1 0 0 Pilot
E6 -A Unknown Unknown Unknown Unknown Unknown
E6 -B 5115000 5115 - - 1 0 0 0
E6 -C 5115000 5115 1 0 0 0 1 0 0 Pilot
2.3.5 Sub-Carrier  M odulation
The Binary Offset Carrier (BOC) modulation was conceived to provide an additional military 
signal in the GPS bands. In particular the GPS LI band is already occupied by signals, the 
idea occurred to create signals where most of the energy is not in the centre of the band. In 
Figure 2-4 the power spectrum density is depicted and the chip pattern of a standard BPSK 
signal is displayed in Figure 2-3. It can be seen that most of the energy is centred in the 
middle. In Figure 2-5, the auto-correlation function of a BPSK signal is depicted, showing the 
distinctive triangular peak, infinite bandwidth is assumed. According to [Betz 1999] the BOC 
modulation is a solution for demand of spectral separation, as the spectral energy gets moved 
away from the band centre.
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Figure 2-5 NRZ BPSK auto correlation shape
In the Equation (2.1) a normal PSK signal is represented in base-band. Each symbol is 
shaped according to Figure 2-3 and transmitted as either positive or negative. All symbols 
combined leading to a Non Return to Zero (NRZ) sequence where the sign of the signals 
indicates the transmitted bit. A names the amplitude d  the data and a the spreading code.
bpsK(t) = A d {t)a { t)
W ( 0  = A d(t) a{t) sgn(sin(2;^/))
c i l )
(2.2)
In the Equation (2.2) the same signal in base-band is shown, but another term is 
included. The sign of an angular function, in this case sine, on a certain frequency returns a 
rectangular shaped function. The sub-carrier frequency (fs) is in general equal or bigger than 
the frequency of the code. In GNSS practice, the BOC sub-carrier frequency is an integer, or
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an integer and a half multiple of the code rate. Each transmitted bit is then expressed using a 
more complex shape, having higher frequency level changes. This fact leads to the expression 
where the first number indicates the sub-carrier frequency and the second number the code 
rate e.g. BOC (1, 1). Both numbers are expressed as a multiple of 1.023 MHz. The angular 
function used for the generation of the rectangular pulses can be either a sine or a cosine. The 
notation used is sin BOC or cos BOC.
Chips 1 0 1 1 0 1
NRZ
sin BOC (1,1)
cos BOC (2,1)
Figure 2-6 Comparison of NRZ and BOC
The BOC coded sequences in comparison with the NRZ coding are shown in 
Figure 2-6. In the first row the transmitted code chips are shown, and then one NRZ 
representation and two BOC examples. The higher the BOC frequency is, the faster the levels 
actually change. The sine BOC (1,1) coded sequence corresponds to the widely known 
Manchester coding.
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Figure 2-7 sin BOC (2,1) chip pattern Figure 2-8 sin BOC (2,1) spectral density
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Figure 2-9 cosine BOC (2,1) chip pattern Figure 2-10 cosine BOC (2,1) spectral density
In Figure 2-7 the sub-chip pattern for a sine-phased BOC is shown with corresponding 
spectrum in Figure 2-8. For the cosine-phased signal the sub-chip pattern is shown in 
Figure 2-9 and the spectrum in Figure 2-10. As for the normal NRZ PSK, in Figure 2-3, each 
pattern is transmitted as either positive or negative following the levels of the pseudo-random 
code. Notice that most of the spectral energy is not in the band centre. It is concentrated in 
lobes symmetrical on each side of the band centre. More energy is moved out of the centre is 
bigger when the sub-carrier is bigger. More details on spectrums of BOC modulated signals 
are presented in [Rebeyrol 2005]. The auto-correlation function of a cosine BOC (2, 1) signal 
is shown in Figure 2-11, again for infinite bandwidth. The sub-carrier modulation results in 
the distinctive multi peak characteristic that requires adapted signal processing as described in 
Section 3.3.2.
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Figure 2-11 Cosine BOC (2,1) auto correlation shape
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M u lt ipl ex e d  BOC M o d u la tio n
There are a number of variations to the BOC modulation scheme to increase the signal 
bandwidth and hence resolution. An important one is the multiplexed BOC modulation, which 
is proposed as a common signal for both (GPS, Galileo) systems. Currently there are two 
proposed methods of implementation. The first is called Time Multiplexed BOC (TM BOC) 
where a higher rate BOC signal is time multiplexed with a lower rate BOC signal. The second 
proposal is a lower rate BOC signal superimposed with a higher rate BOC signal with smaller 
amplitude, this is called CBOC. Figure 2-12 illustrates the two different approaches using a 
sine BOC (1,1) multiplexed with a sine BOC (4, 1) where a quarter of the power is given to 
the higher rate BOC signal, this example was chosen to produce clear figures. The generic 
term for both methods is MBOC. The notation is always MBOC (fs,fc,As) with the higher 
sub-carrier frequency c a l l e d t h e  chip-rate c a l l e d a n d  the amplitude ratio of the higher sub­
carrier named As. The assumption is that the lower sub-carrier frequency is equal to the chip- 
rate. The benefit of using this scheme is claimed to be better tracking performance and a 
greater robustness to multi-path [Hein 2006].
In the current proposal for the Galileo LI signal, BOC (1, 1) is multiplexed with a 
BOC (6 , 1) giving 10/11 of the energy to the BOC (1, 1). Therefore the narrow band BOC 
still contains 10/11 of the total energy. This reduction in the narrow BOC signal power is not 
expected to degrade significantly the performance of mass-market receivers [Hein 2006]. 
MBOC should give better tracking accuracy to wide-band users without significantly 
degrading the signal for narrow band users.
Data
sin BOC (1,1)
1 0 1 1 0 1
TM 8 0 0 (4 ,1 ,1 /4 )
CBOC (4,1,1/4)
Figure 2-12 The M BOC schemes
In Figure 2-13, the power spectral density of the Galileo MBOC (6 , 1, 1/11) signal, 
shown in blue, is compared to a BOC (1,1) signal, shown in red. The higher spectral content 
can be clearly seen and the small degradation comparing the main lobes can also be seen.
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Figure 2-13 Power spectral density of MBOC (6,1,1/11) compared to BOC (1,1)
2.3.6 M odulation  and Channel M ultiplexing
The task of this stage is to modulate and multiplex the binary streams of the channels into one 
complex signal. There are currently up to four channels per signal band and therefore 
multiplexing is necessary. The standard modulation is Binary Phase Shift Keying (BPSK), 
where a phase shift of 180 degree separates the binary states, shown in Figure 2-14.
Figure 2-14 BPSK modulation Figure 2-15 I, Q BPSK (QPSK) modulation
In Equation (2.3) and Equation (2.4), the transmitted signals are shown for the GPS LI 
and the L2 carrier. The signal on the LI carrier is a combination of the open service BPSK 
signal on the real axis and the military service BPSK signal on the imaginary axis. In 
Figure 2-15 this modulation is displayed. It looks similar to QPSK modulation, but there is a 
significant difference. In QPSK a word consisting of two bits is transmitted at one time.
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whereas in the GPS LI case the real and imaginary parts contain completely different 
channels with different codes and different symbol rates.
(0  = Ad it)ap(Y) it) cos(27fpd + (t>) + y flA d  (t) sinilTf^d + (fi) (2.3)
Si^ 2 (0<2p(r) (0  COSilTfp^t + (2.4)
T h e  C A SM  M od u la tio n
When the idea was considered to multiplex more than two channels on the GPS LI carrier the 
Interplex Modulation was invented [Dafesh 2000]. The Coherent Adaptive Sub-carrier 
(CASM) modulation was developed afterwards and is a generalised version of the Interplex 
modulation.
The legacy GPS signal on the LI carrier is shown in Equation (2.3) and Figure 2-15. 
This BPSK-like modulation is shown in Equation (2.5) in a more general way, ignoring data 
modulation, where aa(t) and ab(t) are the PRN code sequences for the I and the Q channel. 
Both channels are binary streams with the symbols (0, (0  G {-l,+ l}. The symbols A/, A q
stand for the amplitude of each channel.
j(f) = Aja^ ( 0  cosicot) + AgO^  (f) sin(tüf) (2.5)
The signal from Equation (2.5) is then modulated in-phase by a third signal shown in 
Equation (2.6). Assuming a binary phase modulation with the elements: ^(f)e {0,+^}, the
resulting modulation diagram is shown in Figure 2-16. The resulting signal is shown in 
Equation (2.7).
Figure 2-16 Developuieut of the CASM modulatiou
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s(t) = Aja^ (t) cosicot + ^ (0 ) + (t) sinicot + (p{t)) (2 .6 )
s(t) = [Ajü  ^(t) cosi^it)) -  AqO^  (0  sin(^(0)Jcos(û;0
-  [ A j ü ^  (t) sin(^(0) + A q O i  ^(0  cos(^(0)]sin((Mt)
In Equation (2.7) the phase modulation is now replaced by a binary signal, which is a 
combination of an already existing signal ab{t) and a new signal adt) (pit) = m a^ t)  a ^ t )  • The
new signal a^(/)G {-l,+ l}  is of the same composition as the two existing signals. The
constant m is called the modulation index and it indicates the intensity of the phase 
modulation. Using the bipolar nature of ab and Oc and the symmetries of the sine and 
cosine functions, the result in Equation (2.8) shows the CASM modulation of three binary 
signals
s{t) = {AjO^  it) cos(m) -  Aqü  ^it) sin(m)Jcos(<2 ;0
-  [Aqü  ^it) cos(m) + Ajü^ it) <2  ^(0  (f) sin(m)]sin((ür) ^2 g)
A ,(2 =
The main advantage is supposed to maintain a constant envelope. However it has some 
disadvantages: the product of the three channels (last term in Equation (2.8), the product) is in 
most cases wasted energy. Decoding this product in general yields no useful information. The 
high power amplifiers in the transmitter need a constant envelope for the best efficiency and 
to avoid non-linear effects, such as spectral re-growth [Betz 1999]. A deep analysis of the 
CASM modulation is done in [Dafesh 2000]. It is widely used in GPS and Galileo as 
described in Section 2.3.2.
A ltB O C  M od u la tio n
The AltBOC modulation combines the modulation with a sub-carrier and the multiplexing of 
different ehannels. It was invented to transmit different data in the lower and upper side-lobe 
of a BOC signal. With orthogonal signals it is therefore possible to multiplex four different 
channels on one carrier [Lestarquit 2008] [Ries 2003]. The signal is generated according to 
Figure 2-17, which shows the two data streams for upper (E5b) and lower (E5a) sideband. It 
can also be seen that a tiered code structure is used for both data and pilot channels. The 
official specification of the AltBOC signal as used by the GIOVE satellites can be found in 
[GIOVE SIS 2008].
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Figure 2-17 AltBOC generation
To modulate the lower and upper side-lobe individually, the sub-carrier used needs to 
be complex. This complex sub-carrier is shown in Equation (2.9) with the sub-carrier 
frequency named The composed signal in baseband is shown in Equation (2.10) using the 
complex sub-carrier and its complex conjugate indicated with a star.
q{t) = sgn(sin(2;Z/))+ J sgn(cos(2 ;^ / ) )
b{t) = ( 0  (/)+ j  OeSo-Q ( 0  ^ESa-Q (Oj ^ ( 0
+ a[(£2£.5 _^j (t) dp^ iy_j (t) + j  (/) dp^ f^ _Q (/)] q {t)
(2.9)
(2.10)
The spreading-code is named a, the data d. The index indicates the upper or lower 
band (E5b, E5a) and the in-phase (I) or quadrature (Q) component. The four binary signal 
streams can be indentified as the inputs to the modulator block in Figure 2-17. The signal 
defined in Equation (2.10) leads to a seatter plot depicted in Figure 2-18, when the signal is 
normalised to maximum amplitude of one. The full usable speetrum of the AltBOC (15, 10) 
signal currently used by GIOVE and Galileo is indicated in Figure 2-19, the upper and lower 
side lobes are shown with quadrature eomponents. The spectrum of this signal is greater than 
90 MHz wide but will be filtered on transmission [GIOVE SIS 2008].
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Figure 2-18 Scatter plot of the AltBOC modulation
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Figure 2-19 Depicted power spectral density of the E5 signal
As displayed clearly in Figure 2-18, the AltBOC signal generated by Equation (2.10) 
does not have a constant envelope. For the amplification on board the satellite, a signal with a 
constant envelope is desirable. To fulfil this demand, changes were made to the AltBOC 
modulation. This new adapted modulation is explained in the next section.
Before a theoretical observation made on an unmodified AltBOC signal, during the 
PhD is presented. Some simplifications are needed to increase clarity. The formulae for the 
AltBOC signal from Equation (2.9) and (2.10) are rewritten as Equation (2.11) and (2.12). 
The sub-carrier is written without the sign function and the spreading-code multiplied with 
the data streams are combined to one generic data stream per channel to obtain one simple 
equation.
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q{t) = s\n[27tf^t)+ j  cos{27fj) (2.11)
b{t) = (t)+ j  Cl^ a^-Q (OJ
+  [ ^ E 5 6 - / W + ;  « £ 5 i , - ô W ] ^ * W
Equation (2.11) and (2.12) are combined and expanded shown in Equation (2.13). 
b{t)= Ioe5„-; W + j  «E5.-e WJ [cos(«, t) + j  sin(«, ()]+
k si.-/ W + J «E5i,-e W] [cosfe  t ) - j  sin(w  ^/)]
b(t) = [ûE5»-; Wcos(<y, ï)-«£5.-2 Wsin(®, «)]+
[«E51.-; Wcos(®, t) + Û£5E_a W sin fe  0]+  
j  [-«Esf.-; Wsin(«y. ^)+«E5i.-fi Wcos(®, «)]
In Equation (2.14) the baseband signal is separated into real and imaginary part.
( 0  ~ i^ESa-/ (^ )cOs(rÜgQ(. ^)~^E5a-Q OJ"*"
^E5b-Q
W  “  J  [ ^ E S a - /  ^E5a-Q
j  [— {t)sin{0)gQ(, t)~^ E^5b-Q O]
In Equation (2.15), the signal is shown regrouped by sub-carrier. The real and the 
imaginary parts are each combined to give one binary stream modulated with a cosine and one 
binary stream modulated with a sine sub-carrier.
W  ~  i^ E 5a-I  ( 0  ^E 5b-I [^E5b-Q  W  ~  ^E5a-Q  0
W  — ( ^ £ 5 a - /  i^ )~ ^ E 5 b -I  ( O ) ^ Î ^ ( ^ B O C  ( ^ E S a - g  ( 0  ^E5b-Q  ( 0 ) ^ ® ^ ( ^ S O C  0
The auto-correlation of the AltBOC (15,10) signal is shown in Figure 2-20 and was 
presented in [Sleewaegen 2004] with a comparison to the auto-correlation of a BOC (15, 10) 
modulated signal. It was claimed that the AltBOC (15, 10) signal delivers a better tracking 
performance compared to a BOC (15, 10) signal because of the narrower main peak.
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Figure 2-20 Full AltBOC auto-correlation function
This claim needs to be made more precise, first by considering only the E5-I (E5a-I 
and E5b-I) component out of Equation (2.15), which is displayed in Equation (2.16). The E5- 
Q component can be ignored when cross correlated against the E5-I code in the receiver. The 
formulation of Equation (2.16) also shows simply how the AltBOC formulation effectively 
separates the individual codes into respective upper and lower sidebands.
b j  ( ^ )  — {d ^ S a -I  ( 0 " ^  0
( 0  ~  i^E 5a-I  W  “  ^E 5b-I  0
(2.16)
This half of the AltBOC signal can be seen to be composed from a summation (sum) 
of two codes modulated with a cosine sub-carrier and from the difference (delta) of the same 
codes modulated with a sine sub-carrier. The auto-correlation of the AltBOC signal is 
therefore an addition of the auto-correlation of a sine and a cosine signal shown in 
Figure 2-21 with the sum shown in blue and the delta shown in green. Both are auto­
correlation functions of BOC (15, 10) signals, one is a sine-phased BOC auto-correlation and 
the other is a cosine-phased BOC auto-correlation.
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Figure 2-21 ‘delta’ (green) and ‘sum’ (blue) auto correlation function
In Figure 2-22, a zoomed-in version of the different auto-correlation functions is 
shown with the focus on the main peak. It can be clearly seen that the peak width of the 
AltBOC auto-correlation function is between the sine and cosine-phased version. The tracking 
accuracy lies between those for sine and cosine BOC, if a normal early late gate receiver with 
appropriate complexity is used. Correlating with the sum of the codes gives the results of a 
cosine BOC; respective correlating with the difference would give the results of a sine BOC.
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Figure 2-22 Zoom on the peak with sine BOC (green) cosine BOC (blue) and AltBOC (red)
Unpublished work done by Dr. Hodgart suggests that the tracking accuracy is 
equivalent for sine and well as cosine phased BOC signals when the Double Estimation 
[Hodgart 2007] tracking, presented in Section 3.3.2, is used.
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C o n st a n t  E n v e l o pe  A l tB O C  M o d u la tio n
This extension to the AltBOC modulation was invented by Laurent Lestarquit 
[Lestarquit 2008] [Rebeyrol 2005] [Ries 2003] with the aim to obtain a constant envelope 
modulation. The new modulation is named constant envelope AltBOC modulation, or 
AltBOC 8  PSK signal, as it can be seen as an 8  PSK modulation. The scatter plot of this 
modulation is displayed in Figure 2-23 and clearly displays the constant envelope of the 
modulation points.
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Figure 2-23 Scatter plot of the const, envelope AltBOC modulation
There are two ways of generating this modulation. The first uses four level complex 
sub-carriers and can be formulated according to the previous section. A much more elegant 
second approach is to treat this signal as an 8 PSK modulation and to use a lookup-table to 
map different states to the modulation points. The same four channels as above, namely:
^ESb-Q^ ^) ^^e Input Into the lookup-table. The channels are
shown here without the corresponding data modulation. With k  being the lookup-table, the 
modulation can be written according to Equation (2.17). The value outputted by the lookup- 
table depends on the state of each channel and for the sub-carrier switching also on time. The 
presentation of the look up table would take up too much space here, so is presented in 
Appendix C.
^ W W) W' W» ^ G {l,2,3,4,5,6,7,8 } (2.17)
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2.3.7 S p e c t r a l  U s a g e
In Figure 2-24, the bands and signal spectrums of the new GPS system are depicted. The open 
service signals are shown with a blue line, the P (Y) code in red and the new M code in green. 
It shows how the BOC modulation moves the spectral energy away from the band-centre. The 
maximal values of the M-code spectrum (shown in green) are at points where the P (Y) code 
spectrum (shown in red) has no spectral energy. This should ensure a good spectral separation 
of the two channels.
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Figure 2-24 Band usage of the modernised GPS up to GPS IIF
The Galileo signals and the occupied bands are depicted in Figure 2-25. The signals 
related to the open service are shown in blue, the ones related to the public regulated service 
in red and the commercial ones in green. The BOC (1, I) on the LI carrier was chosen to 
maintain compatibility with GPS LI, which transmits in the same band.
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Figure 2-25 Band usage of Galileo
2.4 Conclusion
In this chapter a brief generic overview over Global Navigation Satellite Systems was given. 
The navigation signals used for the downlink to the users was introduced and explained with 
more detail introducing the new modulation schemes of the improved GNSS systems. A novel 
observation about the auto-condation shape of the AltBOC signal was presented as well.
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3 GNSS R e c e iv e r  T h eo r y
In this chapter the theory of GNSS reception is presented, from the low level signal reception 
to the computation of the pseudoranges. The calculation of the position, velocity or time and 
the decoding of the data transmitted are not the main focus of this work and hence only 
described briefly. A new method to track the AltBOC signal is also presented in this chapter.
The most common approach to receive a spreading-code modulated signal is to use a 
correlation receiver. In this type of receiver the incoming signal is cross correlated with a 
local replica generated within the receiver. This approach is needed as the GNSS signals have 
a power less than the ambient noise floor; they are invisible prior to the correlation. The 
correlation time is variable but in most cases one or a multiple of one spreading-code period is 
selected. The correlation over time de-spreads the navigation signals. The local generated 
signal replica needs to be aligned to the incoming signal constantly for a proper operation. 
This continuous alignment is called signal tracking, explained in more detail in Section 3.3. 
Initial alignment of signal and replica is needed before the tracking. This is often called signal 
search or signal acquisition.
A correlation channel is needed for each satellite signal that needs to be received and 
the state of the different local replica generators is the measurement for the pseudorange to the 
satellite tracked. In Figure 3-1 the structure of a correlation receiver composed out of multiple 
channels is presented with a solution for Position Velocity and Time (PVT) as result.
Channel
Channel
Channel PVT
Figure 3-1 Channels in a correlation receiver
Demodulation is necessary to bring the signal from the RF frequency in the L band 
down to a range where processing is possible. The demodulator design is considered more 
specifically in Section 3.6. For the algorithms in this chapter, ideal conversion with ideal 
filtering and ideal digital conversion to an IF frequency is assumed.
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A model for the signals received is presented first, followed by a presentation of the 
algorithms needed to acquire the signal and to initialise the correlation receivers. Lastly, the 
methods to track the GNSS signal are presented.
3.1 Receiver  M odel
A mathematical model is used to represent the signal arriving in the receiver. The model of 
the input of the user receiver is based on the signal generation algorithms presented in 
Chapter 2 extended by a very basic channel model for the transmission. The distance from 
different satellites to the user receiver is modelled as a delay, the free space loss as attenuation 
and the Doppler Effect is included as frequency shift. The gain of an antenna and amplifier is 
also included in the attenuation. No other distortions are considered so far, although possible 
extensions could include atmospheric effects, non ideal transmission in the satellite and 
extended models for the antenna and amplifier of the receiver. The model for a generic 
complex modulated GNSS signal is displayed in Equation (3.1) with the complex baseband 
signal named bi and bq. The amplitude A incorporates the power at transmission, the 
attenuation and the gain in the channel, antenna and amplifier. The angular velocity of the 
radio frequency (RF) is named the angular velocity resulting from the relative movement 
is cOj^ , potential phase shift is named (j) . The travel time of the signal from the satellite to user 
is represented by the delay T . The delay of the baseband signal is linked to the Doppler 
Frequency over the change rate of the delay according to Equation (3.2).
u(t) = A[co^{[(Og^ +O)^)t + ^ )b ,{ t-r )+ sm {{ (0 gf + 0)a)t + (p)bQ(t-T)\ (3 .1)
C 0c= -‘»RF^ (3.2)
In Equation (3.3) the baseband signal of a simple PSK modulation is shown with the 
code and data represented by a and d  respectively. In Equation (3.4) the baseband 
representation of a BOC signal is shown with the sub-carrier named q. Both signals have real 
baseband signals only but when more advanced modulations are considered the baseband 
signals would be complex, for example for the AltBOC modulation presented in 
Section 2.3.6. A single satellite signal is covered by this model and proved to be sufficient for 
the subsequent analysis.
bi{t)= a{t - t ) d(t - r )
b J t )  = 0
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bj[t) = q { t - 'T )a { t - 'v )d ( t -T )  
sgn(sin(A)/))l (3.4)
q[t) =
sgn(cos(A)/))l
3.1.1 L in k  B u d g e t
The link budget is calculated to supply the model with a representative power level at the 
input of the receiver. The minimal open-sky line-of-sight signal carrier power level for GPS 
satellites on earth is specified as -130 dBm (-160 dBW) at the antenna [Parkinson 1996]. The 
carrier to noise power density is obtained by dividing the carrier power by the noise spectral 
density. The model for the calculation of the link budget is shown in Figure 3-2. It consists of 
an antenna connected to a transmission line with the loss L  and a low noise amplifier with the 
noise figure F  that is connected to the receiver; all is at ambient temperature Tq.
eg
Receiver
Figure 3-2 Model for link budget calculation
The noise density can be calculated using Equation (3.5). The ambient temperature is 
To, the noise temperature of the antenna Ta, the transmission line loss between antenna and 
amplifier L, the noise figure of the amplifier is F  and Boltzmann’s constant is k. The standard 
assumptions are shown in Table 3-1 as given in [Parkinson 1996].
r , = r „ ( F - i )
L L 
Afo=*101og,o(r )
T  — A
eq (3.5)
Table 3-1 Parameters for the standard link budget
To 290°K
Ta 130°K
L 2dB
F 1.259 dB
k -228.6 dBW/°K-Hz
The noise floor No is 204.1 dBW-Hz using the values from Table 3-1. The carrier to 
noise density ratio is calculated by dividing the received carrier power by the noise floor, after
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the received power is attenuated by the loss of the cable. The -160 dBW at the antenna results 
in a C/No of approx 42.1 dB-Hz that is called the representative minimum signal-to-noise 
density ratio and is here expressed for the GPS C/A code in the LI Band. This calculation 
assumes standard figures and the values are used consequently as a rough comparison.
3.2 A c q u is it io n  of GNSS S ig n a ls
The acquisition process provides initial estimates for the correlation receiver. The code phase 
of the incoming signal and the Doppler frequency are needed to initialise the tracking loops in 
the correlation receiver. The acquisition can be seen as the location of a signal in a two 
dimensional search space (code phase, carrier frequency). The acquisition is a well exploited 
subject and many algorithms were developed in the past mostly aimed at PSK modulated 
signals [Bore 2007] [DeWilde 2006] [Lannelongue 1998] [Kilvington 1986] [Kaplan 2006] 
[Van Nee 1991] [Ward 1996] [Ziedan 2006]. Recently the acquisition of BOC modulated 
signals has had more attention. It is in some ways different to PSK acquisition [Heiries 2004] 
[Martin 2003] [Mattos 2005].
Most work done on BOC acquisition focussed primarily on sine-phased BOC 
modulated signals. The different BOC signal varieties are presented in Section 2.3.5 or in 
[Betz 1999]. New work has been done during this PhD on the acquisition difference between 
the sine and cosine BOC signal varieties. The spectral properties result in slight degradation 
when acquiring cosine-phased signals compared to sine. This analysis was published in 
[Weiler 2008 RfN]. To give the work the attention it needs, it is included separately in 
Chapter 4, which focuses entirely on the acquisition of GNSS signals. The chapter is closely 
coupled to [Weiler 2008 RIN], starting with a general introduction to the GNSS signal 
acquisition, including techniques based on Fast Fourier Transformations (FFT). It focuses 
subsequently on the differences between sine and cosine BOC and the newly discovered 
impact of cosine-phased signals on the acquisition technique sub-carrier-cancellation.
3.3 T r a c k in g  of GNSS S ig n a ls
The aforementioned correlation receiver is the basis for most GNSS receivers. Its core is the 
correlation of the incoming signal, modulated by a PRN code, with a locally produced PRN 
replica code, which needs to be permanently kept aligned despite the dynamics of the satellite 
and user. The Doppler frequency also changes due to the dynamics and so the local oscillator 
of the replica needs to be adapted continuously as well. The continuous adjustment of these 
parameters is most commonly done with two so-called tracking loops, an active control 
system that controls the local replica generator and the demodulation frequency. Based on a 
discriminator indicating the relative position of the local replica or Doppler frequency.
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compared to the incoming PRN modulated signal, a control signal is generated to adjust the 
local generators.
This active tracking system ensures that the locally produced replica PRN and the 
locally produced demodulator frequency always match the incoming signal with an accuracy 
determined by the implementation of the tracking, the signal level and noise level. A decoding 
of the bits and hence the message transmitted by the received channel is possible, when local 
and incoming signals are aligned.
The states of the local generators are used to calculate the pseudoranges, by observing 
the phase of the locally produced PRN code and of the demodulation frequency in all 
channels at one instant in time. The code phase will represent the phase of the incoming 
signal, which will be different for all the satellites received. Together with demodulated data 
obtained from each channel, a pseudorange can be calculated. It is also possible to extract 
further measurements such as the carrier phase.
Two standard methods for signal tracking are presented in the following sections: the 
first is for processing PSK modulated signals; the second is for processing BOC modulated 
signals. Chapter 5 in [Kaplan 2006] provides an in depth analysis of PSK signal tracking and 
Chapter 6  in [Blunt 2007b] provides the equivalent for the processing of BOC modulated 
signals.
3.3.1 T r a c k in g  o f  PSK M o d u la t e d  S ig n a ls
In Figure 3-3 the correlation receiver is displayed in a configuration that can receive PSK 
modulated signals. It is composed of a demodulator and six correlators, each comprising a 
multiplier and an accumulation and dump mechanism. Furthermore, the correlation receivers 
contain: a local PRN code generator able to produce the PRN code with three different phase 
shifts, an IF frequency generator with an in-phase and a quadrature-phase output. The two 
generators are controlled by the loops composed out of a discriminator and a filter, while the 
control paths of the loops are indicated in blue for the code delay loop and in brown for the 
carrier loop. The observables are indicated in red.
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Figure 3-3 Correlator to receive PSK signals
Six correlation results are produced in this receiver named w originating from the six 
different local replica generators. They are divided into two groups of three. For one group the 
incoming signal is mixed with an in-phase version for the locally produced carrier. The other 
group is mixed with a quadrature version of the locally generated carrier. This is indicated 
with the first index of the correlation result showing either I or Q. Mixing the I and Q version 
with the locally generated spreading-code produces two groups. In each group three versions 
of the local spreading-code are used early, prompt and late. The second index of the 
correlations results symbol w indicates the early (E), prompt (P) and late (L) spreading-code. 
In Equation (3.6), the result for the carrier in-phase and early code correlation is shown. The 
locally produced versions of the carrier and the spreading-code are indicated with a chevron 
on top.
^lE =
1 -  r)sm{cot + (!))a{t -  f  -F S)ûn{â)t)dt (3.6)
cr 0
The correlation results are used in the loop discriminators to calculate the error signal. 
Depending on the loop discriminator, a phase, frequency or delay locked loop is used. The 
standard is to use a phase locked loop for the carrier phase tracking and a delay locked loop 
for the code phase tracking. Two standard discriminators also used in this work are given in 
Equation (3.7). The first is referred to as the arctangent discriminator and the second is called 
normalised early minus later power discriminator. The error signal from the discriminators is 
consequently filtered and the carrier and code frequency generation is adjusted. Second order 
loop filters are usually used.
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Beside this basic structure there are many more varieties, including different 
discriminator and higher order filter structure. Also aiding of the code loop with the carrier 
loop is commonly used. Much more detail on the tracking of PSK modulated GNSS signals 
can be found in [Kaplan 2006], wherein more details are also given on the choice of loop 
discriminators.
3.3.2 T r a c k in g  o f  BOC M o d u la t e d  S ig n a ls
If the BPSK tracking architecture is applied to BOC modulated signals a false-lock-point is 
created due to the influence of the sub-carrier [Blunt 2007b]. For tracking of BOC modulated 
signals without false-lock-points, a triple loop structure was developed prior to this PhD. This 
technique is named double estimation [Blunt 2007a] [Hodgart 2007]. Beside the loop for the 
carrier phase and code delay tracking a third loop is introduced to track the delay of the sub­
carrier. A structure implementing this idea can be seen in Figure 3-4. In addition to the 
processing for PSK signals, four additional correlation results are introduced. Beside an early, 
prompt and late correlation of the local generated code; early, prompt and late versions of the 
local generated rectangular sub-carrier are introduced and used to correlate with the incoming 
signal. These additional correlation results are used for the sub-carrier locked loop (SLL). The 
names for the correlation results (w) are extended with an additional index for the sub-carrier. 
The first index is reserved for the carrier in-phase or quadrature. The second index names the 
sub-carrier early (E), prompt (P) and late (L). The last is for the code also with early (E), 
prompt (P) and late (L).
This triple loop structure tracks the code and sub-carrier loop independently and thus 
inherently avoids potential false locking. If code and sub-carrier are locked together, the false- 
lock-points can be seen in the auto-correlation function shown in Figure 2-11. The tracking 
loop can settle on each of the different peaks, whereas only the middle one will deliver the 
correct timing estimation. The triple loop structure prevents this problem, as described in 
[Blunt 2007a].
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Figure 3-4 Triple loop BOC signal receiver structure
In Equation (3.8), the result for the carrier in-phase, early sub-carrier and early code 
correlation is shown, with the sub-carrier shown in Equation (3.9) in the sine phase variety. 
The locally produced versions of the carrier and the spreading-code are indicated with a 
chevron on top. The phase of the locally produced sub-carrier is independent of the phase of 
the code; the sub-carrier phase delay estimation is indicated with two chevrons.
wlEE
1 /  ^ \
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= sign (sin (6Ü/)) (3.9)
The additional correlation results are used in a discriminator to calculate the delay 
error of the sub-carrier generator. A possible discriminator is shown in Equation (3.10); it is 
similar to the delay discriminator of the code delay locked loop. This discriminator is also 
named normalised early minus late power.
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Possible discriminators for the carrier and the code loop are shown in Equation (3.11).
discpjj = — atan 
2n
WQPP
V ^IPP J
disc dll —
1 QPE V^IPL ^QPL (3.11)
 ^ ^ I^PE ^QPE '\I^IPL ^QPL
In Figure 3-4 it can be seen that the code delay tracking needs to have a sub-carrier in- 
phase, because it uses only the prompt sub-carrier path for the code tracking. An in depth 
analysis of the double estimation tracking and an analysis of different discriminators 
including the calculation of the pseudoranges can be found in [Blunt 2007b].
S in g l e  S id eba n d  T rac k in g
There are numerous other ways of processing BOC modulated signals; one, the single 
sideband processing, is presented here in more detail, because it will be used for the 
performance evaluation later. With the single sideband processing (SSB) the upper and lower 
side lobe of a BOC modulated signal are treated as independent PSK signals. The two PSK 
signals appear to be modulated onto a carrier frequency that is by the sub-carrier frequency 
above or below the nominal carrier. The acquisition and the tracking of the single sideband 
signals do not differ from the processing of PSK signals. Filters are needed to isolate the two 
sidebands; this can be difficult for lower rate BOC signals like BOC (1, 1) where the 
sidebands are close. In Figure 3-5 the spectrum of a BOC (6 , 1) signal is depicted with 
possible filters indicated. The wide spread of the main lobes ensures a good separation and 
facilitates the filter design.
Figure 3-5 Depicted spectrum and filters for single side band processing
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A loss of half the energy has to be taken into account when only one sideband is 
considered, with a potential further degradation depending on the filter. By combining two 
PSK tracking channels on each of the sidebands some energy can be recovered. The 
advantages of the single sideband tracking include an easy correlator design and inherent 
ambiguity free tracking. The drawbacks are a loss in received energy and degradation of the 
root mean square accuracy of the time of arrival estimation, which is determined by the 
bandwidth of the sideband PSK signal.
3.3.3 S-CURVE
For the analysis of code tracking performance the code discriminators needed to be analysed. 
One way of analysing the performance is called S-curve analysis, reflecting the S shaped 
discriminator outputs. This analysis can similarly be done also for the sub-carrier. The S- 
curves are given here for the case of a PSK (1) signal and a BOC (1,1) signal. The basis of 
the S-curve uses the correlation outputs of the code (sub-carrier) tracking branches of the 
correlator. Perfect phase lock in carrier demodulation is assumed. The S-curve can be 
generated with different spacing of the correlators and is done here for the spacing of one chip 
(sub-chip) between early and late correlation.
In Figure 3-6, a noise free PSK (1) signal is auto-correlated with a prompt version 
(red), an early version (blue) and a negative late version (green). Infinite bandwidth is 
assumed. The distance between early and late is one chip. The correlation results are 
normalised to give maximum amplitude of one. The S-curve is generated by subtracting the 
late correlation from the early correlation, often called early minus late or FML. The result is 
shown in Figure 3-7 and it is the output of such a discriminator. The stable tracking point is 
where the S-curve has the zero crossing. To actually track a signal, compensation for the data 
bit is necessary to be able to use the S-curve as discriminator, but for an analysis of tracking 
performance parameters the S-curve can be used directly.
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Figure 3-6 PSK Prompt, early and late 
correlation
Figure 3-7 PSK S-curve one chip spacing
In Figure 3-8, the prompt, the early and the negative late correlation of a sine-phased 
BOC (1, 1) signal is shown, with the resulting S-curve shown in Figure 3-9. The distance 
between early and late correlation is one sub-chip and the code and the sub-carrier are 
assumed to be locked together. It can be seen that the S-curve of the BOC signal has three 
stable tracking points. These are the zero crossings of the S-curve.
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Figure 3-8 BOC prompt, early and late 
correlation
Figure 3-9 BOC S-curve one sub-chip spacing
The S-curve can be used for investigation of filter effects on the discriminators and 
therefore the code and sub-carrier tracking. The S-curve is also used to analyse distortions in 
the transmitting satellite payload [Rapisarda 2007].
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3.4 A ltBOC Signal  Tracking
This section focuses on the processing of the AltBOC signal that will be transmitted from the 
Galileo constellation in the E5 band and is currently transmitted by the GIOVE satellites. This 
signal is the most likely candidate for the direct-conversion based receiver presented from 
Chapter 5 onwards. It is publicly available and is intended to deliver superior tracking and 
multipath performance thanks to the bandwidth of over 50 MHz. The signal is probably the 
most complex navigational signal transmitted today and contributions towards the scientific 
community’s understanding of its processing were made during this PhD. Basic AltBOC 
processing approaches are introduced here prior to the presentation of the newly designed way 
to receive AltBOC modulated signals.
The E5 signal was designed to work well with the single-side-band tracking option, 
the upper (E5b) and lower (E5a) sideband have different codes and can therefore be processed 
without individual filtering of the sidebands [Weiler 2008c]. For interference mitigation and 
integrity reasons both sidebands can be received with two complete separate receiver chains, 
with different filters, amplifiers and front-ends. Using this approach narrow band interference 
would be limited to one of the receiving chains. The sideband signal processing of the 
AltBOC signal is equivalent to the PSK processing described in Section 3.3.1.
In Equation (3.12), the baseband representation of the AltBOC signal is shown, the 
full development is provided in Section 2.3.6. This equation represents the AltBOC signal 
before up-conversion and filtering in the transmitter on the spacecraft. It is used here for the 
theoretical investigations on signal tracking.
W  — ( ^ £ 5 f l - /  i^ )'^ ^ E 5 b -I  ( 0 ) ^ C  ( 0 " ^  ^E5a-Q  ( 0 ) ^ S  W
W  — i^ E 5a-I  W  ~  ^E 5b-I  ( 0 ) ^ S  W  {^E5a-Q  ( 0  ^E5b-Q  ( 0 ) ^ C  ( 0
^^(r) = sign(sin(r«,r))
^cW  = sign(cos(ry,0)
The focus here is on the processing of the full bandwidth AltBOC signal and in 
particular on the signal tracking. The aforementioned double estimation tracking approach 
was also extended to process AltBOC signals [Surrey 2006]. It uses the structure shown in 
Figure 3-10. Only the correlators needed to obtain the prompt code and prompt sub-carrier 
correlation are displayed to reduce the complexity of the diagram. The other correlation 
results are formed as described in Section 3.3.2. Equation (3.14) and (3.15) contain the 
correlation results displayed with the rectangular sub-carrier shown in Equation (3.16), carrier 
phase locked is assumed. The a stands for the different spreading-codes and the chevron 
indicates the code phase estimation and the double chevron indicates the sub-carrier phase 
estimation. In Figure 3-10 and in the equations it can be seen that the summation of the codes
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of the E5a and E5b (either I or Q channel) is used. As explained in [Surrey 2006] the tracking 
of the signal is possible using either the summation or the difference of the codes.
W |PP
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Figure 3-10 Normal AltBOC correlator
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In a condition of carrier lock, which is the case shown in Equation (3.12), it is readily 
shown that the sum of the E5a-I and E5b-I codes are orthogonal to the difference of these 
same codes and also orthogonal to the sum and difference of the E5a-Q and E5b-Q codes. 
Consequently the correlation wjpp peaks and responds only to the first term of the sum of 
codes in Equation (3.14) while wqpp = 0. This second term becomes non-zero, still responding 
only to the sum of the E5a-I and E5b-I codes when the input carrier phase is out of lock, and 
serves as an error signal to steer a PLL into maintaining carrier lock.
A different correlator was presented to track the summation and the difference of the 
E5a, E5b codes simultaneously, by the inventor of AltBOC in [Lestarquit 2008] and is based 
on the correlator structure shown in Figure 3-11. The correlator can be seen as complex in the 
sense that the in-phase and quadrature signals after the baseband mixer (Ibb, Qbb) are 
multiplied with a complex local spreading-code and sub-carrier. This processing can be used 
because the baseband AltBOC signal is also complex, as shown in Equation (3.12), with the 
sum and the difference of two codes forming the real and imaginary part [Sleewaegen 2004]. 
If the complex signal components, the difference and the sum of the spreading-codes are used, 
twice as much power of the signal is recovered.
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Figure 3-11 Improved AltBOC correlator using sum and difference codes
In Equations (3.17) and (3.18) the correlations are displayed with the sub-carriers 
formulated in Equation (3.19). Only one locally estimated phase for the code and sub-carrier 
is used indicated by a single chevron. Once again perfect carrier lock is assumed, such that the 
baseband signals from Equation (3.12) are fully recovered.
Wjpp -
^QPP =
cr 0 V+ Q bb ^E5a
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Q bb ~  \.^E5a ^E5b “  ^ )]
dt
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(3.17)
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Consequently the correlation Wjpp peaks and responds not only to the first term of bi in
Equation (3.12), which is the sum of codes in but also to the first term of bq in 
Equation (3.12), the difference of codes. Again Wgpp = 0 in a steady state, but not during
tracking on variations in the carrier phase.
3.4.1 S inusoidal Sub-Carrier
It was shown by Lestarquit that the filtering on the transmitter side suppresses the 
harmonics of the rectangular sub-carrier of the baseband signal. The signal received on the 
ground is the therefore modulated with a sinusoidal sub-carrier and can be tracked with a
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sinusoidal replica generated inside the receiver. The sub-carrier in Equation (3.19) can be 
replaced with the sub-carrier as expressed in Equation (3.20).
9cW  = cos(ffl,f)
It is more complicated to generate a sine shaped replica inside the hardware of a 
receiver compared to a simple rectangular waveform. A quantising multi level signal is 
needed compared to a binary signal, but the sinusoidal sub-carrier is proposed because of a 
claimed better performance [Lestarquit 2008] [Weiler 2008c]. Results quantifying this effect 
are presented in Section 7.5. A sinusoidal sub-carrier is often named linear offset carrier 
(LOG) in comparison to binary offset carrier (BOC). Consequently following this notation 
AltBOC can be named AltLOC.
Although Lestarquit identifies separate multiplication by the sub-carrier and the code 
in the necessary in-phase and quadrature combinations, a closer reading shows that the 
respective phases are linked together in what is still a conventional single estimator. As 
proposed there is no principle of double estimation tracking because it does not use a triple 
loop to keep track of code and sub-carrier independently. Hence it does not solve the potential 
ambiguity and false locking in BOC tracking.
3.4.2 N ew  Im proved  M ethod
A better method to track the full bandwidth AltBOC signal is therefore a combination 
of both proposed methods. This method was developed during the PhD and was first 
presented in [Weiler 2008c]. The main idea is to combine the double estimation technique 
from [Surrey 2006] with the complex correlator from [Lestarquit 2008] to achieve superior 
AltBOC tracking performance. The correlator in [Lestarquit 2008] is able to recover more 
energy of the signal and the triple loop from [Surrey 2006] can unambiguously track the 
signal. The resulting technique recovers the maximal energy and is inherently free from false- 
lock-points. Equation (3.21) and Equation (3.22) formulate the correlations results with the 
two different local phase estimations from the double estimation, indicated by single and 
double chevrons following the principle of Section 3.3.2. The sub-carrier is formulated in 
Equation (3.19).
I^PP rp
^cr 0
B^B ^)]
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The resulting technique using the difference of the codes simultaneously with their 
sum recovers 3 dB more of the carrier power and is inherently free from false-lock-points 
according to the double estimation principle. Measurements were taken to exploit the new 
approach, they are presented in the Section 7.5 alongside with the other results from hardware 
tests. The effect of the choice of a rectangular or sinusoidal sub-carrier is also investigated.
3.5 Pseudorange  and  Position
The tracking routines keep a locally generated replica of the incoming signal aligned with the 
incoming signal and they output the bits transmitted on the channel. The bit stream is 
structured into a blocked structure containing data and higher level structures named frames. 
Some blocks contain a time of transmission reference; other blocks contain ephemeris 
information of the transmitting satellite. Having the time and ephemeris information allows 
the calculation of the satellites’ position on transmission.
To calculate the pseudoranges the state of the local signal replica generator is 
observed. The phase of the carrier, code, and sub-carrier generators as well as their cycle 
count between two observations can be obtained. This information combined with the blocked 
data structure makes it possible to calculate the different time of arrival measurements for 
signals synchronously transmitted from all the satellites. The pseudorange calculation in the 
specific case of the software GNSS receiver used for this work is given in Section 6.4.2. A 
more detailed explanation and the mathematical background of the pseudorange calculation 
and of the subsequent calculation of the user’s position, velocity and time are presented in 
Chapter 2 and Chapter 7, Section 3 of [Kaplan 2006].
3.6 Receiver  Hardw are  Concepts
In this section the most common hardware designs of GNSS receivers are presented to 
complete the introduction of the theory. It presents possible hardware implementations for the 
algorithms described previously. All GNSS receivers currently used make use of digital signal 
processing to some extent. The operation signals from different satellites need to be tracked 
individually, since every signal has a different Doppler shift. The first analogue-based GPS 
receivers used a dedicated hardware channel for each satellite tracked, leading to a big and 
impractical unit. With the advances in digital processing, more parts of the receiver moved to 
the digital section. A common analogue part for all satellites tracked and the separation of the 
different channels in the digital part of the receiver is the characteristic of this approach.
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Figure 3-12 Generalised receiver hardware concept
The higher level design of a GNSS receiver is shown in Figure 3-12. Grouped in the 
blue box are the analogue parts needed for the reception of the signals up to the digital 
conversion. In the red box the correlation receiver is depicted with the different channels and 
the calculation of the position velocity and time result. Each of the channels implements a 
correlation receiver able to acquire and to track one satellite signal. In the following sections 
all the parts will be introduced.
3.6.1 A ntenna , F ilter  and  Am plifier
The main purpose of the antenna with filter and the amplifier is to interface the GNSS 
receiver with the electro-magnetic wave transmitted via the free space between the satellite 
and the receiver. It is very important that all the satellites are received at adequate power 
levels, therefore antennas must offer gain in the direction of expected satellites. For the most 
common use on the ground the antenna gain pattern corresponds roughly to a half sphere 
pointing towards the sky. Numerous improvements have been made to GNSS antennas, such 
as a mask for high elevated signals, to obtain a better geometry for the position calculation 
and also antennas that block signals below a defined angle of elevation to reduce components 
of signals arising from multipath effects.
An input signal filter is often directly connected to the antenna. This filter selects the 
desired signal band and filters out any interference from other bands nearby, for example 
GSM 900 and GSM 1800 that are either side of the radio navigation bands. Some antennas 
are designed to be inherently frequency selective to the desired bands. Amplification is 
needed in most cases, following the antenna and the filter, to increase the signal levels so that 
further transmission and processing is possible.
3.6.2 D em o dulato r
Following the most common radio receiver designs, some presented in [Parssinen 2001], the 
signal modulated on the radio frequency is demodulated prior to the analogue-to-digital 
conversion and sampling. The term demodulation is used in this sense for the translation not
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only to baseband but to any frequency lower than the transmitted frequency. The demodulator 
is often also named down converter and several designs are possible and presented 
subsequently. It selects the desired channel using filtering and very often also provides 
additional amplification to prepare the signal for sampling. Different designs are possible 
including heterodyne and homodyne structure.
As the demodulator design is an important part of this work, appropriate emphasis is 
given in Chapter 5, alongside the description of direct conversion receivers. Unlike in mobile 
communication, a purely analogue down conversion to baseband is not feasible in satellite 
navigation as all satellites suffer from a different Doppler shift. It is therefore impossible to 
convert all signals to exact baseband using one demodulator. Designs having one demodulator 
for each satellite signal tracked were used in the first GPS receivers and result in large 
impractical designs. A frequently selected approach is an analogue demodulation to an 
intermediate frequency (IF) and subsequent sampling. The digitized signal is than mixed to 
baseband using the earlier mentioned correlation receiver structure.
3.6.3 ANALOGUE-TO-DIGITAL CONVERSION AND SAMPLING
The interface between the analogue and digital domain is an analogue-to-digital converter. 
This maps voltage levels to a digital representation and also performs time discrete sampling. 
Since the GNSS signals are generally below the thermal noise floor, the input to the analogue- 
to-digital converter is a close approximation to filtered Gaussian noise, assuming conditions 
without interference. A limited number of bits are therefore sufficient for a good 
representation of the input signal. A 1 bit representation can be used but a theoretical loss in 
correlation of 2 dB occurs. According to [Bastide 2003], two or three bit is a good 
compromise between smaller correlation loss and system complexity.
It is possible to sample and convert the modulated signal directly from the RF carrier. 
This technique is called direct sampling and uses intentional aliasing to down convert the 
signal. This demodulation technique is well within the scope of this thesis and explained in 
more detail in Section 5.3.2.
The demodulator and the sampling can be grouped together as the so-called front-end, 
a term used frequently in the context of GNSS receivers. The input to the front-end is the 
antenna via its preamplifier and the output consists of digitised sampled data that are 
processed in the digital domain described consequently.
3.6.4 D igital D om ain
Most of the algorithms described above are implemented using digital signal processing. The 
core of the digital processing is the so-called correlating receiver channel. For each signal
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received, one correlating receiver channel is necessary. It implements the signal tracking 
described above, outputting pseudoranges and the navigational message. Following on from 
the correlation channels, the algorithms implementing the Position, Velocity and Time (PVT) 
computation need to be implemented as indicated in Figure 3-12.
D isc r e t e  Co r r el a tio n  R ec e iv e r
A very widespread approach is to implement the correlation channels in dedicated hardware 
as the correlations have to be computed at the speed of the sample rate. The signal tracking 
and the PVT processing is however updated much less frequently. In many GNSS receivers 
these operations are implemented in software for the executions on a processor. The correlator 
channels are commonly implemented in dedicated hardware, either as custom made circuitry 
or programmed onto an FPGA.
S o ftw ar e  R ec e iv e r
The software approach to receiver design has become very popular recently. It is comparable 
to a software-defined radio and implements all the functionality subsequent to the sampling in 
software [Bore 2007]. The software is executed on a processor that could be dedicated to the 
receiver or alternatively, an already existing processor in a mobile device can be used. Taking 
an already existing host processor is a very efficient way of implementing a GNSS receiver in 
a mobile device with minimal extra hardware required [Soderholm 2008].
The advantage of using software for the entire signal processing is that it makes such 
receivers highly flexible. Any functionality implemented in the software can be changed using 
a software update; as for example, the extension of the correlator to process BOC signals. The 
computational effort depends, among other things, on the number of correlating channels 
implemented and on the sampling frequency used. The entire signal processing - 
implementing the correlation, the tracking loops and calculating the position - has to be 
executed faster than or equal to real time. To track more channels requires more processing 
power, as more tasks need to be executed under in the same real time constraint. Currently, at 
the ION conference in 2008, only implementations for the GPS C/A LI code were shown to 
work in a commercial product. The computational power required for the new generation 
signals with higher bandwidth is substantially higher; the computational load is proportional 
to the sample rate and hence the signal bandwidth.
The software receiver under consideration in this thesis can be described as an off-line 
software receiver. The same signal processing is executed on samples stored in a file. The 
processing does not have to be in real time, but the main drawback is that the result is 
obviously not delivered in real time. For an off-line software receiver, the samples need to be
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stored in a file prior to the signal processing. Furthermore, this solution is limited by the 
maximum number of samples that can be stored. The main advantage is the flexibility, no 
optimisation regarding execution speed of the calculations need to be performed and there are 
no restrictions on the implementation, making the off-line software receiver ideal for the 
investigation and testing of algorithms and receivers.
3.7 Conclusion
In this chapter the theory of a user receiver for a GNSS system was presented. Generic 
algorithms for the signal receptions where introduced explaining also the acquisition and 
tracking. The development towards the AltBOC signal tracking, done during the PhD was 
presented; a new correlator structure is introduced that extends a double estimation AltBOC 
receiver to recover more of the signal’s energy. A brief overview on hardware concepts of 
GNSS receivers was given at the end. This chapter can be seen as introduction to the work on 
GNSS front-end techniques presented in the subsequent thesis.
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4 Th e  E f fe c t  o f  c o s P h a se d  BOC M o d u la tio n  o n  t h e  
GNSS R e c e iv e r  Se a r c h  P r o c e ss
Before GNSS signals can be processed in order to solve the receiver’s position, the signals 
must be detected. The signals arriving at the receiver have an associated time delay due to the 
distance between transmitter and receiver but are also shifted in frequency (Doppler) due to 
relative movement of the platforms. The receiver must therefore perform a two dimensional 
search process to coarsely locate the desired signal in both frequency and delay (time) 
domains. Subsequently, the acquisition or pull-in process improves the receiver’s estimation 
of the incoming code delay and carrier frequency before handing over to the tracking 
processes.
The heritage GNSS signals transmitted by the GPS Satellites use Phase Shift Keying 
(PSK) modulation. The search performance of PSK modulated signals is well understood 
[Ward 1996]. Through the modernisation of the GPS and the introduction of the European 
Galileo GNSS, an entirely new family of modulations will be introduced, largely based 
around the use of Binary Offset Carrier (BOC) modulation. BOC is a very different type of 
modulation to PSK and requires new approaches to the signal search process. Although some 
studies have addressed the performance of specific BOC signals, there are many types of 
BOC modulation, which have differing effects on the performance of the search.
This chapter provides the necessary performance analysis of the receiver’s search 
process for the various types of BOC modulated signals. Firstly, the well-established theory 
for PSK search will be summarised. This theory will be subsequently extended to encapsulate 
BOC and new signal detection strategies conceived for this modulation. At each stage, the 
theory developed is verified through Monte-Carlo analysis using representative computer 
simulations.
4.1 Signal  Search  in  GNSS
Firstly, a brief summary of the theory of GNSS signal search for PSK modulated signal will 
be given to provide the necessary context and background information. Extension of the 
theory is then provided for the various types of BOC modulation.
4.1.1 S e a r c h  o f  PSK M o d u la t e d  S ig n a ls
After signal conditioning and down-conversion to a suitable Intermediate Frequency (IF) by 
the receiver a PSK modulated signal can be represented as follows.
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Up^ K (0  = ^  cos[^y/ + (f\ a{t - r ) d  + n(t) (4.1)
A is the amplitude of the signal, œ is the unknown carrier frequency, a(t) is the PRN 
code spreading sequence, d is the navigational data value having possible values of +1 and -1. 
T is the time delay of the code sequence, (j) is an unrelated phase shift due to the
uncharacterised path from transmitter to receiver and n{f) is a general noise term. Signals from 
other GNSS satellites and interferers are not included in this representation.
The aim of the search process in a GNSS receiver is to achieve an estimation of the 
code delay, f , and carrier frequency, cb\ an estimation so that the receiver’s acquisition 
process can reliably lock onto the signal. Much of the previous analysis (see [Ward 1996] and 
[Kaplan 2006] Page 219-231) has concentrated on linear search techniques where a single 
code and carrier estimate is searched for during each receiver integration period (typically 
1ms). The linear search technique is inherently slow and may take a number of minutes to 
detect the presence of a signal reliably. Modem receivers use search techniques based on Fast 
Fourier Transforms (FFT), which can detect the signal presence within a matter of 
milliseconds [Van Nee 1991]. To perform a good comparison of the search for PSK signals to 
BOC signals, both search techniques are addressed in the following sections.
4.1.2 L in e a r  S e a r c h  o f  PSK S ig n a ls
Although the received signal bandwidth may be over-sampled and allow fine slews of the 
replica code sequence, generally in linear search, relatively wide code slews ( At = 0.25 to 0.5 
chip) are used to speed up search time. Figure 4-1 shows a depiction of the minimum 
correlation gain achieved as a result of the search granularity. In Table 4-1 the minimum and 
average correlation gains are detailed for a PSK search granularity of a half-chip.
A t
t-T
Figure 4-1 Minimum correlation gain depending on the code slew interval of a PSK auto correlation peak
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Table 4-1 Correlation gain in amplitude
PSK
Spacing Minimum gain Average gain
0.5 chips 0.75 0.875
0.25 chips 0.875 0.9375
In order to assess the performance of the search process a number of different 
probabilities are commonly defined as follows [Ward 1996]:
• Probability of detection (Pa): the probability that the correlation peak 
corresponding to the correct signal location exceeds a predetermined threshold. 
This probability is dependant on the received C/No of the signal and the 
threshold level.
• Probability of false dismissal (P/d)', the probability the correlation peak 
corresponding to the correct signal location does not exceed a predetermined 
threshold. This probability is dependant on the received C/Nq of the signal and 
the threshold level.
• Probability of false alarm (P/a): the probability that a correlated noise sample 
exceeds the threshold when no signal is present. This probability is only 
dependant on the threshold level and noise distribution.
• Probability of correct dismissal (Pcd)' the probability that a correlated noise 
sample does not exceed the threshold when no signal is present. This 
probability is only dependant on the threshold level and noise distribution.
The probabilities described here are the result of a single correlation for a specific 
code-delay and Doppler frequency. The receiver’s search threshold is designed for a certain 
probability of false alarm. Once the threshold is defined, the other probabilities can be 
computed.
In the absence of significant interference the probability of false alarm depends only 
on the distribution of thermal noise, upon which the receiver’s gain control is operating. The 
incoming signal is multiplied by in-phase and quadrature carrier replicas with an estimated 
frequency, â), and a replica code sequence with the delay, f . These multiplications are then 
integrated to form the following two correlation results (w/ and w q ),  which are used for signal 
detection.
W =
2 f cos  
= — \^psK (0  {o)t)a{t -  f )d t
(4.2)
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W  = A  X  — - — %-------   X  x A ( t -  t ) x  d + r j
co-cOrj. sin(<z>)
(4.3)
Where the A symbol is used to denote the idealised auto-correlation function as
follows:
A ( f - f )  =
O t h e r w i s e (4.4)
1 ^
—  ^ a ( t - T ) a { t - î ) d t
Tc is the chip period and T  is the integration time. In order to remove the dependence 
of the received carrier phase, the envelope is now formed according to .
Assuming that only white Gaussian noise is present on the I and Q channels, the probability 
density function describing the noise envelope follows a Rayleigh distribution as shown in 
Equation (4.5) [Ward 1996]. Based on an integral over this distribution from a predetermined 
acquisition threshold, Vt to infinity, the probability of false alarm for a certain threshold can 
be determined following Equation (4.6).
PZ)F„(x) = — ^exp
2(7.
, X > 0 (4.5)
n J
Pfa = \PDF^{x)dx (4.6)
(7„ is the standard deviation of the noise. In Figure 4-2, the theoretical noise floor
based on the Rayleigh distribution is plotted in pink, together with the simulated noise of our 
receiver representation in blue. The simulated noise was normalised by its standard deviation. 
The threshold indicated corresponds to a probability of false alarm of 16%.
When a signal is present, the probability density function describing the envelope 
follows a Ricean distribution described by Equation (4.7). The signal amplitude determines 
the mean of the Ricean distribution. The mean depends, therefore, on the carrier to noise 
density, C/No of the signal. The probability of detection can then be calculated by integrating 
over the corresponding Ricean distribution from the threshold to infinity as displayed in 
Equation (4.8).
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PDF^{x) = — rcxp
(J., 2(7.II J
xA
\^ i.  J
, x> 0 (4.7)
Pj = jPDF,{x)dx
TH
(4.8)
A is the signal amplitude and k  is a Bessel function. A Ricean distribution, reflecting a 
signal with 40 dB-Hz is shown in Figure 4-2 (brown line) along with the corresponding 
simulated result (red line). The threshold indicated in this figure leads to a probability of 
detection of 99.7% for this scenario.
Noise simulated 
Rayleigh distribution
—  Signal simulated (40 db-Hz)
—  Ricean distribution (40 db-Hz) 
 Threshold (1.9144)
•s
I
Amplitude [normalised]
Figure 4-2 Probability density function of a PSK signal (40dB-Hz) and tbe noise compared to theoretical
distributions
To determine the outcome of the whole search process more probabilities are defined. 
They extend the probability of a single correlation result to the result of the entire search 
process and are defined as follows:
• Probability of successful search ( f  J :  the probability of a signal that is present 
being successfully found; this is dependent on the C/No of the signal.
• Probability of unsuccessful search ( P „ s ) :  the probability of a signal that is 
present is not found, also dependent on the C/Nq.
•  Probability of false search ( P / s ) :  the probability of false signal detection when 
there is only the thermal noise present. This probability is only dependent on 
the noise, and receiver’s search parameters.
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• Probability of search dismissal (Psd)- the probability of no signal detection 
when there is only the thermal noise present. This probability is only 
dependent on the noise, and receiver’s search parameters.
The two most important probabilities can be expressed with these formulas 
= and Pf  ^ = 1 -(1 -P y ^)^  where N  is the number of code shifts considered:
2046 in the standard GPS C/A code search approach (assuming a 0.5 chip slew rate).
4.1.3 C ir c u la r  C o r r e la t io n  B a sed  S e a r c h  o f  PSK S ig n a ls
This algorithm is based on the use of Fast Fourier Transforms (FFT). The basic principle of 
FFT based search is shown in Figure 4-3. First presented in [Kilvington 1986], the algorithm 
makes use of FFT units to accelerate the computation of a circular correlation. The received 
IF signal is mixed into real (in-phase) and imaginary (quadrature) components and its Fourier 
transform computed. The result is then conjugate multiplied by the Fourier transform of the 
code sequence. Multiplication of signals in the frequency domain is equivalent to correlating 
signals in the time domain. Therefore, the circular correlation across all code-offsets can be 
computed by taking the inverse Fourier transform. The envelope of the complex result is then 
calculated and compared to a predefined threshold value in order to determine the presence of 
the signal. The use of the FFT units reduces the number of multiplications required for a 
circular correlation from to = 2nlog(n), assuming the FFT of the code
sequence can be stored. Another implementation of the search algorithm uses the FFT 
algorithm to determine the Doppler frequency directly after removing the PRN-code 
modulation. A good explanation is given in [Lannelongue 1998]. Because of its wider use, 
only the technique implementing the circular correlation is considered here.
a ( t - f )
cosi decision
FFT
FFT iPFTADC
Figure 4-3 FFT search algorithm for PSK signals
Unlike the linear search technique where a single result is compared against a 
threshold, the FFT search compares many thousands of results across the code delay space in 
a single detection. Many of these results may exceed the detection threshold either because 
they are very close to the correct time delay and hence are strongly correlated, or the threshold 
is sufficiently low for detection to be induced through noise. After detection, a decision must
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then be made to determine the receiver’s best estimate of received code delay. A number of 
potential strategies can be conceived to make this decision [Rounds 2000]. The approach 
assumed here is to choose the highest peak out of those that exceed the detection threshold. 
This allows us to analyse the performance across a single circular correlation based search 
process. Modem receivers use combinations of coherent and non-coherent integration periods 
[Ziedan 2006] to further improve the search. However the algorithms from [Ziedan 2006] are 
based on a single correlation, whose result can be easily extrapolated. All probabilities apply 
to one circular correlation on a specific Doppler frequency bin. The algorithm is identical for 
all frequency bins and therefore the results can be easily extrapolated to whatever the required 
Doppler range may be.
A very important property of the circular correlation is that the number of points in the 
circular correlation (N) also defines the granularity of the code slew achieved by this search 
process, unlike the linear search in which both are independent.
Throughout the following analysis, the theoretically derived results will be verified 
using a computer-simulated model of a GNSS Phi-based search process. All codes are 
assumed to have the same length of 1023 chips as the standard GPS C/A code. This is chosen 
to ensure consistency across the results and to provide a basis for the comparison of various 
BOC search techniques.
For a signal to be found, a correlation within a chip of the correct timing delay must be 
the biggest result across the entire circular correlation. The probability of a successful search 
is therefore the probability of the correct signal peak being the biggest peak in the result of the 
circular correlation. The probability density function of N  noise samples being less than the 
value X  can be written as follows:
\PDF„(y)dy (4.9)
Integrating this probability multiplied with the probability density function of the 
signal results in the probability of a successful search, shown in Equation (4.10). The 
probability density function for the signal present matches the Ricean distribution and 
depends on the carrier-to-noise-density of the signal. This model applies only when the auto­
correlation peak is sampled exactly at the maximum, thus having maximum gain in the 
correlation. Therefore only a single sample is considered to be within a chip of the correct 
timing delay. This corresponds to the case of maximal correlation gain (A = 1 in 
Equation (4.7)) with half-ehip search granularity.
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/>, = \P D F Sx)P ,(x)dx (4.10)
If worst-case correlation gain of the peak is taken into account (half-chip spacing) then 
instead of comparing a single sample with the maximum correlation gain to N  noise samples, 
we are now comparing two samples with the same worse-case correlation gain against N  noise 
samples. The formula from Equation (4.10) now needs to be adapted for two peaks, either of 
which can be the maximal value. The probability density function for worse case correlation 
gain (A = 0.75 in Equation (4.7) of the correlation peak can then be written as follows.
/>, = \P D F S x ) { ^ - { \ -P ,{ x ) f )d x (4.11)
A comparison of the theoretically modelled probability of a successful search and of a 
computer generated Monte Carlo simulation (1000 runs) is shown in Figure 4-4. The model 
for the best and the worst case sampling effects are shown for both the theoretical and 
simulated results. This model successfully links the probability of detection and the 
probability of successful search for a search process, based on a single circular correlation.
 Model max. gain
B3e Simulation max. gain
 Model min. gain
.rtYT „ Simulation min. gain
I
:
0.2
5042 44 46 4838 403632 3430
Carrier to noise density (dB-Hz)
Figure 4-4 Probability of successful search, comparison of model and simulation
4.2 BOC M odulated  Signals
An important feature of the new signals for both GPS modernisation and Galileo is an entirely 
new kind of modulation called BOC (Binary Offset Carrier). BOC modulation is a rectangular
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sub-carrier modulation (sine or cosine) of the PRN spreading-code and is denoted BOC (fs,fc), 
w h e r e , i s  the sub-carrier frequency,/c is the PRN code chipping rate and both are multiples 
of 1.023x10^. The sub-carrier frequency is chosen such that it has an integer number of half 
periods, Ts (sub-chips) within a chip of the spreading sequence see Figure 4-5. Infinite 
bandwidth is assumed for the autocorrelation functions.
sin B0C(2,1)
sub-chip
chip
a)
cos B0C(2,1)
sub-chip
chip
d)
I 1
5
Time delay [sub-chips] Time delay [sub-chips]
b) e)
i  -90
Frequency [Mhz] Frequency [Mhz]
c) f)
Figure 4-5 Sine-phased BOC (2,1) modulated signal: a) Time-domain representation b) Auto-correlation 
function c) Power spectral density (IW signal power). Cosine-phased BOC (2,1) signal: d) Time-domain 
representation e) Auto correlation function f) Power spectral density (IW signal power)
The effect of BOC modulation is to create a signal with a split frequency spectrum. 
This is desired to ensure spectral separation between multiple navigational signals transmitted 
in the same frequency band.
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To explain the effect of the BOC auto-correlation functions the incoming BOC 
modulated signal is formulated in Equation (4.12) and Equation (4.13) for sine-phased and 
cosine-phased sub-carriers respectively:
Ubocs ^  cos[tyt + {t -  t )  a{t - T)+n{t) 
qs(t) = sgn{sm{coj))
Ubocc (0  = ^ cos[cot -t- (f\ q^[t - t )  a ( t- f )  + n{t) 
^cW  = sgn(cos(ty/))
(4.12)
(4.13)
Where eg is a sine-phase sub-carrier, cc is a cosine-phase sub-carrier and is the 
sub-carrier angular frequency.
After correlation with a local replica code we obtain four correlation results covering 
the four combinations of multiplying by either sine and cosine carrier replicas or sine and 
cosine sub-carrier replicas. If the desired incoming BOC signal has a sine-phased sub-carrier 
the four correlation results are as follows:
^ ^sis ^ 
V^SQS J  
S^IC 
V^SQC J
=  ^  U boc ,  W  (û >  t) qs {t -  ■?) a{t -  f )  dt T J sm
= ^  | “ S0Q W ?c it -  f )  a{t -  f )  dt^  sm
(4.14)
If the desired incoming BOC signal has a cosine-phased sub-carrier the four 
correlation results are as follows:
^ ^cis ^ 
V^CQS J  
^  ^CIC ^ 
V^CQC J
= -{ t t i ,o c J t )  . ( é t ) q s { t - f ) a { t - f ) d t
T ^ sm
= ê  U bocc it) i ^ t )  qc it -  f )  ait -  f )  dtI J  ^ Q i n
(4.15)
These eight correlation results can be modelled using a set of new functions as shown 
in Equations (4.16) and (4.17) below:
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SIS
V^sQsy
^ ^ sic ^ 
V^ SQCy
s i n p ^ r  / \
I 2 J cosW) I . ,
A x — -— %-----X  . . xtrssfT-Tjx^f +77
co-(Oj  sin((Z>)  ^ ^
2
I 2 ) C0s(^j , . ,
A x   ----%------X  , . XtrSc(T-T)X6f +77
(O-cOr^  sin(^)  ^ ’
0L16)
 ^^ CIS ^
V^cQsy
 ^^cic ^ 
V^cQcy
sin
Ax
sin
Ax
CO-CO
2  J cosW) , ,
— %------X  , . x t r c s ( r -T jx J  + 7
sin((Z>)  ^ ^
2
- — \ -----  X X trcc(T-f)x6^+7/
sin((Z>)  ^ /
(4.17)
A new set of functions for BOC signals are defined in Equation (4.18) and replace the 
equivalent A function in the PSK case. The trss (triangular sine with sine) and tree (triangular 
cosine with cosine) function are the auto-correlation functions of sine- and cosine-phased 
BOC modulated PRN-codes respectively. The trse function is the cross-correlation function 
of the sine-phased BOC code with the cosine-phased BOC code and is identical to the tres 
function.
1 ^
trss(T — "f) = — [^5 (^  ~  ^ ) ci{t — r )  — r)  ci{t — t )  dt
T o
1 ^
trsc(f - f )  =  —  {t  -  t )  a { t  -  t )  i t  -  f )  a ( t  -  f )  d t  
^  0
trcs(f -  t) = trsc(r -  f  )
1 ^
trcc(f - f )  = — jq^  ( t  -  t )  a ( t  -  t ) q^ { t  -  f )  a { t  -  f )  d t
0L18)
The resulting correlation functions are shown in Figure 4-6 for the BOC (2, 1) case. In 
the case of a cosine BOC signal the functions contain high frequency content due to sharper 
edges.
81
The Effect of cos Phased BOC Modulation on the GNSS Receiver Search Process
II
§
Time delay [sub-chips]
II
5
Time delay [sub-chips]
I 0
I -O <
i
Time delay [sub-chips]
trss tree trse or tres
Figure 4-6 Set of the BOC auto-eorrelation funetions
4.2.1 S e a r c h  o f  BOC M o d u la te d  S ig n a ls
The search for BOC modulated signals is more complicated due to the multiple peaks of the 
sine BOC auto-correlation shape (shown in Figure 4-5).
4A
3A
A t2A|
Figure 4-7 Gain depending on the eode slew interval of a sine BOC (2,1) auto-eorrelation funetion
The minimal and average BOC correlation gain can be computed in a similar way to 
the PSK example as in Figure 4-7. In Table 4-2 the minimum and average gains are shown for 
a BOC (2, 1) signal modulated with a sine and cosine-phased sub-carrier. The lower gain for 
the cosine-phased signal compared to sine-phased is a result of the narrower main peak which 
is due to a sharpening of the central correlation peak from the cosine transitions, see 
Figure 4-5 b and e.
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Table 4-2 Correlation gain in amplitude for inhnite bandwidth BOC (2,1) signals
Sine BOC (2,1 Cosine BOC (2,1)
Spacing Minimum gain Average gain Minimum gain Average gain
0.5 sub-chips 0.563 0.777 0.438 0.713
0.25 sub-chips 0.782 0.884 0.719 0.851
The width of the main peak of a BOC auto-correlation shape therefore depends on the 
code frequency, the sub-carrier frequency and the relative phasing of the sub-carrier to the 
code sequence. To obtain an average correlation gain equivalent to a standard PSK system 
using half-chip spacing, a BOC system must use a search granularity (spacing) of 
approximately a quarter of a sub-chip. If this search granularity is used, the calculation of the 
probability of detection and the probability of successful search is equivalent to the PSK case 
with the correlation gains from Table 4-2.
Implementing a standard linear search technique, the BOC modulation increases the 
search complexity compared to its underlying PSK modulation. There are a number of 
different approaches proposed in the literature to combat this complexity, each with different 
receiver hardware requirements. Here we focus on the BOC search techniques: direct search 
using circular correlation that performs direct BOC acquisition using EFT units for a code 
domain search, single sideband processing [Betz 1999], [Fishman 2000] and sub-carrier 
cancellation [Ward 2003], [Heines 2004] which have been used in current Galileo BOC 
receiver designs, see [DeWilde 2006] and [Blunt 2007a]. For all these approaches, the sine- 
and cosine-phased BOC signals are compared with each other.
4.2.2 D irect Search  of BOC Signals using  Circular  Correlation
The implementation of the circular correlation with FFT-based methods has increased the 
search speed for existing PSK signals, thus the application of circular correlation to search for 
BOC signals should be considered. As mentioned above, the sample rate and the code slew 
resolution are coupled when using a FFT method. The algorithm for a direct BOC search 
using a FFT unit is depicted in Figure 4-8, which is very similar to the algorithm for PSK. The 
local generated spreading-code is replaced by a local generated BOC modulated spreading- 
code, resulting in the auto-correlation function depicted in Figure 4-7.
83
The Effect of cos Phased BOC Modulation on the GNSS Receiver Search Process
cosi decision
■BOC
FFT
iFFTFFTADC
Figure 4-8 Direct BOC signal FFT search algorithm
P e r fo r m a n c e  o f  t h e  C ir c u la r  C o r r e la t io n  B a se d  BOC S e a r c h
Monte Carlo simulations were used to assess the performance of the direct FFT algorithm on 
the different BOC signals. The modelling is similar to the modelling of the PSK FFT search 
extended to the multiple BOC auto-eorrelation peaks. Such analysis would go beyond the 
scope of this publication. Six different BOC signals were considered: a BOC (1, 1) signal, a 
BOC (2, 1) and a BOC (6, 1) signal, all signals in sine and cosine sub-carrier phase variety. 
Four of these signals have the same code to sub-carrier ratio as existing BOC signals in GPS 
and Galileo (sine BOC (1, 1), sine/cosine BOC (2, 1) and cosine BOC (6, 1)). The simulation 
executed the search process 3000 times on each carrier to noise density level. The carrier to 
noise density range went from 30 dB-Hz to 50 dB-Hz in half dB steps. To ensure a realistic 
environment both main-lobes of the spectrum were considered and the sample-rate was 
chosen to cover these two main lobes. Sampling with an integer multiple of the code 
frequency introduces several problems [Akos 2006], so that a realistic sample rate 
29/27 (1.074) higher than the minimal (Nyquist) sample rate was therefore taken. Table 4-3
shows the signal bandwidths, the required theoretical sample rate to cover the bandwidth and 
realistic receiver sample rate. The intermediate frequency was selected to be 5/4 of the sample 
rate of each individual signal.
Table 4-3 Sample rate and sub-chip relations of different BOC signals
Bandwidth 
main lobe 
[MHz]
Theoretical
sample-rate
[MHz]
Samples /  
sub-chip
Realistic
sample-rate
[MHz]
Samples 
per sub­
chip now
BOC (1, 1) 4*1.023 8*1.023
(8.184)
4 8*1.023*29/27 
= 8.7902
4.2963
BOC (2, 1) 6*1.023 12*1.023
(12.276)
3 12*1.023*29/27 
= 13.1853
3.2222
BOC (6, 1) 14*1.023 28*1.023
(28.644)
2 1/3 28*1.023*29/27 
= 30.7658
2.5062
Also shown in Table 4-3 are the samples per sub-chip when using the specific sample 
rate. The different number of samples per sub-chip influences the performance of circular 
correlation based search algorithms, as the sample-rate and the code-slew rate are tightly
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coupled in this algorithm. The number of samples per sub-chip is the inverse of the code 
search granularity. Four samples per sub-chip leads to a code-slew of a quarter of a sub-chip 
when using this search algorithm. Different code-slew rates for different signals result in a 
different probabilities of successful search, as shown in Figure 4-9. The figure shows the 
result for direct BOC acquisition, considering an average correlation gain. It can be seen that 
the higher BOC-rate signals perform worse, but the degradation is reduced for the highest 
BOC rate due to successful detections of side peaks of the auto-eorrelation function.
B0C(1,1)
 B0C(2,1)
B0C(6,1)
"o5
g
s
I
I
I
30 32 34 36 38 40 42 44 5046 48
Carrier to noise density (dB-Hz)
Figure 4-9 Probability of successful search of sine modulated BOC signals with the average correlation
gain
D iffer en c e  of  S ine  a n d  Co sin e -Ph ased  BO C  S ig nals  in  D ir ec t  C ir cu lar  
Co r r ela tio n
Sine- and cosine-phased BOC signals perform differently in the search process. The 
difference between sine- to cosine-phased BOC modulated signals is shown in Figure 4-10 for 
BOC (2, 1) signals and in Figure 4-11 for BOC (6, 1) signals, displaying in both eases the 
minimum and the average gain. The different gains, resulting from a geometric difference 
displayed in Table 4-2 for the BOC (2, 1) case, result in a reduced probability of a successful 
search for cosine-phased signals. Of particular interest are the two BOC (2, 1) signals as this 
ratio of sub-carrier frequency to code rate is used in existing GNSS systems with both sine 
and cosine sub-carriers. The average gain cosine signal has a search probability of 50.4% and 
the average gain sine signal has a search probability of 58.2% for a C/Nqoï 41 dB-Hz. This 
degradation of the cosine signal derives from a narrower main peak in the cosine auto- 
eorrelation shape, shown in Figure 4-5, and band limiting, which affects cosine-phased 
signals more than sine-phase signals.
85
The Effect of eos Phased BOC Modulation on the GNSS Receiver Search Process
sine avg. gam 
’ "w cosine avg. gain
  sine min. gain
Bse cosine min. gain
0.8
I
1 0.6 
I
;  0.6
IÈ  0.2
48 5040 42 44 4636 3830 32 34
Carrier to noise densitj' (dB-Hz)
Figure 4-10 Probability of successful direct search of sine and cosine BOC (2,1) modulated signals
The difference between sine- and cosine-phased signals is less significant at a higher 
sub-carrier rate. In Figure 4-11, the difference is displayed for a BOC (6, 1) signal. The 
cosine-phased BOC modulation introduces two more side-peaks to the auto-eorrelation 
function. However the effect of these two additional side peaks is less significant when the 
number of peaks is larger. The cosine signal contains more high frequency content; and so the 
spectral energy is further away from the band centre. Filtering affects cosine signals more 
than sine signals as indicated in Figure 4-14, resulting in a reduced probability of detection.
sme avg. gam 
‘r-rie cosine avg. gain
 sine min. gain
sea  cosine min. gain
I
0.6
I 0.4
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Figure 4-11 Probability of successful direct search of sine and cosine BOC (6,1) modulated signals
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4.2.3 S u b -C a r r ie r -C a n c e lla t io n
Another approach to BOC search is to synthesise an unambiguous search function by using 
quadrature or orthogonal BOC correlations. This search technique was first proposed in 
[Ward 2003] and has been subsequently coined the ‘sub-carrier cancellation’ (SCC) technique 
[Heines 2004]. This technique works by combining correlations of the incoming signal with 
both sine-phased and cosine-phased BOC signal replicas as shown in Figure 4-12. With || || 
being the norm. This technique has the advantage of requiring no additional filtering and can 
be applied to any BOC signal. The additional correlations can also be used in BOC tracking 
techniques, [Hodgart 2007].
cosI
decision■BOC ADC
Figure 4-12 Correlator structure for sub-carrier-cancellation
The correlation result of the SCC is shown in Figure 4-13 for a BOC (2, 1) signal with 
sine and cosine-phased sub-carrier. The resulting function approximates the single peak of a 
PSK auto-correlation function. A search granularity of a half-chip, instead of half a sub-chip, 
can now be used. This accelerates the search process.
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Figure 4-13 Sub-Carrier-Cancellation of sine (left) and cosine (right) BOC (2,1) signals
The SCC search technique creates an approximation of a single PSK-like correlation 
peak. The advantage of this is clear when applied to the traditional linear search technique 
because using SCC allows code searches with wide granularity, which significantly reduces
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the linear search time. Comparing Table 4-4 and Table 4-2 we can see that the SCC technique 
provides approximately the same correlation gain as a conventional BOC (2, 1) search with 
code search granularity four times wider. Comparing sine-phased BOC (2, 1) with cosine- 
phased BOC, Table 4-4 also reflects the results of Table 4-2 in finding that the cosine variety 
has a slightly worse search performance.
Table 4-4 Correlation gain in amplitude for BOC (2,1) signals using sub-carrier-cancellation with half
chip sampling
Sine BOC (2,1 Cosine BOC (2,1)
Spacing Minimum gain Average gain Minimum gain Average gain
0.5 chips 
(2 sub-chips)
0.75 0.883 0.747 0.881
Applying a filter with a bandwidth of 8 MHz affects the cosine BOC (2, 1) signal 
more than the sine BOC (2, 1) signal. This selected bandwidth is equivalent to the bandwidth 
used for the BOC (10, 5) signal transmitted by the Galileo satellites. The SCC auto­
correlation functions for cosine BOC (2, 1) signals band-limited to 8 MHz, along with the 
unfiltered auto-correlations are shown in Figure 4-14.
1
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Figure 4-14 Sub-carrier-cancellation of sine (left) and cosine (right) BOC (2,1) signals. Signals hand 
limited to 8MHz are shown in red; the unfiltered signals are shown in blue
Table 4-5 gives the gain values for the band-limited SCC auto-correlations. Again the 
eosine-phase BOC signal is shown to perform slightly worse than its sine-phased counterpart.
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Table 4-5 Correlation gain in amplitude for BOC (2,1) signals using sub-carrier-cancellation and
considering filtering
Sine BOC (2,1 Cosine BOC (2,1)
Spacing 0.5 chips Minimum gain Average gain Minimum gain Average gain
8 MHz BW 0.543 0.762 0.539 0.748
Pr o b a b il it y  of  D e te c tio n  f o r  Su b -Ca r r ie r -C a n c ella tio n
The effect of the sub-carrier is now removed by forming the envelope according to 
sj'^sis^ + ^sQs^ + + ^sQc^ for an incoming BOC signal with a sine-phased sub-carrier
and + ^ cqc^  for an incoming BOC signal with a cosine-phased sub­
carrier. The assumption to form the probability density funetion for no signal present is white 
Gaussian noise for all correlation results. The probability density function of the noise is 
composed by the summation of two Rayleigh distributed random variables. An approximation 
for the PDF of the summation is formulated in [Hu 2005] as follows.
àPDF,sc„ M =  , ^ exp
2
X
, x > 0 (4.19)
The probability density funetion of N  noise samples for the SCC combination being 
less than the value x can be written as follows.
S^SCN (^) = f^^^SSCn (y)dy (4.20)
The blue curves in Figure 4-15 show the theoretical noise floor based on the 
approximation to the Rayleigh sum distribution and the Monte Carlo simulated noise of our 
receiver representation using sub-carrier-eancellation envelope calculation. As shown in 
Figure 4-15, the approximation achieves good agreement with the simulated results.
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Figure 4-15 Probability density functions of the direct BOC and Sub-carrier-cancellation correlation 
results (40dB-Hz) and their associated noise components
When a signal is present, the envelope is formed by the summation of two random 
variables that follow a Ricean distribution. The offset is depending on the C/Nq. This 
summation can be approximated with a K-p distribution according to [Santos 2005]. The 
parameters of the K -p  distribution are calculated using the statistical moments of the 
summation of the Ricean distributed variables. In Figure 4-15, the result of a Monte Carlo 
simulation (1000 runs) of a signal with a carrier to noise density of 40dB-Hz is plotted in red 
together with the theoretical approximation of the summation of Ricean variables. The model 
of the Ricean sum using the K -p  distribution is too extensive to be detailed here, for derivation 
see [Santos 2005].
The Rayleigh and the Ricean distribution from the case of the direct BOC modulated 
signal, displayed with black points in Figure 4-15, are now replaced with two different 
distributions. The new distributions are a good approximation for the result of the sub-carrier- 
cancellation. The mean of the SCC distribution is significantly higher than a PSK signal with 
the same C/No level (see Figure 4-2). This increase is due to the additional noise correlations 
combined to form the SCC envelope. In comparison with PSK, a higher threshold is needed 
(3.375 instead of 1.915) to maintain the same false detection rate of 16%. This threshold leads 
to a probability of detection of 98.5% in this scenario. This is more than one percent less than 
the direct search without sub-carrier-cancellation. Sub-carrier-cancellation however allows the 
search to be carried out with less trials in the code domain and thus increases the speed 
significantly, with only a slight degradation of the probability of detection.
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4.2.4 Single  SIDE Band  Search
The ‘single sideband (SSB) acquisition’ technique was proposed in [Betz 1999]. This method 
treats eaeh of the two BOC sidebands as separate PSK signals. It requires independent 
filtering of eaeh sideband. In addition, each sideband must have a separate carrier 
demodulation stage, requiring an additional local oscillator to be implemented in the 
reeeiver’s correlator architecture. Figure 4-16 shows the reeeiver hardware required for BOC 
acquisition using the SSB technique, combined with a search based on circular correlation. 
The BOC sidebands can be separated using analogue filters. However, either a multiplexed or 
additional ADC stage will be required. Using digital filters imposes eonsiderable demands on 
the receiver’s correlator resources. The advantage of having two PSK-like signals is the 
possibility of using well established algorithms existing for PSK, for example Figure 4-16 
shows the code domain search using FFT units:
B^OC(0 ' ADC —
sin((S)f + £y/ + ^ )
%
-N  X %
cos(âf+ «y/ + ^ )
%
%
cos{ôx-û)j + ^ )
FFT
FFT
iFFT
—  FFT
_  d ec is io n  
0 ^
IFFT I I
Figure 4-16 Correlator structure for single-side-band-search with non coherent combining using digital
filtering
The result of a SSB search is an unambiguous PSK correlation peak. If only one 
sideband is tracked, a reduetion of 3 dB or more, (filter dependent) in signal power is 
inevitable. It has been shown [Fishman 2000] that applying the single sideband technique to 
eaeh side-lobe and combining non-coherently as shown in Figure 4-16 almost compensates 
for the signal power loss. This technique can easily be implemented to BOC signals whieh are 
well separated from the centre frequency, but would require an extremely sharp filter roll-off 
(Nyquist filtering) for narrowly spaeed signals, such as BOC (f,f). Therefore, the SSB 
technique is best applicable for BOC signals whose sub-carrier frequency is greater than the 
code rate.
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P r o ba bility  of  D etectio n  for  Sin g l e-S id eba nd  and  D irect  BOC Search
To analyse the difference of sine and cosine-phased BOC signals when using a single-side­
band search, the algorithm of Figure 4-16 was simulated. The signals considered are the sine 
and cosine-phased BOC (2, 1) signals with a sample rate according to Table 4-3; the sample- 
rate is chosen higher than needed to investigate the ideal case for single-sideband. Having a 
PSK-like signal would also allow a lower sample rate, but to allow comparisons to be drawn 
the same parameters as for the direct acquisition are used. In a real system, re-sampling would 
be used to reduce the number of points in the circular correlation and thus optimise the 
hardware and the search time. But for an assessment of the difference of sine- to cosine- 
phased BOC signals, this model is sufficient.
The probability of successful search is displayed in Figure 4-17 for a sine and cosine 
BOC (2, 1) signal. The probability is in the same range as the probability of the direct search 
in Figure 4-10. The important point here is that the treatment of the BOC signal as two 
separate PSK signals reduces the difference between search performance for sine and cosine- 
phased BOC signals. The dependence of the search granularity to the sampling interval 
described in Table 4-2 and Table 4-3 is not relevant as the PSK peak is significantly 
oversampled and thus the loss insignificant. The remaining difference is due to the lower 
spectral energy of the cosine-phased signal as a result of band-limiting.
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Figure 4-17 Probability of successful single sideband search of sine and cosine BOC (2,1) modulated
signals
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4.3 Conclusion
In this chapter the search performance of various BOC signals was analysed and a comparison 
drawn between three different approaches to BOC signal search. It has been shown that sub- 
carrier-cancellation and single-sideband techniques are beneficial for the search process; they 
can greatly reduce the average time needed to find a signal but have drawbacks in sensitivity. 
A mathematical description of the FFT search process for PSK signals was derived and 
verified with simulations to derive the fundamentals of the search for BOC signals. A 
previously unknown effect was described. This occurs when sub-carrier cancellation is 
applied on cosine-phase BOC modulated signals. The performance of the BOC signals search 
was presented for various BOC signal varieties. The mathematics describing the BOC signals 
were extended to include the cosine-phased BOC signals and this was applied to the 
acquisition problem. The degradation in search performance of band limited cosine phase 
BOC signals compared to sine-phased BOC signals was also quantified.
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One of the main problems facing the investigation of wide-band GNSS signals is that there is 
as yet little commercial front-end equipment available. In particular, for the E5 band of the 
Galileo constellation there is no equipment available beside custom-made prototypes. Aside 
from the two GIOVE Galileo test satellites there is no navigational service provided in the E5 
band yet. The modernised GPS uses the L5 frequency that is overlaid with E5a (shown in 
Figure 2-24 and Figure 2-25) but there is again no signal transmission from GPS so far, 
although this should be available soon. Furthermore, the Galileo signals on E5 with 
approximately 60 MHz wide bandwidth require specific RF components; the high data rates 
resulting from this bandwidth are challenging for receiver design. The limited commercial 
interest so far can be explained by the challenging signal design combined with the lack of 
usable signals. Also the extreme wide-band signals are targeted more to the professional 
users, where receiver components are less widely available compared to mass market 
applications.
For the investigation of the new wide-band GNSS signals and as a step towards new 
receiver development, the front-end was identified as starting point. This allows the 
processing of real online data transmitted from the GIOVE satellites. The theoretical work 
done, by others and during this work, on the processing of wide-band GNSS signals, in 
particular on BOC modulated signals could be confirmed with measurements.
5.1 Fr o nt-End  fo r  W id e-Ba nd  Signals
The proposed solution to overcome the need for an E5 front-end is a direct conversion 
receiver. Direct down-conversion or homodyne receivers are widely used in mobile phones 
and other communications applications. The driving force behind the development of direct- 
conversion was the demand for small low-cost solutions. Also because the direct-conversion 
receivers are regarded as having inferior performance compared to heterodyne receivers, it 
was the demand for low-cost high-integrated solutions that drove this development 
[Abidi 1995] [Razavi 1997].
Direct-conversion is not widely used for GPS receivers and there are only few 
publications on the application to GPS [Hsu 2005]. The homodyne or direct conversion 
receiver uses a translation directly to baseband with no intermediate frequency. Sampling is 
done on the baseband signal. This is quite an old way of radio signal demodulation and the 
first ever radio receivers used were in fact built using a homodyne receiver. It is a very logical 
approach to receive a signal modulated on a radio frequency. This demodulation technique is
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the proposed solution for the reception of wide-band GNSS signals in this context for reasons 
explained subsequently.
Furthermore, there are flexible, commercially available direct down conversion chips 
tailored for L-band applications available off-the-shelf. One example is the Maxim Max2116 
chip [Maxim 2005]. It is designed for satellite downlink communications and performs a 
direct down conversion from the desired frequency to base-hand. The mixing frequency can 
be chosen within a wide range in the L-band and the single sided low pass filter bandwidth of 
35 MHz around DC is wide enough for all currently available and planned GNSS signals. 
Using such a direct down conversion tuner, the analysis of this technique with an outlook 
towards a GNSS front-end is possible and will be performed subsequently in this thesis.
5.2 D irect  D o w n-Conversion  Front-End
A front-end for direct conversion consists of a tuner and an analogue-to-digital conversion of 
the baseband signal. A block-diagram showing the structure is displayed in Figure 5-1. After a 
band pass filter, a local oscillator operating on the carrier frequency is mixed with the 
incoming signal. A low pass filter is consequently used to filter unwanted spectral energy 
prior to sampling. Complex, or quadrature, down conversion is needed in this set-up to 
prevent a signal from merging with its negative image. The signal can therefore be 
represented analytically using complex algebra notation and with a negative frequency region. 
Amplification can be chosen to occur before or after the mixer and also after the filter. 
Amplification does not influence the basic principle of direct-conversion and is therefore not 
discussed further at this stage.
RF
Signal Digital 
base-band signal
ADC
ADC
Figure 5-1 Homodyne front-end
The frequency plan of the direct-conversion is indicated in Figure 5-2 with filters 
depicted as orange boxes and the Nyquist region of the sampling rate depicted by a green 
rectangle. The RF band pass filter is shown to be wider compared to the baseband low pass 
filter, reflecting the less stringent requirements. It is, in fact, only needed to prevent the 
receiver from saturating in the presence of out of band noise [Abidi 1995]. It does not need to
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be as small as the Nyquist region. The low pass filter selects the desired signal and is needed 
to prevent noise from aliasing on the desired signal. The complex signal at baseband has an 
asymmetric spectrum, as indicated. If the local oscillator is running exactly on the carrier 
frequency of the RF signal, the centre frequency will be down converted to an intermediate 
frequency of zero.
<RFDC
Figure 5-2 Frequency plan of the direct-down-conversion
In the following, the principle of the direct conversion is formulated mathematically 
assuming ideal filtering and mixing and neglecting the digital conversion. In Equation (5.1) a 
possible input signal modulated on a carrier is shown, neglecting all distortions, including 
noise. It is modulated using a complex amplitude/phase modulation. The complex baseband 
signal is named bi and Bq. The angular velocity of the carrier frequency is named and an 
arbitrary phase relation on reception is reflected by the phase shift 0 . The time delay of the 
baseband signal due to the transmission is ignored.
Srf (0 = bj {t)cos{C0i p^t + (p) + bQ {t)sin{cOj p^t + (/>) (5.1)
The direct down conversion with ideal filtering can be written as in Equation (5.2) 
using complex notation; the down conversion is a multiplication with a complex carrier signal 
that is shown here without any phase shift for simplicity. The resulting signal after the ideal 
low-pass filtering:
“ W = [cos(6^f.r) + ysin(& ^0] (5.2)
The locally produced carrier is indicated with a chevron. The product of the mixing is 
expanded in Equation (5.3); the unwanted image after mixing is located at the sum of carrier 
and locally produced carrier frequency.
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u
(5.3)
((f) = ^  [bi (f)cos((%.f + (p- (f )cos(ty^^f + <p + %^rf)]+
2 t^ ô (f )sin((%f^f bg (f )sin(^y^^f +
2 k  (f )sin((2^^f — {û)rf )f — ^ )+Z?y (f )sin(<y^^f + ^  + A^^ rf)]
[^ (2 (f + (p—^ Rpt^~bQ {t)cos{û)f^pt + ^ + ) ]
After filtering of the image and an assumed normalisation, the signal can be expressed 
according to Equation (5.4).
w(f) — \bj (f)cos((ft3^^ — 0)pp )f + (/ij+bQ (f)sin((^y^^ — cOpp )f + ^)J"^ 
j  [~ bj (f )sin((<y^  ^ — cOpp )f + ^) + (f )cos((<y^  ^ — â)pp )f + ^)]
In Equation (5.5), the result is separated in in-phase and quadrature parts to reflect the
principle shown in Figure 5-1, which also has the complex signal split. There is a residual
modulation of the signal in baseband with the difference of received and locally produced 
carrier frequency.
Uj (f ) — \b[ (f)cos((6ü^  ^ — â)pp )f + ^)-f bg (f )sin(((2J^  ^ — âpp )f + (f)\
(0  ~ [~ bj (f)sin((dy^^ — â)pp )f + ^^+bg  (f)cos((<y^^ — â)pp )t + ^)]
When the difference is zero, in case of the frequencies being identical, the signal can 
be written according to Equation (5.6). The phase difference 0  remains in the equation, unless 
the locally produced and the received carrier are in-phase.
«/ (0  = [b/ (t)cosM  + bg (f)sin(^zJ)J
Mg (f ) = (f )cos((Z))- 6/ (f)sin(<^)]
5.2.1 C h a n n e l F i l t e r  AND S am p lin g
After the RF mixing, a channel selection filter is used to filter unwanted channels next to the 
desired one and to prevent aliasing. This is of particular importance for communications 
applications when different channels are frequency multiplexed and one specific channel 
needs to be separated. This is depicted in Figure 5-3 with three possible channels, showing a 
demodulation of the one in the middle. The low pass filter at baseband is essential to prevent 
the aliasing of spectral components either side the desired channel by the consequent 
sampling. Unique in the direct conversion receiver is the fact that these anti aliasing or 
channel selection filters are low pass filters. The usable signal bandwidth is therefore twice 
the low pass filter bandwidth and is therefore often called single sided bandwidth to reflect
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this fact. The image of the signals is at about twice the carrier frequency and is depicted in 
dotted lines. In contrast to a heterodyne receiver, no special care needs to be taken considering 
the image [Razavi 1997].
Trf
Figure 5-3 Frequency plan of direct conversion including image and accent channels
From Equation (5.6) it can be seen why complex down conversion and sampling is 
needed for the reception. It would be impossible to recover the full RF signal if the direct 
conversion is performed with a real, locally produced carrier only. The complex signals in 
baseband would fold over each other when only real down conversion is used. Complex 
mixing prevents this.
5.3 Oth er  Fr o nt-End Im plem entations
From the other various front-end designs possible, two are explained in more detail. Most 
heritage GNSS receivers use a heterodyne mixer with IF sampling, where the RF signal is 
down converted to an IF frequency and subsequently sampled. This approach is presented 
first. The other demodulation technique presented is the direct sampling approach. It samples 
the filtered RF signal with a sample rate sufficient to cover the signal bandwidth and thus uses 
intentional aliasing to down convert the signal to an IF in the sampled data. It is composed 
only of a filter and the analogue-to-digital conversion, and it is included here to provide the 
most minimalistic front-end design currently available.
The two designs are presented to show the possible implementations around the direct 
conversion based front-end. The more complex solution in hardware and design is the 
heterodyne receiver, and the direct sampling front-end is simpler compared to a front-end 
based on direct conversion.
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5.3.1 H eterodyne  w ith  IF Sam pling
Heterodyne receivers, with at least one IF stage, are widely used in present radio receivers. 
Most currently available GNSS receivers also rely on heterodyne front-ends. The RF signal is 
mixed with a locally produced frequency, translating the result down to an intermediate 
frequency (IF) where it is band pass filtered to select the desired signal band. Digital sampling 
is applied to the filtered signal at the intermediate frequency using a sample rate which is 
lower than the intermediate frequency in the design presented here. The signal is intentionally 
aliased by under-sampling to a lower intermediate frequency. Using this approach, a super 
heterodyne reeeiver with two intermediate frequency stages is implemented, with the 
analogue-to-digital conversion in between the IF stages.
In Figure 5-4, the functional diagram of this reeeiver is shown, excluding the antenna 
with input filter and excluding amplifiers. Amplification can be designed to occur anywhere 
in the chain without a change of the principle of heterodyne reception.
RF-------
Signal T
COS(WRF-lFt)
ADC
Digital
IF-signal
Figure 5-4 Heterodyne front-end
The frequency plan of the heterodyne reeeiver can be seen in Figure 5-5 and shows the 
frequency translation performed by the mixer. The spectrum of the signal is depicted with the 
blue line and the input filter and the IF filter are depicted with orange blocks. The filter at the 
IF frequency determines the reeeiver performance.
'r f
DC
Figure 5-5 Frequency plan of heterodyne conversion
In this example the signal at the intermediate frequency is consequently sampled with 
a frequency that is lower than the intermediate frequency. The frequency plan for the 
sampling is depicted in Figure 5-6. The regions of aliasing are shown in light green and light 
blue, with the light blue being flipped when aliased into the Nyquist band. An example that is
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used commercially is to choose an intermediate frequency that is five quarters of the sampling 
frequency as depicted in Figure 5-6 [DeWilde 2004]. It is shown here how the intentional 
aliasing down converts the signal from the intermediate frequency to a frequency that is the 
difference between IF and sampling frequency. This frequency is called second intermediate 
frequency (second IF).
DC
Figure 5-6 Frequency plan of the under sampling
The filter at the intermediate frequeney is very important, as the intentional aliasing 
accumulates all the noise up to the signals frequeney. The filter roll-off has to be within the 
interval determined by the sampling rate, depieted with a smaller orange rectangle inside the 
green rectangle. The digital sampled signal becomes centred onto the seeond intermediate 
frequeney and with the satellite-specific Doppler frequency. The digital processing therefore 
needs to perform additional, satellite and hence channel dependent, mixing to bring the signal 
to base-band.
The design presented is characteristic for many GNSS receiver front-ends and is 
therefore seleeted as the reference heterodyne front-end design. To demodulate the signal 
from the 2"  ^ IF to baseband, a correlation receiver according to the Section 3.3 is used. Such 
correlating ehannel is shown in Figure 5-7, conneeted to the block diagram of the heterodyne 
GNSS front-end, omitting tracking loops and outputs, compares to Figure 3-3.
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Figure 5-7 Front-end and correlator to receive PSK signais
5.3.2 D irect Sam pling
A quite recent front-end design [Psiaki 2003] uses only intentional aliasing and is therefore 
called direct sampling. The principle is indicated in Figure 5-8; it is composed of a band pass 
filter on the radio frequency and a subsequent digitiser and sampling unit. This approach is 
motivated by software-defined radios, where the digital signal processing is done at the point 
closest possible to the antenna. Under sampling is used to avoid sampling frequencies of 
several GHz and therefore reduce the data rate needed.
RF
Signal
% ADC
Digital
IF-signal
Figure 5-8 Direct sampling front-end
The frequency plan is shown in Figure 5-9. It can be seen how the aliasing is used to 
translate the signal to an intermediate frequency. The choice of sample frequency determines 
the IF frequency, which is the difference between the radio frequency and n times the sample 
frequency when a frequency plan according to Figure 5-9 is selected.
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DC
Figure 5-9 Frequency plan for the direct sampling front-end
The band pass filter at the radio frequency is very important in this set-up as it has to 
fulfil the same criteria as the filter on the intermediate frequency [Psiaki 2003]. Signal energy 
outside the aliasing bandwidth will be added to the noise floor, as all spectral energy from DC 
up to the signal gets aliased on top of the signal. The sampling frequency also needs to be 
very stable and with little phase noise because it directly influences the IF. The sample 
interval of the sampling unit has to be designed for the radio frequency, between one and two 
Gigahertz for GNSS. Another challenging area for direct sampling receivers is the 
amplification. Currently there are no commercial GNSS receivers available using the direct 
sampling approach, but research is ongoing, particularly with an outlook on the new GNSS 
signals. The correlator channel to receive the signal from the direct sampling front-end is 
equal to the correlator for the heterodyne front-end.
5.4 Technical  Advantages of  D irect  Conversion
The main advantage of direct conversion receivers is the better monolithic integration in a 
single circuit, including mixer, low pass filters and baseband amplifiers. In the area of mobile 
communications, the cost and power reduction are the main drivers for innovations and direct 
conversion receivers have been proven to be a good solution [Loke 2002].
Low pass filters are better suited for the integration onto a semiconductor, compared to 
band pass filters with large inductances and capacities [Razavi 1997]. Most of the 
amplification needed can be performed in baseband rather than at RF or IF, which is 
potentially much less power consuming [Abidi 1995]. The integration of the entire receiver 
onto one semiconductor reduces the number of components and hence cost. It also reduces the 
power needed for operation, as most of the components can be manufactured using small 
structures, which consume less power. There is, for example, no need to interface IF filters 
externally to the semiconductor. In [Abidi 1995] it is claimed that heterodyne receivers 
consistently provide a much higher selectivity and sensitivity compared to direct conversion. 
However the economic advantages of direct-conversion, including the power consumption
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compensate for the drawbacks in selectivity. The specific drawbacks and error sources of 
direct conversion receivers are presented in the following sections.
5.5 Error  Sources of D irect-Conversion
There are a number of specific noise and distortion sources that are unique to direct- 
conversion receivers. In [Razavi 1997] the problems associated with direct-conversion 
architectures are identified as VQ mismatch, even order distortion, oscillator leakage, flicker 
noise and DC-offset noise. These problems are specific to direct-conversion and need special 
attention as they determine the performance of a receiver.
The VQ mismatch refers to any imbalance in the orthogonality of the in-phase and 
quadrature components. This effect is mainly down to the quality of the RF circuit design. 
Even order distortion can occur when the second harmonic of the local oscillator mixes with 
the second harmonic of the desired signal translating it to base band. Also non-linearities in 
the receiver’s amplification stages can cause interfering signals to be translated to base-band 
as described in [Razavi 1997]. The problems of FQ mismatch and even order distortion can 
generally be combated with good design practice [Namgoong 2003] and by using a highly 
integrated semiconductor. More on FQ imbalance can be found in Section 5.6.2.
The oscillator leakage affects other receivers close to the direct-conversion receiver 
and is also potentially dangerous for receivers having multiple front-ends. As the local 
oscillator runs on the RF-frequency, any leakage in the mixer will lead to radiation of the 
carrier frequency from the antenna. This radiation can than be picked up by other receivers 
close by or by the other antennas of a multi antenna receiver. This problem is not present in 
heterodyne receivers, as their local oscillator does not run on the RF-frequency. This problem 
can be reduced by a good circuit and amplifier design. However, some leakage will always 
exist and methods to minimise this leakage are presented further down. The noise sources that 
cannot be overcome by a good circuit design and therefore need special attention are flicker 
noise and DC-offset noise.
5.5.1 Flicker  N oise
Flicker noise is an intrinsic noise of metal oxide components. It is also called 7/^noise or pink 
noise, as the spectrum is proportional to 1/f. This noise is therefore more dominant at low 
frequencies. Flicker noise is not a problem in heterodyne architectures because the signal is 
amplified and down-converted to an intermediate frequency well above DC. The noise can be 
reduced with the use of non-MOS techniques or with the design of wider structure in the 
MOS semiconductors itself. However, there will always be flicker noise present in the base­
band signal [Razavi 1997].
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5.5.2 DC-OFFSET NOISE
The centre of the spectrum of the considered signal is converted down to DC according to 
[Abidi 1995]. However, several other sources may result in a DC-offset voltage. This DC- 
offset can dominate the received signal and potentially saturate the receiver’s analogue-to- 
digital converter (ADC). If the desired signal is in the order of micro volts, but the DC-offset 
in the order of volts, the ADC will therefore require a very high dynamic range.
The DC-offset noise comes from leakage of the local oscillator through the mixer. 
This leaking frequency is than back reflected to the mixer by the LNA or the antenna or even 
from objects outside the antenna, as shown in Figure 5-10. This leads to a DC-offset as the 
local oscillator frequency down-converts itself to DC. This offset is not constant and therefore 
cannot be easily removed at the cirOcuit production. If reflections from objects outside of the 
receiver are considered the DC-offset could change very rapidly.
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Figure 5-10 DC-offset noise
There are several solutions to compensate for this effect [Razavi 1997]. The first is to 
apply AC-coupling, but this works well only if the signals do not have significant energy at 
DC. Another method is to use periods where there is no signal present to measure the offset 
and then remove it prior to digital conversion. This technique can be used when the signal is 
periodically absent, as in a TDM A structure of mobile telephone networks. Unfortunately this 
technique does not work well for CDMA structure where a signal is present continuously. 
Furthermore the signal in GNSS is below the noise floor and therefore cannot be separated 
prior to processing.
The flicker and the dc-offset noise have different causes but their impact on the 
received signal is similar. In Figure 5-11, the power spectral density of a signal modulated on 
an intermediate frequency (green) and of another signal in baseband (blue) is shown. The red 
line depicts the noise floor, dominated by thermal noise for higher frequencies and, closer to 
DC, dominated by the flicker noise. At the DC, the vertical part of the red line indicates the 
static DC-offset noise.
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Figure 5-11 Noise floor with spectral density of signal at baseband and IF
Various ways were presented to overcome the noise contributions at DC and close to 
DC. In communications applications, using time division multiple access, the DC 
eontributions can be measured and stored during phases of signal absence. On reception the 
stored value is subtracted to remove the DC-offset. Modulations with no or little energy at DC 
are less affected and high pass filters can be used to remove DC-offset and flicker noise 
eontributions [Abidi 1995].
5.6 Im pact  on  GNSS Reception
The use of a direct conversion receiver as front-end for the reception of GNSS signal is 
different from the use in mobile eommunications. The biggest difference is the dominance of 
noise in the GNSS case prior to despreading. The navigational signal has a negative signal to 
noise difference at any point in the receiver before the dispreading. The front-end is therefore 
only exposed to thermal noise received by the antenna. The noise level is therefore relatively 
constant because interference is neglected. This compares to the application of mobile 
communications where the signal has a positive signal to noise difference. The signal is 
therefore above the thermal noise floor and present at the front-end.
The second dominant difference compared to the reception of mobile communication 
is the inherent Doppler shift of GNSS signals. All received signals from the different satellites 
are reeeived on different carrier frequencies, depending on the relative movement of the 
single satellite towards the user. A perfect direct conversion is therefore not possible for all 
satellites; only the signals on a earrier frequency without any Doppler shift will be translated 
to baseband. The necessary baseband mixer is treated in the following, together with an 
analysis of the previously described specifications unique to a direct conversion receiver. The 
impact of any potential I/Q imbalance on the baseband mixing is also investigated.
5.6.1 Residual M odulation  in  Baseband
The signal model for the direct conversion is extended with another angular velocity term to 
reflect the Doppler shift. This introduces the need for a residual down conversion stage, which
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raises the potential for an unwanted image. In Equation (5.7) the Doppler shift is named cûd> 
The time delay and noise is ignored in this model and the phase shift of the loeal oscillator is 
set to zero.
^RF (0  = b, (ï)cos((®sp + « 0  )  + ( ^ ) + (5. 7)
Aeeording to the ealeulation presented previously (Section 5.2), the received signal 
after ideal direct conversion and filtering ean be written as in Equation (5.8).
«/ W = k  (r)cos((%^ +CÛD- K f y  + (r)sin((%^ + -  K f + <f)\
Uq ( t)  = [- b j (f)sin((A)^  ^+C0d ~  ^ rf y^(!>) + t>Q {t)cos{{wj^j, + ~ ^RF y  + ^ )]
The angular veloeity difference between the satellite’s carrier frequeney and the 
loeally generated mixing frequeney is named coa. This nominal frequeney is identieal for all 
signals received and dependent on the local oscillator, whereas the Doppler frequency shift 
œo is unique for eaeh satellite signal received. The model for an ideally received GNSS signal 
is shown in Equation (5.9); the baseband signal can be any signal presented in Seetion 2.3. 
The signal is therefore not perfeetly in baseband; it is on a very low intermediate frequency 
instead. However, the reception is still considered as direct conversion; because this very low 
intermediate frequency is less than half the signal’s bandwidth.
[bi {t)cos{(ci)^ +0)i,)t + (/>)+bQ (r)sin((6ü^ +Wj,)t + (f)\
Uq W = \bQ {t)cos[{œ^ +0)i,y+ (/))- bj (r)sin((A)  ^+0)j,)t +
The correlation receiver has to be able to demodulate the residual frequeney {cûa +cod) 
analogue to the demodulation of the intermediate frequency as described in Section 5.3.1. 
Image rejection mixing is ideal because the signal ean be considered as complex as shown in 
Equation (5.9). The strueture proposed for the digital baseband mixing of the very low IF 
signals coming from the direct conversion front-end is shown in Figure 5-12 and is refereneed 
as digital image rejeetion mixer. The correlator is shown for a generalised PSK signal. The 
tracking loops and observables shown in Figure 3-3 are omitted for simplieity. The base-band 
mixer is similar to the structure of wide-band IF receiver presented in [Parssinen 2001] 
Chapter 3. The main difference is the analogue-to-digital conversion between the two mixing 
stages. The base-band mixer is also similar to the structure presented in [Cetin 2004], where it 
is applied to a classic intermediate frequeney receiver to suppress interference.
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Figure 5-12 Front-end and correlator with digital image rejection mixer 
Equation (5.9) can be rewritten as:
Ui (r) = \bj (r)cos(dyr + ^ ) + ( r ) s i n ( û ; r + (j))\
^t\r‘c\c(ntt- -4- —"G(0 = k  Mcos((üt + ^ ) -b j  (r)sin(^af + ^)] (5.10)
Û)=Û).+Û)iD
The image rejection mixing is done by multiplying the sampled signal with a digitally 
generated frequency. The frequency is controlled by a feedback loop equivalent to the feed 
back presented in Figure 3-3. The digital sampling is neglected in this idealised approach. The 
multiplication is shown in Equation (5.11).
I  SB (r) = Uj (r)sin(& )+ Uq (t)cos(œt) 
Qbb (t) = Uq (r)sin(&) -  Uj (f)cos(&)
(5.11)
By inserting Equation (5.10) into Equation (5.11) and by some reformatting that is 
presented in Appendix E the baseband signal is found, it is shown in Equation (5.12) and is 
dependent on the transmitted baseband signals. It is also dependent on the difference between 
the very low IF and the digitally produced frequency. All the terms including the higher order 
frequency terms ( ry+ û>) are suppressed by the image rejection. Filtering would be impossible 
as the signal and the image overlap.
Ibb W = Wsin((^y -  â))t + (p)+bQ (t)cos((cû -  â)t + 0) 
Qbb W = -^Q (r)sin((6)- 0))t + ^ ) - b j  (t)cos{(cD-à)t + (f)
(5.12)
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The signal tracking with the correlation receiver is equivalent to the methods described 
in Section 3.3. The only difference is the digital image rejection mixer used for the base-band 
mixing.
In Figure 5-13, the improved AltBOC correlator from Section 3.4 is shown 
incorporating the digital image rejection mixer. It can be seen that the in-phase and quadrature 
parts of the baseband signal and of the final correlation results are both dependant on the in- 
phase and quadrature signals of the stage before. This is the most complicated correlator used 
within this work and tracking results using this structure are reported in Section 7.5. A full 
BOG double estimation correlator including the digital image rejection mixer is presented in 
Appendix D.
Ac&
Dump W |PPlow IF 
signal 
(digital)
Ac&
Dump W q p p
qc(t)
(prompt)
Vary
(prompt)
Figure 5-13 AltBOC in-phase prompt correlator with digital image rejection mixer
5.6.2 I/Q  Im balance
Potential I/Q phase imbalance between the two branches of the direct conversion front-end, 
shown on the left of Figure 5-12 for the digital conversion has an influence on the digital 
image rejection mixing (mixing with (jJ r f ) .  The digital image rejection mixing itself, shown in 
the middle of Figure 5-12, cannot have phase imbalance, as the two carrier signals are 
generated digitally and are thus always in perfect quadrature. Amplitude imbalance is not 
considered here, because independent gain control coupled with the digital conversion on both 
channels will compensate for potential amplitude imbalance.
The starting point is the signal received from the direct conversion receiver:
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■Sfif(0 = è,(f)cos((«„p +<»oy + ?>)+^’eWsin((<ysF +® d)< + (^ ) (5.13)
The mixing with the locally produced carrier having a phase imbalance, named 5, is 
shown in Equation (5.14). After multiplication and reformatting, the result is displayed in 
Equation (5.15) at the input of the digital image rejection mixer stage.
u(t)=Sj^p(t) [cos(ft)^;,t + ^ ) + jsin(û)^^r)] (5.14)
Û) — cûj^ p + û)p, — â)pp
M/(r)= [i??/(r)cos(taf + ^ -j)+Z7g(r)sin(^wf + ^-<^)] (5.15)
^6 W = k  (t)cos(AX + Z?; (r)sin(AX + ^ )]
The digital image rejection mixing is shown in Equation (5.16) and is the identical to 
the process described in Section 5.6.1.
I qb [t) = Uj (r)sin(&) + Uq (r)cos(&)
W = Wg (r)sin(&) -  My (r)cos(&) (5.16)
After multiplication, the result of the in-phase base band channel is shown in 
Equation (5.17). The image rejection is done by calculating the summations separately for the 
in-phase and quadrature component. The terms with the frequency summation have a different 
sign and will cancel out.
/g5 (t) = —Z?^ (?)[—sin((^y— + ^ —^ ) —sin((^y— + ^ )]+ 
—bj (?)[sin((^y+ ô))t + sin((dy+ ci))t -H ^)]+
 ^ (5.17)
4--6g (r )[cos((^y - œ ) t  + (l)-ô)+cos{{co -  m)t + ^ )] -i-
—Bq {t )[— cos((^y + â))t -H ^  -H cos((^y + co)t + ^ )]
In the case of a phase imbalance the terms with the frequency sum do not cancel out 
completely, depending on the size of the phase imbalance. The result with the terms grouped 
is shown in Equation (5.18).
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^BB (g  — (g -C O S  — sin (co-â))t + (l)-
-  sin^-^j cosf (ty + ^
+
+
(5.18)
+
- s in
The phase imbalance of the locally produced carrier in the direct conversion receiver, 
5, results in decreasing amplitude of the signal and also in increasing amplitude of the 
unwanted image. The amplitude attenuation of the signal is proportional to the cosine of half 
of the phase imbalance. The amplification of the image is proportional to the sine of half the 
imbalance angle. The high integration of modem direct conversion tuners reduces the phase 
imbalance to less than 2 degrees [Maxim 2005]. The image rejection ratio (IRR), shown in 
Equation (5.19), expresses the power of the image normalised by the power of the wanted 
signal. For a phase imbalance of 2 degrees it leads to an image rejection ratio of -67.1 dB. The 
effect of such an imbalance on the GNSS reception is negligible
/RR = 101ogl0
P J
= 201ogl0
A.
(5.19)
This observation agrees with [Razavi 1997] and [Parssinen 2001] who attest that the 
direct conversion architecture has a considerable robustness against FQ imbalance. 
Simulations on the impact on GNSS reception are presented in [Weiler 2008b]. If the phase 
imbalance were more of a problem, recently methods have been developed to cope with 
receivers being distorted by heavy FQ imbalance in-phase or amplitude. The main idea 
behind these methods is to compensate the distortions in the digital domain [Cetin 2004] 
[Cetin 2007].
5.6.3 T h e  BOC S p e c tr u m  A d v a n ta g e
The flicker noise and the various DC-offset distortions affect the spectral contents close to or 
at DC. AC-coupling or high pass filtering of the signal in baseband seems to be the best 
solution to the problem. The drawback is that some modulations have spectral content close to 
DC and filtering will remove energy of the signal. If the comer frequency of the filter is 
designed to be very low, big capacitances are needed that have to be charged with high 
currents and are complex to integrate. This effect is less important if wide-band signals are 
considered, because the impact of a high pass filter on a wider bandwidth is less. The impact
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of a potential high pass filter is depicted in Figure 5-14. The noise floor is indicated in red, the 
high pass filter in yellow, the narrow band signal in blue and the wide-band signal in green. 
The noise floor depicts the same spectral properties as described above, with DC-offset noise 
and 1/f noise. It is obvious that wide-band signals are affected less by the DC notch filtering, 
also claimed in [Parssinen 2001].
noise
DC
Figure 5-14 Noise floor with spectral density of wide an narrow band signal and DC notch
The best solution would be to use adapted modulations that do not have spectral 
energy in the band centre. Direct conversion was successfully applied to Manchester coded 
signal as used in pager systems that have a split spectrum and a spectral null at DC 
[Abidi 1995].
Some of the new generation GNSS signals used in Galileo and also GPS are BOC 
modulated. The BOC modulation moves the signal spectral energy away from the band 
centre. Some BOC signals were introduced in Section 2.3.5. They are in fact enhancements of 
the Manchester coding that was earlier reported to be ideal for the reception in direct 
conversion receivers. High pass filtering is therefore possible with little to no degradation of 
the signal. In Figure 5-15 the power spectral densities of a BOC (1, 1) (red) and a PSK (2) 
(blue) modulated signal are shown. PSK (2) is selected because it delivers comparable 
tracking performance to BOC (1,1) when the same bandwidth is considered. The spectral null 
of the BOC modulated signal can be seen clearly.
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Figure 5-15 PSK (2) (blue) and BOC (1,1) (red) power spectral densities
In Figure 5-16, both power spectral densities are shown but filtered by a DC block 
(first order filter) with a comer frequency of 0.1 MHz. The attenuation of the spectral content 
in the middle of the figure is shown, indicating a bigger impact on the PSK modulated signal 
than on the BOC modulated signal. 0.1 MHz was selected to asses a worst case. Practical 
filters can be well below [Namgoong 2003]. They are dependent among others on the 
semiconductor technology used.
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Figure 5-16 Filtered power spectral densities of PSK (2) (blue) and BOC (1,1) (red)
The impact of a 0.1 MHz first order high pass filter on different modulated GNSS 
signals is shown in Table 5-1, using an infinite bandwidth with no low pass filter. Signals 
with a higher main lobe bandwidth are affected less by the high pass filtering and BOC 
signals are almost not affected at all.
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Table 5-1 Attenuation by 0.1 MHz bigh-pass filter
Signal Energy after 
filtering
PSK (1) 74.7%
PSK (2) 86.1%
BOC (1, 1) 97.5%
BOC (2, 1) 99.4%
M B0C(6, 1, 1/11) 97.7%
AltBOC (15, 10) 99.8%
Beside the impact on the received energy, the distortion of the signal by the DC notch 
is analysed in simulation by looking at the S-curve introduced in Section 3.3.3. PSK and BOC 
baseband signals were generated and filtered with a first order high pass filter with a comer 
frequency of 0.1 MHz. The sample rate was bigger than 500 MHz. One S-eurve for the 
unfiltered signal and one for the filtered signal were generated. In Figure 5-17 the S-curve of 
the unfiltered signal is shown in blue and the filtered in red, both using one chip spacing. The 
prompt eorrelation of the two signals is shown in Figure 5-18. It can be clearly seen that the 
zero crossing of the S-curve of the filtered signal is different to the unfiltered. This difference 
is called S-curve bias and it is a function of the correlator spacing and the filter. In 
Figure 5-18 a second peak occurs at the offset of +1 ehip. It would be possible to track it by 
setting up narrow correlators around this peak. A second locking point is created and the PSK 
signal transforms slightly to pick up some of the characteristics of a BOC signal.
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Figure 5-17 PSK (1) S-curve with bias of unfiltered 
(blue) and filtered (red) signal
Figure 5-18 PSK prompt correlation unfiltered 
(blue) and filtered (red)
In Figure 5-19, the result for the BOC signal is shown, filtered using the same first 
order high pass filter with a comer frequency of 0.1 MHz. The matching prompt correlation is 
shown in Figure 5-20. The correlator spacing was one sub-chip, so that it may be compared 
with PSK signals. It can be seen that the S-curve bias between the filtered and unfiltered
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version is much less for the BOC signal than the PSK signal as a direct result of the high pass 
filtering.
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Figure 5-19 BOC (1,1) S-curve with bias of 
unfiltered (blue) and filtered (red) signal
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Figure 5-20 PSK prompt correlation unfiltered 
(blue) and filtered (red)
The S-curve bias was calculated for differently spaced correlators. Spaeing from zero 
to one chip for the PSK and from zero and one sub-chip for the BOC signal was used. The 
result is shown in Figure 5-21, the S-eurve bias is measured in nanoseconds following 
[Rapisarda 2007]. The result of the unfiltered S-eurve is shown in blue, the BOC result in 
green and the PSK result in red. A measurement of the S-curve is also possible with a real 
reeeiver, but as a true unfiltered reference is not available is this case, the maximum S-curve 
variation is used for eomparison. The highest value minus the lowest value is called the 
relative S-curve bias in comparison to the normal, absolute, S-curve bias.
In Figure 5-21, it can be seen that the absolute value of the bias increases with 
inereasing correlator spaeing, whieh is the expected result beeause the high pass filter affects 
low frequency content more. The steep peak of the auto-eorrelation function is therefore 
almost unaffected compared to the slope as indicated in Figure 5-18. A correlator spacing 
approaching zero therefore minimises the S-eurve bias. The most important result from the S- 
eurve bias analysis is that the BOC (1,1) signal is affected five times less compared to the 
PSK (1) signal. The main lobe bandwidth of BOC (1, 1) is equivalent to PSK (2) rather than 
PSK (1). For a fair comparison, the S-curve bias comparing BOC (1, 1) and PSK (2) is given 
in Figure 5-22. The higher bandwidth of PSK (2) signals reduces the effect of the high pass 
filter. However there is still more bias present with the PSK (2) signal than with BOC (1, 1) 
due to the spectral properties.
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Figure 5-21 S-curve bias for the filtered PSK (1) and BOC (1,1) signal
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Figure 5-22 S-curve bias for the filtered PSK (2) and BOC (1,1) signal
The better performance of BOC signals compared to PSK signals is ealled spectral 
advantage in this context. Therefore, certain kinds of modulations are better suited for the 
reception with direct conversion receivers. The high pass filtering with the DC-offset and the 
flicker noise are two of the most dominant noise contributions in direct conversion receivers 
and the choice of BOC modulated signals is ideally matched to high-pass filtering. This was 
first reported in [Weiler 2008a], and is particularly relevant for the GNSS signals in the LI 
band, where GPS and Galileo both agreed to use a communal BOC modulation in the future. 
Making direct conversion based GNSS receivers is ideal for economic mass market receivers.
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5.6.4 ZERO F r e q u e n c y  T r a c k i n g
A complex modulated GNSS signal, demodulated by the direet conversion front-end is shown 
in Equation (5.20), the Doppler frequency of the signal and the difference between the earrier 
frequency and the locally produced carrier are eombined together in co.
Ui (t) = \bj (t)eos(tüf + (f)+bQ (t)sin(^yt + (f))\ 
Uq (t) = [bQ {t)cos{o)t + ^ ) - b j  {t)sm{ûX + ^)] (5.20)
In a direet eonversion receiver, the signal is modulated with a potentially very low IF 
frequency, depending also on the Doppler frequeney. The digital image rejection mixer 
presented in Section 5.6.1 translates the signal to baseband. The mixing frequeney is 
generated by a digital eontrolled oscillator controlled using a carrier phase loeked loop.
Any value +/- the Doppler frequency is possible if the locally produced carrier 
frequency matches the carrier. The frequency to track can therefore be very small. If the 
residual frequeney is 10 Hz and the correlation time I millisecond, the earrier phase ehanges 
only by 3.6 degrees over the correlation interval. The frequeney of the carrier may be lower 
than the loop bandwidth of the phase locked loop tracking the earrier phase. To allow a more 
économie implementation it would be desirable to reduce the number of bits used to represent 
the loeal generated frequency. A quantisation of one, two or three bits will reduee the 
complexity of the digital image rejection mixer and the subsequent correlator. The structure of 
the image rejection mixer with the local frequency generation is shown in Figure 5-23.
low IF 
Signal 
(n bit)
Oscillator
Code Acq& Phase
mixer Dump Discr.
Loop
Filter
Figure 5-23 Carrier demodulation with quantised local oscillator
The use of a locally generated low resolution carrier signal is challenging when a 
potentially very low frequency needs to be tracked. This problem is illustrated in Figure 5-24. 
At the top, four code periods of one millisecond each are shown with a spreading-code. Below 
there are two cases, the first, where the signal is modulated onto a very low residual IF of
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3 kHz. The seeond case is where the signal is modulated onto a very low IF with a frequency 
of 125 Hz. The incoming carriers are indicated in black in both cases. Also depicted are the 
locally generated carrier signals that are supposed to be kept phase aligned with the incoming 
carrier by the PLL. The locally generated in-phase carrier is shown in blue and the quadrature 
version in red and scaled for clarity; both local carriers have one bit resolution. The 
aecumulation and dump process should result in all the energy being in the in-phase result and 
no energy in the quadrature result. This process can also be eonsidered as an integration of the 
multiplieation of the received and loeal carrier over the correlation time.
In the first ease, with the low IF of 3 kHz, it can be seen that there are three carrier 
cyeles per code period and hence per integration period. In the second case, one integration 
period lasts only a fraetion of a carrier cycle and with the one bit quantised local carrier signal 
no meaningful discriminator output is generated. The phase locked loop is expected to jitter 
signifieantly or even to lose lock.
PRN Code 1.023 MHz
low IF 3 kHz
rWVWXAAAAAA
low IF 125 Hz
Figure 5-24 Phase tracking of extreme low frequencies
To illustrate the problem, two GPS C/A code signals were generated, using the method 
described in Section 7.1.3. The first signal is modulated with a very low IF of 10 Hz and the 
second is modulated with a carrier of 3 kHz. Both signals were traeked using a GPS software 
reeeiver. The resolution of the local carrier repliea generation in the software receiver was set 
to double resolution or one bit resolution. The two eases presented are the most extreme cases
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possible, double resolution can almost be considered as infinite resolution and one bit 
quantisation is the lowest possible. Implementation using a quantisation with two, three or 
more bits will be placed in between these two extreme implementations. In Figure 5-25 the 
frequency of the local generated carrier is shown tracking the 10 Hz signal. The result of the 
double resolution is shown in red and the one bit quantised in blue. It can be seen that the 
phase locked loop has problems tracking the phase when the local generated carrier has one 
bit resolution. The loop bounces between +/- 20 Hz around the true value. The standard 
deviation in the one bit case is 13.6 Hz and in the double resolution case 0.75 Hz.
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Figure 5-25 Tracked carrier frequency (10 Hz) one bit resolution (blue) double resolution (red)
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Figure 5-26 Tracked carrier frequency (3 kHz) one bit resolution (blue) double resolution (red)
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The result of the processing of the signal modulated with a 3 kHz carrier is shown in 
Figure 5-26. The result of the double resolution is again shown in red and the one bit 
quantised in blue. Phase tracking was successful in both cases with a comparable standard 
deviation of 0.83 Hz in the case of one bit, and 0.75 Hz for the double resolution. If a local 
carrier with double resolution is used, the jitter of the carrier replica stays equivalent, however 
the phase tracking is distorted when the local carrier resolution is one bit.
One solution for this potential problem was used. The first method was developed 
based on an initial idea contributed by Dr. Stephen Hodgart. The initial idea is called 
probabilistic multiplication and is presented in Appendix H. Its core is the randomisation of 
the generated high resolution carrier that is then quantised with a lower resolution. This 
randomised low resolution signal is subsequently used as mixing frequency in the image 
rejection mixer. This approach is demonstrated in Figure 5-27, showing the phase locked loop 
to track the carrier within digital image rejection mixer. The local oscillator signal is passed to 
a randomiser where it is processed together with random noise to produce the output with a 
lower resolution.
low IF 
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(n bit)
-►
Code Acq & Phase
mixer Dump Discr.
-►
m bit
Randomiser < 7 ^
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Oscillator
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Noise
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Loop
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Figure 5-27 Carrier demodulation with randomised local oscillator
To obtain the effect of a very high resolution with a small number of bits, the local 
generated wave is embedded in intentional noise. The noise will be consequently removed by 
the filtering process in the integration and dump, and the filter of the phase locked loop, both 
shown in Figure 5-27. Details on the loop can be found in Section 3.3. The embedding is done 
by first generating the local oscillator sign wave with the resolution (k) necessary for the 
tracking. The samples of the local oscillator are named oi. Flat distributed noise is generated 
with the signal swing equal to the generated local oscillator and with the same resolution (k)\ 
the noise samples are named n,-. The spectrum of the noise can either be white or filtered to be
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adapted to the filtering in the integration and dump to minimise distortions. Only frequencies 
that are going to be filtered by the integration and dump are included in the noise spectral 
density.
The randomisation of the sinusoidal signal with the noise is shown in Equation (5.21) 
for a desired output resolution (m) of one bit. The algorithm operates on each sample. The 
output is named 5 , the noise is named n and the samples of the local oscillator o. The index 
indicates the sampled nature of sine wave and noise.
1:0 / > rij 
- l : o j  < n i (5.21)
The result of the one bit randomization is shown in Figure 5-28. In the top half the 
original high resolution sinusoidal signal is shown in red and the two level result of the 
randomisation is shown in blue. The filtered randomised signal is shown in the bottom half in 
red, together with the original high resolution sine wave in blue. It can be seen that the filtered 
signal corresponds to the original with some residual error. The error depends on the 
frequency of the generated signal as well as on the frequency of the randomisation.
sine wave (red) and randomized signal (blue)
I
2 4 6 8
sine wave (b) and filtered randomised sine wave (r) and error (g) (std O 067)
Figure 5-28 Original and one bit randomised sine wave and filtered randomised sine wave
The algorithm for two bit randomisation is shown in Equation (5.22). It uses a uniform 
quantisation with four levels and hence two bits of the randomised sine wave.
S; =
1: \oj\>\nj\^Oj >nj
1/3: |o/| < |/7,-|uo,-> n,- 
-1/3: |o/| > |« / |uo/< «/ 
-  I : |o;| < |n;|uO; < 77;
(5.22)
The result of the randomisation with two bits is shown in Eigure 5-29 with the original 
sine wave shown in the top half in red and the randomised signal in blue. In the bottom half
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the filtered result is shown and it can be seen that the residual error is smaller compared to the 
one bit randomisation.
sine wave (red) and randomized signal (blue)
4 6
sine wave (b) and filtered randomised sine wave (r) and error (g) (std:0.032)
Figure 5-29 Original and two bit randomised sine wave and filtered randomised sine wave
The ratio of the sample rate as equal to the rate of the noise generation to the generated 
sinusoidal signal is important. Some initial analysis is provided in Appendix H. In practical 
application within this scope, the sample frequency is at least two orders of magnitude above 
the frequency of the generated sine wave. This was proven sufficient for this purpose, but a 
more detailed analysis is a potential area for future work.
In Figure 5-30 the tracked carrier frequency of the signal, modulated with a residual 
carrier of 10 Hz is shown. The result of the tracking with a probabilistic one bit locally 
generated carrier is shown in green. The jitter is significantly reduced compared to the one bit 
quantisation without randomisation and accurate tracking is successful.
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Figure 5-30 Tracked carrier frequency (10 Hz) one bit (blue) double (red) probabilistic one bit (green)
A comparison of the carrier phase tracking results for the 10 Hz and the 3 kHz signal 
is given in Table 5-2. Tracking with a randomised sine wave prevents problems when tracking 
very low frequencies. However, the randomisation introduces noise that cannot be filtered 
completely. The result is therefore slightly worse compared to the result with sine wave in 
double precision.
Table 5-2 Standard deviation of the tracked frequency
Resolution of local 
oscillator
10 Hz carrier 
a [Hz]
3 kHz carrier 
o[Hz]
20 kHz carrier 
o [Hz]
100 kHz carrier 
o[Hz]
1 bit 13.57 0.83 0.81 0.83
Double 0.75 0.75 0.73 0.76
1 bit prob. 1.10 1.08 1.05 1.08
The probabilistic multiplication is, as shown, a good solution for the phase tracking of 
extremely low frequencies when a local oscillator with a reduced resolution is required. The 
added complexity in the randomisation process has to be compared with a less complex 
correlator.
There is another solution for the problem with very low frequency tracking. The local 
oscillator in a direct conversion receiver can be tuned to a frequency such that the down 
converted signal is moved away from DC. If this offset is bigger than the highest expected 
Doppler, the extreme low residual frequencies can be avoided. Following the results in 
Table 5-2, an offset of more than 3 kHz would be sufficient. Considering a potential Doppler 
shift of +/- 40 kHz as seen by GNSS receivers on satellites in a low earth orbit, a very low
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frequency offset from 50 kHz would be sufficient. This solution with frequency offset was 
selected for the test set-up presented in Chapter 6.
5.7 Conclusion
This chapter introduced the direct conversion receiver proposed for GNSS signal reception. Ti 
begin the implications of direct conversion to GNSS reception where presented. The impact 
of the new generation GNSS signals on the front-end design is shown afterwards with the 
technical advantages and problems of a direct conversion GNSS receiver are explained 
subsequently. To conclude the impact on the navigational signal reception where presented 
alongside algorithms to overcome some implications of direct conversion receivers.
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6 P r o t o t y p e  R e c e iv e r
To evaluate the performance of a direct conversion based GNSS receiver, a prototype receiver 
was constructed. To allow flexible testing of the front-end, an off-line software receiver 
approach was selected. In this solution a block of data from at least one front-end is stored on 
a computer and post-processed in a software receiver. The advantage of this solution is 
flexibility; since all the signal processing is implemented in software, everything can be 
modified with little effort. The time to process one stored block of data can take much longer 
than it takes to record the data; the processing speed of the software receiver is therefore 
irrelevant. The clear disadvantage is the limitation of the block size by the computer’s 
memory and hard disk speed. At high data rates the hard disk is not capable of processing the 
data, thus all the data needs to be stored in the volatile memory prior to storage on the hard 
disk. The amount of storable data is limited by the volatile memory. However most of the 
analysis necessary can be archived with the current set-up.
To have the ability of comparing different front-ends and for dual frequency receiver 
investigations, data could be stored from two front-ends at the same time. The demodulation 
and the sampling in both front-ends is synchronised to a common reference clock, allowing a 
detailed comparison including analysis of carrier phases.
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Figure 6-1 Receiver test set-up
A block diagram of the set-up is shown in Figure 6-1. The heritage heterodyne front- 
end is represented by the NJ1006 block, which incorporates an automatic gain control, filter 
and analogue to digital converter. The direct conversion front-end consists of a tuner 
(Max2116) and an analogue-to-digital converter. Both front-ends are connected to a PCI bus 
interface in order to bridge the recorded data to the personal computer using an FPGA 
computing card. A picture of the hardware set-up is presented in Figure 6-2 excluding the 
FPGA computing card and the personal computer. They are connected with the cables leaving 
the picture to the top and to the bottom right. The incoming signals and the power are
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supplied by the cables coming from the left. In the following photograph all the different parts 
are presented in more detail:
Power
RF input
Gain
NJ1006
W
Baseband out
Max4200
DC-Block
Digital 10
Max2116
Figure 6-2 Picture of the hardware set-up of the receiver
6.1 Heritage  Fr o nt-end
The heterodyne reference front-end is the NJ 1006AH front-end from Nemerix 
[Nemerix 2005], a block diagram is shown in Figure 6-3. Being available with evaluation and 
interface board, it is often used for evaluation and investigation in research projects and hence 
can be considered as almost a standard for the GPS C/A code reception in the LI band.
The NJ1006 front-end uses a heterodyne structure to translate the signal to a second 
intermediate frequency (IF) of about 4.188 MHz when a reference frequency of 16.367 MHz 
is used, calculated according to Equation (6.1) , which is based on the data sheet 
[Nemerix 2005]. The principle used is presented in Section 5.3.1. The reference frequency is 
generated inside the chip with the help of an external crystal on the evaluation board. The IF- 
signal is sampled with two bit resolution (sign and magnitude) with the reference frequency. 
An automatic gain control maintains the correct distribution of the quantisation. The 
bandwidth of the NJ 1006AH front-end is determined by an external IF filter, fitted on the
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evaluation board. The second order passive band pass filter has a bandwidth of 3.5 MHz 
covering GPS C/A LI and is also suitable for the BOC (1,1) content of the Galileo and 
GIOVE LI signal. The filter is realised with two consecutive second order LC filters.
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passive antenna
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g —I— IX %TX
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with active A ntenna
an tenna D etector
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toNJ1030A,
NJ2020,
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base band or 
SW GPS processor
(12.6MHz to  19.8MH2)
Figure 6-3 Block diagram on NJ1006 taken from [Nemerix 2005]
The reference frequency of the NJ 1006AH front-end was selected as reference for the 
whole set-up. The reference frequency is tuneable by an on chip capacitor. It was measured as 
16.367247 MHz, resulting in an intermediate frequency after sampling of 4.164288 MHz. The 
frequency was measured by tracking a GPS C/A code signal from a calibrated GPS simulator. 
The signal transmitted of the simulator was static and without Doppler shift, thus any 
measured Doppler shift by the tracking leads to a frequency error and hence to the measured 
reference frequency.
fiF ~  / rF LI / / ref
 ^ 1520^
V 16 y (6.1)
fuFLi = 1575.42 MHz
The noise figure of the NJ1006 front-end depends on the LNA and the RF mixer. The 
datasheet value for the LNA is quoted at 1.5 dB, but the noise figure for the mixer is given 
with a quite wide range; 9 dB to 11 dB are mentioned. The resulting noise figures therefore 
vary quite a lot and it is not possible to take one’s own measurements as the front-end is fully 
integrated and the RF parts are inaccessible. A comparison of the noise figures is therefore not 
done.
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6.2 D irect  conversion  fr o n t-end
The direct conversion front-end is composed out of different parts. It was developed over the 
course of this research. It is based on a flexible direct conversion tuner, analogue-to-digital 
converters and a recoding gain control, all explained in detail in the following sections. An 
FPGA signal processing application board having a dual channel analogue-to-digital 
converter, a Xilinx Virtex 2 Pro FPGA and a PCI bus interface included was used: the 
XtremeDSP Development Kit Pro from Nallatech [Nallatech 2004]. The FPGA is used to 
implement the digital recoding gain control and some of the PCI bus interfacing. Important 
for its functionality as a front-end for navigational signals is synchronisation of the clock for 
the demodulator and the sampling. This was also accomplished in order to complete the set­
up. A block diagram of the direct conversion front-end is shown in Figure 6-4. A more 
detailed version of the general dual front-end configuration is given in Figure 6-1.
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Figure 6-4 Direct conversion front-end set-up
6.2.1 D ir e c t  Co n v e r sio n  T u n er
The heart of the direct conversion front-end is a flexible direct conversion tuner. The 
Max2116 chip from Maxim is one example of a family of flexible down-con version chips, 
being an off-the-shelf product intended for satellite downlink in L-band [Maxim 2005]. The 
functional block diagram is given in Figure 6-5 showing amplifiers, the mixer to translate the 
signal to base band, the frequency generation, and the low pass channel selection filters. The 
mixing frequency as well as the low-pass filter bandwidth can be selected over wide ranges to 
support a wide range of satellite downlink commutation applications. These parameters can be 
accessed over an PC bus interface, allowing fast reconfiguration during operation.
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Figure 6-5 Demodulator details
The signal from the antenna is first amplified by an analogue gain that can be adjusted 
with a voltage level on an input pin of the Max2116. An amplification of more than 60 dB of 
range can be selected with the analogue gain control, so that interfacing with different 
antennas and preamplifiers is possible. The voltage can be adjusted manually with a tuneable 
resistor mounted on the receiver; the blue control on the bottom left side in Figure 6-2. 
Following this first amplification, the signal is multiplied with the local generated carrier 
frequency and with a phase shifted version of this frequency, resulting in quadrature or 
complex down conversion. A second amplification stage comes after the mixer; this gain can 
be controlled digitally with a register accessible via the PC bus and is named therefore digital 
gain. The adjustable range of this amplification is more than 20 dB.
Low pass filters are in line on both channels after the second gain stage to perform the 
channel selection. These seventh order Butterworth filters are controlled with two registers 
that are accessible via the PC bus. The filters' 3 dB point can be adjusted in range of 3 MHz to 
33 MHz single sided bandwidth. The filters are wide enough for all currently available GNSS 
signals. The expected amplitude and phase response of this Butterworth filter is shown in 
Figure 6-6, the group delay is shown in Figure 6-7. Both figures are based on a simulation of 
a digital representation of a seventh order Butterworth filter assuming a 3 dB bandwidth of
3.1 MHz and a sample rate of 16.367247 MHz.
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Figure 6-6 Max2116 filter magnitude and phase
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Figure 6-7 Max2116 filter group delay
The mixing frequency is generated using an on-ehip voltage controlled oscillator 
(VCO) that is divided down and controlled by phase locked loop locked to an externally 
supplied reference clock. The clock divider can be selected within a range and the reference 
clock can also be divided down to increase the granularity of the frequency selection. The 
reference clock (fref) of 16.367247 MHz is divided by 32 as the filter VCO PLL requires input 
frequencies between 0.5 MHz and 1 MHz according to the data sheet. Using the clock divider, 
the local oscillator frequency can be any multiple of the divided reference frequency. Any 
frequency in the L-band with approximately 0.5 MHz granularity can be selected. The down- 
converted signal has a relatively low intermediate frequency after mixing, as shown in 
Equation (6.2), for signals in the LI and E5 band. These frequencies are sufficiently higher 
than baseband to prevent the zero frequency problems mentioned in Section 5.6.4.
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ÎBBu = ÎR fu  - ^ 3 0 8 0  = 72.47625 kHz
f s B  E5 ~  f t
f
(6.2)
ref
RF E5 32
2330 = 54.8278125 kHz
The two different gain controls, analogue and digital, are used manually to adapt the 
front-end to the signal source. The analogue gain is used as a wide ranging but coarse control 
and the digital gain for fine tuning. The gain control assures prior to the data collections, that 
the full scale signal output of the direct conversion tuner is used. It is also used to prevent 
clipping. In a real on-line receiver set-up, the analogue gain would be preset to adapt the set­
up to the antenna and preamplifier. The digital gain would be part of an automatic gain 
control to adapt to changing signal environments, as it can be modified rapidly over the PC 
bus.
The direct conversion tuner is designed to drive a 1000 ohm load. The inputs to the 
analogue-to-digital converters and the connecting cables have an impedance of 50 ohm. 
Impedance matching was used to generate a full scale signal at the input of the ADC. Two (I 
and Q) open loop buffers (Max4200 from Maxim [Maxim 2007]) were used for the 
impedance matching, with the input impedance resistors changed to 1000 ohm to match the 
output requirements. In Figure 6-8 the set-up is depicted for one channel showing a DC-block, 
the open loop buffer, the transmission line and the input to the analogue-to-digital converter.
300
Max2116
DC
block
i >
Max4200 500 Line ADC
Figure 6-8 Impedance matching of one channel
The DC block creates a high pass filter to mitigate the characteristic distortions from 
the direct conversion. Furthermore, it is needed so that the input to the analogue-to-digital 
converter can be DC free. The block (BLK-89+ from Mini Circuits) is designed to operate 
from 0.1 MHz onwards [Mini Circuits 2007]. There is no specific value quoted for the 
capacitor in the data sheet, but its value was measured to be approximately 200 nP. The block 
is designed for 50 ohm termination, leading to a cut-off frequency of 16 kHz. Terminating it 
with a 1000 ohm resistor, as required by the direct conversion tuner, changes the high pass 
characteristic to a cut-off frequency of 796 Hz. The Max2116 also has a built-in offset 
compensation with a corner frequency of 851 Hz.
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To verify the low and high pass filtering, average white Gaussian noise was fed into 
the direct conversion tuner. Five seconds were recorded using the normal sample rate. The 
power spectral density was calculated using the Welch method with a Hamming window 
(65536 samples) and 50% overlapping. In Figure 6-9 the result is shown. The low pass filter 
can be seen clearly and the high pass filter is also visible at zero frequency. The spike slightly 
above zero is exactly at the IF frequency. It is believed to be the carrier of the GNSS signal 
simulator that was used as AWGN noise source, not relevant for this filter analysis.
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Figure 6-9 Power spectral density of Max2116 sampling noise
A zoomed-in version in Figure 6-10 shows the region from zero frequency and above. 
The characteristics of the high pass filter can be seen. Based on this spectrum, the 3 dB cut-off 
frequency was determined to be 1060 Hz.
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Figure 6-10 Power spectral density of Max2116 sampling noise zoomed on DC
6.2.2 D igital  Conversion  and  Sam pling
To digitize the I and Q data, 14 bit analogue-to-digital converters (ADC), the AD6645 device 
from Analogue Devices, are used. They are integrated onto the FPGA application board with 
an operational amplifier (AD8138) circuit to transform the single ended 50 ohm terminated 
input to a differential signal needed for the AD6645. This circuit also performs a third order 
filtering with the -3 dB point at 58 MHz. The allowable input signal range is 2 volt peak to 
peak. The highest allowed sample rate is 105 MHz. Both analogue-to-digital converters are 
clocked independently. Both clock inputs are connected to the FPGA and thus a wide range of 
clocking options is possible. An in-depth description of the analogue-to-digital converter can 
be found in [Nallatech 2004] Section 4.
In this set-up, the clock is generated inside the FPGA from the external reference, 
while the clock distribution is depicted in Figure 6-4. A digital clock manager (DCM), a 
dedicated circuit in the FPGA, is used to derive the clock for the ADC from the reference 
clock fully described in [Xilinx 2005] from Page 51 onwards. The DCM provides clock 
multiplication, division and duty cycle correction. The sampling frequency can therefore be 
selected over a wide range, while being phase-locked to the reference clock. Two different 
options are currently used in the set-up shown in Table 6-1. The narrow-hand option uses the 
reference clock directly; the wide-hand option uses the DCM to multiply the reference clock 
by four.
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Table 6-1 Sampling options
Factor Frequency
Narrow 1 16.367247 MHz
Wide 4 65.468988 MHz
6.2.3 D igital  A utom atic  Recoding  Gain  Control
The data rate generated by the digital conversion is higher than the throughput of the PCI bus 
interface, especially when the wide-band signal sampling option is used. Assuming that the 
signal is dominated by band filtered white Gaussian noise - an assumption that is true unless 
special interference is considered - the signal can be displayed accurately with a small number 
of bits [Bastide 2003]. For a two-bit representation, the degradation of the signal to noise ratio 
is 0.5369 dB and for three-bit it is only 0.1589 dB.
Compression is used to reduce the data rate by reducing the amount of data per sample 
from 14 bit samples to three bit samples, when gain control is operated on both (I and Q) 
channels. Following [Bastide 2003], non centred uniform quantisation is used for best results. 
The histogram of a Gaussian input signal with the standard deviation o is depicted in 
Figure 6-11. The quantisation clips the signal whose absolute value is bigger than the clipping 
threshold C calculated according to Equation (6.3). The scale value k was determined in 
[Bastide 2003] and is displayed in Table 6-2 for two and three bit quantisation.
clippingclipping
+CC
Figure 6-11 Input signal histogram
C = (T k (&3)
Table 6-2 Clipping scale values
2 bit 3 bit
Loss [dB] 0.5369 0.1589
k 0.986 1.731
All values whose absolute value is smaller than the clipping threshold are mapped 
linearly to eight levels when using three bit quantisation. The mapping is depicted in 
Figure 6-12. The clipping scale values and the resulting degradation from Table 6-2 applies 
for a zero-mean Gaussian distribution only, and it is based on the standard deviation of the 
incoming signal.
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Figure 6-12 Uniform 3 bit level mapping
The mean and the standard deviation of the incoming signal are measured in the 
automatic gain control using Equation (6.4) and Equation (6.5). The mean is subsequently 
removed and, based on the standard deviation, the level mapping is performed. The gain 
control works continuously but the calculation of the distribution properties is window based: 
the mean and the standard deviation are calculated for one window and then used to perform 
the decimation during the next window. Simultaneously, the new mean and standard deviation 
values are calculated. This mode of operation was selected to simplify the FPGA design. The 
window size is 64 milliseconds; much bigger than the correlation time during tracking, to 
prevent interfering effects.
(6.4)
(6.5)
Both channels I and Q have an independent gain control; the calculation of the mean 
and the standard deviation and the mapping are implemented twice to be able to get more 
information on the individual channels. Amplitude imbalance and DC offsets can be 
determined and mitigated for each channel separately. Measurements showed that the mean 
and the standard deviation of both channels is equivalent.
The input signal is always normally distributed because only interference free cases 
are considered in this work. To optimise the hardware implementation of the gain control, the 
Average Absolute Deviation (AAD) is calculated according to Equation (6.6). This equation 
is more efficient to implement as there is no need for a square and square root. The relation 
between the average absolute deviation and the standard deviation is shown in Equation (6.7) 
for normally distributed random variables. This relation was verified by analysis of recorded 
data, together with an analysis of the distribution of the data, which is in fact normal.
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AAD 2
(6.7)
6.3 PCI-Bus Interface and  Data  Storage
A crucial part of the data logger is the interface to the personal computer. To provide a high 
data rate the PCI-bus was selected. The Nallatech supplied implementation of the PCI core on 
the used FPGA processing card is able to deliver more than 90000 kilobyte per second when 
transferring data to the computer [Nallatech 2004]. The 6 bits delivered by the recoding gain 
control from the direct conversion front-end are packed together with the 2 bit from the 
heritage front-end (N il006) in a byte word containing 8 bits. The maximum sample rate is 
therefore more than 100 MHz; giving some margin for the options selected (Table 6-1). When 
the wide bandwidth sampling option is selected, the sample rate of the direct conversion front- 
end is four times the sample rate of the N i l006AH front-end, but with the sample intervals 
phase locked together in this case to equalise the data rates, each sample of the NJ1006AH 
front-end is repeated four times. The packing of the bits is shown in Figure 6-13, where the 
3 bits from the Max2116 I-channel are coloured in dark blue, and the Q-channel in light blue. 
The sign bit is coloured green and the magnitude bit light green. The numbers indicate sample 
numbers.
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High rate option
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m  Max2116 l-channel (3 bit) NJ1006 sign bit
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Figure 6-13 Byte structure
A first-in first-out (FIFO) buffer on the FPGA ensures a smooth data transfer and 
ensures that no samples are dropped. On the computer the data is stored in the memory 
because the data rate of the hard disk is not sufficient to allow direct streaming onto the hard 
disk. The amount of recordable data is therefore limited only by the computer’s memory. Two 
gigabytes in the personal computer allow 102 seconds data capture using the low data rate and 
25 seconds using the higher data rate. The data is consequently written to the hard disk, 
generating files 1.56 gigabytes in size. The translation of the binary numbers packed in the 
files back to signal levels is displayed in Table 6-3 for both front-ends.
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Table 6-3 Interpretation of binary levels
Max2116 NJ1006AH
bit Value S ,M Value
000 1 0,0 -1
001 3 0,1 -3
010 5 1,0 1
oil 7 1,1 3
100 -1
101 -3
110 -5
111 -7
6.4 Softw are  Receiver
The processing of the stored data is subsequently performed by an off-line software receiver 
implemented in Matlab, based on the code available from [Bore 2007]. The basic receiver 
algorithms were extended with the algorithms to process base-band sampled data described in 
Section 5.6.4. Processing for the different binary offset carrier modulated signals was also 
added, following the algorithms presented in Section 3.3.2 and Section 3.4. The software was 
extended to provide measurements of the carrier, sub-carrier and code jitter.
6.4.1 C/No E s t i m a t i o n
The software receiver did not have the functionality to estimate the carrier-to-noise density 
ratio of the received signal. To be independent of the front-end, a noise correlator was 
implemented. A noise correlator operates in parallel to each of the normal correlator channels 
and uses the same carrier baseband mixing but a different code. This code is a pseudo-random 
binary sequence generated using the Matlab function for random numbers. The chip rate of 
the sequence can be selected and it was chosen to be the same as the sample rate. In 
Equation (6.8) the noise correlator is shown with the random sequence named the signal 
coming from the front-end uj, uq. If the front-end delivers real signals, uq is zero. The 
correlation time is identical to the normal correlation time.
J(m; (t)cos(â t ) + Uq (r)sin(A) {t -  f )  dt
0
(r) sin (ft) t)-UQ (t)cos(â) (r -  f  ) dt
\  0
06.8)
Based on the noise correlation and on the normal correlation result the estimated 
carrier to noise density ratio can be obtained. The in-phase and quadrature code prompt 
correlation result (w/p, wqp) from a PSK correlator, or the code and sub-carrier prompt
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(w/pp, wqpp) from a BOC correlator are used. In Equation (6.9), the calculation is presented 
resulting in the estimated carrier to noise density ratio. For a more accurate estimation, the 
correlation results are averaged over K  correlations prior the division. This method was 
derived from Section 5.11.1 in [Kaplan 2006]. Although the C/No can be measured the 
absolute carrier and noise power are affected by the automatic gain control and may not be 
deterministic.
c  + 1
—  ^ -------------------------  (6.9)
6.4.2 R a n g e  M e a s u r e m e n t
To be able to obtain code and carrier phase measurements, the software receiver was also 
extended to provide integrated carrier phase measurements often called accumulated delta 
range. The software receiver uses sequential processing of the different channels. For each 
channel to be tracked, the whole raw data file is processed once using block oriented tracking. 
One block always corresponds to one integration period. These blocks are not identical in 
length and position within the data set for the different satellites being tracked.
In an equivalent way to a hardware correlator, a ‘tick’ was implemented in the 
software receiver. At certain instants in time, based on the sample number measurements, the 
state of the digital controlled oscillators is latched simultaneously for all channels. This 
latching is usually realised in hardware by a counter counting samples and triggering the tick 
upon an overflow. In the software receiver, the coupling of the tick event to specific samples 
results in identical functionality. During the block processing, the software checks if a tick is 
supposed to happen in this block, if this is the case, four values are stored. The position of the 
tick within the block gets computed and consequently the DCO states are monitored at that 
position. The absolute integer cycle count of the code, sub-carrier and carrier DCO are stored, 
together with their phases at the tick position. It is comparable to a cycle count with fractional 
part, and will subsequently only be referred to as cycle count. The time between two ticks can 
be selected freely, but to avoid correlated measurements, the time has to be bigger than the 
loop settling time. This observable is often referenced as the integrated code, sub-carrier or 
carrier phase.
The differential cycle count between two ticks can be normalised with the nominal 
cycle count expected for a signal with a zero Doppler. This normalised differential cycle 
count, translated to range, is often referred to as the accumulated delta range. It can be 
computed for the code, sub-carrier and the carrier independently and measures the movement
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relative to the satellite between two ticks. More details on the delta range methods can be 
found in [Kaplan 2006], Section 5.7.2.
For the standard iterative least squares position calculation, the software receiver uses 
the absolute sample within the data set at the start of a sub frame as the measurement for the 
pseudorange. Quantising the pseudorange to the sample interval introduced unnecessary 
errors in the positioning solution. Alongside the work described above, the pseudorange 
measurement was extended also to contain the fractional part of a sample. The improvement 
of the positioning can be seen in Figure 6-14. Based on 100 seconds GPS LI C/A code 
tracking using the Max2116 front-end, a position is calculated every 2 seconds using the 
integer and the fractional pseudoranges. The DLL noise bandwidth was set to 0.5 Hz with one 
chip spacing. The PLL noise bandwidth was set to 8 Hz. Seven GPS satellites were tracked.
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Figure 6-14 Spread of the calculated positions
The standard deviation of the position, calculated using integer sample-based 
pseudoranges was 2.17 metres. Using fractional sample-based pseudoranges, the standard 
deviation was 0.92 metres, a significant improvement. Further improvements can be made, for 
example using the delta carrier range. This would be outside the scope of this work and is left 
aside for further investigation.
6.4.3 Shape Capture
For evaluation, the extraction of the actual auto-correlation function is desired. The influence 
of filters and similar effects could then be analyzed. A so-called shape capture unit was added 
to the software receiver to extract instantaneous and averaged auto-correlation shapes and S- 
curves. The shapes are needed to be able to judge the influence of filters on the shape and for 
future multipath investigations.
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While tracking, and after the DLL, SLL and PLL loops are settled, a circular 
correlation is performed on each data block in base band. The data block represents one code 
period and the tracking loops always align the data block to one code period. The signal in 
this block is mixed to base band by the normal carrier oscillator used for tracking. The 
baseband signal is circularly correlated with a prompt replica, early replica and late replica 
version of the code. In case of a BOC signal, a replica with code and sub-carrier locked 
together is generated. The local codes are generated using a digital controlled oscillator driven 
by the code frequency, as measured by the tracking loops. The resulting correlation is 
accumulated for a large number of correlations to reduce the influence of the thermal noise. In 
Figure 6-15, the captured cross-correlation is plotted in red, together with the ideal auto­
correlation function in blue with their difference underneath. The early and late cross­
correlations are used to generate a measured S-curve (red), as shown in Figure 6-16, which 
shows the ideal S-curve (blue) and their difference underneath. The ideal functions are the 
auto-correlation functions of the generated spreading-code and the measured curve is 
normalized to match the ideal auto-correlation function. These curves are based on real GPS 
signals from a single channel simulator.
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For an increased resolution, the sampled data is up sampled by four and the locally 
generated replica codes are generated with a four times higher sample rate. The resolution is 
increased because the sample rate is a non-integer multiple of the code frequency and on 
average over multiple code periods, the sample points of the up-sampled data change, as 
described in [Akos 2006]. The scaling removes amplitude information, so only a qualitative 
analysis of the shape is possible, but the difference between the ideal and measured curve is 
absolute. The tracking loops use the S-curve to track the signal and it is therefore not possible 
to measure absolute S-curve bias. There is no reference point available, unless the receiver is 
externally phase locked to the transmitter.
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6.5 Co nclusion
In this chapter the hardware set-up implementing a GNSS receiver based on the principle of 
direct conversion was presented. Both frontends of the dual frequency wideband receiver 
where presented in detail. The software receiver used to complete the GNSS receiver is also 
presented and modifications made are stated out. A trade-off of this solution combining 
frontends with a data logger and an offline software receiver are also given in this section.
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Performance evaluation was performed with the test set-up presented in the previous chapter 
to confirm the theoretical investigation of direct conversion GNSS receivers. Any degradation 
in sensitivity and in the positioning ability in a wider sense is critical for a GNSS receiver. 
The main focus of the analysis is on how the tracking performance is influenced by the direct 
conversion front-end. The signal sources used for the evaluation are presented first. Live RF 
signals were used alongside simulated RF signals and Matlab generated digital samples. The 
tracking performance is presented subsequently followed by an analysis of the front-end 
sensitivity. Then the result of an analysis of positioning ability is presented. The chapter 
concludes with a presentation of the tracking performance of the newly developed AltBOC 
processing scheme.
7.1 Signal  Sources
GNSS signals from various sources were used for the performance evaluation. The signal 
sources can be divided into two main categories: live signals recorded using an antenna and 
signals generated using various GNSS simulators. As all the data is post-processed in the 
software receiver, it is possible to bypass the front-ends completely and to use a digital GNSS 
signal generator to generate directly sampled data. Such a generator was created during this 
research and is presented at the end of this section. All signals considered in this work were 
monitored using a stationary antenna in a static environment.
7.1.1 L ive Signals
The advantage of live signals is that they allow receiver testing in the same environment as 
the ultimate application, including all distortions and effects affecting the navigation systems. 
The main disadvantage is the volatility of the scenarios, the conditions change continually and 
there is no 'play-back' or 'halt' option available. It is also not possible to disable certain 
distortions when using live signals. The live signals of two satellite navigation systems were 
observed for this work. For the GPS system there was the full constellation available and for 
the up-coming Galileo system two satellites were also available. The in-orbit validation 
satellites GIOYE-A and GIOVE-B were transmitting signals and could be used for the BOC 
signal investigations. The satellites were placed in orbits such that there would be times when 
both satellites would be visible simultaneously. Having only two satellites was not sufficient 
for a position solution but allowed comparative difference measurements. The positions of the
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GIOVE and GPS satellites were determined using the Satellite Toolkit software (STK) 
provided by Analytical Graphics Incorporated.
Two antennas at the Chilbolton Observatory near Andover were used to receive the 
live signals. An omnidirectional multi band antenna shown in Figure 7-1 was used, 
constructed by Space Engineering S.p.A. in Italy. The antenna has sufficient bandwidth to 
receive all currently available GNSS systems. In particular, it was designed to receive all the 
bands used by the Galileo system. It is omnidirectional and set-up in such a way to achieve 
coverage of the full sky down to two degrees of elevation. The 25 metre steerable dish shown 
in Figure 7-2 was used to gather data from specific satellites. There was the possibility of 
using the dish during passes of GIOVE-A and B. With a beam width of 0.25 degrees, the gain 
is high enough to receive GNSS signals well above the noise floor.
Space EngmeeriR;
Figure 7-1 Space Engineering 
omnidirectional antenna
Figure 7-2 25 metre dish at Chilbolton observatory
7.1.2 GNSS S im u l a to r
The other class of signal sources used are GNSS constellation simulators. They are intended 
to simulate the live signal environment as closely as possible. Their main advantage is that the 
simulated distortions to the signals can be individually controlled and also deactivated. It is 
therefore possible to completely disable (for example) atmospheric effects. In the so-called 
single channel mode, only one satellite signal is simulated with adjustable relative motion, 
adjustable signal power and no other distortions, which is impossible in reality. The simulator 
is used to repeat identical signal conditions, and is ideally suited for debugging and in depth 
analysis of tracking algorithms. The tracking performance under different signal power 
conditions can also be measured using the single channel mode.
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One GPS constellation simulator was available at Surrey Satellite Technology, a 
STR 4760 simulator from Spirent Communications. It can simulate GPS signals of up to 16 
satellites in the LI and L2 band. For the investigation of Galileo signals, a GSS 7790 
simulator, also from Spirent Communications, was used. It is shown in Figure 7-3 and is 
located at the German Aerospace Centre (DLR) in Oberpfaffenhofen, Germany. A test session 
was arranged in September 2008 to record simulated BOC modulated data in a controlled 
environment.
' . I
Figure 7-3 GNSS constellation simulator at the DLR, Germany
7.1.3 D ig ital  GNSS S ig n a l  G e n e r a t o r
Beside the two signal sources providing analogue RF signals, digital generated signals could 
also be employed. The signals are normally recorded from the front-ends and written into a 
data file before the post-processing in the software receiver. Such a file can also be generated 
using scripts written and executed in Matlab to generate simulated GNSS signals. A common 
data format is the interface for both. The software receiver can process recorded front-end 
data as well as digital generated data without receiver modification. With GRANADA, such a 
framework to generate digital sampled GNSS data is available [Diez 2005]. This framework 
is able to simulate full constellations and an endless list of effects and distortions, but since 
this package is expensive, a simpler solution was developed. For the evaluation and 
development of the software receiver, particularly the processing of the BOC modulated
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signals, a well-defined signal source was needed. A single channel signal source simulating 
one GNSS satellite was sufficient. For the development of the software receiver, a signal with 
known spreading-code, code delay, Doppler frequency and noise level was particularly useful.
The digital GNSS signal generator uses the navigational signal generation as presented 
in Section 2.3 to generate a complex signal in baseband with the spreading-codes, data 
messages and amplitudes according to the signal specification. This base band signal is then 
sampled with the desired sample rate and in the same step modulated onto a carrier. A digital 
controlled oscillator with double resolution is used to provide the sample frequency. This 
vector of sampled data is multiplied with a vector containing the carrier frequency including 
any Doppler shift, which is calculated using a double precision time vector and the double 
precision sine and cosine functions provided in Matlab. Average white Gaussian noise is 
added to the vector to generate a signal with the desired carrier-to-noise density ratio. A gain 
control and quantisation is used to match the data format from the front-end. Finally, the 
vector is stored on the hard disk. To overcome limitations of the computer’s memory, only 
subsets of the full signal vector are generated and subsequently stored in the file. In this way 
the operating system file size limit is the ultimate limit on the signal vector generation.
No further transport channel distortions beside the code delay, Doppler shift and signal 
strength are modelled. Front-end specific parameters can be adjusted; different filters can be 
used to filter the data, simulating existing front-ends. Phase noise and amplitude and phase 
imbalance are also simulated. More details on the Matlab code for this generator can be found 
in Appendix B.
7.2 Tracking  Perform ance
The most important question to be answered is, whether the GNSS receiver, based on the 
direct conversion front-end, has the same capabilities as the receiver based on the heritage 
heterodyne front-end. The tracking performance is crucial for the subsequent Position, 
Velocity and Time (PVT) processing and therefore for the overall receiver performance. The 
pseudoranges are determined using the state of the code and carrier replica generators in each 
channel. The tracking loops keep the local replica generator aligned with the incoming signal 
and the jitter of these loops indicates how well the alignment is performed. When a double 
estimation correlator is used, the alignment of the locally produced sub-carrier can also be 
analysed. In this work however, the jitter was analysed for the code and carrier generators 
only, using PSK signals. Further parameters are used in the literature to describe the GNSS 
receiver performance. Most of these parameters are generated based on the observation of the 
code and carrier tracking, analysing the code and carrier tracking was selected as a generic 
approach.
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There are many other aspects of GNSS receivers whose performance can be evaluated. 
Many of these parameters affect both front-end in the same way, such as the drift of the local 
oscillator. The focus in this section is the analysis of the direct-conversion solution in 
comparison with the reference front-end, neglecting communal errors. A good overview and 
analysis of different receiver performance evaluations is given in [Montenbruck 2002].
7.2.1 C o d e  D e l a y  J i t t e r
The code delay measurement is the most important observable for calculating the 
pseudoranges. Any bias or jitter in the measurement would directly affect the pseudorange 
and hence the position. The code delay is one observable from the code tracking loop 
explained in Section 3.3. In this work, a delay locked code loop is adopted, that keeps the 
local generated signal replica aligned on the incoming signal. The discriminator used for the 
investigations in this section is the normalised early-minus-late discriminator. The incoming 
signal is embedded in thermal noise and this is the cause of the noise in the discriminator 
outputs, resulting in the jitter. The code delay jitter is therefore the discriminator jitter, as 
filtered within the bandwidth of the loop filter of the delay locked loop. For a PSK GNSS 
receiver limited by the correlator spacing rather than the front-end bandwidth, the jitter of the 
code tracking loop can be expressed according to Equation (7.1) for the coherent 
discriminator [Parkinson 1996], in metres.
Bn is the noise bandwidth of the code tracking loop; in this case a first order loop with 
a normalised early minus late discriminator is used. The carrier to noise density ratio is named 
C/No and the spacing in chips between the early and late correlators is A. The code frequency 
is referenced as^^We and c is the speed of light.
To measure the code jitter of both front-ends, signals with a variable carrier to noise 
density ratio were tracked simultaneously by both front-ends. For the signal source, the GPS 
signal generator programmed to single channel mode was selected. Seven datasets of 100 
seconds length each were recorded and the signals tracked with the software receiver.
To determine the code delay jitter and new observable was calculated: the delta code 
range. It is constructed by counting the integer and fractional number of code cycles between 
two ticks. This code cycle count is subtracted by the nominal number of cycles occurring 
between two ticks and translated to metres. The result is the delta code range which can also 
be named differential code range or pseudorange difference. Using the single channel mode 
with a static signal, the delta range is always supposed to be zero as there is no movement
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simulated. But the drift of the local oscillator and the simulator oscillator introduces variations 
in this measurement of the jitter.
To remove the influence of the local oscillator, a second measurement is needed. In 
the same way as the delta code range is measured it is also possible to measure the delta 
carrier range by counting the cycles of the local carrier replica generator. The delta carrier 
range is determined accordingly but is more precise by orders of magnitude because the wave 
length of the carrier frequency is much smaller. To obtain uncorrelated measurements, it is 
necessary to have sufficient time between two ticks. Any number larger than half of the loop 
settling time of the narrowest loop is appropriate. The delay locked loop was set to a noise 
bandwidth of 4 Hz for this measurement, and the ticks were issued every 0.25 seconds 
consequently. The result of both delta range measurements is plotted in Figure 7-4, for 
400 ticks representing 100 seconds of signal.
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Figure 7-4 Delta code range and delta carrier range
It can be seen that the jitter of the delta code range is larger than the jitter of the delta 
carrier range. The change in range rate is due to the oscillator drift and the absolute offset 
comes from slightly off-tuned oscillators in the simulator and receiver. By subtracting the 
measured delta carrier range from the delta code range, the jitter of the delta code range can 
be determined. The jitter of the delta carrier range is orders of magnitudes smaller and is 
neglected in the determination of the delta code range jitter.
In Figure 7-5, the measured jitter for both front-ends is shown together with the 
theoretical value based on Equation (7.1). A first order DEE was used with one chip correlator 
spacing and noise bandwidth of 4 Hz. The jitter measured by the software receiver is plotted 
using the receiver-measured carrier-to-noise ratio as opposed to the simulator output. This
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allows for a fair comparison between front-ends considering the different filters, gains and 
analogue-to-digital converters.
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Figure 7-5 Code jitter measurements and theory
Both front-ends show a good agreement with the theory, despite the fact that just 
100 seconds worth of signal were used for each point in the plot. The amount of data is not 
sufficient to confirm the apparently slightly better performance of the NJ1006 front-end. 
Based on this result, no significant degradation of the direct conversion-based front-end can 
be observed.
7.2.2 Carrier  P hase J itter
The carrier phase jitter determines how accurately the phase locked loop can keep 
track of the phase of the incoming GNSS signal and hence the frequency. Phase and 
frequency measurements can be used to compute the velocity and to smooth the range 
measurement. For applications requiring differential carrier phase measurements the carrier 
phase jitter is also an important figure. GPS attitude, for example, is the determination of a 
vehicle’s attitude using a multi antenna receiver. It is mainly based on the carrier phase 
differences between the antennas, so the carrier phase jitter influences the performance 
directly.
Tests indicated that the carrier phase jitter of the direct-conversion tuner is dominated 
by thermal and phase noise. The carrier jitter of the N J1006 is only dependent on thermal 
noise, which is the standard assumption for a GNSS receiver. A dataset, including a single 
channel GPS C/A PSK signal was collected with the Max2116 front-end. The signal was
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tracked for 20 seconds and the carrier-to-noise density ratio was determined to be 
approximately 59 dB-Hz. The same signal but with a slightly higher input power was tracked 
using the NJ 1006 front-end, also for 20 seconds, and the C/No was measured to be 
58.5 dB-Hz. The input signal power was made different to compensate for the different gains 
in the front-ends, so that the C/Nq of both signals was equivalent. The correlation results of 
the in-phase carrier code prompt correlations are plotted against the quadrature code prompt 
results to produce the scatter plot in Figure 7-6, both divided with their standard deviation, as 
the correlation results have a different scaling in the two coiTelators. The tracking result of the 
Max2116 is shown in blue and the result of the NJ1006 in red. A difference between the two 
front-ends can be seen clearly. The NJ 1006 is influenced only by thermal noise; the 
correlation results are grouped in a circle that is a Gaussian bell. The kidney shaped result of 
the Max2116 shows a significantly higher spread in the quadrature correlation. This indicates 
errors in the phase alignment of the carrier between the local replica and the incoming signal 
that are larger than the errors expected from thermal noise only.
These phase errors are generated inside the Max2116 tuner chip, because both front­
ends are phase locked to the same oscillator and these errors are not present in the NJ1006 
results. They are chip dependent and they can not be extrapolated to direct conversion in 
general. The M ax2116 is optimised for communication and not for the needs of satellite 
navigation [Maxim 2005].
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Figure 7-6 Normalised scatter plot tracking PSK with Max2116 (blue) and NJ1006 (red)
A good way to measure the jitter in the carrier phase measurement would be to have 
two identical front-ends driven by the same oscillator and tracking the same satellites. A 
double difference measurement eliminates the clock drift and the satellites’ movement, thus 
the jitter, influenced by the front-end and the tracking loops can be determined directly. A set 
up can be according to Figure 7-7. The two simulated satellites are indicated with different 
colours and the tracking coiTclator channels have matching colours. These double difference 
measurements however could not be applied here, because just one front-end of each kind is 
available in the set-up.
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Figure 7-7 Set up for double difference measurement
To assess the tracking jitter despite the limitation, signals with a different carrier-to- 
noise density ratio were tracked simultaneously by both front-ends. As signal source, the GPS 
signal generator programmed to the GPS C/A LI mode was used. Two satellites were 
simulated both in geostationary orbits at different longitudes. The range between the receiver 
and both simulated GPS satellites is therefore constant, the range rate therefore zero, and the 
Doppler frequency shift is zero too. Two signal sources are needed to allow for a difference 
that would remove the front-end and simulator specific drift. This allows the determination of 
the tracking jitter coming from the tracking loops only. The set up is shown in Figure 7-8 and 
all common error sources (signal source, clock and front-end) are removed by this set up. The 
main aim is to compare the tracking jitter of the two front-ends to be able to spot any potential 
problems arising from a direct-conversion receiver.
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Figure 7-8 Set up for single difference measurement
The narrow bandwidth LI mode of the direct conversion receiver was used. The delta 
ranges measured by the receiver are not constant; the front-end and simulator specific drift is 
shown in Figure 7-9, for one signal tracked by both front-ends. The simulated delta range is 
zero but the tracked delta ranges are not zero and not even constant. In Figure 7-9, the code- 
and carrier-based delta range measured by the N i l006 and the Max2116 front-end are shown. 
It can be seen, that the more accurate delta ranges measured by the carrier tracking loops are 
almost identical for both front-ends. The reference oscillators in the N i l006 front-end 
together with the simulator are identified as source of this drift. A reason specific to each 
front-end cannot be the cause as both front-ends are affected in the same way. The delta range 
jitters around 100 metres per tick. This is the result of a small discrepancy between the true 
oscillator frequency and the value stored in the receiver or a potential mistuned GNSS 
simulator. It can be ignored in a real receiver as it is corrected once a position fix is achieved.
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Figure 7-9 Delta range measured by code and carrier on both front-ends
The two transmitted stationary signals from the GPS simulator were tracked 
simultaneously. Observations of the tracked carrier frequency and phase were taken on each 
tick occurrence from both channels. These measurements were subtracted from each other to 
obtain a single-difference-carrier phase measurement. The standard deviation over a hundred 
seconds was calculated. A scaling with the square root of two is needed to calculate the 
individual jitter, as both signals have equivalent jitter. This assumption is valid as both 
satellites are generated with the same power in the simulator and distortions on both channels 
are identical. The delta range to both satellites is zero and can be ignored. In particular, the 
clock drift and front-end specific distortions are removed. The performance of the tracking 
loops and correlators in the software receiver where analysed, in particular, the image 
rejection structure used in the very low IF tracking to process the signals from the Max2216 
was compared to heritage processing.
In Figure 7-10 the single-difference measured carrier phase jitter is plotted together 
with the theory and a simulation. Five datasets were recorded with both front-ends (Max2116 
and NJ1006). The simulation is the result of the identical measurement but using signals from 
the digital GNSS signal generator instead of the simulator. 20 seconds were tracked with ticks 
every 0.025 milliseconds. The carrier loop bandwidth was set to 30 Hz with an arctangent 
discriminator and one millisecond integration time. The theory is shown on Equation (7.2), 
using the carrier to noise density ratio in a non-logarithmic form, the loop noise bandwidth 
and the integration time T.
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Figure 7-10 Single difference carrier jitter measurement, simulation and theory
It can be seen that the jitter of both front-ends are consistent with each other, hut both 
are offset to the theoretical value. The result of the simulation agrees better with the theory 
[Kaplan 2006] hut is also offset. The offset of the simulation is roughly 1.5 dB and the reason 
is the data quantisation in the simulation. The lager offset of the measured signals has its 
source in errors regarding the carrier-to-noise estimation, because the real noise in the front­
ends has non-white properties, resulting in an inaccurate and non linear estimation 
[Groves 2008] Section 7.3.6.
The focus is on the comparison of the two front-ends therefore the errors in the 
estimation are less significant. The important result is that there is no degradation in tracking 
very low IF signals as used in a direct conversion GNSS receiver, as both channels that track 
real data deliver equivalent results.
The observed phase noise seen in Figure 7-6 ean be traced to the M ax2116 front-end 
and in the following, a method is presented to evaluate this phase noise without using the 
unavailable double difference measurement. A more detailed look on the measured delta 
ranges indicates that the delta range jitter from both front-ends is relatively close, as can be 
seen in Figure 7-11. The time between ticks was set to a short time (< loop bandwidth) and 
10 seconds were tracked to produce a more detailed version. With more time between ticks.
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the jitter on the carrier range rate between the front-ends becomes identical. This is explained 
by the integrating effect over a tick; the measured delta ranges are the gradient of the true 
delta range and indicate the average delta range between two ticks. The delta range is 
calculated by counting the carrier cycles in the local replica generator, it is a measurement of 
the frequency. As the noise observed in the direct conversion front-end is removed by the 
integration between two ticks it demonstrates it is a phase noise process.
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Figure 7-11 Delta carrier range measured on both front-ends
In Figure 7-12, the delta carrier range is plotted together with the instantaneous carrier 
frequency as measured from the tracking loop after each correlation, with the delta range 
converted to a frequency. The time between two ticks was set to 0.125 seconds and the same 
dataset was used. It can be clearly seen that the jitter on the instantaneous carrier frequency is 
different for both front-ends.
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Figure 7-12 Instantaneous carrier frequency and frequency based on integration over ticks of both
receivers
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By subtracting the range rate from both measured frequeneies, a calculation of the 
standard deviation of the frequency is possible. Rather than considering every instantaneous 
carrier frequency measurement. The measurements are taken less frequently to avoid 
correlated measurements due to the carrier phased-locked-loop. This measurement, however, 
does not directly relate to the carrier phase jitter due to thermal noise calculated above, but 
gives an estimation indicating the expected jitter from a double difference measurement. This 
allows assessment of the phase noise. The frequency jitter measurement in Figure 7-13 is 
generated using the described method and several data sets from the simulator, with different 
output power levels.
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Figure 7-13 Carrier frequency jitter of both receivers
It ean be seen that the jitter on the frequency on the Max2116 is higher compared to 
the NJ1006. For low C/No levels both jitter plots converge, which is expected, because if the 
signal is weak the jitter is dominated by the thermal noise. For higher signal power the phase 
noise becomes the limiting factor. These measurements are showing the influence of phase 
noise on the jitter of the Max2116 front-end. This was unexpected, as the figures quoted in the 
datasheet promised much better performance. But the overall degradation by this jitter is not 
large and only occurs when the carrier to noise density ratio is above 42 dB-Hz. For mass 
market earth applications most signals received would have a carrier to noise density ratio 
below 42 dB-Hz where the jitter is dominated by thermal noise in both front-ends. 
Applications relying on accurate instantaneous phase measurements under high signal power 
eonditions, such as space based GPS attitude or surveying applications need to consider this 
effect.
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7.2.3 Positioning  Results
Based on the results of the code delay jitter, only a small degradation in the calculated 
position was expected. To confirm, 100 seconds of front-end data were collected using the 
Space Engineering Antenna at the Chilbolton observatory. Seven GPS C/A LI satellite 
signals were tracked with both front-ends. The direct conversion receiver was configured to 
LI using the narrow band sample option. The code noise loop bandwidth was set to 0.5 Hz 
and the carrier loop noise bandwidth to 16 Hz. A position was calculated every 2 seconds 
using the improved position algorithm described in Section 6.4.2. In Figure 7-14, the 
calculated positions from both front-ends are projected onto an aerial picture, courtesy of 
Google Earth, indicating the antenna location at the Chilbolton observatory.
Figure 7-14 Calculated position using GPS LI with NJ1006 and Max21I6
A more detailed plot with the calculated positions is shown in Figure 7-15. The 100 
second averaged positions are marked as X and agree very well. They are 0.055 metres apart. 
The standard deviation of the positions, ealculated with the Max2116 is 0.918 metres and 
calculated with the N i l006 is 0.859 metres. The position of the antenna was determined by a 
survey reference receiver and is indicated with a green X. The survey receiver used was an 
ESA verified Galileo reference receiver and is assumed as perfect in this scope. The 
difference from the Max2116 average is 0.281 metres and the difference from the NJ1006 
average is 0.278 metres.
It is therefore confirmed that the direct down conversion front-end does not introduce 
any significant degradation in the positioning ability, based on 100 seconds signal tracking, 
compared to a heterodyne receiver. For a further in-depth analysis a much longer time scale
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would need to be considered. Also error terms due to ionosphere, troposphere and ephemeris 
should be removed as they could easily dominate over front-end effects.
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Figure 7-15 Position using GPS LI with NJ1006 and Max2116
7.3 Im pact  of F ilters
Various filters are used in the GNSS front-ends considered in this research. They have a 
critical influence on the receiver’s performance and need to be designed well. Most existing 
GNSS receivers need to have filters to select the desired radio band. In this section, the filters 
used in the direct conversion front-end are analysed and compared to the filters used in the 
heterodyne front-end. A low pass filter is used to perform the channel selection in the direct 
conversion receiver and a high pass filtered centred at DC is used to filter the DC distortions 
as mentioned in Section 5.5 and Section 5.6.3. Both filters are depicted in Figure 7-16, the 
low pass filter and the asymmetry of the IF frequency are exaggerated for a clear display. The 
band pass filter used in the NJ1006 front-end is depicted in Figure 7-17.
High p a ss  j L' ^ Low p a ss
DC IF 7 2 .5  kHz
Figure 7-16 High and low pass filters in the Max2116 tuner
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Figure 7-17 Band pass filter in the NJ1006 fronted
The filters used in the hardware under test are presented in Section 6.2.1. In particular 
the BOC spectral advantage from Section 5.6.3 depends on the high pass filter of the direct 
conversion receiver.
Previous work identified the high pass filter as a potential problem for the reception of 
GPS C/A code signals [Hsu 2005]. The suggested solution was a correlator using a pulse 
shaped spreading-code to overcome the effect of the high pass filter. The pulse shape would 
be derived by recording the filter response on an ideal input spreading-code. This response is 
consequently used as local replica signal. This method claims to overcome the distortions 
introduced by the high pass filter; claims are not supported with much detail. A capacitor with 
a comer frequency of 60 kHz was used as the high pass filter.
7.3.1 A ttenuation
The channel selection filter bandwidth and implementation in both front-ends is different. The 
3 dB band pass filter in the N i l006 front-end is 3.5 MHz wide and is composed out of two 
second order filters realised with discrete LC networks [Nemerix 2005]. The double-sided 
bandwidth of the direct conversion front-end filter is 6.2 MHz; twice the low pass filter 
bandwidth. The power spectral density of a PSK (1) and a BOC (1, 1) signal are shown in 
Figure 7-18 and Figure 7-19, including the attenuation by the channel selection filter 
simulated for these figures. For the direct conversion front-end, a seventh order Butterworth 
low pass filter with 3.1 MHz cut-off frequency was used; the band pass IF filter in the N i l006 
front-end was a third order Butterworth low pass filter with 1.55 MHz (3 dB) cut off 
frequency.
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Figure 7-18 PSK (1) power spectra density with filter influence
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Figure 7-19 BOC (1,1) power spectra density with fliter influence
In Table 7-1, the attenuation of the different signals in the different front-ends is 
shown, based on theoretical calculations of the power spectral densities, the attenuation is 
relatively small and for the reception of the GPS C/A LI signal in particular, the degradation 
is 0 .169 dB due to the narrow filter. The attenuation from using different quantisation (2 Bit 
resolution and 3 Bit resolution) in both front-ends is 0.378 dB, based on the results from 
[Bastide 2003]. The image rejection architecture of the quadrature direct conversion baseband 
mixer recovers an additional 3 dB of signal energy using the in-phase and quadrature branch 
combined. The difference was measured to be 3.66 dB, compared to an expected difference, 
based on theoretical assumptions, of 3.85 dB. The residual difference can be explained by 
noise figure variations in the front-ends. They potentially exceed the influence of the 
bandwidth of the channel selection filter on the carrier to noise density ratio.
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Table 7-1 Signal attenuation in front-ends
Max2116 NJ1006
Sampling -0.1589 dB -0.5369 dB
Low pass filter PSK (1) 0.971 0.934
Low pass filter BOC (1,1) 0.910 0.816
High pass filter 0.1 MHz PSK (1) 0.747 -
High pass filter 0.1 MHz BOC (1,1) 0.975 -
High pass filter 1 kHz PSK (1) 0.998 -
High pass filter 1 kHz BOC (1,1) ~1 -
The attenuation of the high pass filter is associated with an uncertainty. The theoretical 
calculations and the measurements presented in Section 6.2.1 range between 1 kHz and 
100 kHz. Therefore the two extreme values are quoted in Table 7-1.
M ea su r em en ts
To measure the effects of the filters, the GPS and Galileo simulator from the German 
Aerospace Centre (DLR) was used to receive PSK (1) signals using the GPS C/A signal on LI 
signal. BOC (1, 1) signals were received using the Galileo Ll-B  signal. The PSK and the 
BOC signal were simulated with no distortions, in particular without relative movement. Six 
datasets were taken from each simulator with the signal power adjusted for each data set 
according to Table 7-2. The signal power was varied to get more data for a better quality of 
analysis.
Table 7-2 Power levels above the nominal -130dBm
Dataset 1 2 3 4 5 6
Power [dB] 0 2 4 6 8 12
The PSK and BOC signals could be tracked in all data sets over the full 100 seconds. 
Standard tracking is used for the PSK signals with a normalized early late envelope 
discriminator with carrier aiding for the code delay tracking, the correlator spacing was set to 
one chip. An arctangent discriminator is used for the Costas phase-locked-loop for the carrier 
phase tracking. Second order loops with a noise bandwidth of 2 Hz for the code and 8 Hz for 
the carrier are used. The BOC signals were processed using the Double Estimation correlator 
with the same code and carrier parameters as for the PSK signals. The sub-carrier was also 
tracked using also a normalized early late envelope discriminator with one sub chip spacing 
feeding into a carrier aided second order loop with a noise bandwidth of 2 Hz.
The carrier-to-noise density ratio measurement of the software receiver was taken and 
averaged over the full data set. It is calculated by dividing the power of the correlation result 
of the code, sub-carrier prompt and carrier prompt and quadrature correlators with the result 
of a noise correlator. The noise correlator correlates a pseudo-random sequence with the 
incoming signal, with the chip rate of the sequence being equal to the sample rate.
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The output power level of the simulator is identical for GPS and Galileo operation, but 
the power transported in the Galileo Ll-B  channel differs from the power in the GPS LI C/A 
channel [Galileo SIS 2006]. The resulting carrier to noise density ratio {C/Nq) is presented in 
Ligure 7-20 for the two front-ends with the two signals. The differences between the front- 
ends and the difference in the signal generators are taken into account. It can be seen that the 
measured C/No of the PSK signal received with the Max2116 is about 1.23 dB less compared 
to the other signals. This measurement confirms the spectral advantage of BOC signals in a 
direct conversion receiver from Section 5.6.3. The advantage is largely dependent on the 
parameters of the high pass filter, and the 1.23 dB degradation found for this set-up 
corresponds to a high pass filter bandwidth of approximately 0.1 MHz.
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Figure 7-20 Comparison of measured carrier to noise density ratios (C/Nq)
7.3.2 D istortion
Beside the degradation in amplitude, there is also an influence on the signal shape from the 
filters. S-curve analysis is used to visualise the effect of the distortion. The S-curves analysis 
is presented in Section3.3.3 and Section 5.6.3. Lor the evaluation of the S-curve, a GPS C/A 
code LI signal was tracked for five seconds using standard tracking with a normalized early 
late envelope discriminator and carrier aiding for the code delay tracking. The coiTelator 
spacing was set to one chip. An arctangent discriminator is used for the Costas phased locked 
loop for the carrier phase tracking. A second-order loop with a noise bandwidth of 1 Hz for 
the code and 6  Hz for the earner was used. Lor a signal source, the single channel mode of the 
GNSS constellation simulator and the digital GNSS signal generator were used. The shape 
capture extension described in Section 6.4.3 was taken to extract the S-curve shapes from the 
real and simulated data. The measured S-curves are averaged over 500 milliseconds.
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In Figure 7-21, the measured S-curve is shown in red with the ideal S-curve in blue 
and their difference underneath, based on N i l006 front-end data. The effect of the band pass 
channel selection filter can be seen in the rounding of the edges of the function. The digital 
GNSS signal generator was used to generate data filtered with a 4^  ^order filter (3.5 MHz 3 dB 
bandwidth) to match the filter in the N i l006 front-end. The S-curve is shown in Figure 7-22. 
It can be seen that the simulated filter achieved virtually the same result as the real filter in the 
front-end.
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Figure 7-21 Measured S-curve NJ1006
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Figure 7-22 Simulated S-curve NJ1006
The result of an S-curve evaluation of Max2116 front-end data is shown in 
Figure 7-23 and the result using the digital signal generator in Figure 7-24. A 7^  ^ order 
Butterworth filter with a 3 dB bandwidth of 3.1 MHz was used, to model the Max2116 front- 
end filter. It can be seen that filter model and the received GNSS signal agree quite well. The 
group delay variation of the 7^  ^ order filter is responsible for the deformation of the S-curve. 
The group delay of this filter was shown in Section 6.2.1.
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Figure 7-23 Measured S-curve Max2116
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Figure 7-24 Simulated S-curve Max2116
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A direct comparison between the two front-end filters is not possible; the filter in the 
Max2116 is much wider, what is the reason for the much smaller absolute error. The larger 
group delay of the higher order filter results in a distortion of the linear region in the middle 
of the S-curve, observed by the error in Figure 7-21 with the error in Figure 7-23. The 
distortions in the S-curve result in a non-linear discriminator response and may potentially 
impact the code tracking performance when very long integration times are used. To generate 
the S-curve and hence to demonstrate this effect an integration time of 500 ms was used, with 
shorter integration times thermal noise would dominate the effect of the group delay 
distortion. To accommodate the potential degradation, the filter in the Max2116 can be set to 
a higher cut off frequency, reducing this effect. In Figure 7-25, the S-curve for a filter 
bandwidth of 7 MHz (instead of 3.1 MHz) in the Max2116 is shown. It can be seen how the 
effect of the filter is greatly reduced. The remaining distortion is a result of band limiting by 
the sampling.
I
1 •0.5
•2 -1.5 •1 -0.5 0 0.5 1 1.5 2
C ode delay  [chips]
Figure 7-25 Measured S-curve 7 MHz low pass
The higher order filter in the Max2116 provides a sharper roll off, needed for the 
channel separation for the intended application in high data rate communication. For GNSS 
reception, the filter does not have to be so sharp, because there are no strong adjacent signals 
present close by. The filter in the NJ1006 is of fourth order and provides a much flatter 
response. Compensation can be achieved by selecting a higher filter bandwidth in the 
Max2116. These shape measurements indicate that the low pass filter in the Max2116 
demodulator as well as the NJ1006 front-end have the dominant influence on tracking. The 
impact of the high pass filter on the S-curve is therefore insignificant compared to the other 
distortions. This is in line with the results from Section 7.2, where no significant degradation 
in the signal tracking was observed.
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7.4 Pow er  and  Digital  Hardw are  Perform ance
The NJ1006 front-end, in full active mode, typically consumes 6.9 mW [Nemerix 2005]. 
Compared to a state of the art LI GPS receiver, this is relatively high power consumption, but 
the NJ1006 front-end is already four years old, as of 2009. The direct conversion receiver set­
up is composed out of the tuner, the analogue-to-digital converters and some digital logic in 
the FPGA. The power consumption of the Max2116 direct conversion tuner depends on the 
low pass filter bandwidth and ranges from 0.975 W to 1.325 W. The two Max4200 impedance 
changers take 44 mW combined. The two analogue-to-digital converters (AD6645) combined 
consume 3 W. Altogether the power consumed by the direct conversion receiver adds up to a 
range from 4.019 W to 4.369 W. This does not include the power needed for the FPGA as it 
holds the data capture buffer and the PCI interface. However, only a very small part of the 
FPGA is actually used for the digital gain control that belongs to the direct conversion front- 
end and hence the power consumed is ignored.
The direct conversion front-end takes almost a thousand times the power needed by 
the N i l006 heterodyne front-end. This comparison is not a fair one, as a fully integrated 
front-end is here compared with an experimental evaluation set-up. In particular, the 
analogue-to-digital converter is oversized in resolution and speed for this application. The 
direct conversion tuner was also not designed for operation in a mobile set-up, thus less focus 
would have been given to the power consumption. However, a direct-conversion receiver 
should have the potential to deliver lower power consumption. This was demonstrated with 
receivers for mobile phones [Loke 2002].
The complexity of the algorithms implemented by the software receiver is different for 
the direct conversion front-end. A possible future hardware implementation of the direct 
conversion receiver’s signal processing has to take these differences into account. A single 
correlator implementation to receive a PSK signals is used for comparison. The correlator for 
the heterodyne front-end is compared to the correlator for a direct conversion front-end. The 
basis is the correlator for PSK signals at IF, shown in Figure 7-26 (presented in Section 3.3.1) 
and the extension for very low IF signals shown in Figure 7-27 (presented in Section 5.6.1). 
In Table 7-3, the multiplication, summations and storage units needed for a single channel 
PSK correlator are shown and the required output bit width of the operation is shown in 
brackets. The number of bits delivered by the analogue-to-digital converter is n, the number 
of bits is the baseband mixer is m. The locally generated code is assumed to be represented by 
one bit. The number of bits needed for the summation and storage depends on the sample rate 
and the correlation time, the value p  is the logarithm to the base two of the number of samples 
per correlation period.
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Table 7-3 Hardware needed for one correlation channel
NJ1006AH Max2116
B aseband M ixer
Multiplier 2  (n+m) 4 (n+m)
Adder - 2  (n+m)
C orrelator
Multiplier 6  (n+m+1) 6  (n+m+1)
Adder 6  (p (n+m+1)) 6  (p (n+m+1))
Storage 6  (p (n+m+1)) 6  (p (n+m+1))
It can be seen that the correlator is mostly the same for both front-end implementations 
and only the digital baseband mixer differs between them. The image rejection mixer is the 
main difference between the two implementations and requires additional multiplication and 
sununation units, but compared to the full correlator, the mixer difference is not large. In 
particular when a more complicated correlator (for example a Double Estimation correlator) is 
used, the additional load for the image rejection mixer gets insignificant. The acquisition 
engines for a fast weak signal acquisition may exceed the complexity of the hardware needed 
for all tracking channels by orders of magnitude.
Receivers operating with multiple signals and frequency bands are likely to be limited 
by their ability to service a large number of tracking channels. Here the number of 
correlations and NCO commands is the dominant factor which is not changed in the direct 
conversion implementation.
7.4.1 S a m p le  F r e q u e n c y  A d v a n t a g e s
Using direct conversion for the reception of wide-band GNSS signals can have some 
advantages in respect to the necessary sample rate. In Figure 7-26 the receiver structure for a 
heritage IF sampled signal is shown, with the power spectral densities depicted at each stage. 
The single sided Nyquist frequency region of the sampling is indicated in green. The 
sampling frequency has to be at least twice the signals bandwidth for a signal modulated at an 
IF. After the digital mixing to baseband, the signal is perfectly in baseband if the phase or 
frequency locked loops operate properly. This is indicated in the baseband spectrum above the 
baseband signal mixing in Figure 7-26. The signal is oversampled as indicated with the single 
sided Nyquist frequency. For the subsequent mixing with the code and the accumulation and 
dump, the sample frequency could be lower, it would be sufficient to sample with the signals 
bandwidth because the signal can be considered as complex sampled. Without a decimation 
process, the code mixing with the accumulation and dump has to run quicker than required by 
the signals bandwidth.
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Figure 7-26 Heterodyne GNSS receiver with heritage IF sampling
In Figure 7-27, the reeeiver structures for a signal down eonverted to a very low IF is 
shown, with the power speetral densities depicted at each stage. The single sided Nyquist 
frequeney region of the sampling is indieated in green. The sample frequeney has to be at 
least the signals bandwidth plus any baseband offset, quadrature sampling is used in a very 
low IF structure. This sample frequency is already minimal for the subsequent mixing with 
the code and the accumulation and dump.
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Figure 7-27 Homodyne GNSS receiver with very low IF sampling and image rejection mixing
In a set-up where the signal is quasi at baseband there is potential of having a sample 
frequency half of the one in a receiver using sampling at intermediate frequency. Provided 
complex sampling is used. The drawbaek is the need for a dual channel analogue-to-digital 
conversion. The choice of a lower sample rate also has influences on the eorrelator, in 
particular the digitally controlled oscillators, when examining the upcoming wide-band GNSS 
signals the reduction of the sample rate is attractive. The receiver presented in this section 
uses this already and no problems have been indicated so far.
7.5 AltBOC T r a c k in g  R e s u l t s
In Section 3.4 a newly proposed correlator strueture to receive the AltBOC signal was 
proposed, it is evaluated here using the test set-up deseribed in Chapter 6  [Weiler 2008e]. 
Data was colleeted using the spaee engineering GNSS antenna at the Chilbolton Observatory. 
25 seconds of data were recorded containing both GIOVB satellites. The low-pass filter, 3 dB 
bandwidth was set to 30.525 MHz and wide-band sampling was selected.
Five tracking options were evaluated: single-side-band (SSB) of E5a and E5b, double 
estimation traeking with a real correlator and a rectangular sub-carrier (DE-Half), double 
estimation traeking with a complex correlator and a rectangular sub-carrier (DE-Full). The 
last constitutes double estimation tracking with a sinusoidal sub-carrier (DE-LOC) as
167
Performance Evaluation
described in Section 3.4.1. Both GIOVE satellite signals could be successfully tracked with 
all tracking schemes. In Figure 7-28, the result of the Doppler frequency tracking from 
GIOVE-A is shown using single-side-band and DE-Full, indicating different Doppler shifts 
for the three bands, all agreeing by indicating a relative velocity of 266 m/sec. In Figure 7-29, 
data bits were decoded from the E5a-I channel and cross correlated with the secondary code 
using DE-Full tracking. As summarised in Table 2-3, the primary code repeats every 1 ms and 
the secondary code has a code rate of one chip per millisecond and a code length of 2 0  chips. 
The maximum amplitude of 20 and the repetition period of 40 milliseconds show an error free 
data demodulation.
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Figure 7-28 Doppler frequencies of the three E5 signals
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Figure 7-29 Received E5a-I hits correlated with secondary code
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In Table 7-4, the measured carrier-to-noise density ratios are shown for the different 
tracking options. It can be seen that treating AltBOC as AltLOC delivers the best performance 
confirming [Lestarquit 2008]. The single-side-sideband tracking (SSB) suffers from 3 dB 
attenuation compared to the AltLOC approach (DE-LOC), which confirms the assumption 
that no additional filter is needed to track the sidebands individually. The sideband tracking 
has to be compared to the AltLOC approach as it uses a sinusoidal replica to demodulate the 
sidebands. If the AltBOC is tracked using a rectangular sub-carrier replica (DE-Eull), the C/No 
is attenuated by about 1 dB, due to the less optimal pulse shape of the replica.
Table 7-4 Measured carrier to noise density ratios in dB-Hz
Option E5 DE-Full E5 DE-Half E5 DE-LOC E5a SSB E5b SSB
GIOVE-A 4T8 44.3 4 8 J 45.4 45.9
GIOVE-B 47.5 44.1 483 45.1 4 5 ^
A result of the full double estimation tracking with LOC replica (DE-LOC) can be 
seen in Figure 7-30. The pseudorange difference measurements from the code and the sub­
carrier loop converge onto the differential-integrated-carrier phase, selected as a reference 
measurement. The carrier loop bandwidth was 12 Hz, the code and sub-carrier 4 Hz. A 
measurement was taken every 4 milliseconds, to demonstrate the loop settling.
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Figure 7-30 Settling of the triple loop (DE-LOC) correlator
Jitter measurements, comparing the SSB to the DE-LOC tracking are shown in 
Table 7-5, based on 25 seconds tracking, referring code and sub-carrier delta range to the 
delta earner range. It indicates the better performance delivered by the sub-carrier tracking as 
it uses the full bandwidth. This measurement indicates trend characteristics only, as the 
available data set of 25 seconds is not sufficient for a thorough performance assessment.
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Table 7-5 Pseudorange jitter from code and sub-carrier loop
GIOVE A 1 B A 1 B
Code jitter [m] Sub-carrier jitter [m]
E5 DE LOC 0.35 0.41 0 . 1 0 0.098
E5a SSB 0.51 0.52 - -
E5b SSB 0.49 0.55 - -
The approach of tracking the sidebands without separating them with filtering seems 
to work well. The conclusion drawn in [Lestarquit 2008] that the optimal tracking approach 
would use a linear sub-carrier was confirmed, however the combination of this technique with 
the double estimation loop would be an improvement, as this would deliver an inherently 
ambiguity-free solution compared to a system where the code oscillator is driven by the sub­
carrier oscillator. Tracking with a rectangular sub-carrier replica loses up to 1 dB of SNR but 
the digital implementation of replica generation could be much simpler compared to a 
sinusoidal replica.
The theoretical work on an improved AltBOC processing presented in Section 3.4 
could be confirmed with measurements. The direct-conversion receiver as presented in 
Chapter 5 and with the hardware presented Chapter 6  enabled this experiments. It was the first 
application of the newly developed direct-conversion GNSS receiver and it was proven to be 
very useful for the investigation of wide band navigational signals.
7.6 Conclusion
In this chapter results of the dual frequency wideband receiver was presented. As a main point 
it was demonstrated that there is no significant degradation to the signal tracking between the 
direct conversion and the heterodyne front-end. More parameters and parts of the direct 
conversion receiver where also analysed, in particular the low and high pass filters used. Live 
signals from the Galileo test satellites and from the GPS satellites was used for the evaluation. 
Correlator structures to process signals from a direct conversion front end are also presented. 
Finally the performance of the newly developed correlator AltBOC tracking was presented 
using the newly designed front-end and Galileo live signals.
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8 D isc u ssio n  Co n c l u sio n s  a n d  F u t u r e  W o r k
This thesis concludes with this chapter, discussing the contributions to the state of the art that 
occurred during this research. The overall research objectives, as presented in Section 1.3, of 
the work done were directed towards a receiver for wideband GNSS signals. Three different 
main subjects were investigated with several contributions made. The acquisition, the front- 
end design and the AltBOC processing all could feed in the design of a new wide band 
receiver.
The more mathematical contributions are presented alongside the practical 
achievements in the following section. Finally, in the last section, ideas for future work are 
given, stating areas where the research could be extended.
8.1 Contributions
The contributions made by this research are placed in three areas. The first and main 
contribution of the work is towards a direct-conversion based wide-band front-end for GNSS 
reception. Two additional contributions deal with the AltBOC signal and its processing, one 
of the most complex GNSS signals available today with a bandwidth of over 50 MHz. A 
novel correlator structure was proposed for the complex AltBOC signal tracking and a new 
improved way of interpreting the auto-correlation function of the AltBOC signal was 
formulated. Another contribution resulted from an analysis of the search for cosine phase 
BOC signals. The impact of this modulation when using sub-carrier-cancellation was 
analysed and novel effects were made public. The contributions are stated in detail in the 
following paragraphs ordered according to chapters.
The investigation of the wide-band signal structures used in Galileo, presented in 
Chapter 2, introduce a novel way of expressing the auto-correlation function of the AltBOC 
signal. In Section 2.3.6 it is shown that the AltBOC (15, 10) auto-correlation function is a 
combination of the auto-correlation function of a sine-phased BOC (15, 10) signal and of a 
cosine-phased BOC (15, 10) signal. The claim of the better tracking accuracy of the AltBOC 
signal in [Sleewaegen 2004] was formulated more precisely than previously, indicating that 
tracking accuracy, when using normal early-late gating, is in fact in between the sine and 
cosine signal.
A new structure was proposed in Section 3.4 for the tracking of the AltBOC signal. It 
was developed, based on the double estimation BOC tracking scheme from [Blunt 2007b] and 
on the complex correlator from [Lestarquit 2008]. The complex correlator is able to receive
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ail of the signal’s energy and the Double Estimation can unambiguously track any BOC 
modulated signal. Together, both parts combine to form an optimal method. The application 
of this method is presented in Section 7.5. The method was successfully used to process 
AltBOC signals in the E5 band from both GIOVE satellites and it was demonstrated by 
measurements that the combination of complex correlator and Double Estimation tracking 
delivers the expected results. These results were partly published in [Weiler 2008c].
A contribution towards the BOC signal acquisition is presented in Chapter 4. It is the 
analysis of the search performance of sine and cosine BOC signals. It has been shown that 
cosine BOC signals have a lower probability of successful search. Of particular interest is the 
lower performance of the cosine BOC (2, 1) signal, whose results can be used to assess the 
performance of the GPS sine BOC (10, 5) and the Galileo cosine BOC (10, 5) signals. 
Furthermore, a previously undiscovered effect was described when applying sub-carrier- 
cancellation to cosine BOC phased signals. The properties of the cosine signals, which lead to 
a lower timing jitter [Blunt 2007b], result in poorer search performance compared to sine- 
phased signals. The maximal degradation is more than 7% when using a direct search 
approach [Weiler 2008 RIN]. However, it was demonstrated that when using sub-carrier- 
cancellation, the acquisition difference between sine and cosine-phased signals is reduced and 
when searching with the single-sideband method there is almost no difference detectable 
between them. The 7% degradation in the direct search is the worst possible case under the 
test conditions.
Aimed primarily at the reception of BOC modulated signals is the work done towards 
a wide-band GNSS front-end, presented in Chapter 5. The analysis demonstrated that a direct 
conversion front-end would be a good solution to receive wide-band GNSS signals. It was 
demonstrated that the split spectrum BOC modulated signals are ideal for reception in a direct 
conversion receiver. This is because the split spectrum supports the high pass filtering used in 
such receiver. This dependency is called BOC spectrum advantage. It was first published in 
[Weiler 2008a] and is presented in Section 5.6.3. When direct conversion for GNSS reception 
is used, it requires some new solutions to be found for the processing of signals on a very low 
carrier frequency. The use of a digital image rejection mixer and of probabilistic 
multiplication is proposed for the low frequency tracking.
Based on a flexible direct conversion tuner, a GNSS front-end was constructed as 
presented in Chapter 6 . This new wide-band front-end and a heritage narrow band LI front- 
end were combined onto a dual frequency GNSS receiver, as published in [Weiler 2008b]. 
Extensive tests were undertaken on the new receiver, demonstrating good performance, as 
presented in Chapter 7. Only a very small degradation was measured with the direct 
conversion receiver and the processing of very low IF signals delivered comparable 
performance to heritage solutions using higher intermediate frequencies. The phase noise of
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the used direct-conversion tuner was indentified as area of improvement and it will require 
attention when constructing a receiver based on this device.
The results achieved on the reception of wide-band GNSS signals will feed into the 
new receiver development, undertaken currently at Surrey Satellite Technology Ltd. A dual 
frequency receiver will use a direct conversion demodulator as part of the wide-band front- 
end. The system design selected for this future receiver combines two front-ends to enable 
dual frequency reception. One front-end will be based on the direct-conversion technique. The 
design is very similar to the set-up used for this work and can therefore be considered as 
future iteration of the receiver developed for this research. The improved processing of the 
AltBOC signal will also feed into such a future dual frequency receiver, as the wide-band 
AltBOC signal is a good candidate for a future receiver.
8.2 Future  W ork
The encouraging results achieved on the reception of wide-band GNSS signals indicate the 
potential for a lot of further research, directed towards developing a dual frequency GNSS 
receiver capable of receiving a mixture of narrow and wide-band signals from various satellite 
navigation systems. Some ideas and further directions possible are detailed in this section.
The dual frequency receiver set-up presented in Chapter 7 provides only offline 
capabilities at the moment. It can be extended to a full receiver by integrating real time 
correlators with the two front-ends. The preferable method would be an integration of the 
correlators into the FPGA included in the current set-up. The control of the correlators and the 
navigation can be done on the host personal computer. A further step towards a receiver 
autonomous from a host computer would be the integration of the front-ends and correlators 
with an embedded processor. For potential use in space borne receivers, the commercial direct 
conversion based front-ends will need to be tested for representative susceptibility to ionising 
radiation.
More analysis and tests could be conducted when the wide and narrow band front-end 
are integrated with correlators on an FPGA. This real-time receiver would overcome the 
limitations of the offline solution. Operation time could be extended over the time limit 
currently imposed by constraints of memory. This would allow the augmentation of the 
measurements from Chapter 7 with more data to increase the statistical significance. It would 
also be possible to extend the measurements of the carrier sub-carrier and code jitter and thus 
confirm the Double Estimation tracking for all available BOC signals.
The dual band receiver would enable wide-ranging scientific activities. Ionospheric 
measurements and the analysis of GNSS reflectometry would profit greatly from having a
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second frequency. A dual frequency receiver using direct conversion could serve as a 
platform to investigate the impact of the new wide-band GNSS signals on these applications, 
a currently undiscovered area. In particular the flexibility of the set-up presented above would 
allow investigations of many GNSS related research tasks without the necessity of new 
hardware.
The step forward towards mass market wide band dual frequency receivers will enable 
new and unforeseen applications that depend heavily on satellite navigation, due to the 
superior precision, accuracy and robustness.
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A p pe n d ix
In the following some content is presented that stands a bit outside the main focus of the 
thesis. Some work kindly contributed by my supervisor Dr. Stephen Hodgart is presented 
together with more detailed description of work done during the PhD.
A A N ote  on  Coherent  and  Incoherent  Detection
This section derives a simple and comprehensive explanation for the signal to noise ratio of 
coherent and incoherent correlations. The calculations were kindly contributed by my 
supervisor Dr. Stephen Hodgart and help to understand why the incoherent correlation is 
proportional to the square root function.
In the search mode we can describe the I and Q channels after down conversion with 
two signals
Xj (r ) = A X a{t) cos((|)) + M J (t)
X q ( i ) =  A x a ( ï ) s i n ( < | ) ) + M Q ( « )
a(t)^  (+ 1,—l)
After correlating both channels with coincident replica a(t) over an interval T  then 
with appropriate scaling we can write for the peak output
y j  = Acos((|)) + V j 
Jq  = Asin((|)) + V Q
v?) = (vQ) = a^
(A.2)
Not knowing phase value (|) then combine after squaring:
y'^ = y I + yq = A^ + 2Acos((|)X + V7 + 2Asin((|))vQ + Vq (A 3)
For signal to noise analysis we do not lose generality by setting (|) = 0, therefore: 
y^ =  y? +  J q  = +  2AVj +  +  V q  (A.4)
Whose expectation is: ^y^^ = A^ + 2 a ^ .
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A .l  S ignal to N oise Definitions
It is readily shown that the ratio of signal power to total noise power:
C „
Where again T  is the correlation time (some integer multiple of code length), however 
it is generally simpler analytically to define an I channel signal to noise:
NB this is observed in the I-channel only when the phase shift ([) = 0.
A .2 Detect  Ability  - Signal to N oise  E quivalence
The literature on detection and detect ability /  coherence and incoherence can be highly 
complicated. Here is a simplified approach. The basic question is what time T is needed to 
check sufficient correlation (on a trial x and trial m) for a given C/Nq.
A.3 Single Incoherent D etection
In the above Equation with expectation and variance:
= A ^ + AA ^vl + vf + Vq + 4A^Vj + 2 A^v^ + 2 A^Vq 
+ 4Avj + 4AvjVq + 2 v^Vq
= A"^  + 4A^o^ + 3(5^ + + 2 A^a^ + 2 A^<j^ + 2 o"^
= A ^ + 8 A V + 8 a'^
v { y f = { y ^ ^ - { y f  = 4 A ^ a ^ + 4 c “
Regarding y  ^as a random vector it has an average and scatter of 1 standard deviation: 
y^ ~ A^ + 2a^ ± 2(J^|A^ + a^  (A.8 )
Identify an offset r v z  such that:
= y'^ ± 2oB  (A.9)
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Amplitude A (and therefore B) varies with the carrier power C while a  remains a 
constant. Consider now passing through an offset square rooter (which is an offset envelope 
detection) and distinguish between signal present and signal absent: then:
~ 5 ± a  = v / A ^ + a ^ ± o  (A. 10)
While
= 7 o ^ ± a  = o ± a  (A. 11)
Note that the noise fluctuation is the same with or without signal present (which is 
what we want). Now the aim is detection. We can define a detection signal to noise ratio as 
the difference in average level with and without signal present divided by twice the 
companded root mean square output power. Therefore:
^  ^  1 2 ) 
^  2a 2a
or
„ , 3 ,
or
SNR^ = 2 0  log
. J S N R i + l - l
(A.14)
This formula gives good agreement with a precise analysis depending on probability 
density functions.
A.4 M u l t i p l e  I n c o h e r e n t  C o r r e l a t i o n s
Suppose now we have n repeated correlations each of length T  which are combined 
coherently we then have:
= — (^1 +Z2 + — + Zn) = —' x ( ^ y i  - a ^  + ... + ^ y ^  - a ^ l
n n \  J
-VM y n
While:
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z ( o ) = V Ô ^ ± - ^  = c ± - ^  (A.16)
So the detected signal to noise ratio:
+ 1 - 1  (A. 17)
2 0
or
SNR^ = 2 0  log
V
r- J S N R . + l - l
V n  X -------------------------
2 (A.18)
These formulas are thoroughly tested, when we now look at actual probabilities in the 
equivalent, incoherent channels, and seem to give good results.
B Im p le m e n ta t io n  o f  t h e  D ig i t a l  GNSS S ig n a l  G e n e r a to r
The digital GNSS signal generator presented in Section 7.1.3 is based on Matlab source code 
given here. Digital sampled data is generated simulating the output of a direct conversion 
front-end. A single GPS C/A code satellite signal is generated in baseband at the desired 
sample rate, modulated on the very low IF frequency and quantised to three bits in I and Q 
afterwards. The Doppler frequency, code phase and the carrier to noise density ration can be 
selected. As data message a four bit code is fixed. The block oriented gain control used for the 
quantisation is implemented as described in Section 6.2.3 in the last third of the source code.
function [ ] = generate_gps_bbIQ()
%generates simulated GPS baseband data
%GPS C/A LI signal parameters 
CARR_FREQ_L1 = 1575.42e6;
CA_SAMPLES = 1023;
CA_FREQ = 1.023e6;
%Parameters of Max2116 
SAMPLE_FREQ = 16 . 367247e6;
CARR_FREQ = CARR_FREQ_L1 - (SAMPLE_FREQ/32*3 080);
%data processing in blocks to overcome memory problems 
BLOCK_SIZE = 2 0e5;
%calculate the number of samples per code period (double] 
CodePeriods = 1000; % number of code periods 
SAMPLES = SAMPLE_FREQ * CA_SAMPLES/CA_FREQ;
TOTAL SAMPLES = ceil(CodePeriods * SAMPLES);
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%make sure we not writing to few samples
TOTAL_SAMPLES = BLOCK_SIZE * ceil(TOTAL_SAMPLES / BLOCK_SIZE)+1000 ; 
CodePeriods = TOTAL_SAMPLES/SAMPLES ; %new number of periods
%pseudo data to transmit 
DATEN_BITS = [-1 1 1 1];
%noise and distortions 
DOPPLER_FREQ = 0; % [Hz]
DOPPLER_PHASE = pi/4; %-pi to pi phase shift due Doppler 
CODE_SHIFT = 100; % [chips]
%Carrier to noise density ratio 
CNo = 55; %in db Hz
CNo = 10^(CNo/l0); delta = 1/SAMPLE_FREQ;
NOISE = sqrt( 1/(2*CNo*delta) );
%generate a time reference for the sin functions 
t = 0; %using an iteration, DCO style
t_inc = (CA_SAMPLES/CA_FREQ*CodePeriods)/TOTAL_SAMPLES;
%Vector for saving the created signal 
signal_i = zeros(1,BLOCK_SIZE); 
signal_q = zeros(1,BLOCK_SIZE);
%Read the C/A code for the specified satellite: PRN 1 
load codebits.dat
ca_code = codebits(1, 1 :CA_SAMPLES);
%IF frequency calculations
wd = 2 * pi * (CARR_FREQ+DOPPLER_FREQ);
%Implement a DCO with a register (nbr) and increment (step) 
step = CA_FREQ/SAMPLE_FREQ;
nbr = CODE_SHIFT + 1; %introduce a code shift 
nbr_bit = 1; %counter for the bit change 
nbr_per = 1; %2 0 periods per bit
%open the file for the output 
fid = fopen('d a t a . b i n w b ');
%generate the signal sample wise
block_cnt = 1;
for k = 1 :TOTAL_SAMPLES
if floor(nbr) > CA_SAMPLES 
nbr = nbr - CA_SAMPLES; 
nbr_per = nbr_per+l; 
end
%change the bit every 2 0 C/A periods 
if nbr_per > 2 0  
nbrjper = 1; 
nbr_bit = nbr_bit+l; 
if nbr_bit > size(DATEN_BITS,2) 
nbr_bit = 1; 
end 
end
signal_q(block_cnt) = DATEN_BITS(nbr_bit) * ca_code(floor(nbr))... 
* ( sin(wd*t + DOPPLER PHASE ));
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signal_i(block_cnt) = DATEN_BITS(nbr_bit) * ca_code(floor(nbr)) 
* ( cos(wd*t + DOPPLER_PHASE ));
%increase the DCO 
nbr = nbr + step;
%increment the time 
t = t + t_inc;
%do the block processing when block is full 
block_cnt = block_cnt +1; 
if block_cnt > BLOCK_SIZE 
block_cnt = 1;
%add noise
noise_i = randn(1,BLOCK_SIZE) * NOISE; 
noise_q = randn(l,BLOCK_SIZE) * NOISE; 
signal_q = signal_q + noise_q; 
signal_i = signal_i + noise_i;
%normalise by standard deviation 
signal_q = signal_q./ std(signal_q); 
signal_i = signal_i./ std(signal_i);
%gain control and bit combination we are normalise by the std 
%digital gain and 3-bit quantisation 3bit=1.731dB loss 
Ivl = 1.731;
g_l = Ivl * 1/3; g_2 = Ivl * 2/ 3 ;  
g_3 = Ivl * 3/3;
%array manipulations to speed it up
L2 = (abs(signal_q)>=g_l & abs(signal_q)<g_2)*1;
L3 = (abs(signal_q)>=g_2 & abs(signal_q)<g_3)*2 ;
L4 = (abs(signal_q)>=g_3)*3 ;
Labs = (signal_q<0)*4 ; 
dg_q = (L2+L3+L4+Labs);
L2 = (abs(signal_i)>=g_l & abs(signal_i)<g_2)*1;
L3 = (abs(signal_i)>=g_2 & abs(signal_i)<g_3)*2 ;
L4 = (abs(signal_i)>=g_3)*3 ;
Labs = (signal_i<0)*4 ; 
dg_i = (L2+L3+L4+Labs);
%combine 3 bits I,Q in one byte word following Max2116 format 
result = bitshift(uintS(dg_i),5)...
+bitshift(bitand(uintS(dg_q), uint8(2^3 -1)),1);
fwrite(fid,result,'uint8'); 
end
end
fclose(fid); 
return;
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C Constant  Envelo pe  A ltB O C  Generation
The constant envelope AltBOC signal as described in Section 2.3.6 can be considered as an 
8 PSK signal. An efficient way describing the signal is using a look-up table to assign the 
states of this 8 PSK signal [Galileo SIS 2006] [GIOVE SIS 2008] [Kaplan 2006]. The eight 
states are depending of the four different binary (-1, + 1) input streams (aE5a-i(t), ciE5a-Q(t), 
ciE5b-i(t), üE5b-Q(t))for the signal in I, Q and for the upper and lower band and the time for the 
sub-carrier switching. The binary input streams are combining primary spreading-eode, 
secondary code and possible data modulation. In Equation (C .l) the translation from the eight 
different states to modulation points is shown. The look-up table is referenced as function k. 
Each modulation point can be expressed as a complex number.
Z?(t)=exp 7 W) W' W ' ^  G {l,2,3,4,5,6 ,7,8 } (C .l)
The function k is implemented using the look-up table shown in Table C-1. In the top 
half the four binary input channels are displayed. Their state determines a column in the 
bottom half of the table. The time is taken modulo the sub-carrier interval Ts and then divided 
into eight sub intervals. The temporal position within the subinterval determines the row from 
which the value needs to be selected. The minimal access frequency for the look-up table is 
eight times the sub-carrier frequency. For the AltBOC (15, 10) signal the table needs to be 
accessed at least with 120 MHz to display the baseband signal correctly.
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Table C-1 Table for the constant envelope AltBOC generation
Input quadruple depending on the for binary channels
^E5a-l(t) -1 -1 -1 -1 -1 -1 -1 -1 1 1 1 1 1 1 1 1
0-E5b-l(t) -1 -1 -1 -1 1 1 1 1 -1 -1 -1 -1 1 1 1 1
ClE5a-Q(t) -1 -1 1 1 -1 -1 1 1 -1 -1 1 1 -1 -1 1 1
ClE5b-Q(t) -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1 -1 1
k as function of the input quadruple and time (C = r moclulo Ts)
t ’ k
[0 , r , /8 ] 5 4 4 3 6 3 1 2 6 5 7 2 7 8 8 1
[T,/8 , 27V8] 5 4 8 3 2 3 1 2 6 5 7 6 7 4 8 1
[2Ty8, 3T,/8] 1 4 8 7 2 3 1 2 6 5 7 6 3 4 8 5
[3T,/8, A T M 1 8 8 7 2 .3 1 6 2 5 7 6 3 4 4 5
[ATM  S T M 1 8 8 7 2 7 5 6 2 1 3 6 3 4 4 5
[57/8, 6 T /8 ] 1 8 4 7 6 7 5 6 2 1 3 2 3 8 4 5
[6 T /8 , I T M 5 8 4 3 6 7 5 6 2 1 3 2 7 8 4 1
[ I T M  Ts] 5 4 4 3 6 7 5 2 6 1 3 2 7 8 8 1
D Correlator  Structures
The full correlator structure for the tracking of BOG modulated signals using double 
estimation tracking is presented in this section. The correlator to track BOC modulated signals 
from Section 3.3.2 is combined with the digital image rejection mixer from Section 5.6.1. In 
Figure D-1 the full baseband correlator is shown for one channel. The observables are shown 
using red lines and the triple loop structure is clarified using different colours.
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Figure D-1 Triple loop BOC signal receiver
E  M a t h e m a t ic s  f o r  t h e  Im a g e  R e je c t io n  M ix e r
In this section the mathematics for the digital image rejection mixer presented in Section 5.6.1 
is formulated with more detail. The received RF signal is assumed to be composed out of the 
baseband signal modulated on the RF carrier and distorted by the Doppler frequency.
(E .l)
The signal at the output of the direct conversion tuner is obtained multiplying the 
received RF signal with a locally generated mixing frequency.
u[t)=s{t) [cos{âi,pt)+
u{t) = [bj{t)cos({^i,p +æ^)t + <p)+bQ{t)sm{(cûj,p +û)j,)t + 0)][cos(â)iipt) +
Multiplying the equations and assuming ideal low pass filtering.
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“ W = [^/Wcos((^y/j^ + (2;^  )r + ^ z))cos(â/j^O + (r )sin((^y^^ + )? + ^ ^)cos(6)^^0j+
[6Xr)cos((6y^f. + + (Z>)ysin(^;;/) + 6g(f)sin(((%, + (^);sin(^^f)]
u{t) = [bj (f)cos(K ^ +0)j,)t + (l)- 0)^pt)-\-bQ (r)sin((6ü^ + > + ^  -  %^f)J+
j  [-bj{t)sm{{cOj,p-^(Oj,)t + (l)-Wppt)+bQ{t)co^[[cOi,p+(Oi,)t + (l)-&^pt^
u{t) = \bj {t)cos{{cOj,p + (y^)r + (^-% f.r)+6g (r)sin((%^ + > + ^ -  â)j^pt)\+
[jbj{t)sin{wppt-{(Oi^P+0)^)t-(l))-\-jbQ[t)co^{{(Opp-\-cOp,)t + (J)-Wppt^
Combining the angular velocities, Doppler and residual IF are summarised in omega 
now. The complex signal is also split into two separate branches to reflect the physical nature.
0) — CÛpp + 0)j^  û)j^ p
Ui (0  = k  (r)cos(A^ + (f)+bQ (f )sin(^yf + ^ )] (^.6)
Uq [t) = ^ Q (f)cOs(<2  ^-\r(f)-bj (r)sin(<2 f^ + ^ )]
The baseband signal in the digital image rejection mixer from Figure 5-12 is obtained 
multiplying the signal from the front-end with the carrier frequency generated from the 
oscillator that is controlled by the phase locked loop.
IpB W = My (r)sin(& )+ Uq {t)cos{cbt)
Qbb W = Mg (r)sin(&) -  Uj (r)cos(&)
The result is expanded for the in-phase branch.
I bb W = [ /^ Wcos((üf -H ^ )+Z?g (r)sin((yr -i- (Z))jsin(&)+
[ g^ (f )cos((yr 4- ^ ) -  Z?y (r)sin(6% 4- (^)]cos(&)
W = 4  Wcos(6üf + ^ )sin(& )
+ 6g (r)sin((yf + (^)sin(&)
4- Z?g (r)cos((üt + ^ )cos(&)
-  bj (r)sin(^yf + (Z>)cos(A)
/gg(^) = —^y(?)[—sin(((y— + ^ )+sin((dy+ o))t + ^ )]
2
+ —^g (f)[cos((^y— co)t + ^ )—cos((ty+ co)t + ^ )]
(E.9)
+  —  ^ g  ( t ) [ c O S ((<22 — 0))t - f  -h  C O S ((<22 +  (o)t +  ^ ) ]
——Z?y (^)[sin((^y—<2))f + ^ )-[-sin((<22-i-<22)^  + ^ )]
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The result is here expanded for the quadrature branch.
Qbb W = Wcos(<yr + (fi)-bj (r)sin(^yr + (Z))jsin(&)-
\pj (t)cos(cot + (p)+bQ (r)sin(<22f + ^ )]cos(&) (E. 10)
Q bb W = {t)cos{cot + ^ ) s in (^ )
-  (r )sin(<22f + ^ )s in (^ )
-  bj { t ) c o s (û X  +  ( f ) c o ^ {ô x )
-  (r )sin((22f + ^ )cos(<wf)
ôgg (0 = “  )[~ sin {(o) -  â))t + (Z>)+sin {(co + â))t + ^ )]
(E .l l)
+ — bj{t )[— cos ((<22 — CO^t + ^ ) + COS ((<22 + CO^t + ^ )]
+ — (r)[— COS ((«2—co)t + ^ )—cos((<y +  co^ t +  ^)]
+ —6g {t^\~ sin ((<22— co)t + ^ )— sin ((<22+ û))t + ^ )]
The final result is shown here. It depends on the baseband GNSS signal and the 
residual frequency omega summarising the Doppler shift and local oscillator to RF carrier 
offsets.
IBB W = W [- sin((û2- + <^)]+6g (r)[cos((A2-â))t + (E.l 2)
Qbb W = W [- sm((A2-0))t + <Z>)]+^ y {t)[~ C0 s((<22- â))t + </>)] (E .l3)
F I/Q  MISMATCH IN THE DEMODULATOR
In this section the expanded math from Section 5.6.2 is presented. Starting point is the GNSS 
baseband signal modulated on a carrier and distorted by a Doppler frequency as received by 
the front-end.
s(t) = bj (t)cos((o)Bp +A2y))r + (/))+bQ (t)sm{{o)Bp +0)j^)t + (j)) (E.l)
The mixing in the down converter has a phase imbalance. It is modelled with the phase 
shift delta in one branch of the complex local oscillator.
u{t) = s{t) [cos{o)Bpt + S )+ j  sin(^y^y,r)] (F.2)
After calculations as presented in Appendix E the signal at the output of the 
demodulator can be written as follows, the frequencies are combined into omega.
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<y — o)pp + cûj^  û)pp
M/W = k  Wcos(<22r + (z>-J)+Z?g(r)sin(<22r + ^ - ^ ) ]  (P 3^
Uq (t) = [- Z?y (f)sin(<22r + ^ )+I?Q (t)cos(û?t + ^ )]
The baseband signal in the digital image rejection mixer from Figure 5-12 is obtained 
multiplying the signal from the front-end with the carrier frequency generated from the 
oscillator that is controlled by the phase locked loop. This signal is in perfect quadrature as it 
is digitally generated.
/pB (t) = Uj (r)sin(& )+ Uq (r)sin(&)
& g W = Mg (t)sin(&) -  My (r)cos(&)
The multiplication is expanded for the in-phase channel only:
IpB W = [ /^ {t)cos{œt + (j)-ô)+hQ (f)sin((yr + ^  -<^)Jsin(&)+
\t)Q (r)cos(<yf + (j))-bj (r)sin(62f + ^ )]cos(&)
I bb W = tfj {t)cos{cot + (j) -^ )s in (& )
+ 6g (^ )sin(<22f + ^  -  J)sin (& )
+ Z?g(?)cos(<22f+ ^ )c o s (^ )
-  bj {t)sm{cot + ^ )cos(âx)
I  bb ( )^ — (0[““ sin ((<22— G))t — ^)+sin((<22+ <22)^  + ^  — <^ )]
H— Z?g (^)[cOs((<22— 62)? +  (J) — ^ )  — COs((<22+ <22)? +  ^  — <^)]
1 (F.7)
+  -  Z?g (? )[cO S ((<22 -  <2>)? +  ^ )  +  COS ((<22 +  <2>)? +  ^ ) ]
“ “ ^7 (^)[sin((<22- œ)t + ^ )+sin((<22+ œ)t + <z>)]
In contrast to Appendix E the image reception does not cancel the high frequency 
content completely.
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I bb W = (0[“  sin ((<y -  <£>)? + -  sin ((<y -  cb)t + ^ )]+
^  bj {t )[sin ((<y + (2))? + -  sin {{co +â))t + (p)]+
+ -i Z?g (?)[cos((<y- â))t + (p -S )+ cos((<y -  <2>)? + +
+ — (?)[- cos((<y + o))t + (/>-S)+cos((<y + <y)? + (p)]
CE8)
After reformatting the signal in baseband after the mixing can be writing according to:
^ BB W  “  ^7 W
^7 (0
-C O S
. ( S '- s m  —
I 2
A
COS
sin^(<y — cojt + ^ ——
cos|^ (<22 + <2>)? + (p -—
f  S^cosi {co-â ) ) t+ (/)-—
+
+
(F.9)
+
f S^
sini (<22 + â))t + ^ ——
It can be seen that the desired signal modulated by the frequency difference is 
attenuated by the cosine of half the imbalance frequency. The undesired high frequency image 
is amplified by the sine of half the imbalance frequency. Implications are discussed in 
Section 5.6.2.
G A c q u is it io n  o f  GNSS S ig n a ls
The acquisition process provides initial estimates for the correlation receiver. The code phase 
of the incoming signal and the Doppler frequency are needed. Therefore the acquisition can 
be seen as the location of a signal in a two dimensional search space. Two search algorithms 
are presented here, first the linear search, the heritage approach to tackle this problem. A more 
modem approach using fast Fourier transformations is presented subsequently. This section 
concludes with the acquisition of BOC modulated signals, which is in some ways different to 
the PSK acquisition.
G.l L i n e a r  A c q u i s i t i o n
Linear acquisition is the standard, heritage approach to locate PSK signals used for many 
years in the majority of receivers. The receiver generates the local replica of the desired
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signal. This local version has a specific trial Doppler frequency and a trial code-shift. The 
received signal is correlated with the local generated replica signal. The algorithm is shown in 
Figure G-1 and formulated in Equation (G .l), the spreading-code is called a(t), the trial 
Doppler angular velocity is called 0)^ , and the trial code-shift called f  The function y returns
the correlation for one set of these parameters. The time for the correlation is called Ter- the 
symbols (p, <%represents the phase-shifts of the incoming and the replica signal.
Digitized
Signal
sin ((Dot)
COS((0Dt)
a(t-T) thresholddecision
cr
0)d = 2 ;r /^
Figure G-1 Linear acquisition concept
Ja(? -  'r)exp(7 <y? + j(p)a{t -  )exp(- t)dt
(G .l)
This operation is performed in real time on the incoming samples. Presence or absence 
of the signal is determined by comparing the correlation result against a predefined threshold. 
Then the trial Doppler frequency and the code-shift are modified until the signal is detected. If 
all possible combinations are tested and the threshold never exceeded, it is assumed that no 
signal is present.
T - f ^  1 sin(;?T ( / - ) )
(G.2)
The solution of the integral in Equation (G .l) is shown in Equation (G.2) where T  is 
the chip width. The lambda function (A) defines the correlation peak in the code domain. The 
width of the code peak is two chips. For a safe detection the code delay must be tested with a 
half chip resolution. In the frequency domain the sinc-function defines the correlation peak. 
The width of the sine function is dependent on the correlation time Ter- For a safe detection 
here the frequency steps needed to be smaller than 2/7^  ^ . In Figure G-2 the two parts of the
function in Equation (G.2) are shown with a correlation time of one millisecond.
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Figure G-2 Correlation-peak in code and frequency domain
An approximation of the complete search time (Tsearch) is shown in Equation (G.3). It 
takes Ter to test one pair of trial parameters; it is the time for the reception and correlation of 
one code period. This time is multiplied with the number of trials for the code-shift and the 
Doppler frequency bins. The number of code-shifts and Doppler bins can change according to 
the implementation and the application of the receiver. The number of code-shifts for 
terrestrial GPS is usually 1023 or 2046 and the number of Doppler shifts around 60 for civil- 
use earth applications [Kaplan 2006]. A search with the normal parameters = 1 ms, 
Ndoppier = 60, Ncodeshift = 1023) rcsults in a maximum search time of approximately 60 seconds. 
Hence on average the search time is 30 seconds.
search '^cr ^  doppler ^  codeshift (G.3)
G.2 FFT Search
Since the standard linear search takes on average 30 seconds to find a signal from a 
satellite, improvements can be made. One approach is the Fast Fourier Transform (FFT) based 
search [Van Nee 1991] [Yang 2005]. It uses the equivalence between multiplication in 
frequency domain and correlation in time domain to accelerate the search. In Figure G-3 the 
algorithm is shown. The FFT search is performed on a certain period of stored sampled data. 
This data duration usually is an integer multiple of a code period. The algorithm in Figure G-3 
searches in one frequency-bin all possible code-shifts in one operation. Compared to the 
normal circular correlation the number of multiplications of the FFT method is less according 
to Equation (G.4), where n is the number of points considered. The factor of two is needed 
because two operations of the FFT unit are required. A microcontroller, like the ARM 7, 
running on 75 MHz can perform eight bit multiplications at that rate using a hardware 
multiplication unit. Considering Equation (G.3) and a FFT containing 2046 points the 
execution of one frequency bin takes approximately 0.6 milliseconds. It is assumed two 
executions of the FFT unit are required per frequency bin. The PRN-code is pre calculated in
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the frequency domain and stored in memory. This leads to a maximum overall search time of 
36 milliseconds considering 60 trial Doppler shifts.
PRN-Code
cos(wt)
decisionIF Data -►
sin(wt)
IFFT
FFT
FFTADC
Figure G-3 FFT-based code-domain search
N Z  = «■
=21og,(«)«
(G.4)
For a fair comparison the classical search algorithm is executed on the same set of 
stored data. According to Equation (G.4) and considering the same number of points the time 
needed is 55.8 milliseconds, leading to a maximum overall search time of 3.5 seconds. The 
hardware necessary for the FFT based method or the circular method based on stored sampled 
data is the same. Using the FFT method is therefore preferred.
Even more speed-up can be reached using optimised hardware. The recent SiRFstarlll 
chipset needs 35 seconds for the first fix from cold conditions using massive parallel FFT 
methods [SiRF 2006]. This can be compared to a SGR-05 receiver from SSTL, which needs 
approximately 3 minutes using the standard linear search, according to its documentation. The 
SGR-05 is a 12 channel receiver using the search algorithm described in Section G .l.
G.3 A c q u i s i t i o n  o f  BOC S i g n a l s
The FFT search algorithm was applied to recorded data samples taken from the first Galileo 
satellite GIOVE-A. It is the first test satellite of the Galileo constellation and transmits on the 
LI-carrier the future Galileo signal structure. The orbit of the satellite is well known and 
predictions of passes can be taken from different sources on the Internet. A rooftop antenna 
and hardware set-up according to Figure G-4 was used. A GNSS front-end is connected to a 
data-logger-card in a computer, which is able to record data up to a sample rate of 100 MHz.
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The used front-end is the NJ1006 from Nemerix [Nemerix 2005]. It uses a heterodyne 
2"  ^ IF down-conversion and it provides sampled data with a resolution of 2 bits at a sample 
frequency of 16.367 MHz. The LI-carrier frequency is mapped to 4.188 MHz by under­
sampling the signal at the 2"^ IF frequency. The bandwidth is approximately 3.5 MHz, enough 
for the open service GPS and Galileo signals. The data-logger-card used is the MG 7005 from 
Spectrum GmbH. It can be externally clocked up to 100 MHz and has 8 parallel TTL input 
channels. The card has on-board-memory of 128 Mbit, which allows recording of up to one 
second in this set-up.
Table G-1 Parameters for the antenna and cables
Gain/Loss [dB] Noise figure [dB]
Antenna +4.5
Cable 1 -0.1
Amplifier +55 2.2
Cable 2 -16
For the link budget of the received power the representative power level at the antenna 
is approximately -130 dBm (-160 dBW). This is the minimum power received on earth from 
GPS satellites; according to the specification the power level of GIOVE-A should be 
equivalent. The standard antenna temperature is 130°K and the environmental temperature is 
290°K. With the parameters for the antenna from Table G-1 the carrier to noise density ratio 
is C/No = 47.9 dB-Hz. The calculation is done according to Equation (3.5) and Table 3-1.
The recorded data was used to investigate the search methods and to analyse the signal 
transmitted by GIOVE-A. The FFT-based search method indicated in Figure G-5 was applied 
with incoherent accumulation over multiple code periods.
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Figure G-5 GIOVE-A Ll-B correlation power
In the Figure G-5 the correlation power function of Ll-B code is shown. The date was 
taken on the 26^' of June 2006 at an elevation of 68 degrees above horizon the Doppler shift 
was measured to be -760 Hz. The correlation with the B-code leads to a SNR of 22.2 dB 
considering the full code length of 4 milliseconds. This compares to a theoretic result of 
23.4 dB calculated from the estimated C/Nq. The averaged correlation power function in 
Figure G-5 has slight asymmetry of the side peaks. This was due to the early test operation of 
GIOVE-A [Falcone 2006] based on the amplifiers and filters on board the spacecraft. 
Calibration was undertaken later to correct for this asymmetry.
H Probabilistic  M ultiplication
This section was kindly provided from my supervisor Dr. Hodgart who came up with the idea 
of probabilistic multiplication.
The direct conversion or homodyne principle for a GNSS receiver in theory receives 
the navigational modulation directly to base-hand. However in our proposed application the 
use of a fixed LG frequency means that the effect of Doppler and other errors will leave the 
modulation imposed on a relatively low frequency, residual quasi-carrier. The frequency of 
this ‘beat’ may be positive or negative, and may pass through zero in the course of which its 
frequency at least temporarily will lie within the loop bandwidth. To cancel this quasi-carrier 
requires a tracking PLL integrated with the code DLL, just as in a standard heterodyne 
receiver; with the difference that an image-reject principle and the use of cross multiplication 
is needed to remove the sum of the beat frequency and tracking reference frequency. This 
well-known technique of cross mixing the 1 and Q channels with 1 and Q reference requires
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sufficiently accurate multiplication. We show here how to achieve sufficient multiplicative 
accuracy with only 3 or 4 levels quantising of the reference oscillation. The novel principle 
may be called probabilistic analogue multiplication.
H  I  I n t r o d u c t io n
Following are Dr. Hodgart ideas taken, without reference to possibly useful papers, for 
implementation of the demodulation/decoding of direct down-conversion receiver for GNSS 
signals. In earlier language this is referred to as the homodyne principle as distinct from the 
heterodyne. As is well known the general idea is to access the RF GNSS signal entering the 
antenna by ‘mixing’ with a local oscillator whose frequency is ideally the same as the 
incoming carrier frequency. The ‘mixed’ product then consists ideally of just the modulation 
which was on that carrier. However the more economical idea is to mix down with a local 
oscillator of fixed  frequency and then deal with the resulting relatively slow difference 
frequency from whatever cause, including Doppler shift. This requires a PLL and a further 
reference tracking oscillation to cancel this out, in which case it is necessary to have derived 
two parallel channels at the input (I, Q), which can then hopefully be processed according to 
the image reject principle.
So it is assumed that the input signal at RF has been down converted to two parallel 
channels (I and Q). The receiver LO is fixed at the nominal carrier frequency of the signal. A 
frequency offset must then be expected from general inaccuracy between transmitter and 
receiver and because of Doppler. The frequency offset may be positive or negative, and of 
course in a special case zero. We note that a standard cross multiplication as in an image- 
reject principle can remove the effect of this modulation with a PLL generating in-phase and 
quadrature reference oscillators. The problem is however the necessity conventionally for 
high-resolution digital multiplication of a synthesised tracking reference modulation onto the 
signal. Conventionally the I and Q reference oscillations must be expressed to high accuracy 
in order to make the concept work. Simulations reported here suggest that 8-bit representation 
is a safe minimum i.e. expressing the reference I and Q to a precision of M =256 levels. Real 
time multiplication to this precision (which has to be applied on every sample at the sampling 
rate which could be many tens of MHz in frequency) is not feasible with the low cost FPGA 
technology (or similar).
It is shown how to implement the effect of high quality reference multiplication while 
in fact only having to multiply the in-phase and quadrature reference oscillations reduced to 
values -1 , 0 or +1 in M = 3 levels. The real time multiplication of the input signals reduces 
then to pass/stop/invert of the coarse quantised signal input. In a more complicated 
implementation the reference oscillations can be expressed in M = 4 levels with nominal 
quantised values -3 , -1 , +1 or +3 with some operational improvement. Either way the saving
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on processing complexity compared to M = 256 is obviously considerable. It is still necessary 
to generate this high-resolution representation of cosine and sine of applied tracking phase on 
every sample. I assume that this can be done quickly and simply by ‘look-up’ and/or 
interpolation. The point to probabilistic multiplication is that this high quality digitisation is 
not actually multiplied onto the incoming signal. Instead, based on comparison with a random 
number (also expressed to 8 bit precision) it serves to map to a random variable chosen either 
from the M  =3  levels (or from the M = 4 levels)
The input to the proposed system is assumed to be in the form of the two parallel I and 
Q signals in which the carrier component oscillation frequency has been reduced perhaps to a 
few kHz or - in the extreme case -  to DC These inputs are assumed here to be represented by 
2-bit quantisation -  representing levels -3 , -1 , + 1 or +3. The scheme for removing the low 
frequency carrier terms and leaving only the PSK (or BOC) modulation requires cross 
multiplication by I and Q reference oscillations driven by a PLL to track the 1. f  carrier 
components.
Previously the author found that a high resolution of the reference signals was needed 
and correspondingly accurate multipliers. On that line of argument one can confirm here that 
an 8-bit representation of the reference cosine and sine is desirable for safe tracking of the 
input. Representing signal as ui(t) and mq(?); and reference by ri(t) and rqit) then four products 
need to be computed on every sample i.e. ui(t)x rq (f), wq(f)x ri{t), ui{t)x n(r),and UQ{t)x rqit). 
So the 2-bit number representing a signal needs to be multiplied by an 8-bit number 
representing the reference, four times over, on every time sample.
Accordingly what we offer here is a method which overcomes this problem. It is still 
necessary to create an 8 bit representation of n  and rq respectively. I assume that the actual 
generation here is not a problem since it can be created by look-up from a table. The input 
demand is of course a phase angle computed by the loop software.
3 L e v e l  Pr o b a b il ist ic  M u ltiplic a tio n
Given a specific r\ value a random choice n  is made between two possible numbers. In three 
level quantisation if n  > 0 then either r\ = I or ri = 0 ; if n  < 0 then either n  = -1  or ri = 0. 
Similarly from a specific rq value a choice of number rq  is made. In three level quantisation if 
tq  > 0 then either ?q = 1 or fq  = 0; if tq < 0 then either rq  = -1  or rq  = 0. The products are 
now formed on these low resolution references i.e. u\{t)x fq{i) , uq{t)x r\{t), u\(t)x ri(t),and 
uq{t)x rq{t) only. The actual value to the high quality r\ value determines the relative 
probability of getting r\ = 1 or rj = 0. For example if n  = V3/ 2 (on a particular phase angle 
demand of (|) = 60 deg) then the probability that ri = 1 is chosen will be 86.7% while the 
probability that ri = 0 will be 13.3%. Similarly the actual value to the high quality rq value
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determines the relative probability of getting f  q = 1 or tq = 0. For example if tq = 0.5 (again 
on a particular phase angle demand (]) = 60 deg) then the probability that f  q = 1 is chosen will 
be 50% while the probability that tq = 0 will be 50%. In this way the effect of high precision 
multiplication is achieved even though the physical multiplication is reduced simply to a 
simple switching go/no-go/invert operation.
The discovered principle may be termed probabilistic multiplication. The concept can 
only work within a closed loop system i.e. a PLL where the relatively low bandwidth of that 
loop compared to the hundreds of random selections needed to realise the desired result. 
Simulations done here, show that the general principle could work very well.
4 L e v e l  Pr o b a b il ist ic  M u ltiplic a tio n
In a slightly more complicated implementation we may have a four level quantisation. For 
every rj value again a random choice is made between two possible numbers representing Fj. 
Depending in which range the demanded rj and tq values lie these choices are from the pairs 
either (-3  or -1 ), (-1 or +1) or (+1 or +3). Effectively then the multiplication of high quality 
reference signals are reduced to a multiplication of random choice of 2-bit numbers
At the cost of greater implementation complexity (however defined) the high 
resolution reference signals may be reduced probabilistically to a 2 bit representation 
(representing levels -3 , -1 , +I or +3. We will show some operational improvement. We 
proceed to look at the problem indirectly and with use of MathCAD simulations immediately
H.2 B asic  PLL Tracker
As always our approach is mathematical. Looking at one direct down converted PSK/GNSS 
signal in two channels we can model it as:
ui(t) cos (cot + (b) / X ,
(HI)
Where a ( )  e  (-1, +1) is the code modulation , O) is a relatively low carrier frequency 
(positive or negative and also possibly passing through zero) and (j) is an uncontrolled phase. 
We choose to disregard linkage between Doppler and changes to timing of the code. Delay 
T is of course the parameter which it is the aim to track in a real system. Parameter co, (|) and x 
are in general time varying. These two signals are the result of direct mixing of a reference 
local oscillation onto the incoming signal with some uncontrolled frequency difference co 
between input signal and the reference oscillation, suppose there is no code to worry about. 
The model then reduces to:
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ui{t) cos(œr + (|))
U q ( t )  sin(co? + (j)) (H.2)
as:
The aim then is to supply reference oscillations which will track this input, represented 
Tj(0 = cos(cbt + $ )
(H.3)
rq(t) = sin(& + (]^ )
and try to achieve, by loop feedback co and (^  ^  (|) Forming cross products will 
realise the needed Q channel error signal, assuming co ~ co:
=  U q  (t) r j  (t) -  U j  (t)rQ (t)^ Ax Sin((|) - (H.4)
Samples of v q  = e (error) can feed-back in a standard single 2"  ^order loop, when e 
0 the reference is correctly tracking phase and frequency of the signal. It is also necessary to 
compute
I = U q  ( t ) r Q  ( t ) + U j  ( t ) r j  ( t )  = Ax cos((j) -  $) (H.5)
In a converged state ^  (j) and vi will recover the amplitude A. A generator of 
estimating waveforms rj and tq starts up from an arbitrary phase angle estimate (in the first 
example 0 deg). A cross multiplication creates (the sine of a) phase error g as annotated above 
which then updates the phase estimate through a conventional second order loop with gains ki 
and k2. A variable E records accumulated phase error and serves to keep the I and Q 
oscillators rotating in the steady state when the error e -A 0. Figure H-1 is a block diagram 
representation showing only the vq recovery action
s i n ( $  )
Figure H-1 Basic image reject tracking loop (I/Q PLL)
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The advantage of the above basic system is that values of co can be tracked from 
positive to negative values over time (with changing Doppler) and can also operate in the 
limited case that co = 0. The typical plot Figure H-2 shows tracking of a constant frequency 
ramp.
40t
200 300 400100 500 700 800 900 1000
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“1"
Figure H-2 I/Q PLL operation showing analogue reference tracking reference signal
A test of operation as in Figure H-3 includes a worst case O) = 0 and an initial phase 
estimate which is close to 180 deg in error from true phase. As can be seen there is an initial 
delay (because of the low gain from the error term which is effectively sin((|) -  $)).
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Figure H-3 PLL recovery from extreme start up condition
The analogue representation maintains the fiction that the quantities are continuous in 
time and amplitude. The reality is of course that they are discrete in both time and amplitude. 
Discretisation in time brings certain theoretical problems which are ignored here. It is the 
necessity for discretising in amplitude which concerns us here.
There is no theoretical difficulty with discrete representation of inputs Uq and Mj. 
These can be expressed by low resolution quantisation to the extent of hard limiting to values 
either -1  or +1. This is because of the randomising effect of the additive noise which is also 
present (but not shown in the above equations). So, it is remarkable but true, that hard limiting 
of the inputs Uq and Mj still propagates a probable analogue signal and effectively realises the
desired sin((|) -  $) and cos((|) -  $) as in (2.3). There is a correlation loss however of 2 dB. One 
favoured technique is for the input to be discretised to the values - 3 - 1  + 1 and +3. There is 
then a smaller correlation loss which works out to only 0.55 dB. We maintain this convention 
here.
H.3 D e t e r m i n i s t i c  M u l t i p l i c a t i o n  t o  M  =256
The problem in a digital system is to realise adequate quality equivalent of real time 
multiplication with discrete ‘digital’ values to the references rj and tq Consider the 
theoretical position. Having discrete values q and tq as approximations to the theoretical n
and tq respectively means that the effective tracking angle ^ = angle(q,i^) is always an 
approximation to the desired cj) = angle(q, tq )
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How good an approximation is acceptable? There are two aspects here. When we 
consider correlation with a code present then the all-important time delay measurement 
depends on a sufficiently small difference from zero in the realised quasi-carrier phase as in
W i Q  =  A x c o s ( ( 1) - $ ) x \ A ( t - t ) (H.6)
From this consideration a rough approximation to the required phase tracking is surely 
good enough. A phase error, as high as 30 deg, reduces the amplitude by Vs/2 (1.2 dB). A 
more important consideration is to make the error as low as needed to steer the PLL as in:
Q i =  A  X  s i n ( ( l )  -  $ ) x  A ( t  -  t ) (H.7)
If the realised phase ^ is not sufficiently accurate then the PLL will not track -  from 
worst case start up conditions. This condition is simplest to test in simulation. NB Initially we 
maintain the input signals ui and uq in an analogue representation. This is necessary in order 
to see clearly the effect of digitisation of the reference, first in a standard way and second in 
the novel stochastic way. In the next section we however test both digitisation of signal and 
reference in the presence of input noise to show that the whole concept still works. In the 
following tests Figure H-4 a linearly increasing true phase (]) synthesises inputs u\ and m q .  In 
the I/Q PLL the synthesised r\ and tq  are limited in resolution to M  discrete levels.
100 200 300 500 600 700 800 900 1000
r-
200 400 500 600100 700 900 1000
Figure H-4 I/Q PLL tracking with 6 -bit quantisation of reference signals
In Figure H-4 M = 64 i.e. a 6-bit quantisation convergence still works even from an 
extreme start up with (|)e  = 179 deg. However reducing to M = 32 or 5-bit quantisation and the 
system clearly fails.
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Figure H-5 Failed I/Q PLL tracking on noiseless signal with 5- bit representation of reference
On the other hand with additive noise present on the signals (which there always is) 
the PLL seems always to be stirred in action, even for low M  value. The tests given on a 
noiseless input with zero carrier frequency identifies a worst case.
100 200 300 500 600 700 800 900 1000
1-- JUJ ^
rQt
100 200 400 500 600 700 900 1000
-1
Figure H-6 OK I/Q PLL tracking on noisy signal with 5- hit representation of reference
When -  as usual there is some residual finite carrier frequency offset there is less of a 
problem. Figure H-6 shows acceptable tracking with M  = 32. Figure H-7 may be acceptable 
with M = 16
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Figure H-7 analogue signal 4 -bit digital reference positive frequency input Doppler
There are no doubt other arguments and effects to consider. But these simulations and 
past experience of related systems suggest that it is best and safest to opt for a minimum of an
8-bit realisation of the cosine and sine tracking reference waveforms.
In regard to low cost low chip occupancy on the FPGA etc multiplication with an 8 bit 
precision at the required sampling rate (which could be several tens of MHz) is problematic. 
Or if it is not the actual multiplication the need to accumulate the thousands of sampled
products within one correlation interval of a few msec.
H.4 3 Level Probabilistic  M ultiplication
Our solution does not avoid having to create an 8-bit representation of a cosine or a sine of a 
given phase estimate requirement. But crucially we avoid having to multiply physically this 
high accuracy references onto the actual signals.
Figure H-8 shows the new scheme. It is not of course a model for demodulating GNSS 
since it lacks correlators - the aim is to demonstrate the new principle as simply as possible.
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Figure H-8 Basic probabilistic I/Q PLL tracker
The principle is that every computed (By ‘computation’ we include simply a look up 
table) sample value n  = cos((()E) is compared against a random number xi. This random 
number has a uniform probability density between 0 and 1. If | ri | > jci then uq is multiplied by 
+ sign(ri) otherwise it is multiplied by 0 (i.e. suppressed). So a random value of either -1 ,0  or 
+1 is created in an M = 3 level digitisation.
Similarly on every computed sample value tq = sin((|)E) is compared against a random 
number xq. This random number also has a uniform probability density between 0 and 1. If | 
tqI > xq then uq is multiplied by + sign(rq) otherwise it is multiplied by 0 ( i.e. suppressed). 
Again a random value o f -1 , 0 or +1 is created. The process as described has created an M = 3 
digitisation.
Ge n e r a t in g  th e  R a n d o m  N u m ber
Generating this random number should not be a problem -  there are surely plenty of time- 
varying registers in the system whose bits can be shuffled or mixed or reinterpreted in such a 
way as to be meaningless and to represent a random number (appropriately scaled). One could 
use a pseudo random number generator. Because, as we will show, it is not actually necessary 
to generate a new random variable on every sample but at some spaced interval one could use 
8-chip chunks of the code sequence of the GNSS system. Figure H-9 shows the effect of 
repeated sampling and comparison of cos((|)) against random xi for a phase angle of ([) = -  60 
deg
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:=  adc |cos (-60deg ), x lj ^  := adc s^in (-6()deg ), xQ^ j
0 50 100 150 200 250 300 350 400 450 500
I T
)0
Figure H-9 demonstration of random variable testing
Since cos(-60) = 1/2 a test will show that the randomly generated 0 and 1 values are 
equi-probable and the expected average comes to 1/2. Since sin(-60) = -Vs/2 a test will show 
that the -1  value is more probable than 0 such that the expected average comes to -Vs/2
The cross ‘multiplication’ on either input therefore generates values + u(t) , 0, or -  u(t) 
If the input were hard limited to values of +1 or -1 then the ‘product’ only has values +1, 0 or 
-1 . If the input were quantised to +3, +1, -1  or -3  then the ‘product’ only has values +3, +1, 
0 , -1  or —3.
100 T
ICO 200 300 400 600 700 800 900 1000
deg
-100 --
-200
200 300 500 600 800100 700 900 )00
Figure H-10 test of stochastic loop analogue input 8 bit reference, zero Doppler ([Ie = 179 (j> = 0. M =3
quantisation
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We first consider the case in Figure H-10 that the input frequency is zero, and again 
the extreme case where the initial phase estimate (|)Eo =179 deg compared to actual (j) = 0 deg.
This simulation clearly demonstrates that probabilistic multiplication works.
H .5  P r o b a b il is t ic  M u l t ip l ic a t io n  w it h  C o r r e l a t io n
We next simulate the effect of correlation over T  samples in which the loop is updated only at 
this interval. The aim is to anticipate introduction of a code modulation which allows error 
computation at this spaced interval. Further we show how the concept still works even if the 
call on the random Xj and Xq is made only every K  samples < T. In other words while the 
generated and Tq must be altered on every sample (as required by whatever is the current 
phase estimate), along with phase estimate the random variables Xj and Xq need not be 
updated on every call. Figure H-11 offers a schematic.
In the following simulation the variable t is the count of overall 
sampling/multiplications in the loop where the r. v. update every K  of this count. For the sake 
of illustration K = 10, meaning that on every 10* multiplication a new vector of random 
variable is called. The correlation is over T = 100 samples. These numbers are not of course 
intended to be realistic in an actual GNSS but to illustrate a point. They can be scaled in 
interpretation for an actual GNSS receiver. So for example if considering standard GPS then T 
= 100 could represent correlation over 10 ms. Setting K  =10 represents a call on new random 
variables every 1 ms. Each increment covers 0.1 ms. In a practical system of course the 
sample and multiplication rate must be much faster in order to be able to ‘see’ the code 
structure
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Figure H-111/Q system with correlation and 3 level probabilistic multiplication
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Figure H-12 Test of probabilistic multiplication with frequency ramp
As can be seen in Figure H-12 the system converges correctly with sufficiently small 
residue in oscillation (bounded within +/- 5 deg) (a 5 degree phase error loses only 0.03 dB). 
Under one possible scaling interpretation as above with settling interval in around 2500 
increments the actual settling time corresponds to around 0.25 s.
The first test does not involve probabilistic multiplication but serves to check 
performance by standard multiplication with a high M = 256 resolution.
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Figure H-13 Test of double loop deterministic I/Q tracker
A characteristic result is shown in Figure H-13. As can be seen the time delay is 
estimated from an initially gross error simultaneously with the phase being tracked from an 
extreme value. We may note that the phase error ends up as 360 deg which is of course 
identical to 0 deg.
P r o b a b il ist ic  M u ltiplic atio n  M  = 3
Since this seems to work satisfactorily we now try with a tracking oscillator driving a 
probabilistic multiplier. To keep the length of the simulation run down the notational 
correlation time is the same at T = 100. A new random vector is introduced only every Æ= 10 
iterations to prove the point that while it is necessary to make comparative test against a 
random variable on every multiplication, it is not necessary to update that random call on 
every multiplication. Figure H -14 is a partial representation of the system and Figure H -15 
tests operation of the system from near extreme start up condition.
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Figure H-14 Conceptual scheme double loop I/Q tracker with probabilistic 3 level multiplication
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Figure H-15 Test of double loop I/Q tracker with 3 level probabilistic multiplication
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A further test as in Figure H-16 shows the steady state error introduced by the three 
level scheme, tested by ‘kick-starting’ the loop with exactly the correct start phase and 
frequency. As can be seen the r.m.s error introduced by the schem e/or this particular choice 
o f parameters is a typical 5.2 deg (it varies randomly). This actual figure is meaningful only 
as a relative quantity to the r.m.s error for an M = 4 quantisation.
O .lT
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Figure H-16 Test of steady state r.m.s phase error M = 3 quantisation
Pr o b a b il ist ic  M u ltiplic a tio n  M  =4
Given the relative success of the above it is worth considering making the multiplication 
slightly more complicated by implementing the digitisation of rl and rQ to a 4 level (2 bit) 
code. The nominal levels are here -3 -1 +1 and +3. It is immaterial what is the scaling. The 
following software takes a look up of cosine and sin digitised to 8 bits which is then 
converted probabilistically to a 2 bit representation. A representative simulation is shown in 
Figure H-17.
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Figure H-17 Test of I/Q double loop tracker with M = 4 level quantisation
A steady state test using exactly the same parameters as in Figure H-16 for the three 
level tracker shows a possibly useful reduction of root mean square phase error down to a 
typical 3.8 deg.
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Figure H-18 Steady state error of I/Q tracker with M = 4 probabilistic multiplication
H .6  T r a c k in g  w it h  D ig it a l  N o is y  I n p u t
Finally we simulate the effect of randomising the input signals Wj and Uq as well as the 
reference rj and tq. The effect of additive white Gaussian noise naturally delivers an average 
analogue signal even with extreme case of limiting the input to a nominal output -1  and +1.
If u is current input on one sample and the additive white noise has a standard 
deviation a  then the average value after limiting is given by
{iï) = (+ï)x —  f e x p    (k-h(-l)x I—  fexp
V27ia_„ 2a^ j  V27CO j
6x (H.8)
A plot of this shows a central quasi- linear region. Provided that |u| «  a  then the 
analogue input maps directly through the limiter on average.
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Figure H-19 Input/to average output for signal in additive white noise M= 2 limiter
Assuming an input bounded between -1  and +1 it is seen that the in the range a quasi- 
linear average value is achieved, becoming the more linear the higher the value of a , at the 
expense of lower average amplitude output.
Incidentally the above construction allows a simple analysis of the signal to noise loss 
because of limiting for a  »  1 then average output amplitude
/~\ r, 1 12 U(u )  = 2x I—  -Xu  = i |—X —  
V27ia V7T a
(H.9)
With dominant noise on the output of the limiter the noise output is either -1 or +1 and 
therefore its root mean square value is unity. So the above expression also stands for an 
output signal to noise ratio. The input signal to noise ratio however is just u/<3. So the loss of 
signal to noise because of limiting is in the ratio V(2/ti) or 2 dB (which result one can also 
establish in other ways).
Better results are obtainable by three level quantisation, where the analogue signal 
input is converted to levels -2 , 0 or +2 (just as proposed here for the reference rj and Tq ).
Signal + noise > 1 is quantised to a level 2. Signal = noise < -1  is quantised to a level o f - 2
A vL tM 3 X ,—
A vL tM 3 (x ,  1) - 3
A v U M 3 ( x ,2 )
-2
“ 2 +
Figure H-20 Input/to average output for signal in additive white noise M= 3 quantisation
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Analysis finds for an optimum a  = 1.5 with this spacing of quantising levels and an 
overall loss of 1 dB
As described in one standard system a four-level quantisation offers a useful 
improvement. Conventionally denoting the levels at -3  -1  +1 and +3 then a tracking 
characteristic as shown. Clearly for o  in the region of unity or greater there is a smooth near 
linear average output over the range from -3 to + 3
AvLtM4 (x, 1) -2“4
AvLtM4(x, 2)
Figure H-21 Input/to average output for signal in additive white noise M= 4 quantisation
Signal + noise > 2 quantises to level +3. 2 > signal +noise > 0 quantises to +1. 0 > 
Signal 4- noise > -2 quantises to level -1. -2 > signal + noise quantises to a level of -3. 
Analysis finds that an optimum a  = 2 and an overall loss of 0.55 dB.
We need only synthesise Gaussian noise and add to the u\ and uq signals (independent 
samples) and then pass through a four level limiter. We maintain quantisation at levels -3  , -1  
+ 1 and + 3 (actually rescaled for convenience to -1  , -1/3, + 1/3 to + l.The only additional 
parameter is a . We then test the whole system in Figure H-22, assuming an M = 3 
probabilistic reference multiplication with levels -2 , 0 and + 2 (rescaled for convenience 
down to -1 , 0 and +1) adopting exactly the same parameters as in Figure H-17
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Figure H-22 Noisy 4 level input signal 3 level reference probabilistic multiplication
Comparison with earlier Figure H-17 shows that the tracking is distinctly rougher, as 
should be expected by reason of the injected additive noise to the system. Of course these are 
example figures only. We then test the whole system in Figure H-23 assuming an M = 4 
probabilistic multiplication with levels -3 , -1  , +1 and + 3 (rescaled for convenience down 
to —1, —1/3, +1/3 and +1)
219
Appendix
0 .6 T
15000 500 1000 2000 2500 3000 3500 4000
lOOT
500 1000 1500 2000 2500 3500 4000
0.5-
150(500 .1 0 0 ( >000 3000 4000
Figure H-23 Noisy 4 level input signal 4 level reference probabilistic multiplication
As can be seen the tracking is distinctly smoother than in Figure H-22, for identical 
input conditions. A more detailed investigation needed.
H.7 Summary
The implementation of the direct conversion receiver for GNSS requires high resolution 
multipliers in the ‘image reject’ cross multiplication to get rid of unavoidable ‘beat 
frequency’. Since this multiplication has to be done on every sample there may be a problem 
in implementation using low cost FPGA/ microprocessor technology
A fairly detailed analysis and simulation has demonstrated the feasibility of 
probabilistic multiplication which overcomes this problem. We have demonstrated its 
successful operation in a high level simulation which expresses the joint I and Q signals to a 
4- level quantisation and the multiplying reference I and Q oscillations to either M = 3 or M = 
4 quantisation. It is well known that natural additive noise on the signals creates effective 
linearity on average to these signals. The probabilistic mechanism applied here to the 
reference achieves the same linearity, as if there were now a high resolution multiplication. It 
does this without however introducing any noise as such.
This is the end.
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