Linearized methods are presented for appraising image resolution and parameter accuracy in images generated with two and three dimensional non-linear electromagnetic inversion schemes. When direct matrix inversion is employed, the model resolution and model covariance matrices can be directly calculated. The columns of the model resolution matrix are shown to yield empirical estimates of the horizontal and vertical resolution throughout the imaging region. Plotting the square root of the diagonal of the model covariance matrix yields an estimate of how the estimated data noise maps into parameter error. When the conjugate gradient method is employed rather than a direct inversion technique (for example in 3D inversion), an iterative method can be applied to statistically estimate the model covariance matrix, as well as a regularization covariance matrix. The latter estimates the error in the inverted results caused by small variations in the regularization parameter. A method for calculating individual columns of the model resolution matrix using the conjugate gradient method is also developed. Examples of the image analysis techniques are provided on a synthetic cross well EM data set.
Introduction
Great advances have been made over the last decade in two and three dimensional electromagnetic imaging. In conjunction with these developments there have been several analyses where linearized approximations (e.g. Torres-Verdin, 1991 , Zhou et a1.,1993 , Spies and Habashy, 1995 or non-linear inversion model studies (e.g. Alumbaugh and Morrison, 1995) have been employed for experimental design as well as to qualitatively determine the image resolution prior to data processing. However, little work has been done on posterior image appraisal, that is determining the resolution of the resulting image, and estimating the error in the imaged parameters after inverting the data. The work that has been presented has focused on the dc resistivity problem. Ramirez et a1 (1995) analyze the diagonal of the 'model resolution matrix' (MRM) as defined in Menke (1984) , to analyze the resolution of cross well dc resistivity surveys. For a nonlinear analysis, Oldenberg and Li (1998) analyze resolution versus depth of surface DC resistvity arrays by running 2 successive inversions starting with different background models. Regions that show large changes between the two inversions are poorly resolved, while those that show little change are well resolved.
For posterior appraisal of 2D and 3D electromagnetic inversions, we extend the work of Ramirez et al. (1995) to include analysis of the model covariance matrix (MCM) in addition to the MRh4. The MCM estimates how data noise is mapped into parameter error. In addition, we demonstrate how these matrices can be estimated even when iterative conjugate gradient methods rather than direct inversion techniques are employed. Finally we introduce the concept of the regularization covariance matrix and apply these appraisal methods to a synthetic crosswell EM data set.
2.5D Resolution Analysis Using Direct Inversion
The inversion scheme employed in this portion of the analysis is the 2.5D version of the scheme outlined in Newman and Alumbaugh (1997) . In this case the natural log of the updated model at iteration i+l is given by
where Here D is the data weighting matrix (the inverse of the estimated data standard deviations), Ai is the Jacobian or model sensitivity matrix computed from the model at the ith iteration, W represents the Laplacian roughness matrix which regularizes the inversion process, hi is the tradeoff parameter at the ith iteration that weights model smoothness against data fit, d, is the measured data, di the predicated data at the ith iteration, e the lower bound on the conductivity, and mi the updated model. Note, the natural logarithm of the model parameters is employed to enforce positivity constraints. For more details on the inversion procedure and how different components are calculated, the reader is referred to Newman and Alumbaugh (1997) . However, a major difference between this scheme and the 3D scheme of Newman and Alumbaugh (1997) is that here an lowerhpper (LU) decomposition is employed to directly compute the inverse matrix; the 3D scheme employs the conjugate gradient method to find the model update.
Combining Equations (1) and (2) with the non-linear formulation given in Meju (1994) , we arrive at the following expression for the MRM:
.
(3) According to Menke (1984) , the MRM is a spatial filter which filters the true model to yield an imaged model. Ideally R should be an identity matrix which would imply perfect resolution. However, because the problem is underdetermined, and because we are smoothing the model through regularization, we can not resolve each parameter uniquely. Rather, each parameter will be averaged with its neighbors to yield a value at a given point in the image plane. This averaging process is defined by Backus and Gilbert (1968) as the ' Point Spread Function' (PSF). The
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This report was prepared as an account of work sponsored by an agency of the United States Government. Neither the United States Government nor any agency thereof, nor any of their employes, makes any warranty, express or implied, or assumes any legal liability or responsibility for the accuracy, completeness, or usefulness of any information, apparatus, product, or process disclosed, or represents that its usc would not infringe privately owned rights. Reference herein to any specific commercial product, process, or service by trade name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its endorsement, m m - To analyze this use of the MRM we will employ the model shown in Figure la . Synthetic data were generated using the code outlined in Newman and Alumbaugh (1997) for 16 vertical magnetic dipole sources in the left well, and 16 receivers in the right. A frequency of 1 KHz was employed, and random noise with a standard deviation equal to 0.5% ofthe data amplittide were added to each datum. Twelve iterations were needed to produce the image in Figure lb The resulting image when 0.5% noise is added to the data From Figure 2 we can see that there are two distinct features present in the PSFs; 1) the horizontal spread is neater than the vertical implying poorer horizontal Fesolution and 2) the spread in the center ofthe imaging region is greater than that near the borehole. A third feature that will become evident is that the spread is greater for points near the top and bottom of the image than for those that are near the center in depth.
Plotting all of the PSFs to examine image resolution would obviously be cumbersome. However we can empirically combine information that is present in each column of the MRM into two figures by measuring the horizontal and vertical width ofthe PSF at each location. Actually, the value we will plot corresponds to the distance horizontally and vertically from the spread function maximum to that point at which the value is 1/2 that of the maximum amplitude. In Figure 3 we have plotted this 1/2 width for the image shown in Figure Ib . Notice that in general the vertical 1/2 width values are less than that of the horizontal. Also notice the values are less near both the source and receiver wells which implies better resolution near the wells and decreasing resolution toward the center. Both ofthese observations agree with that of Alumbaugh and Morrison (1995) .
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2.5D Error Analysis Using Direct Inversion
A second tool that we can employ for image appraisal is the model covariance matrix (Menke, 1984) . The main diagonal of this matrix shows how the data error or uncertainty is mapped into uncertainty in the parameter estimates, while the off diagonals detail how different parameters within the imaging region are correlated to one another. For the nonlinear problem the MCM is given by Meju (1994) to be
C, = [(DAi)'(DAi) + A,WTW]-I(DAi)T(DAi)
Note, due to the logarithmic parameterization , CM in this form is dimensionless.
To correct this we must multiply each element of CM by the appropriate model parameters, Le., The most common method of analyzing the MCM is to plot the square root of the diagonal component, or variance, which yields an estimate of the standard deviation of each parameter . This value has been plotted in Figure 4a One can also plot the columns of the MCM to determine how parameters at different locations within the imaging region are correlated to one another. However, we have found these cross correlation plots to offer less insight into the appraisal process than the other methods discussed here, and thus for the purpose of saving space we have chosen not to include any of these type of figures here.
Image Appraisal using the Conjugate Gradient Method
As the size of the inversion problem grows, it becomes computationally prohibitive to form and invert the (DA,)'(DA,)+ ;liWTW matrix due to computer memory limitations. In these cases it is often better to employ the iterative conjugate gradient (CG) method developed by Hestenes and Stiefel (1952) . This method iteratively determines the solution (x) to the linear system of equations given by Kx=s without inverting K. If exact arithmetic is assumed, the method is guaranteed to converge to the correct solution as long as K is symmetric and positive defmite. To solve our problem with this technique, we rearrange Equation 1 such that it reads [(DA,)r(DA,)+AjWrW] 1n(mjtl -e ) = (DAi)TDWi. (7) We now use the CG method to solve for 1n(mjtl -e ) . Mackie and Madden ( 1993) and Newman and Alumbaugh (1997) have shown that when this method is employed for solving the 3D magnetotelluric and controlled source EM inversion problems, respectively, the A matrix, and-more importantly, the ATA matrix never need to be explicitly formed, thus saving computer memory. However, because we don't explicitly calculate the inverse of (DA,)T(DA,)+;l,WTW, we can't explicitly form the MRM or the MCM. Therefore we need to apply a different approach to acquire the information present in these posterior calculations. For instance, although we can not calculate the full MRM, we can form individual columns of it to examine the PSF at selected points within the image region using the following technique. Rearranging  Equation 4 such that the inverse matrix is moved to the left hand side we obtain To calculate the MCM when employing the CG technique, we employ the Monte Carlo scheme proposed by Matarese (1993) for analyzing seismic travel time tomography. We first linearize about the final model produced by the iterative inversion scheme, and then construct L new source vectors 6d, by rewriting equation (2) 
(9)
Here E/ is a random number vector where the random numbers have the same variance as the estimated data noise. The last iteration of the inversion is then repeated L times using the final image as the starting point, and the covariance matrix is calculated as This technique has been employed to calculate C, for the image in Figure l b and has produced almost identical results to that shown in Figure 4a thus verifying the approach.
Calculation of the Regularization Covariance Matrix
One appraisal question still unanswered at this point is how the choice ofthe regularization parameter affects the final image. To investigate this we propose a method similar to the Monte Carlo method presented above, except the random variable becomes the trade-off parameter A. (1 1) where p is a fractional percentage of the final value of the trade offparameter (say 10%) and E/ is a random number whose variance is equal to pa?.. The procedure is then repeated L times and the regularization covariance matrix (RCM) computed in the same manner as given in Equation  10 . The results of applying this process to the test model is given in Figure 4b where we have plotted the square root of the diagonal of the RCM next to that of the MCM. A p value of 0.1 was employed in this case. Notice that in general the areas that are most subject to large standard deviations are again within the regions of high conductivity. Also notice that the actual values are about 30% less compared to those of the MCM and that the spatial variation is less smooth than that of the MCM.
Extension to 3D Analysis and Conclusions
The techniques presented above provide a method for estimating the depee of resolution that is available from an image, and to determine how data noise maps into parameter error. In addition, the conjugate gradient techniques employed in the latter half of this paper are directly applicable to 3D analysis where direct inversion becomes nearly impossible. We have appraised the image given in Figure 4 of Alumbaugh and Newman (1997) which simulates a crosswell field experiment that was conducted in 1991. Unfortunately due to the space requirements needed to display these results, and the space limitations of this paper, the results are not presented here.
One question still unanswered is how reliable these linearized approaches are when analyzing the nonlinear problem. It is conceivable that re-running the full nonlinear inversion L times with different data vectors and regularization parameters may yield very different results than those achieved by linearizing about the final model of the iterative inversion process (we will be testing this with a rapid 2D magnetotelluric inversion scheme in the near future). However, we believe that the techniques presented above do yield useful information when it comes to appraising image resolution and accuracy, and we believe that they should be employed when interpreting the results of any inversion scheme.
