Abstract. In the paper, we present the relationship between loss functions and confirmation measures. We show that population minimizers for weighted loss functions correspond to confirmation measures. This result can be used in construction of machine learning methods, particularly, ensemble methods.
Introduction
Let us define the prediction problem in a similar way as in [4] . The aim is to predict the unknown value of an attribute y (sometimes called output, response variable or decision attribute) of an object using the known joint values of other attributes (sometimes called predictors, condition attributes or independent variables) x = (x 1 , x 2 , . . . , x n ). We consider binary classification problem, in which we assume that y ∈ {−1, 1}. All objects for which y = −1 constitute decision class Cl −1 , and all objects for which y = 1 constitute decision class Cl 1 . The goal of a learning task is to find a function F (x) (in general, F (x) ∈ ) using a set of training examples {y i , x i } N 1 that predicts accurately y (in other words, classifies accurately objects to decision classes). The optimal classification procedure is given by: F * (x) = arg min
where the expected value E yx is over joint distribution of all variables (y, x) for the data to be predicted. L(y, F (x)) is a loss or cost for predicting F (x) when the actual value is y. E yx L(y, F (x)) is often called prediction risk. Nevertheless, the learning procedure can use only a set of training examples {y i , x i } N 1 . Using this set, it tries to construct F (x) to be the best possible approximation of F * (x). The typical loss function in binary classification tasks is, so called, 0-1 loss:
It is possible to use other loss functions than (2) . Each of these functions has some interesting properties. One of them is a population minimizer of prediction risk. By conditioning (1) on x (i.e., factoring the joint distribution P (y, x) = P (x)P (y|x)), we obtain:
It is easy to see that it suffices to minimize (3) pointwise:
The solution of the above is called population minimizer. In other words, this is an answer to a question: what does a minimization of expected loss estimate on a population level? Let us remind that the population minimizer for 0-1 loss function is:
From the above, it is easy to see that minimizing 0-1 loss function one estimates a region in predictor space in which class Cl 1 is observed with the higher probability than class Cl −1 . Minimization of some other loss functions can be seen as an estimation of conditional probabilities P (y = 1|x) (see Section 2) . From the other side, Bayesian confirmation measures (see, for example, [5, 9] ) have paid a special attention in knowledge discovery [7] . Confirmation measure c(H, E) says in what degree a piece of evidence E confirms (or disconfirms) a hypothesis H. It is required to satisfy:
where P (H) is the probability of hypothesis H and P (H|E) is the conditional probability of hypothesis H given evidence E. In Section 3, two confirmation measures of a particular interest are discussed.
In this paper, we present relationship between loss functions and confirmation measures. The motivation of this study is a question: what is the form of the loss function for estimating a region in predictor space in which class Cl 1 is observed with the positive confirmation, or alternatively, for estimating confirmation measure for a given x and y? In the following, we show that population minimizers for weighted loss functions correspond to confirmation measures. Weighted loss functions are often used in the case of imbalanced class distribution, i.e., when probabilities P (y = 1) and P (y = −1) are substantially different. This result is described in Section 4. The paper is concluded in the last section. 
Loss Functions
There are different loss functions used in prediction problems (for a wide discussion see [8] ). In this paper, we consider, besides 0-1 loss, the following three loss functions for binary classification:
-exponential loss:
-binomial negative log-likelihood loss:
-squared-error loss:
These loss functions are presented in Figure 2 . Exponential loss is used in AdaBoost [6] . Binomial negative log-likelihood loss is common in statistical approaches. It is also used in Gradient Boosting Machines [3] . The reformulation of the squared-error loss (9) is possible, because y ∈ {−1, 1}. Squared-error loss is not a monotone decreasing function of increasing yF (x). For values yF (x) > 1 it increases quadratically. For this reason, one has to use this loss function in classification task very carefully.
The population minimizers for these loss functions are as follows:
E y|x L sqr (y, F (x)) = P (y = 1|x) − P (y = −1|x).
From these formulas, it is easy to get values of P (y = 1|x).
Confirmation Measures
There are two confirmation measures of a particular interest:
where H is hypothesis, and E is evidence. Measures l and f satisfy two desired properties that are:
-hypothesis symmetry: c(H, E) = −c(¬H, E) (for details, see for example [5] ), -and monotonicity property M defined in terms of rough set confirmation measures (for details, see [7] ).
Let us remark that in the binary classification problem, one tries for a given x to predict value y ∈ {−1, 1}. In this case, evidence is x, and hypotheses are then y = −1 and y = 1. Confirmation measures (10) and (11) take the following form:
f (y = 1|x) = P (x|y = 1) − P (x|y = −1) P (x|y = 1) + P (x|y = −1) .
Population Minimizers for Weighted Loss Functions
In this section, we present our main results that show relationship between loss functions and confirmation measures. We prove that population minimizers for weighted loss functions correspond to confirmation measures. Weighted loss functions are often used in the case of imbalanced class distribution, i.e., when probabilities P (y = 1) and P (y = −1) are substantially different. Weighted loss function can be defined as follows:
where L(y, F (x)) is one of the loss functions presented above. Assuming that P (y) is known, one can take w = 1/P (y), and then:
In the proofs presented below, we use the following well-known facts: Bayes theorem: P (y = 1|x) = P (y = 1 ∩ x)/P (x) = P (x|y = 1)P (y = 1)/P (x); and P (y = 1) = 1 − P (y = −1) and P (y = 1|x) = 1 − P (y = −1|x).
Let us consider the following weighted 0-1 loss function:
where c is any confirmation measure.
Proof. We have that
Prediction risk is then:
This is minimized, if either P (y = 1|x)/P (y = 1) ≥ P (y = −1|x)/P (y = −1) for any F (x) > 0, or P (y = 1|x)/P (y = 1) < P (y = −1|x)/P (y = −1) for any F (x) < 0 (in other words, only the sign of F (x) is important). From P (y = 1|x)/P (y = 1) ≥ P (y = −1|x)/P (y = −1), we have that:
which finally gives P (y = 1|x) ≥ P (y = 1) or c(y = 1, x) ≥ 0. Analogously, from P (y = 1|x)/P (y = 1) < P (y = −1|x)/P (y = −1), we obtain that P (y = −1|x) > P (y = −1) or c(y = −1, x) > 0. From the above we get the thesis.
From the above theorem, it is easy to see that minimization of L w 0−1 (y, F (x)) results in estimation of a region in predictor space in which class Cl 1 is observed with a positive confirmation. In the following theorems, we show that minimization of a weighted version of an exponential, a binomial negative loglikelihood, and a squared-loss error loss function gives an estimate of a particular confirmation measure, l or f .
Let us consider the following weighted exponential loss function:
Let us compute a derivative of the above expression:
Setting the derivative to zero, we get:
exp(2F (x)) = P (y = 1|x)P (y = −1) P (y = 1|x)P (y = 1) ,
Let us consider the following weighted binomial negative log-likelihood loss function:
Theorem 3. Population minimizer of E y|x L w log (y, F (x)) is:
.
exp(2F (x)) = P (y = 1|x)P (y = −1) P (y = −1|x)P (y = 1)
Let us consider the following weighted squared-error loss function:
∂E y|x L w log (y, F (x)) ∂F (x) = −2 P (y = 1|x) P (y = 1) (1 − F (x)) + 2 P (y = −1|x) P (y = −1) (1 + F (x)).
F (x) = P (y = 1|x)/P (y = 1) − P (y = −1|x)/P (y = −1) P (y = 1|x)/P (y = 1) + P (y = −1|x)/P (y = −1) , F (x) = P (x|y = 1) − P (x|y = −1) P (x|y = 1) + P (x|y = −1) = f (y = 1, x).
Conclusions
We have proven that population minimizers for weighted loss functions correspond directly to confirmation measures. This result can be applied in construction of machine learning methods, for example, ensemble classifiers producing a linear combination of base classifiers. In particular, considering ensemble of decision rules [1, 2] , a sum of outputs of rules that cover x can be interpreted as an estimate of a confirmation measure for x and a predicted class.
Our future research will concern investigation of general conditions that loss function has to satisfy to be used in estimation of confirmation measures.
