The Ant Colony Optimization 
Introduction
This article focuses on a presentation of possibilities and the usability of the application of the Ant Colony Optimization metaheuristic for solving the Shortest Path problem. The following subsections present basic background and introduce basic notions and parameters. Further sections discuss individual questions related to the algorithm proposed by the authors. The article is concluded with a summary of basic facts and conclusions.
Ant Colony Optimization algorithms
The ant colony algorithms were initially proposed by Marco Dorigo, who in his doctoral dissertation of 1992 [1] presented his first algorithm based on the behaviour of M. Głąbowski, B. Musznicki, P. Nowak, P. Zwierzykowski ants, called the Ant System (AS), in the application for the classical Travelling Salesman problem. Arguably, the most commonly used and the most successful research line related to the ant colony algorithms concerns their applications to combinatorial optimization problems and is called Ant Colony Optimization (ACO) [2] . The inspiration for this algorithm was provided by the observation of a colony of the Argentine ant Linepithema humile that are capable of finding, subject to certain conditions being satisfied, the shortest path from among a number of alternative routes between the nest and a source of food. Ants are able to find food thanks to the phenomenon of stigmergy, i.e. the exchange of information indirectly via the environment by depositing pheromones, while the information exchanged has a local scope; only an ant located where the pheromones were left has a notion of them. During their walk ants leave the so-called pheromone trail on the ground that, though volatile and evaporating over time and thus reducing its attractive strength, makes other ants, including the ant that actually left the trail, follow the trail to find the best way to the target place -food, or the way back to the nest. The more "marked" the way is (i.e., has a higher concentration of pheromones), the more likely it is to be chosen by an ant running its errands. At the same time, the trail is increasingly enhanced when a greater number of ants chooses a given path, while in the case of finding an even better way, the deposited pheromones begin to evaporate. If, however, an ant does not find any trail on its way, its choice of further path is purely random -unless one of the paths of choice includes obstacles. This mechanism can be described as a positive feedback while on shorter routes and a negative feedback on longer paths. The volatile nature of pheromones encourages exploration of new paths following a decrease in the intensity of pheromone trails and, in this way, biases the choice process of a given route. This skill of a colony to find out and mark the best routes can be viewed as a process of collective learning of ants.
Recently, ant algorithms have been gaining popularity in such areas as combinatorial problems solving where they can be applied in finding appropriate paths in a graph.
They constitute one of the numerical methods that have been inspired by biology and have found application in robotics and telecommunications, among others.
Problem of the shortest path
For the directed graph G = (V, E) where V is the set of vertices and E is the set of edges we assign the cost a ij to each of its edges (i, j) ∈ E (alternatively, this cost can be also called the length). For the resulting path (n 1 , n 2 , . . . , n k ), its length can be expressed by Formula (1).
A path is called the shortest path if it has the shortest length from among all paths that begin and terminate in given vertices. The shortest path problem involves finding paths with shortest lengths between selected pairs of vertices. The initial vertex will be designated as s, while the end vertex as t.
A number of basic variants of the shortest path problem can be distinguished:
• Finding the shortest path between a pair of vertices.
• Finding the shortest paths with one initial vertex.
• Finding the shortest paths with one end vertex.
• Finding the shortest paths between all pairs of vertices.
This problem finds its application in a number of areas such as routing in telecommunications networks, dynamic programming or project management. 
ShortestPathACO Algorithm
As a result of our study we present in this paper ShortestPathACO -a proposition of an algorithm to solve the shortest path problem that is based on the metaheuristic of ant colony. It is worthwhile to remark that in the case of a problem that is so frequently studied and considered, such as the shortest path problem, it is difficult to develop an algorithm that would outperform the already existing solutions. An additional impediment is the fact that the metaheuristic of ant colony has been developed for solving N P-hard problems, whereby the results obtained following its application provide approximations of optimum results. With the above difficulties in mind, the article aims at presenting an algorithm that would offer, at least to a certain degree, a possibility of obtaining characteristics (properties) comparable or better to those obtained with the algorithms used hitherto that are capable of calculating results in an accurate way.
The ShortestPathACO algorithm includes a number of subproblems that will be discussed separately for convenience in the next sections. Each subproblem is approached from several different perspectives to allow researchers to choose and adjust a method for a solution of a specific subproblem. This kind of an approach has the advantage of creating a procedure that would be best suited for a solution of the whole problem in its entity.
The procedures presented in the following sections relate to type of the widely adopted representation of ACO algorithms [2] . 
Finding paths for each ant one by one
In this method a choice of a subsequent vertex is made iteratively for each ant one after another. In each iteration the pheromone trail is evaporated. After reaching the target vertex on a path that led the ant to this vertex, the pheromone trail is reinforced by ∆τ . A further modification of this method is also possible. The modification involves finding, consecutively by each ant, the whole path in each iteration, and then updating the pheromone trail on these paths.
Finding paths according to the time list
Here, a time list is used for the purpose of recording times (durations) in which an ant reaches a given vertex. This list, in addition to putting order to ants grouping, has also additional remarkable property -an ant that reaches the target vertex earlier will be able to lay down pheromones on the same path on which it arrived quicker. In this way it is possible to increase the pheromone trail on the edges of this path earlier than on the edges of longer paths, which makes remaining ants more inclined in the following it- This method introduces, however, certain redundancy resulting from the use of the structure that sorts out ants according to times (durations) of reaching the next vertex.
Observations related to the method
Depending on the character of a scenario to be solved and its anticipated characteristics, it is necessary to choose an appropriate method for finding paths and the parameters • In search for paths step by step we favour paths that consist of a lower number of edges because such paths will be found after a lower number of iterations, and what follows will enhance the pheromone trail on them quicker. In such a case it is required to apply an additional rule that concerns pheromone trails left on the paths that have been found, e.g. making this trail dependent on the ratio between the length of a path and the length of the shortest path found so far, or leaving pheromones only on selected paths.
• The use of the time list induces that laying pheromones requires as many iterations as the number of edges on the path. In the case of the fist method, updating of pheromones takes place in the same iteration as the reaching of the target vertex.
While comparing these two methods it may seem that in the case of the time list iterations are unnecessarily dedicated to ants that get marched over the path in opposite direction.
• The redundancy resulting from the usage of the time list can be compensated by a stronger reinforcement of short paths and better adjustment, with regard to certain respects, of the state of pheromones to the currently held information on the paths.
Choice of the next vertex
During the choice process of the next vertex the formula presented in [3] can be used. The formula defines the transition probability of ant k that is in vertex i in its transition to vertex j. Its general form is presented in (2) .
Parameters influencing the choice
The choice of the next vertex is considerably influenced by the parameters α and β that regulate the reinforcement of pheromones and additional data at the calculation of the coefficient of a given edge q ij . Additional data is understood to be all the information that is either available a priori or is gathered in the course of the performance of the algorithm regardless on the pheromone trail. These can be weights of edges or a marking whether a given edge has been already visited. The edge coefficient can be calculated using many methods. Some exemplary methods are presented in Equation (3).
The choice of a method for the calculation of the edge coefficient is absolutely vital for the operation of the whole algorithm. Depending on the applied formula, we can reach a quicker convergence of the algorithm (not necessarily for the most optimal solution), an increase in the 
Optimization of the process of choice
One of the equations (3) is not enough to successfully select the next vertex for the ant. In order to increase the chances of finding better paths for ants, a pseudo-random generator can be used that will introduce randomness to the process of edge selection. The pseudo-random generator is also necessary in case uniform (equal) probabilities for a higher number of edges appear. When this is the case, an edge to be followed by the ant should be selected randomly, which will make it possible to avoid a situation where the algorithm, when activated, chooses the same edges again and again. Randomness of operations of ants is very frequently a factor that favourably influences the This method uses the edge coefficient q ij only, because calculations of the probability p ij in each of the paths is not necessary in the process of the selection of the best edge and requires additional computation.
Calculation of the edge coefficient
The method for calculation of the coefficient q ij is depicted by the function 5.2. The coefficient is calculated in one of three ways depending on whether τ ij of the edge under consideration is equal to 0 and whether ant k has already found 3 paths. If τ ij of a given path has not been yet increased, we use one of the formulas from Equation (4). short paths is decidedly shorter than with long paths, and a quicker updating of the pheromone trail means a higher probability of selection of given edges by other ants.
As it happens, however, all the above strategies may bring no satisfactory results. When this is the case, it is worthwhile then to consider reinforcing only a given sub- 
where:
Equations (5) illustrate possible ways of the calculation of the number of pheromones that are to be deposited on a found path. C is the maximum cost a ij of the edge (i, j) ∈ E, P denotes the path found by the ant, a P its weight, and a P best is the weight of the best path found so far.
The choice of ∆τ is also very important and makes it possible to control the operation of ants because it directly influences decisions made by them. The better selected ∆τ , the quicker the algorithm reaches convergence and the higher probability of avoiding invalid results.
Additional reinforcement of currently optimal paths
If the algorithm returns non-optimal results it is worthwhile to attempt to improve its performance by reinforc- 
Evaporation of pheromones
The mechanism for evaporation of pheromones itself is easy and intuitive -the value of pheromones on each of the edges is multiplied by an appropriate parameter. This is presented with the help of the function 6.2. In addition, pheromone values on edges cannot be lower than the level determined by the parameter τ min . If it happens, it is set on the value of this parameter. Such an approach is drawn from MAX -MIN Ant System (MMAS) [4, 5] . A more difficult problem, however, is the selection of frequency, the moment of evaporation of pheromones and the value of the parameter ρ.
It is adopted that the most appropriate moment for evaporation of pheromones is most frequently at the end Evaporation after each step of an ant can be applied with both methods for finding paths presented in Section 4, it may, however, turn out to be too frequent with these modes of operation. The second and the forth case prove better with finding paths for each ants one by one because it is easier then to determine this particular moment without additional calculations. On the other hand, the fifth instance can be followed by evaporation that is too low, which is in turn levelled off in the sixth instance.
The value of the parameter ρ makes it possible to control the speed at which pheromones evaporate. The higher its value, the quicker pheromones are evaporated, while for ρ = 0 evaporation does not take place at all. In the case of some of the problems, a choice of this parameter is absolutely vital for the operation of this algorithm. Its too high value can result in a convergence to non-optimal solutions, whereas its too low value to a complete lack of convergence of the algorithm.
Termination of the algorithm
While taking into consideration the fact that the discussed algorithm is an optimization algorithm and does not guarantee finding a solution that would be optimal, its termination can be made dependent on various and diverse fac- In this way, the end task condition will be adjusted to the solution under consideration.
In the case of improperly selected parameters of the algorithm or when the algorithm is not suitable for a given problem, it is worthwhile to introduce additional task end conditions. Most frequently, it is enough to introduce a limit/boundary to the iteration that the algorithm is to perform or to introduce a time limit for its performance. Both methods provide an efficient mechanism to avoid unnecessary infinite repetition of the procedure that, in consequence, may translate into lowering of the quality of obtained solutions.
In practice, the best way is to attempt to apply skilfully all of the methods discussed above to guarantee an accept- 
