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Abstract. We consider determinants of Wronskian type whose entries are multiple ortho-
gonal polynomials associated with a path connecting two multi-indices. By assuming that
the weight functions form an algebraic Chebyshev (AT) system, we show that the poly-
nomials represented by the Wronskians keep a constant sign in some cases, while in some
other cases oscillatory behavior appears, which generalizes classical results for orthogonal
polynomials due to Karlin and Szego˝. There are two applications of our results. The first
application arises from the observation that the m-th moment of the average characteristic
polynomials for multiple orthogonal polynomial ensembles can be expressed as a Wronskian
of the type II multiple orthogonal polynomials. Hence, it is straightforward to obtain the
distinct behavior of the moments for odd and even m in a special multiple orthogonal ensem-
ble – the AT ensemble. As the second application, we derive some Tura´n type inequalities
for multiple Hermite and multiple Laguerre polynomials (of two kinds). Finally, we study
numerically the geometric configuration of zeros for the Wronskians of these multiple or-
thogonal polynomials. We observe that the zeros have regular configurations in the complex
plane, which might be of independent interest.
Key words: Wronskians; algebraic Chebyshev systems; multiple orthogonal polynomials;
moments of the average characteristic polynomials; multiple orthogonal polynomial ensem-
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1 Introduction and statement of the main results
1.1 Determinants whose entries are orthogonal polynomials
In a classical paper [39], Karlin and Szego˝ developed an interesting and general theory regarding
the determinants whose entries are orthogonal polynomials [18, 31, 54]. They showed that the
polynomials represented by certain determinants whose elements are orthogonal polynomials
keep a constant sign in some cases, while in some other cases the polynomials are oscillatory.
More precisely, let
Qn(x) = kn(−x)n + · · · , kn > 0, n ∈ N = {0, 1, 2, 3, . . .},
be a sequence of orthogonal polynomials with respect to an arbitrary measure whose distribution
function has an infinite number of increasing points. The Wronskian of these polynomials is
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then defined by
W (n, l;x) := W (Qn(x), Qn+1(x), . . . , Qn+l−1(x))
= det

Qn(x) Qn+1(x) · · · Qn+l−1(x)
Q′n(x) Q′n+1(x) · · · Q′n+l−1(x)
...
...
...
...
Q
(l−1)
n (x) Q
(l−1)
n+1 (x) · · · Q(l−1)n+l−1(x)
 .
By [39, Theorems 1 and 2], it is known that, for l even,
(−1)l/2W (n, l;x) > 0, x ∈ R,
i.e., the Wronskian keeps a constant sign for all real x; if l is odd, then W (n, l;x) has exactly n
simple real zeros and the zeros of W (n, l;x) and W (n+ 1, l;x) strictly interlace.
Another important class of determinants considered in [39] is the Hankel determinant
T (n, l;x) := T (Qn(x), Qn+1(x), . . . , Qn+l−1(x))
= det

Qn(x) Qn+1(x) · · · Qn+l−1(x)
Qn+1(x) Qn+2(x) · · · Qn+l(x)
...
...
...
...
Qn+l−1(x) Qn+l(x) · · · Qn+2l−2(x)
 ,
which is called the Tura´nian. Karlin and Szego˝ showed that, if l is even, T (n, l;x) has the sign
(−1)l/2 on the interval I for the following three classical systems of orthogonal polynomials [54]:
• Qn(x) = P (λ)n (x)/P (λ)n (1), λ > −1/2 and I = (−1, 1), where P (λ)n (x) are the ultraspherical
polynomials,
• Qn(x) = L(α)n (x)/L(α)n (0), α > −1 and I = (0,+∞), where L(α)n (x) are the Laguerre
polynomials,
• Qn(x) = Hn(x) and I = (−∞,+∞), where Hn(x) are the Hermite polynomials.
The strategy of proofs is to represent the Hankel determinants in terms of the Wronskian of
orthogonal polynomials of another type. Note that, if l = 2, one has
T (n, 2;x) = Q2n+1(x)−Qn(x)Qn+2(x) > 0.
This inequality is called the Tura´n inequality, which was first proved for the Legendre poly-
nomials Pn(x) = P
(1/2)
n (x) [53, 55] and inspired the work of Karlin and Szego˝. The analogous
results for determinants involving orthogonal polynomials associated with discrete weights are
also presented in [39].
Nowadays, determinants whose entries are orthogonal polynomials still attract much atten-
tion. For instance, the Wronskians of orthogonal polynomials also appear in random matrix
theory; cf. [15, 47] and Section 3 below. The relationship between the Wronskian of orthogonal
polynomials and the Hankel determinant of polynomials is clarified by Leclerc in [45], and fur-
ther generalized by Dura´n [22]. In addition, it comes out that Tura´n inequality holds not only
for a large class of orthogonal polynomials including the most classical orthogonal polynomials
(cf. [10, 17, 23, 24, 29, 30, 41, 51, 52]), but also for many special functions and their q-analogues
with important applications; we refer to [1, 6, 7, 8, 9, 20, 37, 44, 46, 49, 50] and the referen-
ces therein for the development of that aspect. Other studies of the Wronkians of orthogonal
polynomials can be found in [36, 38, 59].
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In this paper, we are concerned with the Wronskians of multiple orthogonal polynomials.
Since multiple orthogonal polynomials are generalizations of orthogonal polynomials, our results
extend the aforementioned results for orthogonal polynomials. In what follows, we first give
a brief introduction to multiple orthogonal polynomials and fix the notations used throughout
this paper, and next state the main results and outline the rest of the paper.
1.2 Multiple orthogonal polynomials and algebraic Chebyshev (AT) systems
Multiple orthogonal polynomials are polynomials of one variable which are defined by orthog-
onality relations with respect to r different weights w1, w2, . . . , wr, where r ≥ 1 is a positive
integer. They originated from Hermite–Pade´ approximation in the context of irrationality and
transcendence proofs in number theory, and they were further developed in approximation theo-
ry; cf. [2, 4, 16, 32, 48] and surveys [3, 56, 57].
Let ~n = (n1, n2, . . . , nr) ∈ Nr be a multi-index of size |~n| = n1 + n2 + · · · + nr and suppose
w1, w2, . . . , wr are r weights with supports on the real axis. There are two types of multiple
orthogonal polynomials. The type I multiple orthogonal polynomials are given by the vector
(A~n,1, . . . , A~n,r), where A~n,j is a polynomial of degree ≤ nj − 1, such that the linear form
Q~n(x) =
r∑
j=1
A~n,j(x)wj(x) (1.1)
satisfies∫
Q~n(x)x
k dx = 0, k = 0, 1, . . . , |~n| − 2. (1.2)
By setting the normalization condition∫
Q~n(x)x
|~n|−1 dx = 1, (1.3)
the equations (1.2), (1.3) form a linear system of |~n| equations for the unknown coefficients of
A~n,1, . . . , A~n,r. The multi-index ~n is called normal if this linear system has a unique solution,
i.e., the polynomials of vector (A~n,1, . . . , A~n,r) exist uniquely. The type II multiple orthogonal
polynomial is the monic polynomial P~n(x) = x
|~n| + · · · of degree |~n| satisfying the conditions∫
P~n(x)x
kw1(x) dx = 0, k = 0, 1, . . . , n1 − 1,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · (1.4)∫
P~n(x)x
k wr(x) dx = 0, k = 0, 1, . . . , nr − 1.
The polynomials P~n exist and are unique whenever ~n is a normal index.
Under certain additional conditions on r weights, we can ensure the uniqueness and existence
of multiple orthogonal polynomials. One of such conditions is that the weight functions form
a so-called algebraic Chebyshev (AT) system; cf. [35, Section 23.1.2].
A Chebyshev system {ϕ1, . . . , ϕn} on [a, b] is a system of n linearly independent functions
such that every linear combination
n∑
k=1
akϕk has at most n− 1 zeros on [a, b]. Equivalently, this
means that
det

ϕ1(x1) ϕ1(x2) · · · ϕ1(xn)
ϕ2(x1) ϕ2(x2) · · · ϕ2(xn)
...
... · · · ...
ϕn(x1) ϕn(x2) · · · ϕn(xn)
 6= 0,
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for every choice of n different points x1, . . . , xn ∈ [a, b]. To see this, suppose x1, . . . , xn are such
that the determinant is zero, then there is a linear combination of the rows
n∑
k=1
bkϕk that gives
a zero row. We then obtain a linear combination of functions ϕk admitting n zeros at x1, . . . , xn,
which is a contradiction.
A system of r weights (w1, . . . , wr) is an AT system for the multi-index ~n if each wj is defined
on a fixed interval [a, b] ⊆ R such that{
w1, xw1, . . . , x
n1−1w1, w2, xw2, . . . , xn2−1w2, . . . , wr, xwr, . . . , xnr−1wr
}
is a Chebyshev system on [a, b]. If ~n is a multi-index such that the weights (w1, . . . , wr) form an
AT system for every index ~m satisfying ~m ≤ ~n (in the componentwise sense, that is, mj ≤ nj ,
j = 1, . . . , r), by [35, Theorem 23.2]. We have that ~n is a normal index, which implies the
existence and uniqueness of the polynomials P~n. In particular, the weights for many classical
multiple orthogonal polynomials (including multiple Hermite polynomials, multiple Laguerre
polynomials, Jacobi–Pin˜eiro polynomials) belong to the AT systems.
For more information about multiple orthogonal polynomials, we refer to Aptekarev et al. [3,
5], Coussement and Van Assche [58], Nikishin and Sorokin [48, Chapter 4, § 3], Ismail [35,
Chapter 23] and Filipuk, Van Assche and Zhang [26].
1.3 Statement of the main results
To state our main results, we need to define the Wronskian of multiple orthogonal polynomials.
Let us consider a sequence of multi-indices (~n0, ~n1, . . . , ~nl−1), l ∈ Z+ = {1, 2, 3, . . .}, such that
• ~n0 = ~n for a given initial multi-index ~n,
• |~nj | = |~n|+ j for j = 1, . . . , l − 1,
• ~n0 ≤ ~n1 ≤ · · · ≤ ~nl−2 ≤ ~nl−1 (componentwise).
Therefore, (~n0, ~n1, . . . , ~nl−1) defines a path connecting ~n to ~nl−1, where in each step the multi-
index ~nk is increased by one in exactly one direction.
For every such kind of a fixed path, we define the associated Wronskian of multiple orthogonal
polynomials by
W (~n, l;x) := W
(
P~n0(x), P~n1(x), . . . , P~nl−1(x)
)
= det

P~n0(x) P~n1(x) · · · P~nl−1(x)
P ′~n0(x) P
′
~n1
(x) · · · P ′~nl−1(x)
...
...
...
...
P
(l−1)
~n0
(x) P
(l−1)
~n1
(x) · · · P (l−1)~nl−1 (x)
 , (1.5)
where P~n is the type II multiple orthogonal polynomial given in (1.4). Clearly, W (~n, l;x) is
a polynomial in x depending on the parameters ~n, l and the path starting from ~n. We shall also
use the notation W (~a,~b, . . . , ~e;x) to emphasize the dependence on a specific path consisting of
the multi-indices (~a,~b, . . . , ~e) if necessary.
Our main results are stated as follows.
Theorem 1.1. Suppose that the weights (w1, w2, . . . , wr) form an AT system on [a, b] for all
the multi-indices ~n ∈ Nr, then we have
W (~n, l;x) > 0, x ∈ R, (1.6)
if l is even, where W (~n, l;x) is defined in (1.5).
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Note that our assumption on the weights ensures the existence of multiple orthogonal polyno-
mials (see the discussion at the end of the previous section), thus the Wronskian is well-defined.
If l is odd, then we have the following result.
Theorem 1.2. Let w1, w2, . . . , wr be r weights as in Theorem 1.1 and let l be odd. For each
fixed multi-index ~n the polynomials W (~n, l;x) have exactly |~n| simple zeros on the real axis.
Furthermore, given two paths consisting of l multi-indices such that the last l − 1 multi-indices
of one path starting from ~n coincide with the first l−1 multi-indices of the other path ending at ~m
(which also means |~m| = |~n| + l and ~n ≤ ~m), then the real zeros of two associated Wronskians
strictly interlace.
In case l = 1, this theorem states that the type II multiple orthogonal polynomial P~n whose
weights form an AT system has |~n| zeros and the zeros of P~n and P~n+~ek (k = 1, . . . , r) inter-
lace, where ~ek = (0, . . . , 0, 1, 0, . . . , 0) denotes the k-th standard unit vector with 1 on the k-th
entry. These facts are already known; cf. [35, Theorem 23.2] and [33]. Moreover, if r = 1,
the type II multiple orthogonal polynomials reduce to the usual orthogonal polynomials, hence,
Theorems 1.1 and 1.2 generalize classical results of Karlin and Szego˝ mentioned at the beginning.
Finally, one can also consider the Wronskians involving type I multiple orthogonal polyno-
mials by replacing P~n in (1.5) by Q~n defined in (1.1). In this case, the Wronskians are not
polynomials in general.
Theorem 1.3. Let w1, w2, . . . , wr be r sufficiently many times differentiable weights as in Theo-
rem 1.1 and assume that l is even. For each path starting from the multi-index ~n, we have that
the function W (Q~n(x), Q~n1(x), . . . , Q~nl−1(x)) given in (1.5) keeps a constant sign on (a, b), if
the Wronskian is well defined.
1.4 Outline of the paper
The rest of this paper is organized as follows. In Section 2, we prove Theorems 1.1–1.3. We
next give two applications of our main results. In Section 3, we show that the m-th moment
of the average characteristic polynomials for multiple orthogonal polynomial ensembles can be
expressed as a Wronskian of the type II multiple orthogonal polynomials. It is then straightfor-
ward to obtain the distinct behavior of the moments for odd and even m in a special multiple
orthogonal ensemble – the AT ensemble. In Section 4 we derive the inequalities of Tura´n type
for some classical multiple orthogonal polynomials, namely, for multiple Hermite polynomials
and multiple Laguerre polynomials. We conclude this paper with numerical study of the zero
configurations of the Wronskians for multiple Hermite polynomials and multiple Laguerre poly-
nomials in Section 5. It comes out that the zeros have fascinating and regular configurations in
the complex plane, which might be of independent interest.
2 Proofs of Theorems 1.1–1.3
We shall prove our main theorems by extending the arguments in [39]. Roughly speaking, the
proofs of Theorems 1.1 and 1.3 use the properties of an AT system, while for the proof of
Theorem 1.2 one needs Theorem 1.1 and Sylvester’s theorem concerning the relation between
the determinants of a square matrix and its minors.
2.1 Proof of Theorem 1.1
We first show that the Wronskian (1.6) keeps a constant sign on the real axis for l even. If this
is not true, we may find a real number x0 such that W (~n, l;x0) = 0. This in turn implies the
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existence of the constants λ0, λ1, . . . , λl−1 depending on the path such that the function
f(x) :=
l−1∑
i=0
λiP~ni(x) (2.1)
satisfies
f (k)(x0) = 0, k = 0, 1, . . . , l − 1.
Thus, x0 is a zero of f(x) of multiplicity at least l.
We further claim that f has at least |~n| zeros on (a, b) where f changes sign. Such zeros are
also called nodal zeros. To see this, we first observe from (1.4) and (2.1) that the equality∫
f(x)
r∑
i=1
qi(x)wi(x) dx = 0 (2.2)
holds for any polynomials qi(x) of degree less than or equal to ni − 1, where we also make use
of the fact that ~n ≤ ~n1 ≤ · · · ≤ ~nl−2 ≤ ~nl−1. In order to obtain a contradiction, suppose that f
has at most k ≤ |~n| − 1 nodal zeros on (a, b), say, x1, x2, . . . , xk, then
f(x) =
k∏
i=1
(x− xi)Q(x), (2.3)
where Q does not change the sign on the the interval (a, b). Since k ≤ |~n|−1, it is always possible
to construct a multi-index ~m = (m1,m2, . . . ,mr) ∈ Nr such that ~m ≤ ~n, and |~m| = k + 1 ≤ |~n|
for any given initial multi-index ~n. Then there exist polynomials q˜i, 1 ≤ i ≤ r, with degrees less
than or equal to mi − 1 satisfying
r∑
i=1
q˜i(x)wi(x) =
{
0, if x = x1, x2, . . . , xk,
1, if x = xk+1,
where x1, x2, . . . , xk are the nodal zeros as in (2.3) and xk+1 is an arbitrary point on (a, b)
but different from those k nodal zeros. Indeed, this is equivalent to solving a linear system of
|~m| = k+ 1 equations for the unknown coefficients of q˜i. This system is uniquely solvable if the
matrix
w1(x1) · · · xm1−11 w1(x1)
w1(x2) · · · xm1−12 w1(x2)
...
...
...
w1(xk+1) · · · xm1−1k+1 w1(xk+1)
· · · · · ·
wr(x1) · · · xmr−11 wr(x1)
wr(x2) · · · xmr−12 wr(x2)
...
...
...
wr(xk+1) · · · xmr−1k+1 wr(xk+1)

is not singular, which is immediate on account of the fact that our weights (w1, w2, . . . , wr)
form an AT system on [a, b] for all the multi-indices. The Chebyshev property further indicates
that the function
k∏
i=1
(x − xi)(
r∑
i=1
q˜i(x)wi(x)) does not change the sign on (a, b) (cf. [40]). This,
together with (2.3), implies that∫
f(x)
r∑
i=1
q˜i(x)wi(x) dx 6= 0,
which is a contradiction with (2.2). Thus, we have proved f has at least |~n| nodal zeros on (a, b).
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Note that our definition of f in (2.1) shows that f is a polynomial of degree less than or
equal to |~n|+ l− 1. If x0 is different from all these nodal zeros, then f will have at least |~n|+ l
zeros, which is a contradiction. On the other hand, if x0 coincides with one of the nodal zeros,
multiplicity of x0 must be at least l + 1 (since the zero of even multiplicity l cannot be nodal),
hence, the number of total zeros is at least |~n| − 1 + l + 1 = |~n| + l, again a contradiction. In
summary, we have proved that W (~n, l;x) keeps a constant sign on the real axis if l is even.
Finally, the inequality (1.6) follows from the observation that the leading term of the
W (~n, l;x) is xl|~n|, up to a positive constant. This can be seen by first multiplying the rows
of (1.5) by 1, x, . . . , xl−1 and the columns by x−|~n|, x−|~n|−1, . . . , x−|~n|−l+1, respectively, and then
letting x→∞.
2.2 Proof of Theorem 1.2
The proof of this theorem is similar to that for the case of orthogonal polynomials in [39]. We
start with a special form of Sylvester’s identity which states that for any square matrix A of
size n and n ≥ m1 ≥ m2 ≥ 1 and n ≥ n1 > n2 ≥ 1, the following identity (cf. [28]) holds:
detA · detA[m1,m2;n1, n2] = det
(
detA[m1;n1] detA[m1;n2]
detA[m2;n1] detA[m2;n2]
)
, (2.4)
where A[m1,m2;n1, n2] denotes the submatrix obtained from A by deleting rows m1, m2 and
columns n1, n2, and a similar definition holds for A[mi;nj ], i, j = 1, 2.
Given any path, say, (~n0, ~n1, . . . , ~nl−1), we can find another path (~n1, ~n2, . . . , ~nl) whose first
l− 1 multi-indices coincide with the last l− 1 multi-indices of the original path. Applying (2.4)
to detA = W (~n0, ~n1, . . . , ~nl−1, ~nl;x) with m1 = l + 1, m2 = l and n1 = l + 1, n2 = 1, we have
W (~n0, . . . , ~nl;x) ·W (~n1, . . . , ~nl−1;x) = det
(
W (~n0, . . . , ~nl−1;x) W (~n1, . . . , ~nl;x)
W ′(~n0, . . . , ~nl−1;x) W ′(~n1, . . . , ~nl;x)
)
,
where the derivative ′ is with respect to x. Recall that l is odd, hence, Theorem 1.1 gives us
W (~n0, . . . , ~nl−1;x)W ′(~n1, . . . , ~nl;x)−W ′(~n0, . . . , ~nl−1;x)W (~n1, . . . , ~nl;x) > 0,
for all x ∈ R. This inequality shows that all zeros of W (~n0, . . . , ~nl−1;x) must be simple. More-
over, we have
W (~n0, . . . , ~nl−1;x)W ′(~n1, . . . , ~nl;x) > 0, if W (~n1, . . . , ~nl;x) = 0, (2.5)
and
W ′(~n0, . . . , ~nl−1; y)W (~n1, . . . , ~nl; y) < 0, if W (~n0, . . . , ~nl−1; y) = 0. (2.6)
If x0 and x˜0 are two consecutive zeros of W (~n1, . . . , ~nl;x), then
W ′(~n1, . . . , ~nl;x0)W ′(~n1, . . . , ~nl; x˜0) < 0.
This, together with (2.5), implies that
W (~n0, . . . , ~nl−1;x0)W (~n0, . . . , ~nl−1; x˜0) < 0.
Hence, there must be a zero of W (~n0, . . . , ~nl−1;x) between (x0, x˜0). By (2.6) and the same
argument, we conclude that there exists at least one zero of W (~n1, . . . , ~nl;x) between any two
consecutive zeros of W (~n0, . . . , ~nl−1;x). This completes the proof of the simplicity and the
interlacing property of real zeros stated in Theorem 1.2.
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Finally, it remains to calculate the number of real zeros of the Wronskian. This can be
achieved by induction argument on |~n|. If |~n| = 0 (i.e., ~n = ~0), then W (~0, l;x) > 0, since the
Wronskian matrix reduces to the upper diagonal matrix with positive diagonal entries. Hence,
there is no real zero in this case. If |~n| = 1, we have W (~n, l;x) ∼ x|~n|l = xl as x → ±∞
and l is odd, thus, W (~n, l;x) has at least one real zero. If it has more than one real zero, by
interlacing property this will lead to the existence of a real zero for certain Wronskian associated
with a path starting from ~0, hence, a contradiction. Suppose now that W (~n, l;x) has exactly
k > 0 simple real zeros if |~n| = k. When |~n| = k + 1, for any path starting from ~n, we can
find another path starting from ~m such that |~m| = k and the zeros of W (~n, l;x) and W (~m, l;x)
interlace. Then, W (~n, l;x) will have at least k − 1 simple zeros. If xk is the largest zero of
W (~m, l;x), then W ′(~m, l;xk) > 0 since W (~m, l;x) is positive for x large. From (2.6), we have
that W (~n, l;xk) < 0, hence there will be at least one zero of W (~n, l;x) on the right hand side
of xk. There would be only one such zero, again by interlacing property. Similar argument
implies that there will be exactly one zero on the left of the smallest real zero of W (~m, l;x).
Thus, W (~n, l;x) will have exactly k + 1 = |~n| real simple zeros.
2.3 Proof of Theorem 1.3
The proof is similar to that of Theorem 1.1. Suppose that there exists a point x0 ∈ (a, b) such
that W (Q~n(x0), Q~n1(x0), . . . , Q~nl−1(x0)) = 0. Then we can find constants λi, i = 0, 1, . . . , l− 1,
such that the function
f(x) :=
r−1∑
i=0
λiQ~ni(x), ~n0 = ~n,
has a zero at x0 of multiplicity at least l. Since∫
f(x)p(x) dx = 0
for any polynomial p of degree less than or equal to |~n| − 2, we have that f has at least |~n| − 1
nodal zeros. Thus, as in the proof of Theorem 1.1, we conclude that f will have at least |~n|+l−1
zeros. This is a contradiction to the fact that f is a linear combination of the Chebyshev system
for the multi-index ~nl−1, which has at most |~nl−1| − 1 = |~n|+ l − 2 zeros on [a, b].
3 Moments of the average characteristic polynomials
for multiple orthogonal polynomial ensembles
In this section, we shall apply our results to the moments of the average characteristic polyno-
mials for multiple orthogonal polynomial ensembles.
It is well-known that, besides the interest from the approximation theory, multiple orthogonal
polynomials have also arisen recently in a natural way in certain models of mathematical physics,
including random matrix theory, non-intersecting paths, etc; cf. [42, 43] and the references
therein. Indeed, let us consider |~n| =
r∑
i=1
ni = n random points on the real line whose joint
probability density function (p.d.f.) can be written as a product of two determinants:
1
Zn
det (fi(xj))
n
i,j=1 det (gi(xj))
n
i,j=1 , (3.1)
where Zn is the normalizing constant to make the total probability on Rn equal to one, and the
two sequences of functions fi, gi are given by
fi(x) = x
i−1, i = 1, . . . , n,
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and
gi(x) = x
i−1w1(x), i = 1, . . . , n1,
gn1+i(x) = x
i−1w2(x), i = 1, . . . , n2,
· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
gn1+···+nr−1+i(x) = x
i−1wr(x), i = 1, . . . , nr.
We call this stochastic model a multiple orthogonal polynomial ensemble, since one has
P~n(z) = E
[
n∏
k=1
(z − xk)
]
, z ∈ C, (3.2)
where the expectation E is taken with respect to the p.d.f. (3.1).
The formula (3.2) tells us that the type II multiple orthogonal polynomial P~n(z) can be
viewed as the average of the random polynomials
n∏
k=1
(z − xk) whose roots are distributed ac-
cording to (3.1). As a consequence, P~n is also called the average characteristic polynomial if the
distribution (3.1) can be interpreted as the particle distribution of certain stochastic models. In
particular, we mention that one example falling into this category is from the random matrix
model with external source [13, 14, 60], which was first observed in [11].
The result (3.2) is further extended by Delvaux in [21] to arbitrary products and ratios of
characteristic polynomials, which are defined by
E

m∏
j=1
n∏
k=1
(zj − xk)
l∏
j=1
n∏
k=1
(yj − xk)
 , l,m, n ∈ N,
where z1, . . . , zm ∈ C, y1, . . . , yl ∈ C\R, and all the numbers in the set (z1, . . . , zm, y1, . . . , yl) are
pairwise different. It turns out that the products/ratios of the average characteristic polynomials
for multiple orthogonal polynomial ensembles can be expressed as the determinants whose entries
involve the blocks of the Riemann–Hilbert matrix characterizing multiple orthogonal polynomials
and a matrix-valued version of the Christoffel–Darboux kernel. Particularly, in case l = 0, it
follows from [21, Theorem 1.8] that
E
 m∏
j=1
n∏
k=1
(zj − xk)
 = 1∏
1≤i<j≤m
(zj − zi) det

P~n0(z1) P~n1(z1) · · · P~nm−1(z1)
P~n0(z2) P~n1(z2) · · · P~nm−1(z2)
...
...
...
...
P~n0(zm) P~n1(zm) · · · P~nm−1(zm)
, (3.3)
where ~n0 = ~n, ~nk ≥ ~nk−1 componentwise and |~nk−~nk−1| = 1 for k = 1, . . . ,m, which is actually
an arbitrary path connecting ~n0 to ~nm−1; see the definition at the beginning of Section 1.3.
Now, let all zj in (3.3) tend to z, an algebraic manipulation (cf. [34, Theorem 1.2.4]) shows
that the moments of the average characteristic polynomials for multiple orthogonal polynomial
ensembles can be expressed as the Wronskians of type II multiple orthogonal polynomials:
E
[
n∏
k=1
(z − xk)m
]
=
1
m−1∏
i=0
i!
W
(
P~n0(z), P~n1(z), . . . , P~nm−1(z)
)
, (3.4)
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where W is defined in (1.5). Note that when gi(x) = x
i−1w(x) in (3.1) (i.e., in the case of
orthogonal polynomial ensembles), the formula above was first shown by Bre´zin and Hikami [15];
see also [47].
Combining (3.4) and Theorems 1.1–1.2, we obtain
Corollary 3.1. Assume that the weights (w1, w2, . . . , wr) in (3.1) form an AT system on [a, b]
for all the multi-indices in Nr (i.e., an AT ensemble in the sense of [42]). Then we have that
the moments of the average characteristic polynomials with respect to (3.1)
E
[
n∏
k=1
(z − xk)m
]
are strictly positive on the real axis if m is even; while for odd m, the moments admit oscillatory
behavior as stated in Theorem 1.2.
4 Some inequalities for multiple orthogonal polynomials
In this section, we shall use our results to derive the inequalities of Tura´n type for some clas-
sical multiple orthogonal polynomials, namely, for multiple Hermite polynomials and multiple
Laguerre polynomials. It is known that the weights for these polynomials form an AT system
for any multi-index ~n ∈ Nr.
4.1 Tura´n inequalities for multiple Hermite polynomials
Multiple Hermite polynomials are defined by∫ ∞
−∞
xkH~n(x)e
−x2+cjx dx = 0, k = 0, 1, . . . , nj − 1,
for j = 1, . . . , r, where ci 6= cj if i 6= j; cf. [12], [35, § 23.5] and [58, § 3.4]. An explicit formula
for multiple Hermite polynomials is
H~n =
(−1)|~n|
2|~n|
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
) r∏
j=1
c
nj−kj
j (−1)|
~k|H|~k|(x),
where ~k = (k1, . . . , kr) and H|~k| is the usual Hermite polynomial of degree |~k| with the leading
coefficient 2|~k|. The following statement holds for multiple Hermite polynomials.
Theorem 4.1. The multiple Hermite polynomials satisfy the following inequalities:
H~n+~ej (x)H~n+~ek(x)−H~n(x)H~n+~ej+~ek(x) > 0, x ∈ R, (4.1)
for j, k = 1, . . . , r, where ~ei = (0, . . . , 0, 1, 0, . . . , 0) denotes the i-th standard unit vector with 1
on the i-th entry. In particular, by taking j = k, we have
H2~n+~ej (x)−H~n(x)H~n+2~ej (x) > 0, x ∈ R. (4.2)
Remark 4.2. It is readily seen that the formula (4.2) extends the Tura´n inequality for the
Hermite polynomials [39].
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Proof. From Theorem 1.1 with l = 2, it follows that
det
(
H~n(x) H~n+~ej (x)
H ′~n(x) H
′
~n+~ej
(x)
)
> 0, j = 1, . . . , r, (4.3)
for any x ∈ R. Note that H~n satisfies the following raising operations (cf. [35, § 23.8.2])
d
dx
(
e−x
2+ckxH~n(x)
)
= −2e−x2+ckxH~n+~ek(x), k = 1, . . . , r,
or, equivalently,
d
dx
H~n(x) = −2H~n+~ek(x) + (2x− ck)H~n(x), k = 1, . . . , r. (4.4)
Inserting this formula into (4.3) gives (4.1). 
It is worthwhile to point out that the inequality (4.1) is independent of the parameters cj
appearing in the weight functions. Furthermore, by choosing the path in the Wronskian matrix
to be (~n, ~n+ ~ej , . . . , ~n+ (l− 1)~ej) for fixed j = 1, . . . , r and using (4.4) with k = j, it is readily
seen that
W
(
H~n(x), H~n+~ej (x), . . . ,H~n+(l−1)~ej (x)
)
= (−2) l(l−1)2 det

H~n(x) H~n+~ej (x) . . . H~n+(l−1)~ej (x)
H~n+~ej (x) H~n+2~ej (x) . . . H~n+l~ej (x)
...
...
...
...
H~n+(l−1)~ej (x) H~n+l~ej (x) . . . H~n+2(l−1)~ej (x)
 , (4.5)
that is, we pass from the determinant of the Wronskian type to the Hankel determinant. This,
together with Theorem 1.1, implies
Corollary 4.3. Let T (H~n(x), H~n+~ej (x), . . . ,H~n+(l−1)~ej (x)) be the Hankel determinant of mul-
tiple Hermite polynomials on the right hand side of (4.5), then
(−1) l(l−1)2 T (H~n(x), H~n+~ej (x), . . . ,H~n+(l−1)~ej (x)) > 0, x ∈ R, j = 1, . . . , r,
if l is even.
4.2 Two-parameter Tura´n inequalities for multiple Laguerre polynomials
There are two kinds of multiple Laguerre polynomials. Multiple Laguerre polynomials of the
first kind are defined by the orthogonality conditions∫ ∞
0
xkL~α~n(x)x
αje−x dx = 0, k = 0, 1, . . . , nj − 1,
for j = 1, . . . , r, where ~α = (α1, . . . , αr) with αj > −1 and αi − αj /∈ Z whenever i 6= j;
cf. [12], [35, § 23.4.1] and [58, § 3.2]. An explicit formula for the multiple Laguerre polynomials
of the first kind is
L~α~n(x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
)(
nr + αr
kr
)
· · ·
×
(|~n| − |~k|+ k1 + α1
k1
) r∏
i=1
ki!(−1)|~k|x|~n|−|~k|. (4.6)
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Figure 1. Plot of (4.7) with ~n = (n,m) = (1, 1) and ~α = (1/2, 1/3).
Multiple Laguerre polynomials of the second kind are defined by the orthogonality conditions∫ ∞
0
xkL
(α,~c)
~n (x)x
αe−cjx dx = 0, k = 0, 1, . . . , nj − 1,
for j = 1, . . . , r, where ~c = (c1, . . . , cr) and we assume that α > −1, cj > 0 and ci 6= cj whenever
i 6= j; cf. [12], [35, § 23.4.2], [48, Remark 5 on p. 160] and [58, § 3.3]. An explicit formula for
these polynomials is
L
(α,~c)
~n (x) =
n1∑
k1=0
· · ·
nr∑
kr=0
(
n1
k1
)
· · ·
(
nr
kr
)(|~n|+ α
|~k|
)
|~k|! (−1)
|~k|
r∏
j=1
c
kj
j
x|~n|−|~k|.
It turns out that the Tura´n inequalities of the form (4.1) do not hold for multiple Laguerre
polynomials in general. We can easily calculate from (4.6) that, for instance, for multiple
Laguerre polynomials of the first kind with r = 2, ~n = (n,m) = (1, 1) and ~α = (1/2, 1/3) the
expression(
L~αn+1,m(x)
)2 − L~αn,m(x)L~αn+2,m(x) (4.7)
is reduced to
2x5 − 119
6
x4 +
647
9
x3 − 7495
72
x2 +
185
3
x− 10,
which can be both positive and negative; see Fig. 1. We can also find similar counterexamples
for the other choices of indices and also for multiple Laguerre polynomials of the second kind.
However, multiple Laguerre polynomials satisfy the following two-parameter Tura´n inequalities
in the sense of [17].
Theorem 4.4. For multiple Laguerre polynomials of the first kind we have
L~α~n+~ek(x)L
~α−~ej
~n+~ej
(x)− L~α~n(x)L~α−~ej~n+~ej+~ek(x) > 0, x > 0, (4.8)
for ~α > ~0 and j, k = 1, . . . , r.
Similarly, for multiple Laguerre polynomials of the second kind, we have
L
(α,~c)
~n+~ek
(x)L
(α−1,~c)
~n+~ej
(x)− L(α,~c)~n (x)L(α−1,~c)~n+~ej+~ek(x) > 0, x > 0, (4.9)
for α > 0 and j, k = 1, . . . , r.
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Proof. From Theorem 1.1 with l = 2, we see that
det
(
L~n(x) L~n+~ek(x)
xL′~n(x) xL
′
~n+~ek
(x)
)
> 0, x > 0, (4.10)
for k = 1, . . . , r, where L~n is the multiple Laguerre polynomial of the first or second kind. Note
that L~α~n satisfies the following raising operator (cf. [35, § 23.4.2]):
d
dx
(
xαje−xL~α~n(x)
)
= −xαj−1e−xL~α−~ej~n+~ej (x), j = 1, . . . , r,
or, equivalently,
x
d
dx
L~α~n(x) = (x− αj)L~α~n(x)− L~α−~ej~n+~ej (x), j = 1, . . . , r,
Substituting this formula into (4.10) gives us (4.8).
Similarly, (4.9) follows from (4.10) and the relation (cf. [35, § 23.4.4])
d
dx
(
xαe−cjxL(α,~c)~n (x)
)
= −cjxα−1e−cjxL(α−1,~c)~n+~ej (x), j = 1, . . . , r,
or, equivalently,
x
d
dx
L
(α,~c)
~n (x) = (cjx− α)L(α,~c)~n (x)− cjL(α−1,~c)~n+~ej (x), j = 1, . . . , r.
This completes the proof of Theorem 4.4. 
5 Configurations of zeros for the Wronskians
of multiple Hermite and Laguerre polynomials
We conclude this paper by studying numerically the geometric configuration of zeros of the
Wronskians of multiple Hermite and Laguerre (of both kinds) polynomials using Mathematica1.
Our motivation arises from the fact that the structure of zeros of certain Wronskians of or-
thogonal polynomials or special functions has recently been studied numerically (cf. [19, 25, 27]
and the references therein), where it is shown that they have highly regular configurations in
the complex plane. It turns out that the zeros of Wronskians for certain multiple orthogonal
polynomials produce intriguing pictures as well, which might be of independent interest.
Throughout this section, we take r = 2 and denote the multi-index ~n by (n,m) ∈ N2. Unless
otherwise stated, the path associated with the Wronskian (1.5) is chosen in such a way that in
each step it is increased by one in the horizontal direction, i.e.,
(n,m)→ (n+ 1,m)→ (n+ 2,m)→ · · · .
Other choices of the paths show similar behavior of the zeros. Clearly, the structure of the
roots in the complex plane depends on l, ~n, the path chosen and the values of the parameters,
therefore, it is difficult to be described completely. We thus have chosen a few illustrative
examples from numerical experiments for multiple Hermite and Laguerre polynomials to show
the fascinating configurations.
1http://www.wolfram.com
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Figure 2. Zeros of the Wronskians for multiple Hermite polynomials with ~n = (3, 3), ~c = (1/3, 34/35)
for l = 2, 4, 6 (left) and ~n = (2, 3), ~c = (1/3, 2/5) l = 3, 5, 7 (right). The size of points decreases as l
increases.
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Figure 3. Zeros of the Wronskians for multiple Hermite polynomials with ~n = (2, 3), (3, 4), (4, 5), (5, 6),
~c = (100,= 200/3) for l = 2. The size of points decreases as |~n| increases.
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Figure 4. Zeros of the Wronskians for multiple Hermite polynomials with ~n = (2, 3), (3, 4), (4, 5), (5, 6)
and ~c = (1/3, 2/5) for l = 2 (left) and l = 3 (right). The size of points decreases as |~n| increases.
5.1 Zeros of the Wronskians for multiple Hermite polynomials
The zeros of Wronskians for multiple Hermite polynomials numerically have roughly rectangular-
like structure in the complex plane. In Fig. 2 we plot zeros of the Wronskians for these poly-
nomials by fixing ~n, the parameter ~c and increasing the length of the path (the size of points
decreases as l increases). We can see additional row of zeros on the real axis for l odd, as
indicated by the first part of Theorem 1.2.
If the two values in the parameter ~c differ too much, it seems that the zeros may separate
into several rectangles, which is shown in Fig. 3 (the size of points decreases as |~n| increase).
When l is odd, we have additional groups of zeros on the real line as projections of complex
groups of roots.
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Figure 5. Theorem 1.2 for multiple Hermite polynomials with ~c = (1/3, 2/5), ~n = (3, 3) for l = 3 (left)
and ~n = (4, 4) for l = 5 (right). The size of points decreases as |~n| increases.
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Figure 6. Zeros of the Wronskians for multiple Laguerre polynomials of the first kind with ~α =
(1/2, 1/3), ~n = (10, 20) (left) and ~α = (200, 200/3), ~n = (4, 20) (right) for l = 5.
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Figure 7. Zeros of the Wronskians for multiple Laguerre polynomials of the first kind with ~n = (4, 5),
~α = (1/2, 1/3) for l = 2, 4, 6. The size of points decreases as l increases.
The effect of increasing |~n| is illustrated in Fig. 4 for l even and odd respectively. As |~n|
increases, the zeros are distributed in a wider range. Furthermore, if l increases, we can see
more horizontal lines.
We illustrate Theorem 1.2 in Fig. 5. We clearly see the interlacing of real zeros and regular
configurations of zeros in the complex plane. It seems that the interlacing property also appears
on the other lines parallel to the real axis. For even l the structure of complex roots is similar
(there are no real roots in this case).
5.2 Zeros of the Wronskians for multiple Laguerre polynomials
Since the observed structure of roots of the Wronskians for multiple Laguerre polynomials of
the first and second kind is numerically quite similar, we shall concentrate more on the multiple
16 L. Zhang and G. Filipuk
5 10 15 20 25
-4
-2
2
4
60 80 100 120 140
-20
-10
10
20
Figure 8. Zeros of the Wronskians for multiple Laguerre polynomials of the first kind with ~n =
(2, 3), (3, 4), (4, 5), (5, 6), ~α = (1/2, 1/3) for l = 2 (left) and ~α = (100, 200/3) for l = 4 (right). The
size of points decreases as |~n| increases.
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Figure 9. Theorem 1.2 for multiple Laguerre polynomials of the first kind with ~n = (4, 4), ~α = (1/2, 1/3)
for l = 5 (left) and ~n = (2, 2), ~α = (100, 200/3) for l = 7 (right). The size of points decreases as |~n|
increases.
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Figure 10. Zeros of the Wronskians for multiple Laguerre polynomials of the second kind with ~n =
(15, 2), α = 100, ~c = (2, 3/5) for l = 4.
Laguerre polynomials of the first kind. The configurations of zeros of Wronskians for multiple
Laguerre polynomials of the first kind resemble (several) parabolas (with additional zeros on the
real line in case l is odd). Sometimes it looks like zeros lie on arcs of circles with increasing radius.
As we change the parameters, we can observe that the zeros on the left can do not accumulate
and, as in the case of multiple Hermite polynomials, they can be grouped into several clusters
with a certain gap between them. Fig. 6 illustrates these observations.
The zeros of several Wronskians, if plotted together, also present nice interlacing properties.
Following the same strategy in previous section, we fix ~n, the parameter ~α and increase l in
Fig. 7 (compare with Fig. 2), while in Fig. 8 we increase ~n and fix other parameters (compare
with Fig. 4). Theorem 1.2 in this case is illustrated in Fig. 9.
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Figure 11. Theorem 1.2 for multiple Laguerre polynomials of the second kind with ~n = (2, 2), α = 100,
~c = (2, 3/5) for l = 7. The size of points decreases as |~n| increases.
Finally, the roots of the Wronskians for multiple Laguerre polynomials of the second kind are
depicted in Fig. 10 and Theorem 1.2 is illustrated in Fig. 11.
More pictures with different configurations of roots can be found in Mathematica files on the
web-pages of the authors (or available on request). We believe the nice and regular geometric
configurations generated from the zeros of Wronskians deserve further analytic investigations.
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