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CONVERGENCE OVER FRACTALS FOR THE PERIODIC
SCHRO¨DINGER EQUATION
DANIEL ECEIZABARRENA AND RENATO LUCA`
Abstract. We consider a fractal refinement of the Carleson problem for point-
wise convergence of solutions to the periodic Schro¨dinger equation to their
initial datum. For α ∈ (0, d] and s < d
2(d+1)
(d+ 1− α), we find a function in
Hs(Td) whose corresponding solution diverges in the limit t→ 0 on a set with
strictly positive α-Hausdorff measure. We conjecture this regularity thresh-
old to be optimal. We also prove that s > d
2(d+2)
(d+ 2− α) is sufficient for
the solution corresponding to every datum in Hs(Td) to converge α-almost
everywhere.
1. Introduction
We consider the problem of determining when the linear Schro¨dinger flow eit∆f(x)
converges pointwise almost everywhere to the initial datum f for every f ∈ Hs(Ωd).
First treated by Carleson [14], he proved for Ω = R that this property holds for
all f ∈ H1/4(R). This was checked to be sharp by Dahlberg and Kenig [17],
for they built counterexamples f ∈ Hs(Rn) for which convergence fails and thus
showed that s ≥ 1/4 is a necessary condition on Rd for every d ≥ 1. The con-
siderably harder higher dimensional problem has been studied by many authors
[16, 12, 41, 46, 7, 37, 44, 45, 43, 33, 9, 35, 20, 34, 22] and recently solved up to
endpoints in the the contributions of Bourgain [10], who proved the necessity of
s ≥ d2(d+1) (see also [36] for an alternative proof and [39] for a nice detailed version
of Bourgain’s argument) and of Du, Guth and Li [21] and of Du and Zhang [23], who
proved the sufficiency of s ≥ d2(d+1) in dimensions d = 2 and d ≥ 3, respectively.
In the periodic setting, namely when Ω = T = R/2πZ is the torus, much less
is known. Mouya and Vega [38] observed, using Strichartz estimates [8, 11] that
s > 1/3 is sufficient for almost everywhere pointwise convergence and that s ≥ 14 is
necessary. In fact all the counterexamples on Rd can be resettled on Td to show the
necessity of s ≥ d2(d+1) (see [15]). In higher dimensions, again Strichartz estimates
imply the sufficiency of s > dd+2 as shown in [49, 15]. To the knowledge of the
authors, in the periodic setting the problem is open when s ∈
[
d
2(d+1) ,
d
d+2
]
. The
reason for which this problem is harder, at least superficially, is that in the periodic
setting there are more resonances to be controlled. The same happens for the
Strichartz estimates, which are considerably harder to prove on Td than on Rd.
Given α ∈ [0, d], a natural refinement of the problem is to identify the minimal
regularity s such that one has limt→0 e
it∆f(x) = f(x) α-almost everywhere, that
is to say, for all x except maybe on a set of zero α-Hausdorff measure, for all f ∈
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Hs(Ωd). A weaker refined statement would consist in proving pointwise convergence
to the initial data for all all x except maybe on a set of dimension at most α.
Of course, the first thing that one needs to care about is that the solution
should be well defined α-almost everywhere. We will show that this happens when
s > (d − α)/2. This is a natural threshold, since if s < (d − α)/2 there exist
functions in Hs(Rd) that are not well defined on sets of dimension α; see [48]. In
any case, coming back to the problem of refined convergence itself, this problem
was initiated for Ω = R in [40], and solved for α ∈ [0, d/2] in [3], where the
condition for the well posedness of the problem s > (d − α)/2 was proved to be
(surprisingly) also sufficient for α-almost everywhere convergence of the solution to
the initial data. When α ∈ (d/2, d], the best result so far was shown in [23], where
α-almost everywhere pointwise convergence has been proved to hold for all initial
data f ∈ Hs(Rd) as long as
s >
d
2(d+ 1)
(d+ 1− α).
We prove here that, excluding the endpoint, this is a necessary condition in the
periodic case Ω = T, so that the above condition would be sharp, should it hold in
this setting too.
Theorem 1.1. Let d ≥ 1, 0 < α ≤ d and s ≥ 0 such that
(1.1) s <
d
2(d+ 1)
(d+ 1− α).
Then, there exist f ∈ Hs(Td) and Γ ⊂ Td such that dimH Γ = α and
(1.2) lim sup
t→0
|eit∆f(x)| =∞, ∀x ∈ Γ.
Moreover, when α = d, Hd(Γ) > 0.
Remark 1.1. That Γ can be chosen to satisfyHα(Γ) > 0 when α < d can be deduced
at once from the result of the theorem. Indeed, since (1.1) can be rewritten as
α < d+ 1− 2(d+ 1)
d
s,
there exists α′ < d such that α < α′ < d+1− 2(d+1)d s. Hence, Theorem 1.1 applies
and yields a function f ∈ Hs(Td) and a set Γ′ with dimH Γ′ = α′ such that (1.2)
holds for all x ∈ Γ′, and satisfies Hα(Γ′) = +∞.
Since periodic solutions exhibit more resonances, it is not surprising that more
counterexamples are available, which makes easier to find initial data for which the
pointwise convergence fails. In the spirit of what was said above, this is why it is
harder to prove the analogous of Theorem 1.1 on Rd. In fact, this statement would
fail for α ≤ d/2, as we may see comparing it with the sharp convergence result
proved in [3]. On the other hand, Theorem 1.1 shows that is impossible to extend
the sharp convergence result of [3] to the periodic setting.
We also prove here a sufficient condition for α-almost everywhere convergence,
for which we will need to work with α-dimensional measures.
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Definition 1.2. Let 0 < α ≤ d. We say that the measure µ is (at least) α-
dimensional if it is a positive Borel measure and satisfies
cα(µ) = sup
x∈Ωd
r>0
µ(B(x, r))
rα
<∞.
It is well-known that sufficient conditions for convergence are deduced from Lp
estimates for the Schro¨dinger maximal function, which is the main content of the
following theorem:
Theorem 1.3. Let d ≥ 1, 0 < α ≤ d and
s >
d
2(d+ 2)
(d+ 2− α).
Then
(1.3)
∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
L
2(d+2)
d (Td,dµ)
. cα(µ)
d
2(d+2) ‖f‖Hs(Td)
for every α-dimensional measure µ. Consequently,
lim
t→0
eit∆f(x) = f(x) α-almost everywhere, ∀f ∈ Hs(Td).
It looks reasonable to us to conjecture the optimality of (1.1) in the cases
(1.4)
• Ω = R and α ∈ (d/2, d],
• Ω = T and α ∈ (0, d].
It is usual to reformulate all the previous results and conjectures in terms of the
divergence set of f : Ωd → C,
D(f) =
{
x ∈ Ωd : lim
t→0
eit∆f(x) 6= f(x)
}
,
and of its dimension; in other words, by looking for
αΩd(s) = sup
u0∈Hs(Ωd)
dimH
(D(u0)),
the largest possible Hausdorff dimension of the divergence sets of all initial data in
Hs(Ωd) for a fixed s ≥ 0. Taking into account that due to the Sobolev embeddings
the divergence sets are empty for s > d/2, the results known so far amount to
αRd(s)

= d, s < d2(d+1) , [17, 10],
∈
[
d+ dd−1 − 2(d+1)sd−1 , d+ 1− 2(d+1)d s
]
, s ∈
[
d
2(d+1) ,
d+1
8
)
, [36, 23],
∈
[
d+ 1− 2(d+2)sd , d+ 1− 2(d+1)d s
]
, s ∈ [ d+18 , d4) , [34, 23],
= d− 2s, s ∈ [ d4 , d2 ] , [3].
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In the periodic case, Theorems 1.1 and 1.3 that we here prove can be rewritten as
αTd(s)

= d, s < d2(d+1)
≥ d+ 1− 2(d+1)d s, s ∈
[
d
2(d+1) ,
d
2
]
,
≤ d+ 2− 2(d+2)d s, s ∈
(
d
d+2 ,
d
2
]
,
and the conjecture (1.4) becomes
αRd(s) = d+ 1−
2(d+ 1)
d
s, s ∈
[
d
2(d+ 1)
,
d
4
)
,
αTd(s) = d+ 1−
2(d+ 1)
d
s, s ∈
[
d
2(d+ 1)
,
d
2
]
.
The proof of Theorem 1.1 elaborates on the resonances of the simple family of
solutions
(1.5) eit∆f(x) such that f(x) =
∑
k∈Zd, |kℓ|≤N
eik·x,
when the frequency parameter N is very large. Note that f is nothing else than the
Dirichlet kernel. This family of solutions was used by Bourgain [8] as a counterex-
ample to show that periodic Strichartz estimates necessarily requires a logarithmic
derivative loss, that is, that when d = 1 and f as in (1.5), one hasˆ
T2
|eit∆f(x)|6dx dt & ln(N) ‖f‖6L2(T).
In the same spirit, and also in d = 1, Moyua and Vega [38] used (1.5) to dis-
prove Lp(T) estimates for the maximal Schro¨dinger operator supt |eit∆f(x)| when
f ∈ Hs(T) and s < 1/4. The key mathematical tool to understand the behavior
of the solutions (1.5) for N ≫ 1 are the quadratic Gauss sums which we introduce
later in (2.3).
From a physical point of view, (1.5) can be considered as a model for the Talbot
effect in optics. In 1836, Talbot [42] observed the light passing through a diffraction
grating and he remarked that diffraction patterns very similar to the grating are
formed at certain distances. More precisely, at rational multiples of a particular
distance nowadays called the Talbot distance, rescaled and translated copies of the
grating appear, in a scale that diminishes proportionally to the denominator of
the fraction in question. If we look at their modulus, the family of Schro¨dinger
solutions (1.5) is a remarkably precise model for the Talbot effect, as was shown in
[5]. The reader may want to check the gentle and visual introduction offered in [4].
There, Talbot carpets that represent the effect are shown, and a fractal behavior of
the Talbot diffraction pattern can be observed, so it is not surprising that efficient
counterexamples to the refined Carleson convergence problem for the Scro¨dinger
equation may be built with (1.5). Much work has been done in the context of
dispersive PDEs related to the Talbot effect, we refer to [28] and the references
therein for a nice introduction. It is worth to mention that very surprisingly, the
Talbot effect also appears in the evolution of vortex filaments, completely unrelated
to the original optical experiment. Indeed, it plays an important role in the study
CONVERGENCE OVER FRACTALS FOR THE PERIODIC SCHRO¨DINGER EQUATION 5
of the binormal flow [2, 1, 19, 18, 47]. In this context, its fractality is related to the
irregularity of the celebrated Riemann’s non-differentiable function, which is thus
given a previously unexplored geometric interpretation [26, 25, 27].
Regarding Theorem 1.3, the estimate (1.3) was proved when µ is the Lebesgue
measure in [37] when d = 1, in [49] when d = 2 and in [15] when d ≥ 3, using
periodic Strichartz estimates [11]. We will be able to promote it to α-dimensional
measures by analyzing their behavior when convoluting against the Dirichlet kernel.
The structure of this article is as follows. We begin by setting notation, elemental
tools and auxiliary well-known results in Section 2. In Sections 3 and 4 we prove
Theorem 1.1, building an initial datum f and a set Γ where the divergence property
(1.2) holds in the former, and proving that the dimension of the set Γ is α in the
latter. In Section 5 we prove Theorem 1.3. We conclude with Appendix A, where
we prove that the problem is well posed, that is, that the solution eit∆f(x) is well
defined α-almost everywhere for f ∈ Hs(Td) as long as d− α < 2s.
2. Preliminaries
Given f : Td → C and k ∈ Zd, let
f̂(k) =
1
(2π)d
ˆ
Td
f(x) e−ik·x dx
be its Fourier coefficients. Define the solution to the linear Schro¨dinger equation as
the pointwise limit of the partial Fourier sums in squares, namely
(2.1) eit∆f(x) = lim
N→∞
SN (t)f(x),
where
SN (t)f(x) =
∑
k∈Zd
|kℓ|≤N
ℓ=1,...,d
f̂(k) eik·x−i|k|
2t.
The limit (2.1) is usually taken with respect to the L2 norm, but here we take all
limits pointwise, at each point x that they exist. When f ∈ L2, it is known that
the limit exists pointwise for almost every x ∈ T and that it coincides with the
L2 limit. There result when d = 1 is due to Carleson [13], whose proof extends to
higher dimensions as proved, for instance, in [30]. In Appendix A, we show that
this limit exists α-almost everywhere for every f ∈ Hs with s ∈ (0, d/2], as long as
α > d − 2s. This can be regarded as a refinement of Carleson’s resut, although it
does not recover it.
The Dirichlet kernel
(2.2) DN (x) =
d∏
ℓ=1
dN (xℓ), dN (xℓ) =
∑
kℓ∈Z
|kℓ|≤N
eikℓxℓ
allows for alternative representations of the Fourier truncations above given that
the solution (2.1) is well defined, since
SN (t)f(x) = DN ∗ eit∆f(x) and SN (0)f(x) = DN ∗ f(x).
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Also, the generalized quadratic Gauss sums will be key to analyze the behavior
of the solution in the proof of Theorem 1.1. It is well-known that for any q ∈ N
and p, r ∈ Z such that gcd(r, q) = 1 we have
(2.3)
∣∣∣∣∣
q−1∑
k=0
e2πi
rk2+pk
q
∣∣∣∣∣ =

√
q, if q is odd,√
2q, if q ≡ 0 (mod 4) and p ≡ 0 (mod 2),√
2q, if q ≡ 2 (mod 4) and p ≡ 1 (mod 2),
0, otherwise.
We will be dealing with partial Gauss sums too, which we will manage by the
following Van der Corput estimates. Hereafter, we say that I is an integer interval
if its boundary points are natural numbers, namely I = [K1,K2] with K1,K2 ∈ N.
We denote by |I| the length of I and we denote by L(I) = K1 its left boundary and
by R(I) = K2 its right boundary. In general, we will use the short notation k ∈ I
for k ∈ N ∩ I.
The first lemma corresponds to the Van der Corput second derivative test, which
will be useful to show that incomplete Gauss sums will not be of a larger order than
the complete ones. We refer the reader to [31, Theorem 2.2] for a proof.
Lemma 2.1. Let I be an integer interval and f(x) be a real valued function with
two continuous derivatives on I. Assume that there exist M > 0 and α ≥ 1 such
that
M ≤ |f ′′(x)| ≤ αM, ∀x ∈ I.
Then, ∣∣∣∣∣∑
k∈I
e2πif(k)
∣∣∣∣∣ . α|I|M1/2 +M−1/2.
In particular, if M = 1/q and |I| ≤ q,∣∣∣∣∣∑
k∈I
e2πif(k)
∣∣∣∣∣ . α√q
We will also use Van der Corput’s first derivative test, whose proof can be found
in [31, Theorem 2.1].
Lemma 2.2. Let I be an integer interval. Let f(x) be a real valued function with
a monotonic continuous derivative such that
max
x∈I
dist (f ′(x),Z) ≥ κ > 0.
Then ∣∣∣∣∣∑
k∈I
e2πif(k)
∣∣∣∣∣ ≤ Cκ−1.
Finally, we present Abel’s inequality in the following lemma.
Lemma 2.3. Let I be an integer interval. Let ak ≥ 0 be a sequence of real numbers
and bk be sequences of complex numbers such that
(1) ak+1 ≤ ak,
(2)
∣∣∑
k∈I′ bk
∣∣ ≤ C, ∀ integer interval I ′ ⊆ I.
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Then,
(2.4)
∣∣∣∣∣∑
k∈I′
akbk
∣∣∣∣∣ ≤ CaL(I′), ∀ integer interval I ′ ⊆ I.
If (1) is replaced with ak+1 ≥ ak, then∣∣∣∣∣∑
k∈I′
akbk
∣∣∣∣∣ ≤ CaR(I′), ∀ integer interval I ′ ⊆ I.
Proof. Let I ′ = [K1,K2]. We only consider the case ak+1 ≤ ak, since the case
ak+1 ≥ ak can be handled by changing variables k ↔ K1 +K2 − k. The inequal-
ity (2.4) easily follows by the summation by parts formula
K2∑
k=K1
akbk = aK2BK2 +
K2−1∑
k=K1
Bk(ak − ak+1), where Bk =
k∑
ℓ=K1
bℓ.
By (2), we have |Bk| ≤ C for every k, so∣∣∣∣∣
K2∑
k=K1
akbk
∣∣∣∣∣ ≤ C |aK2 |+ C
K2−1∑
k=K1
|ak − ak+1| = C
(
aK2 +
K2−1∑
k=K1
(ak − ak+1)
)
= C (aK2 + aK1 − aK2) = C aK1 .

3. Proof of Theorem 1.1
We begin the proof of Theorem 1.1 with a remark on the well-posedness of
the problem. We said in the introduction, and we prove in Appendix A, that
the solution eit∆f(x) given as the pointwise limit in (2.1) is well-defined α-almost
everywhere for f ∈ Hs(Td) as long as d− α < 2s. Since α > 0 implies
d− α
2
<
d
2(d+ 1)
(d+ 1− α),
we will assume along the proof that s is such that
(3.1)
d− α
2
< s <
d
2(d+ 1)
(d+ 1− α),
so that it is precisely the case. For smaller values of s, the initial datum itself may
not be well defined with respect to the α-Hausdorff measure, in which case the
problem is not well posed.
We are now ready to prove Theorem 1.1. Let
sα =
d
2(d+ 1)
(d+ 1− α),
and define the initial datum
(3.2) f =
∑
j∈N
fj such that fj(x) = λ
−j(sα+ d2−δ)
d∏
ℓ=1
λj−1∑
nℓ=λj−1
einℓxℓ ,
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where λ is an integer satisfying λ ≫ 1 and 0 < δ ≪ 1. Since ‖fj‖Hs(Td) ≃
λ−j(sα−δ−s), we have f ∈ Hs(Td) as long as s < sα − δ. Let 0 < κ < 1 and
(3.3) T j =
{
2π
q
: q ∈ N ∩ [κλj αd+1 , λj αd+1 ] , q ≡ 0 (mod 4)} .
For each time t ∈ T j, denote by q(t) = 2π/t the corresponding integer, and let
(3.4)
Xjt =
⋃
p∈Zd∩[ q(t)4 ,
q(t)
2 ]
d
pi≡0 (mod 2), ∀i=1,...,d
{
2π
(
p
q(t)
+ ǫ
)
:
1
200λj
≤ ǫi ≤ 1
100λj
∀i = 1, . . . , d
}
,
where we denote p = (p1, . . . , pd) ∈ Zd and ǫ = (ǫ1, . . . , ǫd) ∈ Rd. Notice that Xjt is
a union of translations of closed cubes hat have side length and distance from the
rational p/q equal to (200λ)−j. The objective will be to show that the modulus of
the solution is large at the times t ∈ T j over the sets Xjt , for every j ∈ N. That
will mean that if we define
(3.5) Γj =
⋃
t∈T j
Xjt , j ∈ N,
for every x ∈ Γj there will be a time t ∈ T j such that the solution is large in
(x, t) ∈ (Xjt , T j). Thus, letting
(3.6) Γ =
⋂
n∈N
⋃
j>n
Γj ,
for every x ∈ Γ there will exist a sequence tjk ∈ T jk such that the solution
|eitjk∆f(x)| is large for every k, leading to
(3.7) lim sup
t→0
|eit∆f(x)| =∞, ∀x ∈ Γ \D,
where D is a set with Hausdorff dimension dimension strictly smaller than α that
plays a technical role. For the theorem to follow, we will also require that Γ has
Hausdorff dimension α. The Jarn´ık-Besicovitch theorem suggests that it is indeed
the case; we devote Section 4 to prove this last claim.
Let us be more precise now. To prove (3.7), it will be enough to show
(3.8)
(i) |SN (t)fj(x)| ≃ λjδ , (x, t) ∈ (Xjt , T j),
(ii) |SN (t)fk(x)| . λkδ , (x, t) ∈ (Xjt , T j), k < j,
(iii) |SN (t)fk(x)| . λjδ−c(k−j) , (x, t) ∈ (Xjt , T j), k > j,
for N > λj , where c > 0 is an absolute constant. Indeed, if x ∈ Γj , by (3.5) there
exists a time tj(x) ∈ T j such that by (3.8) we have
(3.9)
(i) |SN(tj(x))fj(x)| ≃ λjδ ,
(ii) |SN(tj(x))fk(x)| . λkδ , k < j,
(iii) |SN(tj(x))fk(x)| . λjδ−c(k−j) , k > j
for all N > λj . Since we have defined Γ as the set of the points which belong to
infinitely many Γj , for any x ∈ Γ there exists an infinite subset J(x) ⊂ N with an
associated sequence of times tj(x) ∈ T j for all j ∈ J(x) such that (3.9) is satisfied.
Recalling the definition (3.2) of f , by the triangle inequality and by (3.9)(i) we have
|SN (tj(x))f(x)| ≥ |SN (tj(x))fj(x)| − |A1| − |A2| ≃ λjδ − |A1| − |A2|,
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where
A1 =
∑
k<j
SN (tj(x))fk(x), A2 =
∑
k>j
SN (tj(x))fk(x).
On the other hand, summing (3.9)(ii) over k = 1, . . . , j−1 and (3.9)(iii) over k > j,
we see that
(3.10) |A1|+ |A2| ≪ λjδ.
Indeed
|A1| ≤
j−1∑
k=1
|SN (tj(x))fk(x)| .
j−1∑
k=1
λkδ ≃ λ(j−1)δ = λ−δλjδ
and
|A2| ≤
∑
k≥j+1
|SN (tj(x))fk(x)| . λjδ
∑
k≥j+1
λ−c(k−j) . λjδ−c(j+1−j) = λ−cλjδ,
so (3.10) holds taking λ sufficiently large. Thus, for any x ∈ Γ, there is a sequence
of times tj(x) ∈ Tj for j ∈ J(x) such that
(3.11) |SN (tj(x))f(x)| ≃ λjδ,
for all N > λj .
We need to take the limit N →∞ now. Call T = ⋃j∈N T j, and let t ∈ T . Then,
the limit of (3.11) exists for all x ∈ Td \Dt, where we call Dt precisely the set of
points where the limit does not exist. We said, and we prove in Appendix A, that
Hα(Dt) = 0 as long as α > d− 2s, which means that dimHDt ≤ d− 2s. Call now
D =
⋃
t∈T Dt the set of points where convergence fails for some t ∈ T . Since T is
a countable set, dimHD = supt∈T dimHDt ≤ d− 2s, and
lim
N→∞
SN (t)f(x) = e
it∆f(x), ∀x ∈ Td \D, ∀t ∈ T.
Thus, taking N →∞ in (3.11) yields
|eitj(x)∆f(x)| ≃ λjδ , ∀x ∈ Γ \D, ∀j ∈ J(x),
and then taking j →∞, we obtain
(3.12) lim
j→∞
|eitj(x)∆f(x)| =∞, ∀x ∈ Γ \D.
From the definition of T j, we have tj(x) ≃ λ−j αd+1 , so limj→∞ tj(x) = 0. This,
together with (3.12) yields (3.7), what we wanted to prove, for x ∈ Γ\D. And since
we assumed in (3.1) that dimHD ≤ d−2s < α = dimH Γ, we get dimH(Γ\D) = α.
Hence, apart from checking that the Hausdorff dimension of Γ is α, which we do
in Section 4, there remains only to establish (3.8).
Proof of (3.8)(i). In fact we will prove that for N > λj
(3.13)
|SN (t)fk(x)| ≃ λkδ−(j−k)
dα
2(d+1) , (x, t) ∈ (Xjt , T j), j
(
α
d+ 1
+ δ
)
≤ k ≤ j
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which implies (3.8)(i) and (3.8)(ii) in the range j
(
α
d+1 + δ
)
≤ k < j. Taking ε ∈ Rd
with |εℓ| ≤ 1100λj for every ℓ = 1, . . . , d, we will show (3.13) at points
t =
2π
q
, x = 2π
(
p
q
+ ε
)
, p ∈ Zd, q ∈ N,
such that q ≃ λj αd+1 , q ≡ 0 (mod 4), q/4 ≤ pℓ ≤ q/2 and pℓ ≡ 0 (mod 2) for all
ℓ = 1, . . . , d. Since k ≤ j, we have
(3.14)
SN
(
2π
q
)
fk
(
2π
(
p
q
+ ε
))
= λ−k(sα+
d
2−δ)
d∏
ℓ=1
λk−1∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)
,
so it will suffice to prove
(3.15)
∣∣∣∣∣∣
λk−1∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)∣∣∣∣∣∣ ≃ λk−j α2(d+1) ,
for all k ∈
(
j
(
α
d+1 + δ
)
, j
]
, because that way we get∣∣∣∣SN (2πq
)
fk
(
2π
(
p
q
+ ǫ
))∣∣∣∣ ≃ λ−k(sα+ d2−δ)λkd(1− α2(d+1))λ−(j−k)d α2(d+1)
≃ λkδ−k(sα− d2(d+1) (d+1−α))λ−(j−k)d α2(d+1) ≃ λkδλ−(j−k)d α2(d+1) ,
as claimed.
Let us prove (3.15). Let Lk and Rk be respectively the smallest and largest
integer that satisfy
(3.16) λk−1 ≤ Lkq and Rkq ≤ λk − 1,
which means that
(3.17) Lkq − λk−1 < q and λk −Rkq < q.
Changing variables
nℓ = Lkq +mℓq + rℓ, mℓ = 0, . . . , Rk − Lk − 1, rℓ = 0, . . . q − 1,
we cover nℓ = Lkq, . . . , Rkq − 1. The corresponding phase in (3.15) satisfies
nℓ
(
pℓ
q
+ εℓ
)
= ((Lk+mℓ)q+rℓ)
(
pℓ
q
+ εℓ
)
∈ Z+(Lk +mℓ) qεℓ+rℓ
(
pℓ
q
+ εℓ
)
,
and
n2ℓ
q
=
((Lk +mℓ)q + rℓ)
2
q
∈ Z+ r
2
ℓ
q
,
so we split the sum (3.15) into
λk−1∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)
=
Rk−Lk−1∑
mℓ=0
e2πi(Lk+mℓ)qεℓ
q−1∑
rℓ=0
e
2πi
(
rℓ(
pℓ
q
+εℓ)−
r2
ℓ
q
)
(3.18)
+
∑
nℓ∈J1∪J2
e2πi(nℓ(
pℓ
q
+εℓ)−n2ℓ 1q ) = I + II,
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where
J1 = {λk−1, . . . , Lkq − 1}, J2 = {Rkq − 1, . . . , λk − 1}.
In order to evaluate |I| we notice that for mℓ = 0, . . . , Rk − Lk − 1 we have
|(Lk +mℓ)qεℓ| < Rkq|εℓ| < λk 1
100λj
≤ 1
100
,
where we used (3.16) and k ≤ j. This means that all the phases 2π(Lk+mℓ)qεℓ are
close to zero, so the corresponding exponentials are very close to the unity. Thus
|I| ≃ (Rk − Lk − 1)
∣∣∣∣∣
q−1∑
rℓ=0
e
2πi
(
rℓ(
pℓ
q
+εℓ)−
r2
ℓ
q
)∣∣∣∣∣ .
The error in the phase with respect to a Gauss sum is at most |ε|q . λ−jλj αd+1 ≪ 1.
We show in the forthcoming Lemma 3.1 that in this situation, we have
(3.19)
∣∣∣∣∣
q−1∑
rℓ=0
e
2πi
(
rℓ(
pℓ
q
+εℓ)−
r2
ℓ
q
)∣∣∣∣∣ ≃ √q.
On the other hand, by (3.16) and k > jα/(d+ 1), we have
Rk − Lk − 1 ≃ λ
k − λk−1
q
≃ λ
k
q
.
Thus, recalling that q ≃ λj αd+1 , we arrive to
(3.20) |I| ≃ λ
k
q
√
q ≃ λ
k
√
q
≃ λk−j α2(d+1)
The estimate for |II| follows from the Van der Corput second derivative test in
Lemma 2.1. Indeed, by (3.17) we have |J1|, |J2| ≤ q, and the second derivative of
the phase of II is 4πq , so
(3.21) |II| . √q . λj α2(d+1) ≪ λk−j α2(d+1) ,
where the last inequality follows from j
(
α
d+1 + δ
)
< k and λ≫ 1. Plugging (3.20)
and (3.21) into (3.18) we obtain (3.15) and the proof of (3.13) is concluded.
There remains to prove (3.19), which we do in the following lemma.
Lemma 3.1. Let q ∈ N, p ∈ Z and ε ∈ R such that |ε| q ≪ 1, q ≡ 0 (mod 4) and
p ≡ 0 (mod 2). Then ∣∣∣∣∣
q−1∑
r=0
e
2πi
(
r(pq+ε)−
r2
q
)∣∣∣∣∣ ≃ √q,
Proof. Since the object under study is a perturbation of a Gauss sum in the case
in which its value is ≃ √q (see (2.3)), it suffices to show that the error introduced
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by this perturbation is of order smaller than
√
q. Write∣∣∣∣∣
q−1∑
r=0
e
2πi
(
r(pq+ε)−
r2
q
)
−
q−1∑
r=0
e2πi
rp−r2
q
∣∣∣∣∣
=
∣∣∣∣∣
q−1∑
r=0
e2πi
rp−r2
q
(
e2πirε − 1)∣∣∣∣∣ ≤ I + II,
where
I =
∣∣∣∣∣
q−1∑
r=0
e2πi
rp−r2
q (cos (2πrε) − 1)
∣∣∣∣∣ , II =
∣∣∣∣∣
q−1∑
r=0
e2πi
rp−r2
q sin (2πrε)
∣∣∣∣∣
and we have used e2πirε = cos (2πrε) + i sin (2πrε) and triangle inequality. Then,
since |ε| q ≪ 1, we can use the second part of Lemma 2.3 with ar = 1− cos (2πrε),
br = e
2πi r p+r
2
q and C = √q (which is allowed by Lemma 2.1), so that
I .
√
q aq−1 =
√
q (1− cos (2π(q − 1)ε)) . √q q2|ε|2 ≪ √q.
Similarly, if we choose ar =
ε
|ε| sin (2πrε) instead, then
II .
√
q aq−1 =
√
q | sin (2π(q − 1)ε) | . √q q|ε| ≪ √q.

Proof of (3.8)(ii). Since we already proved (3.13), we only need to show (3.8)(ii)
for 1 ≤ k ≤ j
(
α
d+1 + δ
)
. In fact, we will prove the stronger
(3.22) |SN (t)fk(x)| . λ−ck, (x, t) ∈ (Xjt , T j), 1 ≤ k ≤ j
(
α
d+ 1
+ δ
)
,
for some c > 0 and all N > λj . As in the previous case, we work with
t =
2π
q
, x = 2π
(
p
q
+ ε
)
, q ∈ N, p ∈ Zd, ǫ ∈ Rd
such that q ≡ 0 (mod 4), q ≃ λj αd+1 , pℓ ≡ 0 (mod 2), q/4 ≤ pℓ ≤ q/2 and |ǫℓ| ≤
1
100λj for all ℓ = 1, . . . , d.
Let us first consider the case k ≤ j
(
α
d+1 − δ
)
. Since in particular k ≤ j, the
expression (3.14) for the solution still holds, and it will be enough to prove
(3.23)
∣∣∣∣∣∣
λk−1∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)∣∣∣∣∣∣ . 1
for all ℓ = 1, . . . , d, because that way we get∣∣∣∣SN (2πq
)
fk
(
2π
(
p
q
+ ǫ
))∣∣∣∣ . λ−k(sα+ d2−δ) = λ−ck
as claimed. Now, (3.23) is an immediate consequence of the Van der Corput first
derivative test in Lemma 2.2. For that, we need to bound the distance between Z
and the derivative of the phase, which is pℓ/q + ǫℓ − 2nℓ/q. Since
1
4
≤ pℓ
q
≤ 1
2
, |ǫℓ| ≤ 1
100λj
,
2nℓ
q
≤ 2
κλj
α
d+1−k
<
2
κ
1
λδj
,
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taking j large enough we may have |ǫℓ + 2nℓ/q| ≤ 1/8, which implies that
dist
(
pℓ
q
+ ǫℓ − 2nℓ
q
,Z
)
≥ 1
8
.
This, in turn, implies (3.23) by Lemma 2.2.
On the other hand, when j
(
α
d+1 − δ
)
≤ k ≤ j
(
α
d+1 + δ
)
, we use Van der
Corput’s second derivative test in Lemma 2.1 to write∣∣∣∣∣∣
λk−1∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)∣∣∣∣∣∣ . λ
k − λk−1√
q
+
√
q
because the second derivative of the phase in the sum is −2/q. Moreover, the above
is bounded by
.
λk√
q
+
√
q ≃ λk−j α2(d+1) + λj α2(d+1) ≤ 2 max
(
λk−j
α
2(d+1) , λj
α
2(d+1)
)
,
so ∣∣∣∣SN (2πq
)
fk
(
2π
(
p
q
+ ε
))∣∣∣∣ . λ−k(sα+ d2−δ) max(λk−j α2(d+1) , λj α2(d+1))d
In case the maximum is λk−j
α
2(d+1) , we bound the above by
λ−k(sα+
d
2−δ) λkd−j
αd
2(d+1) = λ−k(sα−
d
2−δ) λ−j
αd
2(d+1) = λkδ λ−(j−k)
αd
2(d+1)
≤ λkδλ−a αd2(d+1)k,
where the last equality holds because
k ≤ j
(
α
d+ 1
+ δ
)
⇒ (j − k)
(
α
d+ 1
+ δ
)
≥ k
(
1− α
d+ 1
− δ
)
and with a =
(
1− αd+1 − δ
)
/
(
α
d+1 + δ
)
> 0. Moreover, writing a˜ = a αd2(d+1) and
choosing δ small enough we get λkδλ−a˜k < λ−ka˜/2. Otherwise, if the maximum is
λj
α
2(d+1) , using that jα/(d+ 1) ≤ k + jδ, we get
λ−k(sα+
d
2−δ) λj
αd
2(d+1) ≤ λ−k(sα+ d2−δ) λ kd2 + jδd2 = λ−k(sα−δ) λ jδd2 .
Since
j
(
α
d+ 1
− δ
)
≤ k ⇒ j ≤ b k, where b = 1α
d+1 − δ
> 0,
the above can be bounded by λ−k(sα−δ−
bd
2 δ) < λ−ksα/2, if δ is chosen small enough.
In short, the solution is smaller than either λ−ka˜/2 or λ−ksα/2, so letting c =
min(a˜/2, sα/2) > 0 we can write∣∣∣∣SN (2πq
)
fk
(
2π
(
p
q
+ ε
))∣∣∣∣ . λ−ck,
as we asked in (3.22).
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Proof of (3.8)(iii). The points we consider now are
t =
2π
q
, x = 2π
(
p
q
+ ε
)
, where p ∈ Zd, q ∈ N, ε ∈ Rd
such that q ≡ 0 (mod 4), q ≃ λj αd+1 , pℓ ≡ 0 (mod 2), q/4 ≤ pℓ ≤ q/2 and 1200λj ≤
ǫℓ ≤ 1100λj for all ℓ = 1, . . . , d.
From the definitions of SN (t) and of fk, we have SN (t)fk = 0 whenever N <
λk−1. Also, SN (t)fk = Sλk(t)fk for every N ≥ λk, so we can assume λk−1 ≤ N ≤
λk − 1. Thus
SN
(
2π
q
)
fk
(
2π
(
p
q
+ ε
))
= λ−k(sα+
d
2−δ)
d∏
ℓ=1
N∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)
.
We will prove
(3.24)
∣∣∣∣∣∣
N∑
nℓ=λk−1
e2πi(nℓ(
pℓ
q
+εℓ)−n2ℓ 1q )
∣∣∣∣∣∣ . λj(1− α2(d+1) ), ∀k > j,
so that∣∣∣∣SN (2πq
)
fj
(
2π
(
p
q
+ ε
))∣∣∣∣ . λ−k(sα+ d2−δ)λjd(1− α2(d+1) )
= λ−(k−j)(sα+
d
2−δ) λ−j(sα+
d
2−δ−d+
α
2(d+1))
= λjδ−(k−j)(sα+
d
2−δ)
≤ λjδ−c(k−j) .
for any 0 < c < sα +
d
2 − δ, as we wanted to prove. To establish (3.24), we proceed
as in the proof of (3.8)(i) and we arrive to the analogous of (3.18),
N∑
nℓ=λk−1
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)
=
Rk−Lk−1∑
mℓ=0
e2πi(Lk+mℓ)qεℓ
q−1∑
rℓ=0
e
2πi
(
rℓ(
pℓ
q
+εℓ)−
r2
ℓ
q
)
+
∑
nℓ∈J1∪J2
e
2πi
(
nℓ(
pℓ
q
+εℓ)−
n2
ℓ
q
)
= I + II,
(3.25)
where Lk and Rk be respectively the smallest and larger integer such that
Lkq ≥ λk−1, Rkq ≤ N
and
J1 = {λk−1, . . . , Lkq − 1}, J2 = {Rkq − 1, . . . , N},
which satisfy |J1|, |J2| ≤ q.
When estimating |I|, the phases 2πi(Lk +mℓ)qεℓ are not all coherent any more,
so we can exploit more cancellations. It is for this that we need to restrict the
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range of ε imposing εℓ ≥ 1200λj . On the other hand, since εℓ ≤ 1100λj , we can use
Lemma 3.1 as before, which gives
|I| ≃ √q
∣∣∣∣∣
Rk−Lk−1∑
mℓ=0
e2πimℓqεℓ
∣∣∣∣∣ = √q
∣∣∣∣1− e2πi(Rk−Lk)qεℓ1− e2πiqεℓ
∣∣∣∣
=
√
q
∣∣∣∣ sin (π(Rk − Lk)qεℓ)sin (πqεℓ) eπi(Rk−Lk−1)qεℓ
∣∣∣∣
Thus
(3.26) |I| .
√
q
| sin (πqεℓ) | ≃
√
q
q|εℓ| ≃
λj√
q
≃ λj(1− α2(d+1)),
where we used εℓ ≥ 1200λj .
When estimating |II|, since |J1|, |J2| ≤ q, the Van der Corput second derivative
test in Lemma 2.1 gives
(3.27) |II| . √q ≃ λj α2(d+1) ≤ λj(1− α2(d+1) ).
Plugging (3.26) and (3.27) into (3.25), we obtain (3.24), which concludes the proof
of (3.8)(iii).

4. The dimension of Γ
This section is devoted to prove that dimH Γ = α. Let us first write describe the
points of Γ, which was defined in (3.6). For convenience, let us write τ = (d+1)/α,
so that we will prove that dimH Γ = (d+ 1)/τ .
That x ∈ Γ means that there exists a sequence (jk)k∈N ⊂ N such that x ∈ Γjk
for every k ∈ N. This motivates the following chain of equivalences:
x ∈ Γ⇐⇒ ∃(jk)k∈N ⊂ N : x ∈ Γjk , ∀k
⇐⇒ ∃(jk)k∈N ⊂ N : ∀k ∃tjk ∈ T jk : x ∈ Xjktjk
⇐⇒ ∃(jk)k∈N ⊂ N, ∃(qjk)k∈N ⊂ N, ∃(pjk)k∈N ⊂ Zd such that
qjk ≡ 0 (mod 4), κλjk/τ ≤ qjk ≤ λjk/τ ,
(pjk)i ≡ 0 (mod 2),
qjk
4
≤ (pjk)i ≤
qjk
2
,
and
c1
λjk
≤ xi − (pjk)i
qjk
≤ c2
λjk
, ∀i, ∀k.
In the previous section the particular values c1 = 1/200 and c2 = 1/100 were
chosen, but they could in general be any 0 < c1 < c2 ≤ 1. Since qjk ≃ λjk/τ , x
can be approximated by a rational with an error of q−τjk . Moreover, if the intervals
{(κλj/τ , λj/τ )}j∈N cover all the real line, then the above can be rewritten as
x ∈ Γ⇐⇒ ∃ infinitely many (p, q) ∈ Zd × N such that
q ≡ 0 (mod 4), pi ≡ 0 (mod 2), q
4
≤ pi ≤ q
2
and
c1
qτ
≤ xi − pi
q
≤ c2
qτ
, ∀i = 1, . . . , d,
(4.1)
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where 0 < c1 < c2 may have changed, but are still fixed constants. To be absolutely
correct, Γ is contained in the set described on the right hand side with some con-
stants, while the right hand side set is included in Γ maybe with different constants.
However, since the results we obtain are independent of such constants, we may
assume that the equivalence (4.1) holds. As was said above, for that we need
κλj/τ < λ(j−1)/τ ⇐⇒ λ1/τ < 1
κ
.
Choose then λ = (κ−1 − 1)τ , which can be done as large as wished by choosing
0 < κ < 1 as small as needed.
The description of Γ in (4.1) already suggests that its dimension must be (d +
1)/τ , in view of the well-known Jarn´ık-Besicovitch theorem [6, 32].
Theorem 4.1 (Jarn´ık-Besicovitch). Let d > 0, τ ≥ 1 + 1/d and
J =
{
x ∈ [0, 1]d : sup
i=1,...,d
∣∣∣∣xi − piq
∣∣∣∣ ≤ 1qτ for infinitely many (p, q) ∈ Zd × N
}
.
Then, dimH J = (d+ 1)/τ .
Notwithstanding, we cannot use this theorem directly due to the restrictions
on the parity of p and q, and also to the additional lower bound for the error of
the approximations. However, we will be able to adapt its proof to our setting by
working with
G =
{
x ∈ [0, 1]d : c1
qτ
≤ xi − pi
q
≤ c2
qτ
∀i = 1, . . . , d for infinitely many
(p, q) ∈ Nd × N with pi ∈
(q
8
,
q
4
)
∀i = 1, . . . , d
}
.
(4.2)
Let x ∈ G/2 so that there exists y ∈ G such that x = y/2. That means that there
exist infinitely many p, q with the restrictions in (4.2) such that
c1
qτ
≤ yi − pi
q
≤ c2
qτ
⇐⇒ c1
2qτ
≤ xi − pi
2q
≤ c2
2qτ
⇐⇒ 4
τc1
2(4q)τ
≤ xi − 2pi
4q
≤ 4
τc2
2(4q)τ
(4.3)
for all i = 1, . . . , d. Call q˜ = 4q, p˜ = 2p, c˜1 = 4
τc1/2 and c˜2 = 4
τc2/2 so that
c˜1
q˜τ
≤ xi − p˜i
q˜
≤ c˜2
q˜τ
such that q˜ ∈ 4N, p˜i ∈ 2N and p˜i ∈ (q˜/4, q˜/2) for all i = 1, . . . , d. These equivalences
together with (4.1) and a proper choice of the constants c˜1, c˜2 imply that G/2 = Γ,
and consequently,
dimH Γ = dimHG.
In what remains of this section, we prove that dimHG = (d + 1)/τ . We will be
using the supremum norm and distance,
|x|∞ = sup
i=1,...,d
|xi|, dist∞(x, y) = |x− y|∞, ∀x, y ∈ Rd.
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4.1. Upper bound. The upper bound for the dimension of G follows easily from
its definition. Indeed, letting
A(x, r1, r2) = x+ [r1, r2]
d, ∀x ∈ Rd, 0 < r1 < r2,
be cubes close to x that fit the definition of G in (4.2), we see that
G ⊂
∞⋃
q=Q0
⋃
p∈Nd∩[ q8 ,
q
4 ]
d
A
(
p
q
,
c1
qτ
,
c2
qτ
)
, ∀Q0 > 0.
All such cubes have diameter
√
d (c2 − c1)/qτ . 1/Qτ0 , which tends to zero when
Q0 grows to infinity. Thus, let s > 0 so that
Hs(G) ≤ lim
Q0→∞
∞∑
q=Q0
∑
p∈Nd∩[ q8 ,
q
4 ]
d
(
d
1
2
c2 − c1
qτ
)s
=
(
d
1
2 (c2 − c1)
)s 1
8d
lim
Q0→∞
∞∑
q=Q0
qd
qτs
= 0
as long as τs − d > 1, which is equivalent to s > (d + 1)/τ . This implies that
dimHG ≤ (d+ 1)/τ .
Remark 4.1. This is the standard argument used to compute the upper bound for
the dimension of J . Indeed, denoting the closed cube with center at x ∈ Rs and
radius r > 0 by
B∞(x, r) = { y ∈ Rd : |x− y|∞ ≤ r },
it is immediate to check that
J ⊂
∞⋃
q=Q0
⋃
p∈Nd∩[0,q]d
B∞
(
p
q
,
1
qτ
)
, ∀Q0 > 0.
and that, as a consequence, dimH J ≤ (d+ 1)/τ .
4.2. Lower bound. To give the lower bound of G we will build a Cantor-like set
inside G, whose dimension will be bounded below by the following standard lemma,
which is in turn based in the mass distribution principle. It can be found in [29,
Example 4.6], with a generalisation to higher dimensions in [24, Lemma 2.4].
Lemma 4.2. Let {Ek}k∈N be a sequence of compact subsets of Rd satisfying the
following properties:
• The sequence is nested, this is, Ek ⊂ Ek−1 for every k ∈ N.
• Ek is a union of disjoint compact sets, which we name k-level sets.
• The distance between any two k-level sets is at least ǫk > 0, and this se-
quence is decreasing.
• Each (k − 1)-level set contains at least mk ≥ 2 k-level sets.
Then,
dimH
(⋂
k∈N
Ek
)
≥ lim inf
k→∞
log(m1m2 . . . mk−1)
− log
(
ǫkm
1/d
k
)
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The following lemma allows to build such a sequence of nested sets fulfilling
the reproduction and separation criteria. It corresponds to [24, Lemma 3.1], we
reproduce here the proof for completeness.
Lemma 4.3. Let C ⊂ [0, 1]d be a closed cube with side-length 0 < l ≤ 1. Let n ∈ N
such that n ≥ 215d/ld+1, and also
Qn =
{
q ∈ N : 2−6d n ≤ q ≤ n} .
Then, there are at least 2−18d
2
ld nd+1 cubes B∞(p/q, 1/q
τ) satisfying that
• q ∈ Qn,
• all are included in C, and
• the distance between any two such cubes is at least n−1−1/d.
Proof. The Dirichlet approximation theorem states that given n ∈ N and for every
x ∈ Rd, there exist q ∈ N and p ∈ Zd such that 1 ≤ q ≤ n and |x − p/q|∞ ≤
1/(qn1/d). Apply it to every x ∈ C and call q(x) the minimal q among all possible
outcomes of the theorem. By construction, q(x) ≤ n.
Let 1 < β < n split the range of q(x) into two; define Qn = {q ∈ N : n/β ≤ q ≤
n} so that q(x) is of the order of n. Then, asking β/n1+1/d < l/2, choose a set of
rationals p/q such that
• q ∈ Qn,
• dist∞(p/q,Rd \C) > (β/n)1+1/d, and
• |p/q − p′/q′|∞ > 3(β/n)1+1/d for every two points p/q, p′/q′ in the set,
and let Dn be a maximal set among all those, so that there is no set of rationals
satisfying the above conditions with a cardinality larger than that of Dn. Thus,
it is immediate to check the set of cubes {B∞ (p/q, 1/qτ) : p/q ∈ Dn} satisfy the
following properties:
• B∞(p/q, 1/qτ) ⊂ C for every p/q ∈ Dn,
• All such cubes are separated by a distance at least n−1−1/d.
Observing that the radius of the cubes is q−τ , these properties are the result of com-
bining q ∈ Qn yielding q−τ ≤ (β/n)τ ≤ (β/n)1+1/d with the other two properties
of Dn. Hence, it only remains to compute the cardinality of Dn.
The goal will be to see that points with q(x) ∈ Qn can be covered by balls
centred in Dn and with radius of the order of n
−1−1/d. For that, define
C2 = {x ∈ C : q(x) < n/β}
If x /∈ C2, then n/β ≤ q(x) ≤ n, which means that it can be approximated by
|x − p/q(x)|∞ ≤ β/n1+1/d. We want to find some p′/q′ ∈ Dn close enough to
p/q(x), but that may not be possible if x is too close to the border of C. Hence,
let α > 0 and define
C1 =
{
x ∈ C : dist∞(x,Rd \ C) > α/n1+1/d
}
,
for which we need to ask α/n1+1/d < l/2. Then, if x ∈ C1 \ C2,
dist∞(p/q(x),R
d \ C) > (α− β)/n1+1/d,
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so we also ask α > β. Moreover, since we want that p/q(x) is in the range of the
rationals in Dn, we will ask α− β > β1+1/d. That way, p/q(x) is a candidate to be
in Dn and two possibilities arise:
(1) Either p/q(x) ∈ Dn, or
(2) p/q(x) /∈ Dn, in which case there exists p′/q′ ∈ Dn such that∣∣∣ p
q(x)
− p
′
q′
∣∣∣
∞
≤ 3(β/n)1+1/d,
because the contrary would mean that all p′/q′ ∈ Dn are further than
3(β/n)1+1/d from p/q(x), and then Dn is not maximal because p/q(x) could
be in Dn but it is not.
In any of the two cases, there exists p′/q′ ∈ Dn closer than 3(β/n)1+1/d from p/q(x),
which by the triangle inequality implies that∣∣∣∣x− p′q′
∣∣∣∣
∞
≤
∣∣∣∣x− pq(x)
∣∣∣∣
∞
+
∣∣∣∣ pq(x) − p′q′
∣∣∣∣
∞
≤ β + 3β
1+1/d
n1+1/d
≤ 3α
n1+1/d
.
In other words,
C1 \ C2 ⊂
⋃
p/q∈Dn
B∞
(
p
q
,
3α
n1+1/d
)
,
so computing the volume we get
Ld(C1)− Ld(C2) ≤ #Dn 6
dαd
nd+1
.
Since C1 is a cube of side-length l− 2α/n1+1/d, we get Ld(C1) = (l− 2α/n1+1/d)d.
For an upper bound of the measure of C2, let x ∈ C2 so that q(x) < n/β and∣∣∣∣x− pq(x)
∣∣∣∣
∞
≤ 1
qn1/d
<
1
q
.
for some p ∈ Zd. This means that p/q cannot be further than 1/q from C, since
the contrary would imply that x /∈ C. Thus,
C2 ⊂
⋃
q<n/β
dist∞(p/q,C)<1/q
B∞
(
p
q
,
1
qn1/d
)
.
For each fixed q < n/β, the ℓ∞ distance between successive centers of such balls is
1/q, so there are at most (l/(1/q) + 3)d = (lq + 3)d of them. Hence,
Ld(C2) ≤
n/β∑
q=1
(lq + 3)d
2d
qdn
=
2d
n
n/β∑
q=1
(
l +
3
q
)d
≤ 2
d
n
 1/l∑
q=1
4d
q
+
n/β∑
q=1/l
4dld

≤ 8
d
n
(
1
l
+
nld
β
)
= 8d ld
(
1
nld+1
+
1
β
)
.
Consequently,
#Dn ≥ l
d nd+1
6dαd
((
1− 2α
l n1+1/d
)d
− 8d
(
1
n ld+1
+
1
β
))
.
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So that the right hand side is of the order of ld nd+1, we need the quantity inside
the parenthesis to be positive. Ask, for that,
2α
l n1+1/d
<
1
2
⇐⇒ l n d+1d ≥ 4α
and
1
n ld+1
≤ 1
24d+2
and
1
β
≤ 1
24d+2
⇐⇒ n ld+1 ≥ 24d+2 and β ≥ 24d+2,
so that #Dn ≥ ld nd+1/(6d2d+1αd). Observe now that nld+1 < ln1+1/d, so condi-
tions
n ld+1 ≥ max(24d+2, 4α), β ≥ 24d+2, α > β + β1+1/d
suffice, and any choice of α, β as above is valid. The numbers in the statement
correspond to β = 26d and α = 213d and the condition n ld+1 ≥ 215d ≥ 4α, such
that 6d2d+1αd ≤ 24d+1213d2 ≤ 218d2 and #Dn ≥ 2−18d2 ldnd+1. 
Once we have Lemmas 4.2 and 4.3, let us build the Cantor-like set inside G.
Define
Hn =
⋃
q∈Qn
⋃
p∈Nd∩( q8 ,
q
4 )
d
B∞
(
p
q
,
1
qτ
)
, H˜n =
⋃
q∈Qn
⋃
p∈Nd∩( q8 ,
q
4 )
d
A
(
p
q
,
c1
qτ
,
c2
qτ
)
.
The sets Hn are used in the proof for the classical set J , while H˜n are the adap-
tations for G. Since A
(
p
q ,
c1
qτ ,
c2
qτ
)
⊂ B∞
(
p
q ,
1
qτ
)
, there is an obvious one-to one
correspondence between all such cubes, indexed by the rationals p/q.
We build the sets Ek iteratively starting with E0 = [1/8, 1/4]
d, which has side-
length l = 1/8. According to Lemma 4.3, choose n1 ≥ 215d8d+1 = 218d+3 so that
there are at least 2−18d
2
nd+11 /8
d cubes in Hn1 inside E0 and that are separated by
at least n
−1−1/d
1 . Inside each of these cubes, there is one and only one cube of H˜n1 ,
so we build E1 as the union of all such latter cubes such that
• they are all inside E0,
• there are at least m1 = 2−18d2nd+11 /8d of them, and
• since they are inside the cubes of Hn1 , the separation among them is at
least ǫ1 = n
−1−1/d
1 .
Since we need m1 ≥ 2, we ask n1 ≥ 2
18d2+3d+1
d+1 too, so we set
n1 ≥ max
{
218d+3, 2
18d2+3d+1
d+1
}
.
Suppose now that Ek−1 is already built by cubes in H˜nk−1 , all of them disjoint
and separated by ǫk−1. Let C be any of such cubes, which is indexed by some p/q
with q ∈ Qnk−1 and which consequently has side-length
c2 − c1
nτk−1
≤ l = c2 − c1
qτ
≤ 26dτ c2 − c1
nτk−1
.
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We use thus Lemma 4.3 by asking
(4.4) nk ≥ 2
15d
(c2 − c1)d+1 n
τ(d+1)
k−1
so that nk ≥ 215d/ld+1 is satisfied. Thus, there are at least
2−18d
2
ld nd+1k ≥ 2−18d
2
(c2 − c1)d n
d+1
k
ndτk−1
cubes in Hnk that lie inside C and that are separated by at least ǫk = n
−1−1/d
k .
Choose the corresponding same number of cubes of H˜nk , which are
• all inside C,
• at least mk = 2−18d2 (c2 − c1)d nd+1k /ndτk−1, and
• separated by at least ǫk = n−1−1/dk .
Then, build Ek as the union of all such cubes coming from all cubes C that make
up Ek−1. Since we need mk ≥ 2, we also ask
(4.5) nk ≥ 2
18d2+1
d+1
(c2 − c1) dd+1
n
dτ
d+1
k−1.
Let finally F =
⋂
k∈N Ek and a sequence (nk)k∈N satisfying (4.4) and (4.5). Also,
m1 = Dn
d+1
1 and mk = Dn
d+1
k /n
dτ
k−1 for every k > 1 and for some constant D > 0
depending only on d, and ǫk = n
−1−1/d
k , which is a decreasing sequence. Thus,
m1m2 . . . mk−1 = c D˜
k
nd+1k−1
(nk−2 nk−3 . . . n2)d(τ−1−1/d)
for some constant c > 0. Since nk can be taken as large as wanted or needed,
impose the extra condition nk ≥ nkk−1, so that when k is large nk grows like ek!.
Thus,
m1m2 . . . mk−1 ≃ nd+1k−1, when k ≫ 1.
On the other hand, ǫkm
1/d
k = Dn
−τ
k−1, so− log(ǫkm1/dk ) ≃ lognτk−1, so by Lemma 4.2,
dimH F ≥ lim inf
k→∞
lognd+1k−1
lognτk−1
=
d+ 1
τ
.
Now, x ∈ F means that x ∈ Ek ⊂ H˜nk for all k ∈ N. Hence, there exist qk ∈ Qnk
and pk ∈ Nd ∩ (qk/8, qk/4)d such that x ∈ A(pk/qk, c1/qτk , c2/qτk) for every k ∈ N,
which implies that x ∈ G. Thus, we conclude that
dimHG ≥ dimH F ≥ d+ 1
τ
.
Remark 4.2. The proof of the Jarn´ık-Besicovitch Theorem 4.1 follows exactly the
same arguments above, save that E0 = [0, 1]
d and that when building the k-level
sets from a (k − 1)-level cube in Ek−1, we remain with the cubes of Hnk given by
Lemma 4.3. The cubes A(p/q, c1/q
τ , c2/q
τ ) and the corresponding sets H˜nk play
no role.
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4.3. The case α = d. In Remark 1.1, we explained that when α < d the result
dimHΓ = α immediately self-improves, since we can easily find an alternative Γ
′
such that Hα(Γ′) =∞. However, this reasoning does not work when α = d, so we
explicitly included that Hd(Γ) > 0 in the statement of Theorem 1.1. We show that
here.
The definition of Γ in (3.6) shows that it is the intersection of the nested sequence
of the sets
(⋃
j>n Γ
j
)
n∈N
, so
(4.6) Hd(Γ) = lim
n→∞
Hd
( ⋃
j>n
Γj
)
≥ lim
n→∞
Hd(Γn).
Thus, let us work with the sets Γj for j as large as needed. Recalling the definitions
(3.3), (3.4) and (3.5) and ignoring the 2π factor,
x ∈ Γj ⇐⇒ ∃q ∈
[
κλj
d
d+1 , λj
d
d+1
]
, q ≡ 0 (mod 4),
∃p ∈ [q/4, q/2]d, pi ≡ 0 (mod 2), i = 1, . . . , d
such that
1
100λj
≤ xi − pi
q
≤ 1
200λj
, i = 1, . . . , d.
Now, proceeding as in the beginning of the section, if we define Gj like
x ∈ Gj ⇐⇒ ∃q ∈
[
κ
4
λj
d
d+1 ,
1
4
λj
d
d+1
]
, ∃p ∈ [q/8, q/4]d
such that
c1
qτ
≤ xi − pi
q
≤ c2
qτ
, i = 1, . . . , d,
then Gj/2 ⊂ Γj for a proper choice of the constants 0 < c1 < c2 as in (4.3). Similar
to H˜n, G
j is nothing but
Gj =
⋃
q∈
[
κ
4 λ
j d
d+1 , 14 λ
j d
d+1
]
⋃
p∈[ q8 ,
q
4 ]
d
A
(
p
q
,
c1
qτ
,
c2
qτ
)
.
In particular, these cubes correspond to those that are in [1/8, 1/4]d.
Now, we use Lemma 4.3 with C = [1/8, 1/4]d, l = 1/8 and n = λj
d
d+1 /4. For
that, we have to ask first
(4.7) λj
d
d+1 /4 > 215d 4d+1 ⇐⇒ j > 17d
2 + 21d+ 4
d
ln 2
lnλ
.
Then, there are at least 2−18d
2
8−d λjd cubes B∞(p/q, 1/q
τ) inside C that satisfy
2−6d λj
d
d+1 /4 ≤ q ≤ λj dd+1 /4 and that are disjoint. Asking κ ≤ 2−6d, they satisfy
κ
4
λj
d
d+1 ≤ q ≤ 1
4
λj
d
d+1 .
Now, at least the same number of cubes A(p/q, c1/q
τ , c2/q
τ ) in [1/8, 1/4]d are
disjoint, which means that at least 2−18d
2−3d λjd of the cubes that form Gj are
disjoint. Hence,
Hd(Gj) ≥ 2−18d2−3d λjd
(
c2 − c1
qτ
)d
= (c2 − c1)d 2−18d
2−3d > 0,
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which in turn implies
Hd(Γj) ≥ 1
2d
Hd(Gj) ≥ (c2 − c1)d 2−18d
2−4d > 0.
This holds for every j as in (4.7), which together with (4.6) implies
Hd(Γ) ≥ (c2 − c1)d 2−18d
2−4d > 0,
and the proof is complete.
5. Proof of Theorem 1.3
The main conclusion of Theorem 1.3, namely the α-almost everywhere conver-
gence property for s > d2(d+2) (d+ 2− α), follows from the maximal estimate (1.3)
by a standard procedure using density arguments and Frostman’s lemma. We refer
the reader to [3, Appendix B] for the details. Therefore, we focus on proving the
maximal estimate.
Let us first recall that estimates of the same nature are known for the case when
µ is the Lebesgue measure, as was proved in [38] when d = 1 and in [49] when
d ≥ 2, using Strichartz estimates. In [15], based on the optimal periodic Strichartz
estimates from [11], the Lp exponent was improved when d ≥ 3. We gather all
these results in the following proposition.
Proposition 5.1 ([38, 49, 15]). Let s > dd+2 . Then∥∥∥∥ sup
0≤t≤1
|eit∆f |
∥∥∥∥
L
2(d+2)
d (Td)
. ‖f‖Hs(Td) .
We show in the following proposition that the above estimates for the Lebesgue
measure can be used to deduce similar estimates for a general α-dimensional mea-
sure.
Proposition 5.2. Let d ≥ 1, p ≥ 1 and s0 ≥ 0. If
(5.1)
∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
Lp(Td)
. ‖f‖Hs(Td), ∀s > s0
then ∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
Lp(Td,dµ)
. cα(µ)
1
p ‖f‖Hs(Td), ∀s >
d− α
p
+ s0
for every α-dimensional measure µ.
Once we prove this fact, since Proposition 5.1 shows that (5.1) holds with p =
2(d+ 2)/d and s0 = d/(d+ 2), we get∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
L
2(d+2)
d (dµ)
. cα(µ)
d
2(d+2) ‖f‖Hs(Td),
for every α-dimensional measure µ and whenever
s >
d(d − α)
2(d+ 2)
+
d
d+ 2
=
d
2(d+ 2)
(d+ 2− α) ,
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which is precisely the statement of Theorem 1.3. Hence let us prove Proposition 5.2.
For that, we will use several properties of the Dirichlet kernel (2.2) that we give in
the following two lemmas.
Lemma 5.3. Let N ∈ N. The Dirichlet kernel in one dimension, dN , is symmetric
with respect to π, that is, dN (2π − x) = dN (x) for every 0 ≤ x ≤ π, and
(5.2) |dN (x)| .
{
N when 0 ≤ x ≤ 1/N
1/|x| when 1/N < x ≤ π,
or equivalently, |dN (x)| . min (N, 1/x).
Proof. Both properties follow immediately from the well-known formula
dN (x) =
∑
|k|≤N
eikx =
sin ((N + 1/2)x)
sin (x/2)
, x ∈ T.

Lemma 5.4. Let N ∈ N and µ be an α-dimensional measure. Then,
(|DN | ∗ µ) (x) . cα(µ)Nd−α (lnN)d , ∀x ∈ Td.
Proof. Change variables to write
(|DN | ∗ µ) (x) =
ˆ
Td
|DN (x− y)|dµ(y) =
ˆ
Td
|DN (y)|dµx(y),
where µx(A) = µ(x − A) for every A ⊂ Td. In particular, µx is an α-dimensional
measure, with the same constant as µ. Now, split the torus into the 2d cubes of
length π that are obtained by halving each component T of the d-dimensional torus.
For the symmetric property dN (2π−xℓ) = dN (xℓ), the situation for all these cubes
is similar to that in [0, π]d, so we work in the latter. Divide it into smaller cubes of
length 2π/N indexed as
Qm =
d∏
ℓ=1
[
2π
mℓ
N
, 2π
mℓ + 1
N
]
, m = (m1, . . . ,md) ∈ {0, 1, . . . , N/2− 1}d
so that
(5.3)
ˆ
[0,π]d
|DN (y)|dµx(y) =
∑
m
ˆ
Qm
|DN(y)|dµx(y).
We may conveniently rewrite the bound in Lemma 5.3 as
|dN (yℓ)| . N
mℓ + δ(yℓ)
, where δ(yℓ) =
{
1, if yℓ ∈
[
mℓ
N ,
mℓ+1
N
)
,mℓ = 0,
0, if yℓ ∈
[
mℓ
N ,
mℓ+1
N
)
,mℓ 6= 0,
and plug it in (5.3) so that
ˆ
[0,π]d
|DN (y)|dµx(y) .
∑
m
(
d∏
l=1
N
mℓ + δ(yℓ)
)
µx(Qm)
=
cα(µ)
Nα
N/2∑
n=0
N
n+ δ(n/N)
d = cα(µ)
Nα
N +N N/2∑
n=1
1
n
d
≃ cα(µ)Nd−α (lnN)d .
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Since, as noted above, the same bound works for each of the 2d cubes of size π in
which we split Td, we get
(|DN | ∗ µ) (x) . cα(µ)Nd−α (lnN)d , ∀x ∈ Td.

Let us proceed now to the proof of Proposition 5.2.
Proof of Proposition 5.2. By splitting f into its dyadic decomposition f =
∑∞
k=0 fk
where the Fourier coefficients f̂k are supported in the squared annulus where 2
k−1 ≤
|n| ≤ 2k, it is enough to prove
(5.4)
∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
Lp(Td,dµ)
. cα(µ)
1
pNs‖f‖L2(Td),
whenever N ∈ 2N, supp f̂ ⊂ {n ∈ Zd : N/2 ≤ |n| ≤ N} and s > d−αp + s0. For such
functions, it is easy to check that the self reproducing formula
eit∆f = DN ∗ eit∆f
holds, where DN is the Dirichlet kernel defined in (2.2). Letting p
′ be the Ho¨lder
conjugate of p that satisfies 1 = 1p +
1
p′ and using Ho¨lder’s inequality, we may write
sup
0<t<1
|eit∆f(x)| ≤
ˆ
Td
|DN (x− y)| sup
0<t<1
|eit∆f(y)| dy(5.5)
≤
(ˆ
Td
|DN (x− y)| dy
) 1
p′
(ˆ
Td
|DN (x− y)| sup
0<t<1
|eit∆f(y)|p dy
) 1
p
.
For the first integral, from Lemma 5.3 we get
(5.6)ˆ
Td
|DN(x − y)| dy =
ˆ
Td
|DN (y)| dy =
(ˆ
T
|dN (y)| dy
)d
. (1 + lnN)d ≃ (lnN)d.
Thus, take in (5.5) the Lp norm with respect to an α-dimensional measure µ so that
the fact that the Dirichlet kernel is an even function and Fubini’s theorem imply∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥p
Lp(Td,dµ)
. (lnN)
dp
p′
ˆ
Td
ˆ
Td
|DN (x− y)| sup
0<t<1
|eit∆f(y)|p dy dµ(x)
= (lnN)
dp
p′
ˆ
Td
sup
0<t<1
|eit∆f(y)|p (|DN | ∗ µ) (y) dy.
Using now Lemma 5.4, we obtain∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥p
Lp(Td,dµ)
. cα(µ)(lnN)
dpNd−α
∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥p
Lp(Td)
.
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By hypothesis, for every s > s0, the L
p of the maximal function on the right is
bounded by ‖f‖Hs(Td), so we get∥∥∥∥ sup
0<t<1
|eit∆f |
∥∥∥∥
Lp(Td,dµ)
. cα(µ)
1/p(lnN)dN
d−α
p ‖f‖Hs(Td)
≃ cα(µ)1/p(lnN)dN
d−α
p
+s ‖f‖L2(Td)
. cα(µ)
1/pN
d−α
p
+s+εd ‖f‖L2(Td)
= cα(µ)
1/pN s˜ ‖f‖L2(Td)
for any s˜ = d−αp + s+ εd >
d−α
p + s0 + εd and any ε > 0. Thus, taking ε as small
as needed, the above inequality is satisfied for every s˜ > d−αp + s0, which is (5.4),
what we wanted to prove. 
Appendix A
As we claimed in the beginning of Section 2, for s ∈ (0, d/2], α > d − 2s and
f ∈ Hs(Td), we show here that the solution eit∆f(x) = limN→∞ SN (t)f(x) exists
α-almost everywhere.
By a standard density argument combined with Frostman’s lemma (for the de-
tails we refer again to [3, Appendix B]) it is enough to prove the following maximal
inequality.
Proposition A.1. Let s ∈ (0, d/2] and α > d− 2s. Then∥∥∥∥sup
N>1
|SN (t)f |
∥∥∥∥
L2(Td,dµ)
.
√
cα(µ)‖f‖Hs(Td)
for every α-dimensional measure µ.
We prove first an auxiliary lemma showing the analogous to (5.6).
Lemma A.2. Let N ∈ N. Then,
ˆ
Td
sup
M≤N
|DM (x)| dx . (lnN)d.
Proof. The definition of DN in (2.2) directly gives
(A.1) sup
M≤N
|DM (x)| =
d∏
ℓ=1
sup
M≤N
|dM (xℓ)|,
and by the symmetric property in Lemma 5.3,
ˆ
Td
sup
M≤N
|DM (x)| dx =
(ˆ
T
sup
M≤N
|dM (x)| dx
)d
= 2d
(ˆ π
0
sup
M≤N
|dM (x)| dx
)d
.
Now, using |dM (x)| . min(M, 1/x) from Lemma 5.3, and since min(M, 1/x) ≤
min(N, 1/x) for every M ≤ N , we deduce that
(A.2) sup
M≤N
|dM (x)| . min(N, 1/x).
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Hence,
ˆ π
0
sup
M≤N
|dM (x)| dx .
ˆ 1/N
0
N dx+
ˆ π
1/N
dx
x
≃ lnN
which concludes the proof.

We proceed to the proof of Proposition A.1.
Proof of Proposition A.1. By the usual Littlewood-Paley decomposition in squared
annuli, it is enough to prove
(A.3)
∥∥∥∥ sup
M≤N
|SM (t)f |
∥∥∥∥
L2(Td,dµ)
≤ Cε
√
cα(µ)N
d−α
2 +ε ‖f‖L2(Td),
for every ε > 0, N ∈ 2N and supp f̂ ⊂ {n ∈ Zd : N/2 ≤ |n| ≤ N}. Observe
that the restriction M ≤ N in the maximal operator in (A.3) is due to the fact
that SM (t)f(x) = SN (t)f(x) for every M ≥ N . It is easy to check that the self-
reproducing formula
SM (t)f = DM ∗ eit∆f
holds, where DN is the Dirichlet kernel defined in (2.2). By Ho¨lder’s inequality,
sup
M≤N
|SM (t)f(x)| ≤
ˆ
Td
sup
M≤N
|DM (x− y)||eit∆f(y)| dy
≤
(ˆ
Td
sup
M≤N
|DM (x− y)| dy
) 1
2
(ˆ
Td
sup
M≤N
|DM (x− y)||eit∆f(y)|2 dy
) 1
2
The first term can be bounded using Lemma A.2. Thus, as we did in (5.5), the fact
that the Dirichlet kernel is an even function and Fubini’s theorem imply
∥∥∥∥ sup
M≤N
|SM (t)f |
∥∥∥∥2
L2(dµ)
. (lnN)d
ˆ
Td
ˆ
Td
sup
M≤N
|DN (x− y)| |eit∆f(y)|2 dy dµ(x)
= (lnN)d
ˆ
Td
|eit∆f(y)|2
(
sup
M≤N
|DN | ∗ µ
)
(y) dy.
(A.4)
In the fashion of Lemma 5.4, one can prove(
sup
M≤N
|DN | ∗ µ
)
(y) . cα(µ)N
d−α (lnN)d, ∀y ∈ Td,
where we need to use (A.1) and replace (5.2) by its maximal analogous (A.2).
Hence, from (A.4) and using Plancherel’s theorem we get∥∥∥∥ sup
M≤N
|SM (t)f |
∥∥∥∥
L2(dµ)
.
√
cα(µ) (lnN)
dN
d−α
2
∥∥eit∆f∥∥
L2(Td)
=
√
cα(µ) (lnN)
dN
d−α
2 ‖f‖L2(Td).
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Since for any given ε > 0 we have lnN < Nε if N is large enough, we conclude∥∥∥∥ sup
M≤N
|SM (t)f |
∥∥∥∥
L2(Td,dµ)
.
√
cα(µ)N
d−α
2 +εd ‖f‖L2(Td)
which is what we wanted to prove in (A.3). 
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