Abstract Optimal partitioning of a multicore server processor in a cloud computing environment, i.e., optimal system (virtual server) configuration for some given types of applications is considered in this paper. Such optimization is important for dynamic resource provision and on-demand server customization in a cloud computing environment for certain specific types of applications, such that the overall system performance is optimized without exceeding certain energy consumption budget. A multicore server processor is treated as a group of queueing systems with multiple servers, i.e., M/M/m queueing systems. The system performance measures are the average task response time and the average power consumption. Two core speed and power consumption models are considered, namely, the idle-speed model and the constant-speed model. Three problems are formulated and solved, namely, optimal multicore server processor partitioning, optimal multicore server processor partitioning with power constraint, and optimal power allocation. All these problems are well-defined optimization problems. It is shown that although these problems are sophisticated, they can be solved by numerical algorithms. Numerical data are demonstrated for each problem.
Introduction
Traditional single-CPU processors have been facing dual challenges and conflicting requirements of high computing speed and high energy efficiency. On the one hand, as the latest multimedia-and networking-based applications provide new features and cutting-edge capabilities, processor development needs to stay ahead of increased B Keqin Li lik@newpaltz.edu such partitioning should be performed in a way that the overall system performance is optimized based on the given resource constraints.
Server partitioning technologies offer unique advantages to information technology departments. It allows system administrators to host diversified applications on different partitions within a single server [17] . It allows administrators to consolidate multiple applications into one physical server box, thereby promoting centralized server management, saving space, and reducing administrative and management costs. It allows companies to consolidate the work previously done by multiple independent servers for different types of workloads into a single server. Server partitioning technology has been around for a while in the mainframe space and large-scale parallel processing systems [11, 16, 18] , but it started to gain attention in distributed, grid, Internet computing only in the past few years. The trend toward server consolidation has driven much of the interest in server partitioning, which is likely to be adopted in future cloud computing, where server partitioning also implements virtual server configuration and provision.
In this paper, we consider the problem of optimal partitioning of a multicore server processor in a cloud computing environment, i.e., optimal system (virtual server) configuration for some given types of applications [9, 12, 20, 21] . Such optimization is important for dynamic resource provision and on-demand server customization in a cloud computing environment for certain specific types of applications, such that the overall system performance is optimized without exceeding certain energy consumption budget. A multicore server processor is treated as a group of queueing systems with multiple servers, i.e., M/M/m queueing systems. The system performance measures are the average task response time and the average power consumption. Two core speed and power consumption models are considered, namely, the idle-speed model and the constant-speed model.
Three problems are formulated and solved.
• Optimal multicore server processor partitioning-given task arrival rates and mean task execution requirements for several types of applications, the number of available cores, and core speed, we find the server sizes such that the average task response time of all applications is minimized.
• Optimal multicore server processor partitioning with power constraint-given task arrival rates and mean task execution requirements for several types of applications, the number of available cores, and the total available power, we find the server sizes and the server speeds such that the average task response time of all applications is minimized and that the total average power consumption does not exceed the total available power.
• Optimal power allocation-given task arrival rates and mean task execution requirements for several types of applications, the server sizes, and the total available power, we find the server speeds such that the average task response time of all applications is minimized and that the total average power consumption does not exceed the total available power.
All the above problems are well-defined optimization problems. We show that although these problems are sophisticated, they can be solved by numerical algorithms. We demonstrate numerical data for each problem.
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It has come to the author's attention that while server partitioning is critical to virtual server configuration and provision, the problem of optimal partitioning of a multicore server processor in a cloud computing environment has not been treated rigorously in an analytical way. Our investigation in this paper makes effort in this direction, and the method can be applied to dynamic resource provision, system performance optimization, and energy consumption reduction in cloud computing.
Modeling a multicore server processor
Assume that a multicore server processor S has m identical cores. In this paper, a multicore server processor is treated as an M/M/m queueing system which is elaborated as follows [14] . There is a Poisson stream of tasks with arrival rate λ, i.e., the interarrival times are independent and identically distributed (i.i.d.) exponential random variables with mean 1/λ. A multicore server S maintains a queue with infinite capacity for waiting tasks when all the m cores are busy. The first-come-first-served (FCFS) queueing discipline is adopted. The task execution requirements (measured by the number of instructions to be executed) are i.i.d. exponential random variables r with meanr . The m cores of server S have identical execution speed s (measured by the number of instructions that can be executed in one unit of time). Hence, the task execution times on the cores of server S are i.i.d. exponential random variables x = r/s with meanx =r /s.
Let μ = 1/x = s/r be the average service rate, i.e., the average number of tasks that can be finished by a processor core of server S in one unit of time. The core utilization is
which is the average percentage of time that a core of S is busy. Let p k denote the probability that there are k tasks (waiting or being processed) in the M/M/m system for S. Then, we have ( [13] , p. 102)
where
The probability of queueing (i.e., the probability that a newly arrived task must wait because all processor cores are busy) is
The average number of tasks (in waiting or in execution) in S is
Applying Little's result, we get the average task response time as
To formulate and solve our optimization problems analytically, we need a closedform expression of T . To this end, let us use the following closed-form approximation,
which is very accurate when m is not too small and ρ is not too large. We also need Stirling's approximation of m!, i.e.,
Therefore, we get the following closed-form approximation of p 0 ,
, and the following closed-form approximation of p m ,
Using the above closed-form expression of p m , we get a closed-form approximation of the average task response time as
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Our discussion in this paper is based on the above closed-form expression. Power dissipation and circuit delay in digital CMOS circuits can be accurately modeled by simple equations, even for complex microprocessor circuits. CMOS circuits have dynamic, static, and short-circuit power dissipation; however, the dominant component in a well-designed circuit is dynamic power consumption P (i.e., the switching component of power), which is approximately P = aC V 2 f , where a is an activity factor, C is the loading capacitance, V is the supply voltage, and f is the clock frequency [10] . Since s ∝ f , where s is the processor speed, and f ∝ V φ with 0 < φ ≤ 1 [22] , which implies that V ∝ f 1/φ , we know that power consumption is P ∝ f α and P ∝ s α , where α = 1 + 2/φ ≥ 3. For ease of discussion, we will assume that the power allocated to a processor core with speed s is simply s α .
We will consider two types of core speed models. In the idle-speed model, a core runs at zero speed when there is no task to perform. Since the power for speed s is s α , the average amount of energy consumed by a core in one unit of time is
where we notice that the speed of a core is zero when it is idle. The average amount of energy consumed by an m-core server S in one unit of time, i.e., the power supply to server S, is
where mρ = λx is the average number of busy cores in S. Since a processor core still consumes some amount of power P * even when it is idle (assume that an idle core consumes certain base power P * , which includes static power dissipation, shortcircuit power dissipation, and other leakage and wasted power [2]), we will include P * in P, i.e.,
Notice that when P * = 0, the above P is independent of m.
In the constant-speed model, all cores run at the speed s even if there is no task to perform. Again, we use P to represent the power allocated to server S. Since the power for speed s is s α , the power allocated to server S is P = m(s α + P * ).
Notice that the above two core speed models which characterize different ways of power consumption have been used in studying various aspects of multicore server processors [7, 8, 14] .
Optimal processor partitioning
Assume that we have a multicore server processor with m cores of the same speed s. There are n types of applications, such that the task arrival rate of the ith type is λ i , and the task execution requirements of the ith type are i.i.d. exponential random variables with meanr i , where
Fig. 1 A multicore server processor partitioned into several servers cores into n servers S 1 , S 2 , . . . , S n , such that S i contains m i cores, where 1 ≤ i ≤ n, and m 1 + m 2 +· · ·+m n = m. In Fig. 1 , we illustrate a 64-core server processor which is divided into several servers. The average task response time of S i is
The average task response time of all the n types of applications is
Our optimal multicore server processor partitioning problem can be formally defined as follows. Given task arrival rates λ 1 , λ 2 , . . . , λ n , mean task execution requirementsr 1 ,r 2 , . . . ,r n , the number of available cores m, and core speed s, we find m 1 , m 2 , . . . , m n such that T is minimized subject to the constraint that
We can minimize T using the method of Lagrange multiplier, namely,
for all 1 ≤ i ≤ n, where φ is a Lagrange multiplier. Strictly speaking, the above problem and the problem of the next section are discrete and combinatorial optimization problems, since the m i s are integers. It is not clear whether there exist any efficient algorithms to solve these problems. Our strategy to solve the problems is a two-step process. First, we treat the m i s as real numbers and the problems as continuous and multi-variable optimization problems, so that the problems can be solved using standard methods from multi-variable calculus. Second, once the optimal real values of the m i s are obtained, they are rounded to the nearest integers. In addition, for the purpose of formulating our multi-variable optimization problems, we employ a closed-form approximation of the average task response time, as we have done in Sect. 2. Although there is no rigorous proof of the ultimate optimality of our approach, our extensive numerical calculations demonstrate its effectiveness.
Let us rewrite T i as
It is clear that
We rewrite F i as
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Notice that
Since
and
Now, we have
Summarizing the above discussion, we get
for all 1 ≤ i ≤ n. Hence, we get a nonlinear system of (n + 1) equations specified in the last equation and the constraint J (m 1 , m 2 , . . . , m n ) = m. It is unlikely that this nonlinear system of equations accommodates any analytical solution.
To solve the above equations numerically, we notice that ∂ T /∂m i < 0 (i.e., T is a decreasing function of m i ) and is an increasing function of m i (i.e., T is a convex function of m i ). Hence, given λ i ,r i , s, λ, and φ, we can find m i that satisfies ∂ T /∂m i = φ using the classic bisection method, i.e., searching for m i in an interval [lb, ub] . The lower bound is simply lb = 0. The upper bound ub should be some value greater than λ iri /s such that ρ i < 1 and should be large enough such that ∂ T /∂m i with m i = ub is greater than φ.
Given n, m, λ 1 , λ 2 , . . . , λ n ,r 1 ,r 2 , . . . ,r n , and s, the optimal multicore server processor partitioning problem can be solved as follows. Again, we find φ using the bisection method, i.e., searching for φ in an interval [lb, ub] . Since ∂ T /∂m i < 0 for all 1 ≤ i ≤ n, the upper bound is simply ub = 0. The lower bound lb is chosen such that m 1 + m 2 + · · · + m n < m, where m i is determined with φ = lb. As the search interval [lb, ub] shrinks, we will eventually obtain the m i s which satisfy J (m 1 , m 2 , . . . , m n ) = m with arbitrary numerical accuracy.
Example 1 Let us consider m = 64 cores to be partitioned into n = 8 subsystems. The core speed is s = 1. The task arrival rates are λ i = ((i + 5)/76)λ, for all 1 ≤ i ≤ n, where λ = 12, 24, 36, 48, 60. The mean task execution requirements arer i = 1 for all 1 ≤ i ≤ n. In Table 1 , for each λ, we show λ i , m i , ρ i , and T i , for all 1 ≤ i ≤ n, as well as the minimized average task response time T . All the data are calculated with the length of a search interval reduced to no longer than 10 −14 . Notice that all the T i s and T are calculated based on the m i s which are not integers. In reality, such fractional servers cannot be implemented. Hence, the m i s should be rounded to the nearest integers, and the T i s and T need to be re-calculated. In Table 2 , we demonstrate the same information as Table 1 after the m i s are rounded to the nearest integers. It is observed that rounding the m i s damages the data smooth. For instances, the ρ i s are no longer increasing with i and the T i s are no longer decreasing with i. Furthermore, when λ is large, such rounding may cause significant increment of some ρ i (e.g., when λ = 60, ρ 5 is over 98 %). Since T i has sharp turn and dramatic increase when ρ i is close to 1, such increment of ρ i may cause significant increment of T i and T as well (e.g., when λ = 60, T 5 increases from 2.3303738 to 9.6888741, and T increases from 2.3551706 to 3.3894671).
To demonstrate the optimality of our solution, we perform extra computation as follows. Let us consider the case when λ = 48. For each m i , its fraction part is truncated, and we obtain
The four additional cores are allocated to the eight servers in the following way, i.e., we choose four servers out of the eight and allocate one extra core to each server. It is clear that there are Table 3 . It can be seen that the optimal partition is indeed No. 18 (in boldface): which leads to T = 1.1525194, as obtained in Table 2 . Furthermore, for each case of Table 3 , we also display the T obtained from the original expression, and the relative error of our closed-form approximation of T . It is clear that for No. 18, T obtained from the original expression is 1.1855418, and the relative error of our closed-form approximation of T is 2.7854213 %, which is the smallest among all the 70 cases.
Optimal processor partitioning with power constraint
We extend the optimal multicore server processor partitioning problem by allowing each server S i to have its own speed s i . The average task response time of S i is
,
Our optimal multicore server processor partitioning with power constraint problem can be formally defined as follows. Given task arrival rates λ 1 , λ 2 , . . . , λ n , mean task execution requirementsr 1 ,r 2 , . . . ,r n , the number of available cores m, the base power supply P * , and the total available power P, we find m 1 , m 2 , . . . , m n and the server speeds s 1 , s 2 , . . . , s n , such that T is minimized subject to the constraint that 
for the idle-speed model, and the constraint that
for the constant-speed model. An illustration of the problem is given in Fig. 2 . We can minimize T using the method of Lagrange multiplier. For the idle-speed model, we have
for all 1 ≤ i ≤ n, where φ is a Lagrange multiplier, and
for all 1 ≤ i ≤ n, where ψ is another Lagrange multiplier. For the constant-speed model, we have
that is,
where ψ is another Lagrange multiplier. Using the same calculation in the last section, we get
To calculate ∂ T /∂s i , we rewrite T i as
Again, we rewrite F i as
.
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Now, we have
for all 1 ≤ i ≤ n.
The idle-speed model
For the idle-speed model, we have
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for all 1 ≤ i ≤ n. Also, we have
, that is,
for all 1 ≤ i ≤ n. Hence, we get a nonlinear system of (2n + 2) equations specified in (1) and (2) and the two constraints J (m 1 , m 2 , . . . , m n ) = m and K (s 1 , s 2 , . . . , s n ) = P.
The constant-speed model
For the constant-speed model, we have
for all 1 ≤ i ≤ n. Hence, we get a nonlinear system of (2n + 2) equations specified in (3) and (4) and the two constraints J (m 1 , m 2 , . . . , m n ) = m and K (m 1 , m 2 , . . . , m n , s 1 , s 2 , . . . , s n ) = P.
A numerical procedure
The above nonlinear systems of equations are extremely sophisticated to solve. A special numerical procedure consisting of four subalgorithms A 1 , A 2 , A 2 , and A 4 has been developed to solve the equations.
• (A 1 ) First, we notice that the right-hand side of (2) or (4) is a decreasing function of s i . Thus, given m i , λ i ,r i , λ, and ψ, we can find s i using the bisection method in an appropriately chosen interval [lb 1 , ub 1 ], for all 1 ≤ i ≤ n.
• (A 2 ) Second, we notice that the left-hand side of (1) (i.e., ∂ T /∂m i ) or ∂ T /∂m i − ψs α i from (3) is an increasing function of m i . Thus, given λ i ,r i , λ, φ, and ψ, we can find m i using the bisection method in an appropriately chosen interval [lb 2 , ub 2 ], for all 1 ≤ i ≤ n.
• (A 3 ) Third, we notice that for a given φ, J (m 1 , m 2 , . . . , m n ) is a decreasing function of ψ. Thus, given the λ i s,r i s, m, and φ, we can find ψ using the bisection method in an appropriately chosen interval [lb 3 , ub 3 ].
• (A 4 ) Finally, we notice that K (s 1 , s 2 , . . . , s n ) or K (m 1 , m 2 , . . ., m n , s 1 , s 2 , . . ., s n ) is an increasing function of φ. Thus, given the λ i s,r i s, m, P * , and P, we can find φ using the bisection method in an appropriately chosen interval [lb 4 , ub 4 ].
In the above algorithm, all the intervals for the bisection method should be carefully determined and they are very sensitive to the input data. The subalgorithm A j calls A j−1 for all 2 ≤ j ≤ 4.
Example 2 Let us consider m = 42 cores to be partitioned into n = 7 subsystems. The task arrival rates are λ i = ((i + 5)/63)λ, for all 1 ≤ i ≤ n, where λ = 35. The mean task execution requirements arer i = 1 for all 1 ≤ i ≤ n. The base power is P * = 2 and the total power is P = 160. In Table 4 
Optimal power allocation
Given task arrival rates λ 1 , λ 2 , . . . , λ n , mean task execution requirementsr 1 ,r 2 , . . . , r n , the server sizes m 1 , m 2 , . . . , m n , the base power supply P * , and the total available power P, the optimal power allocation problem is to find the server speeds s 1 , s 2 , . . . , s n , such that T is minimized subject to the constraint that
for the idle-speed model, and
for the constant-speed model. We can minimize T using the method of Lagrange multiplier, namely,
for all 1 ≤ i ≤ n and the idle-speed model, and
for all 1 ≤ i ≤ n and the constant-speed model, where ψ is a Lagrange multiplier. Following the same derivations of the last section, we reach (2) and (4). Hence, we can use A 1 to find the s i s and a method similar to A 4 to find ψ by noticing that
is an increasing function of ψ. Table 5 , for both idle-speed model and constant-speed model, we show λ i , m i , ρ i , and T i , for all 1 ≤ i ≤ n, as well as the minimized average task response time T . All the data are calculated with the length of a search interval reduced to no longer than 10 −14 . It is observed that for moderate server utilization, rounding the m i s slightly increases T .
To demonstrate the optimality of our solution, we perform extra computation as follows. For each m i , its fraction part is truncated, and we obtain
The three additional cores are allocated to the seven servers in the following way, i.e., we choose three servers out of the seven and allocate one extra core to each server. It is clear that there are relative error of our closed-form approximation of T is 0.6161394 %, which is the smallest among all the 35 cases. Similarly, for each case of Table 7 , we also display the T obtained from the original expression, and the relative error of our closed-form approximation of T . It is clear that for No. 9, T obtained from the original expression is 0.9559134, and the relative error of our closed-form approximation of T is 2.3143358 %, which is the smallest among all the 35 cases.
Conclusions
We have formulated and solved three optimization problems related to optimal system (virtual server) configuration for some given types of applications in a cloud computing environment, namely, optimal multicore server processor partitioning, optimal multicore server processor partitioning with power constraint, and optimal power allocation. Such optimal multicore server processor partitioning has important applications in dynamic resource provision in a cloud computing environment for certain specific types of applications, such that the overall system performance is optimized without exceeding certain energy consumption budget. We provided numerical procedures to solve the above complicated problems and demonstrated numerical data.
Our investigation in this paper implies that dynamic resource provision, system performance optimization, and energy consumption reduction should be considered in an integrated and analytical way.
Notice that in this paper, we have assumed that the size (i.e., the number of cores) of a server can be any positive integer. Also, the speed of a server can be any positive real number. In a real multicore server processor, the size of a server might only be some pre-determined values. Furthermore, the speed of a server might only be some pre-determined values, and becomes a discrete variable. In such circumstances, the extension and optimality of our method in this paper need further investigation and examination.
Finally, it would be interesting and important to test our method in a real data center to find an optimal system partitioning for a real environment with given types of applications. This will be our future effort and investigation.
