Abstract-This paper considers a heterogeneous wireless sensor network that consists of several resource-rich supernodes used for data relaying and a large number of energy constrained wireless sensor nodes. Sensor nodes are deployed randomly to monitor a number of targets. Since targets are redundantly covered by more sensors, we organize the sensors in set covers that are activated successively to conserve energy. In this paper we introduce the Heterogeneous Connected Set Covers (HCSC) problem that has the objective to find a maximum number of set covers such that each set cover monitors all targets and each active sensor is connected to at least one supernode. A sensor can participate in multiple set covers, but the total energy spent in all sets is constrained by the battery capacity. In this paper we show that HCSC is NPcomplete and we propose two algorithms for solving this problem, an Integer Programming approach and a distributed and localized protocol. Simulation results are presented to evaluate these solutions.
and/or sensing range of the wireless nodes. In this paper we deal with the first method. We design a scheduling mechanism in which only some of the sensors are active, while all other sensors are in sleep mode.
In this paper, we study target coverage in heterogeneous WSNs that contain two types of wireless devices: resource-constrained wireless sensor nodes deployed randomly in large number (e.g. remotely, from an aircraft) and fewer resource-rich supernodes. The sensors' mission is to monitor targets with locations that are known or can be triangulated. Sensor measurements are transmitted to a supernode and from here are relayed on the supernode network towards the user application, as shown in Fig. 1 . Additionally, supernodes could process sensor data before forwarding. Hardware components for building heterogeneous WSNs are now available commercially from Crossbow [5] .
The method used to extend network lifetime is to organize the sensor nodes into a number of set covers that guarantee both connectivity (all targets continuously monitored) and connectivity (each active sensor has a multi-hop path to a supernode). Additionally, the set cover schedule optimizes sensor node energy usage and lowers the density of active nodes, thus reducing interference at the MAC layer.
The contributions of this paper are: (1) model the target coverage problem in heterogeneous WSNs by organizing the sensor nodes in set covers; we introduce the Heterogeneous Connected Set Covers (HCSC) problem which is NPcomplete, (2) design two algorithms for solving the HCSC problem, one using Integer Programming and the second with a distributed approach, and (3) analyze the performance of our approaches through simulations.
The rest of this paper is organized as follows. In section II we briefly present related works on 1-4244-0507-6/06/$20.00 ©2006 IEEE heterogeneous WSNs and target coverage problem. Section III describes the features of heterogeneous WSNs and introduces the HCSC problem. We continue in sections IV and V with our solutions for solving the HCSC problem. In section VI we present the simulation results, and section VII concludes our paper.
II. RELATED WORK
The benefits of using heterogeneous WSNs have been presented recently in literature. In [8] , it is pointed out that by using a heterogeneous architecture with sensor motes and gateways, improved network performance is obtained, reducing data gathering delay and improving network lifetime. In [12] , it is reported that properly deployed, heterogeneity can triple the average delivery rate and provide a 5-fold increase in the network lifetime. The work in [10] introduces another type of heterogeneous WSN called actor networks, consisting of sensor nodes and actor nodes which can perform appropriate actions based on sensor data.
Target coverage is an important issue in WSNs. The coverage concept is a measure of Quality of Service of the sensing function. The goal is to have each location in the physical space of interest within the sensing range of at least one sensor. The coverage problems can be classified in the following types: (1) area coverage [4] , [13] where the objective is to cover an area, (2) point coverage [1] , [3] , where the objective is to cover a set of targets, and (3) coverage problems that have the objective to determine the maximal support/breach path that traverses a sensor field [9] .
Set cover formation is done based on the problem requirements such as energy-efficiency, area monitoring, connectivity, etc. Different techniques have been proposed in literature [4] , [13] for determining which sensors will be active in each round.
Paper [3] introduces the target coverage problem, where disjoint sensor sets are modeled as disjoint set covers, such that every cover completely monitors all the target points. A mixed integer programming solution is proposed. This problem is further extended in [1] , where sensors are not restricted to participate in disjoint sets, but may belong to multiple sets. Paper [1] (1) all targets are continuously monitored by the set of active nodes, (2) each active sensor is connected to at least one supernode, and (3) network lifetime is maximized.
We measure the network lifetime as the time interval that all T targets are monitored by a subset of sensor nodes that are connected to supernodes through a multihop path of active sensors, while satisfying the sensor energy constraint.
The approach that we used in this paper for maximizing network lifetime is to organize sensors in set covers. The network activity is organized in rounds, such that each set cover is active in one round. Each round takes d time units, and only the sensors in the active set cover are responsible for targets monitoring and data relaying, while all other sensors are in a low-power sleep mode.
A heterogeneous topology with 20 targets, a 2 x 2 supernode grid and 50 motes organized in a cover is shown in Figure 2 . Sensing nodes are connected to supernodes by a multi-hop path formed using other active nodes. Heterogeneous WSN topology with a cover for 20 targets (triangles =targets, circles =motes, diamonds=supernodes, large circles=sensing disk centered on targets).
Next, we formally define the Heterogeneous Connected Set Covers (HCSC) problem that for heterogeneous WSNs: Definition 2. HCSC Problem Given a set of targets t1, t2, ..., tT, a set of supernodes 91, 92, ..., gM, and a set of randomly deployed sensors sl, s2, ..., SN, find a family of sensor set covers cl, c2, ..., cp, such that (1) P is maximized, (2) sensors in each set cover c (p = 1, ... , P) are connected to supernodes, (3) each sensor set monitors all targets, and (4) each sensor appearing in the sets cl, c2, ..., Cp consumes at most Emax energy. In HCSC definition, the requirement to maximize P is equivalent with maximizing the network lifetime. Other requirements include targets coverage by the active sensor set, active sensor sets connectivity to supernodes, and satisfying the sensor energy constraints. Paper [2] introduces the Connected Set Covers (CSC) problem that considers homogeneous sensor networks with only one supernode (Base Station) for data collecting and shows that CSC is NP-complete.
HCSC problem is NP-complete by restriction method [6] , since CSC is a particular case of HCSC problem for M= 1, that is the case when we have only one supernode deployed for data gathering.
Let us next formulate the framework of our solutions. We consider the network activity is organized in rounds, and each round has two phases: initialization and data collection. During the initialization phase, a set of active sensors (let us say the set cover ci) is established such that conditions 2, 3, and 4 in the HCSC problem are satisfied. During the data collection phase, sensors in the set cover ci are active while all other sensors are in the sleep mode for the rest of the round and they will wake-up for the next initialization phase.
Sensor nodes active in a set cover ci are classified as sensing nodes and relay nodes. Sensing nodes are sensors that monitor one or more targets. They consume energy both for sensing and for data transmission. Relay nodes are sensors that are active to relay data from sensing nodes to supernodes.
In this paper, we consider the following data gathering model. We assume that data gathering is performed periodically, with a sensing cycle of 5' time. That means that every 5' time every sensing node will send a packet with sensed data. We also consider that each round (each set cover) is active 6 = p x 5' time. Then p packets will be generated by each sensing node during each round.
A sensing node consumes E. energy per round for sensing. A relaying node consumes Er energy for receiving a packet and Et energy for transmitting a packet. We do not account for the energy spent on supernodes, since we consider that supernodes have enough energy resources.
The energy model considered in this paper is similar to the model used for LEACH [7] . The energy spent for transmissions is Et(1, R) = Eeiecl + eamplR2 , where I is the packet length (bits), eamp is a transmit amplifier parameter and R, is the transmission range. The receiver energy for a packet is Er = EeiecI. Eelec = 5OnJ/bit is the energy dissipated per bit by the radio electronics for Rx/Tx. Next, we propose two solutions for determining the active sensors (sensing nodes and relay nodes) in each round: in section IV we present a centralized IP-based algorithm and in section V we propose a distributed approach.
IV. INTEGER PROGRAMMING SOLUTION FOR THE HCSC PROBLEM
We first formulate the HCSC problem using Integer Programming (IP) in section IV-A and then propose an centralized, IP-based algorithm in section IV-B.
A. Integer Programming Formulation ofthe HCSC Problem
In order to model the connectivity requirement for each set cover Ck, for k = 1, ... , K, we model the heterogeneous WSN as a flow network G = (V, E). The Our distributed algorithm designed to select the set-cover ci for the round i has two steps: (1) sensing nodes selection and (2) relay nodes selection.
The algorithm for selecting the sensing nodes is presented in section V-A, followed by the algorithm for selecting the relay nodes in section V-B.
A. Algorithm for Selecting Sensing Nodes
The algorithm for selecting the sensing nodes is distributed and localized, that means the decision process at each node makes use of only information for a neighborhood within a constant number of hops. A distributed and localized approach is desirable in sensor networks since it is scalable and adapts better to dynamic and large topologies.
In this section we describe how a sensor s.' decides whether or not it will be a sensing node during the current round. The goal of this algorithm is to activate a minimum number of relay nodes in order to satisfy the supernode connectivity requirement for each sensing node.
The relay nodes selection mechanism is initiated by the sensing nodes, which were established as explained in the section V-A. Each sensing node su is responsible for activating relay nodes needed to achieve a communication path to one of the supernodes. This mechanism is a three step protocol DISCREQ / DISCREPLY / RELAY-SETUP, as follows.
First, a sensing node su needs to discover a valid path to a closest supernode. For this, su locally broadcasts a message DISCREQ(su, max-hops, hops=O). Each sensor with residual energy at least p(Er + Et) receiving a DISCJREQ message, increases the value of the hops field (hops = hops + 1) and forwards a copy of the message if hops < max-hops. Please note that a relay node will consume p(Er + Et) energy per round for forwarding data generated by a sensing node.
Any supernode gi receiving a DISCREQ(su, max-hops, hops) message replies back with a DISCREPLY(gi, su, #hops between su and gi)
message. This reply is sent along the temporary reverse links set-up during the request.
The max-hops value can be computed as follows. If sensors know the supernodes location, then su can estimate the max-hops value. If su does not receive on time any DISCREPLY message from at least one supernode, then max-hops value is increased and the process is repeated. If su does not know the location of its closest supernode, then we can use the expanding ring search mechanism [11] . In this mechanism, smaller max-hops values are tried first, and if no DISCREPLY message is received on time, then the max hops value is increased and the neighbor discovery process is repeated.
If the sensor su receives more DISCREPLY messages, then will select a message with the minimum number of hops to a supernode gi. Then su will send a message RELAY-SETUP(su, gi, hops = #hops between su and gi) towards gi, using the temporary reverse links set-up during DISCREPLY transmission. All forwarding nodes decrement the hops field and change their status to relay nodes during the current round.
When a sensor becomes relay node, it reserves p(Er + Et) energy from its residual energy. Please note that a sensor might serve as relay node for multiple sensing nodes, but then it must reserve p(Er + Et) energy for each sensing node data transmission. An alternative protocol for selecting relay nodes could use a different metric instead of hop count. Residual energy may be a good choice. Intermediary motes on the route back from the supernode report in DISCREPLY messages their current energy level. Upstream motes, including the sensing mote, set up forward pointers to motes with the highest energy levels.
VI. SIMULATION RESULTS
In this section, we evaluate the performance of the IP-HCSC algorithm from section IV and the distributed algorithm Distr-HCSC from section V.
We simulate a stationary network with sensor nodes and target points located randomly in a 500m x 500m area.
Additionally, we consider the following parameters:
initial battery energy of each sensor is 2700J. The power used for sensing is 1.73mW (acoustic sensor) and the power dissipated by the CPU is 24mW.
* the sensing range is 50m or 60m and the radio transmission range is 100 m * the data rate is 3 8400 bps and the measurement packet size is 36 bytes (20 bytes preamble + 16 bytes payload) . the sensing round duration is 10 or 20 days . the time interval between two consecutive measurement reports from active sensing motes (the sensing cycle) is 10 seconds. . the motes and targets have uniformly distributed random positions, while the supernodes are positioned in rectangular grids (1, 2 x 2, 3 x 3 etc.) . for sensing node selection (V-A), parameters a = 0.5, / = 0.2. These values showed improved performance in a set of separate experiments. The mote energy model was described in section III-B. For each experiment we keep the sensing range and the communication range constant. All measurements are averaged over 10 runs with different random node/target placement. The performance metric we focus on is the number of covers computed by the IP solution and the distributed protocol. This is equal to the number of successive rounds full target coverage is guaranteed. This is an indicator for network lifetime.
For simulations we consider the following variables:
. M, the number of supernodes. We vary the size of the supernode grid between 1 x 1 and 4 x 4 to study the impact of the additional supernode connectivity on network lifetime. When M = 1 this corresponds to a traditional WSN, with one sink. . N, the number of sensor nodes. We vary the number of randomly deployed sensor nodes between 50 and 100 to study the effect of node density on performance. . T, the number of targets to be covered. We vary the number of targets between 1 and 50. Supernode grid size Figure 4 shows how the number of covers varies for the two algorithms when the sensor node population grows from 40 to 120. The network has a 2 x 2 supernode grid and the number of targets is 10. We note a gradual increase in cover number for both algorithms. The number of covers for the distributed protocol is consistently above 70% of the value computed with the IP algorithm. Number of sensors
In the first experiment, illustrated in Figure 3 , we vary the size of the supernode grid, from 1 x 1 to 4 x 4. 50 sensor motes cover 10, 20 and 30 targets, in three scenarios. The graph shows the number of covers produced by the two solutions with a varying supernode grid size.
The first observation is that using supernode topologies can greatly increase the network lifetime. We notice the common upper bound of 95 covers reached by the IP approach for all three target populations. The distributed protocol exhibits a similar common upper bound at 91 covers regardless of supernode count. The number of covers becomes limited by the energy used for sensing, and additional connectivity from additional supernodes does not help.
We note the slow improvement in network lifetime for the distributed protocol up to a 2 x 3 supernode grid, followed by a sharp improvement for a 4 x 3 grid (12). This is due to a reduced load (in-flow) for bottleneck motes which are close to a supernode. Beyond the 2 x 3 threshold supernode connectivity relieves the communication energy load on nearby sensors, providing additional energy reserves more covers.
The graph also shows that for a high supernode density, the distributed protocol can achieve performance close to the optimum. [1, 10] range is caused by the additional sensing and communications load on a growing imposed on constant number of motes. The number of covers levels off beyond 15 or 20 targets because of per target coverage saturation. A higher number of targets will not cause additional overhead since: 1. each active sensing node sends only one packet per measurement for all targets within its sensing range, and 2. a mote is activated for sensing when it has at least one uncovered target in its sensing range. The 2 x 2 supernode topology has better performance since the supernodes will reduce the input flow on bottleneck relay motes, typically those close to supernode. We notice that, on average, the distributed protocol yields a cover count higher than 7O9o of the optimal value computed with the IP algorithm. We also notice that employing a 2 x 2 supernode grid increases the network lifetime with 20-30% for both algorithms when compared to a one sink topology. The simulation results can be summarized as follows:
. using a heterogeneous architecture with a supernode grid greatly improves the network lifetime. . the supernode grid must exceed a size threshold (3 x 3 in our simulations) to get the best improvement in cover number . for dense supernode grids, the performance of the distributed protocol solution comes within 4% to the optimal value . doubling the mote population increases the number of covers with 15% for the distributed protocol and with 24% for the IP algorithm.
Better lifetime improvement can be achieved by deploying a supernode grid. . the impact of the number of targets on cover count (network lifetime) is much higher in the lower range (1 -15) . With a higher target count, sensors will cover more than one target.
VII. CONCLUSIONS
In this paper we describe approaches for improving sensor network lifetime in heterogeneous wireless sensor networks. We formulate the heterogeneous connected set covers (HCSC) problem for addressing point coverage in heterogeneous WSNs. The HCSC problem has the objective to determine a HWSN setup that maximizes network lifetime provided: a) all targets are covered by at least a sensor, b) sensor energy resources are constrained, and, c) active sensors are connected to at least one supernode through a multihop path. We proposed two approaches for solving this problem, using Integer Programming, and a distributed and localized protocol that can be implemented practically in a real network. Simulation results have shown that the distributed protocol exceeds 70% of the optimal number of covers, as computed with an integer programming solution, in scenarios where the supernode grid exceeds a size threshold.
The distributed protocol can be further improved to deal with a non-ideal communication channel. It is also of interest to study how the data gathering communication pattern (periodic or event-based) affects the network lifetime.
