Austempered ductile iron is an excellent material and it possesses attractive properties as high strength, ductility and toughness. In this paper the neural technique was applied to the analysis of the ultimate tensile strength, the yield strength and elongation of austempered ductile iron (ADI). Estimation of the mechanical properties of austempered ductile cast iron (ADI) was curried as a function of chemical composition and heat treatment conditions (austenitizing temperature, austenitizing time, austempering temperature and austempering time). A 'committee' model was used to increase the accuracy of the predictions. The model was validated by comparison its predictions with data of tensile tests experiments on austempered samples of ductile cast iron. The model successfully reproduces experimentally determined ultimate tensile strength and elongation and it can be exploited in the predictions of tensile properties in the design of chemical composition of cast irons and their heat treatments.
INTRODUCTION
In this paper neural networks are used to model ultimate tensile strength, yield strength and elongation of austempered ductile iron as a function of the chemical composition, austenitization temperature and time, and austempering temperature and time.
The mechanical properties correlate with the microstructure and can be used to optimize the production process. For example, it is known that during austempering the microstructure is very sensitive to the time at the isothermal transformation temperature [1, 2] . Thus, a short time leads to a final microstructure which is predominantly martensitic and hence very durable [3] . Prolonged austempering causes the decomposition of austenite into carbides and ferrite which leads to a small increase in strength but the precipitation of carbides is detrimental to impact toughness [4] .
There is considerable scope for engineers to use austempered ductile irons because the austempering treatment provides a versatile combination of mechanical properties with a corresponding wide range of applications. There is then a need to find a better way to predict optimum mechanical properties for specific applications [5] . The intention here is to present some practical examples of the application of neural networks. The purpose of presented paper is using of neural networks for estimation of ultimate tensile strength (UTS), the tensile yield strength (YS) and elongation (E) of austem-pered ductile cast iron (ADI) as a function of chemical composition and heat treatment conditions (austenitizing temperature, austenitizing time, austempering temperature and austempering time).
NEURAL NETWORKS
A simple neural network, a neuron with two inputs x = (x 1 , x 2 ) and two weights w = (w 1 , w 2 ), produces an output between 0 and 1 as the following function of x [6] : , followed by -a non-linear function,
Most neural network models share these features having multiple linear operations alternating with non-linear functions. Moreover, to analyze a problem using a neural network, the procedure generally follows these three steps: -compilation of a set of data: after the problem has been identified, appropriate parameters need to be selected. A set of data obtained in experiments already carried out and reported in the literature is compiled and used for the neural network, -training and testing of the model: this part is done by the software but improvement can be brought to the database to obtain better models and minimize error bars, -predictions: once the best committee is selected and if it gives satisfactory results, the model is checked and finally ready for predictions.
With neural networks, the input data x j are multiplied by weights, but the sum of all these products forms the argument of a flexible mathematical function, often a hyperbolic tangent. The output y is therefore a nonlinear function of x j . The exact shape of the hyperbolic tangent can be varied by altering the weights (Fig. 1a) . Further degrees of nonlinearity can be introduced by combining several of these hyperbolic tangents (Fig. 1b) [7] . A combination of two hyperbolic tangents to produce a more complex model. Such combinations can be continued indefinitely to produce functions of ever greater complexity [7] The neural network is in fact a simple combination of transfer functions (in our case hyperbolic tangents) and weights. The number of hyperbolic tangents used is said to be the number of hidden units. A complete mathematical description of the network is straightforward. The function for a network with i hidden units, connecting the inputs x j to the output y is given by [7] :
where w represents weights and θ the constants. The influence of the inputs on the output variable is, together with the transfer functions, implicit in the values of the weights. However, the weights may not always be easy to interpret given that there may be highorder interactions between the variables. For example, there may exist more than just pair wise interactions, in which case the problem becomes difficult to visualize from an examination of the weights. This visualization problem is a feature of all non-linear methods, but is not a limitation because it is simple to use the trained network to make predictions, plot them, and to see how these depend on various combinations of inputs.
The hyperbolic tangent function has a range ± 1, so a linear function (eq.2) enables the output to be arbitrarily small or large. The combination of eq. 3 with a set of weights, biases, value of i and the minimum and maximum values of the input variables defines the network completely, Fig. 2 . The neural network can capture interactions between the inputs because the hidden units are non-linear. The error bars which are calculated using Bayesian inference [6] have special meaning. As shown in Fig 3. the error bar is a measure of uncertainty in fitting parameters in the noisy data region (A) or act as a warning message when conducting calculations in the region of input space where the data are sparse (B).
There are two kinds of uncertainties to consider when fitting functions to data. The first uncertainty ( ν σ ) comes from noise in the experimental measurements, when repeated experiments give different outcomes. This error is usually expressed by associating a constant error bar with all predictions: y ± ν σ . The second type of error which comes from the fitting uncertainty is not constant. This is illustrated in Fig. 3 . There are many functions which can be fitted or extrapolated into uncertain regions of the input space, without unduly compromising the fit in adjacent regions which are rich in accurate data. Instead of calculating a unique set of weights, a probability distribution of sets of weights is used to define the fitting uncertainty. The error bars therefore become large when data are sparse or locally noisy. Thus error bars calculated using Bayesian neural network represents both experimental noise and the uncertainty in prediction due to lack of knowledge. determining the weights [8, 9] A potential difficulty with the use of powerful non-linear regression methods is the possibility of overfitting data. To avoid this difficulty, the experimental data can be divided into two sets, a training dataset and a test dataset. The model is produced using only the training data. The test data are then used to check that the model behaves itself when presented with previously unseen data.
The input parameters are generally assumed in the analysis to be precise and it is normal to calculate an overall error by comparing the predicted values j y of the output against those measured j t for example:
E D is expected to increase if important input variables were excluded from the analysis. Whereas E D gives an overall perceived level of noise in the output parameter it is on its own an unsatisfying description of the uncertainties of prediction. MacKay has developed a particularly useful treatment of neural networks in a Bayesian framework which allows the calculation of error bars representing the uncertainty in the fitting parameters [8] . The method recognizes that there are many functions which can be fitted or extrapolated into uncertain regions of the input space without compromising the fit in adjacent regions which are rich in accurate data. Instead of calculating a unique set of weights, a probability distribution of sets of weights is used to define the fitting uncertainty. The error bars therefore become large when data are sparse or locally noisy. Modelling the mechanical properties of ADI is not an easy task due to the many variables involved. Chemical composition and heat treatment conditions are the most important but the presence of inevitable solidification induced chemical segregation makes the task even more difficult. Properties have to be estimated and extrapolated from data already available. A neural network is, in this case, suitable to establish relations among inputs parameters and the ultimate tensile strength (UTS), yield strength (YS) and elongation (E).
The neural networks enable the user to estimate the ultimate tensile strength and yield strength in MPa and elongation in % for any austempered ductile iron as a function of chemical composition and heat treatment conditions. It makes use of a neural network program which was firstly developed by David MacKay [6, 8] . The network was trained using a large database of experimental results. Seven different models are provided, which differ from each other by the number of hidden units and by the value of the seed used when training the network. It was found that a more accurate result could be obtained by averaging the results from all the models. This suite of programs calculates the results of each model and then combines them, by averaging, to produce a committee result and error estimate, as described by MacKay [8 ] .
MATERIAL
The chemical composition of the experimental ductile iron is listed in Table 1 . The concentration of alloying elements in the matrix is obtained from the chemical analysis. Ductile iron blocks were produced in a commercial foundry furnace. The melt was poured into a standard Yblock sands molds (ASTM A-395), which ensured sound castings. Specimens austenitized at T γ =950 o C for 60 minutes were rapidly transferred to a salt bath at austempering temperatures 300, 325, 350 and 400 o C, held for 15, 30, 60, 120 and 240 minutes and then water quenched to room temperature. After austenitization at 950 o C the grain size is almost unchanged and austenite at the same time is saturated maximally by carbon. Tensile tests of austempered specimens were performed on 100 kN hydraulic machine with a constant speed. The ultimate tensile stress was measured.
The ADI microstructures are shown in Fig. 4 . The specimens austempered at 400 o C for 120 min consists ausferrite and large blocks of retained austenite with some amount of martensite marked as α' on Fig. 4 . This may be explained by the fact that at short austempering time the carbon content is insufficient to retain austenite stable and therefore it transforms to martensite [10] . However, at longer austempering times carbon enrichment was sufficient to stabilize austenite after cooling. Also after increasing the austempering time up to 240 min the martensite disappears from the microstructure (Fig. 5) . 
APPLICATION OF NEURAL NETWORKS IN ESTIMATION OF UTS, YS AND ELON-GATION
The correlation between microstructure and mechanical properties is very close. There is then a need for engineers to find a better way to predict optimum mechanical properties of austempered ductile irons for specific applications.
Analysis is based on published data. Strength is strictly a function of the microstructure and solid solution strengthening, both of them depend on the chemical composition and heat treatment. Therefore the inputs to the model included the detailed chemical composition in wt%, the austenitization temperature in o C, and time in minutes and the austempering temperature and time, table 2 [11, 12] . A total of 1856 experimental data were collected from the literature and digitized. Elementary checks on the data included an assessment of the minimum and maximum values for each variable. For the ultimate strength and elongation models seven trained models were selected for the committee. Fig. 6 shows the change in ultimate tensile strength as a function of austempering temperature and austempering time. The predicted and experimentally measured values of ultimate tensile strength are very close. The lowest values of ultimate tensile strength experimentally determined occur at low austempering time because the large amount of Table 2 . The variables used to develop the neural network model [11] martensite in the microstructure. This martensite is very hard and the cast iron therefore does not have ductility and hence fails prematurely without significant plasticity. This is revealed by the elongation model which indicates that this property is very low at the beginning of the austempering process (Fig. 8) . It follows that when performing the tensile test there is no plasticity and the fracture is brittle.
As the austempering time increases, the volume fraction of martensite decreases and the austempered cast iron exhibits more plasticity and the ultimate tensile strength increases (austempering at 350 and 400 o C). The maximum in tensile strength arrives when the volume fraction of retained austenite and bainite are also maximum [13] . A smooth decrease in tensile strength after austempering at 300 o C at longer austempering times (100 min.) apparently is due to the coarsening of carbides (Fig. 6) . Fig. 6 also shows the effect of austempering temperature on tensile strength. The ultimate strength decreases with increase of austempering temperature because less ausferrite is formed at high temperature (the T 0 effect) and there is an increase in the amount of soft retained austenite [14] . As expected, the same trend is observed in Fig. 7 for yield strength evaluated using neural networks. However, elongation has the opposite response, as austempering temperature increases the percentage of elongation increases. In addition it reaches a maximum at about 350 -400 o C (Fig. 8) . The maximum value of 0.2% proof strength occurs at the longest austempering time because of the increase in the amount of ausferrite. Furthermore, Fig. 7 shows the effect of austempering temperature in evaluated 0.2% proof strength. A decrease in this property with temperature is observed, this is due to a decrease in ausferrite and an increase in retained austenite since the latter is softer. As expected, the same trend is observed in Fig. 6 for the ultimate tensile strength because it behaves in a similar way as yield strength.
CONCLUSION
The ultimate tensile strength, 0.2% proof strength and elongation for an austempered ductile iron (ADI) were evaluated using a neural network technique within a Bayesian framework and compared with experimentally determined values.
The determined differences between the experimental and calculated data show that the neural networks developed for austempered ductile iron are applicable for calculation of the ultimate tensile strength, 0.2% proof strength and elongation.
The use of a committee of neural network models can produce results which are metallurgically reasonable and can reveal the effect of heat treatment and chemical composition of ADI on tensile strength. In this respect the neural network models enable an evaluation of the tensile strength without exhaustive experimentation and time can be cut down.
