Abstract. Currently, communication protocols for medical devices are being developed for the IEEE 1073.2 standard. The protocol description in its draft remote control package consists of a collection of intended behaviors in terms of MSCs. We have contributed to actually constructing the protocol, ranging from determining an hMSC for these MSCs, via synthesizing process implementations, to integrating it with the basic underlying IEEE 1073.2 protocol. In this paper we report on the non-local choice problems we encountered. We present a practical solution (i.e. an implementation) which on the one hand is close to the behavior specified in the hMSC, and on the other hand meets correctness properties such as deadlock freedom. These properties have been checked using the Spin model checker. We also give some directions for generalizing and extending this work.
Introduction
At the moment of writing, the ISO/IEEE 1073 Standard for Medical Device Communications is being developed. The network protocols in this family of standards address the communication of patient-related data necessary for the treatment of patients or for the documentation of medical procedures. Although such a communication system in medical use must be extremely reliable under all circumstances, a formal analysis is no common part of their development.
The development of this standard is a long-term effort of a great number of parties, including manufacturers, each with a specific interest in this standard. We have actively participated 1 in the working group meetings and in ongoing discussions with the developers of the standard. The challenge is to successfully contribute to a yet incomplete standard which is subject to change.
In [1] we reported on our work on analyzing the base communication protocols of ISO/IEEE 1073.2 [2] : we analyzed and extended its draft state tables, and we proposed modifications to overcome the problems found. In the discussions about the results of this work, we were requested to become involved in the development of the optional remote control package [3] .
The protocol in the current draft of the remote control package is specified by a collection of message sequence charts and accompanying textual descriptions. In this paper we describe the results of our attempts to extract and analyze the intended communication protocol. The resulting formal description of the protocol will be incorporated in the remote control standard.
In the literature, many algorithms have been proposed for synthesizing a protocol from a collection of message sequence charts. A well-known problem in the current protocol synthesis algorithms is dealing with non-local choice. In case of non-local choice, these algorithms usually introduce deadlocks, resulting in communication protocols with undesired behavior. We propose a new direction to solve this problem under some practical assumptions, and we apply it to the remote control package.
The remainder of this paper is organized as follows. Section 2 gives some theoretical background on the synthesis of protocols from MSCs and on the non-local choice phenomenon. Section 3 briefly presents the remote control package from the ISO/IEEE 1073.2 standard. Section 4 describes our attempts to apply the existing theory to the creation of the remote control protocol and shows the non-local choice situation for our case study. Section 5 explains why no existing algorithm could be fruitfully applied and it describes our solution. Section 6 presents the results of our verification of the remote control protocol. Section 7 outlines the conclusions and further work.
Related work
This section contains a brief introduction to the techniques for extracting a protocol from a message sequence chart (MSC). A basic message sequence chart (bMSC) is used to describe a single scenario of system behavior. A collection of bMSCs can be structured using a high-level message sequence chart (hMSC) or a message sequence graph (MSG). The basic means to compose bMSCs are sequential (i.e. vertical) and alternative (i.e. choice) composition and sometimes parallel (i.e. horizontal) composition.
To increase the value of MSCs in designing a system, the MSCs should not only be used for describing some intended behaviors. For example, an (initial) implementation for the processes of the system might be synthesized. Thereto many algorithms (e.g. [4, 5] ) have been proposed. Although they differ in the formalism that is used for the transformation (process algebra, automata theory, etc.) and the kind of output that is generated (Petri-net, state chart, etc.), they usually consist of the following three characteristic phases (see also [6] ):
1. project the behavior of each bMSC on the individual processes; 2. compose the projected bMSCs per process as described by the hMSC; 3. minimize the process descriptions.
Composing the bMSC behaviors per process ignores some synchronization that seems to be imposed by the hMSC. Therefore sequential composition of bMSCs is usually interpreted as weak sequential composition, i.e. if two bMSCs are sequentially composed, processes that completed the first bMSC may start executing the second bMSC, while some other processes may still be executing the first bMSC. A consequence of using weak sequential composition is the danger of process divergence [7] , in which some processes go on a potentially unbounded number of bMSCs ahead of other processes.
Another known source of problems are choice nodes in hMSCs, because all processes must make the same series of choices on these nodes. This problem is partly solved by interpreting choice in the hMSC as delayed choice [8] , which is called the "wait-and-see" approach. Some synthesis algorithms obtain delayed choice semantics by first composing using ordinary choice and then applying some minimization. This is usually the main goal of minimization, but sometimes also an extra reduction of the size of the protocol description is achieved.
The main remaining problem is non-local choice [7, 9, 6] nodes, where the first action of the bMSCs that can be chosen is initiated by different processes. If the processes do not reach agreement on the choice, usual implementations can reach a deadlock state. In the literature there are three main views on non-local choice:
-faulty hMSC : non-local choice nodes are only part of erroneous hMSCs, so methods are needed that detect them (e.g. [6] ); -implicit synchronization: non-local choice nodes implicitly specify additional synchronization (e.g. a consensus protocol), so additional messages (and maybe even additional processes) must be explicitly introduced to obtain an implementation (e.g. [6, 5] ); -implied behavior : non-local choice nodes introduce behavior that must exist in any implementation that contains at least the intended behaviors, so these extra behaviors must be revealed and included (e.g. [10, 7, 11] ).
For solving the general problem of non-local choice in implementing hMSCs, extra behavior must be introduced, like communicating extra messages [6] or accessing a global history variable [5] . In Section 5 we make some additional assumptions and propose a solution that can be classified as a combination of the last two views, viz. implicit synchronization and implied behavior.
process usually incorporates a medical device that provides data, and in which the manager process receives data. The protocols are typically defined for one manager-agent pair, although a manager can possibly communicate with several agents.
The main concept that is used in these protocols is the containment tree. The containment tree, also called Medical Data Information Base (MDIB), is an abstract object-oriented model of the medical devices in the agent. The root of the containment tree is the Medical Device System (MDS) object, which is an abstraction of a device that provides medical information. Initially, the containment tree is accessible by the agent, and this standard's base protocols maintain a copy that is accessible by the manager.
Remote control functionality will be enclosed in ISO/IEEE 1073.2 to enable performing tasks on a medical device through a communication system. These tasks include obtaining medical information, and configuring, programming and operating the device. The base protocols of this standard support some kind of remote control called remote configuration, but it is considered to be too restrictive for full remote control.
In the case of remote configuration, the "Set" service of CMDISE (Common Medical Device Information Service Element) is used to change the values of attributes of the objects to be controlled. The limitations of this approach are the same as the ones that let to the inclusion of the encapsulation principle in objectorientation in general. The remote control package will rely on the "Action" service of CMDISE to perform operations on the objects to be controlled. A main requirement on the remote control package is that the extra functionality is provided as an extension of the existing containment tree.
Architecture
The remote control package considers an application running at the manager that must remotely control devices of the agent. Figure 1 shows such a manager application and four special components needed at the agent side: the context scanner, the operating scanner, the service and control objects, and the operation objects. The arrows indicate the directions of the main communication channels between those components.
The context scanner is inherited from the base standard in order to maintain the copy of the MDIB under device configuration changes. The newly-introduced operation objects represent remote controllable items of a medical device. The operating scanner is added to maintain the collection of operation objects, but the operation objects are only accessible for the manager application through the service and control object related to the operation object. Each service and control object (SCO) manages a group of (dependent) operation objects that are supported by a medical device, and it provides a locking mechanism for transaction processing. 
Protocol
In this paper we only describe the remote control extensions of the base protocol (as described in [1] ). After creation of the context scanner by the base protocols, the initialization of the remote control system consists of the following consecutive phases:
-Object Duplication: The context scanner, right after its creation, copies the objects (including the SCOs, but excluding the operation objects) of the containment tree to the manager. Afterwards, the context scanner updates the active SCO list of the operating scanner. -Operation Object Duplication: The manager enables the operating scanner of the agent. In turn, the operating scanner starts copying the available operations to the manager. Afterwards the operating scanner sends updates of the operation attributes to the manager.
After these start-up phases, the central Operation phase is reached. From this phase, four additional phases can be entered after which the components return to the Operation phase:
-Operation invocation: The manager sends an Operation Invoke message to the SCO, which in turn confirms the receipt of this message. The SCO deals with the actual execution of the operation, and with determining whether execution is allowed according to the locking mechanism. After successfully completing the execution of the operation, the SCO initiates the Reporting phase. If an error occurred during execution of the operation, or the execution was not allowed by the locking mechanism, the SCO sends an error report to the manager. -Reporting: Upon completion of an operation or upon a device state change (possibly by a local user of the device), the Operating Scanner sends updates of the operation attributes to the manager. -Refreshing: In case the manager detects an error situation that might have corrupted its copy of the MDIB, the manager can request the agent to refresh the set of available operations or their attributes. The agent, in turn, sends this information in a similar way as in the Operation Object Duplication start-up phase.
-Reconfiguration: Whenever the SCO detects that an operation has been deleted, it notifies the operating scanner. The operating scanner, in turn, notifies the manager.
Protocol definition
The remote control draft package describes a communication protocol using a collection of typical intended behaviors in the form of MSCs and accompanying textual descriptions. Figure 2 contains some of the bMSCs, with an emphasis on the communication between the manager and the agent. However, the draft package contains no formal definition of the protocol. We tried to derive formal process implementations for this protocol in the form of state transition tables.
In this section we describe the way we did this and the problems we encountered.
We must first decide for which processes we must create an implementation in order to obtain an appropriate protocol description. For the remote control package there are roughly two possibilities:
-one combined manager process and one combined agent process; -all individual processes mentioned in Figure 1 .
The first alternative stresses the communication between the two combined processes, while the second one stresses the roles of the individual processes. The standard emphasizes the communication between the manager and the agent in order to leave more freedom for implementing the internal objects of the agent. Therefore our main interest is in the first alternative, but we also consider the second alternative.
We tried to apply standard synthesis algorithms to this draft standard, but we encountered the following problems:
-missing hMSC : the structure on the collection of bMSCs is only described verbally and not very explicitly; -missing bMSCs: some intended behaviors are not explicitly mentioned, but they somewhat follow from the given bMSCs and the accompanying texts; -non-local choice: the derived hMSC contains non-local choice nodes.
These three problems can easily be classified as omissions and errors in the draft standard. Nevertheless, we choose to see whether (and how) we can create a useful protocol that is close to the original intentions.
To overcome the first problem we use the textual descriptions in the standard to compose an hMSC, see Figure 3 . In this way, we also noticed the second problem. An example of this problem are the operation invocation scenario's. There are two modes of the SCO's locking mechanism for invoking an operation, and there are two possible results (fail and success). However, only three out of these four combinations are described. We manually included the missing one. So these first two problems could easily be fixed.
However, the last problem deserves more attention since non-local choice nodes cannot easily be eliminated without seriously modifying the protocol. In Figure 3 the most central node is a non-local choice node, since it can be followed by bMSCs that are initiated by different processes (see Figure 2 ). As discussed in Section 2, usual synthesized implementations of hMSCs with non-local choice nodes can reach a deadlock state, like the one depicted in Figure 4 . In Section 5 we propose a way to deal with these non-local choice nodes. 
A non-local choice solution from practice
From Section 2 we conclude that there is no standard solution for obtaining a proper implementation of an hMSC that contains non-local choice nodes. Nevertheless we want to obtain an implementation of the protocol described in this standard. In terms of the three views on non-local choice, it does not help to declare its hMSC to be faulty. Our composed hMSC is clearly the intended one, and any attempt to eliminate the non-local choice is likely to yield an unreasonably complicated hMSC containing parallelism and additional synchronization.
If the non-local choice should be viewed as implicit synchronization, extra mechanisms should be introduced that are not at all described in the standard. What remains is to declare it hidden implied behavior that should somehow be revealed. We will propose a solution to reveal this behavior based on some hidden synchronization.
After abstracting from the domain specific interpretation of the messages in the remote control package, it turns out that the non-local choice nodes have an interesting property. Actually, the initial message communications of the next bMSCs can be interpreted as the messages of an asymmetric synchronization protocol. Usual protocol synthesis algorithms do not take this into account, thereby generating implementations that can reach deadlocks states.
We propose to implement the processes such that these initial messages are part of a synchronization protocol. Then the behavior that previously led to a deadlock remains to exist, but the deadlock itself is eliminated. Although these implementations deviate from the hMSC, their behavior is still close to it. Note that these synchronization messages also have an application specific meaning, so in fact they are combined messages. For each application of this technique, the validity of the additional behavior must be checked within the application domain. In the remote control case study, this additional behavior is valid. In what follows, we abstract from the specifics of the remote control package to describe our approach in more general terms. Finally we discuss an example of its use in the remote control package.
Our approach
Consider an hMSC as depicted in Figure 5 which contains a non-local choice node M . Suppose there are two processes called P and Q, and assume that bMSCs L(1)...L(nl) start with an action of process P and bMSCs R(1)...R(nr) start with an action of process Q. Whenever the system is in node M , usual synthesized implementations allow process P to initiate an L-bMSC and process Q to initiate an R-bMSC. Then both bMSCs have started, which is not allowed according to the hMSC, and it usually leads to a deadlock state.
To avoid this, we can impose an extra synchronization protocol that forces the bMSCs to be executed in some sequential order. Since after executing a bMSC R the same choices can be made as before, for non-local choice situations we introduce a "temporal" order such that the R bMSCs get priority over the L bMSCs. If process P wants to start execution of a bMSC L, it must send a 'request' message to process Q and wait for a 'confirmation' message of process Q that allows process P to start execution of the L bMSC. While process P is waiting for this confirmation, it must be able to execute an R bMSC (initiated by process Q). Process Q, having priority, does not need extra communications to start execution of a bMSC R. So process Q is a kind of arbiter that ensures that execution of the bMSCs conforms to the hMSC.
To avoid the introduction of additional message communications for this extra synchronization, the initial communication actions of the L bMSCs might be re-used. Then we reuse the first action of the L bMSCs as the 'request' message from P to Q, and the second action as the 'confirmation' message from Q to P . Since these messages are also in the original MSCs, we must show that the bMSCs are independent in the sense that the first communication of each bMSC L may be delayed over executions of any bMSC R.
In general, such an independency is not guaranteed, but at least in the ISO/IEEE 1073.2 standard it was the case. Other applicable settings are two interconnected computers that report (and confirm) data to each other. Or a more asymmetric situation in which a sensor reports data to a monitor, and a monitor may send configuration messages to the sensor which are confirmed afterwards. It does not easily apply to standard examples that consider interaction between a human and a machine, because it is undesired to superimpose extra synchronization or communication on humans.
Formalization
Consider the situation of Figure 5 , and let L denote the set of bMSCs L(1)...L(nl), and let R denote the set of bMSCs R(1)...R(nr). We consider two processes, viz. P and Q, which communicate via (non-fifo) buffers. The behavior of process P in each bMSC R starts with receiving a message from process Q, and the behavior of process P in each bMSC L starts with sending a 'request' message to process Q followed by receiving a 'confirmation' message from process Q. Finally we assume that these first two communications of the bMSCs L do not occur in any bMSC R.
Our formalizations are based on process algebra notation in ACP-style [12] , like it is used by [4] . As formalization of node M in Figure 5 we obtain:
Here operators and + are used to denote delayed choice instead of ordinary choice. The corresponding standard implementations of processes P and Q are:
Expression Π P (m) denotes the projection of an MSC m on a process P . As we explained before, this implementation may contain deadlocks. Our proposed implementation of the processes differs in process P , namely:
Expression hd(m) denotes the first (communication) action in m, and tl(m) denotes the remaining actions such that: hd(Π P (m)) · tl(Π P (m)) = Π P (m).
This solution eliminates the deadlock state that is usually introduced when synthesizing a protocol from an hMSC that contains non-local choice nodes, while the amount of additional behavior is rather limited. It must be noted that the current asymmetric solution does allow infinite overtaking of any L bMSC by the R bMSCs. For further work we want to investigate more properties of this approach, and to see whether a similar approach can be applied to a more general situation, e.g. one with more than two processes.
In [13] another implementation is proposed for a situation like non-local choice. They also break the symmetry between the two processes, by calling them 'winner' and 'loser' respectively. When the processes detect interference between behaviors initiated by different processes, the synchronization between them is restored by discarding the behavior initiated by the loser. Their implementation also slightly deviates from the original specified behavior, but in a different way than our solution. In MSC applications like the remote control package, the implementation according to [13] is not acceptable. This shows again that the practical validity of such implementations must be checked per application.
Remote control application
Let us now reconsider the non-local choice node in the remote control package. From Figure 2 it follows that for our approach priority should be given to the agent process. Then the deadlock scenario of Figure 4 can be avoided by continuing the behavior as depicted in Figure 6 . The developers of the remote control package have agreed with this solution.
Analysis
In this section we address our analysis of the derived remote control protocols. Recall from Section 4 that we consider two protocols that differ in the collection of processes that are considered:
-one combined manager process and one combined agent process; -all individual processes mentioned in Figure 1 . Also recall that the protocol considers only one manager and one agent. For systems with multiple managers or agents, or with devices that act as both a manager and an agent, simply multiple instances of the protocol are used. Hence, in our verification we also need to consider only one manager-agent pair.
Like in [1] , we analyzed them manually and we performed an automated check for safety properties, viz. deadlocks and unreachable code. Since the required properties of the protocol are only the bMSCs, we did not verify any specific additional properties.
For the automated analysis we transform the state transition tables into a Promela model which we analyze using the Spin [14] model checker. After our first 'naive' application of a protocol synthesis algorithm to this standard, Spin made us aware of the resulting deadlock scenarios, like the one described in Figure 4 . After introducing our special implementation of the non-local choice node, the Spin model checker confirms that there are no remaining deadlocks.
The Promela models of the state transition tables are basically rather straightforward. To ensure that they are manageable for verification, we applied some abstractions. As far as it does not influence the protocol, we abstracted from the contents of messages. Furthermore we abstracted from the details of the SCO's locking mechanism; thus invocations of the operations are non-deterministically accepted or rejected. In this way we can verify all possible locking regimes at once, and it also reduces the complexity of the model.
The before-mentioned safety properties of these models can be verified using the Spin model checker in just a couple of seconds. The number of states and transitions are both less than 7 · 10 5 , and the search depth is less than 7 · 10 4 . Also the corresponding memory usage is very acceptable, being less than 41 Mb and using state vector compression even less than 15 Mb.
Conclusions and further work
This paper describes our work on the remote control package of the ISO/IEEE 1073.2 standard. From a collection of seven bMSCs and accompanying descriptions we have derived an hMSC and a formal description of the protocol in the form of state transition tables. The state transition tables are currently being added to the remote control standard to serve as a kernel that incorporates its base functionalities.
This work is used as a basis for studying the integration of this protocol within the base communication protocols [2] . Since the remote control package is still a draft package, various extensions might be proposed. These extensions will be discussed on the basis of our formal description of the core protocol.
Upon trying to transform an hMSC in a formal protocol, we have encountered the problem of non-local choice nodes. Because no existing solution could be employed successfully, we have proposed an alternative approach that turns out to correspond to the intuition of the developers of the standard. Although this solution is inspired by the remote control case study, it can be applied in a more general setting.
In many theories in the literature, hMSCs with non-local choice nodes are classified as erroneous hMSCs. However, non-local choice nodes can easily (and almost unnoticed) be introduced in hMSCs. Since non-local choice cannot easily be eliminated, the attitude of declaring these hMSCs to be erroneous hinders the practical applicability of many of these theories.
At the moment of writing, we are also trying to extract a protocol from a collection of bMSCs for the HL7 medical standard [15] . Apart from some nonlocal choice problems, in this case study there are also other aspects that hinder the use of protocol synthesis algorithms. From these two case studies we conclude that practically modelling systems using MSCs and extracting protocols from them requires further attention.
We expect that the approach described in this paper is just a witness of a class of solutions, which needs to be further studied. Also the required assumptions for this approach needs further investigation, e.g. to generalize it to more than two processes. For this case study we showed that our approach is free of deadlocks using a model checker, but for maturing the approach general conditions are needed under which this property is guaranteed.
