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При решении проблем в различных отраслях науки и техники важную роль играют опти-
мизационные задачи комбинаторного типа и методы их решения. Актуальным направлением
исследований в области комбинаторной оптимизации являются методы и алгоритмы евкли-
довой комбинаторной оптимизации. Задачи в этой области классифицируют как по виду
целевой функции и дополнительных ограничений, так и в соответствии с евклидовым ком-
бинаторным множеством, которое определяет комбинаторное ограничение. Таким образом
выделяют оптимизационные задачи на перестановках, сочетаниях, полиперестановках и т.д.
В данном докладе рассматривается решение оптимизационных задач на общем множестве
размещений.
Пусть G = fg1; : : : ; gg – некоторое мультимножество, то есь совокупность элементов,
среди которых могут быть и одинаковые, Ek (G) – общее множество k-размещений (т.е. мно-
жество всех упорядоченных k-выборок) из мультимножества G. Если k = , Ek (G) является
общим множеством перестановок (обозначается Ek(G)). Обозначим также Jn = f1; 2; : : : ng
— множество n первых натуральных чисел.
В работах [1–3] изучены свойства допустимой обасти оптимизационных задач на размеще-
ниях, особенности решения безусловных задач комбинаторной оптимизации на размещениях.
В частности, установлено, достаточное условие того, что точка является решением линейной












Исследование свойств безусловных задач на размещених было продолжено в [4], где было
установлено также достаточное условие решения.
Теорема 1. Пусть элементы мультимножества в задаче (1) удовлетворяют условию
0  g1  : : :  g; (2)
а коэффициенты целевой функции — условию
cq1 = : : : = cq2 1 > cq2 = : : : = cq3 1 > : : : > cqs = : : : = ck;
причем r – наибольший индекс такой, что cqr > 0, а t – наименьший индекс такой, что
cqt < 0. Точка x является минималью в задаче (1) тогда и только тогда, когда она удо-
влетворяет условиям




2 Emw(Gw) 8w 2 Jr,Gw =

gqw ; :::; gqw+1 1
	
, mw = jGwj




2 E mw( Gw) 8w 2 Jkn Jt 1, Gw =

g k+qw ; :::; g k+qw+1 1
	
, mw = jGwj.
В работах [5–8] исследовалось решение линейных условных задач оптимизации на разме-
щених. Предложены методы на разных идейных основаниях. Методы отсечения [5–7] исполь-
зуют идейную близость задач комбинаторной и дискретной оптимизации. Другой подход со-
стоит в использовании разбиения многогранника на классы эквивалентности с последующим
направленным перебором полученных классов [8]. Этот подход был распространен также на
решение оптимизационных задач с дробно-линейной целевой функцией [9].
Актуальным направлением исследованием в области оптимизации является рассмотре-
ние задач с различными видами неопределенности, в том числе стохастической. Один из
возможных подходов к постановкам оптимизационных задач на размещениях с вероятност-
ной неопределенностью предложены в [10], [11]. Этот подход основывается на введении от-
ношения линейного порядка на множестве случайных величин или на фактор-множестве по
некоторому отношению эквивалентности.
В рамках такого подхода к постановкам оптимизационных задач исследуются свойства
линейных безусловных задач на размещениях, возможность применения метода ветвей и
границ для решения линейных задач с дополнительными ограничениями.
Рассмотрение оптимизационных задач в условиях неполной информации позволит осу-
ществлять построение адекватных моделей для большего числа практически значимых за-
дач.
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