Abstract. Neuroethics deals with the normative implications of advances and new technology of neuroscience. Some scholars argue that experiments on moral judgment might allow solutions to moral problems in the future or already nowadays. We discuss this research under the label of moral physiology to delineate this theoretical question from the normative implications of applied neurotechnology. After summarizing influential theories of the field we turn to a methodological and theoretical reflection concerning the way to investigate moral judgment experimentally, as well as functional magnetic resonance imaging, one of the leading methods of behavioural and cognitive neuroscience. We relate this to general challenges within neuroethics, philosophy, and a multi-disciplinary view on human morality. We argue that moral physiology may indeed yield normatively relevant findings but only under the assumption of certain normative stances which cannot be justified ultimately by neuroscience experiments.
Introduction
When Roger Sperry received the Nobel Prize for Physiology or Medicine in 1981 for his work on split-brain patients and the functional specialization of the cerebral hemispheres, he concluded his Nobel Lecture with the announcement that scientific progress will soon have a far reaching impact on the values and beliefs by which humans are living (Sperry 1981a) . In his view, science had an "unmatched potential for the shaping of ethical values" and " [i] n the worldview perspectives and truths of science we will find the best key to valid moral guidelines" (Sperry 1981b:3) . Among the multitude of scientific disciplines, Sperry particularly had his own field in mind: brain research. Philosophies, valuesystems, and religious doctrines, he explained, "will stand or fall depending on the kinds of answers that brain research eventually reveals. It all comes together in the brain" (ibid. 4).
When reading some contemporary neuroscientific and philosophical papers on moral cognition and behaviour, one might get the impression that Sperry's idea has prevailed thirty to forty years after his announcement. While Michael Gazzaniga, who formerly worked together with Sperry on the split-brain patients, still hopes that we might identify and live more fully by "a universal set of ethics, built into our brains" (Gazzaniga 2005:xix) , William Casebeer already draws the tentative conclusion that "the moral psychology required by virtue theory is the most neurobiologically plausible" (Casebeer 2003:841) and suggests jointly with Patricia Churchland that the investigation of brain processing related to moral decisions "may allow us to eliminate certain moral theories as being psychologically and neurobiologically unrealistic" (Casebeer and Churchland 2003:171) .
In a similar vein, but with a different outcome, both Joshua Greene and Peter Singer interpret neuroscientific research on decisions to sacrifice few in order to save many (Greene et al. 2001 (Greene et al. , 2004 in a way that denounces intuitions against utilitarianism as irrational and ultimately defend the utilitarian outcome as the rational solution on these grounds (Greene 2007 , Green et al. 2004 , Singer 2005 .These interpretations suggest that long-debated issues in moral philosophy related to ethically right human conduct can nowadays be informed or perhaps even solved by means of brain research. Indeed, in a news feature accompanying the first original publication of this field in Science (Greene et al. 2001) , it is implied that this research might now fulfil a function that traditionally provided "job security for philosophers" (Helmuth 2001 (Helmuth :1971 .
This new kind of research and particularly its philosophical interpretations seem to constitute a new chapter in the debate on moral naturalism, that is, the identification of moral properties with some kind of natural properties, in this case properties of brain activations. At the same time, it is a central and perhaps even the central issue concerning the ethical implications of neuroscience: If progress in neuroscience did not only offer new possibilities of human treatment and enhancement calling for the discussion of its ethical, legal and social aspects (Giordano and Gordijn 2010 , Farah 2010 , Illes 2006 , Levy 2007 , Nagel 2010 , Racine 2010 ) but also direct insight into moral right and wrong, then a cultural revolution of the kind envisaged by Sperry might indeed be imminent. Both of these aspects, the ethical description and analysis of neuroscience applications and the neuroscientific investigation of moral decisions, summarized in simpler terms as ethics of neuroscience and neuroscience of ethics, have previously been subsumed under the concept of 'neuroethics' (Roskies 2002 ). Because we want to avoid confusion between the applied and theoretical questions concerning neuroscience and ethics, we use the concept of 'moral physiology' in the remainder of this paper. Just as 'moral psychology' refers to the psychological investigation of moral phenomena, 'moral physiology' refers to their physiological investigation with a particular focus on brain research.
Our aim in this paper is to analyze the philosophical implications and multidisciplinary challenges of moral physiology. We start out with a summary of central findings and theories in section 2. Since these investigations are based on complex conceptual, methodological, and experimental presumptions, we find it necessary to continue with a theoretical reflection in section 3 which is necessary to gain a better understanding of the experimental possibilities and implications of contemporary moral physiology. With the joint knowledge of the empirical and theoretical aspects described in sections 2 and 3 it is then possible to analyze in more detail what the philosophical implications and multidisciplinary challenges actually consist of in section 4. We finally draw a conclusion for current and future empirical, as well as theoretical research on moral physiology in section 5.
Contemporary moral physiology in a nutshell
Reflections on the ethics of human life and the human moral faculties have a long cultural tradition. In the younger history of the sciences and especially psychology, morality also played an important role, particularly since the early 20th century (Nadelhoffer, Nahmias, and Nichols 2010) . Pertinent examples are studies within psychodynamic theory (Freud 1930) , cognitive-developmental approaches (Kohlberg and Puka 1994, Piaget 1932) , from the perspective of psychological situationism (Carpendale and Krebs 1992) , and with an emphasis on empathy (Batson et al. 1981) .
Since modern methods of brain research, particularly functional magnetic resonance imaging (fMRI), allow the investigation of brain responses associated with basic and more complex cognitive processes and are aided by powerful computational visualization techniques, virtually every aspect of the human mind that can somehow be investigated in a laboratory setting has come under neuroscientific scrutiny. Moral perception and cognition are no exceptions. The number of publications within moral physiology is steadily increasing since 2001 and has already reached such a level that it is beyond the scope of this paper to address them all individually. We thus focus on three influential theories in this section and leave aside further trials to relate moral judgments to more general capacities of social cognition or other kinds of normative cognition, such as legal decisions (Buckholtz et al. 2008 .
The dual-process theory
In the original studies of Greene and colleagues (Greene et al. 2001 (Greene et al. , 2004 , participants were confronted with moral dilemmas adapted from the ethical scholarly literature (e.g. Thomson 1985 , Unger 1996 , such as the following: A runaway trolley approaches five workmen standing on the tracks who will certainly be killed if nothing happens. However, there is the possibility to throw a switch in order to divert the trolley onto a sidetrack, where one workman is standing who would then be killed. Dilemmas of this kind were called 'moral impersonal'. In another case, the situation is somewhat different: A big stranger is imagined to stand on a footbridge that is spanning the track. Instead of the possibility to divert the trolley onto a sidetrack, the option is then to push the stranger off the bridge in order to stop the train. Dilemmas of this kind were called 'moral personal'.
The participants were asked to judge the appropriateness of a reaction to the dilemmatic situation in a forced-choice situation while their brain activation was recorded with fMRI. Responses in the 'moral personal' cases were associated with brain activation in 'emotional' brain areas such as the medial prefrontal and the posterior cingulate cortex, while the 'moral impersonal' responses were related to brain areas associated with working memory in the prefrontal and parietal lobes (Greene et al 2001) . Accompanying the brain activations, they found some evidence suggesting an 'emotional interference effect', since decisions endorsing the action to sacrifice few in order to save many in the 'moral personal' condition took two seconds longer, on average. The central additional finding of their later study was that these decisions, finally deemed 'utilitarian' judgments (see section 3.2), in a subset of difficult 'moral personal' dilemmas were associated with higher activations in the dorsolateral prefrontal cortex (DLPFC) previously related to cognitive control (Greene et al. 2004 ).
Greene and colleagues integrated their findings into a dual-process view of moral judgment, claiming that two different cognitive functions, emotion and cognitive control, can be equally active when subjects are confronted with moral dilemmas. According to their model, emotional reactions elicited by such dramatic situations wherein someone is considering to directly and personally sacrifice fewer human beings for the higher good of the many lead to a cognitive conflict associated with the anterior cingulate cortex and can be overruled at least in some subjects and in some cases by cognitive control associated with the DLPFC (see Figure 1) . The Figure 1 . According to the Dual-Process Model, moral dilemmas cause an emotional conflict processed in the anterior cingulate cortex (left) that can, in some subjects, be overcome through cognitive control processes associated with the dorsolateral prefrontal cortex (DLPFC, right).
dual-process theory endorsed by Greene and colleagues thus describes moral judgment as the result of the competition between cognitive and emotional brain processes.
The event-feature-emotion-complex model
Proponents of another prominent theory of moral judgment have challenged this view (Moll and Oliveira-Souza 2007) . Based on their own investigations of passive perception of morally salient pictures or short texts (Moll et al. 2002b (Moll et al. , 2005b , simple moral judgments (Moll et al. 2001 (Moll et al. , 2002a , or charitable donation (Moll et al. 2006) within the fMRI scanner, Moll and colleagues endorse a network model of moral cognition, called the event-feature-emotion-complex (EFEC) that posits the integration of various brain mechanisms in moral perception, cognition, and action (Moll el al. 2005a) .
In more detail, the prefrontal cortex is assumed to represent structured event knowledge, the temporal lobes social features, and limbic structures such as the amygdalae central motive states (for a selection, see Figure 2 ). Structured event knowledge consists in "context-dependent representations of events and event sequences" (Moll et al. 2005a:804) , social features can either be perceptual (e.g. face, gaze, or body posture, posterior and superior part of the temporal lobe) or functional (e.g. functional features of social behaviours), and examples for central motive states are affiliative experience, hunger, or sexual arousal. Thus, whereas the idea behind Greene and colleagues' model is that of conflict between emotion and cognition, Moll and colleagues' theory is based on an integration of emotional, social, and cognitive (e.g. event knowledge) aspects. In summary, the EFEC framework attempts to unite a variety of findings from studies on moral judgment in particular and from research on brain processing in general. The complexity of the framework is a result of this all-encompassing approach.
The social intuitionist model
The third model originates in social-psychological and transcultural research that focused on the influence of disgust on moral judgment (Haidt, Koller, and Dias 1993, Haidt et al., 1997) and combines psychological, evolutionary and neuroscientific perspectives (Greene and Haidt 2002, Haidt 2007) . Under the impression that disgust influences moral judgments (Wheatley and Haidt 2005, Schnall et al. 2008) and that people often cannot justify their moral decisions (Haidt 2001) , Jonathan Haidt developed the Social Intuitionist Model (SIM) proposing the idea that intuition drives moral judgment. Moral intuition is considered as a kind of sudden and unconscious cognition incorporating moral emotions that directly cause moral judgment (Haidt 2001) . Thus, neither moral intuition nor moral judgment is subject to cognitive control: When asked to judge a moral situation, people are deemed to decide intuitively without reasoning or deliberation. Hence, intuition automatically generates the judgment that is justified only afterward through post-hoc reasoning (Haidt and Kesebir 2010) . Furthermore, the model makes suggestions about the personal and social consequences of a given moral judgment by allowing for private reflection, social justification, and persuasion. This means that the moral subject herself as well as her social environment reasons upon the outcome of a moral judgment. People do reflect on their judgments after they are made and there is a tendency to arrange one's judgment with one's own actions and the expectations of other people. This is achieved by evaluation that can lead to a change in the judge's intuition or in her social environment. This altered intuition then proceeds to function in the automatic way described above (see Figure 3 ; Haidt 2001). In summary, the SIM depicts moral judgment as the result of intuition, reasoning and social influences, with a primacy of intuition. This conception draws on a variety of findings from social psychology, e.g. studies on post-hoc reasoning (Nisbett and Wilson 1977) , automaticity (Bargh and Chartrand 1999) , and dualprocess theory (Chaiken and Trope 1999) . The theory is a reformulation of these findings aimed at describing and explaining moral judgments.
Discussion
Despite their differences, the three approaches share a common understanding of moral judgment: as framed and studied in the fashion of cognitive science. The approaches all provide models of the functioning of moral judgment in terms of distinctive network-modules with specific capacities that interact via excitation/ inhibition or feedback/feed-forward mechanisms. This is an idiosyncratic way of describing and understanding moral judgment in terms of moral cognition (encompassing intuition and emotion).This understanding defines the common goal of the associated research, namely, to uncover the cognitive processes of moral judgment by identifying its relevant components and providing models of their interplay.
This modularized cognitive-processing view of morality shapes moral physiology in a certain way, particularly in combination with a historical debate in moral philosophy that is frequently referred to in the recent empirical literature (Greene 2007 , Haidt 2001 , Haidt and Kesebir 2010 , Huebner, Dwyer, and Hauser 2009 , Monin, Pizarro, and Beer 2007 , Schnall et al. 2008 , that is, the classical debate between David Hume and Immanuel Kant on the role of emotion and reasoning in moral judgment, but the topos of a competition between passion and reason in human actions is much older and can already be found in the Bible (Mt 26, (40) (41) Rom 7, 15) . Experiments are nowadays carried out and/or interpreted in such a way as to confirm which has in another place been explicitly called the 'Humean', 'Kantian', or 'Rawlsian' model of moral judgment (Hauser 2006) . Through laboratory manipulations of the emotional content of moral stimuli, researchers want to check whether moral judgment is subject to emotion and conclude accordingly that it is not entirely grounded in reason. In this endeavour we see a tendency for a view that might be called 'moral essentialism' -the quest to uncover what kind of cognitive processing human morality is 'really' grounded in.
Whether or not there is an 'essence' of moral judgment, we doubt that the logic of laboratory manipulations is sufficient to make this case. For example, when researchers can successfully demonstrate that variations of emotional content giving rise to dilemmatic conflict (Greene et al. 2001 (Greene et al. , 2004 , disgust induced by hypnosis or a dirty environment (Wheatley and Haidt 2005, Schnall et al. 2008) , differences in cognitive load or working memory capacity (Greene et al. 2008, Moore, Clark, and Kane 2008) , or sleep deprivation (Killgore et al. 2007) , to name just a few examples, all can influence moral judgment, this only shows that moral cognition -like probably every mental faculty -is amenable to a multitude of environmental and psychological influences. Likewise, developmentalists tried to uncover developmental (Kohlberg and Puka 1994, Piaget 1932) or situationists' situational influences (Carpendale and Krebs, 1992) on moral cognition and behaviour. Yet, although they identified certain aspects that can influence human morality, this did not mean that moral judgment was 'essentially' a developmental or situational capacity.
Moral cognition and behaviour is not only subject to a multitude of physiological, psychological, and social aspects, but the processes suggested as central in the different models, such as cognitive control, dual processing, or post-hoc reasoning, have previously been related to other psychological functions (Botvinick et al. 2001 , Chaiken and Trope 1999 , Koechlin et al.1999 , Nisbett and Wilson 1977 . Instead of reducing morality to only one kind of processing or to only one model, we defend a multidisciplinary and multimodal view on morality to which we return in section 4 after a theoretical analysis of the empirical work described so far.
Theoretical reflection
It goes without saying that understandings of research purporting to give answers to normative questions have to be based on a solid experimental and methodological basis. After all, if interpretations were so arbitrary or if data were so ambiguous that a multitude of different moral standpoints could be justified with them, there would be little justification for the defence of one particular stance in contrast to others. As expressed by Sperry above and as witnessed by thousands of studies since the officially proclaimed "Decade of the Brain" 1990-2000 (Bush 1990 ), the brain is believed to give many answers to psychological riddles. Greene and colleagues' endeavour to understand why a majority finds it acceptable in the dilemmas described above to throw the switch, taking into account the death of one, but unacceptable to push the stranger when the lives of the five workers are at stake, is a prime example (Greene et al. 2001) .
Within the field of cognitive and behavioural neuroscience, neuroimaging has taken the lead (Friston 2009 ) and within neuroimaging, fMRI has rapidly become a dominant technique (Logothetis and Wandell 2004) with its many ways of investigating and visualizing brain function in such a way that it even has a (modestly) convincing effect on lay people (McCabe and Castel 2008, Weisberg et al. 2008) . Although the number of yearly publications related to fMRI has exponentially grown since its inception in 1990 and already exceeds 2000 by far (Schleim 2011) and although ever more of its findings are covered in public media (Racine, Bar-Ilan, and Illes 2005) , surprisingly little attention is paid to the brain's actual complexity and the method's limitations (Logothetis 2008, Racine, BarIlan, and Illes 2006) .
The intention of this section is to cover some of these aspects. This is particularly relevant to understanding the scope of the alleged normative implications of moral physiology as well as other kinds of practical applications of neuroimaging (Schleim and Rosier 2009 ) and thus also central to debates in neuroethics generally that are based on the technological state of the art. We start out with the difference between the experimental and real life situations, what is frequently subsumed under the concepts of 'external' and 'ecological validity'. After this discussion of validity, we turn to the operational definition of moral judgments and utilitarian decisions as employed in the influential studies of Greene and colleagues. We then continue with some basic aspects of brain neurobiology, anatomical localization, and inferring cognitive processes from brain activation. These issues might seem rather technical and remote from the questions of moral physiology and its normative implications, but they are actually central to the understanding of the experiments' scope and the validation of the models described in section 2.
Experiment and real life
There are not only many conceivable ways to understand and investigate human morality, but also many different actual practices with which researchers approach the topic. We have briefly referred to the different kinds of moral dilemmas used by Greene and colleagues (2001, 2004) which are related to scholarly debates on moral issues but in most cases also very abstract. For example, in one case the subjects are asked to imagine that their family unknowingly camped on the sacred ground of a tribe, thereby desecrating it, and the only way to prevent the upset clan people from killing the whole family is to sacrifice the life of one of their children with their own hands (Greene et al. 2001 (Greene et al. , 2004 . One of the authors of this paper has used short stories adapted from actual moral and political cases and asked his experimental subjects to judge whether a certain action is right from a moral point of view .
Hauke Heekeren and colleagues let their subjects judge simple sentences such as "A uses public transport without paying" (Heekeren et al. 2003 , Prehn et al. 2008 , allowing them a stricter experimental control than Greene and colleagues or Schleim and colleagues but at loss of complexity of the moral issues. Moll and colleagues used different classes of pictures based on subjects' evaluation of their moral content on a scale from one to ten. 'Moral content' was explained as including "actions which you consider to be commendable or regrettable, fair or unfair, right or wrong, good or evil, or situations that evoke a sense of friendship, betrayal, pity or care for others, humiliation, gratitude, or indignation" (Moll et al. 2002b (Moll et al. :2731 . As a consequence, their moral category had an average rating of 7.13, but 'neutral' and 'pleasant' pictures where not completely devoid of moral content with mean ratings of 3.73 and 4.5 respectively.
It is not our intention to prescribe the correct way to investigate morality. Yet we want to briefly discuss how far these already different and varyingly complex ways of investigating moral cognition and behaviour reflect actual moral situations in real life, such as when a couple is pondering to abort the life of an unwanted or unhealthy foetus, or a political committee has to decide to spend limited resources on the protection of people in one place at the expense of the safety of others (Turiel 2010) . Both of these examples, we can easily imagine, are not only subject to societal and technological contexts, but can also involve interactions with and decisions of people in different personal and institutional roles. No experimental setting within moral physiology so far has been able to include these wider contexts and it is unclear whether any future experiment will do so. Simply letting two or more people all lying in brain scanners interact with each other, a technology sometimes referred to as 'hyperscanning' (Casebeer 2003) , will not solve this issue.
These considerations limit the external and ecological validity of the respective experiments meaning that they constrain generalizations from laboratory to real life moral judgments. This is a common issue in all experimental sciences and is relevant to their practical applications. In moral physiology, applications consist in drawing conclusions on the normative level. The laboratory settings employed so far rather resemble situations in which people are pondering moral issues from a 'what if' perspective but where they are not necessarily personally involved, because their decisions have no or little consequences for themselves, but even then the experiments are devoid of social feedback, that is, those loops which are so central to Haidt's SIM (see section 2.3).
Of 'utilitarian' and 'moral personal' dilemmas
The most important finding of Greene and colleagues and a central support for their dual-processing model of moral judgment was an increased activation of the DLPFC (though see section 3.3) associated with cognitive control when subjects were making 'utilitarian' choices, in their words, "judgments that maximize aggregate welfare (e.g. by sacrificing one life in order to save five others)" (Greene et al. 2004:390) . In combination with the previous findings of the 'emotional interference effect' that subjects choosing the 'utilitarian' option took longer and that 'moral personal' dilemmas engage emotion (Greene et al. 2001 ), they and Peter Singer (2005) undermined counter-utilitarian intuitions as irrational. In Greene's own words, it is "the secret joke of Kant's soul" (2007:35) that the allegedly rational Kantian moral philosophy and particularly its absolute prohibitions are rather based on emotion than reason.
These far-reaching conclusions call for some reflection on how Greene and colleagues relate their neuroscientific findings to moral-philosophical categories such as utilitarianism and (Kantian) deontology. Their final fMRI contrast yielding the DLPFC activation is based on a comparison between those difficult (i.e. cases in which subjects need more time to answer) 'moral personal' cases in which subjects choose 'yes, appropriate' in response to the sacrificing option instead of 'no, inappropriate'. However, even if the average utilitarian indeed chose these sacrificing options, something only assumed but never demonstrated by Greene and colleagues, this does not make these options necessarily utilitarian (Schleim 2008) . One can illustrate this with reference to another 'moral personal' dilemma, where a bleeding hiker lies next to a road and the sacrifice to save his life consists in ruining the expensive leather upholstery of one's car. Hardly a moral theory deserving this name would contradict the sacrificing option. That is, proponents of different views, be they utilitarians, deontologists, virtue theorists, or others, would equally endorse this option.
A more systematic analysis based on responses of moral philosophers at the Oxford University has yielded the result that only 45% of the 'moral impersonal' and 48% of the 'moral personal' cases actually allowed a choice between utilitarian and non-utilitarian options (Kahane and Shackel 2008) . A later study based on the original criteria of Greene and colleagues controlled for additional features within the stimulus material, such as whether one's own life will be affected if someone does refrain from choosing the sacrifice (Moore, Clark, and Kane 2008) . Remember that the dilemma due to the desecration of the tribe's sacred ground described above comprised the death of the whole family, including the parent (i.e. the experimental subject) facing the alternative to kill one's own child. Yet, the maximization of the common good favoured by utilitarians usually does not place one's own life above that of others but was historically directed against moral egoism (Sidgwick 1907) . The study of Moore and colleagues has shown that these non-utilitarian aspects present but not controlled in Greene and colleagues' stimulus material does matter behaviorally.
Furthermore, with their improved stimulus material, Moore and colleagues could not replicate the "emotional interference effect" (Moore, Clark, and Kane 2008) . Moreover, the group of McGuire and colleagues who re-analyzed the reaction-time data of Greene and colleagues has shown that the 'moral impersonal' and 'personal' categories were not homogeneous and that the 'emotional interference effect' was rather driven by a quick refusal of sacrificing options than their slower endorsement as hypothesized by the dual-process model (McGuire et al. 2009 ). When they checked for these aspects, the 'emotional interference effect' disappeared.
More conceptual and methodological caveats have been put forward against the studies by Greene and colleagues and their normative conclusions (Berker 2009 , Kahane and Shackel 2010 , Kamm 2009 , Schleim 2008 and Greene himself has given up his original categorization (Greene 2007 ). Yet, the distinction between 'moral impersonal' and 'personal' dilemmas, as well as the interpretation of 'utilitarian' choices has been very influential as witnessed by more than 600 citations of the two studies and an endorsement of the experimental design by many other groups in their own research until today (e.g. Ciaramelli et al. 2007 , Glenn, Raine, and Schug 2009 , Koenigs et al. 2007 , Crockett et al. 2010 . After discussing the issues of validity and operational definitions in moral physiology, we turn now to broader aspects related to fMRI as a method to uncover the neurobiological underpinnings of psychological processes.
Blood flow and brain activation
Lay people as well as scholars from other disciplines might take it for granted that modern methods of neuroscience directly investigate brain activation. Even if this were the case, there are many different electrochemical, spatial, and temporal properties of brain processes and each method is only related to a subset of these. The huge success of fMRI is based on a good compromise between spatial and temporal accuracy and the general tolerability of even high magnetic fields comprising the methodological basis. Yet, every single data point collected by an fMRI device, called a 'voxel', with standard parameters still contains a whole cosmos of brain processes in itself, containing approximately 27 mm 3 of tissue including 540,000 to 2.7 million neurons with 11 to 27 billion synapses, more than 10 km of dendrites and 100 km of axons (Logothetis 2008 ) besides other kinds of cells. One value representing an aggregate of the whole voxel is usually recorded every two seconds and the whole brain represented by several tens of thousands of these units. The areas of activation reported in fMRI studies usually comprise ten to several hundreds of voxels. Technological progress will improve some of these aspects, but ultimately safety considerations and biological tolerability will pose a limit.
More relevant than the technological limitation is the actual neurobiology behind fMRI. The method is based on the fact that different properties of blood oxygenation primarily based on changes of blood flow have different magnetic properties (Heeger and Ress 2002 , Logothetis and Wandell 2004 , Raichle and Mintun 2006 . The idea that blood flow represents brain activation has a long history in neuroscience (Mosso 1881) and recent research has indeed found correlations between the fMRI signal and neural processing in animals as measured with electrophysiological instruments (Logothetis et al. 2001 ). Yet, blood flow and brain activation are not identical and many experiments dissociated them many experiments dissociated them (Schummers, Yu, and Sur 2008, Sirotin and Das 2009) and the strength of the association differs between different brain areas (Ekstrom 2010) . Notwithstanding, fMRI results are frequently described as 'neural activation', 'neural processes', 'neural correlates', and so on (Schleim and Rosier 2009), which they are not necessarily. The interpretation of the signal and thus the understanding of what fMRI data actually show us is still a question of ongoing basic research. These considerations do not suggest that the many published studies are uninteresting but rather that they are to be interpreted with caution.
Anatomical localization
Unlike other methods taking account of network properties of the brain, fMRI essentially is a localizational technique, that is, a means to pinpoint signal differences in a three-dimensional space. In order to ultimately interpret these differences in psychological terms, two kinds of procedures are necessary (see also section 3.5): First, generalizations to whole populations require the measurement of several persons and the transformation of their individual brains into a standard space, second, the localized places must be assigned anatomical labels.
The upshot of the first procedure is that brain localization in groups is essentially probabilistic (Zilles and Amunts 2010) , since every brain is structurally different. There are some areas with higher and some with lower between-subject variability, and some amount of variability also comes with normal ageing. Even in a highly homogeneous group of 2500 young and healthy men applying for military air service, Frank Weber and Heinz Knopf (2006) reported normdeviations and abnormalities in about 25% with the naked eye based on structural MRI investigations. This does not make brain localization impossible, but it emphasizes that each individual brain differs from the standard space into which its signals are finally transformed.
But also in a standard space the localizations are not yet meaningful. To assign anatomical labels to the places in three-dimensional space, different kinds of templates are used, for example the already more than 100-year-old map of Korbinian Brodmann based on microscopic investigations of brain tissue, the map of a dissected brain of a 60-year-old French woman in a so-called Talairach space, or the MNI-atlas based on 305 anatomical MRI images of young, right-handed, North-American and mostly male healthy volunteers. The existence of standard spaces makes localized brain signals comparable, yet some amount of ambiguity remains.
Combining different kind of standards or levels of individuation such as describing brain areas on the very coarse-grained levels of whole lobes or spatially oriented subsections thereof can suggest different interpretations. For example, the primary activation associated with 'utilitarian' judgment reported as DLPFC by Greene and colleagues (2004) , that is, the place very much in front ('prefrontal'), towards the top ('dorsal' as opposed to 'ventral') and rather on the side ('lateral' as opposed to 'medial'), was localized in the medial frontopolar cortex by Moll and de Oliveira-Souza (2007) instead, although 'lateral' and 'medial' are mutually exclusive labels. On a broader scale, Tonio Ball and colleagues used a recently developed microscopic probabilistic atlas of some limbic structures to re-analyze 335 localizations reported as amygdala activations in the period from 2000 till 2008 (Ball et al. 2009 ). They found that only 49% of them belonged to this area with a high probability (>80%), in 15% of the cases the probability was 0%. Respective maps combining macroscopic and microscopic features for the whole brain in different populations, taking into account variability due to gender, ethnicity, age and further features, are still a matter of basic research. The following section will explain further why this is important.
Inferring cognitive processes
If we follow the stepwise logic of this section, we are now finally at the stage of assigning a psychological function to a spatially localized difference in a bloodflow measurement associated with a certain experimental condition. As has been outlined by Russell Poldrack, this inference is usually carried out in three steps. The first step is the said result of the localization procedure associated with a particular task. In the second step, the identified brain area is compared to the body of known literature, especially other studies which found the same area when a certain cognitive process was (putatively) present. In the third and final step, the former two are combined to conclude that the activity of the brain area in the present study shows engagement of that cognitive process (Poldrack 2006) .
It is immediately apparent why this inference is, logically speaking, valid only under a special condition, namely that of a 1:1-or n:1-mapping between brain areas and cognitive functions. As soon as the respective brain area has been associated with more than one function (i.e. 1:n or n:m), it cannot (at least not logically) be inferred that activation of that brain area shows engagement of one particular cognitive process in contrast to others. Although most brain areas are associated with a multitude of functions, even such paradigmatic cases of specialization as the language-related Broca's area (Anderson 2010 ), Poldrack (2006 himself proposed a statistical method based on Bayes' theorem to take account of the varying amount of functional specialization of brain areas and consequently to assign a level of probability or certainty to the inference, though it is hardly used in practice.
It has been noted that some researchers instead tend to interpret their findings in terms of their own domains, that is, differences in activation "were usually attributed to episodic memory processes in episodic memory studies, visuo-spatial processes in visuo-spatial studies and so on" (Cavanna and Trimble 2006:579) which implies some amount of circularity since that presumes already what the studies are designed to find out. Another strategy consists in including other measures common in psychology, such as behavioural pilot studies, reaction times, peripheral physiology, questionnaires, interviews, and so on. Although this undermines the original contribution of neuroimaging to understanding the human mind, it also takes account of the method's limitations and the natural structure and functioning of the human brain. In summary, this subsection in combination with the previous one demonstrates that independent of the primary statistical method used to test for significant differences in the fMRI signal, additional dimensions of probability are added at the stages of anatomical localization and inferring cognitive processes.
Implications and challenges
We started out with many instances of alleged philosophical implications of moral physiology in the introduction and confronted these claims with sobering methodological and theoretical reflections in the previous section. The most farreaching consequence would certainly be to 'read' the right moral answers from people's brains. For the sake of the argument, we now assume that there was indeed a sufficiently replicated body of moral-physiological research uncovering the cognitive processes of moral judgment. Let us assume, first, that some particular kind of moral judgment J characteristic of a certain moral theory T was indeed based on cognitive processing P. While this finding would be empirically interesting, we do not see how it could taken by itself have any normative force. Similar to Moore's open question argument (Moore 1903) , one might ask of this finding: "Is it morally right that J is based on P?" We think that some additional argument would be necessary to answer this question, an argument that could not ultimately be answered by another brain scan, of whose result the same normative question could be asked. Yet, the finding that J is based on P might be normatively relevant, for example, if T contained the view that J should not be based on P but on Q, or if a meta-ethical argument implied that proper moral judgments must not be based on Ps but on Qs. In both cases, however, the normative force of the finding that J is based on P essentially requires the T-component or meta-ethical argument that this is not morally right. As a response, one might give up the T-component, T completely or provide a sound counterargument.
Let us briefly turn to the idea proposed by Casebeer and Churchland that moral physiology "may allow us to eliminate certain moral theories as being psychologically and neurobiologically unrealistic" (Casebeer and Churchland 2003:171) . According to the principle that ought implies can one might feel inclined to conclude that a moral theory T were morally implausible if it systematically required judgments of kind J that were impossible to process by the average person due to some psychological or neurobiological constraint. Leaving aside that this inclination presumed the additional principle, one might ask further what such a finding could mean. Apparently at least the person who developed T or now tries to test it was able to process that J, according to T, is right. So one might argue that even if the average person is unable to process this, T might still function as a general guideline.
But perhaps being psychologically and neurobiologically unrealistic means that J is not impossible to process as a judgment, but impossible to carry out. Obviously cases happen in which people perform non-J, although they believe that to the contrary J is right, something one might consider a pity dilemma of the human condition already described in many examples of philosophy, history, and the literature. However, we think that the claim that J is, on psychological and neurobiological grounds, impossible to carry out, seems to be a very strong one. Particularly given our knowledge on brain development, the effects of brain training, enhancement, and neuroplasticity, it appears to be very difficult to claim that in principle, by psychological or neurobiological necessity it is impossible to carry out J, so difficult that we think that the onus of proof is upon those who are seeking this kind of 'elimination'. The upshot of this section then is that moral physiology might have normative implications but that it is implausible to believe that moral answers might be 'read' directly from human brains without the necessity of additional normative premises or the possibility of counterarguments (Schleim 2011) . Section 3 also suggests that empirical issues are none the less controversially debated than normative issues and theories. The idea that moral philosophers might become superfluous due to progress in neuroscience seems unwarranted and is indeed contradicted by the increasing number of philosophical publications reflecting on moral physiology. The multi-disciplinary challenge, on the contrary, might consist in remembering that not all questions can be answered by brain research alone, that particularly the dimension of human morality extends far beyond the brain and encompasses a multitude of cultural, environmental, institutional, social, and technological contexts, that instead of searching for a moral 'essence' and reducing morality to a single model, emotion, reason, cognitive control, and intuition all might play different roles in different kinds of situations and subjects, that given the amount of open conceptual, empirical, methodological, and theoretical questions it might be wise to avoid 'brain overclaim', to use the notion coined by Stephen Morse in contexts of penal law (Morse 2006) , that is, a tendency to claim that neuroscientific research has normative implications it apparently does not have, or, in different terms, to avoid 'neuro-realism', 'neuro-essentialism', and 'neuro-policy', as coined by Eric Racine and colleagues (Racine, Bar-Ilan, and Illes 2005) .
Conclusion
The discussion of moral physiology with its empirical, cultural, and theoretical aspects, demonstrates that there remains a variety of challenges to investigate human morality from the perspective of many disciplines. While neurosciences have contributed an unprecedented amount of new knowledge to the functioning of the human brain, it is not evident how a neuroscientific result could exert a normative force just by itself. By contrast, such results are also in need of interpretation and the conclusions drawn from them also require justification, including normative considerations where normative questions are involved.
We summarized influential models of contemporary moral physiology, addressed some of the central experiments and their interpretations, and discussed empirical, methodological, and theoretical aspects of one of the leading techniques within the prospering field of behavioural and cognitive neuroscience, namely, fMRI. Particularly this latter discussion is not only relevant to moral physiology, but the broader context of neuroethics as well -insofar as the ethical implications of progress in and applications of neurotechnology, particularly inasmuch as they are based on fMRI, are involved. The widely acknowledged complexity of the human brain indeed fosters the success of neuroimaging and promises to yield even more new knowledge in the future; yet, it is just the limiting aspect of complexity reminding us that every measurement provides only a partial perspective on a particularly selected aspect of reality. Finally, the complexity of human beings and their societies encompasses but ultimately surpasses that of individual brains. 
