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Abstract
A vertex-algebraic analogue of the Lie algebroid complex is constructed,
which generalizes the “small” chiral de Rham complex on smooth man-
ifolds. The notion of VSA-inductive sheaves is also introduced. This
notion generalizes that of sheaves of vertex superalgebras. The com-
plex mentioned above is constructed as a VSA-inductive sheaf. With
this complex, the equivariant Lie algebroid cohomology is generalized to
a vertex-algebraic analogue, which we call the chiral equivariant Lie al-
gebroid cohomology. In fact, the notion of the equivariant Lie algebroid
cohomology contains that of the equivariant Poisson cohomology. Thus
the chiral equivariant Lie algebroid cohomology is also a vertex-algebraic
generalization of the equivariant Poisson cohomology. A special kind of
complex is introduced and its properties are studied in detail. With these
properties, some isomorphisms of cohomologies are developed, which en-
ables us to compute the chiral equivariant Lie algebroid cohomology in
some cases. Poisson-Lie groups are considered as such a special case.
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1 Introduction
The chiral de Rham complex (CDR) was introduced by Malikov-Schechtman-
Vaintrob in [32]. It is a sheaf of vertex superalgebras containing the usual
de Rham complex. Gorbounov-Malikov-Schechtman generalized this notion by
introducing the sheaf of chiral differential operators, and studied the sheaf in
a series of papers [14, 15, 16]. Another construction of the CDR was done
by means of formal loop spaces in [24] by Kapranov-Vasserot. Moreover the
CDR was studied in relation to elliptic genera and mirror symmetry in [5, 6,
7]. Recently Lian-Linshaw introduced a new equivariant cohomology theory in
[27], and studied in detail the CDR in the C∞-setting. The CDR was also
investigated in terms of SUSY vertex algebras in [3, 9, 18, 19, 20, 21].
Let G be a compact connected Lie group with complexified Lie algebra g
and let M be a G-manifold. Then the algebra Ω(M) of differential forms on
M has a canonical G-action. Together with the Lie derivatives and the interior
products, this action of G makes Ω(M) a G∗-algebra. It is well- known that
the equivariant cohomology ofM is computed as the equivariant cohomology of
the G∗-algebra Ω(M) (see [17]). As a vertex-algebraic analogue of this equiv-
ariant cohomology theory, the chiral equivariant cohomology was introduced by
Lian-Linshaw in [27]. This cohomology was defined for O(sg)-algebras, a vertex-
algebraic analogue of G∗-algebras. The key to the construction is the fact that
the semi-infinite Weil complex W(g) introduced by Feigin-Frenkel in [10] has an
O(sg)-algebra structure. This fact was proved by Lian-Linshaw together with
the fact that the space Q(M) of global sections of the CDR of M has an O(sg)-
algebra structure. Later in [28], Lian-Linshaw-Song introduced the notion of
sg[t]-modules as an analogue of g-differential complexes, a complex with a com-
patible action of the Lie superalgebra sg = g ⋉ad g. As a classical equivariant
cohomology theory, the construction of the chiral equivariant cohomology was
generalized for the case of sg[t]-modules. Moreover in [28], Lian-Linshaw-Song
also introduced a “small” CDR as a subcomplex of the CDR, and pointed out
that the global section of the subcomplex is an sg[t]-module. The small CDR
itself is trivial since its vertex superalgebra structure is commutative. However
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when one consider the corresponding chiral equivariant cohomology, the vertex
superalgebra structure is very complicated in general. Such a vertex superalge-
bra were studied in [28, 29].
An interesting example of g-differential complexes was considered in [13] by
Ginzburg. This example comes from the space of multi-vector fields of a Poisson
manifold with an action of g and the corresponding equivariant cohomology is
called the equivariant Poisson cohomology. He also pointed out that one can
define the same kind of equivariant cohomology for Lie algebroids.
In this paper, we construct sg[t]-modules from Lie algebroids with an action
of g, generalizing the small CDR of Lian-Linshaw-Song. We then define the
chiral equivariant Lie algebroid cohomology.
The CDR as well as the small version constructed by Lian-Linshaw on
smooth manifolds is actually not a sheaf but a presheaf with a property, called
a weak sheaf by Lian-Linshaw-Song. For this reason, one has a little ambiguity
in the choice of morphisms or the gluing properties. Therefore we introduce
the notion of VSA-inductive sheaves, which generalize that of sheaves of ver-
tex superalgebras, and formulate the morphisms and the gluing properties. We
construct a VSA-inductive sheaf associated with a Lie algebroid and we obtain
vertex-algebraic analogue of the Lie algebroid complex. Moreover we prove that
the complex above has an sg[t]-module structure when the Lie algebroid has an
action of g. This leads us to the definition of the chiral equivariant Lie algebroid
cohomology. When the Lie algebroid is a tangent bundle, we recover the CDR
of Lian-Linshaw-Song.
In the classical equivariant cohomology theory, an important role is played by
special complexes called W ∗-modules. They have remarkable properties, which
make it easy to compute their equivariant cohomologies (see [17]). Motivated by
this fact, we introduce the notion of chiralW ∗-modules and prove that they have
some properties analogous to those of W ∗-modules. Moreover we prove that
the complexes obtained from the VSA-inductive sheaves associated with a type
of Lie algebroid containing the cotangent Lie algebroids of Poisson-Lie groups
have chiralW ∗-module structures. We then compute their chiral equivariant Lie
algebroid cohomologies by using the properties of chiralW ∗-modules mentioned
above.
The article is organized as follows: in Section 2 we recall some basics of
vertex superalgebras and the chiral equivariant cohomology. In Section 3, we
introduce the chiral W ∗-modules and a chiral Cartan model for sg[t]-modules.
We mainly consider this chiral Cartan model when g is commutative. The
result in this section will be used in the last part of Section 6. In Section 4, we
introduce the notion of VSA-inductive sheaves. Then we establish some gluing
properties. Moreover we construct VSA-inductive sheaves from presheaves of
degree-weight-graded vertex superalgebras with some properties. In Section 5,
after recalling the notion of Lie algebroids and the Lie algebroid cohomology, we
first construct an important VSA-inductive sheaf on Rm and its small version,
which we denote respectively by Ωch(R
m|r) and Ωγcch(R
m|r). Using the gluing
property proved in Section 4, we glue the small ones Ωγcch(R
m|r) into the global
VSA-inductive sheaf associated with an arbitrary vector bundle. Next for a Lie
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algebroid, we construct a differential on the VSA-inductive sheaf associated with
the Lie algebroid, using the vertex operators of the bigger one Ωch(R
m|r). Thus
we obtain a vertex-algebraic analogue of the Lie algebroid complex. Moreover in
Section 6, we equip this complex with an sg[t]-module structure, when the Lie
algebroid has an action of a Lie algebra g. For this construction, we also need
the vertex operators of the bigger VSA-inductive sheaf. Then we introduce the
chiral equivariant Lie algebroid cohomology. In the last part of Section 6, we
compute this cohomology for an important Lie algebroid called a transformation
Lie algebroid. In particular, we compute that cohomology for the cotangent Lie
algebroids associated with Poisson-Lie groups.
Throughout this paper, K is the field of real numbers R or that of complex
numbers C, and we will work over K. We assume that a grading on a super
vector space is compatible with the super vector space structure.
2 Preliminaries
2.1 Vertex Superalgebras
We first recall basic definitions and facts concerning vertex superalgebras, which
was introduced in [4]. We will follow the formalism and results in [11, 23, 26].
A vertex superalgebra is a quadruple (V,1, T, Y ) consisting of a super vector
space V, an even vector 1 ∈ V , called the vacuum vector, an even linear operator
T : V → V , called the translation operator, and an even linear operation
Y = Y ( · , z) : V → (EndV )[[z±1]], taking each A ∈ V to a field on V , called the
vertex operator,
Y (A, z) =
∑
n∈Z
A(n)z
−n−1,
such that
• (vacuum axiom)
Y (1, z) = idV ;
Y (A, z)1 ∈ V [[z]], and Y (A, z)1|z=0 = A for any A ∈ V ;
• (translation axiom)
T1 = 0;
[T, Y (A, z)] = d
dzY (A, z) for any A ∈ V ;
• (locality axiom)
For any A,B ∈ V, Y (A, z) and Y (B, z) are mutually local.
A vertex superalgebra (V,1, T, Y ) is said to be Z-graded when the super vector
space V is given a Z-grading V = ⊕n∈ZV [n] such that 1 is a vector of weight 0,
T is a homogeneous linear operator of weight 1, and if A ∈ V [n], then the field
Y (A, z) is homogeneous of conformal dimension n. We refer to such a grading as
a weight-grading on the vertex superalgebra. Note that ImY ⊂ (EndV )[[z±1]]
has a canonical structure of vertex superalgebra and that Y : V → ImY is an
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isomorphism of vertex superalgebras. We will often identify these two vertex
superalgebras.
For a vertex superalgebra (V,1, T, Y ), the data of Y is equivalent to that of
bilinear maps
(n) : V × V → V, (A,B) 7→ A(n)B.
Therefore vertex algebras are also written as (V,1, T, (n);n ∈ Z). Moreover the
translation operator T and the vertex operator Y (A, z) are often denoted by ∂
and by A(z), respectively. A purely even vertex superalgebra is called simply a
vertex algebra.
We use the following notation for the operator product expansion (OPE) of
the mutually local fields A(z) and B(z):
A(z)B(w) ∼
∑
n≥0
Cn(w)(z − w)
−n−1,
where Cn(w) are some fields. Note that the OPE formula gives the commutation
relations among the coefficients of A(z) and B(w). (See [11] and [23] for details.)
The following examples of vertex superalgebras will be used for the construc-
tion of some kinds of cohomology later.
Example 2.1 (affine vertex superalgebras). Let g be a Lie superalgebra with
a supersymmetric invariant bilinear form B. Let gˆ = g[t±1]⊕KK be the affine
Lie algebra associated with (g, B). Set
N(g, B) := U(gˆ)⊗U(g[t]⊕KK) K1,
where K1 is the one-dimensional g[t] ⊕ KK-module on which g[t] acts by zero
and K by 1. This gˆ-module N(g, B) has a Z≥0-graded vertex superalgebra
structure called the affine vertex superalgebra associated with g and B. Note
that the operator a(n) has weight −n, where a(n) stands for the operator on
N(g, B) corresponding to atn ∈ gˆ. The Lie superalgebra g can be seen as
a subspace of N(g, B) by the injection g → N(g, B), a 7→ a(−1)1. We de-
note by O(g, B) the corresponding vertex superalgebra Im(Y ) = Y (N(g, B)) ⊂
(EndN(g, B))[[z±1]].
Example 2.2 (βγ-systems). Let V be a finite-dimensional vector space. Let
h(V ) = (V [t±1]⊕V ∗[t±1]dt)⊕Kτ be the Heisenberg Lie algebra associated with
V . Set
S(V ) := U(h(V ))⊗U(V [t]⊕V ∗[t]dt⊕Kτ) K1,
where K1 is the one-dimensional (V [t]⊕ V
∗[t]dt⊕ Kτ)-module in which V [t]⊕
V ∗[t]dt acts by zero and τ by 1. We denote by βvn, γ
φ
n the elements v ⊗ t
n, φ ⊗
tn−1dt ∈ h(V ), respectively. The h(V )-module S(V ) has a Z≥0-graded vertex
algebra structure called the βγ-system associated with V . We sometimes denote
βvn and γ
φ
n by β
v
(n) and γ
φ
(n−1), respectively.
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Example 2.3 (bc-systems). Let V be a finite-dimensional vector space. We
regard V [t±1] ⊕ V ∗[t±1]dt as an odd abelian Lie algebra. Consider the one-
dimensional central extension j(V ) = (V [t±1] ⊕ V ∗[t±1]dt) ⊕ Kτ of that odd
abelian Lie algebra with bracket
[v1 ⊗ f1 + φ1 ⊗ g1dt, v2 ⊗ f2 + φ2 ⊗ g2dt]
= (〈v1, φ2〉Rest=0f1g2dt+ 〈v2, φ1〉Rest=0f2g1dt)τ.
Set
E(V ) := U(j(V ))⊗U(V [t]⊕V ∗[t]dt⊕Kτ) K1,
where K1 is the one-dimensional (V [t]⊕ V
∗[t]dt⊕ Kτ)-module in which V [t]⊕
V ∗[t]dt acts by zero and τ by 1. We denote by bvn, c
φ
n the elements v ⊗ t
n, φ ⊗
tn−1dt, respectively. The j(V )-module E(V ) has a Z≥0-graded vertex superal-
gebra structure called the bc-system associated with V . We sometimes denote
bvn and c
φ
n by b
v
(n) and c
φ
(n−1), respectively.
Example 2.4 (semi-infinite Weil algebras). For a vector space V , the tensor
product vertex superalgebra
W(V ) := E(V )⊗ S(V ),
is called the semi-infinite Weil algebra associated with V ([10]).
We recall some graded structures on vertex superalgebras. A vertex super-
algebra V is degree-graded if it is given a Z-grading V =
⊕
p∈Z V
p such that
A(n)B ∈ V
p+q for all A ∈ V p, B ∈ V q, n ∈ Z and 1 ∈ V 0. Recall that a Z-
grading V =
⊕
n∈Z V [n] on a vertex superalgebra V is called a weight-grading
if A(k)B ∈ V [n + m − k − 1] for all A ∈ V [n], B ∈ V [m] and k ∈ Z, and
1 ∈ V [0]. A vertex superalgebra V is degree-weight-graded if V is both degree
and weight-graded and the gradings are compatible, that is, V =
⊕
p,n∈Z V
p[n],
where V p[n] = V p ∩ V [n].
Example 2.5. We can define a degree-weight-grading on the affine vertex super-
algeba N(g, B) when g has two compatible Z-grading and the invariant bilinear
form B is 0. We call the one grading on g the weight-grading and the other the
degree-grading. Then N(g, 0) becomes a degree-weight-graded vertex superal-
gebra if we give the weight-grading by wt a1(n1) . . . a
r
(nr)
1 :=
∑r
i=1(−ni+wtga
i),
and the degree-grading by deg a1(n1) . . . a
r
(nr)
1 :=
∑r
i=1 degga
i, for degree-weight-
homogeneous elements a1, . . . , ar ∈ g and n1, . . . , nr ∈ Z<0. We call this grading
the degree-weight-grading on the vertex superalgebra N(g, 0) associated with
the grading on g.
In the sequel, we will always assume that an action of a degree-weight-graded
vertex superalgebra on a degree-weight-graded super vector space is compatible
with the gradings.
We give some lemmas used in Section 5 and 6. Recall the notion of vertex
superalgebra derivation. A derivation on a vertex superalgebra V with parity
i¯ is an endomorphism d on V with parity i¯ such that [d, Y (A, z)] = Y (d · A, z)
for any A ∈ V .
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Lemma 2.6. Let V be a vertex superalgebra generated by a subset S ⊂ V . Let
D be an odd derivation on the vertex superalgebra V such that D2|S = 0. Then
D2 = 0 hold on V .
Proof. Since the operator [D,D] = 2D2 is also a derivation, our assertion holds.

Lemma 2.7. Let f : V → W be a morphism of vertex superalgebras. Let N
be a non-negative integer. Suppose V is generated by a subset S ⊂ V . Let
(A(n))0≤n≤N and (B(n))0≤n≤N be linear maps on V and W , respectively. Sup-
pose the following hold:
[A(n), v(k)] =
∑
i≥0
(
n
i
)
(A(i)v)(n+k−i), (2.1)
[B(n), f(v)(k)] =
∑
i≥0
(
n
i
)
(B(i)f(v))(n+k−i), (2.2)
for all v ∈ S, 0 ≤ n ≤ N , and k ∈ Z Then if f ◦ A(n) = B(n) ◦ f on S for all
0 ≤ n ≤ N , then f ◦A(n) = B(n) ◦ f holds on V for any 0 ≤ n ≤ N .
Proof. It suffices to show that (f ◦A(n))(v) = (B(n) ◦f)(v) for v ∈ V of the form
s1(n1) · · · s
r
(nr)
1 with s1, . . . , sr ∈ S and n1, . . . , nr ∈ Z. The assertion is proved
by induction on r. Note that A(n)1 = 0 and B(n)1 = 0 are proved by induction
on n ∈ N with (2.1) and (2.2). 
Lemma 2.8. Let V be a vertex superalgebra. Let A = (Aλ(m))m≥0,λ∈Λ be a
family of Z/2Z-homogeneous linear maps on V such that
[Aλ(m), v(k)] =
∑
i≥0
(
m
i
)
(Aλ(i)v)(m+k−i),
for all m ≥ 0, λ ∈ Λ, k ∈ Z and v ∈ V . Then V A := {v ∈ V
∣∣ Aλ(m)v =
0 for all m ≥ 0 and λ ∈ Λ} is a subalgebra of V .
Proof. The equality Aλ(m)1 = 0 is proved by induction on n. The subspace V
A
is closed under the n-th product due to the assumption. 
Lemma 2.9. Let V and W be vertex superalgebras. Let A = (Aλ(m))m≥0,λ∈Λ
be a family of Z/2Z-homogeneous linear maps on V and B = (Bλ(m))m≥0,λ∈Λ a
family of Z/2Z-homogeneous linear maps on W such that
[Aλ(m), v(k)] =
∑
i≥0
(
m
i
)
(Aλ(i)v)(m+k−i),
[Bλ(m), w(k)] =
∑
i≥0
(
m
i
)
(Bλ(i)w)(m+k−i),
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for all m ≥ 0, λ ∈ Λ, k ∈ Z, v ∈ V and w ∈ W . Then the family of Z/2Z-
homogeneous linear maps on V ⊗W , (Aλ(m) ⊗ id + id⊗B
λ
(m))m≥0,λ∈Λ, satisfies
the relation
[Aλ(m) ⊗ id + id⊗B
λ
(m), x(k)] =
∑
i≥0
(
m
i
)(
(Aλ(m) ⊗ id + id⊗B
λ
(m))x
)
(m+k−i)
,
for any m ≥ 0, λ ∈ Λ, k ∈ Z, x ∈ V ⊗W .
Proof. The assertion is proved by direct computations. 
2.2 Chiral Equivariant Cohomology
We next recall the definition of the chiral equivariant cohomology. We refer the
reader to [27, 28] and partly to [10], for more details.
Let g be a Lie algebra. The Lie superalgebra sg is defined by
sg := g⋉ g−1,
where g−1 is the adjoint representation of g.
Let O(sg, 0) be the affine vertex superalgebra associated with the Lie super-
algebra sg with an invariant bilinear form 0. The Lie superalgebra derivation
sg→ sg, (ξ, η) 7→ (η, 0),
induces a vertex superalgebra derivation
d : O(sg, 0)→ O(sg, 0), (ξ, η)(z) 7→ (η, 0)(z).
This makes O(sg) := (O(sg, 0),d) a differential degree-weight-graded vertex
algebra, that is, a degree-weight-graded vertex superalgebra with a square-zero
odd vertex superalgera derivation of degree 1, where the gradings are given by
deg((ξ, 0)(z)) = 0, deg((0, η)(z)) = −1 and wt((ξ, η)(z)) = 1.
Recall the notion of O(sg)-algebras from [27]. An O(sg)-algebra is a differen-
tial degree-weight-graded vertex superalgebra (A, d) equipped with a morphism
of differential degree-weight-graded vertex superalgebras ΦA : O(sg) → (A, d).
Next we recall from [28] the notion of sg[t]-modules containing that of O(sg)-
algebras. Recall the Lie superalgebra sg[t] = sg⊗K[t] has a differential d defined
by
d : sg[t]→ sg[t], (ξ, η)tn 7→ (η, 0)tn.
An sg[t]-module is a degree-weight-graded complex (A, dA) equipped with a Lie
superalgebra morphism
ρ : sg[t]→ End(A), (ξ, η)tn 7→ ρ((ξ, η)tn) = Lξ,(n) + ιη,(n),
such that for all x ∈ sg[t] we have
• ρ(dx) = [dA, ρ(x)];
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• ρ(x) has degree 0 whenever x is even in sg[t], and degree −1 whenever x is
odd, and has weight −n if x ∈ sgtn.
In this paper, we assume that the differential has odd parity and that the
action of sg[t] on A with the discrete topology is continuous, that is, for any
v ∈ A, tksg[t] · v = 0 for some sufficiently large k ∈ N. Moreover we call an
sg[t]-module a differential sg[t]-module, emphasizing its differential.
For a differential sg[t]-module (A, dA), we often write Lξ,(n) and ιξ,(n) as
LAξ,(n) and ι
A
ξ,(n), respectively.
We will recall the notion of the chiral equivariant cohomology. Consider
the semi-infinite Weil algebra W = W(g) associated with a finite-dimensional
Lie algebra g (see Example 2.4). Let (ξi)i be a basis of g with the dual ba-
sis (ξ∗i )i for g
∗. Recall that the vertex superalgebra W(g) is degree-weight-
graded. The weight and degree-grading come from the diagonalizable operator
ωW (1) = (ωE + ωS)(1) and the operator jbc(0) + 2jβγ(0), respectively. Here
ωS :=
∑dimg
i=1 β
xi
−1∂γ
x∗i
0 1, ωE := −
∑dimg
i=1 b
xi
−1∂c
x∗i
0 1 and jbc := −
∑dimg
i=1 b
ξi
−1c
ξ∗i
0 1,
jβγ :=
∑dimg
i=1 β
ξi
−1γ
ξ∗i
0 1.
Set
D := J +K, (2.3)
J := −
dimg∑
i,j=1
β
[ξi,ξj ]
−1 γ
ξ∗j
0 c
ξ∗i
0 1−
1
2
dimg∑
i,j=1
c
ξ∗i
0 c
ξ∗j
0 b
[ξi,ξj ]
−1 1, K :=
dimg∑
i=1
γ
ξ∗i
0 b
ξi
−11.
(2.4)
Then the operator D(0) is a differential on W . The differential degree-weight-
graded vertex superalgebra (W•, dW) is called the semi-infinite Weil complex,
where dW = D(0) ([10]).
Set
ΘξW := Θ
ξ
E +Θ
ξ
S , (2.5)
ΘξE :=
dimg∑
i=1
b
[ξ,ξi]
−1 c
ξ∗i
0 1, Θ
ξ
S := −
dimg∑
i=1
β
[ξ,ξi]
−1 γ
ξ∗i
0 1, (2.6)
for ξ ∈ g. The following theorem is proved in [26, theorem 5.11].
Theorem 2.10 (Lian-Linshaw). The vertex superalgebra morphism O(sg) →
(W(g), D(0)), (ξ, η)(z) 7→ Θ
ξ
W(z) + b
η(z) defines an O(sg)-algebra structure on
W(g).
We will use the following relations proved in [27, Lemma 5.12].
Lemma 2.11 (Lian-Linshaw). Let η, ξ be elements of g and ξ∗ an element of
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g∗. Then the following hold:
ΘξW(z)c
ξ∗(w) ∼ cad
∗ξ·ξ∗(w)(z − w)−1, (2.7)
D(0)c
ξ∗
0 1 = −
1
2
dimg∑
i=1
cad
∗ξi·ξ
∗
0 c
ξ∗i
0 1+ γ
ξ∗
0 1, (2.8)
D(0)γ
ξ∗
0 1 =
dimg∑
i=1
γad
∗ξi·ξ
∗
0 c
ξ∗i
0 1, (2.9)
where the first formula stands for the OPE of the fields ΘξW(z) and c
ξ∗(z), and
ad∗ is the coadjoint action of g on g∗.
Recall the notion of the chiral horizontal, invariant and basic subspaces
from [27, 28]. Let (A, d) be a differential sg[t]-module. The chiral horizontal,
invariant and basic subspaces of A are respectively
Ahor :=
{
a ∈ A
∣∣ ιη,(n)a = 0 for all η ∈ g, n ≥ 0},
Ainv :=
{
a ∈ A
∣∣ Lξ,(n)a = 0 for all ξ ∈ g, n ≥ 0}, and
Abas := Ahor ∩ Ainv.
Note that if (A, d) is a differential sg[t]-module then the subspaces Ahor and
Abas are subcomplexes of (A, d).
We then recall the definitions of the chiral basic and equivariant coho-
mologies. Let G be a compact connected Lie group. Set g = Lie(G)K. Let
(A, d) be a differential sg[t]-module. Its chiral basic cohomology Hbas(A) is
the cohomology of the complex (Abas, d|Abas). The chiral equivariant coho-
mology HG(A) of (A, d) is the chiral basic cohomology of the tensor product
(W(g)⊗A, dW ⊗ 1 + 1⊗ dA).
3 Chiral W ∗-Modules
3.1 Definition of Chiral W ∗-Modules and the Chiral Car-
tan Model
Let g be a finite-dimensional Lie algebra. We denote by 〈c, γ〉 or W ′ the sub-
algebra of the semi-infinite Weil algebra W = W(g) generated by cξ
∗
0 1, γ
ξ∗
0 1
with ξ∗ ∈ g∗. Note that W ′ is preserved by the differential dW . Therefore
we have a subcomplex (W ′, dW′), where dW′ := dW |W′ . Note that (W ′, dW′)
is acyclic. This follows from the same argument as that for the proof of the
acyclicity of (W , dW) in [1, Proposition 5]. (See Section 2.2 for the definition of
the semi-infinite Weil complex (W(g), dW ).)
We denote by δ(z − w)− the formal distribution
∑
n≥0 z
−n−1wn.
Definition 3.1. A chiral W ∗-module (with respect to g) is a differential sg[t]-
module (A, dA) given a module structure over the vertex superalgebra 〈c, γ〉
Y A( , z) : 〈c, γ〉 → (EndA)[[z±1]],
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such that
(1) [dA, Y
A(x, z)] = Y A(dW′x, z), for all x ∈ 〈c, γ〉,
(2) [LAξ (z)−, Y
A(cξ
∗
0 1, w)] = Y
A(cad
∗ξ·ξ∗
0 1, w)δ(z − w)−, for all elements ξ of
g and all elements ξ∗ of g∗,
(3) [ιAξ (z)−, Y
A(cξ
∗
0 1, w)] = 〈ξ
∗, ξ〉δ(z − w)−, for all ξ ∈ g and all ξ∗ ∈ g∗,
where LAξ (z)− :=
∑
n≥0 L
A
ξ,(n)z
−n−1 and ιAξ (z)− :=
∑
n≥0 ι
A
ξ,(n)z
−n−1 for an
element ξ of g.
For a 〈c, γ〉-module (A, Y A), we often use the following notation:
Y A(cξ
∗
0 1, z) = c
ξ∗,A(z) =
∑
n∈Z
cξ
∗,A
(n) z
−n−1,
Y A(γξ
∗
0 1, z) = γ
ξ∗,A(z) =
∑
n∈Z
γξ
∗,A
(n) z
−n−1.
for an element ξ∗ of g∗.
Note that the formula (2) in the preceding definition is equivalent to the com-
mutation relations [LAξ,(m), c
ξ∗,A
(n) ] = c
ad∗ξ·ξ∗,A
(m+n) for all m ∈ Z≥0 and n ∈ Z. Simi-
larly the formula (3) is equivalent to the relations [ιAξ,(m), c
ξ∗,A
(n) ] = 〈ξ
∗, ξ〉δm+n,−1
for all m ∈ Z≥0 and n ∈ Z.
Let (ξi)i be a basis of g and (ξ
∗
i )i the dual basis for g
∗. Let (A, dA, Y
A) be
a chiral W ∗-module and (B, dB) a differential sg[t]-module. Set
Φ = ΦA,B := exp(φ(0)≥0) ∈ GL(A⊗ B),
where φ(0)≥0 :=
∑dimg
i=1
∑
n≥0 c
ξ∗i ,A
(−n−1) ⊗ ι
B
ξi,(n)
. Set
C(A;B) := Φ((A⊗ B)bas), (3.1)
d = dA,B := Φ ◦ (dA ⊗ 1 + 1⊗ dB) ◦ Φ
−1|C(A;B). (3.2)
Note that C(A;B) is degree-weight-graded as a subspace of the degree-weight-
graded super vector space A ⊗ B since Φ preserves the degree and weight-
gradings. Then we have the following.
Lemma 3.2. Let (A, dA, Y A) be a chiral W ∗-module and (B, dB) a differential
sg[t]-module. Then the map Φ = ΦA,B restricted to the chiral basic subspace is
an isomorphism of degree-weight-graded complexes:
Φ : ((A ⊗ B)bas, (dA ⊗ 1 + 1⊗ dB)|(A⊗B)bas)→ (C(A;B), dA,B).
We call the complex (C(A;B), dA,B) the chiral Cartan model for the dif-
ferential sg[t]-module (B, dB) with respect to the chiralW ∗-module (A, dA, Y A).
The following proposition is a variation of [27, Theorem 4.6].
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Proposition 3.3. Let (A, dA, Y A) be a chiral W ∗-module and (B, dB) a differ-
ential sg[t]-module. Then the following equalities hold in End(A⊗ B):
Φ ◦ (dA ⊗ 1 + 1⊗ dB) ◦ Φ
−1
= dA ⊗ 1 + 1⊗ dB −
dim g∑
i=1
∑
n≥0
γ
ξ∗i ,A
(−n−1) ⊗ ι
B
ξi,(n)
+
dimg∑
i=1
∑
n≥0
c
ξ∗i ,A
(−n−1) ⊗ L
B
ξi,(n)
+
dim g∑
i,j=1
∑
m,n≥0
c
ξ∗i ,A
(n) c
ξ∗j ,A
(−n−m−2) ⊗ ι
B
[ξi,ξj ],(m)
, (3.3)
and
Φ ◦ (LAξ,(n) ⊗ 1 + 1⊗ L
B
ξ,(n)) ◦ Φ
−1
= LAξ,(n) ⊗ 1 + 1⊗ L
B
ξ,(n) +
dimg∑
i=1
∑
0≤k<n
c
ξ∗i ,A
(n−k−1) ⊗ ι
B
[ξ,ξi],(k)
, (3.4)
Φ ◦ (ιAξ,(n) ⊗ 1 + 1⊗ ι
B
ξ,(n)) ◦ Φ
−1 = ιAξ,(n) ⊗ 1, (3.5)
for all n ≥ 0, ξ ∈ g.
Proof. The assertion is proved by direct computations of ad(φ(0)≥0)
l, where
ad(φ(0)≥0) = [φ(0)≥0, ]. Note that we have ad(φ(0)≥0)
3(dA ⊗ 1+ 1⊗ dB) = 0,
ad(φ(0)≥0)
2(LAξ,(n)⊗1+1⊗L
B
ξ,(n)) = 0 and (ad(φ(0)≥0)
2(ιAξ,(n)⊗1+1⊗ι
B
ξ,(n)) =
0. 
By Proposition 3.3, we have C(A;B) = (Ahor ⊗B)
Φg[t]Φ−1 , where the right-
hand side stands for the invariant subspace under the modified action of g[t]:
g[t]→ End(A⊗ B)
Ad(Φ)
−→ End(A⊗ B).
3.2 Commutative Cases
Consider the case when the Lie group G = T is commutative. Set t = Lie(T )K.
The small chiral Cartan model for O(st)-algebras was introduced in [27]. By
Lemma 3.2, we can also define the small chiral Cartan model for any differential
st[t]-module. Note that the action of t[t] onW(t) is trivial since t is commutative.
Let (A, dA) be a differential st[t]-module. Set
C(A) := 〈γ〉 ⊗ Ainv ⊂ C(W(t);A),
where we denote by 〈γ〉 the subalgebra of W ′ generated by γξ
∗
0 1 with ξ
∗ ∈ g.
Since t is commutative, dW |〈γ〉 = 0 and [ι
A
ξ (z)−, L
A
η (w)−] = 0 for any ξ, η ∈ t.
Therefore it follows that C(A) is preserved by the differential dW(t),A. We can
prove the following lemma by the same argument as in [27, Theorem 6.4], where
the case when A is an O(st)-algebra is considered.
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Proposition 3.4. The inclusion
(C(A), dW(t),A|C(A))→ (C(W(t);A), dW(t),A),
is a quasi-isomorphism.
We call (C(A), dW(t),A|C(A)) the small chiral Cartan model for the dif-
ferential st[t]-module (A, dA).
The following lemma is proved by an argument similar to that in [28, Lemma
2.6], where the case when A is contained in an O(st)-algebra is considered.
Lemma 3.5.
Φ−1W(t),A(C(A)) = (〈c, γ〉 ⊗ Ainv)hor.
Let (A, dA, Y A) be a chiral W ∗-module. Set
C′(A,W(t)) := (ΦA,W(t) ◦ τ ◦ Φ
−1
W(t),A)(C(A)) ⊂ C(A,W(t)),
where τ : W(t) ⊗ A → A ⊗ W(t) is the switching map. Then the following
proposition follows from Proposition 3.4.
Proposition 3.6. There exists a canonical isomorphism
H(C′(A;W(t)), d′A,W(t))
∼= HT (A),
where d′A,W(t) := dA,W(t)|C′(A,W(t)).
The following lemma leads us to the next important proposition.
Lemma 3.7.
C′(A,W(t)) = Abas ⊗ 〈c, γ〉.
Proof. The operators cξ
∗,A
(n) and L
A
ξ,(k) commute with each other since t is com-
mutative. Therefore the operators cξ
∗,A
(n) preserve the subspace A
t[t]. Thus we
have ΦA,W(t)(A
t[t] ⊗ 〈c, γ〉) ⊂ At[t] ⊗ 〈c, γ〉. Therefore the subspace
ΦA,W(t)
((
At[t] ⊗ 〈c, γ〉
)
hor
)
=
(
ΦA,W(t)
(
At[t] ⊗ 〈c, γ〉
))ΦA,W(t)t−1[t]Φ−1A,W(t)
,
is contained in
(
At[t] ⊗ 〈c, γ〉
)ΦA,W(t)t−1[t]Φ−1A,W(t) . By the formula (3.5), we have
(
At[t] ⊗ 〈c, γ〉
)ΦA,W(t)t−1[t]Φ−1A,W(t) = Abas ⊗ 〈c, γ〉. (3.6)
Thus we have
ΦA,W(t)
((
At[t] ⊗ 〈c, γ〉
)
hor
)
⊂ Abas ⊗ 〈c, γ〉. (3.7)
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On the other hand, we have
Φ−1A,W(t)(Abas ⊗ 〈c, γ〉) = Φ
−1
A,W(t)
((
At[t] ⊗ 〈c, γ〉
)ΦA,W(t)t−1[t]Φ−1A,W(t))
=
(
Φ−1A,W(t)
(
At[t] ⊗ 〈c, γ〉
))t−1[t]
⊂
(
At[t] ⊗ 〈c, γ〉
)t−1[t]
=
(
At[t] ⊗ 〈c, γ〉
)
hor
.
The first equality follows from (3.6) and the inclusion follows from the formula
Φ−1A,W(t) = exp
(
−
∑dim t
i=1
∑
n≥0 c
ξ∗i ,A
(−n−1) ⊗ ι
W
ξi,(n)
)
. Together with (3.7), we have
ΦA,W(t)
((
At[t] ⊗ 〈c, γ〉
)
hor
)
= Abas ⊗ 〈c, γ〉.
By Lemma 3.5, the left-hand side is equal to C′(A,W(t)). This completes the
proof. 
The following proposition is a chiral analogue of [17, Theorem 4.3.1].
Proposition 3.8. Let (A, dA, Y A) be a chiral W ∗-module. The inclusion
(Abas, dA)→ (C
′(A;W(t)), d′A,W(t)), a 7→ a⊗ 1, (3.8)
is a quasi-isomorphism.
Proof. Set
d := d′A,W(t) = d1 + d2,
d1 := 1⊗ dW′ =
dim t∑
i=1
∑
n≥0
1⊗ γ
ξ∗i ,W
(−n−1)b
ξi,W
(n) ,
d2 := dA ⊗ 1−
dim t∑
i=1
∑
n≥0
γ
ξ∗i ,A
(−n−1) ⊗ b
ξi,W
(n) .
Since (W ′, dW′) is acyclic, we have
Hi(Abas ⊗ 〈c, γ〉, d1) =
{
Abas ⊗K1, when i = 0,
0, otherwise.
(3.9)
For i, j ≥ 0, we set Ci := Abas ⊗W ′
i
, Cj :=
⊕
0≤i≤j C
i, and C−1 := 0. Note
that d1 has degree 1 with respect to this grading C
′(A;W(t)) =
⊕
i≥0 C
i and
d2 preserves that filtration C
′(A;W(t)) =
⋃
j≥0 Cj . First we prove that for any
j ≥ 0 if µ ∈ Cj and dµ = 0 then there exist an element ν ∈ Cj−1 and a ∈ Abas
such that µ = dν + a ⊗ 1 and dAa = 0. This implies that the map induced
by the inclusion (3.8) on the cohomology is surjective. We use induction on j.
Assume j = 0. Let µ ∈ C0 with dµ = 0. Since C0 = C0 = Abas ⊗ K1, we have
an element a ∈ Abas such that µ = a⊗1. Considering the degree in the formula
14
0 = dµ = d1µ+d2µ, we have d1µ = 0. Therefore d2µ = 0. From d2µ = dAa⊗1,
we see dAa = 0. Thus the proof for j = 0 is completed. Next we assume j > 0.
Let µ ∈ Cj with dµ = 0. We can write µ as µ = µj + µj−1 + · · ·+ µ0 for some
µi ∈ Ci with i = 1, . . . , j. Since d1µj is the component of dµ with the maximum
degree, we have d1µj = 0. By (3.9) and j 6= 0, we have an element νj−1 ∈ C
j−1
such that µj = d1νj−1. Therefore we have
µ = d1νj−1 + (terms in Cj−1)
= (dνj−1 − d2νj−1) + (terms in Cj−1)
= dνj−1 + µ
′,
where µ′ is some element of Cj−1. From dµ = 0, we have dµ
′ = 0. By the
induction hypothesis, we have an element ν′ ∈ Cj−2 and a′ ∈ Abas such that
µ′ = dν′ + a′ ⊗ 1 and dAa′ = 0. Therefore we have µ = dνj−1 + µ′ = d(νj−1 +
ν′) + a′ ⊗ 1.
It remains to show that the map induced by (3.8) on the cohomology is
injective. It suffices to show that if a is an element of Abas such that dAa = 0
and a ⊗ 1 = dν for some ν ∈ Abas ⊗ W ′ then there exists an element b of
Abas such that a = dAb. Denote by W ′(i,j) the subspace of W ′ of degree i
and j with respect to the operators jbc(0)≥0 :=
∑dim t
i=1
∑
n≥0 c
ξ∗i
(−n−1)b
ξi
(n) and
jβγ(0)≥0 :=
∑dim t
i=1
∑
n≥0 γ
ξ∗i
(−n−1)β
ξi
(n), respectively. Note that W
′(0, 0) = K1
and W ′ =
⊕
i,j∈NW
′(i,j). Set D(i,j) := Abas ⊗ W ′(i,j). Then we have the
following homogeneous operators:
d1 : D
(i,j) → D(i−1,j+1),
dA ⊗ 1 : D
(i,j) → D(i,j),
d3 : D
(i,j) → D(i−1,j),
(3.10)
where d3 := −
∑dim t
i=1
∑
n≥0 γ
ξ∗i ,A
(−n−1) ⊗ b
ξi,W
(n) .
Let a be an element of Abas such that dAa = 0 and a⊗ 1 = dν, where ν is
an element of Abas ⊗W ′. We can write ν as ν =
∑
i,j≥0 ν
(i,j), where ν(i,j) is
an element of D(i,j) and the elements ν(i,j) are 0 for all but finitely many (i, j).
From a⊗ 1 = dν and (3.10), we have
a⊗ 1 = (dA ⊗ 1)ν
(0,0) + d3ν
(1,0), (3.11)
and
0 = (dA ⊗ 1)ν
(i,j) + d3ν
(i+1,j) + d1ν
(i+1,j−1), (3.12)
for all i, j ≥ 0 with i > 0 or j > 0, where we set ν(i,−1) := 0. From (3.12) with
j = 0, we have
0 = (dA ⊗ 1)ν
(i,0) + d3ν
(i+1,0), (3.13)
for all i > 0. Note that we have
d3 =
[
dA ⊗ 1,
dim t∑
i=1
∑
n≥0
c
ξ∗i ,A
(−n−1) ⊗ b
ξi,W
(n)
]
. (3.14)
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Indeed by the definition of chiral W ∗-modules and the commutativity of t,
we have γ
ξ∗i ,A
(−n−1) = [dA, c
ξ∗i ,A
(−n−1)] for any n ≥ 0 and i = 1, . . . , dim t. The
formula (3.14) follows from this relation and the definition of d3. We set
S :=
∑dim t
i=1
∑
n≥0 c
ξ∗i ,A
(−n−1) ⊗ b
ξi,W
(n) . Note that we have [S, [dA ⊗ 1, S]] = 0.
Then we have
d3ν
(1,0) = (dA ⊗ 1)
N∑
i=1
S[i]ν(i,0) − S[N ](dA ⊗ 1)ν
(N,0), (3.15)
for any N > 0. This is proved by induction on N with formulae (3.13), (3.14)
and [S, [dA⊗1, S]] = 0. We have a natural number N(> 0) such that ν(N,0) = 0.
Therefore from the formulae (3.11) and (3.15), we have a⊗1 = (dA⊗1)
(
ν(0,0)+∑N
i=1 S
[i]ν(i,0)
)
. Notice that S[l]ν(l,0) belongs to D(0,0) since S maps D(i,j) into
D(i−1,j). Therefore we have ν(0,0) +
∑N
i=1 S
[i]ν(i,0) = b ⊗ 1, for some b ∈ Abas.
Thus we have a = dAb. This completes the proof. 
By the preceding proposition and Proposition 3.6, we have the following
theorem.
Theorem 3.9. Let G be a compact connected Lie group with the Lie algebra
g = Lie(G)K. Let (A, dA, Y A) be a chiral W ∗-module with respect to g. Assume
that G is commutative. Then there exists a canonical isomorphism
Hbas(A) ∼= HG(A). (3.16)
3.3 More on Chiral W ∗-Modules
Let g be a finite-dimensional Lie algebra. Let (ξi)i be a basis of g and (ξ
∗
i )i the
dual basis for g∗.
Denote by 〈c〉 the subalgebra of W ′ generated by cξ
∗
0 1 with ξ
∗ ∈ g.
Lemma 3.10. Let (A, dA) be a differential sg[t]-module and Y
A a W ′-module
structure on A. Assume
Y A(dW′c
ξ∗
0 1, z) = [dA, c
ξ∗,A(z)], (3.17)
for all ξ∗ ∈ g. Then the following holds:
Y A(dW′x, z) = [dA, Y
A(x, z)], (3.18)
for any x ∈ W ′.
Proof. Let S ⊂ W ′ be a subset. Using the fact that dW′ commutes with the
translation operator, we can check by induction that if (3.18) holds for all x ∈ S
then (3.18) holds for all x ∈ 〈S〉. Therefore it suffices to show that (3.18) holds
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for x = γξ
∗
0 1 with ξ
∗ ∈ g∗. Note that (3.18) holds for all x ∈ 〈c〉 by the
assumption (3.17). Let ξ∗ ∈ g∗. From the formula
γξ
∗
0 1 = dW′c
ξ∗
0 1+
1
2
dimg∑
i=1
cad
∗ξi·ξ
∗
0 c
ξ∗i
0 1, (3.19)
we have
Y A(dW′γ
ξ∗
0 1, z) =
1
2
dim g∑
i=1
Y A(dW′c
ad∗ξi·ξ
∗
0 c
ξ∗i
0 1, z).
Since (3.18) holds for all x ∈ 〈c〉, the right-hand side equals
[
dA,
1
2
dimg∑
i=1
Y A(cad
∗ξi·ξ
∗
0 c
ξ∗i
0 1, z)
]
.
From (3.17) and (3.19), we can see this is equal to [dA, γ
ξ∗,A(z)]. 
The following proposition is useful for checking that a differential sg[t]-
module with a W ′-module structure is a chiral W ∗-module.
Proposition 3.11. Let (A, dA) be a differential sg[t]-module and Y
A a W ′-
module structure on A. Assume the following:
[ιAξ (z)−, γ
ξ∗,A(w)] = 0, (3.20)
Y A(dW′c
ξ∗
0 1, z) = [dA, c
ξ∗,A(z)], (3.21)
[ιAξ (z)−, c
ξ∗,A(w)] = 〈ξ∗, ξ〉δ(z − w)−, (3.22)
for all ξ ∈ g and ξ∗ ∈ g∗. Then the triple (A, dA, Y A) is a chiral W ∗-module.
Proof. By Lemma 3.10, it suffices to check
[LAξ (z)−, c
ξ∗,A(w)] = cad
∗ξ·ξ∗,A(w)δ(z − w)−,
for all ξ ∈ g and ξ∗ ∈ g∗. Let ξ ∈ g and ξ∗ ∈ g∗. Applying ad(dA) to the both
sides of (3.22), we have
[dA, [ι
A
ξ (z)−, c
ξ∗,A(w)]] = 0.
Therefore from (3.21) and [dA, ι
A
ξ (z)−] = L
A
ξ (z)−, we have
[LAξ (z)−, c
ξ∗,A(w)] = [ιAξ (z)−, Y
A(dW′c
ξ∗
0 1, w)].
By (3.22), (3.20) and the formula dW′c
ξ∗
0 1 = γ
ξ∗
0 1−1/2
∑dimg
i=1 c
ad∗ξi·ξ
∗
0 c
ξ∗i
0 1, we
can see the right-hand side equals
−
1
2
dim g∑
i=1
〈ad∗ξi · ξ
∗, ξ〉δ(z − w)−c
ξ∗i (w) +
1
2
dim g∑
i=1
cad
∗ξi·ξ
∗
(w)〈ξ∗i , ξ〉δ(z − w)−.
This is just equal to cad
∗ξ·ξ∗,A(w)δ(z − w)−. 
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The following is useful when we equip a differential sg[t]-module with a chiral
W ∗-module structure.
Proposition 3.12. Let (A, dA) be a differential sg[t]-module. Suppose given a
module structure of the vertex superalgebra 〈c〉 on A
Y A0 : 〈c〉 → (EndA)[[z
±1]],
such that
[cξ
∗,A(z), [dA, c
η∗,A(w)]] = 0, (3.23)
for all ξ∗, η∗ ∈ g∗. Then there exists a unique 〈c, γ〉-module structure on A,
Y A : 〈c, γ〉 → (EndA)[[z±1]],
such that Y A|〈c〉 = Y
A
0 and [dA, Y
A(x, z)] = Y A(dW′x, z) for all x ∈ W ′.
Moreover if the operation Y A satisfies
[ιAξ (z)−, c
ξ∗,A(w)] = 〈ξ∗, ξ〉δ(z − w)−, (3.24)
[ιAξ (z)−, γ
ξ∗,A(w)] = 0, (3.25)
for all ξ ∈ g and ξ∗ ∈ g∗, then the triple (A, dA, Y A) is a chiral W ∗-module.
Proof. The uniqueness of the operation Y A follows from the formula dW′c
j
01 =
γj01−1/2
∑dim g
i,k=1 Γ
j
ikc
i
0c
k
01, where Γ
k
ij is the structure constants of the Lie algebra
g, that is, [ξi, ξj ] =
∑dim g
k=1 Γ
k
ijξk for i, j = 1, . . . , dim g. We check the existence
of such a W ′-module structure Y A. We set
γξ
∗
j ,A(z) := [dA, c
ξ∗j ,A(z)] +
1
2
dimg∑
i,k=1
Γjik
·· c
ξ∗i ,A(z)cξ
∗
k,A(z) ··, (3.26)
for j = 1, . . . , dim g. Note that these operators have even parity. We check
[cξ
∗
i ,A(z), γξ
∗
j ,A(w)] = 0 and [γξ
∗
i ,A(z), γξ
∗
j ,A(w)] = 0 for i, j = 1, . . . , dim g.
This implies the existence of aW ′-module structure Y A such that Y A|〈c〉 = Y
A
0 .
Applying ad(dA) to the both sides of (3.23), we have[
[dA, c
ξ∗,A(z)], [dA, c
η∗,A(w)]
]
= 0, (3.27)
for all ξ∗, η∗ ∈ g∗. We have [γξ
∗
j ,A(z), γξ
∗
j˜
,A(w)] = 0 by (3.23) and (3.27).
The formula [γξ
∗
i ,A(z), γξ
∗
j ,A(w)] = 0 follows directly from (3.23). Thus we
have a W ′-module structure Y A such that Y A|〈c〉 = Y
A
0 . It remains to check
[dA, Y
A(x, z)] = Y A(dW′x, z) for all x ∈ W ′. By the construction of Y A, this
holds for x = cξ
∗
0 1 with ξ
∗ ∈ g∗. Therefore by Lemma 3.10, it holds for all
x ∈ W ′. Thus we proved the existence part. The latter half of our assertion
follows from Proposition 3.11. 
Remark 3.13. The condition (3.25) in Proposition 3.12 can be replaced by the
following condition:
[LAξ (z)−, c
ξ∗,A(w)] = cad
∗ξ·ξ∗(w)δ(z − w)−, (3.28)
for all ξ ∈ g and ξ∗ ∈ g∗.
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4 VSA-Inductive Sheaves
In this section, we introduce the VSA-inductive sheaves. In the next section,
we will construct a vertex-algebraic analogue of the Lie algebroid complex as a
VSA-inductive sheaf.
4.1 Ind-Objects
Let C be a category. Recall the category Ind(C) of ind-objects of C introduced
by Grothendieck ([2]). An inductive system of C is a functor
X : A→ C, Ob(A) ∋ α 7→ X(α) = Xα ∈ Ob(C),
from a small filtered category A to C. An inductive system X : A → C is also
written as (Xα)α∈A. An ind-object associated to an inductive system (Xα)α∈A is
a symbol “ lim
−→
α∈A
”Xα. The objects of the category Ind(C) are the ind-objects of C.
We often express “ lim
−→
α∈A
”Xα by the corresponding functorX likeX = “ lim−→
α∈A
”Xα.
The morphisms of Ind(C) are defined by
HomInd(C)(“ lim−→
α∈A
”Xα, “ lim−→
β∈B
”Yβ) := lim←−
α∈A
lim
−→
β∈B
HomC(Xα, Yβ),
where the limits in the right-hand side stand for those in the category of sets.
For a morphisms of ind-objects F : (Xα)α∈A → (Yβ)β∈B, F is written as F =(
[F
j(α)
α ]
)
α∈A
, where j : Ob(A)→ Ob(B) is a map and [F
j(α)
α ] is an equivalence
class of a morphism F
j(α)
α : Xα → Yj(α) in lim−→
β∈B
HomC(Xα, Yβ). The composition
is defined by F ◦G :=
(
[F
jF (jG(α))
jG(α)
◦G
jG(α)
α ]
)
α∈A
for morphisms of ind-objects
F =
(
[F
jF (β)
β ]
)
β∈B
: (Yβ)β∈B → (Zγ)γ∈Γ and G =
(
[G
jG(α)
α ]
)
α∈A
: (Xα)α∈A →
(Yβ)β∈B. For a small filtered categoryA, we will use the notation fα′α to express
a morphism f ∈ HomA(α, α′), emphasizing the source and the target.
Let PreshX(Vec
super
K
) be the category of presheaves on a topological space
X of super vector spaces over K. Consider the category of ind-objects of the
category PreshX(Vec
super
K
), Ind(PreshX(Vec
super
K
)). There exists a functor
Lim−−→ : Ind(PreshX(Vec
super
K
))→ PreshX(Vec
super
K
), (4.1)
sending an object F = “ lim
−→
α∈A
”Fα to the inductive limit presheaf Lim−−→F :=
lim
−→α∈A
Fα, but not its sheafification, and sending a morphism F = ([F
j(α)
α ])α∈A :
“ lim
−→
α∈A
”Fα → “ lim−→
β∈B
”Gβ to the morphism of presheaves Lim−−→F defined by
Lim−−→F (U) : lim−→
α∈A
Fα(U)→ lim−→
β∈B
Gβ(U), [xα] 7→ [F
j(α)
α xα], (4.2)
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for each open subset U ⊂ X . Set
BilinInd(PreshX(VecsuperK ))
(
“ lim
−→
α∈A
”Fα, “ lim−→
β∈B
”Gβ; “ lim−→
γ∈Γ
”Hγ
)
:= lim
←−
(α,β)∈A×B
(
lim
−→
γ∈Γ
BilinPreshX (VecsuperK )(Fα,Gβ ;Hγ)
)
, (4.3)
for ind-objects “ lim
−→
α∈A
”Fα, “ lim−→
β∈B
”Gβ , “ lim−→
γ∈Γ
”Hγ of the category PreshX(Vec
super
K
),
where BilinPreshX (VecsuperK )(Fα,Gβ ;Hγ) is the set of all bilinear morphisms of
presheaves from Fα×Gβ to Hγ . We call an element F of the set (4.3) a bilinear
morphism of ind-objects and write it as
F : “ lim
−→
α∈A
”Fα × “ lim−→
β∈B
”Gβ → “ lim−→
γ∈Γ
”Hγ .
Each ind-object “ lim
−→
γ∈Γ
”Hγ gives rise to a canonical contravariant functor
Ind(PreshX(Vec
super
K
)
)
× Ind(PreshX(Vec
super
K
))→ Set ,(
“ lim
−→
α∈A
”Fα, “ lim−→
β∈B
”Gβ
)
7→ BilinInd(C)
(
“ lim
−→
α∈A
”Fα, “ lim−→
β∈B
”Gβ ; “ lim−→
γ∈Γ
”Hγ
)
,
where Set is the category of sets. Similarly, each pair of ind-objects
(
“ lim
−→
α∈A
”Fα,
“ lim
−→
β∈B
”Gβ
)
induces a canonical covariant functor
Ind(PreshX(Vec
super
K
))→ Set ,
“ lim
−→
γ∈Γ
”Hγ 7→ BilinInd(C)
(
“ lim
−→
α∈A
”Fα, “ lim−→
β∈B
”Gβ ; “ lim−→
γ∈Γ
”Hγ
)
.
Moreover, a bilinear morphism of ind-objects
F =
(
[F
j(α,γ)
(α,γ) ]
)
(α,γ)∈A×B
: “ lim
−→
α∈A
”Fα × “ lim−→
β∈B
”Gβ → “ lim−→
γ∈Γ
”Hγ ,
induces a bilinear morphism of presheaves
Lim−−→F : lim−→
α∈A
Fα × lim−→
β∈B
Gβ → lim−→
γ∈Γ
Hγ ,
in the same way as in (4.2).
Let ShX(Vec
super
K
) be the full subcategory of PreshX(Vec
super
K
) consisting of
sheaves on X of super vector spaces over K. Then the corresponding category of
ind-objects Ind(ShX(Vec
super
K
)) is a full subcategory of Ind(PreshX(Vec
super
K
)).
Note that the category Ind(ShX(Vec
super
K
)) is bigger than the category of ind-
sheaves introduced by Kashiwara and Schapira ([25]). The latter is the category
of ind-objects of the category of sheaves with compact supports.
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4.2 Definition of VSA-Inductive Sheaves
We denote by KX the presheaf on a topological space X of constant K-valued
functions. We regard KX as an inductive system indexed by a set with one
element and denote by “ lim−→ ”KX the corresponding ind-object.
Definition 4.1. A vertex superalgebra inductive sheaf (VSA-inductive
sheaf) on a topological space X is a quadruple
(
F ,1, T , (n);n ∈ Z
)
consisting
of
• an ind-object of ShX(Vec
super
K
), F = “ lim
−→
α∈A
”Fα,
• an even morphism of ind-objects 1 : “ lim
−→
”KX → F ,
• an even morphism of ind-objects T : F → F ,
• an even bilinear morphisms of ind-objects (n) : F × F → F ,
such that the map F(f) is even and injective for any morphism f in A and the
quadruples
(
lim
−→α∈A
Fα(U),1, T, (n);n ∈ Z
)
are vertex superalgebras for all open
subsets U ⊂ X, where 1 = 1(U) :=
(
Lim−−→1(U)
)
(1), T = T (U) := Lim−−→T (U),
(n) = (n)(U) := Lim−−→ (n)(U).
Let V1 =
(
F1,11, T 1, (n)1;n ∈ Z
)
and V2 =
(
F2,12, T 2, (n)2;n ∈ Z
)
be
VSA-inductive sheaves on the same topological space X . We call a morphism
of ind-objects Φ = ([Φ
j(α)
α ])α∈Ob(A) : F1 → F2 a base-preserving morphism
of VSA-inductive sheaves from V1 to V2 if Φ satisfies Φ◦11 = 12, Φ◦T 1 = T 2◦Φ
and Φ ◦ (n)
1
= (n)
2
◦ (Φ × Φ) for all n ∈ Z, where Φ × Φ is the morphism of
ind-objects given by Φ× Φ :=
(
[Φ
j(α)
α × Φ
j(α′)
α′ ]
)
(α,α′)∈Ob(A)×Ob(A)
.
Remark 4.2. LetX be a topological space. VSA-inductive sheaves onX form a
category with base-preserving morphisms of VSA-inductive sheaves. This cate-
gory is a subcategory of Ind(ShX(Vec
super
K
)) and hence of Ind(PreshX(Vec
super
K
)).
Notation 4.3. Denote by VSAK-IndShX the category of VSA-inductive sheaves
on a topological space X obtained in Remark 4.2.
Lemma 4.4. Let V =
(
F ,1, T , (n);n ∈ Z
)
be a VSA-inductive sheaf on a
topological space X. Then the assignment
U →
(
Lim−−→F(U),1, T, (n);n ∈ Z
)
,
with restriction maps of the presheaf Lim−−→F defines a presheaf on X of vertex
superalgebras.
Proof. We must check the restriction maps are vertex superalgebra morphisms.
We can see this since Lim−−→1, Lim−−→T , Lim−−→ (n) are morphisms of presheaves. 
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Let V and V ′ be VSA-inductive sheaves. We write a morphism Φ as Φ :
V → V ′ even when Φ is not a morphism of VSA-inductive sheaves but simply
a morphism of the underlying ind-objects of sheaves. When we say that Φ :
V → V ′ is a morphism of ind-objects, we mean Φ is a morphism between the
underlying ind-objects of sheaves.
Lemma 4.5. Let Φ : V1 → V2 be a base-preserving morphism of VSA-inductive
sheaves on the same topological space. Then the map Lim−−→Φ : Lim−−→V1 → Lim−−→V2
is a morphism of presheaves of vertex superalgebras.
Proof. This follows directly from the definition of the morphisms. 
Remark 4.6. When we restrict the functor given in (4.1)
Lim−−→ : Ind(PreshX(Vec
super
K
))→ PreshX(Vec
super
K
),
to the subcategory VSAK-IndShX , we have a functor
VSAK-IndShX → PreshX(VSAK), (4.4)
where PreshX(VSAK) is the category of presheaves onX of vertex superalgebras
over K.
We also denote by Lim−−→ the functor (4.4).
Remark 4.7. Let V =
(
F ,1, T , (n);n ∈ Z
)
be a VSA-inductive sheaf. Let
U ⊂ X be an open subset and U =
⋃
λ∈Λ Uλ an open covering. Then the map
induced by restriction maps
Lim−−→V(U)→
∏
λ∈Λ
Lim−−→V(Uλ),
is injective since Fα are sheaves, where F = “ lim−→
α∈A
”Fα, and the map F(f) is
injective for any morphism f in A.
Definition 4.8. Let V =
(
F = “ lim
−→
α∈A
”Fα,1, T , (n);n ∈ Z
)
be a VSA-inductive
sheaf on a topological space X.
(i) A Hamiltonian or a weight-grading operator on V is an even mor-
phism H : F → F of ind-objects such that there exists a family (Hαα :
Fα → Fα)α∈Ob(A) of even morphisms of sheaves satisfying the following
conditions:
(1) H = ([Hαα ])α∈Ob(A).
(2) Each Hαα is a diagonalizable operator on F
α
α , namely, the operator
Hαα (U) : Fα(U)→ Fα(U) is diagonalizable for any open subset U ⊂ X.
(3) For all n ∈ Z,
(n) ◦ (id×H +H × id) = (H − (−n− 1)) ◦ (n). (4.5)
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(ii) A degree-grading operator on V is an even morphism J : F → F of
ind-objects such that there exists a family (Jαα : Fα → Fα)α∈Ob(A) of even
morphisms of sheaves satisfying the following conditions:
(1) J = ([Jαα ])α∈Ob(A).
(2) Each Jαα is a diagonalizable operator on F
α
α .
(3) For all n ∈ Z,
(n) ◦ (id× J + J × id) = J ◦ (n). (4.6)
Remark 4.9. In the above definition, the family (Hαα )α∈Ob(A) and (J
α
α )α∈Ob(A)
are unique by the relation (1) and the injectivity of the morphisms in the in-
ductive system F .
Definition 4.10. (i) A Z-graded VSA-inductive sheaf is a VSA-inductive
sheaf given a Hamiltonian with only integral eigenvalues.
(ii) A degree-graded VSA-inductive sheaf is a VSA-inductive sheaf given
a degree-grading operator with only integral eigenvalues.
(iii) A VSA-inductive sheaf V =
(
F = “ lim
−→
α∈A
”Fα,1, T , (n);n ∈ Z
)
is said to be
degree-weight-graded if V is given a Hamiltonian H = ([Hαα ])α∈Ob(A)
and a degree-grading operator J = ([Jαα ])α∈Ob(A) such that for each α ∈
Ob(A), Fα =
⊕
n,l∈Z F
l
α[n], where F
l
α[n] := Fα[n] ∩ F
l
α. Here Fα[n] and
F lα are the subsheaves Ker(H
α
α − n) and Ker(J
α
α − l), respectively.
Lemma 4.11. If (V , H) is a Z-graded VSA-inductive sheaf, then (lim−→V ,Lim−−→H)
is a presheaf of Z-graded vertex superalgebras. The same type of assertion holds
in the degree-graded case and in the degree-weight-graded case.
Proof. We will prove the assertion in the weight-graded case. The others are
proved similarly. Let V =
(
F = “ lim
−→
α∈A
”Fα,1, T , (n);n ∈ Z
)
be a Z-graded
VSA-inductive sheaf with a Hamiltonian H = ([Hαα ])α∈Ob(A). Let fα,α′ :
α′ → α be a morphism in A. Then the corresponding morphism F(fα,α′) :
Fα′ → Fα preserves the grading. Indeed, from the injectivity of the mor-
phisms in the inductive system F and the relation Hαα ◦ F(fα,α′) ∼ H
α′
α′ in
lim
−→β∈A
Hom(Fα′ ,Fβ), we have Hαα ◦ F(fα,α′) = F(fα,α′) ◦ H
α′
α′ . Thus we
have lim
−→α∈A
Fα = lim−→α∈A
(
⊕
n∈ZFα[n]) =
⊕
n∈Z(lim−→α∈A
Fα[n]). Therefore
Lim−−→H is a diagonalizable operator with only integral eigenvalues on the presheaf
Lim−−→F = lim−→α∈A
Fα. From the relation (4.5), the operator Lim−−→H is a Hamilto-
nian on Lim−−→V . 
Notation 4.12. Denote by DegWt-VSAK-IndShX the category of degree-weight-
graded VSA-inductive sheaves on a topological space X . Its morphisms are
morphisms of VSA-inductive sheaves on X commuting with the Hamiltonians
and the degree-grading operators.
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4.3 Gluing Inductive Sheaves
Let X be a topological space and A a small filtered category. We consider the
subcategory of DegWt-VSAK-IndShX whose objects are degree-weight-graded
VSA-inductive sheaves V =
(
F ,1, T , (n);n ∈ Z
)
such that F is a functor
from A and whose morphisms are morphisms Φ : F → G of degree-weight-
graded VSA-inductive sheaves such that there exist a family of morphisms of
sheaves (Φαα : Fα → Gα)α∈A satisfying F =
(
[Φαα]
)
α∈A
. We denote this cat-
egory by DegWt-VSAK-IndSh
A
X . We will often call a morphism of this cate-
gory a strict morphism. If two degree-weight-graded VSA-inductive sheaves
are isomorphic via a strict isomorphism, by which we mean a isomorphism in
DegWt-VSAK-IndSh
A
X , then we say they are strictly isomorphic. We also call
a morphism of ind-objects Φ : F → G, not necessarily a morphism of VSA-
inductive sheaves, strict if the same condition above is satisfied.
Remark 4.13. Let V =
(
F ,1, T , (n);n ∈ Z
)
be a VSA-inductive sheaf on X .
Let U ⊂ X be an open subset. Consider the inductive system
F|U : A→ ShU (Vec
super
K
),
objects : α 7→ Fα|U ,
morphisms : f 7→ F(f)|U ,
obtained by restricting F to U . The corresponding ind-object “ lim
−→
α∈A
”(F|U )α is
a VSA-inductive sheaf on U with 1, T , (n) restricted to U .
For a VSA-inductive sheaf V on X and an open subset U of X , we denote
by V|U the VSA-inductive sheaf on U given in Remark 4.13 and call it the
restriction of the VSA-inductive sheaf V .
Let us glue VSA-inductive sheaves. Let X =
⋃
λ∈Λ Uλ be an open covering
of X and (Vλ)λ∈Λ a family of degree-weight-graded VSA-inductive sheaves,
where Vλ =
(
Fλ,1λ, Tλ, (n)λ;n ∈ Z
)
is an object of DegWt-VSAK-IndSh
A
Uλ
.
Let Hλ and Jλ be the Hamiltonian and the degree-grading operator on Vλ,
respectively. Suppose given a family of strict isomorphisms of degree-weight-
graded VSA-inductive sheaves (ϑλµ : Vµ|Uµ∩Uλ → V
λ|Uλ∩Uµ)λ,µ∈Λ satisfying
the following condition:
(0) ϑλλ = id, and (ϑλµ|Uλ∩Uµ∩Uν ) ◦ (ϑµν |Uµ∩Uν∩Uλ) = (ϑλν |Uν∩Uλ∩Uµ),
for all λ, µ, ν ∈ Λ.
We will often omit the subscripts such as |Uλ∩Uµ∩Uν in the sequel.
In addition to the condition (0), we assume the following conditions:
(1) For any α, α′ ∈ Ob(A), we have HomA(α, α′) 6= ∅ or HomA(α′, α) 6= ∅,
(2) There exist a α0 ∈ Ob(A) and sheaf morphisms 1
λ,α0 : KX → Fλα0 with
λ ∈ Λ such that
1λ = [1λ,α0 ],
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for all λ ∈ Λ. (Note that the element α0 can be taken independently of
λ ∈ Λ.)
(3) There exist a map jT : Ob(A) → Ob(A) and sheaf morphisms T
λ,jT (α)
α :
Fλα → F
λ
jT (α)
with α ∈ Ob(A) and λ ∈ Λ such that
Tλ =
(
[Tλ,jT (α)α ]
)
α∈Ob(A)
,
for all λ ∈ Λ. (Note that the map jT can be taken independently of λ ∈ Λ.)
(4) For each n ∈ Z, there exist a map j(n) : Ob(A) × Ob(A) → Ob(A)
and bilinear sheaf morphisms (n)
λ,j(n)(α,α
′)
(α,α′)
: Fλα × F
λ
α′ → F
λ
j(n)(α,α′)
with
(α, α′) ∈ Ob(A)×Ob(A) and λ ∈ Λ such that
(n)
λ
=
(
[(n)
λ,j(n)(α,α
′)
(α,α′)
]
)
(α,α′)∈Ob(A)×Ob(A)
,
for all λ ∈ Λ. (Note that the map j(n) can be taken independently of λ ∈ Λ.)
(5) The degree and weight-grading on each Fλα are bounded from the above
and the below uniformly with respect to λ. Moreover the weight-grading
on Fλα is bounded from the below uniformly with respect to α as well as λ.
In other words, there exist an integer N and natural numbers Nα, Lα with
α ∈ Ob(A) such that Fλα =
⊕
N≤n≤Nα
⊕
|l|≤Lα
(Fλα)
l[n], where (Fλα)
l[n] is
the subsheaf of degree l and weight n.
The uniqueness in the following proposition means that if
(
V , (Φλ : V|Uλ →
Vλ)λ∈Λ
)
and
(
V ′, (Φ′λ : V ′|Uλ → V
λ)λ∈Λ
)
are the pairs as in the proposi-
tion below then there exists a strict isomorphism of degree-weight-graded VSA-
inductive sheaves F : V → V ′ such that Φ′λ ◦ F |Uλ = Φ
λ for all λ ∈ Λ.
Proposition 4.14. Under the above assumptions, there exists an object V of
DegWt-VSAK-IndSh
A
X and strict isomorphisms (Φ
λ : V|Uλ → V
λ)λ∈Λ of degree-
weight-graded VSA-inductive sheaves such that (Φλ|Uλ∩Uµ) ◦ (Φ
µ|Uµ∩Uλ)
−1 =
ϑλµ for all λ, µ ∈ Λ. Moreover such a pair is unique up to strict isomorphisms.
Proof. First we see the existence part. Since ϑλµ is strict, we can write ϑλµ
as ϑλµ = ([ϑ
α
λµ,α])α∈Ob(A), where ϑ
α
λµ,α is a sheaf morphism from F
µ
α |Uµ∩Uλ to
Fλα |Uλ∩Uµ . For each λ ∈ Λ we have id = ϑλλ = ([ϑ
α
λλ,α])α∈Ob(A) and therefore
id ∼ ϑαλλ,α for all α ∈ Ob(A), where ∼ means that the two sheaf morphisms
are equivalent in lim
−→
α′
Hom(Fλα ,F
λ
α′). By the injectivity of the morphisms of the
inductive system Fλ, we have
id = ϑαλλ,α. (4.7)
Similarly we have ϑαλµ,α ◦ϑ
α
µν,α = ϑ
α
λν,α for all α ∈ Ob(A) and λ, µ, ν ∈ Λ by the
assumption. Therefore for each α ∈ Ob(A), we can glue the sheaves (Fλα)λ∈Λ
with the sheaf morphisms (ϑαλµ,α)λ,µ∈Λ. Denote the resulting sheaf on X by Fα.
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For each fαα′ : α
′ → α, we will glue the morphisms (Fλ(fαα′))λ∈Λ to obtain a
sheaf morphism Fα′ → Fα. By the definition of morphisms of ind-objects, we
have
ϑαλµ,α ◦ F
µ(fαα′) ∼ ϑ
α′
λµ,α′ ,
where ∼ means that the two sheaf morphisms are equivalent in the inductive
limit lim
−→
α∈A
Hom(Fµα′ |Uµ∩Uλ ,F
λ
α |Uλ∩Uµ). Therefore we have ϑ
α
λµ,α ◦ F
µ(fαα′) =
Fλ(fαα′) ◦ ϑα
′
λµ,α′ by the injectivity of the morphisms in the inductive systems.
Thus we can glue the morphisms (Fλ(fαα′))λ∈Λ to obtain the sheaf morphism
Fα′ → Fα, which we denote by F(fαα′). Note that F(fαα′) is injective since
Fλ(fαα′) are injective for all λ ∈ Λ. By the construction, the assignment
F : A→ ShX(V ec
super
K
),
objects : α 7→ Fα,
morphisms : fαα′ 7→ F(fαα′),
defines a functor. Thus we have an inductive system F in ShX(V ec
super
K
), there-
fore the corresponding ind-object “ lim
−→
α∈A
”Fα. By the assumption, for each n ∈ Z,
we have a map j(n) : Ob(A) × Ob(A) → Ob(A) and bilinear sheaf morphisms
(n)λ,j(n)(α,α
′)
(α,α′)
: Fλα ×F
λ
α′ → F
λ
j(n)(α,α′)
with (α, α′) ∈ Ob(A)×Ob(A) and λ ∈ Λ
such that
(n)
λ
=
(
[(n)
λ,j(n)(α,α
′)
(α,α′)
]
)
(α,α′)∈Ob(A)×Ob(A)
,
for all λ ∈ Λ. Fix n ∈ Z. For each (α, α′) ∈ Ob(A) × Ob(A), we will glue
morphisms
(
(n)
λ,j(n)(α,α
′)
(α,α′)
)
λ∈Λ
to get a bilinear sheaf morphism Fα × Fα′ →
Fj(n)(α,α′). It suffices to check that the morphisms
(
(n)
λ,j(n)(α,α
′)
(α,α′)
)
λ∈Λ
commute
with the gluing maps. Since each ϑλµ is a morphism of VSA-inductive sheaves,
we have
(n)
λ ◦ (ϑλµ × ϑλµ) = ϑλµ ◦ (n)
µ
,
and therefore
(n)λ,j(n)(α,α
′)
(α,α′)
◦ (ϑαλµ,α × ϑ
α′
λµ,α′) ∼ ϑ
j(n)(α,α
′)
λµ,j(n)(α,α′)
◦ (n)µ,j(n)(α,α
′)
(α,α′)
,
for all (α, α′) ∈ Ob(A) × Ob(A). By the same argument for proving (4.7), we
have
(n)
λ,j(n)(α,α
′)
(α,α′)
◦ (ϑαλµ,α × ϑ
α′
λµ,α′) = ϑ
j(n)(α,α
′)
λµ,j(n)(α,α′)
◦ (n)µ,j(n)(α,α
′)
(α,α′)
,
for all (α, α′) ∈ Ob(A)×Ob(A). Thus we can glue the morphisms (n)λ,j(n)(α,α
′)
(α,α′)
with λ ∈ Λ. We denote by (n)j(n)(α,α
′)
(α,α′)
the resulting bilinear morphism of
sheaves. We claim that (n) :=
(
[(n)
j(n)(α,α
′)
(α,α′)
]
)
(α,α′)∈Ob(A)×Ob(A)
is a bilinear
morphism of ind-objects. We must check
(n)
j(n)(α,α
′)
(α,α′)
◦ (F(fαα˜)×F(fα′α˜′)) ∼ (n)
j(n)(α˜,α˜
′)
(α˜,α˜′)
, (4.8)
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for any object (α˜, α˜′) ∈ Ob(A)×Ob(A) and morphism fαα˜×fα′α˜′ . Let (α˜, α˜′) ∈
Ob(A)×Ob(A) be an arbitrary object and fαα˜ × fα′α˜′ an morphism. For each
λ ∈ Λ, we have
(n)
λ,j(n)(α,α
′)
(α,α′)
◦ (Fλ(fαα˜)×F
λ(fα′α˜′)) ∼ (n)
λ,j(n)(α˜,α˜
′)
(α˜,α˜′)
.
Therefore for each λ ∈ Λ, we have an object α′′(λ) ∈ Ob(A) and morphisms
fα′′(λ) j(n)(α,α′) : j(n)(α, α
′) → α′′(λ), fα′′(λ) j(n)(α˜,α˜′) : j(n)(α˜, α˜
′) → α′′(λ) in A
such that
Fλ(fα′′(λ) j(n)(α,α′)) ◦ (n)
λ,j(n)(α,α
′)
(α,α′)
◦ (Fλ(fαα˜)×F
λ(fα′α˜′))
= Fλ(fα′′(λ) j(n)(α˜,α˜′)) ◦ (n)
λ,j(n)(α˜,α˜
′)
(α˜,α˜′)
. (4.9)
By the assumption of this proposition, we have
HomA(j(n)(α, α
′), j(n)(α˜, α˜
′)) 6= ∅ or HomA(j(n)(α˜, α˜
′), j(n)(α, α
′)) 6= ∅.
When HomA(j(n)(α, α
′), j(n)(α˜, α˜
′)) 6= ∅, we have a morphism fj(n)(α,α′) j(n)(α˜,α˜′)
in this set. The right-hand side of (4.9) is equivalent to
Fλ(fα′′(λ) j(n)(α,α′)) ◦ F
λ(fj(n)(α,α′) j(n)(α˜,α˜′)) ◦ (n)
λ,j(n)(α˜,α˜
′)
(α˜,α˜′)
,
in lim
−→β∈A
BilinPreshUλ (Vec
super
K
)(F
λ
α˜ ,F
λ
α˜′ ;F
λ
β ). By the injectivity of the morphism
of the inductive system Fλ, we have
(n)
λ,j(n)(α,α
′)
(α,α′)
◦ (Fλ(fαα˜)×F
λ(fα′α˜′)) = F
λ(fj(n)(α,α′) j(n)(α˜,α˜′)) ◦ (n)
λ,j(n)(α˜,α˜
′)
(α˜,α˜′)
.
We have this equality for any λ ∈ Λ. Note that fj(n)(α,α′) j(n)(α˜,α˜′) does not
depend on λ ∈ Λ. Therefore we have the following relation for glued morphisms:
(n)
j(n)(α,α
′)
(α,α′)
◦ (F(fαα˜)×F(fα′α˜′)) = F(fj(n)(α,α′) j(n)(α˜,α˜′)) ◦ (n)
j(n)(α˜,α˜
′)
(α˜,α˜′)
.
This means (4.8). When HomA(j(n)(α˜, α˜
′), j(n)(α, α
′)) 6= ∅, we can also obtain
(4.8) in a similar way. Thus we have a bilinear morphism of ind-objects (n) =(
[(n)
j(n)(α,α
′)
(α,α′)
]
)
(α,α′)∈Ob(A)×Ob(A)
: F × F → F .
In a similar way, we obtain morphisms of ind-objects T =
(
[T jT (α)α ]
)
α∈Ob(A)
:
F → F , 1 = [1α0 ] : “ lim−→ ”KX → F , H = ([H
α
α ])α∈Ob(A) : F → F and
J = ([Jαα ])α∈Ob(A) : F → F from the morphisms T
λ =
(
[Tλ,jT (α)α ]
)
α∈Ob(A)
,
1λ = [1λ,α0 ], Hλ = ([Hλ,αα ])α∈Ob(A) and J
λ = ([Jλ,αα ])α∈Ob(A) with λ ∈ Λ,
respectively. Since the gluing maps commutes with the Hamiltonians and the
degree-grading operators, we can glue the sheaves (Fλα)
l[n] with λ ∈ Λ. Denote
the resulting sheaf on X by F lα[n]. By the assumption (5), (Fα)
l[n] = 0 for all
but finitely many l and n. Therefore the presheaf
⊕
n,l∈Z(Fα)
l[n] is a sheaf.
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Thus the sheaf Fα is canonically isomorphic to the sheaf
⊕
n,l∈Z(Fα)
l[n] since
they are locally isomorphic. This grading comes from the operators Hαα and J
α
α .
In other words, the operators Hαα and J
α
α are diagonalizable. The relation (4.5)
for H and the relation (4.6) for J follow from the fact that the corresponding
relations hold locally.
We must check the quadruple V := (F ,1, T , (n);n ∈ Z) is a VSA-inductive
sheaf on X . Let V be an arbitrary open subset of X . It suffices to show that
the quadruple (lim
−→α∈A
Fα(V ),1, T, (n);n ∈ Z) is a vertex superalgebra, where
1 := Lim−−→1(V )(1), T := Lim−−→T (V ) and (n) := Lim−−→ (n)(V ). The map induced by
the restriction maps and the isomorphisms Fα|Uλ
∼= Fλα ,
lim
−→
α∈A
Fα(V )→
∏
λ∈Λ
lim
−→
α∈A
Fα(V ∩ Uλ) ∼=
∏
λ∈Λ
lim
−→
α∈A
Fλα(V ∩ Uλ), (4.10)
is injective since the morphisms Fλ(fαα′) are all injective. Via this map, we
regard lim
−→α∈A
Fα(V ) as a subspace of
∏
λ∈Λ lim−→α∈A
Fλα(V ∩ Uλ). Then by
the construction, lim
−→α∈A
Fα(V ) is preserved by
∏
λ∈Λ T
λ and
∏
λ∈Λ(n)
λ with
n ∈ Z, where T λ and (n)λ are the translation operator and the n-th product of
lim
−→α∈A
Fλα(V ∩Uλ), respectively. Moreover (1
λ)λ∈Λ ∈ lim−→α∈A
Fα(V ), where 1λ
is the vacuum vector of lim
−→α∈A
Fλα(V ∩Uλ). Note that T = (
∏
λ∈Λ T
λ)|lim
−→α∈A
Fα(V ),
(n) = (
∏
λ∈Λ(n)
λ)|lim
−→α∈A
Fα(V ) and 1 = (1
λ)λ∈Λ. Moreover by the assumption
(5), the weight-grading on lim
−→α∈A
Fα(V ) is bounded from the below. Therefore
the formal distribution
∑
n∈ZA(n)z
−n−1 is a field for any A ∈ lim
−→α∈A
Fα(V ).
Thus (lim
−→α∈A
Fα(V ),1, T, (n);n ∈ Z) is a vertex superalgebra. Therefore the
quadruple V = (F ,1, T , (n);n ∈ Z) with H and J is an object of the category
DegWt-VSAK-IndSh
A
X . It remains to construct a strict isomorphism V|Uλ
∼= Vλ
for each λ ∈ Λ. Let λ ∈ Λ. We set
Φλ :=
(
[Φλ,αα ]
)
α∈Ob(A)
,
where Φλ,αα is the usual sheaf isomorphism from Fα|Uλ to F
λ
α , which preserves
the degree-weight-grading. This defines a morphism of ind-objects, or equiva-
lently,
Φλ,αα ◦ F(fαα′) ∼ Φ
λ,α′
α′ ,
for any object α, α′ of A and morphism fαα′ : α
′ → α in A. Indeed by the
construction of F(fαα′), we have
Φλ,αα ◦ (F(fαα′)|Uλ) = F
λ(fαα′) ◦ Φ
λ,α′
α′ ,
for each object α, α′ of A and morphism fαα′ : α
′ → α in A. The relation
(Φλ|Uλ∩Uµ) ◦ (Φ
µ|Uµ∩Uλ)
−1 = ϑλµ holds since (Φ
λ,α
α |Uλ∩Uµ) ◦ (Φ
µ,α
α |Uµ∩Uλ)
−1 =
ϑαλµ,α for all α ∈ Ob(A). Moreover Φ
λ is a strict isomorphism of VSA-inductive
sheaves. In other words, Φλ commutes with (n), T and 1 and in addition the
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strict inverse morphism (Φλ)−1 exists. This follows from the construction of the
operators (n), T , 1 and from the definition of Φλ. Moreover Φλ commutes with
the Hamiltonians and the degree-grading operators since each Φλ,αα does. Thus
the existence part is proved. The uniqueness part is proved by the argument as
in usual sheaf cases as well as the arguments used above with the fact that the
morphisms Fλ(fα′α) are injective for all fα′α ∈ HomA(α, α′). 
We can also glue morphisms. Let X =
⋃
λ∈Λ Uλ be as before. Let
(
(Vλ)λ∈Λ,
(ϑλµ)λ,µ∈Λ
)
,
(
(V ′λ)λ∈Λ, (ϑ′λµ)λ,µ∈Λ
)
be families of degree-weight-graded VSA-
inductive sheaves with strict isomorphisms as in Proposition 4.14. In other
words, Vλ =
(
Fλ,1λ, Tλ, (n)λ;n ∈ Z
)
and V ′λ =
(
F ′λ,1′λ, T ′λ, (n)′λ;n ∈ Z
)
are objects of DegWt-VSAK-IndSh
A
Uλ , and ϑλµ : F
µ|Uµ∩Uλ → F
λ|Uλ∩Uµ and
ϑ′λµ : F
′µ|Uµ∩Uλ → F
′λ|Uλ∩Uµ are strict isomorphisms of degree-weight-graded
VSA-inductive sheaves on Uλ ∩ Uµ such that the conditions (0)-(5) hold. Let
V with (Φλ)λ∈Λ and V ′ with (Φ′λ)λ∈Λ be objects of DegWt-VSAK-IndSh
A
X with
strict isomorphisms obtained by gluing
(
(Vλ)λ∈Λ, (ϑλµ)λ,µ∈Λ
)
and
(
(V ′λ)λ∈Λ,
(ϑ′λµ)λ,µ∈Λ
)
, respectively. Suppose given a family of morphisms of ind-objects
of sheaves (Fλ : Vλ → V ′λ)λ∈Λ such that ϑ′λµ ◦ (F
µ|Uµ∩Uλ) = (F
λ|Uλ∩Uµ) ◦ ϑλµ
for all λ, µ ∈ Λ. We assume that there exist a map jF : Ob(A) → Ob(A)
and sheaf morphisms F
λ,jF (α)
α with α ∈ Ob(A) and λ ∈ Λ such that Fλ =(
[F
λ,jF (α)
α ]
)
α∈Ob(A)
for all λ ∈ Λ.
Proposition 4.15. In the above situation, there exists a unique strict morphism
F : V → V ′ of ind-objects of sheaves on X such that Φ′λ ◦ F |Uλ = F
λ ◦ Φλ for
any λ ∈ Λ. Moreover if the morphisms Fλ are all morphisms of VSA-inductive
sheaves, the resulting morphism of ind-objects F is also a morphism of VSA-
inductive sheaves.
Proof. We can construct F : V → V ′, following the same argument as for the
construction of (n) in Proposition 4.14. The uniqueness part is proved by the
same argument as in usual sheaf cases as well as the same arguments as in the
proof of Proposition 4.14. The latter half of this proposition is also checked by
arguments similar to those above. 
Consider three families of degree-weight-graded VSA-inductive sheaves with
strict isomorphisms as in Proposition 4.14,
(
(Vλ)λ∈Λ, (ϑλµ)λ,µ∈Λ
)
,
(
(V ′λ)λ∈Λ,
(ϑ′λµ)λ,µ∈Λ
)
and
(
(V ′′λ)λ∈Λ, (ϑ′′λµ)λ,µ∈Λ
)
. Suppose given families of morphisms
of ind-objects of sheaves (Fλ : Vλ → V ′λ)λ∈Λ and (F ′λ : V ′λ → V ′′λ)λ∈Λ as in
Proposition 4.15. In other words, ϑ′λµ ◦ (F
µ|Uµ∩Uλ) = (F
λ|Uλ∩Uµ) ◦ ϑλµ and
ϑ′′λµ ◦ (F
′µ|Uµ∩Uλ) = (F
′λ|Uλ∩Uµ) ◦ ϑ
′
λµ hold for all λ, µ ∈ Λ, and moreover,
there exist maps jF : Ob(A) → Ob(A), jF ′ : Ob(A) → Ob(A) and sheaf
morphisms F
λ,jF (α)
α , F
′λ,jF ′ (α)
α with α ∈ Ob(A) and λ ∈ Λ such that Fλ =(
[F
λ,jF (α)
α ]
)
α∈Ob(A)
and F ′λ =
(
[F
′λ,jF ′(α)
α ]
)
α∈Ob(A)
for all λ ∈ Λ. Let F :
V → V ′, F ′ : V ′ → V ′′ and G : V → V ′′ be the morphisms obtained by gluing
(Fλ)λ∈Λ, (F
′λ)λ∈Λ and (F
′λ ◦ Fλ)λ∈Λ, respectively.
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Proposition 4.16. In the above situation, the composite F ′ ◦F agrees with the
morphism G.
Proof. This proposition is a direct corollary of Proposition 4.15. 
Remark 4.17. Two VSA-inductive sheaves are strictly isomorphic if they are
strictly isomorphic locally via strict isomorphisms which coincide on the overlaps
of their domains.
Remark 4.18. Two morphisms of ind-objects between VSA-inductive sheaves
coincide with each other if they coincide locally.
4.4 From Presheaves to VSA-Inductive Sheaves
We construct VSA-inductive sheaves from presheaves of vertex superalgebras
with some properties.
We denote by PreshX(DegWt-VSAK)bdw,sh the full subcategory of the cat-
egory of presheaves on X of degree-weight-graded vertex superalgebras over K
whose objects are presheaves V˜ of degree-weight-graded vertex superalgebras on
X such that the weight-grading on V˜(U) is bounded from the below uniformly
with respect to open subsets U ⊂ X and the subpresheaf V˜[n] defined by the
assignment U 7→ V˜(U)[n] is a sheaf of super vector spaces for any n ∈ Z.
Let V˜ be an object of PreshX(DegWt-VSAK)bdw,sh. We set
V˜ [≤ N ] :=
⊕
n≤N
V˜[n].
for N ∈ N. These are sheaves by the assumptions. Consider the canonical
inductive system of sheaves (V˜ [≤ N ])N∈N. Then the corresponding ind-object
“ lim
−→
n∈N
”V˜[≤ N ] has a canonical VSA-inductive sheaf structure induced by the
morphisms 10 : KX → V˜ [≤ 0] defined by K → Γ(V˜ [≤ 0]), 1 7→ 1, TN : V˜[≤
N ]→ V˜[≤ N+1], and (n)N,M : V˜ [≤ N ]×V˜ [≤M ]→ V˜ [≤ N+M−n−1], where
1, TN , (n)N,M come from the vertex superalgebra structure on V˜ . Note that
the VSA-inductive sheaf “ lim
−→
n∈N
”V˜[≤ N ] has a canonical degree-weight-graded
structure. We refer to this degree-weight-graded VSA-inductive sheaf as the
degree-weight-graded VSA-inductive sheaf associated with V˜ .
Lemma 4.19. There exists a canonical functor
PreshX(DegWt-VSAK)bdw,sh → DegWt-VSAK-IndSh
N
X ,
sending an object V˜ of PreshX(DegWt-VSAK)bdw,sh to the degree-weight-graded
VSA-inductive sheaf associated with V˜.
Proof. For a morphism F˜ : V˜ → W˜ in PreshX(DegWt-VSAK)bdw,sh, we assign
the morphism F :=
(
[F˜ |V˜[≤N ]
])
N≥0
in DegWt-VSAK-IndSh
N
X . The functorial-
ity follows from the definition directly. 
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Remark 4.20. The composite of the functor Lim−−→ given in (4.4) and the one
given in Lemma 4.19 is the identity functor.
Remark 4.21. Let V˜ , W˜ be objects of the categoryPreshX(DegWt-VSAK)bdw,sh
and V ,W the VSA-inductive sheaves associated with V˜, W˜ , respectively. Let
F˜ : V˜ → W˜ be a homogeneous linear morphism of degree d. In other words,
F˜ (U) : V˜(U) → W˜(U) is a homogeneous linear map of degree d for any
open subset U ⊂ X . Then F˜ induces a morphism F of ind-objects: F :=(
[F˜ |V˜[≤N ]]
)
N≥0
: V → W . Moreover the corresponding morphism Lim−−→F of
presheaves is nothing but the morphism F˜ : V˜ = Lim−−→V → W˜ = Lim−−→W .
Remark 4.22. The functor given in Lemma 4.19 commutes with the restriction.
More precisely, if U ⊂ X is an open subset and V is the degree-weight-graded
VSA-inductive sheaf associated with an object V˜ of PreshX(DegWt-VSAK)bdw,sh
then we have V|U = VU , where VU stands for the VSA-inductive sheaf associated
with the presheaf V˜|U . Here we denote by V˜|U the presheaf, not its sheafifica-
tion, obtained by restricting V˜ to U .
4.5 More on VSA-Inductive Sheaves
Let ϕ : X → Y be a continuous map between topological spaces. Consider the
functor induced by the push-forward functor ϕ∗ of presheaves:
ϕ∗ : Ind(PreshX(V ec
super
K
)) −→ Ind(PreshY (V ec
super
K
)), (4.11)
objects : F = “ lim
−→
α∈A
F” 7−→ ϕ∗F := “ lim−→
α∈A
”ϕ∗F , (4.12)
morphisms : F =
(
[F j(α)α ]
)
α∈Ob(A)
7−→ ϕ∗F :=
(
[ϕ∗F
j(α)
α ]
)
α∈Ob(A)
. (4.13)
The push-forward of bilinear morphism of ind-objects is given in a way similar
to that in (4.13).
Lemma 4.23. Let ϕ : X → Y be a continuous map between topological spaces
and V =
(
F ,1, T , (n);n ∈ Z
)
a VSA-inductive sheaf on X. The quadruple
ϕ∗V :=
(
ϕ∗F , ϕ∗1, ϕ∗T , ϕ∗(n);n ∈ Z
)
is a VSA-inductive sheaf on Y . Moreover
if F is a morphism in VSAK-IndShX then ϕ∗F is a morphism in VSAK-IndShY .
Proof. We can immediately see that ϕ∗V is a VSA-inductive sheaf. The latter
half of this lemma follows from the functoriality of the push-forward functor of
presheaves. 
By the above lemma, we can restrict the functor (4.11) to obtain a functor
ϕ∗ : VSAK-IndShX → VSAK-IndShY sending an object V to ϕ∗V and a mor-
phism F to ϕ∗F . We call the VSA-inductive sheaf ϕ∗V the push-forward of
V .
Remark 4.24. The push-forward functor commutes with the functor Lim−−→ as
well as the one given in Lemma 4.19.
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Let V1 =
(
F1,11, T 1, (n)1;n ∈ Z
)
and V2 =
(
F2,12, T 2, (n)2; n ∈ Z
)
be
VSA-inductive sheaves on topological spaces X1 and X2, respectively. A mor-
phism of vertex superalgebra inductive sheaves from V1 to V2 is by definition a
pair (ϕ,Φ) of a continuous map ϕ : X2 → X1 and a base-preserving morphism
Φ : V1 → ϕ∗V2 of VSA-inductive sheaves on Y .
Remark 4.25. VSA-inductive sheaves form a category with morphisms defined
above, whose composition is defined by (ϕ′,Φ′) ◦ (ϕ,Φ) := (ϕ′ ◦ϕ,Φ′ ◦ϕ′∗Φ) for
morphisms of VSA-inductive sheaves (ϕ,Φ) : V1 → V2 and (ϕ′,Φ′) : V2 → V3.
Notation 4.26. Denote by VSAK-IndSh the category of VSA-inductive sheaves
obtained in Remark 4.25.
Remark 4.27. If ϕ : X → Y is a continuous map and (V , H, J) is a degree-
weight-graded VSA-inductive sheaf on X , then (ϕ∗V , ϕ∗H,ϕ∗J) is a degree-
weight-graded VSA-inductive sheaf on Y . In a similar way above, the category
of degree-weight-graded VSA-inductive sheaves is defined.
Notation 4.28. Let us denote by DegWt-VSAK-IndSh the category of degree-
weight-graded VSA-inductive sheaves.
Let V be a VSA-inductive sheaf and F = “ lim
−→
α∈A
”Fα the underlying ind-
object. Then we have two canonical ind-objects of sheaves, F0¯ := “ lim−→
α∈A
”(Fα)0¯
and F1¯ := “ lim−→
α∈A
”(Fα)1¯. In addition, suppose that V is degree-graded. Then
we have ind-objects of sheaves, F l := “ lim
−→
α∈A
”F lα, where F
l
α is the subsheaf of
degree l ∈ Z.
Definition 4.29. Let V =
(
F ,1, T , (n);n ∈ Z
)
be a degree-weight-graded VSA-
inductive sheaf. A differential on V is an odd morphism of ind-objects, D :
F → F such that
[H,D] = 0, [J,D] = D, (4.14)
D2 = 0, (4.15)
D ◦ (n)− (−1)i(n) ◦ (id×D) = (n) ◦ (D × id), (4.16)
on Fi¯ ×F for all n ∈ Z and i = 0, 1, and
D ◦ (n)− (−1)l(n) ◦ (id×D) = (n) ◦ (D × id), (4.17)
on F l × F for all l ∈ Z. Here H is the Hamiltonian of V and J is the degree-
grading operator of V.
By a differential degree-weight-graded VSA-inductive sheaf, we mean
a degree-weight-graded VSA-inductive sheaf given a differential.
Remark 4.30. Let (V , D) be a differential degree-weight-graded VSA-inductive
sheaf. Then (Lim−−→V , Lim−−→D) is a presheaf of differential degree-weight-graded
vertex superalgebras.
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Notation 4.31. We denote by Diff-DegWt-VSAK-IndShX the category of dif-
ferential degree-weight-graded VSA-inductive sheaves on a topological space
X , whose morphisms are morphisms of degree-weight-graded VSA-inductive
sheaves on X commuting with the differentials.
Remark 4.32. Let ϕ : X → Y be a continuous map between topological spaces
and (V , D) a differential degree-weight-graded VSA-inductive sheaf on X . Then
the pair (ϕ∗V , ϕ∗D) is a differential degree-weight-graded VSA-inductive sheaf
on Y .
Notation 4.33. We denote by Diff-DegWt-VSAK-IndSh the category of differ-
ential degree-weight-graded VSA-inductive sheaves, whose morphisms are mor-
phisms of degree-weight-graded VSA-inductive sheaves which commute with the
differentials.
5 Chiral Lie Algebroid Cohomology
In this section, we will construct VSA-inductive sheaves associated with vector
bundles. For that purpose, we will construct VSA-inductive sheaves on an affine
space. Then we will glue them to obtain a VSA-inductive sheaves on a manifold,
using the facts proved in the preceding section.
By a manifold, we will mean a C∞-manifold. Let M be a manifold. We
simply denote by TM the tangent bundle tensored by K, TM ⊗R K. We use a
similar notation for the cotangent bundle T ∗M , the sheaf of functions C∞ = C∞M
and the sheaf of vector fields X = XM . We will mean a real or complex vector
bundle simply by a vector bundle, following K is R or C. TM ⊗R K.
5.1 Lie Algebroids
In this subsection, we recall the notion of Lie algebroids. We refer the reader to
[8, 22, 31, 33, 34, 35] for more details.
Let M be a manifold. A Lie algebroid on M is a vector bundle A together
with a vector bundle map a : A→ TM overM , called the anchor map of A, and
a K-linear Lie bracket [ , ] on Γ(A) such that [X, fY ] = f [X,Y ] + a(X)(f)Y for
all X,Y ∈ Γ(A), f ∈ C∞(M). When K is R, the corresponding Lie algebroids
are called real Lie algebroids. Similarly when K = C, the corresponding Lie
algebroids are called complex Lie algebroids.
Example 5.1 (tangent bundles). The tangent bundle TM of a manifold M
with bracket the Lie bracket of vector fields and with anchor the identity of TM
is a Lie algebroid on M.
Example 5.2 (transformation Lie algebroids). Let ρ : g → X (M) be an
infinitesimal action of a Lie algebra g on a manifold M. Then there is a natural
Lie algebroid structure on the trivial vector bundle M × g with the anchor map
aρ(m, ξ) := ρ(ξ)(m) for (m, ξ) ∈M×g and the bracket on Γ(M×g) ∼= C∞(M, g)
[X,Y ]ρ := [X,Y ]g + aρ(X)Y − aρ(Y )X,
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for X,Y ∈ C∞(M, g). This Lie algebroid (M × g, aρ, [ , ]ρ) is called the transfor-
mation Lie algebroid associated with ρ.
Example 5.3 (cotangent Lie algebroids). Let (M,Π) be a Poisson manifold
with the Poisson bivector field Π. Consider the map
Π♯ : T ∗M → TM, Π♯(α)(β) := Π(α, β) for α, β ∈ Γ(T ∗M).
Then, with Π♯ as the anchor map, the cotangent bundle T ∗M becomes a Lie
algebroid on M , where the Lie bracket on Γ(T ∗M) is given by
[α, β] := d(Π(α, β)) + iΠ♯αdβ − iΠ♯βdα,
for α, β ∈ Γ(T ∗M). The Lie algebroid (T ∗M,Π♯, [ , ]) is called the cotangent Lie
algebroid of (M,Π).
Let us recall the notion of the Lie algebroid representation. Let (A, a, [ , ]) be
a Lie algebroid on a manifoldM and E a vector bundle onM . An A-connection
on E is a map ∇ : Γ(A)× Γ(E)→ Γ(E) such that
• ∇X+Y s = ∇Xs+∇Y s,
• ∇X(s+ s′) = ∇Xs+∇Xs′,
• ∇fXs = f∇Xs,
• ∇X(fs) = f∇Xs+ a(X)(f)s,
for all X,Y ∈ Γ(A), s, s′ ∈ Γ(E), and f ∈ C∞(M). An A-connection ∇ on E
is said to be flat if ∇[X,Y ]s = ∇X(∇Y s) − ∇Y (∇Xs) for all X,Y ∈ Γ(A) and
s ∈ Γ(E). A flat A-connection on E is also called a representation of A on E.
Example 5.4 (trivial representations). Let A be a Lie algebroid on M and V
a vector space. The trivial representation of A on M × V is given by ∇Xf :=
a(X)(f) for X ∈ Γ(A) and f :M → V.
Let us now recall the definition of the Lie algebroid cohomology. For a
Lie algebroid (A, a, [ , ]) on a manifold M and a representation (E,∇) of A
on a vector bundle E, consider a complex Ω•(A;E) := Γ((∧•A∗) ⊗ E) and a
differential dELie : Ω
•(A;E)→ Ω•+1(A;E) defined by
(dELieω)(X1, . . . , Xn+1) =
n+1∑
i=1
(−1)i+1∇Xi(ω(X1, . . . , Xˇi, . . . , Xn+1))
+
∑
1≤i<j≤n+1
(−1)i+jω([Xi, Xj ], X1, . . . , Xˇi, . . . , Xˇj , . . . , Xn+1),
for ω ∈ Ωn(A;E) and X1, . . . , Xn+1 ∈ Γ(A). The cohomology space H•(A;E)
of the complex (Ω•(A;E), dELie) is called the Lie algebroid cohomology with co-
efficients in E.
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Any X ∈ Γ(A) induces the Lie derivative LX : Ω•(A;E) → Ω•(A;E) and
the interior product ιX : Ω
•(A;E)→ Ω•−1(A;E) :
(LXω)(X1, . . . , Xn) = ∇X(ω(X1, . . . , Xn))−
n∑
i=1
ω(X1, . . . , [X,Xi], . . . , Xn),
(ιXω)(X1, . . . , Xn−1) = ω(X,X1, . . . , Xn−1),
where ω ∈ Ωn(A;E) and X1, . . . , Xn ∈ Γ(A). The Lie derivatives are derivations
of degree 0 and the interior products are derivations of degree −1. They satisfy
the Cartan relations:
[dELie, ιX ] = LX ,
[LX , LY ] = L[X,Y ],
[LX , ιY ] = ι[X,Y ],
[ιX , ιY ] = 0,
for all X,Y ∈ Γ(A).
When (E,∇) is the trivial representation on the trivial line bundle, we simply
denote by (Ω•(A), dLie) and H
•(A) the corresponding complex and cohomology,
respectively.
5.2 VSA-Inductive Sheaves on Rm
In this subsection, we define an important object of the categoryDegWt-VSAK-IndSh
N
Rm
,
which we will denote by Ωch(R
m|r). To this end, we first construct an object,
denoted by Ωch−→
(Rm|r), of the category PreshRm(DegWt-VSAK)bdw,sh, following
the argument in [27].
Fix natural numbers m and r. We consider the supermanifold Rm|r =
(
R
m,
C∞
Rm
⊗K
∧
K
(θ1, . . . , θr)
)
. We denote the structure sheaf C∞
Rm
⊗K
∧
K
(θ1, . . . , θr)
by C∞
Rm|r
. Let U be an open subset of Rm. Consider the supercommutative
superalgebra of functions on U ⊂ Rm|r, C∞
Rm|r
(U) = C∞
Rm
(U)⊗K
∧
K
(θ1, . . . , θr),
even derivations ∂/∂x1, . . . , ∂/∂xm and odd derivations ∂/∂θ1, . . . , ∂/∂θr on it.
Here (x1, . . . , xm, θ1, . . . , θr) is a standard supercoordinate on U . We consider
the supercommutative Lie superalgebra
Dm|r(U) := SpanK{∂/∂x
i, ∂/∂θj|i = 1, . . . ,m, j = 1, . . . , r},
acting on C∞
Rm|r
(U) naturally, and set
Λm|r(U) := Dm|r(U)⋉ C∞
Rm|r
(U).
We put
Ωch−→
(Rm|r)(U) := N
(
Λm|r(U), 0
)
/Im|r(U),
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where Im|r(U) is the ideal of the affine vertex superalgebra N(Λm|r(U), 0) ∼=
O(Λm|r(U), 0) (see Example 2.1) generated by
d
dz
f(z)−
m∑
i=1
··
d
dz
xi(z)
∂f
∂xi
(z) ·· −
r∑
j=1
··
d
dz
θj(z)
∂f
∂θj
(z) ··,
(fg)(z)− ·· f(z)g(z) ··, 1(z)− id,
where f, g ∈ C∞
Rm|r
(U) ⊂ Λm|r(U). For A ∈ N
(
Λm|r(U), 0
)
, we denote by A the
corresponding element in Ωch−→
(Rm|r)(U).
The Lie superalgebra Λm|r(U) has compatible two gradings when we give
Dm|r(U), C∞
Rm|r
(U) weight 0,−1, respectively, and if we give ∂/∂xi, ∂/∂θj and
C∞
Rm
(U)⊗
∧l
(θ1, . . . , θr) degree 0, −1 and l, respectively. This induces a degree-
weight-grading on the vertex superalgebra N
(
Λm|r(U), 0
)
(see Example 2.5).
Then the ideal Im|r(U) is a homogeneous ideal. Therefore the vertex superal-
gebra Ωch−→
(Rm|r)(U) becomes a degree-weight-graded vertex superalgebra.
We set
Γm(U) := N
(
Dm(U)⋉ C
∞
Rm(U), 0
)
/Im(U),
where Dm(U) is the commutative Lie algebra SpanK{∂/∂x
i|i = 1, . . . ,m} and
Im(U) is the ideal of the affine vertex algebraN
(
Dm(U)⋉C
∞
Rm
(U), 0
)
generated
by
d
dz
f(z)−
m∑
i=1
··
d
dz
xi(z)
∂f
∂xi
(z) ·· , (5.1)
(fg)(z)− ·· f(z)g(z) ··, 1(z)− id, (5.2)
where f, g ∈ C∞
Rm
(U). Regard Dm(U) ⋉ C
∞
Rm
as a degree-weight-graded Lie
subalgebra of Λm|r(U). Then Γm(U) becomes a degree-weight-graded vertex
algebra (the degree-grading is trivial). For A ∈ N
(
Dm(U) ⋉ C
∞
Rm
(U), 0
)
, we
denote by A the corresponding element in Γm(U).
Remark 5.5. Γm(U) is spanned by the vectors of the form
∂/∂xi1(n1) . . . ∂/∂x
ik
(nk)
xi
′
1 (n′1)
. . . xi
′
k′ (n′
k′
)f (−1)1,
with n1, . . . , nk ≤ −1, n′1, . . . , n
′
k′ ≤ −2, i1, . . . , ik, i
′
1, . . . , i
′
k′ ∈ {1, . . . ,m} and
f ∈ C∞
Rm
(U). This follows from the relations (5.1) by induction.
We can rewrite the vertex superalgebra Ωch−→
(Rm|r)(U), using the vertex su-
peralgebras Γm(U) and E(Wr). Here E(Wr) is the bc-system associated with
Wr = SpanK{θ
j | j = 1, . . . , r} regarded as an even vector space (see Ex-
ample 2.3 for the definition of bc-systems and the notation used in the fol-
lowing proof). The Z-graded vertex superalgebra Γm(U) ⊗ E(Wr) is degree-
weight-graded when the degree-grading is given by the operator jbc,(0), where
jbc = −
∑r
j=1 b
∂/∂θj
−1 c
θj
0 1.
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Lemma 5.6. There exists a canonical isomorphism of degree-weight-graded ver-
tex superalgebras
Ωch−→
(Rm|r)(U) ∼= Γm(U)⊗ E(Wr).
Proof. The assertion follows by the same argument as in [27], where the case
when m = r is considered. The canonical isomorphism is induced by the linear
map α : Λm|r(U)→ Γm(U)⊗ E(Wr) defined by
α(∂/∂xi) := ∂/∂xi(−1)1⊗ 1, i = 1, . . . ,m,
α(∂/∂θj) := 1⊗ b
∂/∂θj
−1 1, j = 1, . . . , r,
α(f ⊗ θj1 · · · θjl) := f (−1)1⊗ c
θj1
0 · · · c
θjl
0 1,
for f ⊗ θj1 · · · θjl ∈ C∞
Rm
(U)⊗
∧
(θ1, . . . , θr),
where we regard (∂/∂θ1, . . . , ∂/∂θr) as the basis dual to (θ1, . . . , θr) forW ∗r . 
We identify Ωch−→
(Rm|r)(U) with Γm(U)⊗ E(Wr) via this isomorphism.
We denote by bjn and c
j
n the element b
∂/∂θj
n = b∂/∂θ
j
⊗tn and cθ
j
n = θ
j⊗tn−1dt
in j(Wr) (see Example 2.3 for the definition of the Lie superalgebra j(Wr)).
Consider the vector space Vm(U) := ⊕mi=1Kx
i ⊂ C∞(U). We regard (∂/∂x1,
. . . , ∂/∂xm) as the basis dual to (x1, . . . , xm) and identify the Lie algebra
Dm(U) = SpanK{∂/∂x
1, . . . , ∂/∂xm} as the dual vector space Vm(U)∗. Con-
sider the Heisenberg Lie algebra associated with Dm(U):
hm(U) := h(Dm(U)) = (Dm(U)[t
±1]⊕ Vm(U)[t
±1]dt)⊕Kτ,
with commutation relations [β
∂/∂xi
p , γx
i′
q ] = δp,−q
∂
∂xi (x
i′ )τ, where β
∂/∂xi
p and
γx
i′
q stand for, respectively, ∂/∂x
i ⊗ tp and xi
′
⊗ tq−1dt as in Example 2.2.
Consider the Heisenberg Lie algebra associated with the vector space Km:
hm := h(K
m) = Km[t±1]⊕ (Km)∗[t±1]dt⊕Kτ.
Let (e1, . . . , em) be the standard basis ofK
m and (φ1, . . . , φm) the dual basis. We
denote by βip and γ
j
q the elements e1⊗t
p and φi⊗tq−1dt. We identify hm(U) with
hm through the isomorphism induced by Vm(U)→ Km, xi 7→ ei, i = 1, . . . ,m.
We also denote β
∂/∂xi
p and γx
i′
q by β
i
p and γ
i′
q , respectively. We emphasize that
the Lie algebra hm does not depend on the open subset U .
Let hm(U)≥0 ⊂ hm(U) be the Lie subalgebra generated by τ and β
i
p, γ
i
p with
i = 1, . . . ,m and p, q ≥ 0. We make C∞
Rm
(U) a hm(U)≥0-module by setting
βip · f = γ
i
p · f = 0, p > 0,
βi0 · f =
∂
∂xi
(f), γi0 · f = x
if, τ · f = f,
where i = 1, . . . ,m and f ∈ C∞
Rm
(U). As in [27], we consider the hm(U)-module
Γ˜m(U) := U(hm(U))⊗U(hm(U)≥0) C
∞
Rm(U).
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Following [27], we define the action of the commutative Lie algebra C∞
Rm
(U)[t±1]
on Γ˜m(U) ∼= U(hm(U)<0) ⊗ C∞Rm(U) as follows, where hm(U)<0 stands for the
Lie subalgebra of hm(U) generated by β
i
p, γ
i
p with p < 0 and i = 1, . . . ,m.
We define the action of ftk ∈ C∞
Rm
(U)[t±1], denoted by f(k), using the PBW
monomial basis of U(hm(U)<0) for the basis β
i
p, γ
i
p, p < 0, i = 1, . . . ,m with
an order such that βip > γ
i′
q for any i, i
′ = 1, . . . ,m and p, q < 0. First, for
ftk ∈ C∞
Rm
(U)[t±1] with k ≥ −1 we set
f(k)(1⊗ g) := δk,−1(1⊗ fg), g ∈ C
∞
Rm(U),
and for ftk ∈ C∞
Rm
(U)[t±1] with k < −1 we inductively define f(k) on K1 ⊗
C∞
Rm
(U) by setting
f(k)(1⊗ g) :=
1
k + 1
m∑
i=1
∑
q<0
qγiq
( ∂f
∂xi
)
(k−q)
(1 ⊗ g), g ∈ C∞
Rm
(U).
Next we define f(k)(P ⊗ g) for ft
k ∈ C∞
Rm
(U)[t±1], a PBW monomial P of
positive length and g ∈ C∞
Rm
(U). The PBW monomial P is of the form γipP
′ or
βipP
′ with a PBW monomial P ′ of length less than that of P . We set
f(k)(P ⊗ g) :=
{
γipf(k)(P
′ ⊗ g), if P = γipP
′,
βipf(k)(P
′ ⊗ g)−
(
∂f
∂xi
)
(k+p)
(P ′ ⊗ g), if P = βipP
′.
Thus we get operators f(k) on Γ˜m(U).
We put
γi(z) :=
∑
n∈Z
γinz
−n, βi(z) :=
∑
n∈Z
βinz
−n−1,
for i = 1, . . . ,m and
f(z) :=
∑
k∈Z
f(k)z
−k−1,
for f ∈ C∞
Rm
(U). Note that when f = xi, we have xi(z) = γi(z), or equivalently,
xi(k) = γ
i
k+1 for all k ∈ Z. For f ∈ C
∞
Rm
(U), we also use the notation
f(z) =
∑
n∈Z
fnz
−n,
or equivalently, f(k) = fk+1 for k ∈ Z and simply denote by f the element
1⊗ f ∈ Γ˜(U). Since βi(z) and γi(z) come from the action of the Heisenberg Lie
algebra hm(U), we have
[βi(z), βi
′
(w)] = 0, (5.3)
[γi(z), γi
′
(w)] = 0, [βi(z), γi
′
(w)] = δi,i′δ(z − w),
for i, i′ = 1, . . . ,m. The following lemmas are proved in [27, Section 2.5].
38
Lemma 5.7 (Lian-Linshaw). The following hold:
[γi(z), f(w)] = 0, [βi(z), f(w)] =
∂f
∂xi
(w)δ(z − w). (5.4)
for all f ∈ C∞
Rm
(U) and i = 1, . . . ,m.
Lemma 5.8 (Lian-Linshaw). The following hold:
[f(z), g(w)] = 0, (5.5)
d
dz
f(z) =
m∑
i=1
d
dz
γi(z)
∂f
∂xi
(z), (5.6)
for f, g ∈ C∞
Rm
(U) and
1(z) = id. (5.7)
As a corollary of the above two lemmas, we have the following proposition,
which corresponds to [27, Corollary 2.21].
Proposition 5.9. Γ˜m(U) has a unique vertex algebra structure such that
• the vacuum vector is 1 := 1⊗ 1,
• the translation operator is T := Resz=0
∑m
i=1
··β
i(z)∂zγ
i(z) ··,
• the vertex operators satisfy Y (1⊗ f, z) = f(z) for f ∈ C∞
Rm
(U) and Y (βi−1 ⊗
1, z) = βi(z) for i = 1, . . . ,m.
Proof. We will apply the existence theorem of Frenkel-Kac-Radul-Wang (see
[12, Proposition 3.1]). The relations [T, f(z)] = ∂zf(z) and [T, β
i(z)] = ∂zβ
i(z)
are checked by direct computations with (5.4). By Lemmas 5.7 and 5.8, the
other conditions in the existence theorem are satisfied. 
By Proposition 5.9 and f(−1)g = fg, we have
(fg)(z) = f(z)g(z), (5.8)
for f, g ∈ C∞
Rm
(U). By OPEs (5.3), (5.5) and (5.8), we have a vertex algebra
morphism N
(
Dm(U) ⋉ C
∞
Rm
(U), 0
)
→ Γ˜m(U) sending f and ∂/∂xi to f =
1 ⊗ f and βi−11 = β
i
−1 ⊗ 1, respectively. Moreover by the relations (5.6), (5.7)
and (5.8), this morphism factors through the ideal Im(U), and hence we have
a morphism from Γm(U). We can see this map is bijective, by taking into
consideration the form of the basis of Γ˜m(U) and Lemma 5.5. Thus we have
the following.
Proposition 5.10. The linear map
Dm(U)⋉ C
∞
Rm
(U)→ Γ˜m(U),
f → 1⊗ f,
∂/∂xi → βi−1 ⊗ 1,
induces an isomorphism of vertex algebras
Γm(U)
∼=−→ Γ˜m(U).
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We identify Γm(U) with Γ˜m(U) through this isomorphism.
Let hm,≥0 and hm,<0 be the Lie subalgebras of hm generated by β
i
p, γ
i
p with
p ≥ 0, i = 1, . . . ,m, and βip, γ
i
p with p < 0, i = 1, . . . ,m, respectively. By
Poincare´-Birkhoff-Witt theorem, the decomposition hm = hm,<0⊕hm,≥0 induces
an isomorphism as vector spaces
Γ˜m(U) ∼= U(hm,<0)⊗ C
∞
Rm
(U).
Using the isomorphism in Lemma 5.10, we have an isomorphism
Γm(U) ∼= U(hm,<0)⊗ C
∞
Rm(U). (5.9)
Therefore, by Lemma 5.6 we have
Ωch−→
(Rm|r)(U) ∼= U(hm,<0)⊗ C
∞
Rm(U)⊗ E(Wr). (5.10)
By restricting this isomorphism to the space of weight n ∈ N, Ωch−→
(Rm|r)(U)[n],
we get an isomorphism
Ωch−→
(Rm|r)(U)[n] ∼= (U(hm,<0)⊗ E(Wr))[n]⊗ C
∞
Rm(U), (5.11)
where (U(hm,<0)⊗E(Wr))[n] stands for the weight n space of U(hm,<0)⊗E(Wr)
with respect to the grading induced by the Z≥0-grading on E(Wr) and the
grading on U(hm,<0) given by wtβ
i
p = wt γ
i
p = −p. Note that (U(hm,<0) ⊗
E(Wr))[n] is finite-dimensional.
For two open subsets V ⊂ U ⊂ Rm, we define the restriction map Res
m|r
V,U :
Ωch−→
(Rm|r)(U) → Ωch−→
(Rm|r)(V ) as follows. The restriction map C∞
Rm|r
(U) →
C∞
Rm|r
(V ) induces a Lie superalgebra morphism Λm|r(U) → Λm|r(V ) and this
morphism induces a morphism N(Λm|r(U), 0) → N(Λm|r(V ), 0) of vertex su-
peralgebras. Since this vertex superalgebra morphism is induced by an algebra
morphism, namely, a morphism preserving the product and the unit, the gener-
ators of the ideal Im|r(U) is mapped into Im|r(V ). Therefore we have a vertex
superalgebra morphism from Ωch−→
(Rm|r)(U) to Ωch−→
(Rm|r)(V ). We define the
restriction map
Res
m|r
V,U : Ωch−→
(Rm|r)(U)→ Ωch−→
(Rm|r)(V ),
as this vertex superalgebra morphism. Note that this restriction map preserves
the degree-weight-grading.
The assignment
U 7→ Ωch−→
(Rm|r)(U),
and the maps Res
m|r
V,U define a presheaf of degree-weight-graded vertex super-
algebras. We denote by Ωch−→
(Rm|r) the presheaf. We claim that this presheaf
is an object of the category PreshRm(DegWt-VSAK)bdw,sh (see Section 4.4 for
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the definition of this category). It suffices to check the presheaves Ωch−→
(Rm|r)[n]
are sheaves for all n ∈ N, where the presheaf Ωch−→
(Rm|r)[n] is defined by the
assignment
U 7→ Γ(U,Ωch−→
(Rm|r))[n],
and the maps Res
m|r
V,U
∣∣
Γ(U,Ωch
−−→
(Rm|r))[n]
.
The restriction map Res
m|r
V,U
∣∣
Γ(U,Ωch
−−→
(Rm|r))[n]
becomes
id⊗ResV,U: (U(hm,<0)⊗E(Wr))[n]⊗C
∞
Rm
(U)→(U(hm,<0)⊗E(Wr))[n]⊗C
∞
Rm
(V ),
through the isomorphism (5.11), where ResV,U stands for the restriction map of
C∞
Rm
. Therefore we have an isomorphism of presheaves
Ωch−→
(Rm|r)[n] ∼= (U(hm,<0)⊗ E(Wr))[n] ⊗K C
∞
Rm .
Since C∞
Rm
is a sheaf and (U(hm,<0) ⊗ E(Wr))[n] is finite-dimensional, the
presheaf (U(hm,<0) ⊗ E(Wr))[n] ⊗ C∞Rm is a sheaf of super vector spaces, and
therefore Ωch−→
(Rm|r)[n] is also a sheaf. Thus Ωch−→
(Rm|r) is an object of the cate-
gory PreshRm(DegWt-VSAK)bdw,sh.
Notation 5.11. We denote by Ωch(R
m|r) the VSA-inductive sheaf associated
with the object Ωch−→
(Rm|r) of PreshRm(DegWt-VSAK)bdw,sh. (See Lemma 4.19.)
Remark 5.12. By the isomorphism (5.11) with n = 0, there exists an isomor-
phism,
Γ(U,Ωch−→
(Rm|r))[0] ∼= C∞Rm(U)⊗
∧
(c10, . . . , c
r
0),
for any open subset U ⊂ Rm. Therefore the following isomorphism of sheaves
exists:
Ωch−→
(Rm|r)[0] ∼= C∞Rm ⊗
∧
(θ1, . . . , θr). (5.12)
Here θj is identified with cj0 = c
θj
0 for j = 1, . . . , r.
We identify Ωch−→
(Rm|r)[0] with C∞
Rm
⊗
∧
(θ1, . . . , θr) via the isomorphism
(5.12).
5.3 VSA-Inductive Sheaves for Vector Bundles
Let E be a vector bundle of rank r on a manifold M of dimension m.
Let U =
(
Uλ
)
λ∈Λ
be an arbitrary family of open subsets Uλ in M with a
chart xλ = (x
1
λ, . . . , x
m
λ ) of Uλ, and a frame eλ = (e
1
λ, . . . , e
r
λ) of E|Uλ such that{
(Uλ,xλ)
}
λ∈Λ
is an altas onM and is contained in the C∞-structure ofM . We
call such a family U a framed covering of E. Let
(
fEλµ = (f
E,jj′
λµ )1≤j,j′≤r
)
λ,µ∈Λ
be the transition functions of E associated with (eλ)λ∈Λ. In other words, we
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have ejµ =
∑r
j′=1 f
E,j′j
λµ e
j′
λ . We denote by cλ = (c
1
λ, . . . , c
r
λ) the frame dual to
eλ = (e
1
λ, . . . , e
r
λ) for E
∗|Uλ .
We set
Ωch(E;U)λ := (xλ
−1)∗(Ωch(R
m|r)|
xλ(Uλ)).
Note that Ωch(E;U)λ is nothing but the VSA-inductive sheaf associated with
the object (xλ
−1)∗(Ωch−→
(Rm|r)|
xλ(Uλ)) of PreshUλ(DegWt-VSAK)bdw,sh, where
Ωch−→
(Rm|r)|
xλ(Uλ) is the presheaf restricted to xλ(Uλ) but not its sheafification.
Notice that Lim−−→Ωch(E;U)λ = (xλ
−1)∗(Ωch−→
(Rm|r)|
xλ(Uλ)).
We consider the following two subpresheaves of Ωch−→
(Rm|r):
Ωγcch−−→
(Rm|r) : U 7→ Γ(U,Ωγcch−−→
(Rm|r)) :=
〈
C∞Rm(U)
〉
⊗ 〈c101, . . . , c
r
01〉, (5.13)
Ωγbcch−−→
(Rm|r) : U 7→ Γ(U,Ωγbcch−−→
(Rm|r)) :=
〈
C∞
Rm
(U)
〉
⊗ E(Wr), (5.14)
where
〈
C∞
Rm
(U)
〉
⊂ Γm(U) and 〈c
1
01, . . . , c
r
01〉 ⊂ E(Wr) stand for the subal-
gebra generated by C∞
Rm
(U) and {c101, . . . , c
r
01}, respectively. The presheaves
Ωγcch−−→
(Rm|r)[n] and Ωγbcch−−→
(Rm|r)[n] are sheaves for all n ∈ N since we have an
isomorphism
〈
C∞
Rm
(U)
〉
∼= U
(
〈γip | p < 0, i = 1, . . . ,m〉
)
⊗ C∞
Rm
(U) from the
isomorphism in Proposition 5.10, where U
(
〈γip | p < 0, i = 1, . . . ,m〉
)
is the uni-
versal enveloping algebra of the commutative Lie subalgebra of hm generated by
γip with p < 0, i = 1, . . . ,m. Therefore the presheaves Ω
γc
ch−−→
(Rm|r) and Ωγbcch−−→
(Rm|r)
are objects of the category PreshRm(DegWt-VSAK)bdw,sh. Thus we have VSA-
inductive sheaves Ωγcch(R
m|r) and Ωγbcch (R
m|r), where Ωγcch(R
m|r) and Ωγbcch (R
m|r)
are the VSA-inductive sheaves associated with Ωγcch−−→
(Rm|r) and Ωγbcch−−→
(Rm|r), re-
spectively. Note that the vertex superalgebra Γ(U,Lim−−→Ω
γc
ch(R
m|r)) = Γ(U,Ωγcch−−→
(Rm|r))
is generated by the weight 0 space for any open subset U ⊂ Rm.
Set
Γ′m(U) := N
(
C∞Rm(U), 0
)
/I ′m(U),
where I ′m(U) is the ideal of the affine vertex algebra N
(
C∞
Rm
(U), 0
)
generated
by
d
dz
f(z)−
m∑
i=1
··
d
dz
xi(z)
∂f
∂xi
(z) ··,
(fg)(z)− ·· f(z)g(z) ··, 1(z)− id,
with f, g ∈ C∞
Rm
(U).
Remark 5.13. The canonical morphism, Γ′m(U) → Γm(U), induced by the
inclusion of Lie algebras C∞
Rm
(U)→ Dm(U)⋉C∞Rm(U) is injective. This follows
from the form of the basis of Γm(U). Therefore there exists an isomorphism of
degree-weight-graded vertex algebras from Γ′m(U) to
〈
C∞
Rm
(U)
〉
⊂ Γm(U).
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We set
Ωγcch(E;U)λ := (xλ
−1)∗(Ω
γc
ch(R
m|r)|
xλ(Uλ)), (5.15)
Ωγbcch (E;U)λ := (xλ
−1)∗(Ω
γbc
ch (R
m|r)|
xλ(Uλ)). (5.16)
We will glue
(
Ωγcch(E;U)λ
)
λ∈Λ
and
(
Ωγbcch (E;U)λ
)
λ∈Λ
.
Fix Uλ with xλ, eλ and Uλ˜ with xλ˜, eλ˜ such that Uλ ∩ Uλ˜ 6= ∅. Set U :=
xλ(Uλ ∩ Uλ˜), U˜ := xλ˜(Uλ˜ ∩ Uλ) and ϕ = ϕλ˜λ := (xλ˜|Uλ˜∩Uλ) ◦ (xλ|Uλ∩Uλ˜)
−1 :
U → U˜ . We construct strict isomorphisms of VSA-inductive sheaves
Ωγcch(E;U)λ˜
∣∣
Uλ˜∩Uλ
→ Ωγcch(E;U)λ
∣∣
Uλ∩Uλ˜
,
Ωγbcch (E;U)λ˜
∣∣
Uλ˜∩Uλ
→ Ωγbcch (E;U)λ
∣∣
Uλ∩Uλ˜
,
motivated by gluing vector fields on the supermanifold ΠE =
(
M,
∧
(E∗)
)
.
Let V ⊂ Uλ ∩ Uλ˜ be an open subset. We denote by β˜
i
n, γ˜
i
n, b˜
j
n and c˜
j
n the
operators βin, γ
i
n, b
j
n and c
j
n on Γ
(
xλ˜(V ),Ωch−→
(Rm|r)
)
, respectively. We define
elements of the vertex superalgebra Γ
(
xλ(V ),Ωch−→
(Rm|r)
)
as follows:
ϕ∗f˜ := f˜ , (5.17)
ϕ∗b˜j :=
∑
1≤j′≤r
fE,j
′j
λλ˜
bj
′
−11, (5.18)
ϕ∗c˜j :=
∑
1≤j′≤r
fE,jj
′
λ˜λ
cj
′
0 1, (5.19)
for f˜ ∈ C∞(V ), i = 1, . . . ,m and j = 1, . . . , r. Here we use a usual notation for
functions, identifying C∞
Rm
(
xλ(V )
)
and C∞
Rm
(
xλ˜(V )
)
with C∞(V ) via xλ and
xλ˜, respectively.
Lemma 5.14. The following OPEs hold:
(ϕ∗f˜)(z)(ϕ∗g˜)(w) ∼ 0, (5.20)
(ϕ∗b˜j)(z)(ϕ∗b˜j
′
)(w) ∼ 0, (5.21)
(ϕ∗c˜j)(z)(ϕ∗c˜j
′
)(w) ∼ 0, (5.22)
(ϕ∗b˜j)(z)(ϕ∗c˜j
′
)(w) ∼
δj,j′
z − w
, (5.23)
(ϕ∗f˜)(z)(ϕ∗b˜j)(w) ∼ 0, (5.24)
(ϕ∗f˜)(z)(ϕ∗c˜j)(w) ∼ 0. (5.25)
Proof. These OPEs are checked by direct computations. 
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Remark 5.15. When we consider the transformation rules of vector fields, it
is natural to set
ϕ∗β˜i :=
∑
1≤i′≤m
βi
′
−1
∂xi
′
∂x˜i
+
∑
1≤j,k,l≤r
∂fE,jk
λλ˜
∂x˜i
fE,kl
λ˜λ
cl0b
j
−11.
But the required relation (ϕ∗β˜i)(z)(ϕ∗β˜i
′
)(w) ∼ 0 does not hold in general.
By Lemma 5.14, we have morphisms of degree-weight-graded vertex super-
algebras
ϑ′
λλ˜−−→
(V ) : Γ
(
xλ˜(V ),Ω
γc
ch−−→
(Rm|r)
)
→ Γ
(
xλ(V ),Ω
γc
ch−−→
(Rm|r)
)
, (5.26)
f˜ 7→ ϕ∗f˜ ,
c˜j01 7→ ϕ
∗c˜j ,
and,
ϑ′′
λλ˜−−→
(V ) : Γ
(
xλ˜(V ),Ω
γbc
ch−−→
(Rm|r)
)
→ Γ
(
xλ(V ),Ω
γbc
ch−−→
(Rm|r)
)
, (5.27)
f˜ 7→ ϕ∗f˜ ,
c˜j01 7→ ϕ
∗c˜j ,
b˜j01 7→ ϕ
∗b˜j.
These morphisms
(
ϑ′
λλ˜−−→
(V )
)
V
and
(
ϑ′′
λλ˜−−→
(V )
)
V
form morphisms of presheaves of
degree-weight-graded vertex superalgebras ϑ′
λλ˜−−→
and ϑ′′
λλ˜−−→
, respectively. Therefore
by Lemma 4.19 we have strict morphisms of VSA-inductive sheaves
ϑ′
λλ˜
: Ωγcch(E;U)λ˜
∣∣
Uλ˜∩Uλ
→ Ωγcch(E;U)λ
∣∣
Uλ∩Uλ˜
, (5.28)
ϑ′′
λλ˜
: Ωγbcch (E;U)λ˜
∣∣
Uλ˜∩Uλ
→ Ωγbcch (E;U)λ
∣∣
Uλ∩Uλ˜
. (5.29)
Thus we have families of strict morphisms (ϑ′λµ)λ,µ∈Λ and (ϑ
′′
λµ)λ,µ∈Λ. These
morphisms satisfy the following.
Lemma 5.16. The following hold:
ϑ′λλ = id, ϑ
′
λµ ◦ ϑ
′
µν = ϑ
′
λν ,
ϑ′′λλ = id, ϑ
′′
λµ ◦ ϑ
′′
µν = ϑ
′′
λν ,
for all λ, µ, ν ∈ Λ.
Proof. It suffices to check
ϑ′λλ−−→
= id, ϑ′λµ
−−→
◦ ϑ′µν
−−→
= ϑ′λν−−→
,
ϑ′′λλ−−→
= id, ϑ′′λµ
−−→
◦ ϑ′′µν
−−→
= ϑ′′λν−−→
,
for all λ, µ, ν ∈ Λ. We can see that these relations hold on the generators from
(5.17), (5.18) and (5.19). Thus we get the above relations. 
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By the construction,
(
(Ωγcch(E;U)λ)λ∈Λ, (ϑ
′
λµ)λ,µ∈Λ
)
satisfies the assump-
tions (1)-(5) in Proposition 4.14. Therefore by Proposition 4.14, we can glue the
degree-weight-graded VSA-inductive sheaves
(
(Ωγcch(E;U)λ)λ∈Λ, (ϑ
′
λµ)λ,µ∈Λ
)
to
a degree-weight-graded VSA-inductive sheaf onM . We denote by Ωγcch(E;U) the
resulting one. In the same way, we have a weight-degree-graded VSA-inductive
sheaf on M , which we denote by Ωγbcch (E;U), by gluing
(
(Ωγbcch (E;U)λ)λ∈Λ,
(ϑ′′λµ)λ,µ∈Λ
)
.
Remark 5.17. By Remark 4.17, the objects Ωγcch(E;U) and Ω
γbc
ch (E;U) of the
categoryDegWt-VSAK-IndSh
N
M do not depend on the choice of framed coverings
and are unique up to isomorphism.
Therefore we simply denote by Ωγcch(E) and Ω
γbc
ch (E) the VSA-inductive
sheaves Ωγcch(E;U) and Ω
γbc
ch (E;U), respectively.
Remark 5.18. From the way of gluing and Remark 5.12, the sheaf Lim−−→Ω
γc
ch(E)[0]
is canonically isomorphic to the sheaf of local sections of
∧
E∗, denoted by
∧
E∗.
Remark 5.19. Let E be the tangent bundle TM of a manifoldM . The presheaf
associated with the VSA-inductive sheaf Ωγcch(TM ;U
M ) coincides with the small
CDR for M constructed in [27], denoted by Q′M , where UM = (Uλ)λ∈Λ is the
framed covering consisting of all open subsets Uλ with a chart xλ of Uλ and the
standard frame (∂/∂xiλ)i=1,...,m.
5.4 Chiral Lie Algebroid Complex
We consider the case when the vector bundle E is a Lie algebroid. We construct
a differential on Ωγcch(E).
Let (A, a, [, ]) be a Lie algebroid on a manifold M . We set m := dimM and
r := rankA. Let U = (Uλ)λ∈Λ be a framed covering of A. As before we denote
by xλ and eλ the chart and the frame associated with Uλ, respectively. First
we define a differential on each Ωγcch(A;U)λ. Then we will glue them.
Fix λ ∈ Λ. We write the anchor map and the bracket as
a(ejλ) =
∑
1≤i≤m
fλ,ij
∂
∂xiλ
,
and
[ejλ, e
k
λ] =
∑
1≤l≤r
Γλ,jkl e
l
λ,
for j, k = 1, . . . , r, where fλ,ij ,Γλ,jkl ∈ C
∞(Uλ).
Let V be an open subset of Uλ. Motivated by the differential dLie for the Lie
algebroid cohomology, we define an odd element Qλ(V ) of degree 1 and weight
1 in Γ
(
V,Lim−−→Ωch(A;U)λ
)
= Γ
(
xλ(V ),Ωch−→
(Rm|r)
)
by setting
Qλ(V ) :=
∑
1≤i≤m
1≤j≤r
βi−1f
λ,ijcj01−
1
2
∑
1≤j,k,l≤r
Γλ,jkl c
j
0c
k
0b
l
−11.
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Notice that the corresponding vertex operator DλLie−−→
(V ) := Qλ(V )(0) pre-
serves the subspace Γ
(
V,Lim−−→Ω
γc
ch(A;U)λ
)
= Γ
(
xλ(V ),Ω
γc
ch−−→
(Rm|r)
)
and more-
over coincides with the differential dLie on the weight 0 space identified with
Γ(V,
∧
E∗).
Lemma 5.20.
(DλLie−−→
(V ))2 = 0.
Proof. It suffices to check (DλLie−−→
(V ))2 = 0 on the weight 0 subspace by Lemma
2.6. This follows from the fact that the differential DλLie−−→
(V ) on the weight 0
subspace is nothing but the differential dLie for the Lie algebroid cohomology.

We can see that the linear maps DλLie−−→
(V ) with open subsets V ⊂ Uλ define
a linear endomorphism DλLie−−→
of the presheaf Lim−−→Ω
γc
ch(A;U)λ by the definition of
the restriction maps. Thus we have a differential DλLie−−→
on Lim−−→Ω
γc
ch(A;U)λ.
Lemma 5.21. The following holds:
DλLie−−→
|Uλ∩µ ◦ ϑ
′
λµ
−−→
= ϑ′λµ
−−→
◦DµLie−−→
|Uµ∩Uλ ,
for any λ, µ ∈ Λ.
Proof. By Lemma 2.7 with f = ϑ′λµ
−−→
and N = 0, it suffices to check the relation
on the weight 0 subspace. This follows from the fact that ϑ′λµ
−−→
and DλLie−−→
coincide
with the gluing map of the sheaf of sections
∧
A∗ and the differential for the
Lie algebroid cohomology, respectively. 
The morphism DλLie−−→
consists of homogeneous maps. By Remark 4.21, the op-
eratorDλLie−−→
induces a strict morphism of ind-objects of sheavesDλLie : Ω
γc
ch(A;U)λ→
Ωγcch(A;U)λ.
Lemma 5.22. The following holds:
DλLie|Uλ∩µ ◦ ϑ
′
λµ = ϑ
′
λµ ◦D
µ
Lie|Uµ∩Uλ ,
for any λ, µ ∈ Λ.
Proof. This relation follows from 5.21. 
By Lemma 5.22, we can glue the strict morphisms (DλLie)λ∈Λ into a morphism
DLie on Ω
γc
ch(A). Note that by Remark 4.18, the morphism DLie is independent
of the choice of framed coverings.
Lemma 5.23. The morphism DLie is a differential on Ω
γc
ch(A).
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Proof. By Remark 4.18, it suffices to check the relations (4.14), (4.15), (4.16)
and (4.17) locally. This follows from the fact that DλLie−−→
is a differential. 
Let Γ
(
M,Lim−−→Ω
γc
ch(A)
)
be the space of all global sections of the presheaf
Lim−−→Ω
γc
ch(A) obtained by applying the functor Lim−−→ to the degree-weight-graded
VSA-inductive sheaf Ωγcch(A). By the lemma above and Remark 4.30, we have
the following.
Theorem 5.24. The pair
(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,Lim−−→DLie(M)
)
is a differential
degree-weight-graded vertex superalgebra.
The theorem above leads us to the following definition.
Definition 5.25. Let A be a Lie algebroid on a manifold M . Its chiral Lie
algebroid cohomology, denoted by Hch(A), is the cohomology of the complex(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,Lim−−→DLie(M)
)
.
Remark 5.26. From the construction, the chiral Lie algebroid cohomology
Hch(A) is a Z≥0-graded vertex superalgebra and the subspace of weight 0,
Hch(A)[0], coincides with the classical Lie algebroid cohomology.
6 Chiral Equivariant Lie Algebroid Cohomology
6.1 Definition of Chiral Equivariant Lie Algebroid Coho-
mology
Let (A, a, [, ]) be a Lie algebroid on a manifoldM . We will first equip
(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,
Lim−−→DLie(M)
)
with a differential sΓ(M,A)[t]-module structure, where Γ(M,A)
is the Lie algebra of global sections of A.
Set m := dimM and r := rankA. Let U = (Uλ)λ∈Λ be a framed covering of
A. As before we denote by xλ and eλ the chart and the frame associated with
Uλ, respectively. Let X ∈ Γ(M,A) be a global section. Fix λ ∈ Λ. We can
write X on Uλ as X |Uλ =
∑r
j=1 f
λ,jejλ, where f
λ,j is a function on Uλ. We set
ιX(V ) :=
r∑
j=1
fλ,jbj−11 ∈ Γ
(
xλ(V ),Ω
γbc
ch−−→
(Rm|r)
)
= Γ(V,Lim−−→Ω
γbc
ch (A;Uλ)),
for an open subset V ⊂ Uλ. For each n ∈ Z, the corresponding vertex operators
ιX(V )(n) with open subsets V ⊂ Uλ form a morphism ι
λ
X,(n)
−−−→
on the presheaf
Lim−−→Ω
γbc
ch (A;Uλ). Note that for n ≥ 0, the morphism ι
λ
X,(n)
−−−→
preserves the sub-
presheaf Lim−−→Ω
γc
ch(A;U)λ. Let n ≥ 0. Since the morphism ι
λ
X,(n)
−−−→
is homogeneous
of weight −n, it induces a strict morphism of ind-objects ιλX,(n) : Ω
γc
ch(A;U)λ →
Ωγcch(A;U)λ by Remark 4.21.
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Lemma 6.1. Let n ∈ Z≥0. Then
ιλX,(n)|Uλ∩µ ◦ ϑ
′
λµ = ϑ
′
λµ ◦ ι
µ
X,(n)|Uµ∩Uλ ,
hold for all λ, µ ∈ Λ.
Proof. It suffices to show ιλX,(n)
−−−→
∣∣
Uλ∩µ
◦ϑ′λµ
−−→
= ϑ′λµ
−−→
◦ιµX,(n)
−−−→
∣∣
Uµ∩Uλ
for each λ, µ ∈ Λ.
By Lemma 2.7, it suffices to check the relation on the weight 0 subspace. This
follows from the fact that the operator ιλX,(0)
−−−→
coincides with the inner product
for X on the weight 0 subspace and the fact that the operator ιλX,(n)
−−−→
has weight
n. 
Thus for n ≥ 0, we have a morphism of ind-objects ιX,(n) : Ω
γc
ch(A)→ Ω
γc
ch(A)
by gluing the strict morphisms (ιλX,(n))λ∈Λ, which is independent of the choice
of framed covering as in the case of DLie. We set
LX,(n) := [DLie, ιX,(n)],
for n ≥ 0.
Lemma 6.2. Let X,Y be global sections of A and n, k non-negative integers.
Then the following relations hold:
(i) [LX,(n), ιY,(k)] = ι[X,Y ],(n+k),
(ii) [LX,(n), LY,(k)] = L[X,Y ],(n+k),
(iii) [DLie, LX,(n) + ιY,(k)] = LY,(k).
Proof. By Remark 4.18, it suffices to check the relations locally. Since the oper-
ators DλLie = DLie|Uλ , ι
λ
Y,(k) = ιY,(k)|Uλ and L
λ
X,(n) := LX,(n)|Uλ come from mor-
phisms of presheaves, it suffices to check the corresponding morphisms DλLie−−→
=
Lim−−→D
λ
Lie, ι
λ
Y,(k)
−−−→
= Lim−−→ ι
λ
Y,(k) and L
λ
X,(n)
−−−−→
:= Lim−−→L
λ
X,(n) on Lim−−→Ω
γc
ch(A;U)λ satisfy
the same relations. This is done by direct computations of OPEs. 
Theorem 6.3. Let g be a Lie algebra. Suppose given a morphism of Lie algebras
xA : g→ Γ(M,A), ξ 7→ xAξ . Then the assignment
sg[t] ∋ (ξ, η)tn 7→ Lim−−→LxAξ ,(n)(M)+Lim−−→ ιxAη ,(n)(M) ∈ End
(
Γ
(
M,Lim−−→Ω
γc
ch(A)
))
,
defines a differential sg[t]-module structure on the complex
(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,
Lim−−→DLie(M)
)
.
Proof. By the above lemma, it suffices to check that the operator Lim−−→ ιX,(n)(M)
has degree −1 and weight −n for any n ∈ N and X ∈ Γ(M,A). Note that the
continuity of the action of sg[t] follows from the fact that the weight-grading
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on Γ
(
M,Lim−−→Ω
γc
ch(A)
)
is bounded from the below. For that purpose, it suffices
to show that [J, ιX,(n)] = −ιX,(n) and [H, ιX,(n)] = −nιX,(n) for any n ∈ N
and X ∈ Γ(M,A), where J and H is the degree-grading operator and the
Hamiltonian of Γ
(
M,Lim−−→Ω
γc
ch(A)
)
. These relations follow from the fact that
the same relations hold locally. 
This leads us to the following definitions. (See Section 2.2 for the defini-
tions of differential sg[t]-modules, the chiral basic cohomology and the chiral
equivariant cohomology)
Definition 6.4. Let G be a compact connected Lie group and g the Lie algebra
Lie(G)K. Let A be a Lie algabroid on a manifold M with a Lia algebra morphism
g → Γ(M,A). The chiral basic Lie algebroid cohomology of A, denoted
by Hch,bas(A), is the chiral basic cohomology of the differential sg[t]-module(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,Lim−−→DLie(M)
)
. The chiral equivariant Lie algebroid
cohomology of A, denoted by Hch,G(A), is the chiral equivariant cohomology
of the differential sg[t]-module
(
Γ
(
M,Lim−−→Ω
γc
ch(A)
)
,Lim−−→DLie(M)
)
.
Remark 6.5. The chiral basic Lie algebroid cohomologyHch,bas(A) and the chi-
ral equivariant Lie algebroid cohomologyHch,G(A) are Z≥0-graded vertex super-
algebras. Indeed, [Lim−−→LxAξ ,(n)(M), v(k)] =
∑
i≥0
(
n
i
)
(Lim−−→LxAξ ,(i)(M)v)(n+k−i)
and [Lim−−→ ιxAξ ,(n)(M), v(k)] =
∑
i≥0
(
n
i
)
(Lim−−→ ιxAξ ,(i)(M)v)(n+k−i) hold for any n ≥
0, k ∈ Z, v ∈ Γ
(
M,Lim−−→Ω
γc
ch(A)
)
and ξ ∈ g since the same relations hold lo-
cally. Then the assertion follows from Lemma 2.8 and Lemma 2.9 together with
the fact that Γ
(
M,Lim−−→Ω
γc
ch(A)
)
is Z≥0-graded. Moreover Hch,bas(A)[0] and
Hch,G(A)[0] coincide with the classical basic Lie algebroid cohomology and the
classical equivariant Lie algebroid cohomology, respectively. This follows from
the fact that Γ
(
M,Lim−−→Ω
γc
ch(A)
)
is Z≥0-graded and the fact that Lim−−→LxAξ ,(0)(M)
and Lim−−→ ιxAξ ,(0)(M) coincides with the classical Lie derivative and the classical
interior product, respectively.
6.2 Transformation Lie Algebroid Cases
Let M be a manifold with an infinitesimal action of a finite-dimensional Lie
algebra g:
xM : g→ X (M), ξ 7→ xMξ .
Let A =M×g be the corresponding transformation Lie algebroid (see Example
5.2). Let (ξj)j be a basis of g, (ξ
∗
j )j the dual basis for g
∗ and (Γkij)i,j,k the
structure constants, that is, constants satisfying [ξi, ξj ] =
∑dimg
k=1 Γ
k
ijξk for each
i, j = 1, . . . , dim g.
Let U = (Uλ)λ∈Λ be a framed covering of A consisting of open subsets with
the constant frame (ξj)j as the frame on them. We can use the VSA-inductive
sheaf Ωγcch(A;U) for computations of the cohomologies Hch(A), Hch,bas(A) and
Hch,G(A), since they do not depend on the choice of framed coverings. By
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the construction of Ωγcch(A;U), we see Lim−−→Ω
γc
ch(A;U) = Lim−−→C
∞,γc
ch,M ⊗ 〈c〉, where
C∞,γcch,M := Ω
γc
ch(M × {0}), and 〈c〉 is the subalgebra of E(g) generated by c
ξ∗
0 1
with ξ∗ ∈ g∗. Therefore by the construction, the differential for the corre-
sponding chiral Lie algebroid cohomology Hch(A) is nothing but the differential
for the continuous Lie algebra cohomology with coefficients in the g[t]-module
Lim−−→C
∞,γc
ch,M (M). The action of the element ξjt
n ∈ g[t] on Lim−−→C
∞,γc
ch,M (M) is given
by the operator ∑
k≥0
dimM∑
i=1
f ij−k−nβ
i
k,
on each space Lim−−→C
∞,γc
ch,M (Uλ) of local sections, where the vector field x
M
ξj
|Uλ is
written as
∑dimM
i=1 f
ij∂/∂xi with f ij ∈ C∞(Uλ). Thus we have
Hch(A) = H
(
g[t]; Lim−−→C
∞,γc
ch,M (M)
)
.
Consider the Lie algebra morphism
g→ Γ(M,A) = C∞(M)⊗ g, ξ 7→ 1⊗ ξ. (6.1)
We will compute the corresponding chiral equivariant cohomology of A :=
Γ(M,Lim−−→Ω
γc
ch(A;U)), namely, Hch,G(A). Notice that
ιAξ,(n) = b
ξ
n, (6.2)
for all ξ ∈ g and n ≥ 0. Then the chiral basic cohomology Hch,bas(A) of
A = Γ(M,Lim−−→Ω
γc
ch(A;U)) is as follows:
Hich,bas(A) =
{
Lim−−→C
∞,γc
ch,M (M)
g[t], when i = 0,
0, otherwise.
(6.3)
Indeed, from (6.2) we have
(
Γ(M,Lim−−→Ω
γc
ch(A;U))
)
hor
= Lim−−→C
∞,γc
ch,M (M) and
therefore (
Γ(M,Lim−−→Ω
γc
ch(A;U))
)
bas
= Lim−−→C
∞,γc
ch,M (M)
g[t].
Equip A = Γ(M,Lim−−→Ω
γc
ch(A;U)) = Lim−−→C
∞,γc
ch,M (M)⊗〈c〉 with the 〈c〉-module
structure given by the left multiplication. We claim that this 〈c〉-module struc-
ture induces a chiral W ∗-module structure. Proposition 3.12 will be applied.
Let dA be the differential for A, that is, that for the Lie algebra cohomology
H
(
g[t],Lim−−→C
∞,γc
ch,M (M)
)
. From the definition of dA and the commutation rela-
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tions in E(g), we have
[dA, c
ξ∗l ,A(z)] =
[
−
1
2
dimg∑
i,j,k=1
∑
s,t≤0,
s+t+u=0
Γkijc
ξ∗i
s c
ξ∗j
t b
ξk
u , c
ξ∗l ,A(z)
]
= −
1
2
dim g∑
i,j,k=1
∑
s,t≤0,
s+t+u=0
Γkijc
ξ∗i
s c
ξ∗j
t 〈ξ
∗
l , ξk〉z
u
= −
1
2
dimg∑
i,j=1
∑
s,t≤0,
s+t+u=0
Γlijc
ξ∗i
s c
ξ∗j
t z
u
= −
1
2
dimg∑
i,j=1
Γlijc
ξ∗i ,A(z)cξ
∗
j ,A(z). (6.4)
Therefore we have [cξ
∗,A(z), [dA, c
η∗,A(w)]] = 0 for all ξ∗, η∗ ∈ g. By Lemma
3.12, we obtain a 〈c, γ〉-module structure Y A on A by extending the above 〈c〉-
module structure. From the definition of γξ
∗
l ,A(z) (see the proof of Proposition
3.12) and (6.4), we have
γξ
∗
l ,A(z) = [dA, c
ξ∗l ,A(z)] +
1
2
dim g∑
i,j=1
Γlijc
ξ∗i ,A(z)cξ
∗
j ,A(z) = 0,
for all l = 1, . . . , dim g. Therefore [ιAξ (z)−, γ
ξ∗,A(x)] = 0 for all ξ ∈ g and
ξ∗ ∈ g∗. Recall that ιAξ,(n) = b
ξ
n for all ξ ∈ g and n ≥ 0. From this, we
have [ιAξ (z)−, c
ξ∗,A(w)] = 〈ξ∗, ξ〉δ(z − w)− for all ξ ∈ g and ξ∗ ∈ g∗. Thus we
can apply Proposition 3.12 and we see that the triple (A, dA, Y A) is a chiral
W ∗-module. We have proved the following.
Theorem 6.6. For a transformation Lie algebroid A = M × g with the Lie
algebra morphism (6.1), the differential sg[t]-module Γ(M,Lim−−→Ω
γc
ch(A)) has a
canonical structure of a chiral W ∗-module.
Therefore by Theorem 3.9 and (6.3), we have the following.
Corollary 6.7. Let G be a compact connected Lie group, g the Lie algebra
Lie(G)K and A = M × g a transformation Lie algebroid. Assume that G is
commutative. Then the following holds:
Hich,G(A) =
{
Lim−−→C
∞,γc
ch,M (M)
g[t], when i = 0,
0, otherwise.
(6.5)
We consider a special case. Let (G,Π) be a compact connected Poisson-Lie
group with the Lie algebra g and (G∗,Π∗) the dual Poisson-Lie group of G.
Recall the Lie algebra morphism
g→ Γ(G∗, T ∗G∗), ξ 7→ ξl,
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where we denote by ξl the left invariant 1-form on G∗ whose value at e is ξ ∈ g.
Consider the corresponding chiral equivariant cohomology. By [30, Proposition
5.25], we have an isomorphism of Lie algebroids
T ∗G∗ ∼= G∗ × g,
using the left invariant one-forms on G∗. Here we equip the trivial bundle G∗×g
with the transformation Lie algebroid structure defined by the infinitesimal left
dressing action. The following is a chiral analogue of [13, Corollary 4.20].
Proposition 6.8. In the above setting, assume that (G,Π) is commutative.
Then the following holds:
Hich,G(T
∗G∗) =
{
Lim−−→C
∞,γc
ch,G∗(G
∗), when i = 0,
0, otherwise.
(6.6)
Proof. The infinitesimal left dressing action is trivial since T is commutative.
Therefore our assertion follows from Corollary 6.7. 
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