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Abstract 
Let (A, m) be Cohen-Macaulay local ring with maximal ideal m and dimension d. It is well 
known that for II 9 0, the length of the A-module A/m” is given by 
The integers paper an e, are called the Hilbert coefficients of A. 
In this paper an upper bound is given for e2 in terms of e,, P, and the embedded codimension 
h of A. If d I 2 and the bound is reached, A has a specified Hilbert function. Similarly, in the 
one-dimensional case, we study the extremal behaviour with respect o the known inequality 
e, 5 G) - (:). 
I991 Math. Subj. Class.: 14M05, 13D99 
Introduction 
Let (A, JTZ) be a Cohen-Macaulay local ring with maximal ideal m and dimension d. 
If we denote the Hilbert function giving the dimension of m"/m"+ ’ over k = A/m by 
H,(n) and the corresponding Hilbert polynomial by hA(X), then 
hA(W = eo (“f”; ‘)-e1(“~“;2)+ “’ +(-l)dp’ed_l, 
where ei are integers which are called the Hilbert coefficients of A. 
Not a great deal is known about these integers, but in many cases it was proved that 
“extremal” behaviour of some of the eis forces the ring A to have a specified Hilbert 
function and the associated graded ring St-,,,(A) to have good properties. 
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For example, it is well known that eO, the multiplicity of A, always satisfies the 
inequality 
where h is the embedding codimension of A. If equality holds, Sally [13] proved that 
g,(A) is Cohen-Macaulay and A has maximal Hilbert function. This means that the 
series PA(z) := 1, k o HA (n)z”, which is called the Poincare series of A, is given by 
PA(z) = (1 + (e - l)z)/(l -z)“. 
Another classical inequality relates eO and e,, namely [ 1 l] 
e, 2 e, - 1. 
In [3] we proved that el = e, - 1 if and only if PA(z) = (1 + hz)/(l - z)~, while 
ei = eO if and only if PA(z) = (1 + hz + z’)/(l - z)~. 
We remark here that results of this kind are not so expected since the Hilbert 
coefficients give partial information on the Hilbert polynomial which, in turn, gives 
asymptotic information on the Hilbert function. 
In this paper we prove three more results on this line. 
First we find an upper bound for e, in terms of eo, e, and h and if d I 2 we prove 
that equality holds if and only if A has a specified Hilbert function (see Theorems 2.2 
and 2.3). 
This bound is much better than the bound found by Kirby and Mehran [S] by 
completely different method. 
We prove this result first by reducing the problem to the one-dimensional case 
and then by using the peculiarity of the Hilbert function in this special situation 
(Theorem 2.2). 
As a by-product of this approach we can prove that for a Cohen-Macaulay local 
ring with d 5 2 and e, = eO + 1, only two possible Hilbert functions are allowed 
(Proposition 2.4). This result completes a recent work by Sally [18], and confirms the 
general philosophy that near to the border there is not much choice for the Hilbert 
function. 
The second part of the paper deals with the extremal behaviour of e, with respect to 
the bound 
given by Elias [2]. 
Here we prove that for a one-dimensional Cohen-Macaulay local ring A = R/I, 
where R = k[[X,, . . . , XN]],el = (“;,) -(:)ifandonlyifP,(z) =(l + hz +CY!i:, zi)/ 
(1 - z) (Theorem 3.1). 
The main tool in this part is the theory of the blowup of the ring A as developed in 
[2]. We do not know whether the above rigidity theorem is valid in dimension 2 2. 
Theorem 3.2 and Proposition 3.3 collect what we know in this case. 
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1. Background 
In this section, we give a description of the background of the paper and, at the 
same time, introduce notation which will be in force in the other sections. 
Let A be a d-dimensional local ring with maximal ideal m and residual field k. We 
will denote by e the multiplicity of A and by N the embedding dimension of A. We put 
k = N - d and call it the embedded codimension of A. 
We denote by gr,,,(A) the associated graded ring of A, that is 
gr,,,(A) = @ m”/m”+ ’ . 
I!=0 
The Hilbert function of the local ring A is the numerical function defined by 
H,(n) = dimk(mn/mn+l) 
for every n 2 0. 
The higher iterated Hilbert functions Hi, i E N, are defined recursively as follows: 
H;(n) = HA(n), i = 0, 
Cr=, HL-’ (j), i > 0, 
for every n 2 0. 
By the definition we have H>(n) - Hi(n - 1) = Hi-‘(n). 
The Poincare series of the local ring A is the series 
PA(z) = c HA(n)z”. 
PI>0 
If we define the iterated Poincare series as the series 
P;(z) = 1 H;(n)?, 
?I>0 
we easily get 
P;(z) = (1 - z)PY1(z) 
for every i 2 0. 
By the HilberttSerre theorem, there exists a polynomial f(z) E Z [z] such that 
f(1) = e and PA(z) =f(z)/(l -z)“. We let s = s(A) = deg(f) and f(z) = C:=, a,?; 
then a, = 1 and al = k. The polynomial f(z) is the so-called k-polynomial of A and 
(a03 a,, .“, a,) the k-vector of A. It follows that 
f(z) 
'f(') = (1 _ Z)d+i 
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for all positive integers i; hence, if n 9 0, we get 
HA(n) = i Uj ( d+i+n-j-1 j=O n-j ). 
This proves that Hi is a polynomial function and we will denote by hi(X) E Q [X] 
its associated polynomial which has degree d + i - 1 and is called the Hilbert 
polynomial of A. We will use as a basis for the Q-vector space of polynomials of degree 
I p the polynomials 
(xp+p);(x;i’ll) >..., (x:1),(;:), 
where we define for every integer q > 0 
x+c7 ( ) JX+q)(X+q-1).4X+1) 4 q! 
Thus, for every i 2 0, we can find rational numbers e,$), .. . , e2ii_ 1 such that 
d+ikl 
h;(x)= 1 (-l)je)” 
j=O 
Hence e:’ is well defined if d + i - 1 2 j. Further, since 
Hy,+‘(n)-HXf’(n-l)=H;(n), 
we get for every n 9 0 
d+i 
d+i-1 
j=O 
d+i-1 
= 1 (-l)jey) 
j=O ! ) 
This implies that e!” = e!i+l). , going on in this way, we see that eji’ does not depend on 
i, so that we can hrite fkr every i 2 0 
d+i-1 
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Since we also have 
h>(X) = $, Llj X+d+i-l-j 
j=O > d+i-1 ’ 
using the equality 
we get 
This proves that for every k 2 0 
From this it follows that ej E Z for every j 2 0. 
In conclusion, to every local ring A we can associate a sequence of integers {ej), 2 0 
such that for every i 2 0 
d+i- I 
Further e. = e and ej = 0 for every j > s. We call these integers the Hilbert coeflcients 
of A. 
It is clear that if we know the h-vector of A then we know the Hilbert coefficients of 
A. Conversely, if we know all the Hilbert coefficients of A, from the upper triangular 
system 
e. = a0 + u1 + ... + a,, 
er = a, + 2a2 + ... + sa,, 
we can compute the h-vector of A. 
In the standard literature on local rings [22, 10, 18, 161, only the coefficients of 
hi(X) are considered, namely the integers ej with 0 < j I d. Somewhat surprisingly, it 
seems to be a new idea to consider the integers ej also for j > d (see [3]). This paper 
will illustrate some more applications of this method. 
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If x E m, it is well known (see [19]) that 
HA(n) = H&,,(n) -AA (m”+ ’ :x/m”), 
where iA( ) denotes the length as A-module. It is thus interesting to consider elements 
x such that for every j 2 0 
mj+l:_x = ,j 
This implies that x E m, x$m’, and for such an element we have a clear description of 
the case. Even if the following two propositions are more or less known, we insert here 
a proof for the sake of completeness. 
Proposition 1.1. Let (A, m) be a local ring and x E m, x -$ m2. The following conditions 
are equivalent: 
(a) mj+l: x = mj for every j 2 0. 
(b) PA,&) = PA(z)(~ - z). 
(c) x E m/m2 is a nonzero divisor in gr,,,(A). 
(d) ej(A) = ej(A/(x)) for everyj 2 0. 
Further, if this is the case, then 
gr,l(,) (A/(x)) = gr,(A)lW 
Proof. We have 
P,4(4 = C H.4(.W 
j>O 
=c H,&(j)zj - 1 l,(rnj+’ :x/mj)zj 
jr0 JtO 
= Pi,,,,(z) - C 2A(mj+1:x/mj)zj. 
j20 
Hence PAI (z) = PA (z)/( 1 - Z) if and only if rnj+ 1 :x = mj for every j 2 0. Thus (a) and 
(b) are equivalent. On the other hand it is well known that X E m/m” is a nonzero 
divisor in grm(A) if and only if x is a nonzero divisor in A and (x)nmj+ ’ = xmj for 
every j 2 0 [21]. From this it is easy to see that (a) and (c) are equivalent. Further, if 
PAiCx,(z) = PA(z)(l - z), then A and A/(x) share the same h-vector, hence (d) holds. 
Finally if ej(A) = ej(A/(x)) for every j 2 0, then A and A/(x) have the same h-vector, 
hence, if they would have the same dimension, they would have the same Hilbert 
function, which is impossible since 
H,(l) = dimk(m/m2) = dimk(m/m2 + (x)) + 1 = HAiCx,(l) + 1. 
Thus A/(x) has dimension d - 1 and (b) follows. The final statement is well known and 
can be found in [21]. 0 
J. Elias et al. /Journal of Pure and Applied Algebra 108 (1996) 35-60 41 
Not always one can find an element x E m such that X E m/m’ is a nonzero divisor in 
gr,,,(A). But it is well known that we can always find a superficial element in m. If we 
assume furthermore that A has positive depth and that the residue field of A is infinite, 
then we can find a superficial element of degree one which is a nonzero divisor in A. 
Such an element verifies 
mj+l:x = ,j 
for every j % 0. From this we easily get: 
Proposition 1.2. Let (A, m) be a local ring and x a superficial element in m which is 
a nonzero divisor in A. If x$m2, then 
(a) e,+(A/(x)) = e,(A) for every k = 0, . . . , d - 1. 
(b) (-l)ded(A) = (-l)ded(A/(x)) - ~~=o~A(mj+*:x/mj) for n $ 0. 
(c) e,(A) = eJAl( )) If d 1 If - x z an on y z x zs a nonzero divisor in gr,(A). 
Proof. We have hA(X) = h&,.,(X) and dim (A/(x)) = d - 1. Hence 
d-l 
d-1 = jzO (-l)jej(A/b)) 
X+d-1+1-l-j 
d-1+1-l-j 
and (a) follows. Moreover, for every n 2 0, 
n n 
Hi(n) = 1 HA(j) = 1 [If&,(j) - ltiA(mj+‘:x/mj)] 
j=O j=O 
= H,&,(n) - i E.,(mj+ ‘:x/m+ 
j=O 
Hence for n 9 0 
- C i.,(mj+ ’ : x/mj). 
j=O 
Now (b) follows from (a). 
Using (b) and Proposition 1.1, we get (c). 0 
2. The first theorem 
If A is a 1-D Cohen-Macaulay local ring, by using Singh’s equality we may write 
HA(j) = e -_Pj> 
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where {pjl\ is a sequence of nonnegative integers such that 
pj>O ifOljIs-1, 
pj = 0 if,j 2 S. 
Further, using the numerical characterisation of Hilbert functions of standard 
graded algebras given by Macaulay (see [20, Theorem 2.21) we have HA(j) 2 j + 1 
for every j < s, hence 
pjIe-j-l, 
foreveryj=O,...,s- 1. 
Finally 
/~,,=e-1, p,=e-k-l. 
If(% a,, ... 2 a,) is the k-vector of A, then we have 
PA(Z) = ( 2 UiZi) /(l - Z). 
i=O 
Hence HA(j) = e - pj = I:=, Ui, from which it follows that ak = Pk- 1 - Pk for every 
k 2 1. This clearly implies that for every k 2 1 
In the following it will be useful to compute the integer cf=o (- l)‘ej - 1. We have 
i (-l)jej- 1 =e, -1 + i (-1)j 
j=O 
j=l [*I$, (ji l)“‘] 
=:~ (~~‘-l”(j~l))p~. 
Now it is easy to see that 
From this it follows that 
(**) i (-l)jej- 1 - - 
j=O 
-( 1,$(;+ 
As a consequence of this setting, we have immediately a proof of most of the results 
of Marley [S], concerning properties of the Hilbert coefficients of a local Cohen- 
Macaulay ring (A, m) for which deptk(gr,(A)) 2 d - 1. 
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Proposition 2.1. Let A be a local Cohen-Macaulay ring of dimension d 2 1 such that 
depth (grm(A)) 2 d - 1. Then 
(1) ek 2 0 for every k >_ 0. 
(2) if ek = 0 for some k 2 1, then ej = 0 ,for every j 2 k. 
(3) (- l)k [(C;=,( - l)jej) - l] 2 0 for euerp k = 0, , s. 
(4) {f I:= ,, (- l)jei = 1 for some k 2 0, then s I k. 
Proof. Without loss of generality we may assume that the residue field of A is 
infinite. Then, if d 2 2, we can find an element x E IYI - m2 such that X is a nonzero 
divisor in grm(A). By Proposition 1.1 ej(A) = ej(A/(x)) for every j 2 0, 
s(A) = s(A/(x)), dim(A/(x)) = d - 1, and grm(A)/(X) = gr,,,X,(A/(x)). Hence depth 
(grmux, (A/(x))) 2 d - 2 and by induction on d we are left to the case d = 1. Then (1) 
and (2) follow immediately from (*) while (3) and (4) easily follow from (**). 0 
We remark that, in (4) of the above proposition, if we have also k I d, then 
s I k i d, so that the regularity of A is s - d + 1 5 1. This gives Corollary 3 in [S]. 
For any Cohen-Macaulay local ring A, we let 
o:=eI -2e+h+2. 
If dim(A) = 1, we get 
s- I s- I 
/I= 1 p,i -2e + h + 2 = p. + p1 -2e + h + 2 + C pi 
i=o j=2 
s- 1 s-1 
=e-l+r-h-1--2e+h+2+ 1 pi= 1 pi. 
j=2 jz2 
This proves that p 2 0, hence 
e, 2 2e -h - 2. 
We remark that this inequality holds also if d 2 2, (see [3]). This is clear by induction 
on d, since, if x E m - m2 is a superficial element and a nonzero divisor in A, then 
clearly A and A/(x) have the same embedding codimension and by Proposition 1.2 
they have also the same e and eI. 
We prove now the main result of this section. With the above notation, we further 
let 
t:=minjp+2,e-11, 
and n the integer defined by the inequalities 
n 0 +t<p+2< n+l 2 ( 1 2 + t. 
We remark that if t = p -t 2, then n = 1; in any case n 2 1. 
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Theorem 2.2. Let A be a l-dimensional Cohen-Macaulay local ring. Then 
(1) e2 < e - h - 2 + (t - n - l)(p + 2) -(‘in) + (“:‘). 
(2) EquaEitJf holds in (1) if and only if 
(1 -z)PA(z)= 1 +hz+(e-h-2)z2+[(;)+t-2-p];‘~-’ 
Proof. Since H,(e - 1) = e, we have s I e - 1; further p = 15:: pj 2 s - 2, hence 
s I p + 2. This means that s < t, so that pi = 0 ifj 2 t. Hence 
e2= CjPj. 
j= 1 
For every j 2 0, let us consider the integrals 
/C-l, j = 0, 
e-h-l, j= 1, 
1, 
Bj = ( 
21j<t-n-2, 
p-($)--t+3, j=t-n-l, 
t -j, t-nlj(t-1, 
\ 0, trj. 
We have 
1-l 
j~2 “j = t - n - 3 + P - (;)-t+3+(y1)=, 
We claim that 
1-l t-1 
jg2 jPj s jY12 jOj. 
This gives the first assertion because we have 
t-1 1-l t-1 
e2 = C jpj = e - h - 1 + C jp,i I e - h - 1 + C jgj 
j=l j=2 j=2 
=e-k-1+(2+...+t-n-2)+(t-n-1) 
J Elias et al./Journal of Pure and Applied Algebra 108 11996) 35-60 45 
_&2+(y) +(G-+-(;)-t+3) 
+Gn)(“‘l’)+(“;‘) 
I t-n-2 =e-h-2+(t-n-1) 2 n +P- 0 
4+3+(y)]+(“:2) 2 
=e-b-?+ir-n-l)(p+2i-(fln)+()i:2) 
To prove the claim first we check that 
pj 5 Gj 
for every j=t-n,..., t-l. We have pj<e-j-l and Oj=t-j; hence if 
t = r - 1, we are through. If t = p + 2, then n = 1 and j = t - 1 = p + 1; since 
C,>2Pj = P, either pp+l = 0 or ppil = 1. In any case 
flj = pp+ 1 I 1 = ~j. 
Now it is clear that if (cz~, . . , LX-~) is a sequence of positive integers such that 
C~S~Xj=pandforsomep,2<p<t-l,welet 
(&,...,&1)=(c(z ,..., cc,~~,~p-~+l,c(g-l,~p+l, 
then 
. . . , 
t-1 t-1 
CjZj= C jaJ+l. 
j=2 j=2 
This implies that if we let 
/ t-1 
v1): 
\ 
(a;, . ..) CT-,) = 
\ 
1, . ..) ‘,‘t-n-l + C (~j-Pj),Pr-n,..../)t-l 1 
j=t-n J 
then 
t-1 t-1 f-l 
C jOj> 1 joJ2 1 jpj, 
j=2 j=2 j=2 
which proves the claim. 
As for the second assertion, it is clear from the above that equality holds in (1) if and 
only if 
pj = dj 
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for every j 2 0. Hence, if we consider the numerical function H:iV -+ N defined by 
i 
1, j = 0, 
h+ 1, .i= 1, 
H(j) = 
i 
e- 1, 2<j<t-n-2, 
e-P+($)+t-3, ,j=t-/I-l. 
! e - t + ,j, t - n 5.j i t - 1, e, tlj, 
equality holds in (1) if and only if H = H,. This proves (2) and the theorem. 0 
We are not able to prove that the bound given in the theorem in sharp. However, we 
remark that the given numerical function is admissible, according to the restrictions 
we know for the Hilbert function of a one-dimensional Cohen-Macaulay local ring. 
Namely, because of the definition of t and n, it is clear that 
n 
e-l>e-p+ 0 2 +t-32e--n>t--n+l. 
We extend now the above theorem to the higher-dimensional case. 
Theorem 2.3. Let (A, m) he a Cohen-Macaulay local ring of dimension d 2 1 and 
embedding codimension h. Then 
If we further assume d = 2, then 
(1) if equality holds above, depth (gr,(A)) 2 1; 
(2) e2 = e - h - 2 + (t - n - l)(p + 2) - (‘i“) + (“:‘) if and only ij 
(1 -z)~P~(z)= 1 +hz+(e-h-2)z2 +[[;)+r-2-+~r 
+[P-(il:l)-~+~]~“+i=~+~zj. 
Proof. We prove the first assertion by induction on d, the case d = 1 being covered by 
the above theorem. Let x E m - mz be a superficial element and a nonzero divisor in 
A; then A and A/(x) have the same embedding codimension and the same e and e, . 
Further by Proposition 1.2, we have 
e2 (4 I e2 (Al(x)). 
The conclusion follows since dim(A/(x)) = d - 1 
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Now let d = 2 and x E m - m2 as before; then by Proposition 1.2 and Theorem 2.2 
we have 
e2(4 = e2(4(-4), 
which implies, by Proposition 1.2(c), that X is a nonzero divisor in gr,,,(A). Hence 
depth(gr,(A)) 2 1, as wanted. 
As for the last assertion, it is clear that we need only to prove that, if 
A has the right Poincare Series. By (1) we have depth(gr,(A)) 2 1, hence we can find 
an element x E m - m2 such that X E m/m" is a nonzero divisor in grm(A). By Proposi- 
tion 1.1 we get 
PA(Z) = ~A,(&)/(1 - 4. 
The conclusion follows by Theorem 2.2(2) since dim(A/(x)) = 1, ej(A) = ej(A/(x)) for 
every j 2 0, and A and A/(x) have the same embedding codimension. 0 
We need now to remark that Kirby and Mehran [S] found the bound 
for any m-primary ideal of a CohenMacaulay local ring of positive dimension. Even 
if our result is proved only for the case of the maximal ideal, we show now that our 
bound is much better than the one given in [S]. 
First, by using the same notation and ideas as in the proof of Theorem 2.2, one can 
see that if x2 = ... = (xp+r = 1, then 
1-l P+l 
1 joj I C jXj. 
j=2 j=2 
Hence we get 
r-1 P+l 
=e-A-l++jjojIe-h-l+ C&j 
j=2 j=2 
=e-h-l+ P+2 ( > -1=e-h-2+ .P+2 2 ( > 2 
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Now we claim that 
We must prove that 
2e - 2h - 4 + (ei - 2e + h + 4)(ei - 2e + h + 3) I ei(ei - 1) -h(h - 1). 
This is equivalent to proving that 
2e2 - 6e -2eh + h2 + 2h I ei (2e - h - 4). 
Since it is well know that e, 2 e - 1 (see [ll]), we must prove that 
2e2 - 6e - 2eh + h2 + 2h < (e - 1)(2e - h - 4), 
or equivalently, that 
h2 + h - 4 I 3eh. 
Since e 2 h + 1 (see [l]), we must check that 
h2 + h - 4 I 3h(h + l), 
or equivalently, that 
0 I 2h2 + 2h + 4. 
This is true for every h, so the claim is proved. 
It is interesting to compare the bound 
with the bound 
e h 
e, I 0 0 2 - 2 
given by Elias in [2] for every Cohen-Macaulay local ring of positive dimension. 
However, in [2], Elias proved that this bound is sharp, while, as we have seen before, 
the bound e2 I (2) - (1) is far from being sharp. 
We close this section with another result on the coefficients of the Hilbert poly- 
nomial. This is a contribution to the problem of finding the possible Hilbert functions 
of a Cohen-Macaulay local ring. 
We have seen that for every Cohen-Macaulay local ring one has 
el 2 e - 1. 
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In [3] it is proved that if e, = e - 1 or e r = e, then the Hilbert function is specified. 
The first case was extended to any m-primary ideal by Huneke [4] and independently 
by Ooishi [12], the second by Sally [16]. More recently Sally [lS] proved that if I is 
an m-primary ideal such that er = e + ez -,?,(A/I) and e2 = 2, then the Hilbert 
function is specified and depth(grI(A)) 2 d - 1. 
We remark that if I = m the above assumptions imply e, = e + 1. In the next 
proposition we prove that if el = e + 1, only two possible Hilbert function are 
allowed, thus reproving and completing Sally’s result as least in the most interesting 
case when d = 2. 
Proposition 2.4. Let (A, m) he a Cohen-Macaulay local ring of dimension d 5 2 and 
embedding codimension h. 
(a) !f’ e, = e + 1, then depth(gr,(A)) 2 d - 1. 
(b) The ,jbllowing conditions are equivalent: 
(1) e, = e + 1; 
(2) PA(z) = (1 + hz + 2z2)/(1 - z)~ or PA(z) = (1 + hz + z3)/(1 - z)d. 
Proof. We have 
p=e,-2e+h+2=e+l-2e+h+2=h+3-e; 
since e 2 h + 2 and p 2 0, either e = h + 2 and p = 1, or e = h + 3 and p = 0. 
If e = h + 3, then el = h + 4 = 2e -(h + 2), hence by [3, Theorem 2.11, gr,,,(A) is 
Cohen-Macaulay and 
1 + hz + 2z2 
PA(‘) = (1 _ z)d ’ 
Let e = h + 2, e, = h + 3; to prove that depth(gr,(A)) 2 d - 1 we need only to 
consider the case d = 2. We have hA(X) = e(X + 1) - e, = eX - 1 and in this case 
Sally proved in [17, Proposition 5.111 that depth(gr,(A)) = 1. 
To finish the proof of the proposition, we need only to prove that if e = h + 2 and 
/I = 1, then PA(z) = (1 + hz + z3)/(1 - z)“. 
If d = 1, since 1 = p = C:=zpj’ we get p2 = 1, pj = 0 for every j 2 3, hence 
1+hz+z3 
‘A(‘) = (1 _z),, 
Let d = 2; by the first part of the proposition we have depth(gr,(A)) 2 1, hence we can 
find an element x E m, x$m2, such that X is a nonzero divisor in gr,,,(A). By Proposi- 
tion 1.1 we get 
PA(Z) = pA,(*,(z)(l - z). 
The conclusion follows since dim(A/(x)) = 1, ej(A) = ej(A/(x)) for every j I 0 and 
A/(x) has embedding codimension h. 0 
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The following two examples show that both cases in the above proposition can 
occur. Let A = k[[t”, t6, t’]]; then it is clear that h = 2 and d = 1. The Hilbert 
function of A is (1, 3, 5,5, . . . ). Hence we get 
1 + 22 + 2z2 
PA(z)= (1_z) . 
Let A = k [ [t4, ts, t”]]; then it is clear that h = 2 and d = 1. The Hilbert function of 
A is (1, 3, 3,4,4, . ). Hence we get 
I + 22 + z3 
PA(z)= (1 _Z) 
3. The second theorem 
We have seen that for a one-dimensional Cohen-Macaulay local ring A = R/I, 
where R = k [[Xl,. . . , X,]], we have 
e h 
e, I 0 0 2 - 2 
We prove in this section, that equality holds if and only if 
( 
e-1 
PA(z)= l+hz+ 1 zi 
i=h+l ) 
I I (1 - z). 
In this section a local ring A will be quotient of the regular local ring 
R = k[[X,, . . . . X,]] modulo an ideal I s (Xl, . . . . XN)‘. 
We need some results from the first section of [a]. We have N = k + 1 and we let 
xi be the coset of Xi in A and m = (x1, . , xh+ 1) the maximal ideal of A. 
We may assume that the residue field k = A/m is infinite and x:= xl is a nonzero 
divisor and a superficial element in A. Thus we have a canonical immersion 
whose image is k [[xl]. 
If we let I/ := k[[x]], then T/ is a DVR which is a subring of A. 
Let B be the ring of the blowup of A (see [M9, Chapter 121). B can be described as 
the set of elements a/x’s where a E m’. A more concrete description of this ring is given 
by Lipman in [7], namely 
B= A[[2,...,?]]. 
We let n = (x, x2/x,. . , x,,+ Jx); then B/n = k so that n is a maximal ideal in B. We 
have xB = mB and x is a nonzero divisor also in B (see [9, Theorem 12.21). 
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In [2] Elias proved that A and B are free modules over V of rank e and further 
.FhA G B. 
We also know (see 9, Theorem 12.41) that 
et = A,(B/A), e = iA(B/mB). 
Since B/A is a finitely generated torsion V-module, we have 
B/A = 6 V/(x’,), 
i= 1 
where 0 I aI I az I ... I a,. are nonnegative integers uniquely determined by the 
above conditions (see [6, Chapter XV, Theorem 41). 
Since 
t’ = iA(B/mB) = dim,(B/xB), 
and 
r = dimk(B/(xB + A)), 
itiseasytoseethatr=e-1. 
By using the filtration 
A c A + xeph-lB G ... E A + xB G B, 
we get 
I.,(B/A) = i&B/A), 
hence 
e, = I,(B/A) = 3,,(B/A) = 1 a;. 
i=l 
In [2] it was proved that for every i = 1,. . , e - 1 
ai I min {i, e - h}, 
hence 
e-1 r-l 
el = C Ui I C min(i,e -h} = 
i= 1 i=l (5)-(t). 
lfwehavee,=(z)-(:),wegetforeveryi=l,...,r-1. 
Ui = min {i, e -hJ. 
Theorem 3.1. Let A be a one-dimensional Cohen-Macaulay local ring of embedding 
codimension h. The following conditions are equivalent: 
(1) el = G) - (3. 
(2) PA = ( 1 + hz + c;:,‘+ 1 zi)/(l - z). 
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Proof. If PA(z) = (1 + hz + zh+r + ... + z”-I)/(1 - z) then 
r-’ el=h-t C l=h+ 
i=h+ 1 
(f)-(“;l)=(;)-(:) 
Let er = (z) - (t). If e = h + 1, then 
and the conclusion follows by [3, Corollary 2.21. Hence we may assume 
If n = (x), then A = B and e, = ikA(B/A) = 0. Since e, 2 e - 1, we get e = 1 and 
e, = e - 1, as before. 
Thus we may assume that xZ/x$.xB and let 
y:= x2, jj:+ 
Since 
r-l 
B/A cz @ V/(x”), 
i=l 
where Ui = min (i, e - /z), we can find a I/-basis {x0, . , ‘A,- 1) of B such that 
1 X00&, XU’Z1, . ..) Y~‘cI,_r, ’ is a I/-basis of A (see [6, Chapter XV, Theorem 51). Here 
we let ao:= 0 = min(0, e -k). 
Stepl: {1,~,$2,...,J7e-1} and ~l,~~‘~,x~~~~,...,x’~ j’-r>are T/-basesofBand 
A, respectively. 
The idea of the proof of the claim is to replace successively q,, cur, x2,. by 
l,jj,jP )... 
Let us assume by induction that for some j, 0 I j I e - 1, { 1,4;, . ,4;j-‘, 
c(j,..., a,_l} and (1, .?I_$, . . . , x’~-l yj-‘, Xa’Xj, . . . , x’*-IIx,_~} are I/-basis of B 
and A, respectively, and further that 1, j7, . , jj are k-linearly independent 
modulo xB. We prove that, under these assumptions, rj can be replaced by 4;’ in 
both bases. 
We may write 
j-l e-1 
jj = C urp’ + 1 u,r,, 
r=o *=j 
with v, E V for every r = 0, . , e - 1. Since either v, E XV or v, is a unit in V, our 
assumption implies that v, is a unit in V for some Y 2 j. 
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We have 
j-l e-1 
XPJy’J = ,;, (x=‘u,)y”r + c (x%.b,, 
r=j 
and since xaljj E A, we get also 
i- 1 e-l 
XaJjJ = -c w,(x”rjq + 1 w,(x”c(,) 
r=O *=j 
for some wo,..., w,_~ E V. 
It follows that 
XU’V, = XcI’W, 
for every Y 2j. 
Ifj I e - h - 1, we get aj < a, hence V, E XV’ for every r 2 j + 1. Thus Uj = Wj must 
be a unit in V. 
If j 2 e - h, we have e -h = aj = a, for every r 2 j, so that v, = w, for every r 2 j 
and we may assume that Uj = Wj is a unit in V. 
In any case we have proved that yj and xa,jjj have the j’s component which is a unit 
in V. This clearly implies that Ccj can be replaced by jj in both bases, as wanted. 
Now let 2, p E k; if 
then i. E n n k, hence L = 0. Thus pjj E xB which implies p = 0 since j$xB. 
By the above claim we can replace a0 by 1 and rxi by j in the given basis. 
At this point we remark that for every i 2 3 we can write 
xi 
e-l 
-= 
X 
00 + VI? + 1 Vjclj, 
j=2 
hence 
e-1 e-l 
Xi = UOX + UlXy” + 2 UjXOZj = W(J + WlXy” + 1 Wj(X”‘aj). 
j=2 j=2 
This implies 
xi 
--EV+Vy”+xB 
X 
for every i 2 3. Hence 
B/xB=BjmB=A F,?,...,? @,A/m=k[j]. 1 
Since k [y”] is a k-vector space of dimension e, the vectors 1, j, . , jY_ ’ are k-linearly 
independent modulo xB. By induction, we get the first step of the proof. 
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Step 2. The Hilbert function of A. We have seen that 
e-h+1 
l,y,yZ )...( ye-h,4’ 
Ye-1 
)...)_ 
X 
Xh-l 
is a V-basis of A; from this we get 
Y 
r-hfl 
m= x, y,- , .ff > 
X 
Let 
we claim that for every s = 1,. , h, 
ms = (x, y)” + xs-ll. 
This is clear for s = 1. Let s 2 2; by induction on s we have 
ms = mm’-’ = [(x, y) + I] [(x, y)“-’ + x”-‘11 
s-1 
= (x,y)s + c xSP1-‘y’Z + xS-2z2. 
t=o 
The claim easily follows if we prove that 
(1) z2 G (x, y)2 + xl; 
(2) y’l c (x, y)‘+ l + x’l for every t 2 1. 
To prove this, let r 2 e - h + 1 be a given integer and for every p 2 -r set 
a .=x-P *+p 
P’ Y . 
We prove by induction on p that 
(***) UP E (x, y)2 + xl 
for every p. If -r I p I 0, we have 
UP = x-py*+“E (x, y)’ c (x, y)2, 
since -p 2 0 and r + p 2 0. If 0 I p I h - 2, we have 
Y *+P 
r-h+P+ 1 
ap = __ = (xy’_‘+h-l)y xp+l 
XP 
EXZ, 
since r 2 e - h + 1. If h - 1 s p, then r + p 2 r + h - 1 2 e. Since j’ = CT:,’ Viji, we 
may write 
r-1 
ye = C vixe-iyi, 
i=O 
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From this we get 
y*+P--e e-1 e-1 
Up= -----2”= C 
.YP 
L’j)i’ 
e-i-p 
Y 
r+i+p--r _ 
i=O 
- izO ciai+p-eE(Up-p,....a,~,)A. 
Since p - e 2 h - 1 - e 2 -r, we get the conclusion by induction on p. 
To prove (1) we just remark that a typical generator of I’ is 
1’ 
e-h+nt 
1 
r-h+q 
Y 
Zr-Zh+m+q 
--= 
Xrn xq y+4 
Hence. with r = 2e - 2h and p = m + y, the conclusion follows by (***). 
Asfor(2),wehaveforeveryp=l,...,h+l 
hence, again by (***), y1 c (x, y)’ + xl. By induction on t we get 
yfl = y(y’_‘Z) c y[(x,y)‘+ x’-‘I] c_ (X,y)f+l + s’-‘),I 
G (x, y)‘i-l + x2-l [(x, y)2 + XZ] G (x, yy + l + r’l. 
which proves (2) and the claim. 
Since 
( 
e-h+s 
m5=(.Y,L.)s+xs-lI=(x,y)s+ 5 
Y 
c- 1 
)....P 
1 
Xh-s ’ 
ms can be generated by s + 1 + h --s = h + 1 elements. hence 
HA(s) = dimk(m”/m”+l) I h + 1 
for every s = 0, . , h. 
By Macaulay’s theorem this implies that HA(,j) =,j + 1 for every ,j = h, , r - 1. 
We get 
f)j=e-H,(j)=e-j+l, j=h ,..., e-l, 
pj>e-h-11. 
From this it follows that 
j=2,...,h- 1. 
p=el-21-+$+2=(i)-(i) 
h-l e-1 
-2e+h+2> C (e-h-l)+ 1 (e-j-l) 
j=2 .j = h 
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= (h - 2)(e - h - 1) + (e - h)(e - 1) 
e- 1 
- 1 ,j = e2 -h2 -3e + 2h + 2 - e + h 
j=h 0 0 
=2[~]-2[~]-2e+h+2-(I;f[~]2 
e h 
=o 0 2-2 
- 2e + h + 2. 
This means 
pj=e-h-l 
for every j = 2, . . , h - 1, hence HA(j) = h + 1 for every j = 2,. , h - 1. Thus the 
Hilbert function of A is 
HA(j) = 
h+l, l<j<h, 
j+ 1, hlj<e-1, 
e, e - 1 I .j, 
and the Poincari series is 
PA(Z) = 
1 +hz+C;:;+lzj 
(l-z) ’ 
as required. 0 
It is clear that the bound 
holds for every Cohen-Macaulay local ring of positive dimension. We do not know 
whether the above rigidity theorem can be extended to the higher-dimensional case. 
However, we can prove the following results. 
Theorem 3.2. Let (A, m) be a Cohen-Macaulay local ring of dimension d = 2 and 
embedding codimension h. 
(1) If e, = (5) -(:) and e2 = (;) - (h:l), then depth(gr,(A)) L 1. 
(2) The following conditions are equivalent: 
(a) ei = (;) - (2) and e2 = (5) - (“:‘); 
(b) PA(z) = (1 + hz + C;S,‘+ 1 z’)/(l - z)‘. 
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Proof. Let x E m, x$m2 be a superficial element and a nonzero divisor in A; then 
A and B := A/(x) have the same embedding codimension and the same e and el. By 
Theorem 3.1 we get P,(z) = (1 + hz + CFZi+ 1 z’)/(l - z), hence 
e2(B)=(;)-(“i ‘)=e2cai. 
By Proposition 1.2, this implies that x is a nonzero divisor in grm(A). From this we get 
depth(gr,(il)) 2 1, as required. 
As for the second part, it is clear that we need only to prove that (a) implies (b). By 
(1) we can find an element x E m, x$m’ such that X is a nonzero divisor in grm(A). By 
Proposition 1.1 we get 
PA(Z) = PA,&)(l - 4. 
The conclusion follows by Theorem 3.1 since dim(A/(x) = 1, ej(A/(x)) for everyj 2 0. 
and A/(x) has embedding codimension h. 0 
The above result be improved in the case e = h + 2. 
Proposition 3.3. Let (A, m) be a Cohen-Macaulay local ring of dimension d = 2. 
embedding codimension h and multiplicity e = h + 2. The following conditions are 
equivalent: 
(1) Pa(z) = (1 + hz + z h+i)/(l - z)2; 
(2) e, = 2h + 1; 
(3) e2 = (h+Z1). 
Proof. It is clear that (1) implies (2) and (3). Let us now prove that (2) implies (3). We 
have 
hence 
hA(X) = e(X + 1) -el = eX + e - 1 = eX - (h - 1) = eX - (e - 3). 
By [17, Corollary 5.81, we get depth(gr,(A)) = 1 and the result follows by Theorem 
3.1. 
Finally let 
Coming back to the notation of Section 2, we have 
p:= e, - 2e + h + 2 = e, -h - 2. 
58 J Elias et al. iJournal of’Pure and Applied Algebra 108 (1996) 35-60 
Since 
we get 
p12h+l-h-2=h-1, 
hence 
p+2<h+l=e-1. 
It follows that 
t:= min(p + 2, e - 1) = p + 2, 
so that n = 1. 
We get by Theorem 2.3, 
The conclusion follows by Theorem 2.3. 0 
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Note added in proof 
After the paper was sent to the journal, we have seen the preprint “Hilbert 
coefficients and the depths of associated graded rings” by Huckaba and Marley where 
the following result is proved in a more general case. 
Theorem. Let (A, m) be a local Cohen-Macauluy ring and J = (x1, . . . ,xk) where 
(x 1, . . . , xk) is part of a minimal reduction of m. 
If depth grmlJ(A/J) 2 1, then depth grm(A) 2 k + 1. 
Using this result the following improvements of Theorem 2.3 and Proposition 2.4 
can be achieved. 
Theorem 2.3. Let (A, m) be a Cohen-Macaulay locul ring qf dimension d 2 1 and 
embedding codimension h. Then 
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(1) e2 I e - h - 2 + (t - n - l)(p + 2) - (‘;“) + (“:‘). 
(2) If equality holds in (l), then depth grm(A) 2 A - 1. 
(3) Equality holds in (1) if and only if 
(1 - z)~P~(z) = 1 + hz + (e - h - 2)z2 + [(t) + t - 2 - p]~‘-~-’ 
+ [,, - (“:I) - t + 33z’-” + i zj. 
j=t-H+ 1 
Proposition 2.4. Let (A, m) be a Cohen-Macaulay local ring of dimension d 2 1 and 
embedding codimension h. 
(a) Zfel = e + 1, then depth grm(A) 2 d - 1. 
(b) The following conditions are equivalent: 
(1) eI = e + 1. 
(2) PA(z) = (1 + hz + 2z2)/(1 -z)” or PA(z) = (1 + hz + z3)/(l - z)~. 
Since the above results are proved in the paper for d I 2, we can assume that d 2 3. 
Let (x1, . . . , xd) be a minimal reduction of m and J = (x1, . , xdp2). We have 
ei(A) = ei(A/J) for i = 0, 1,2, A and A/J have the same embedding codimension h and 
dim(A/J) = 2. By the result of Huckaba and Marley, if we prove that depth 
gr,;J(A/J) 2 1, then depth gr,,,(A) 2 d - 1; this implies that XT, , xz_ 1 form a regu- 
lar sequence in grm(A). In particular we get (1 - z)~~’ PA(z) = P,:J(z). Hence all the 
statements follow by the case d = 2. 
Finally we remark that the same kind of argument gives an extension of The- 
orem 3.2 and Proposition 3.3 to the case of Cohen-Macaulay local rings of any 
positive dimension d. 
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