Abstract. In this article, we study several equivalent notions of homomorphism between locally compact quantum groups compatible with duality. In particular, we show that our homomorphisms are equivalent to functors between the respective categories of coactions. We lift the reduced bicharacter to universal quantum groups for any locally compact quantum group defined by a modular multiplicative unitary, without assuming Haar weights. We work in the general setting of modular multiplicative unitaries.
Introduction
Let (C, ∆ C ) and (A, ∆ A ) be two C * -bialgebras. A Hopf * -homomorphism between them is a morphism f : C → A that intertwines the comultiplications, that is, the following diagram commutes:
(Throughout this article, C * -tensor products are spatial, and a morphism between two C * -algebras A and B is a non-degenerate *-homomorphism from A to the multiplier algebra M(B) or, equivalently, a strictly continuous unital *-homomorphism M(A) → M(B). Thus C * -algebras with the above morphisms form a category.) These Hopf * -homomorphisms are the right morphisms between compact quantum groups (see [8] ) and, more generally, between amenable quantum groups. For locally compact groups, however, they are not appropriate because they do not behave well for reduced group C * -algebras. It is easy to see that a group homomorphism f : G → H induces Hopf * -homomorphisms from C 0 (H) to C 0 (G) and from C * (G) to C * (H). But the latter does not always descend to the reduced group C * -algebras. For instance, the constant map from G to the trivial group {1} induces a Hopf * -homomorphism C * r (G) → C * r ({1}) = C if and only if G is amenable. Thus Hopf * -homomorphisms are not compatible with duality, unless we use full duals everywhere: a Hopf * -homomorphism from C to A need not induce a Hopf * -homomorphism fromÂ toĈ.
More satisfactory notions of quantum group morphisms are introduced by Ng [4] and later by Kustermans [3] . While we wrote the first version of this article, we were unaware of Ng's article [4] and, therefore, duplicated some of his work.
The theory in [4] works well provided quantum groups are defined by multiplicative unitaries that lift to the universal quantum groups. More precisely, the issue is to lift the (reduced) bicharacter in UM(Ĉ ⊗ C) to a bicharacter in UM(Ĉ u ⊗ C u ), whereĈ u and C u denote the universal quantum groups associated to the quantum groupsĈ and C, respectively. (We write UM(A) for the group of unitary multipliers of a C * -algebra A, and U(H) for the unitary group on a Hilbert space H.) Multiplicative unitaries that lift to UM(Ĉ u ⊗C u ) are called basic in [4, Definition 2.3] , and several sufficient conditions for this are found in [4] . Kustermans [3] gets such a lifting from Haar weights. Here we establish that all modular multiplicative unitaries are basic, so that the theory in [4] works very generally.
The definition of locally compact quantum group we adopt here is the one by Sołtan and the third author based on modular multiplicative unitaries (see [6] ) and not assuming Haar weights. The description of quantum groups by multiplicative unitaries goes back to Baaj and Skandalis [2] .
We now briefly list the equivalent notions of quantum group homomorphism that we study. The most fundamental notion comes from the point of view that quantum groups encode symmetries of C * -algebras, in the form of coactions. Let C * alg(A) be the category of C * -algebras with a continuous coaction of (A, ∆ A ), with A-equivariant morphisms as arrows. Forgetting the coaction provides a functor For to the category C * alg of C * -algebras without extra structure. A quantum group homomorphism from (C, ∆ C ) to (A, ∆ A ) is a functor (1.1) F : C * alg(C) → C * alg(A) with For • F = For.
A Hopf * -homomorphism f : C → A clearly induces such a functor: compose a coaction D → D ⊗ C with id D ⊗ f to get a coaction of A. While the definition in (1.1) is conceptually clear, it is hard to work with. We provide several more concrete descriptions of quantum group homomorphisms.
A Hopf * -homomorphism f : C → A yields a unitary multiplier
which is a bicharacter, that is, (1.2) (∆Ĉ ⊗ id A )V = V 23 V 13 and (idĈ ⊗ ∆ A )V = V 12 V 13 .
We show that bicharacters in UM(Ĉ ⊗ A) correspond to quantum group homomorphisms from C to A and therefore call them bicharacters from C to A. Bicharacters were already interpreted as homomorphisms of quantum groups in [4] , where they are called W C -W A -birepresentations. Bicharacters are nicely compatible with duality. If V is a bicharacter from C to A, then σ(V * ) is a bicharacter fromÂ toĈ, where we use the coordinate flip
A Hopf * -homomorphism f : C → A is determined by the bicharacter V f because elements of the form (ω ⊗ id C )(W C ) for linear functionals ω onĈ are dense in C and
. Furthermore, if f admits a dual quantum group homomorphismf :Â →Ĉ, then these two are related by
The standard Hilbert space representations ofĈ and A turn a bicharacter V into a unitary operator V = V f on H C ⊗ H A that satisfies the two pentagonal equations We show that concrete bicharacters and hence bicharacters form a category. The composition of two bicharacters V C→A ∈ UM(Ĉ ⊗ A) and
is the unique V C→B ∈ UM(Ĉ ⊗ B) that satisfies
As expected, the composition of a bicharacter V C→A ∈ UM(Ĉ ⊗ A) with the bicharacter V f of a Hopf * -homomorphism f : A → B yields (idĈ ⊗ f )(V C→A ). Previously, it was suggested to define quantum group homomorphisms by passing to universal quantum groups [7] . Moreover, Kustermans [3] shows that the Hopf * -homomorphisms between universal quantum groups correspond to certain coactions on the von Neumann algebraic versions of these quantum groups.
The universal property that defines the universal quantum group (C u , ∆ u ) of a quantum group (C, ∆) immediately implies that bicharacters from C to A correspond bijectively to Hopf * -homomorphisms C u → A. We show that such bicharacters lift uniquely to bicharacters from C to A u . Thus quantum group homomorphisms C → A are in bijection with Hopf * -homomorphisms C u → A u . The composition of bicharacters corresponds to the usual composition of Hopf * -homomorphisms between universal quantum groups.
There is a bijective correspondence between bicharacters and certain coactions. A right quantum group homomorphism from C to A is a morphism ∆ R : C → C ⊗ A such that the following two diagrams commute:
A bicharacter V ∈ UM(Ĉ ⊗ A) yields a right quantum group homomorphism
The bicharacter corresponding to ∆ R is the unique unitary V ∈ UM(Ĉ ⊗ A) with
Given a functor F : C * alg(C) → C * alg(A) with For • F = For, we get such a right coaction ∆ R by applying F to the coaction ∆ C on C. In this way, right quantum group homomorphisms are equivalent to functors as in (1.1).
The following technical result is a crucial tool in this article. If a, b ∈ B(H A ) satisfy W(a⊗1) = (1⊗b)W, then already a = b ∈ C·1. This implies that a multiplier of A is constant if it is left or right invariant. This result is already known in the presence of Haar weights. We establish it in the more general framework of [6] .
Invariants are constant
Let (C, ∆ C ) and (A, ∆ A ) be two quantum groups in the sense of [6] . That is, they are obtained from modular multiplicative unitaries W C ∈ U(H C ⊗ H C ) and
and W A ∈ UM(Â ⊗ A) be their reduced bicharacters. Being constructed from modular multiplicative unitaries, our locally compact quantum groups are concrete C * -algebras, represented on some Hilbert space. However, several non-equivalent multiplicative unitaries may give the same locally compact quantum group, that is, isomorphic pairs (C, ∆ C ). Therefore, we distinguish between elements of C * -algebras such asĈ ⊗C and the Hilbert space operators they generate in the representation ofĈ ⊗ C. For a unitary multiplier U ofĈ ⊗ C, we write U for U considered as an operator on the Hilbert space H C ⊗H C , whereĈ, C ⊆ B(H C ). In particular, this applies to the reduced bicharacter W C ∈ UM(Ĉ⊗C) and the modular multiplicative unitary W C ∈ U(H C ⊗ H C ). Whereas W C is uniquely determined by (C, ∆ C ), W C is not unique in any sense. Recall the following properties: 
for all x, z ∈ H, y ∈ D(Q) and u ∈ D(Q −1 ). The modularity condition for W yields
In this formula, W(x ⊗ Q −1 u) runs through a dense subset of H ⊗ H. Therefore, we may replace W(
Now we reverse the above computation without W and W, using the self-adjointness of Q. This yields
we regularise a and b. For a ∈ B(H) and n ∈ N, we define
We will show below that
The first part of the proof now yields R n (a) = R n (b) = λ n 1 for all n ∈ N. If n → ∞, then R n (a) and R n (b) converge weakly towards a and b, respectively. Hence we get a = b = λ1 for some λ ∈ C in full generality. It remains to establish (2.7). Let x, y ∈ D(Q). Then the function
is well-defined, bounded, and continuous in the strip Σ := {z ∈ C : − 1 ≤ Im z ≤ 0} and holomorphic in the interior of Σ. In particular, for t ∈ R :
By Cauchy's Theorem, the integrals of f x,y (z)δ n (z) along the lines R + is for 0 ≤ 1 ≤ s do not depend on s. For s = 0 and s = 1, (2.8) shows that the integrals are (Qx | R n (b) * | y) and
respectively. Their equality shows that (Qx
, then the first part of the theorem applies to the slices (id ⊗ µ)(a) and
Corollary 2.9. Let (C, ∆ C ) be a quantum group constructed from a manageable (or, more generally, from a modular) multiplicative unitary 
which is necesssarily unique) if and only if
is determined by its image V ∈ U(H C ⊗ H A ), and (3.2) and (3.3) are equivalent equations of unitary operators on
. This is equivalent to (3.5) . A similar argument shows that (3.3) is equivalent to (3.6) .
It remains to show that a unitary V on H C ⊗ H A that satisfies (3.5) and (3.6) necessarily belongs to M(Ĉ ⊗ A). We argue as in the proof of [9, Theorem 1.6.2]. The unitary V is adapted to W A in the sense of [9] by (3.6). Rewriting (3.6) as
Remark 3.8. The criterion in Lemma 3.4 has the merit of using only the language of multiplicative unitaries and pentagon equations. But the same quantum group may be generated by different multiplicative unitaries. Since W C only depends on (C, ∆ C ) by [6] , bicharacters from C to A depend only on (A, ∆ A ) and (C, ∆ C ). Now we define the composition of (concrete) bicharacters as in [4, Lemma 2.5]. Let (B, ∆ B ) be another quantum group.
or, equivalently,
We also briefly write V C→B = V A→B * V C→A .
Lemma 3.11. For any two bicharacters V C→A and V A→B , there is a unique composition V
C→B , and it is a bicharacter from C to B.
. We are going to use Theorem 2.6 to show thatṼ ∈ UM(Ĉ ⊗ 1 ⊗ B).
the first step uses (3.6); the second step uses (3.5) for V A→B ; the third step uses that V commute. Now Theorem 2.6 shows that V ∈ UM(Ĉ ⊗ 1 ⊗ B). This is the unique solution for (3.10).
The following computation yields (3.5) forṼ :
The first step uses (3.5); the second step uses properties of Σ and that W Proof. Only associativity of the composition is non-trivial. This may be establised by a direct composition similar to the ones above. We omit it because associativity follows immediately from Theorem 4.15 or from Proposition 6.3 below, which translate the composition into a diffrent language where associativity is obvious.
Recall that the dual of a multiplicative unitary W is the multiplicative unitarŷ W := ΣW * Σ. Correspondingly, the reduced bicharacter of the dual quantum group isŴ := σ(W * ). Here σ :Ĉ ⊗ C → C ⊗Ĉ is the tensor flip automorphism and Σ : H C ⊗ H C → H C ⊗ H C is the tensor flip unitary. A similar duality works for all bicharacters: Proposition 3.14. Let V ∈ UM(Ĉ ⊗ A) be a bicharacter from C to A and let V ∈ U(H C ⊗ H A ) be the corresponding concrete bicharacter. Then
are a bicharacter fromÂ toĈ and the correponding concrete bicharacter. Here we identify the double dual of (A, ∆ A ) again with (A, ∆ A ). This duality is a contravariant functor on the bicharacter category.
Proof. We check (3.2) forV using (3.3) for V :
A similar computation yields (3.3) forV . A quantum group and its dual are canonically represented on the same Hilbert space, and the flip σ on operators is implemented by conjugating by Σ. HenceV := ΣV * Σ. Functoriality follows from the following computation:
The following result generalises [6, Lemma 40] and is proved by the same idea. 
Proof. Let ϕ ∈Ĉ * and ψ ∈ A * be entire analytic for (τĈ t ) and (τ A t ), respectively. Let
and
Polar decomposition of the antipodes κĈ and κ A ([9, Theorem 1.5]) shows that
Letκ A be the closure of κ A with respect to the strict topology on M(A). Then [9, Theorem 1.6(4)] yieldsκ
for all ω ∈Ĉ * . Applying ψ z to both sides and using that ω is arbitrary, we get
Interchanging the roles of A andĈ and replacing V by ΣV * Σ and ψ by ϕ, we get
Both formulas together yield
Inserting ϕ • κĈ and ψ • κ A into (3.18) instead of ϕ and ψ yields
This shows that (ϕ z ⊗ ψ z )(V ) is a periodic function of period i. Being bounded as well, Liouville's Theorem shows that it is constant, that is,
for all z ∈ C. Putting z = − i /2 in (3.18) and using (3.19) yields
This proves (RĈ
Besides taking duals, we may also take the opposite or coopposite of a quantum group, where we change the order of multiplication or comultiplication. We remark without proof that these constructions are (covariant) functors on the bicharacter category. The opposite-coopposite of a quantum group is isomorphic to the original quantum group via the unitary antipode because it is an antihomomorphism both for the algebra and the coalgebra structure. The first part of Proposition 3.15 shows that this isomorphism acts identically on bicharacters.
Example 3.20. We give an interesting example of a concrete bicharacter from the definition of modular multiplicative unitaries.
Let (C, ∆) be a quantum group generated by a modular multiplicative unitary W on H ⊗ H. The opposite quantum group (C op , ∆) is generated by a modular multiplicative unitary acting on H ⊗ H for the complex-conjugate Hilbert space H. An operator w on H induces a transpose operator w T on H by w T (ξ) := w * ξ for all ξ ∈ H. The unitary operator (W * ) T⊗T on H ⊗ H is multiplicative and gives rise to the quantum group (C,∆) where
The quantum group (C,∆) is isomorphic to (C op , ∆). Thus the dual (Ĉ,∆) is isomorphic to the dual of the opposite quantum group ( C op ,∆), where Hence (3.22) yields W ∈ UM(Ĉ ⊗ C). We compute
Now Lemma 3.4 shows that W is a bicharacter from (C,∆) to (C, ∆ op ).
Passage to universal quantum groups
In this section we show that our quantum group homomorphisms are equivalent to Hopf * -homomorphisms between the associated universal quantum groups, which were previously suggested as a suitable notion of quantum group homomorphism. Moreover, on the way, we shall show that every reduced bicharacter admits a unique bi-lift to a universal bicharacter. Thus modular (or manageable) multiplicative unitaries are basic in the sense of [4, Definition 2.3] .
Let (C, ∆ C ) be a quantum group in the sense of [6] . The associated universal quantum group (C u , ∆ C u ), also introduced in [6] , is a C*-bialgebra, that is, a C*-algebra equipped with a coassociative comultiplication. While its structure is similar to that of a locally compact quantum group, it is usually not generated by a modular multiplicative unitary. Thus the theory above does not apply to it.
The universal dual carries a left corepresentation V ∈ UM(Ĉ ⊗ C u ) ofĈ that is universal in the following sense: for any left corepresentation U ∈ UM(Ĉ ⊗ D) there is a unique morphism ϕ : C u → D with U = (idĈ ⊗ ϕ)(V). This universal property characterises the pair (C u , V) uniquely up to isomorphism. The comultiplication on C u is defined so that idĈ ⊗ ∆ C u maps V to the left corepresentation V 12 V 13 . Thus V is a bicharacter and may be interpreted as a quantum group homomorphism from C to C u . This is, however, not literally true because C u is not a quantum group in our sense.
Proof. A Hopf * -homomorphism ϕ : C u → A is also a morphism from C u to A and thus corresponds to a left corepresentation V ∈ UM(Ĉ ⊗ A), which is determined by the condition (idĈ ⊗ ϕ)(V) = V . The Hopf
A is a Hopf * -homomorphism if and only if the corepresentation V also satisfies (idĈ ⊗ ∆ A )(V ) = V 12 V 13 . That is, V is a bicharacter.
Corollary 4.3. Any Hopf
Proof. By Proposition 4.2, a Hopf * -homomorphism ϕ : C u → A corresponds to a bicharacter V in UM(Ĉ ⊗ A). By Proposition 3.14, σ(V * ) is a bicharacter fromÂ toĈ, which yields a Hopf * -homomorphism ϕ :Â u →Ĉ by Proposition 4.2.
We are going to show that Hopf * -homomorphisms from (C u , ∆ C u ) to (A, ∆ A ) lift uniquely to Hopf * -homomorphisms from (C u , ∆ C u ) to (A u , ∆ A u ). Together with Proposition 4.2, this yields a bijection between homomorphisms of quantum groups in our sense and Hopf * -homomorphisms between the associated universal quantum groups. The main ingredient is the universal bicharacter X ∈ UM(Ĉ u ⊗ C u ). For quantum groups with Haar weights, it is constructed in [3, Proposition 6.4]. First we carry this construction over to the setting of [6] .
The bicharacter W of C is also a left corepresentation. Hence the universal property yields a reducing *-homomorphism Λ :
The constructions above for the dual of C yields a maximal left corepresentatioñ V ∈ UM(Ĉ u ⊗ C) of C and a reducing *-homomorphismΛ :Ĉ u →Ĉ with
We want to find X ∈ UM(Ĉ u ⊗C u ) with (Λ⊗id C u )(X ) = V and (idĈ u ⊗Λ)(X ) =Ṽ. Using (2.2), we may rewrite the fact thatṼ is a corepresentation in the second variable as a pentagon equation
Similarly, using (2.3) and that V is a corepresentation in the first variable, we get the pentagon equation
In both cases, we represent the second tensor factors C andĈ (faithfully) on H C to make sense of the pentagon equation. We may now characterise X by a variant of the pentagon equation as in [3, Proposition 6.4].
Proposition 4.8. There is a unique
X ∈ UM(Ĉ u ⊗ C u ) such that V 23Ṽ12 =Ṽ 12 X 13 V 23 in UM(Ĉ u ⊗ K(H C ) ⊗ C u ).
Moreover, this X is a bicharacter, and it satisfies
Obviously, this unitary is the unique solution of our problem. Then we establish that X is a bicharacter.
The first step follows once again from Theorem 2.6. We compute the first step is the definition of X ′ ; the second step uses (4.6); the third step uses (4.7) twice; the fourth step uses that V * 34 and W 12 commute; the fifth step again uses (4.6); and the sixth step follows because V 34 andṼ 12 commute. Now Theorem 2.6 yields X ′ ∈ UM(Ĉ u ⊗ 1 ⊗ C u ), so that X exists. Now we show that X is a corepresentation in the second variable:
A similar computation works in the first variable. Thus X is a bicharacter.
The following computation yields (4.9): 
Proposition 4.14. A bicharacter in UM(Ĉ ⊗ A) lifts uniquely to a bicharacter in
Proof. These liftings are unique by Lemma 4.13. It remains to prove existence. Let V ∈ UM(Ĉ ⊗ A) be a bicharacter. By Proposition 4.2, it corresponds to a Hopf
is again a bicharacter (see Proposition 3.14). Repeating the above step we lift it to a bicharacter
Recall that bicharacters form a category and that duality is a functor on this category. Hopf * -homomorphisms A u → C u also form the arrows of a category.
Theorem 4.15. There is an isomorphism between the categories of locally compact quantum groups with bicharacters from C to A and with Hopf
* -homomorphisms C u → A u as morphisms C → A, respectively. The bicharacter associated to a Hopf * -homomorphism ϕ : C u → A u is (ΛĈ ⊗ Λ A ϕ)(X C ) ∈ UM(Ĉ ⊗ A).
Furthermore, the duality on the level of bicharacters corresponds to the duality ϕ →φ on Hopf
* -homomorphisms, whereφ :Â u →Ĉ u is the unique Hopf
Proof. Propositions 4.2 and 4.14 yield bijections from Hopf * -homomorphisms C u → A u to bicharacters from C to A u and on to bicharacters from C to A. We must check that this bijection preserves the compositions and the duality. We first turn to the duality because we need this to establish the compatibility with compositions.
Let ϕ : C u → A u be a Hopf * -homomorphism. Let V := (ΛĈ ⊗ Λ A ϕ)(X C ) ∈ UM(Ĉ ⊗ A) be the associated bicharacter. The duality on the level of bicharacters yields the bicharacter σ(V * ) ∈ UM(A ⊗Ĉ) fromÂ toĈ. This corresponds to a unique Hopf * -homomorphismφ :
we use XÂ = σ(X A ) * to rewrite this as
Both (id ⊗ ϕ)(X C ) and (φ ⊗ id)(X A ) are bicharacters. Applying Lemma 4.13 to both tensor factors, we get first
. This yields the asserted description of duality. Now let ϕ : C u → A u and ψ : A u → B u be Hopf * -homomorphisms and let V C→A ∈ UM(Ĉ ⊗ A) and V A→B ∈ UM(Â ⊗ B) be the corresponding bicharacters,
where we use the dual quantum group homomorphismφ :
Hence V A→B * V C→A is the bicharacter associated to ψ • φ. Thus our bijection is compatible with compositions. 
Right and left coactions
(5.4) (idĈ ⊗ ∆ R )(W) = W 12 V 13 .
This unitary is a bicharacter.
Conversely, let V be a bicharacter from C to A, and let V ∈ U(H C ⊗ H A ) be the corresponding concrete bicharacter. Then
defines a right quantum group homomorphism from C to A. These two maps between bicharacters and right quantum group homomorphisms are inverse to each other.
Proof. First we check thatṼ := W
that is,Ṽ = V 13 for some V ∈ UM(Ĉ ⊗ A). This is the unique V that verifies (5.4). We compute
the first equality is the definition ofṼ , the second one uses (2.1) and (2.2), the third one (1.5), the fourth one uses (2.4), and the last one is trivial. Now Theorem 2.6 yieldsṼ = V 13 for some V ∈ UM(Ĉ ⊗ A).
Next we verify that V is a bicharacter. We check (3.2):
the first two equalities use (5.4) and that ∆Ĉ is a *-homomorphism; the third equality uses (2.5); the fourth one uses (5.4) again; and the final step uses that W 13 and V 24 commute. The following computation yields (3.3):
the first equality follows from (5.4); the second one from (1.5); the third and fourth equalities from (5.4). Thus we have constructed a bicharacter V from a right quantum group homomorphism.
Conversely, let V ∈ UM(Ĉ ⊗ A) be a bicharacter. We claim that (5.5) defines a morphism from C to C ⊗ A. Recall that slices of W by linear functionals ω ∈ B(H) * generate a dense subspace of C. On x := (ω ⊗ id H )(W), we compute
and this belongs to M(C ⊗ A). Thus ∆ R (C) ⊆ M(C ⊗ A). It is clear from the definition that ∆ R is non-degenerate.
We may also rewrite the above computation as
Since ω is arbitrary, (5.4) holds for ∆ R and our original bicharacter V . Now we use (5.4) to check that ∆ R is a right quantum group homomorphism. The first diagram in (1.5) amounts to
because slices of W generate C. This follows from (5.4) and (2.4): both sides are equal to W 12 W 13 V 14 . Similarly, the second diagram in (1.5) amounts to
which follows from (5.4) and (3.3) because both sides are equal to W 12 V 13 V 14 .
Thus a bicharacter V yields a right quantum group homomorphism ∆ R . Since these are related by (5.4), we get back the original bicharacter from this right quantum group homomorphism. It only remains to check that, if we start with a right quantum group homomorphism ∆ R , define a bicharacter by (5.4) and then a right quantum group homomorphism by (5.5), we get back the original ∆ R . We may rewrite (3.5) as
using (5.4) . This implies that the original ∆ R satisfies (5.5) because the slices of W by linear functionals onĈ span a dense subspace of C. Definition 5.6. A left quantum group homomorphism from (C, ∆ C ) to (A, ∆ A ) is a morphism ∆ L : C → A ⊗ C such that the following two diagrams commute:
This unitary is a bicharacter. Conversely, let V be a bicharacter from C to A, let V ∈ U(H C ⊗ H A ) be the corresponding concrete bicharacter, and defineV as in Proposition 3.14. Let R A and R C be the unitary antipodes of A and C. ThenV
is a left quantum group homomorphism from C to A. These two maps between bicharacters and left quantum group homomorphisms are bijective and inverse to each other.
Proof. As in the proof of Theorem 5.3, it may be shown that there is a unique V satisfying (5.8) and that ∆ L is a well-defined left quantum group morphism C → A ⊗ C. The only point in the proof of Theorem 5.3 that must be modified is to show that ∆ L given by (5.9) satisfies (5.8). We compute:
the first step uses Proposition 3.15 for W, the second one uses (5.9), the third one is trivial, the fourth one uses (3.5) , and the last one follows from Proposition 3.15 and the antimultiplicativity of RĈ . 
Furthermore, ∆ L and ∆ R are associated to the same bicharacter V ∈ UM(Ĉ ⊗ A) if and only if the following diagram commutes:
Proof. Since slices of W C span a dense subspace of C, (5.10) commutes if and only if
Let V andṼ be the bicharacters associated to ∆ L and ∆ R , respectively. Equations (5.4) and (5.8) imply that both sides of (5.12) are equal to V 12 W 13Ṽ14 .
The diagram (5.11) commutes if and only if Proof. Equations (5.5) and (5.9) show that left and right quantum group homomorphisms are injective. We only prove continuity for right quantum group homomorphisms, the left case is analogous. Let ∆ R : C → C ⊗ A be a right quantum group homomorphism with associated bicharacter V ∈ UM(Ĉ ⊗ A). We must show that the linear span of ∆ R (C)(1 ⊗ A) is dense in C ⊗ A. We may replace C by the dense subspace of slices (ĉµ ⊗ id C )W C for µ ∈Ĉ andĉ ∈Ĉ, whereĉµ ∈Ĉ ′ is defined bŷ cµ(x) := µ(xĉ) forĉ ∈Ĉ, µ ∈Ĉ ′ , and x ∈Ĉ. We have
Here V 13 (ĉ ⊗ 1 ⊗ a) ranges over a linearly dense subset ofĈ ⊗ 1 ⊗ A. Hence we do not change the closed linear span if we replace this expression byĉ ⊗ 1 ⊗ a. This leads to
and these elements span a dense subspace of C ⊗ A as asserted.
Functors between coaction categories
Let C * alg denote the category of C * -algebras with morphisms (non-degenerate *-homomorphisms A → M(B)) as arrows. For a locally compact quantum group (A, ∆ A ), let C * alg(A) or C * alg(A, ∆ A ) denote the category of C * -algebras with a continuous, injective A-coaction, together with A-equivariant morphisms as arrows. Lemma 5.14 shows that left and right quantum group homomorphisms provide objects of our category.
Let For : C * alg(C) → C * alg be the functor that forgets the C-coaction. We now describe quantum group homomorphisms using functors F : C * alg(C) → C * alg(A) with For • F = For. In particular, we show that a right quantum group homomorphism induces such a functor. The results in this section answer a question posed to us by Debashish Goswami. Then there is a unique continuous coaction α of (A, ∆ A ) on D such that the following diagram commutes: 
be the left quantum group homomorphism satisfying (5.11). We compute
where the first and third equality use that γ is coassociative, the second one uses (5.11), and the fourth one is trivial.
The second diagram in (1.5) and several applications of (6.2) imply
The map α is injective as well. We check that α is continuous. Since ∆ L and γ are continuous, When we apply F to the coaction ∆ C : C → C ⊗ C, we get an A-coaction ∆ R : C → C ⊗ A. Being a coaction, it makes the second diagram in (1.5) commute. We will see later that the first diagram in (1.5) also commutes. First we use naturality to show that (6.2) with α = F (γ) commutes for any coaction of C, so that ∆ R determines the functor F .
To begin with, we consider the coaction
Next we consider the coaction id
Since this holds for all projections P and since these projections generate K(H), we get This means that (6.2) commutes with α := F (γ). Finally, specialising (6.2) to the coaction ∆ C on C shows that the first diagram in (1.5) commutes. Thus ∆ R is a right quantum group homomorphism that generates F . The construction also shows that ∆ R is unique. Furthermore, the bicharacter associated to γ is the composition of the bicharacters associated to β and α.
Proof. Theorem 6.1 shows that F α maps the coaction ∆ C to α. This is mapped by F β to the unique morphism making (6.4) commute. Thus F β • F α maps ∆ C to γ, forcing F β • F α = F γ . Theorem 6.1 yields a unique continuous right coaction γ of (B, ∆ B ) on (C, ∆ C ) making (6.4) commute. It is not hard to show that this is a right quantum group homomorphism. Anyway, we want to convince ourselves that this construction corresponds to the composition of bicharacters. 
the first step uses (5.4); the second step uses (3.3) ; the third and the last step use (5.4). Proposition 6.3 yields β * α = (id C ⊗ f )α. Hence the composition
Example 6.6. Now assume that V C→A is constructed from a Hopf * -homomorphism f :Â →Ĉ, that is, V C→A = (f ⊗ id A )(W A ). Then the composition V C→B is (f ⊗ id)(V A→B ). This follows easily from Example 6.5 because C →Ĉ is a contravariant functor on bicharacters. Proof. Instead of giving a direct proof, we reduce this to Theorem 6.1. A corepresentation of C on H is equivalent to a coaction of C on the C * -algebra K(H ⊕ C) that restricts to the trivial coaction on the corner C = K(C) and hence leaves the corner K(H) invariant (see [1, Proposition 2.8] ). A right quantum group homomorphism allows us to turn this C-coaction on K(H ⊕ C) into an A-coaction on K(H ⊕ C), which still fixes the corner C by functoriality and hence comes from an A-corepresentation on H.
