Introduction
Consider the statistical model , and P λ,1 is the exponential distribution with probability density function (pdf) f λ,1 = λ −1 exp(−x/λ) and the cumulative distribution function (cdf) denoted by F λ, 1 . The problem consists in estimating λ. As in [3] , suppose that the model has been conceived as an approximation only and actually the underlying distribution is P λ,p with pdf f λ,p = λ −1 exp(−(x/λ) p )
rather than P λ,1 the shape parameter p being unknown. The extension of M 1 will be formally described by the mapping π from {P λ,1 : λ > 0} into the family of all probability measures on (R for some p 1 and p 2 (0 < p 1 ≤ 1 ≤ 2.16). Now the problem is to construct an estimate of λ in the model M 1 which would be robust under the extension π. We shall be interested in robustness with respect to two properties of estimates: bias and mean square error. As in [3] , for an estimate T define
where E λ,p T is the expectation of T under the distribution P λ,p . Let S be another estimate of λ. We define T as more bias-robust (b-robust for short) than S if b T (λ) ≤ b S (λ) for all λ > 0 with strict inequality for at least one value of λ. We define T as the most b-robust in a class T of estimates if T is more b-robust than any S ∈ T . The following two classes of estimates which are unbiased in the original model M 1 are of special interest: given a sample size n, let
where X 1:n ≤ X 2:n ≤ · · · ≤ X n:n are order statistics. The condition
is obviously equivalent to the condition
where e j:n = E 1,1 X j:n . The most b-robust estimate of λ in the class T + n under the extension π has been constructed in [3] , and a generalization to some other extensions has been presented in [1] . Keeping in mind the bias of an estimate T as its property under consideration we define the infinitesimal bias-robustness (ib-robustness for short) of T as
Our aim is to construct the most ib-robust estimates in T + n and in T n , i.e. an estimate T such that ib T (λ) ≤ ib S (λ) for S ∈ T + n ; (respectively, T n ). The results will be presented in Section 2. Observe that
The mean square error of an estimate T defined as E λ,p (T − λ)
2 is another property of importance for applications. Define the infinitesimal mean-square-error robustness (iv-robustness for short) of T as
where
The most iv-robust estimates in T + n and in T n will be presented in Section 3. We close the Introduction with the following two remarks: 1. We are interested in robust estimates in small samples (non-asymptotic theory). The numerical results for some small values of the sample size n will be given. The algorithms of computations for any finite n will become clear. 2. The results depend heavily on the kind of extension of the original mode1. We shall illustrate the fact considering along with π the extension
where P * λ,p is the distribution with pdf
i.e. the gamma distribution. Under a non-infinitesimal approach Bartoszewicz [1] showed that the most b-robust estimate in T + n under π * is X n:n /(1 + 1/2 + · · · + 1/n) while that under π is nX 1:n . Some numerical results for the extension π * will be presented simultaneously with those for π. We use the following short notation:
The symbols e j:n , e ij:n and V ij:n stand for e j:n (1), e ij:n (1) and V ij:n (1), respectively. X j is a minimum variance unbiased estimate for λ in M 1 . Under the distribution P 1,p we have
so that the infinitesimal robustness ofX n under the extension π is of the form ibX n (λ) = λ d dp
where γ = 0.577216 is Euler's constant. Consider an estimate
According to a result in [3] , for every p 1 and
for any positive α = (α 1 , α 2 , . . . , α n ) satisfying (1.1). Dividing the above inequality by p 2 − p 1 and passing to the limits as p 1 → 1 and p 2 → 1 we obtain
2) the left-hand side value is positive so that
, and we get the following result:
The statistic nX 1:n is the most ib-robust estimate of λ in the class T + n . By (4.10) the ib-robustness of nX 1:n is described as follows:
Some numerical results are given in Table 1 . The variance of the estimate T n (α) in the original model M 1 is given by the obvious formula
where V ij:n can be easily computed by (4.1), and is tabulated along with the ib-robustness b n of nX 1:n . For comparison, similar results for the sample meanX n and for infinitesimal robustness under the extension π * are also presented. In the latter case, by a result given in [1] , the most ib-robust estimate of λ in T + n is X n:n /(1 + 1/2 + · · · + 1/n). The symbols in Table 1 have the following meanings: 1, 1Xn , and 
so that for n ≥ 2 the system of two linear equations
is consistent and if α = (α 1 , α 2 , . . . , alpha n ) is a solution of (2.1), then ib T n (α) (λ) ≡ 0 and T n (α) is an absolutely ib-robust estimate. For n ≥ 3 there exist infinitely many α's satisfying (2.1) and we can choose the "best" absolutely ib-robust estimate. We choose the estimate T n (α) with minimal variance in the original model M 1 . To this end we have to find α minimizing V ar 1,1 T n (α) under the conditions (2.1). The Lagrange-multiplier technique (with multipliers 2l 1 and 2l 2 ) gives us the following system of linear equations:
α j e j:n = 1.
Some numerical results for n = 2, 3 and 4, along with analogous results for the π * -extension, are presented in Table 2 . Studying the data of Tables 1 and 2 we have the impression that "the prize" for better bias-robustness of an estimate is an enlargement of its variance. To reconcile both tendencies one with another, in the next section we study the problem of iv-robust estimates. Considering the system of linear equations (2.2) it is easy to see that V ar 1,1 T n (α) = −l 2 and applying Cramer's formulas we obtain
Studying the following values of ∆ n and ∆ * n : 
Infinitesimal mean-square-error-robust estimates in T n and in T * n
To find the most iv-robust estimates in T n we have to minimize |w n (α)| in (1.2) under the condition (1.1). There are two possibilities:
is non-negative (non-positive) definite and the minimum (maximum) of |w n (α)| on the subspace (1.1) is positive (negative); 2 • the above quadratic form is non-negative (non-positive) and the minimum (maximum) of |w n (α)| on (1.1) is negative (positive) or the quadratic form under consideration is not definite. In the former case the iv-estimate is given by the solution of the problem w n (α) = min(resp. max), and we can choose that one which minimizes the variance of the estimate in the original model. It appears that under the extension π the matrices (m ij:n ) i,j=1,...,n are negative definite, under the extension π * the matrices (m * ij:n ) i,j=1,...,n are positive definite, at least for n = 2, 3, 4, 5, the maximum of w n (α) under (1.1) is negative in the former case, and the minimum of w n (α) is positive in the latter one. Some numerical results are presented in Table 3 . The numerical results show that under the π-extension the most iv-robust estimate in T n is identical with the most iv-robust estimate in T + n , at least for n = 2, 3, 4, 5. This is not the case under the π * -extension.
Technical results
Simple calculations (see, e.g., [2] , Chapter VIII.9) give us
where i ∧ j denotes the smaller of two numbers i and j. The family of exponential-power distributions {P 1,p : 0 < p < 2.16} is monotonic: if 0 < p < q < 2.16, then To compute
and m ij:n = d dp e ij:n (p) p=1 w n = w n (α) for the most iv-robust estimate, v n -the variance of this estimate, w n = w n (1/n, . . . , 1/n).
we use the formulas
changing the order of integration and differentiation. To justify the procedure we have to prove the uniform integrability of the fo11owing families of functions for some p 1 and p 2 such that 0 < p 1 ≤ 1 ≤ p 2 < 2.16:
The functions in (4.4) and (4.5) are defined on the interval 0 < x < 1 and those in (4.6) and (4.7) on the set {(x, y) : 0 < x < y < 1}. The proof is as follows. Differentiation (with respect to p) of the identity
gives us d dp F
is Euler's ψ-function. For any p we have d dp
The integral
is equal to zero for y = 0, is decreasing for y ∈ (0, y p ), where y p is the unique solution of the equation
and is increasing up to zero for y ∈ (y p , 1). It follows that
We have also d dp F
Using (4.8) and introducing a new variable y = F −1 1,p (x), for any δ ∈ (0, 1) we have
Let t 1 be the (unique) solution of the equation
The right-hand side value is positive, and hence t 1 > 1. It follows that for t ≥ t 1 and p
. By (4.9), observing that
we obtain
dtdy.
is finite so that for every ε > 0 there exists
which proves the uniform integrability of (4.4). The uniform integrability of (4.5) follows from the fact that for x large enough we have d dp
To prove the uniform integrability of (4.6) it is enough to show that for each ε > 0 there exists δ = δ (ε, p 1 , p 2 ) ∈ (0, 1) such that 
and the uniform integrability of (4.6) follows from that of (4.5). The uniform integrability of (4.7) can be proved similarly by observing that 
(4.10) where
By the sa,me reasoning we obtain enable us to construct the most ib-robust and iv-robust estimates.
