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In this paper, by arithmetic–geometric mean inequality and Riccati transformation, interval
oscillation criteria are established for second-order forced impulsive differential equation
with mixed nonlinearities of the form⎧⎪⎨
⎪⎩
(
r(t)Φα
(
x′(t)
))′ + p0(t)Φα(x(t))+ n∑
i=1
pi(t)Φβi
(
x(t)
)= e(t), t = τk,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk),
where t  t0, k ∈ N; Φ∗(u) = |u|∗−1u; {τk} is the impulse moments sequence with 0
t0 = τ0 < τ1 < τ2 < · · · < τk < · · · and limk→∞ τk = ∞; α = p/q, p, q are odds, and the
exponents satisfy
β1 > · · · > βm > α > βm+1 > · · · > βn > 0.
Some known results are generalized and improved. Examples are also given to illustrate
the effectiveness and non-emptiness of our results.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we consider the following second-order forced impulsive differential equation with mixed nonlinearities⎧⎪⎨
⎪⎩
(
r(t)Φα
(
x′(t)
))′ + p0(t)Φα(x(t))+ n∑
i=1
pi(t)Φβi
(
x(t)
)= e(t), t = τk,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk),
(1.1)
where t  t0, k ∈ N, Φ∗(u) = |u|∗−1u, {τk} is the impulse moments sequence with 0  t0 = τ0 < τ1 < τ2 < · · · < τk < · · ·,
limk→∞ τk = ∞, and
x(τk) = x
(
τ−k
)= lim
t→τk−0
x(t), x
(
τ+k
)= lim
t→τk+0
x(t),
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(
τ−k
)= lim
h→0−
x(τk + h) − x(τk)
h
, x′
(
τ+k
)= lim
h→0+
x(τk + h) − x(τ+k )
h
.
Throughout this work, we always assume the following conditions hold.
(A1) r ∈ C1([t0,∞), (0,∞)), pi, e ∈ C([t0,∞),R), i = 0,1, . . . ,n;
(A2) β1 > · · · > βm > α > βm+1 > · · · > βn > 0, α = p/q, p, q are odds;
(A3) bk  ak > 0, k ∈ N, are constants.
In the last decades, there has been an increasing interest in obtaining suﬃcient conditions for oscillation and/or nonoscil-
lation of solutions for different classes of second-order differential equations, see [1]. Great numbers of papers devoted to
the particular cases of Eq. (1.1) without impulses such as the linear equation(
r(t)x′(t)
)′ + q(t)x(t) = 0. (1.2)
For instance, the well-known conditions of Fite’s type [2], Wintner’s type [3], Hartman’s type [4], Kamenev’s type [5] and
Philos’ type [6], etc., can guarantee the oscillation of Eq. (1.2). These criteria involve the integral of q(t) hence require
information of q(t) on the entire half-line [t0,∞). However, from the Sturm Separation Theorem, we see that oscillation is
only an interval property, i.e., if there exists a sequence of subintervals [ai,bi] of [t0,∞), as ai → ∞, such that for each i
there is a nontrivial solution of Eq. (1.2) which has at least two zeros in [ai,bi], then every solution of Eq. (1.2) is oscillatory,
no matter what the behavior of the coeﬃcients of Eq. (1.2) is on the remaining parts of [t0,∞).
Partially applying this idea to oscillation, Kwong and Zettl [7] established a powerful “telescoping principle” that allows
us to trim off the troublesome parts of
∫ t
t0
q(s)ds and apply the known criteria to the “good” parts. Unfortunately, this
principle requires additional conditions for q on the “bad” parts, i.e.,
∫ ai+1
bi
q(s)ds  0, i ∈ N, which does not reﬂect the
interval oscillation property completely and restricts its applications. For this reason, El-Sayed [8] established an interval
criterion for oscillation of a forced second-order equation(
r(t)x′(t)
)′ + q(t)x(t) = e(t), (1.3)
but the result is not very sharp, because a comparison with equations of constant coeﬃcient is used in the proof. In 1999,
Wong [9] substantially improved the results of El-Sayed with a more direct and simpler proof. Later, further development
of the “interval criteria” for oscillation have been obtained by many authors for both differential equations and delay differ-
ential equations in several directions, see [10–16].
Recently, the interval oscillation for a forced mixed type Emden–Fowler equation
(
r(t)x′(t)
)′ + p0(t)x(t) + n∑
i=1
pi(t)Φβi
(
x(t)
)= e(t) (1.4)
was given much attention because it arise, for instant, in the growth of bacteria population with competitive species.
By employing the arithmetic–geometric mean inequality [17] and Riccati technique, Sun and Wong [18], Sun and Meng
[19] established interval oscillation theorems for Eq. (1.4) respectively, in which Nasr–Wong oscillation criteria [20,9] were
extended.
However, to the best of our knowledge, the study for the oscillation of this mixed type Emden–Fowler equation with
impulses is very scare. In 2009, Liu and Xu [21] studied the following forced mixed type impulsive Emden–Fowler equation⎧⎪⎨
⎪⎩
(
r(t)x′(t)
)′ + p0(t)x(t) + n∑
i=1
pi(t)Φβi
(
x(t)
)= e(t), t = τk,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk),
(1.5)
where β1 > · · · > βm > 1 > βm+1 > · · · > βn > 0. Employing the arithmetic–geometric mean inequality, they obtained oscilla-
tion criteria for Eq. (1.5). In the special case when the impulses are absent, their results extend those of Sun and Wong [18],
Sun and Meng [19], Nasr [20], Yang [22], Kong [10], and Wong [9]. Liu and Xu [21] only studied the case of assuming
pi(t) 0 on considered subinterval [ck,dk] for all i = 1,2, . . . ,n. When the restriction on signs of those coeﬃcients corre-
sponding to the sub-linear terms of Eq. (1.5), i.e., pi(t) for i =m + 1, . . . ,n was not imposed as in [18,19], no criterion was
given by the authors of [21].
Motivated by the ideas in [18,19,21], in this work, we employ the arithmetic–geometric mean inequality, Riccati tech-
nique and H functions (introduced ﬁrst by Philos [6]) to study the interval oscillation of Eq. (1.1) and its corresponding
unforced case⎧⎪⎨
⎪⎩
(
r(t)Φα
(
x′(t)
))′ + p0(t)Φα(x(t))+ n∑
i=1
pi(t)Φβi
(
x(t)
)= 0, t = τk,
x
(
τ+
)= a x(τ ), x′(τ+)= b x′(τ ).
(1.6)k k k k k k
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[ck,dk] for all i = 1,2, . . . ,n; (ii) pi(t)  0 on considered interval [ck,dk] for all i = 1,2, . . . ,m and no restriction was
imposed on pi(t), i = m + 1, . . . ,n. Our results extend and improve those in [18,21] and cited therein. To illustrate the
effectiveness and non-emptiness of our results, we give two examples in the end.
Before giving the main results, we ﬁrst list some deﬁnitions (see [21])
k(s) := max{i: t0 < τi < s}, r j := max
{
r(t): t ∈ [c j,d j]
}
for c j < d j,
Ω(c j,d j) :=
{
w ∈ C1([c j,d j],R): w(t) ≡ 0, w(c j) = w(d j) = 0}, j = 1,2.
For two constants c,d /∈ {τk} with c < d, and a function φ ∈ C([c,d],R), we deﬁne an operator Q :C([c,d],R) → R by
Q dc [φ] =
{
0, for k(c) = k(d),
φ(τk(c)+1)θ(c) +∑k(d)i=k(c)+2 φ(τi)ε(τi), for k(c) < k(d),
where
θ(c) = (bk(c)+1)
α − (ak(c)+1)α
(ak(c)+1)α(τk(c)+1 − c)α , ε(τi) =
(bi)α − (ai)α
(ai)α(τi − τi−1)α .
2. Main results
The following preparatory lemmas will be useful to prove our theorems. The ﬁrst three are derived from [16,18] and last
one from [23].
Lemma 2.1. For any given n-tuple {β1, β2, . . . , βn} satisfying
β1 > · · · > βm > α > βm+1 > · · · > βn > 0,
there corresponds an n-tuple {η1, η2, . . . , ηn} such that
n∑
i=1
βiηi = α,
n∑
i=1
ηi < 1, 0< ηi < 1. (2.1)
Lemma 2.2. For any given n-tuple {β1, β2, . . . , βn} satisfying
β1 > · · · > βm > α > βm+1 > · · · > βn > 0,
there corresponds an n-tuple {η1, η2, . . . , ηn} such that
n∑
i=1
βiηi = α,
n∑
i=1
ηi = 1, 0 < ηi < 1. (2.2)
Lemma 2.3. Let γ and δ be positive real numbers with γ > δ. Then
Axγ + B  γ δ−δ/γ (γ − δ)(δ/γ )−1Aδ/γ B1−δ/γ xδ (2.3)
for all A, B, x 0. And
Cxδ − D  δ−γ /δδ(γ − δ)(γ /δ)−1Cγ /δD1−γ /δxγ (2.4)
for all C, x 0 and D > 0.
Lemma 2.4. Suppose A and B are nonnegative, then
γ ABγ−1 − Aγ  (γ − 1)Bγ , γ > 1,
where equality holds if and only if A = B.
Theorem 2.1. Suppose that for any given T ∈ [t0,∞) there exist subintervals [c1,d1] and [c2,d2] of [T ,∞) such that
pi(t) 0 for t ∈ [c1,d1] ∪ [c2,d2], i = 0,1,2, . . . ,n,
(−1) je(t) 0 (≡ 0) for t ∈ [c j,d j], j = 1,2. (2.5)
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[c2,d2], (0,∞)) such that
d j∫
c j
ρ(t)
{
ψ(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt > r jM j Q
d j
c j
[
wα+1(t)
]
, (2.6)
for j = 1,2, where M j is maximum value of ρ(t) in [c j,d j] and
ψ(t) = p0(t) + η−η00
∣∣e(t)∣∣η0 n∏
i=1
η
−ηi
i
(
pi(t)
)ηi
, η0 = 1−
n∑
i=1
ηi,
then Eq. (1.1) is oscillatory.
Proof. To arrive at a contradiction, let us suppose that x(t) is a non-oscillatory solution of Eq. (1.1). First, we assume that
x(t) is positive for all t ∈ [t1,∞), where t1 ∈ [t0,∞) is suﬃciently large. By assumptions we can choose c1,d1  t1 such that
pi(t) 0 and e(t) 0 for t ∈ [c1,d1] and i = 1,2, . . . ,n. Deﬁne
u(t) = ρ(t) r(t)Φα(x
′(t))
Φα(x(t))
, t ∈ [c1,d1].
It follows, for t = τk , that
u′(t) = ρ
′(t)
ρ(t)
u(t) + ρ(t)
[
−p0(t) −
n∑
i=1
pi(t)Φβi−α
(
x(t)
)− |e(t)|
Φα(x(t))
]
− α
(ρ(t)r(t))
1
α
u
α+1
α (t). (2.7)
Now, let
v0 = η−10
|e(t)|
Φα(x(t))
, vi = η−1i pi(t)Φβi−α
(
x(t)
)
, i = 1,2, . . . ,n.
Employing in (2.7) the arithmetic–geometric mean inequality (see [17])
n∑
i=0
ηi vi 
n∏
i=0
vηii ,
and in view of (2.1), we see that
u′(t) ρ
′(t)
ρ(t)
u(t) − ρ(t)ψ(t) − α
(ρ(t)r(t))
1
α
u
α+1
α (t), t ∈ [c1,d1], t = τk, (2.8)
where
ψ(t) = p0(t) + η−η00
∣∣e(t)∣∣η0 n∏
i=1
η
−ηi
i
(
pi(t)
)ηi
.
From the impulse condition in Eq. (1.1) and the deﬁnition of u we have, for t = τk , k = 1,2, . . . , that
u
(
τ+k
)= (bk
ak
)α
u(τk). (2.9)
If k(c1) < k(d1), then there are all impulsive moments in [c1,d1]: τk(c1)+1, τk(c1)+2, . . . , τk(d1) . Multiplying both sides of
inequality (2.8) by wα+1(t), where w(t) ∈ Ω(c1,d1), and then integrating inequality from c1 to d1 we obtain
k(d1)∑
i=k(c1)+1
wα+1(τi)
[
u(τi) − u
(
τ+i
)]
−
d1∫
c1
ρ(t)ψ(t)wα+1(t)dt +
( τk(c1)+1∫
c1
+
τk(c1)+2∫
τk(c )+1
+· · · +
d1∫
τk(d )
)[
(α + 1)wα(t)w ′(t)u(t) + ρ
′(t)
ρ(t)
u(t)wα+1(t)1 1
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(ρ(t)r(t))
1
α
u
α+1
α (t)wα+1(t)
]
dt
−
d1∫
c1
ρ(t)ψ(t)wα+1(t)dt +
( τk(c1)+1∫
c1
+
τk(c1)+2∫
τk(c1)+1
+· · · +
d1∫
τk(d1)
)[
(α + 1)∣∣wα(t)∣∣(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)∣∣u(t)∣∣
− α
(ρ(t)r(t))
1
α
u
α+1
α (t)wα+1(t)
]
dt.
Now, letting
γ = 1+ 1
α
, A =
[
α
(ρ(t)r(t))1/α
] α
α+1 ∣∣wα(t)u(t)∣∣,
B = (αρ(t)r(t)) αα+1 [∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
]α
and using Lemma 2.4, we have
(α + 1)∣∣wα(t)∣∣(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)∣∣u(t)∣∣− α
(ρ(t)r(t))
1
α
u
α+1
α (t)wα+1(t)
 ρ(t)r(t)
[∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
]α+1
.
By (2.9), we obtain
k(d1)∑
i=k(c1)+1
(
1− (bi)
α
(ai)α
)
wα+1(τi)u(τi)

d1∫
c1
[
ρ(t)r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1
− ρ(t)ψ(t)wα+1(t)
]
dt.
It follows that
d1∫
c1
{
ρ(t)ψ(t)wα+1(t) − ρ(t)r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt

k(d1)∑
i=k(c1)+1
(bi)α − (ai)α
(ai)α
wα+1(τi)u(τi). (2.10)
On the other hand, for any t ∈ (c1, τk(c1)+1], from (1.1) and (2.5), it is clear that(
r(t)Φα
(
x′(t)
))′  0.
Hence r(t)Φα(x′(t)) is non-increasing on t ∈ (c1, τk(c1)+1]. For any t ∈ (c1, τk(c1)+1], we have
x(t) − x(c1) = x′(ξ)(t − c1), ξ ∈ (c1, t),
which implies from x(c1) > 0 that
x(t) > x′(ξ)(t − c1), ξ ∈ (c1, t).
According to stipulation of α, we have
(
x(t)
)α
>
(
x′(ξ)
)α
(t − c1)α =
∣∣x′(ξ)∣∣α−1x′(ξ)(t − c1)α  r(t)Φα(x′(t))
r(ξ)
(t − c1)α,
where ξ ∈ (c1, t). It follows
ρ(t)
r(t)Φα(x′(t))
<
ρ(t)r(ξ)
α
 r1M1
α
.Φα(x(t)) (t − c1) (t − c1)
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u(τk(c1)+1)
r1M1
(τk(c1)+1 − c1)α
. (2.11)
Similar analysis on (τi−1, τi], i = k(c1) + 2, . . . ,k(d1), it is not diﬃcult to get
u(τi) = ρ(τi) r(τi)Φα(x
′(τi))
Φα(x(τi))
 r1M1
(τi − τi−1)α , i = k(c1) + 2, . . . ,k(d1). (2.12)
By (2.11), (2.12) and condition (A3) we have
k(d1)∑
i=k(c1)+1
(bi)α − (ai)α
(ai)α
wα+1(τi)u(τi)
r1M1[(bk(c1)+1)α − (ak(c1)+1)α]
(ak(c1)+1)α(τk(c1)+1 − c1)α
wα+1(τk(c1)+1)
+
k(d1)∑
i=k(c1)+2
r1M1[(bi)α − (ai)α]
(ai)α(τi − τi−1)α w
α+1(τi) = r1M1Q d1c1
[
wα+1(t)
]
.
Noting (2.10), we obtain
d1∫
c1
ρ(t)
{
ψ(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt  r1M1Q d1c1
[
wα+1(t)
]
, (2.13)
which contradicts (2.6).
If k(c1) = k(d1), then there is no impulsive moments in [c1,d1] and Q d1c1 [wα+1(t)] = 0, Similar to the proof of (2.10), we
get
d1∫
c1
ρ(t)
{
ψ(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt  0.
It is again a contradiction with (2.6). This completes the proof when x(t) is eventually positive.
The proof when x(t) is eventually negative is analogous by repeating a similar argument on the interval [c2,d2]. 
When the forced term e(t) = 0, the degeneration of Theorem 2.1 is the following corollary.
Corollary 2.1. Suppose that for any given T ∈ [t0,∞) there exists subinterval [c1,d1] of [T ,∞) such that
pi(t) 0 for t ∈ [c1,d1] and i = 0,1,2, . . . ,n.
Let {ηi}, i = 1,2, . . . ,n, be an n-tuple satisfying (2.2). If there exist functions w ∈ Ω(c1,d1) and ρ(t) ∈ C1([c1,d1], (0,∞)) such that
d1∫
c1
ρ(t)
{
ψ˜(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt > r1M1Q
d1
c1
[
wα+1(t)
]
,
where M1 is maximum value of ρ(t) in [c1,d1] and
ψ˜(t) = p0(t) +
n∏
i=1
η
−ηi
i
(
pi(t)
)ηi
,
then Eq. (1.6) is oscillatory.
When α = 1, Theorem 2.1 reduces to the following corollary.
Corollary 2.2. Suppose all conditions, except for (2.6), of Theorem 2.1 hold. If
d j∫
c j
[
ρ(t)ψ(t)w2(t) − 1
4
r(t)ρ(t)
(
2
∣∣w ′(t)∣∣+ ∣∣ρ ′(t)w(t)∣∣)2]dt > r jM j Q d jc j [w2(t)], (2.14)
then Eq. (1.5) is oscillatory.
Z. Guo et al. / J. Math. Anal. Appl. 381 (2011) 187–201 193Remark 2.1. In Theorem 2.1 of [21], the authors gave the following condition for interval oscillation of Eq. (1.5).
d j∫
c j
[
ρ(t)ψ(t)w2(t) − 1
4
r(t)ρ(t)
(
2w ′(t) + ρ ′(t)w(t))2]dt > r j Q d jc j [w2(t)]. (2.15)
However, condition (2.15) is incorrect, it should be revised to
d j∫
c j
[
ρ(t)ψ(t)w2(t) − 1
4
r(t)ρ(t)
(
2w ′(t) + ρ ′(t)w(t))2]dt > r jM j Q d jc j [w2(t)], (2.16)
where M j = maxt∈[c j ,d j ] ρ(t). The reason is the following: from u(t) = −ρ(t) r(t)x
′(t)
(x(t) and − r(t)x
′(t)
(x(t) > − r(ξ)x
′(t)
t−c1 , where ξ ∈
(c1, t), the authors of [21] obtained⎧⎪⎨
⎪⎩
u(τk(c1)+1)−
r(ξ)
τk(c1)+1 − c1
,
u(τi)− r1
τi − τi−1 , i = k(c1) + 2, . . . ,k(d1).
(2.17)
Clearly, inequalities (2.17) lost the information of ρ(t). From above comment and in view of (2|w ′(t)| + |ρ ′(t)w(t)|)2 
(2w ′(t) + ρ ′(t)w(t))2, we know that Corollary 2.2 improve Theorem 2.1 of [21].
Remark 2.2. When the impulses are absent, i.e., ak = bk = 1 in Eq. (1.1) and from the proof of Theorem 2.1 we easily see
that condition (2.6) may be replaced by weaker one
d j∫
c j
ρ(t)
{
ψ(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt  0. (2.18)
Furthermore, if α = 1 and ρ(t) = 1, (2.18) becomes
d j∫
c j
{
ψ(t)w2(t) − r(t)w ′2(t)} 0. (2.19)
It is the condition (10) in [18]. Therefore Theorem 2.1 is a generalization of Theorem 1 of [18]. Moreover, we can see that
Corollary 2.1 also generalizes Theorem 2 of [18].
As shown in [18] for the sub-linear terms case, we can also remove the sign condition imposed on the coeﬃcients of
the sub-half-linear terms to obtain interval criteria. More precisely, we consider{(
r(t)Φα
(
x′(t)
))′ + p0(t)Φα(x(t))+ g(t, x) = e(t), t = τk,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk), (2.20)
where
g(t, x) =
m∑
i=1
pi(t)Φβi
(
x(t)
)+ n∑
k=m+1
qk(t)Φβk
(
x(t)
)
.
When some or all of the coeﬃcients qi(t), i =m + 1, . . . ,n are nonpositive, we can get the following criterion.
Theorem 2.2. Suppose that for any given T ∈ [t0,∞) there exist subintervals [c1,d1] and [c2,d2] of [T ,∞) such that
pi(t) 0 for t ∈ [c1,d1] ∪ [c2,d2], i = 0,1,2, . . . ,m,
(−1) je(t) 0 (≡ 0) for t ∈ [c j,d j], j = 1,2. (2.21)
If there exist functions w ∈ Ω(c j,d j), j = 1,2, ρ(t) ∈ C1([c1,d1] ∪ [c2,d2], (0,∞)) and positive numbers λi and μk with
m∑
λi +
n∑
μk = 1
i=1 k=m+1
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d j∫
c j
ρ(t)
{
Λ(t)wα+1(t) − r(t)
(∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
)α+1}
dt > r jM j Q
d j
c j
[
wα+1(t)
]
for j = 1,2, where M j is maximum value of ρ(t) in [c j,d j], and
Λ(t) = p0(t) +
m∑
i=1
Pi(t) −
n∑
k=m+1
Rk(t),
Pi(t) = βi(βi − α)α/βi−1α−α/βiλ1−α/βii pα/βii (t)
∣∣e(t)∣∣1−α/βi , i = 1,2, . . . ,m,
Rk(t) = βk(α − βk)α/βk−1α−α/βkμ1−α/βkk
[
q˜k(t)
]α/βk ∣∣e(t)∣∣1−α/βk , k =m + 1, . . . ,n
with
q˜k(t) = max
{−qk(t),0},
then Eq. (2.20) is oscillatory.
Proof. Suppose that Eq. (2.20) has a nonoscillatory solution x(t). We may assume that x(t) is eventually positive on [c1,d1]
when c1 is suﬃciently large. If x(t) is eventually negative, then one can repeat the proof on the interval [c2,d2].
Clearly,
g(t, x) − e(t) =
m∑
i=1
[
pi(t)Φβi
(
x(t)
)+ λi∣∣e(t)∣∣]− n∑
k=m+1
[−qk(t)Φβk(x(t))− μk∣∣e(t)∣∣],
we have
g(t, x) − e(t)
m∑
i=1
[
pi(t)Φβi
(
x(t)
)+ λi∣∣e(t)∣∣]− n∑
k=m+1
[
q˜k(t)Φβk
(
x(t)
)− μk∣∣e(t)∣∣]. (2.22)
Letting
A = pi(t), B = λi
∣∣e(t)∣∣, γ = βi, δ = α, for βi > α and i = 1,2, . . . ,m,
and
C = q˜k(t), D = μk
∣∣e(t)∣∣, δ = βk, γ = α, for βk < α and k =m + 1, . . . ,n,
and applying (2.3) and (2.4) to each summation on the right side of (2.22), we obtain
g(t, x) − e(t)
m∑
i=1
Pi(t)Φα
(
x(t)
)− n∑
k=m+1
Rk(t)Φα
(
x(t)
)
. (2.23)
From Eq. (2.20) and inequality (2.23) we have
(
r(t)Φα
(
x′(t)
))′ +
[
p0(t) +
m∑
i=1
Pi(t) −
n∑
k=m+1
Rk(t)
]
Φα
(
x(t)
)
 0.
Let
u(t) = ρ(t) r(t)Φα(x
′(t))
Φα(x(t))
.
It follows that
u′(t) ρ
′(t)
ρ(t)
u(t) − ρ(t)Λ(t) − α
(ρ(t)r(t))
1
α
u
α+1
α (t),
where
Λ(t) = p0(t) +
m∑
i=1
Pi(t) −
n∑
k=m+1
Rk(t).
The remainder of the proof is the same as that of Theorem 2.1, hence omitted. 
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Next, we will use the ideas of Kong [10] and Philos [6] to establish a Kong’s type interval oscillation criteria for Eq. (1.1).
First, we introduce a class of functions.
Let D = {(t, s): t0  s  t}, H1, H2 ∈ C1(D,R), then a pair of function (H1, H2) is said to belong to a function set H ,
deﬁned by (H1, H2) ∈H , if there exist h1,h2 ∈ Lloc(D,R) satisfying the following conditions:
(C1) H1(t, t) = H2(t, t) = 0, H1(t, s) > 0, H2(t, s) > 0 for t > s;
(C2)
∂
∂t H1(t, s) = h1(t, s)H1(t, s), ∂∂s H2(t, s) = h2(t, s)H2(t, s).
Theorem 2.3. Suppose that for any given T ∈ [t0,∞) there exist c j,d j, δ j /∈ {τk}, j = 1,2 such that T < c1 < δ1 < d1  c2 <
δ2 < d2 and (2.5) holds. Let {ηi}, i = 1,2, . . . ,n, be an n-tuple satisfying (2.1). If there exist (H1, H2) ∈H and ρ(t) ∈ C1([c1,d1] ∪
[c2,d2], (0,∞)) such that
1
H1(δ j, c j)
δ j∫
c j
H1(t, c j)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c j) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d j, δ j)
d j∫
δ j
H2(d j, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d j, t) + ρ
′(t)
ρ(t)
)α+1]
dt
>
r jM j
H1(δ j, c j)
Q
δ j
c j
[
H1(·, c j)
]+ r jM j
H2(d j, δ j)
Q
d j
δ j
[
H2(d j, ·)
]
, (2.24)
where M j is maximum value of ρ(t) on [c j,d j] for j = 1,2 and
ψ(t) = p0(t) + η−η00
∣∣e(t)∣∣η0 n∏
i=1
η
−ηi
i
(
pi(t)
)ηi
, η0 = 1−
n∑
i=1
ηi,
then Eq. (1.1) is oscillatory.
Proof. Without loss of generality, we suppose the solution x(t) of Eq. (1.1) is eventually positive. The proof when x(t) is
eventually negative is similar and will be omitted. Proceeding as in the proof of Theorem 2.1, we get (2.8) and (2.9) hold.
Noticing that whether there are or not impulse moments in [c1δ1] and [δ1,d1], we must consider the following four cases,
namely, k(c1) < k(δ1) < k(d1), k(c1) = k(δ1) < k(d1), k(c1) < k(δ1) = k(d1) and k(c1) = k(δ1) = k(d1).
Case 1. If k(c1) < k(δ1) < k(d1), then there are impulsive moments τk(c1)+1, τk(c1)+2, . . . , τk(δ1) and τk(δ1)+1, τk(δ1)+2, . . . ,
τk(d1) in [c1, δ1] and [δi,d1] respectively. First, multiplying both sides of (2.8) by H1(t, c1) and then integrating it from c1
to δ1, we have( τk(c1)+1∫
c1
+
τk(c1)+2∫
τk(c1)+1
+· · · +
δ1∫
τk(δ1)
)
H1(t, c1)u
′(t)dt

( τk(c1)+1∫
c1
+
τk(c1)+2∫
τk(c1)+1
+· · · +
δ1∫
τk(δ1)
)
H1(t, c1)
(
ρ ′(t)
ρ(t)
u(t) − α
(ρ(t)r(t))
1
α
u
α+1
α (t)
)
dt
−
δ1∫
c1
H1(t, c1)ρ(t)ψ(t)dt.
That is
δ1∫
c1
H1(t, c1)ρ(t)ψ(t)dt 
k(δ1)∑
i=k(c1)+1
H1(τi, c1)
(bi)α − (ai)α
(ai)α
u(τi) − H1(δ1, c1)u(δ1)
+
( τk(c1)+1∫
c1
+
τk(c1)+2∫
τk(c )+1
+· · · +
δ1∫
τk(δ )
)[∣∣∣∣h1(t, c1) + ρ ′(t)ρ(t)
∣∣∣∣∣∣u(t)∣∣1 1
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(ρ(t)r(t))
1
α
u
α+1
α (t)
]
H1(t, c1)dt. (2.25)
Now, using Lemma 2.4 with the notations
γ = 1+ 1
α
, A = α
α
α+1 |u(t)|
(ρ(t)r(t))
1
α+1
, B = (α(α + 1)−(α+1)ρ(t)r(t)) αα+1 ∣∣∣∣h1(t, c1) + ρ ′(t)ρ(t)
∣∣∣∣
α
,
we have
δ1∫
c1
H1(t, c1)ρ(t)ψ(t)dt 
k(δ1)∑
i=k(c1)+1
H1(τi, c1)
(bi)α − (ai)α
(ai)α
u(τi) − H1(δ1, c1)u(δ1)
+
δ1∫
c1
[
(α + 1)−(α+1)ρ(t)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
H1(t, c1)dt,
that is
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt

k(δ1)∑
i=k(c1)+1
H1(τi, c1)
(bi)α − (ai)α
(ai)α
u(τi) − H1(δ1, c1)u(δ1). (2.26)
Next, multiplying both sides of (2.8) by H2(d1, t) and using similar analysis to the above, we can obtain
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt

k(d1)∑
i=k(δ1)+1
H2(d1, τi)
(bi)α − (ai)α
(ai)α
u(τi) + H2(d1, δ1)u(δ1). (2.27)
Dividing (2.26) and (2.27) by H1(δ1, c1) and H2(d1, δ1) respectively, then adding them, we get
1
H1(δ1, c1)
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d1, δ1)
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt
 1
H1(δ1, c1)
k(δ1)∑
i=k(c1)+1
H1(τi, c1)
(bi)α − (ai)α
(ai)α
u(τi)
+ 1
H2(d1, δ1)
k(d1)∑
i=k(δ1)+1
H2(d1, τi)
(bi)α − (ai)α
(ai)α
u(τi).
In view of (2.11), (2.12) we obtain
1
H1(δ1, c1)
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d1, δ1)
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt
 r1M1 Q δ1c1
[
H1(·, c1)
]+ r1M1 Q d1δ1 [H2(d1, ·)], (2.28)H1(δ1, c1) H2(d1, δ1)
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Case 2. If k(c1) = k(δ1) < k(d1), there is no impulsive moment in [c1, δ1], then (2.25) is replaced by
δ1∫
c1
H1(t, c1)ρ(t)ψ(t)dt
−H1(δ1, c1)u(δ1) +
δ1∫
c1
[∣∣∣∣h1(t, c1) + ρ ′(t)ρ(t)
∣∣∣∣∣∣u(t)∣∣− α
(ρ(t)r(t))
1
α
u
α+1
α (t)
]
H1(t, c1)dt.
Using Lemma 2.4, we have
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt −H1(δ1, c1)u(δ1). (2.29)
Thus, from (2.27) and (2.29) the following conclusion is obtained
1
H1(δ1, c1)
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d1, δ1)
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt
 1
H2(d1, δ1)
k(d1)∑
i=k(δ1)+1
ai − bi
ai
H2(d1, τi)u(τi)
r1M1
H2(d1, δ1)
Q d1δ1
[
H2(d1, ·)
]
. (2.30)
For the other two cases, we can obtain the same argument and omit the details. Hence, the proof is complete. 
Remark 2.4. Similar to the comment of Remark 2.1, we know the right side of (2.13) in Theorem 2.2 of [21] also lost the
information of ρ(t) and it should be revised to
r jM j
H1(δ j, c j)
Q
δ j
c j
[
H1(·, c j)
]+ r jM j
H2(d j, δ j)
Q
d j
δ j
[
H2(d j, ·)
]
,
where j = 1,2. When α = 1, Theorem 2.3 above is Theorem 2.2 of [21].
When the forced term e(t) = 0, the degeneration of Theorem 2.3 is the following corollary.
Corollary 2.3. Suppose that for any T  t0, there exist c1,d1, δ1 /∈ {τk} such that T < c1 < δ1 < d1 and
pi(t) 0 for t ∈ [c1,d1] (i = 0,1,2, . . . ,n).
Let {ηi}, i = 1,2, . . . ,n, be an n-tuple satisfying (2.2). If there exist (H1, H2) ∈H and ρ(t) ∈ C1([c1,d1], (0,∞)) such that
1
H1(δ1, c1)
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ˜(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d1, δ1)
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ˜(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt
>
r1M1
H1(δ1, c1)
Q δ1c1
[
H1(·, c1)
]
, (2.31)
where M1 is maximum value of ρ(t) in [c1,d1] and
ψ˜(t) = p0(t) +
n∏
i=1
η
−ηi
i
(
pi(t)
)ηi
,
then Eq. (1.6) is oscillatory.
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following conclusion. The detail of proof will be omitted.
Theorem2.4. Suppose that for any given T ∈ [t0,∞), there exist c j,d j, δ j /∈ {τk}, j = 1,2, such that T < c1 < δ1 < d1  c2 < δ2 < d2
and (2.21) holds. If there exist (H1, H2) ∈H and ρ(t) ∈ C1([c1,d1] ∪ [c2,d2], (0,∞)) and positive number λi and μk with
m∑
i=1
λi +
n∑
k=m+1
μk = 1
such that
1
H1(δ j, c j)
δ j∫
c j
H1(t, c j)ρ(t)
{
Λ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c j) + ρ
′(t)
ρ(t)
)α+1}
dt
+ 1
H2(d j, δ j)
d j∫
δ j
H2(d j, t)ρ(t)
{
Λ(t) − (α + 1)−(α+1)r(t)
(
h2(d j, t) + ρ
′(t)
ρ(t)
)α+1}
dt
>
r jM j
H1(δ j, c j)
Q
δ j
c j
[
H1(·, c j)
]+ r jM j
H2(d j, δ j)
Q
d j
δ j
[
H2(d j, ·)
]
,
for j = 1,2, where M j is maximum value of ρ(t) in [c j,d j], and
Λ(t) = p0(t) +
m∑
i=1
Pi(t) −
n∑
k=m+1
Rk(t),
Pi(t) = βi(βi − α)α/βi−1α−α/βiλ1−α/βii pα/βii (t)
∣∣e(t)∣∣1−α/βi , i = 1,2, . . . ,m,
Rk(t) = βk(α − βk)α/βk−1α−α/βkμ1−α/βkk
[
q˜k(t)
]α/βk ∣∣e(t)∣∣1−α/βk , k =m + 1, . . . ,n
with
q˜k(t) = max
{−qk(t),0},
then Eq. (2.20) is oscillatory.
3. Examples
In this section, using the idea of [21], we give two examples to illustrate our main results. To simplify our computations,
we focus our attention to the simple case n = 2 for Eq. (1.1).
Example 3.1. Consider the following impulsive differential equation{(∣∣x′(t)∣∣− 23 x′(t))′ + (ν21 cos t)∣∣x(t)∣∣− 12 x(t) + (ν32 cos t)∣∣x(t)∣∣− 34 x(t) = sin2t, t = 2kπ − π/4,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk), τk = 2kπ − π/4, (3.1)
where k ∈ N, t  t0 > 0, νi (i = 1,2) are positive constants, bk  ak > 0, k ∈ N. We see that r(t) = 1, α = 1/3, β1 = 1/2,
β2 = 1/4, p0(t) = 0, p1(t) = ν21 cos t , p2(t) = ν32 cos t , e(t) = sin2t . For any T  0, we can choose n large enough such that
T < c1 = 2nπ − π
2
, d1 = c2 = 2nπ, d2 = 2nπ + π
2
, n = 1,2, . . . .
Then, condition (2.5) in Theorem 2.1 is satisﬁed.
We choose η0 = 1/6, η1 = 1/2, η2 = 1/3, therefore
ψ(t) = 6√432ν1ν2 cos5/6 t| sin2t|1/6.
Let w(t) = sin2t and ρ(t) = 1. A simple calculation leads
d1∫
ρ(t)
{
ψ(t)wα+1(t) − r(t)
[∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
]α+1}
dtc1
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2nπ∫
2nπ− π2
6
√
432ν1ν2 cos
5/6 t| sin2t|1/6 sin4/3 2t dt −
2nπ∫
2nπ− π2
24/3| cos2t|4/3 dt
= 23/2 6√432ν1ν2
π
2∫
0
cos7/3 t sin3/2 t dt − 24/3
π
2∫
0
cos4/3 2t dt
= 6√3456ν1ν2B
(
5
4
,
5
3
)
− 3√16B
(
7
6
,
1
2
)
,
and
d2∫
c2
ρ(t)
{
ψ(t)w(t)α+1 − r(t)
[∣∣w ′(t)∣∣+ |ρ ′(t)w(t)|
(α + 1)ρ(t)
]α+1}
dt
=
2nπ+ π2∫
2nπ
6
√
432ν1ν2 cos
5/6 t| sin2t|1/6 sin4/3 2t dt −
2nπ+ π2∫
2nπ
24/3| cos2t|4/3 dt
= 6√3456ν1ν2B
(
5
4
,
5
3
)
− 3√16B
(
7
6
,
1
2
)
,
where B(·,·) is the Beta function.
On the other hand, noting that k(c1) = n − 1, k(d1) = n, r = 1 and k(c2) = k(d2), we get
r1M1Q
d1
c1
[
wα+1(t)
]= 3
√
4( 3
√
bn − 3√an )
3
√
πan
, mr2Q
d2
c2
[
wα+1(t)
]= 0.
Thus, if we choose ν1 and ν2 large enough such that
6
√
3456ν1ν2B
(
5
4
,
5
3
)
− 3√2B
(
7
6
,
1
2
)
>
3
√
4( 3
√
bn − 3√an )
3
√
πan
,
then the condition (2.6) in Theorem 2.1 is satisﬁed. Therefore, we know Eq. (3.1) is oscillatory by Theorem 2.1.
Example 3.2. Consider the following differential equation{(∣∣x′(t)∣∣− 23 x′(t))′ + μ21p1(t)∣∣x(t)∣∣ 23 x(t) + μ2p2(t)∣∣x(t)∣∣− 56 x(t) = e(t), t = τk,
x
(
τ+k
)= akx(τk), x′(τ+k )= bkx′(τk), (3.2)
where bk  ak > 0, k ∈ N, τ3n+1 = 8n+1/2, τ3n+2 = 8n+3/2, τ3n+3 = 8n+9/2, n = 0,1,2, . . . , μi > 0, i = 1,2, are constants,
α = 13 , β1 = 53 and β2 = 16 . In addition,
p1(t) = p2(t) =
⎧⎪⎨
⎪⎩
(t − 8n)3, t ∈ [8n,8n + 2],
(8n + 4− t)3, t ∈ [8n + 2,8n + 4],
(t − 8n − 4)3, t ∈ [8n + 4,8n + 6],
(8n + 8− t)3, t ∈ [8n + 6,8n + 8],
and
e(t) =
{
(t − 8n − 2)3, t ∈ [8n,8n + 4],
(8n + 6− t)3, t ∈ [8n + 4,8n + 8].
For any T > 0, we can choose n large enough such that
T < c1 = 8n < δ1 = 8n + 1< d1 = 8n + 2, c2 = 8n + 4< δ2 = 8n + 5< d2 = 8n + 6.
Let η0 = 1/2, η1 = 1/6, η2 = 1/3, then
ψ(t) = 6√432 3√μ1μ2
∣∣e(t)∣∣1/2[p1(t)]1/2.
Choose H1(t, s) = H2(t, s) = (t − s)2 and ρ(t) = 1, then h1(t, s) = −h2(t, s) = 2/(t − s). Thus the left side of inequality (2.24)
with j = 1 is
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H1(δ1, c1)
δ1∫
c1
H1(t, c1)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c1) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d1, δ1)
d1∫
δ1
H2(d1, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d1, t) + ρ
′(t)
ρ(t)
)α+1]
dt
= 6√432 3√μ1μ2
8n+1∫
8n
(t − 8n)2(t − 8n) 32 (8n + 2− t) 32 dt −
(
3
2
) 4
3
8n+1∫
8n
(t − 8n) 23 dt
+ 6√432 3√μ1μ2
8n+2∫
8n+1
(8n + 2− t)2(t − 8n) 32 (8n + 2− t) 32 dt −
(
3
2
) 4
3
8n+2∫
8n+1
(8n + 2− t) 23 dt
= 6√432 3√μ1μ2
1∫
0
t
7
2 (2− t) 32 dt −
(
3
2
) 4
3
1∫
0
t
2
3 dt
+ 6√432 3√μ1μ2
2∫
1
t
3
2 (2− t) 72 dt −
(
3
2
) 4
3
2∫
1
(2− t) 23 dt
= 6√432 3√μ1μ2
(
7π
16
− 4
5
)
− 9
5
(
3
2
) 1
3
.
Note that r1 = M1 = 1, τ3n+1 = 8n+ 1/2 ∈ (c1, δ1) and τ3n+2 = 8n+ 3/2 ∈ (δ1,d1), it is easy to get that the right side of the
inequality (2.24) with j = 1 is
r1M1
H1(δ1, c1)
Q δ1c1
[
H1(·, c1)
]+ r1M1
H2(d1, δ1)
Q d1δ1
[
H2(d1, ·)
]
=
3
√
2
4
( 3√b3n+1 − 3√a3n+1
3
√
a3n+1
+
3
√
b3n+2 − 3√a3n+2
3
√
a3n+2
)
.
Thus (2.24) is satisﬁed with j = 1 if
6
√
432 3
√
μ1μ2
(
7π
16
− 4
5
)
− 9
5
(
3
2
) 1
3
>
3
√
2
4
( 3√b3n+1 − 3√a3n+1
3
√
a3n+1
+
3
√
b3n+2 − 3√a3n+2
3
√
a3n+2
)
.
With the arguments similar to that for the interval [c2,d2], the left side of inequality (2.24) with j = 2 is
1
H1(δ2, c2)
δ2∫
c2
H1(t, c2)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h1(t, c2) + ρ
′(t)
ρ(t)
)α+1]
dt
+ 1
H2(d2, δ2)
d2∫
δ2
H2(d2, t)ρ(t)
[
ψ(t) − (α + 1)−(α+1)r(t)
(
h2(d2, t) + ρ
′(t)
ρ(t)
)α+1]
dt
= 6√432 3√μ1μ2
(
7π
16
− 4
5
)
− 9
5
(
3
2
) 1
3
.
Note that r2 = M2 = 1, τ3n+3 = 8n+ 9/2 ∈ (c2, δ2) and there is no impulsive in (δ2,d2), then the right side of the inequality
(2.24) with j = 2 is
r2M2
H1(δ2, c2)
Q δ2c2
[
H1(·, c2)
]+ r2M2
H2(d2, δ2)
Q d2δ2
[
H2(d2, ·)
]= 3
√
2
4
( 3√b3n+3 − 3√a3n+3
3
√
a3n+3
)
.
Therefore (2.24) is satisﬁed with j = 2 if
6
√
432 3
√
μ1μ2
(
7π
16
− 4
5
)
− 9
5
(
3
2
) 1
3
>
3
√
2
4
( 3√b3n+3 − 3√a3n+3
3
√
a
)
.3n+3
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6
√
432 3
√
μ1μ2
(
7π
16
− 4
5
)
− 9
5
(
3
2
) 1
3
> max
{ 3√2
4
( 3√b3n+1 − 3√a3n+1
3
√
a3n+1
+
3
√
b3n+2 − 3√a3n+2
3
√
a3n+2
)
,
3
√
2
4
( 3√b3n+3 − 3√a3n+3
3
√
a3n+3
)}
.
Particularly, let ak = bk , k = 3n + 1,3n + 2,3n + 3, n ∈ N, it immediately concludes that Eq. (3.2) is oscillatory if
6
√
432 3
√
μ1μ2
(
7π
16
− 4
5
)
>
9
5
(
3
2
) 1
3
.
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