Parameter choices on Guruswami–Sudan algorithm for polynomial reconstruction  by Mingsheng, Wang
Finite Fields and Their Applications 13 (2007) 877–886
http://www.elsevier.com/locate/ffa
Parameter choices on Guruswami–Sudan algorithm
for polynomial reconstruction
Wang Mingsheng ∗,1
Information Security Laboratory, Institute of Software, Chinese Academy of Sciences,
Beijing 100080, PO Box 8718, China
Received 5 October 2005
Available online 20 December 2005
Communicated by Daqing Wan
Abstract
Guruswami–Sudan algorithm for polynomial reconstruction problem plays an important role in the
study of error-correcting codes. In this paper, we study new better parameter choices in Guruswami–
Sudan algorithm for the polynomial reconstruction problem. As a consequence, our result gives a
better upper bound for the number of solutions for the polynomial reconstruction problem comparing
with the original algorithm.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
The Reed–Solomon code is one of the most popular codes used today with various prac-
tical applications. Berlekamp–Massey algorithm is the most efficient algorithm to decode
Reed–Solomon codes within its error-correction bound [1]. A very interesting problem for
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878 M. Wang / Finite Fields and Their Applications 13 (2007) 877–886Reed–Solomon codes in theory and practice is to design an efficient algorithm to decode it
beyond the correction-error bound. This can be equivalently described as follows.
Polynomial reconstruction problem. Given positive integers k, t , and n distinct points
{(xi, yi)} ∈ F 2q , k < t < n. Find all the univariate polynomials p of degree at most k such
that p(xi) = yi for at least t values of i ∈ {1, . . . , n}, where Fq is the finite field with q
elements.
In [8], Sudan proposed a polynomial time algorithm for the polynomial reconstruction
problem for some parameter choices. In [5], the authors presented a wonderful polynomial
time algorithm under condition t2 > kn.
In this paper, we study new parameter choices in Guruswami–Sudan algorithm which
will be useful for the purpose of practical applications. Our result gives a good upper
bound for the number of solutions for the polynomial reconstruction problem for given
parameters k, t, n.
The structure of this paper is as follows. In Section 2, we briefly review the terminology
that will be used through the subsequent discussions, and give a precise statement of the
main result of this paper. In Section 3, we present a proof of the main result. In Section 4,
we give several examples to illustrate our result.
Remark 1.1. The condition t2 > kn is essentially optimal in some sense for the polynomial
reconstruction problem as shown by Guruswami and Rudra [6]. This type of optimal result
is not known for the original Reed–Solomon decoding problem which corresponds to the
special case that the xi ’s are distinct. However, if t2 < kn, then decoding Reed–Solomon
codes can be as hard as the discrete logarithm problem in some cases, see Cheng and
Wan [2].
2. Preliminaries and main result
In order to introduce Guruswami–Sudan’s algorithm for polynomial reconstruction, we
recall two basic definitions as follows.
Definition 2.1 (Weighted degree). For γ1, γ2 ∈ N+, the (γ1, γ2)-weighted degree of a
monomial qij xiyj is iγ1 + jγ2. The (γ1, γ2)-weighted degree of a polynomial Q(x,y) =∑
ij qij x
iyj is the maximum, over the monomials with nonzero coefficients, of the
(γ1, γ2)-weighted degrees of the monomials.
Definition 2.2 ([3]). Let Q ∈ Fq [x, y] be a non-constant polynomial, and P = (a, b) be
a point in the plane F 2q . Let QT (x, y) = Q(x + a, y + b), and write QT (x, y) = Gm +
Gm+1 + · · ·, where Gi is a form of degree i and Gm = 0. Then m = mP (Q) is defined to
be the multiplicity of Q at P = (a, b).
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nomial Q(x,y) has multiplicity at least r at point P = (a, b) if and only if qji = 0 for all
j + i < r .
Guruswami and Sudan proposed the following algorithm for the polynomial reconstruc-
tion problem when t2 > kn [5].
Guruswami–Sudan algorithm.
Inputs: k, t , and n distinct points {(x1, y1), . . . , (xn, yn)}.
Step 0. Set
r1 = 1 + kn +
√
k2n2 + 4(t2 − kn)
2(t2 − kn) .
Step 1. Find a polynomial Q(x,y) having (1, k)-weighted degree at most r1t − 1 such
that the affine plane curve Q(x,y) has multiplicities at least r1 at points (xi, yi),
i ∈ {1, . . . , n}.
Step 2. Factor the polynomial Q(x,y) into irreducible factors, and output all the polyno-
mials f such that y −f (x) is a factor of Q and f (xi) = yi for at least t values of i
from {1, . . . , n}.
On the one hand, from the point of view of practical applications in engineering, we
need to know that if the key parameter r1 in the above algorithm can be taken to be smaller.
Thus the following problem will be interesting to us.
Problem 2.1. In above algorithm, what is the smallest possible number for r1?
On the other hand, the upper bound for the number of solutions for the polynomial
reconstruction problem provided by Guruswami–Sudan algorithm is r1t−1
k
for given para-
meters k, t, n. Our concern with this upper bound is the following problem.
Problem 2.2. Whether the upper bound can be improved significantly or not?
In this paper, we give a partial answer for Problems 2.1 and 2.2, that is, we give the
following modified Guruswami–Sudan algorithm.
Algorithm 2.1.
Inputs: k, t , and n distinct points {(x1, y1), . . . , (xn, yn)}.
Step 0. Set
r = 1 +  k(n − t)
(t2 − kn).
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such that the affine plane curve Q(x,y) has multiplicities at least r at points
(xi, yi), i ∈ {1, . . . , n}.
Step 2. Factor the polynomial Q(x,y) into irreducible factors, and output all the polyno-
mials f (x) such that y − f (x) is a factor of Q and f (xi) = yi for at least t values
of i from {1, . . . , n}.
Remark 2.1. Factoring a polynomial in Guruswami–Sudan algorithm can be replaced with
a more efficient root finding algorithm although this does not affect the total time complex-
ity [4,7].
3. The proof of the main result
In this section, we prove the main result of this paper stated in the previous one. Our
consideration is a combination of ideas of [8] and [5].
We first note the following lemma [8].
Lemma 3.1. Given positive integers l, r and a non-negative integer m. If
(m + 1)(l + 1) + k
(
l + 1
2
)
> n
(
r + 1
2
)
,
then there is an algorithm running in polynomial time in n for finding a Q(x,y) with
(1, k)-weighted degree at most m + lk such that Q(x,y) has multiplicities at least r at
points (xi, yi) for all i ∈ {1, . . . , n}.
Proof. Let
Q(x,y) =
l∑
i=0
m+(l−i)k∑
j=0
qij x
j yi,
then the number of qij is
(m + 1)(l + 1) + k
(
l + 1
2
)
.
On the other hand, the fact that (xi, yi) is a zero point of Q(x,y) with multiplicities at least
r can be represented by
(
r+1
2
)
linear equation systems with coefficients involving in xi, yi
and unknowns qij . Thus the total number of linear equations is n
(
r+1
2
)
. Thus when
(m + 1)(l + 1) + k
(
l + 1
2
)
> n
(
r + 1
2
)
,
we can find a desired non-zero polynomial Q(x,y) in a polynomial time in n. 
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Lemma 3.2 ([5]). Let r be a positive integer, and Q(x,y) a polynomial as in Lemma 3.1.
If (xi, yi) is a point such that p(xi) = yi , then
(x − xi)r | g(x) def= Q
(
x,p(x)
)
.
By Lemma 3.2, we have the following [5].
Lemma 3.3 ([5]). Let Q(x,y) be a polynomial as in Lemma 3.1. If p(x) is a polynomial
of degree at most k such that yi = f (xi) for at least t values of i ∈ {1, . . . , n}, and rt >
lk + m, then (y − p(x)) | Q(x,y).
From the above lemmas, the following result is obtained immediately.
Theorem 3.1. If we choose positive integers l, r and a non-negative integer m such that
m + lk < rt and (m + 1)(l + 1) + k( l+12 ) > n( r+12 ) then there exists a polynomial time
algorithm in n, log(q) for solving the polynomial reconstruction problem.
In view of Theorem 3.1, we must determine a sufficient and necessary condition for
m + lk < rt and (m + 1)(l + 1) + k( l+12 ) > n( r+12 ) for some parameters m, l, r . The
following lemma gives an answer.
Lemma 3.4. Given positive integers n, k, t such that t2 > kn and 2t  n+k. The following
conditions are equivalent:
(i) There are positive integers r, l and a non-negative integer m such that m+ lk < rt and
(m + 1)(l + 1) + k( l+12 )> n( r+12 );(ii) There are positive integers r, l such that
r >
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) , or r <
k(n − t) − k√n(n + k − 2t)
2(t2 − kn) ,
and l1 < l < l2 such that rt > lk, where
l1 = (rt −
k
2 ) −
√
Δ1
k
, l2 = (rt −
k
2 ) +
√
Δ1
k
,
and Δ1 = r2(t2 − kn) + rk(t − n) + k24 .
Proof. (i) ⇒ (ii). Assume that there are positive integers r, l such that m + lk < rt and
(m + 1)(l + 1) + k( l+12 )> n( r+12 ).
Then we have the following formula:
(rt − lk)(l + 1) + k
(
l + 1
2
)
> n
(
r + 1
2
)
.
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k
2
l2 −
(
rt − k
2
)
l +
(
r2n
2
+ rn
2
− rt
)
< 0.
Let g(x) = k2x2 − (rt − k2 )x + ( r
2n
2 + rn2 − rt), thus g(l) < 0.
Let the discriminant of g(x) be Δ1, that is
Δ1 =
(
rt − k
2
)2
− 4 · k
2
(
r2n
2
+ rn
2
− rt
)
= r2(t2 − kn)+ r(kt − kn) + k2
4
.
Then Δ1 > 0. Otherwise, if Δ1  0, then g(s)  0 for any real number s because the
leading coefficient of g(x) is positive.
We consider Δ1 to be a quadratic function in r , and let Δ2 be the discriminant of Δ1.
Hence
Δ2 = (kt − kn)2 − 4
(
t2 − kn) · k2
4
= k2n(n + k − 2t).
If Δ2 < 0, then we have 2t > n + k, which is excluded by our assumptions.
Thus we must have Δ2  0, and
r >
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) or r <
k(n − t) − k√n(n + k − 2t)
2(t2 − kn) .
In both cases, we have l1 < l < l2, where l1 and l2 are the same as in (ii), and rt − lk > 0.
(ii) ⇒ (i) can be proved by reversing above proof process. 
Remark 3.1. Since we require that r is at least 1, and 2t  n + k, we can easily prove that
l1 > 0.
Remark 3.2. Note that if 2t > n + k, then the error bound n − t will be at most n−k−12 ,
the classic error correction bound, which have been solved by [9]. Thus without loss of
generality, we may assume 2t  n + k in order to correct error beyond error-correction
bound for Reed–Solomon codes.
By Lemma 3.4, we obtain the following:
Lemma 3.5. Given positive integers n, k, t such that 2t  n + k and t2 > kn. If
r >
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) and r >
k(n − t)
t2 − kn ,
then condition (i) in Lemma 3.4 is true.
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r >
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) and r >
k(n − t)
t2 − kn .
Thus we have Δ1 > 0, where Δ1 is the same as in Lemma 3.4.
When r > k(n−t)
t2−kn , we have
Δ1 = r2
(
t2 − kn)+ r(kt − kn) + k2
4
= r(r(t2 − kn)+ (kt − kn))+ k2
4
>
k2
4
.
Thus we have
√
Δ1 >
k
2 .
Let l1 and l2 be the same as in Lemma 3.4, hence we have l2 − l1 = 2
√
Δ1
k
> 1. Thus
there is an integer s such that l1 < s < l2.
We take l = l1+ 1. Note that
lk  k
(
(rt − k2 −
√
Δ1
k
)
+ 1
(
rt − k
2
)
−√Δ1 + k.
Therefore we have:
rt − lk √Δ1 − k2 > 0.
Set m = rt − kl − 1. Then m 0. Hence condition (ii) is satisfied in Lemma 3.4. Hence
condition (i) is true. 
The following lemma gives a bound for the choice of r .
Lemma 3.6. Given positive integers n, k, t . If t2 > kn, then
k(n − t)
(t2 − kn) >
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) .
Proof. We have
k(n − t)
(t2 − kn) −
k(n − t) + k√n(n + k − 2t)
2(t2 − kn) =
k(n − t) − k√n(n + k − 2t)
2(t2 − kn) .
Note that
(
k(n − t))2 − k2(n(n + k − 2t))= k2(t2 − kn)> 0,
hence we have k(n − t) > k√n(n + k − 2t). Thus we get the conclusion. 
By Theorem 3.1 and Lemmas 3.4–3.6, we get the following main result of this paper.
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r = 1 + k(n − t)
t2 − kn , l = 
(rt − k2 ) −
√
Δ1
k
+ 1 and m = rt − lk − 1,
where Δ1 is given in Lemma 3.4. Then these parameters satisfy the conditions in Theo-
rem 3.1. Hence Algorithm 2.1 solves the polynomial reconstruction problem in polynomial
time in n, log(q).
From the proofs of Lemmas 3.5 and 3.1, we obtain the following result.
Corollary 3.1. With notation as in Theorem 3.2. The number of solutions for polynomial
reconstruction given by Algorithm 2.1 is at most

(rt − k2 ) −
√
Δ1
k
+ 1.
Remark 3.3. From the proof of Lemma 3.5, we have that if k(n−t)
t2−kn is an integer and l1 is
not an integer, then we may take r = k(n−t)
t2−kn .
Remark 3.4. Let r1 be the number proposed in [5], and r be the number in Algorithm 2.1.
Then r1 is about nn−t multiple of r .
Remark 3.5. With the same discussions as in [5], Algorithm 2.1 has time complexity at
most
O
(
max
{
k3t6(n − t)6
(t2 − kn)6 ,
t6
k3
})
,
provided |Fq | 2n.
Remark 3.6. Algorithm 2.1 can be used to decode algebraic geometry codes beyond the
error-correction bound as in [5] which will be addressed in another paper.
4. Examples
In this section, we compute several concrete examples to illustrate our main results.
Example 4.1. Let k = 10, n = 19, t = 14. Thus t is the least integer such that t > √kn.
By Guruswami–Sudan algorithm,
r1 = 1 + kn +
√
k2n2 + 4(t2 − kn)
2 = 32.2(t − kn)
M. Wang / Finite Fields and Their Applications 13 (2007) 877–886 885The upper bound of the number of solutions for the corresponding polynomial reconstruc-
tion problem is
32 · 14 − 1
10
= 44.
By Algorithm 2.1,
r = 1 + k(n − t)
t2 − kn = 1 + 8.33= 9.
Therefore by Corollary 3.1 the corresponding polynomial reconstruction problem has at
most 12 solutions.
Example 4.2. Let k = 38, n = 63. Then the least number that is larger than √kn is t = 49.
By Guruswami–Sudan algorithm,
r1 = 1 + kn +
√
k2n2 + 4(t2 − kn)
2(t2 − kn) = 343.
Thus the corresponding polynomial reconstruction problem has at most  r1t−1
k
 = 442
solutions.
Using Algorithm 2.1,
r = 1 + k(n − t)
t2 − kn = 77.
Hence the number of solutions for the corresponding polynomial reconstruction problem
is at most 99.
Note that k(n−t)
t2−kn = 76, if we set r = 76, then l1 = 97, l2 = 98. Hence there does not exist
an integer l such that l1 < l < l2. Thus we must take r = 77.
Example 4.3. Let n = 127, k = 80, and t = 101 be the least integer such that t > √kn.
Using Guruswami–Sudan algorithm,
r1 = 1 + kn +
√
k2n2 + 4(t2 − kn)
2(t2 − kn) = 248.
Hence the number of solutions for the polynomial reconstruction problem has upper
bound 313.
By Algorithm 2.1,
r = 1 + k(n − t)2 = 51.t − kn
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Remark 4.1. By the above examples, we see that for given parameters n, k, t , Algo-
rithm 2.1 has considerably reduced degree degy(Q(x, y)).
Remark 4.2. From Example 4.2, we see that the upper bound for the number of solu-
tions for the polynomial reconstruction problem given by Algorithm 2.1 cannot be further
improved. Hence further improvements on parameters must rely on a different technique
routine.
5. Conclusion
In this paper we have presented new parameter choices to Guruswami–Sudan algorithm
for the polynomial reconstruction problem. The upper bound for the number of solutions
provided by the modified algorithm have been significantly reduced. We have tested several
examples to compare the results between the original algorithm and our modified version.
The new modified algorithm is more efficient comparing with the original version.
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