In recent years, technology has developed a lot and has revolutionized our perspective of the world. Technology and more precisely digital technology has created amazing tools, giving immediate access to anyone interested to any information he may need. This digital revolution of all media like computers, smartphones, etc. has produced a huge amount of digital data to be handled. In our research we care about one aspect of this data, the text data, and the way we can efficiently handle text and produce meaningful summaries. Thus, it is only until recently that text mining has become an interesting research field due to this vast increase of text volume on the web. However, because of its size, this text volume should be summarized so as to get all the useful information efficiently and without trying to deal with all of the initial text, which could be impractical in many cases. Therefore, text summarization systems are among the most attractive research areas nowadays. Text summarization is the process of finding the main source of information, extracting the main important contents and presenting them as a concise text in the predefined template. The two main summarization techniques available are Extractive and Abstractive, with a lot of research being carried out in these areas, especially in extractive summarization. However, meaningful summaries are obtained using abstractive techniques which are more complex, due to the nature of this technique which requires the summary to be constructed in an abstract way without using sentences from the original text, while in the extractive case the summary consists of sentences from the original text. In this paper there is a theoretical approach where the widely used summarization techniques are described at a first level. Moreover, these techniques are then put into practice focusing only on the Albanian language, since the language is an important factor which might lead to different outcomes for each algorithm, due to its structure, its form and its rules. This is the first attempt in the field of summarization in Albanian language and there is a high need for future research works in this area. This paper investigates various proposed text summarization methods which are usually used in English (and possibly other widely used) languages, comparing them and concluding which method is suitable for summarizing documents in the Albanian language. We analyze various summarization algorithms and provide a formal way of verifying the correctness of our results, by using different metrics (e.g. ROUGE) to evaluate the summaries' accuracy of each technique, by utilizing some gold standard summaries, which have been produced by linguistic experts. Finally, we will also provide the whole practical implementation of this work either by uploading it to a github repository so as to be publicly accessible by anyone or by providing our services as microservices through a web-page.
INTRODUCTION
The amount of information available today is tremendous and the problem of finding the relevant pieces and making sense of these is becoming more and more essential. The digital revolution of all media like computers, smart phones, etc. has produced a huge amount of digital data to be handled. Because of its size, this text volume should be summarized so as to get all the useful information efficiently and without trying to deal with all of the initial text, which could be impractical in many cases. Automatic text summarization is part of information retrieval (IR), machine learning (ML), natural language processing (NLP), data mining (DM) and text mining (TM). The aim is to find the core of the given text set and reduce the size while covering the key concepts and overall meaning and avoiding repetition.
Summarization Workflow
Automatic summarization is a multistage process. Before describing each of the subtasks in the workflow it is important to clarify that the term context, which appears in the workflow and further in this report quite frequently, refers to a piece of text smaller than a document but larger than a single word. The workflow in the diagram includes six subtasks:  Preprocessing takes a raw text as an input and applies some basic routines to transform or eliminate textual elements that are not useful in further processing of textual data. In extraction based summarization the output of this step is often a set of sentences where non-content words and punctuations are removed and content words are reduced to their base forms.  Feature selection identifies words, phrases or some other cues that appear in a preprocessed text and may serve as valuable characteristics of textual contexts. In automatic summarization these cues are often referred to as features, topic terms or topic signatures.  Context representation makes use of features obtained from the feature selection subtask to represent contexts in a form suitable for further processing. Contexts are often represented as context vectors.  Content selection identifies contexts that should be included in a summary. A variety of approaches can be used for this subtask. Some of them require to compute the similarities between textual contexts.  Context ordering arranges contexts selected in the content selection subtask to construct a coherent and readable text.

Sentence realization applies techniques that operate on a sub-sentence level with the goal to improve the readability and clarity of a text. Sentence simplification is one of these techniques.
Sentence Features
Next to the Preprocessing step, by using sentence feature each sentence in the document is represented by a vector attribute. Each attribute represents the data used for their task. These features were used, gives a value between "0" to "1". Below are listed some of these features [19] 
Approaches to Sentence Extraction
In order to generate a high quality summary different NLP techniques must be used. The generated summary is a collection of original sentences, and most of summarization systems produce summary based on key sentence selection. There are three different approaches for scoring and selecting sentences [18] : (a) Statistical approaches, (b) Linguistic approaches ( Lexical chain, WordNet, Graph theory, Clustering ) and (c) Rhetorical approaches.
RELATED WORK
Previous work includes the pioneering work by Luhn in 1958 [12], and Edmundson in 1969 [11] , while more recent work is of [20] that uses a recursive neural network, which operates on a parsing tree of a sentence, to rank sentences for summarization. Cheng and Lapata [13] successfully used a neural-network-based sentence extractor, which considered the document encodings and the previously selected sentences, as well as the current sentence in making its decisions. Parveen et al. [8] used a graph-based approach, modeling a document as "a bipartite graph consisting of sentence and entity nodes". Ren et al. [17] achieved state-of-the-art results through a regression-based approach. A variety of engineered features are used as inputs into a regression model. The single highest rated sentence is selected, and the process is repeated.
TEXT SUMMARIZERS FOR ALBANIAN LANGUAGE -EXPERIMENTAL STUDY
We aim to provide an initial experimental study on text summarization with actual methods and tools for texts written in Albanian language. Of course we must explain that are studding the text summarization as a technique of text mining. 3.1 Specific Objective -To study linguistic aspect of Albanian language.
-To conduct experiments to choose better techniques and methods for Albanian text summarization.
-To evaluate and test the performance of the constructed summarizers. -To design, adopt and develop a suitable algorithm based on the identified techniques and defined equations.
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Methodology
We have started our work by developing a news aggregator for Albanian news using Scrapy 29 . In order to gain more context details (i.e. latest stories, important news) by the location of the page where the news is present, we do not use RSS feeds. News are stored using a NoSQL database (CouchDB 30 ) that support android devices. In addition, we will be utilizing the NLTK Python library to build our pipeline, constructing four single document summarizers with respective algorithms [7] given below:
Auto Summarizer 1:
Auto Summarizer 2: A simple sentence scoring to rank the sentences:
Step 1: Calculate total words within the document.
Step 2: Remove the stop words from the input text
Step 3: Calculate the content words in each sentence.
Content words=Total words-Stop words
Step 4: Calculate the sentence weight with type 1:
Sentence weight= (Content words/Total words) *100 Sort the sentences & finally generate the summary Simple sentence weight learning method:
Step 1: Split the text into sentences and words.
Step 2: Find the number of words in each sentence
Step 3: Find the number of words in maximum lengthy sentence Step 1: Split the text into sentences and words.
Step 2: Calculate the position score of each sentence.
The first sentences in each document got highest score.
Step 3: Add additional score to numeric held sentences.
Step 4: Assign score to the keywords
Step 5: Calculate sentence score. Sentence score is the sum of words in the sentences.
Step 6: Assign feature weight to the sentences. Sum all the feature score and extract the important sentences Graph Theoretic Method:
Step 1: Split the text into words and sentences.
Step 2: Construct graph and represents each vertex as sentences and edges shows the occurrence of words in the sentences.
Step 3: Calculate the total number of words.
Step 4: Find the affinity weight (aw) of word aw=document frequency of a word/total words.
Step 5: Calculate the sentence weight. It is the sum of affinity weight.
Step 6: Calculate the Levenshtein similarity weight. It is difference between maximum length of two sentences and Levenshtein Distance (LD) of two sentences then it is divided by maximum length of two sentences. Levenshtein Distance is the distance between two words.
Step 7: Calculate the vertex weight.
Step 8: Rank the sentences on the basis of similarity weight and vertex weight.
Our experiments are structured as follows: given the original news text, we generate a ten of sentences long summary and compare it to the given summary. In addition we constructed a basic Albanian stemmer based on work of Sadiku and Biba [15] and tested this effect on summaries. Each summary will be generated by four summarizers. At the end they are evaluated with ROUGE-1, ROUGE-2 and ROUGE-L method.
EVALUATION OF SUMMARIZATION SYSTEMS
Evaluating a summarization system is to identify how well the system fulfills the given requirements. Normally, evaluation is done by comparing a gold standard (usually produced by a human) to the results of the summarization KNOWLEDGE -International Journal Vol. 28.7 December, 2018 technique. Therefore, an automatic evaluation is required since it is impossible to manually evaluate many summaries quickly and consistently without bias. Although the use of models summaries (normally human ones) is quite common, some authors have been working toward the automatic evaluation of summaries without using references, which is one of the most challenging strategies nowadays [1] [14] . There are different methods that could be used so as to evaluate the summaries as automatic vs. manual evaluation, intrinsic vs. extrinsic evaluation, inter-textual vs. intra-textual and the ROUGE evaluation method we use and explain below. ROUGE (Recall-Oriented Understudy for Gisting Evaluation) [6] compares summaries by counting the number of n-gram overlaps for automatic generated summaries and human written summaries. It is based on recall and measures how well automatically generated summary covers the content in human-generated summary. ROUGE includes many techniques like: ROUGE-L, ROUGE-W, ROUGE-S and ROUGE-N (the one we use in practice):
where n is the length of the n-gram (gramn), and Countmatch(gramn)is the maximum number of n-grams that occur in both automatic summary and gold-standard summary [14] . We also use ROUGE-L which calculates the longest common subsequence (LCS). N-gram co-occurrence statistics is a good automatic scoring metric in single-document summarization task as shown in [5] . Lin [5] compared the different ROUGE methods with single document DUC data and found out that all of the methods correspond with human evaluations (ROUGE-1 or ROUGE-2 where the most promising). This correspondence appeared to be dependent to the length of the summaries, stemming and stop word removal which also increased the recall and the precision of the summary. ROUGE does not care about the grammar, the readability or the flow of the text, which resembles to BLEU measure, but BLEU is based on precision which prefers accuracy [5] .
(2)
Recall and Precision are defined above. Recall is a ratio that shows how well the gold standard summary is covered from the generated summary, while Precision is the quality of the automatic summary as it decreases as the number of false positives grows. Finally, F-Measure is given by (4)
5.RESULT
The comparative result of the reviewed algorithms for ROUGE-1, ROUGE-2 and ROUGE-L is illustrated in the following tables and respective charts: 
CONCLUSION AND FUTURE WORK
In this paper we perform a thorough experimental evaluation of four algorithms for text summarization in Albanian language. At the beginning of our work we reviewed the state of art and the recent work done in this field. We created a text corpus of 65 Albanian news articles collected by well-known online Albanian newspapers, focusing mainly on quality authors. The corpus has six subjects related to nowadays discussion in Albania. Each subject is used as a corpus to evaluate the performance of the algorithms. Firstly, we cleaned the dataset passing it in a preprocessing phase composed by a stop-word removal and a basic Albanian stemmer, depending on the certain algorithm. We constructed two set of experiments, one without stemming and next one with stemming. The experimental results show that there almost all algorithms performed well, whereas the summarizer_2 performed better. The stemming increase slightly the accuracy. The results seems a bit better than current state of the art, but it is not reflecting the reality. It has to do with the way the golden summaries were made, not in the standard form (abstractive) but in extractive. We evaluated the performance using ROUGE.
In the future, it would be of a great interest to evaluate the performance of the abstractive summarization algorithms in a bigger corpus and in a cross-domain corpus in Albanian language. Also, it would be interesting to construct a POS tagging system and to test more algorithms, focusing in deep learning algorithms.
