Cascading failure models are typically used to capture the phenomenon where failures possibly trigger further failures in succession, causing knock-on effects. In many networks this ultimately leads to a disintegrated network where the failure propagation continues independently across the various components. In order to gain insight in the impact of network splitting on cascading failure processes, we extend a well-established cascading failure model for which the number of failures obeys a power-law distribution. We assume that a single line failure immediately splits the network in two components, and examine its effect on the power-law exponent. The results provide valuable qualitative insights that are crucial first steps towards understanding more complex network splitting scenarios.
I. INTRODUCTION
Cascading failure models are used to describe systems of interconnected components where initial failures can trigger subsequent failures of other components. Despite the deceptively simple appearance, these models capture an extraordinary richness of different behaviors and have proven to be crucial in many application areas, such as material science, computer networks, traffic networks, earthquake dynamics, and power transmission systems [22] . It is therefore not surprising that cascading failures have received a lot of attention throughout the years [1, 2, 10, 14, 18-20, 30, 31] In particular, the application domain of power systems has received increasing attention over the last fifteen years [3, 4, 17, 23] , and also provides the main inspiration for our research. Power grids have grown significantly in size and complexity. Moreover, various recent advances, such as the rise of renewable sources, have considerably increased the volatility in these systems. The occurrences of severe blackouts have increased rapidly around the world, in a time where society relies on a reliable power grid more and more. Notorious examples include the Northeast Blackout of 2003, the India Blackout of 2012 and the South Australia Blackouts of 2016 and 2017. Such catastrophic events cause significant economic and social disruption, and the analysis of severe blackouts has therefore become a crucial part of transmission grid planning and operations [21, 29] .
Blackouts often occur through a cascade of failures that accelerate and outstrip control capabilities [4] . The failure mechanism causing a power outage entails long and complex sequences of failures, making the analysis of the failure propagation extremely difficult. Simulation techniques are typical approaches in order to obtain a better understanding of the cascading failure process. However, standard Monte-Carlo simulation may become computationally intractable due to the low probability of a black-out event and the huge size of the network (curse of dimensionality) [13] . Nevertheless, rare-event simulation, such as importance sampling and splitting [16, 24] , can be used to overcome these issues and analyze fairly complex cascading failure models.
Another approach, often used in practice, involves extensive scenario analysis where one tests whether the failure of one line, or a combination of several lines, is likely to result in a major blackout [4, 27] . There are two typical ways to measure the reliability: worst-case analysis where the initial contingency is targeted to be the most vulnerable component, or one where it is chosen uniformly at random in order to understand the typical behavior on average [4] . The fact that this distinction is critical has also been illustrated for complex networks: they are rather resilient to random attacks, while relatively vulnerable to targeted attacks [8, 9] .
Although advanced simulation techniques and scenario testing approaches have proven indispensable, they provide little physical insight in the mechanism leading to a severe blackout. In contrast, macroscopic models, such as [5, 10, 11, 20, 30] , focus on a few essential characteristics to obtain more qualitative insights. Such insights help in gaining a deeper understanding of the failure propagation. In particular, Dobson et al. [11, 12] construct a simple cascading failure model that captures four salient features of large blackouts: the large number of components, the initial disturbance stressing the network, the component failure when its capacity is exceeded and the additional loading of other components when a component failure has occurred. This results in a tractable model that allows for a rigorous derivation of the number of component failures.
In this paper, we extend these models, allowing for another distinctive feature observed in occurrences of large blackouts: network splitting. Successive line failures may cause the network to disintegrate in disjoint components. Once a network split has occurred, the failure propagation continues independently among the various components. Network splitting is also known as islanding, and is sometimes used as a tool in power systems to prevent blackouts to cascade to large-scale proportions [4] . Our results show the impact of islanding on the power-law exponent.
Specifically, we consider a network consisting of two star components connected by a single line, see Figure 1 . Each line has an initial load that is exceeded by the capacity by a random margin. The cascading failure process is triggered by the failure of the line bridging the two components, causing all lines to be additionally loaded. When this load surge causes the capacity to be exceeded on a line, it fails. Every consecutive line failure causes all surviving lines connected to it to receive another supplementary load increase, possibly triggering massive knockon effects. We emphasize that due to the network structure, no network splitting occurs after the failure of the bridging line. Therefore, the cascading failure propagation continues independently in the two components until the capacities at the surviving lines in both components are sufficient to meet the load surges. A detailed description of the model is given in Section II.
We measure the reliability of the network by the probability that the total number of line failures exceeds a certain threshold, which we refer to as the exceedance probability. This objective is well-understood in the case of a single star network under certain assumptions [26] . That is, there is an initial disruption causing all lines to be additionally loaded and every consecutive line failure causes subsequent load surges to all surviving lines. Under a particular condition, the exceedance probability obeys a power-law distribution with exponent −1/2. This type of behavior is of strong interest as it appears in empirical analyses of historic blackout data [6, 7, 21, 28] . This heavy-tailed behavior reflects a relatively high risk of having severe blackouts.
The objective of this paper is to examine the impact of including a single immediate network split on the exceedance probability. It turns out that the power-law property, which appeared in case of a star topology, mostly prevails. However, the splitting feature may possibly change the prefactor and the exponent depending on the threshold and component sizes. The results can intuitively be interpreted as follows. When the threshold is sufficiently smaller than the size of the smaller component, the threshold is most likely been exceeded in just one of the components alone. If the threshold is approximately between the size of the smaller and the larger component, the threshold is most likely exceeded in the bigger component alone. In both cases, this property will imply that the power-law exponent is −1/2 as is the case of a single star network. For larger threshold values, both components need to have a significant number of line failures. Consequently, it is much less likely for the threshold to be exceeded, which causes a phase-transition: the power-law exponent is reduced to −1. This provides a possible explanation of why also other power-law exponents appear in empirical data analyses [15] .
Our methodology uses an asymptotic analysis for the sum of two independent quasi-binomially distributed random variables. We distinguish between different cases: the balanced case where the sizes of both components are of the same order of magnitude, and the disparate case where one is of a smaller order. Preliminary results appeared in a conference paper [25] , without proofs, where we focused on an approximation scheme for the exceedance probability and compared this to simulation results. In the present paper, we rigorously prove the asymptotic behavior. In the analysis many subtleties need to be accounted for, which are most apparent when the threshold is close to the size of the larger component. Our analysis in Section III aims to provide physical insights in these subtleties.
The paper is organized as follows. In Section II we describe our model in more detail and review some known results for the single star network. We state our main results in Section III and provide a high-level interpretation. The proofs of the main results are covered in Section B. We conclude this paper with a discussion of some future research directions in Section IV.
II. MODEL DESCRIPTION AND PRELIMINARIES
We consider a network with n + 2 nodes, where n is large. The network consists of two components connected by a single line. The smaller component consists of l := l n lines, whereas the other component has n − l lines, and hence l ≤ n − l. Each line has a limited capacity for the amount of load it can carry before it fails. We assume that the network is initially stable in the sense that every line has enough capacity to carry its load. The difference between the initial load and capacity is called the surplus capacity, and we assume it to be independent and standard uniformly distributed at each of the n lines. A visual representation of the model is given in Figure 1 The cascading failure process is initiated by the failure of the single line connecting the two components. This event creates two disjoint components, and causes the load at each other line to increase by θ/n for a certain constant θ > 0. If this load increase exceeds the capacity of one or more lines, those lines will fail. Every subsequent failure again results in a load increase at the surviving lines, and we call such an increase the load surge. This cascading failure process continues until the surplus
FIG. 2. Asymptotic contributions to the exceedance probability in Theorem 2.
capacity for every surviving line exceeds its load. We assume that the load surge caused by each consecutive failing line in the smaller component is 1/l, and in the larger component 1/(n − l). We assume that both components remain connected after every consecutive line failure. In other words, the cascading failure processes behave independently between the two components and no further splitting will occur. The vulnerability of the network is measured by the probability that the blackout size, i.e. the number of failed lines, after the cascading failure propagation has stopped, exceeds a certain threshold k := k n as n grows large. The asymptotic behavior shows how the exceedance probability decays with respect to the threshold, and furnishes valuable qualitative insights. We consider all thresholds k that are growing with n, i.e. both k → ∞ and n − k → ∞ as n → ∞.
Naturally, the behavior of the exceedance probability depends heavily on the sizes of the two components. We will consider the balanced case where both components have a size of order n, as well as the disparate case where the smaller component is of a size smaller than order n.
Next, we introduce some notation that will be used throughout the paper. Let A n be the random variable representing the total number of line failures, and A l,n the number of line failures in a component of size l disconnected from a component of size n − l. We assume both α := lim n→∞ k/n and β := lim n→∞ l/n exist. We write a n = o(b n ) if lim n→∞ a n /b n = 0 and a n = O(b n ) if lim sup n→∞ a n /b n < ∞. Similarly, we write a n = ω(b n ) if lim n→∞ b n /a n = 0 and b n = Ω(b n ) if lim sup n→∞ b n /a n < ∞. Finally, we denote a n ∼ b n if lim n→∞ a n /b n = 1 and a n ∝ b n if lim n→∞ a n /b n ∈ (0, ∞).
The case of a single star network, where each line failures causes a single node to become isolated, has been studied rigorously in [26] . Specifically, this case involves a star network consisting of n + 1 nodes, n lines with uniformly distributed surplus capacities, an initial load surge of θ/n at all lines, and subsequent load surges of 1/n at all surviving lines. In that case, the following result holds.
Theorem 1 Let k := k n and k := k n both be growing sequences of n with k ≤ k . Then,
and
Theorem 1 thus states that uniformly for all k ∈ [k , k ],
Equation (1) is Theorem 1 of [26] . The proof of (2) can be found in the Appendix: it follows the lines of the proof of Theorem 2 in [26] , but it is adapted to hold uniformly.
III. MAIN RESULTS
The exceedance probability naturally depends on the threshold and the component sizes. In essence, we derive the tail distribution of A n = A l,n + A n−l,n , where A l,n and A n−l,n are independent random variables. Note that A l,n involves the number of line failures in a single star network with initial load surge θ/n = θ/l · l/n and consecutive load surges 1/l. Therefore, A l,n obeys a quasibinomial distribution [12] , where the asymptotic behavior is given by Theorem 1 (with θ replaced by θ · l/n). We point out that A l,n is thus heavy-tailed for all values that are not too close to l. We derive the asymptotic behavior of the probability that the sum of two quasi-binomial distributed random variables exceeds a network-size dependent threshold k.
As mentioned earlier, we distinguish between two cases: the balanced case where β = lim n→∞ l/n > 0, and the disparate case where l = o(n). 
In this section we consider the case where the two component sizes are of the same order, and derive the tail of A n . This tail behavior reflects the most likely scenarios for the number of line failures to exceed threshold k. Recall that A n is essentially the sum of two heavy-tailed random variables (when l → ∞ as n → ∞). Moreover, the tail of both random variables typically obeys a power-law distribution with exponent −1/2 in the balanced case.
This observation yields an intuition for the asymptotic behavior of the exceedance probability. Figure 2 visually illustrates this intuition, where the thicker areas reflect which scenarios asymptotically contribute to the exceedance probability. When the threshold is significantly smaller than both component sizes (α < β), the most likely scenario to exceed k is when it is exceeded in one of the components alone. In other words, the event where both A l,n and A n−l,n attain large values is much less likely to occur. Similarly, if the threshold is only significantly smaller than the larger component size (β ≤ α < 1−β), the most likely scenario for A n to exceed k is when it is exceeded in the larger component, while the smaller component only has very few line failures. We observe that in both cases, the tail of A n therefore obeys a power-law distribution with exponent −1/2.
If 1−β < α < 1, both components must have many line failures. The threshold is then most likely to be exceeded if in both components a non-negligible fraction of the lines have failed. This causes the power-law exponent to decrease to −1/2 · 1/2 = −1, i.e. a phase-transition appears at α = 1 − β. Table I summarizes these notions, providing a road map to prove the following theorem.
Theorem 2 Suppose β ∈ (0, 1/2] and α = 1 − β. As n → ∞, A n asymptotically behaves as in Table II , where
The proof of Theorem 2 makes the provided intuition more rigorous. That is, we partition the event of exceeding the threshold in three terms:
where s is chosen appropriately small, and s appropriately large. Table I illustrates which term will yield the dominant behavior in each of the cases in Theorem 2.
The reasoning turns more subtle at the boundary where the threshold is either close to the larger component size, or when it close to n itself. In view of Theorem 2, the first case (α = 1 − β) corresponds to the interval of threshold values where we move from a power-law distribution with exponent −1/2 to one with exponent −1. When the larger component remains significantly larger than the smaller one (0 < β < 1 − β < 1), this phase transition occurs as follows. As long as threshold k is sufficiently smaller than l, the most likely scenario to exceed k remains when it is already exceeded in the larger component alone. However, the closer k is to l, the smaller this probability is and it is in fact zero when l > k. From some specific point, the scenario where the number of line failures in the larger component is close to k, yet not exceeding it, becomes the most likely one. If α = β = 1 − β = 1/2, a similar likely event can also occur for the smaller component. Figure 3 reflects this intuition of Theorem 3. Again, the thick areas indicate which scenarios possibly asymptotically contribute to the exceedance probability.
Finally, if the threshold is close to the network size itself (α = 1), almost all lines in both of the components need to have failed. Visually, this case is comparable to the one in Figure 2c , where the triangle is minuscule.
Theorem 3 Suppose α = 1 − β and β ∈ (0, 1/2], and write r := r n = k − (n − l) and t := t n = k − l. Then as n → ∞, A n asymptotically behaves as in Table III . If α = 1, then as n → ∞,
Since there is a sharp transition from a power-law with exponent −1/2 to one with exponent −1 when α = 1−β, 
it is natural to consider the number of failures in the bigger component in more detail. In the proof of Theorem 3, we partition the event of exceeding the threshold with respect to the number of line failures in the bigger component. When α = 1 − β with β ∈ (0, 1/2), we use the identity
where s and s are chosen in a specific way. Labeling each term I, II, III, IV respectively, the asymptotic behavior of each term can be evaluated separately, which yields the result as in Table IV . The result then follows by determining the dominant terms of (5) for the various cases of the threshold. It TABLE III. Asymptotic behavior of An as n → ∞ if β ∈ (0, 1/2] and α = 1 − β, with η := limn→∞ t/r.
If
As
turns out there is a transition in dominant behavior when −r ∝ (log k) 2 . For a smaller threshold, the threshold remains most likely to be exceeded in the larger component alone. Otherwise, it is most likely that exceeding the threshold is caused by almost all lines failing in the larger component in conjunction with a growing number of line failures in the smaller component. This outcome is summarized by Table V. The situation turns even more subtle when α = β = 1/2. In the most extreme case, we may have l = n − l = n/2 and one cannot distinguish between a smaller and larger component. The cascading process in the component of size l can therefore become more significant, leading to more possible scenarios likely to have occurred if the threshold is exceeded. To capture these scenarios, we need to refine the partitioning of events in (5) to
In other words, we partition the event (5) in three disjoint events in this case.
In the proof, we determine the asymptotic behavior of the various terms in the identity (6) , which leads to the result given in Table VI. Table VII illustrates which terms contribute to the asymptotic tail behavior of A n . The final case of Theorem 3 involves the case where the threshold is close to the network size, i.e. α = 1. Both component sizes are therefore significantly smaller than the threshold. In this case, we partition the event of exceeding the threshold in only three disjoint events:
Term Probability Asymptotic behavior I P (A n−l,n ≥ k)
Asymptotic behavior of terms in (5). For appropriate choices of s and s , we will show that the second term is dominant and yields the result in Theorem 3.
B. Disparate component sizes
Next, we turn to the case l = o(n). The smaller component is hence of a size that is (almost) negligible compared to the larger component. Essentially, this results in a framework that for most thresholds (0 < α < 1), no matter what occurs in the smaller component, the only likely manner to exceed the threshold is when it is exceeded in the larger component alone. This intuition remains true for α = 0: the initial disturbance θ/n = θ/l · l/n is relatively minor in the smaller component and unlikely to cause the cascading failure process to propagate further.
When α = 1 − β = 1, other scenarios to exceed k may become relevant. In particular, when k > n − l the number of line failures in the larger component alone cannot exceed k. The partitioning of the event of exceeding threshold k needs to be done carefully, resulting in many phase transitions.
Theorem 4 Suppose β = 0 and r = k−(n−l). If α < 1, or α = 1 with −r = Ω(l), then as n → ∞,
If k ≤ n − l, −r = o(l) growing with l, then as n → ∞,
log n , respectively. If r ≤ 0 is fixed, then as n → ∞,
if l = o n log n , if l ∝ n log n , or if l = ω n log n , respectively. If k > n − l and r = o(l) growing with l, then as n → ∞,
If k > n−l and γ := lim n→∞ r/l ∈ (0, 1), then as n → ∞,
where
Finally, if k > n − l and r = l − o(l), then as n → ∞,
The proof of Theorem 4 is analogous to the proofs of Theorems 2 and 3 (excluding the case α = β = 1/2). Yet, we need to account for the disparity in component sizes, changing the points where the phase transitions occur.
Asymptotic behavior of terms in (6) .
r otherwise,
negl.
otherwise negl. negl. 
IV. FUTURE RESEARCH DIRECTIONS
The results of Theorems 2-4 identify how the powerlaw exponent and its prefactor are affected when a single immediate split occurs. Allowing the network split to occur after several line failures would give the full picture of the impact of a single split. We would need to account for the effects of earlier line failures, and specify the load surge after the network split. To tackle this problem requires a fundamentally different approach, and we intend to pursue this challenge in future work.
Understanding non-immediate splitting is crucial to explore more involved splitting mechanisms. Investigation of the failure behavior for more general network structures, where load increments may even depend on spatial correlations, poses many interesting challenges for future research. Proof of Theorem 1. Equation (1) is Theorem 1 of [26] . The second statement follows the lines of the proof of Theorem 2 of [26] , but it is adapted here to show the slightly more general result. Choosek = n − log(n − k ) and fix > 0. Following the proof of Theorem 2 in [26] , we observe that for every
for some positive constant c, and
We see that as n → ∞, this gives
Letting ↓ 0 concludes the proof.
In order to prove Theorems 2-4, we use an asymptotic analysis for the sum of two independent heavy-tailed random variables. Specifically, we determine the asymptotic tail of A n = A l,n + A n−l,n , where A l,n and A n−l,n are independent. In fact, the distribution of A l,n and A n−l,n is well-understood due to the following observation. The first line failure disconnects the network in two separate star networks of sizes l and n−l. For the first component, this causes an initial disturbance of θ/n = (θ/l) · (l/n), and every consecutive line failure causes an additional load surge of 1/l. Hence, it falls in the framework of the model studied in [26] , where l is the network size and initial disturbance constant θ · l/n. It implies that for every growing k,
where the latter holds uniformly in accordance with Theorem 1, and
Similarly, (B1) holds for A n−l,n with l replaced by n − l. We see that it implies a certain order of magnitude, i.e.
and again, similarly for A n−l,n with l replaced by n − l. This will be used extensively throughout the proofs. To derive the main results stated in Section III, we determine which scenarios are likeliest to cause A n = A l,n + A n−l,n to exceed the threshold.
Very few or many failures in one component
The strategy in all our proofs involves an appropriate partition of the event of exceeding the threshold. The partition is done by considering the joint event of exceeding the threshold, and having a specific number of failures in only one component. In this section, we state results on the asymptotic behavior of such joint events where there are very few or many line failures in one component.
a. Smaller component
The proof of Theorem 2 partitions the event of exceeding threshold k in joint events where the number of failures in the smaller component is in a certain interval. The next two lemmas quantify the probability of {A n ≥ k; A l,n ≤ s } with s very small, {A n ≥ k; A l,n ≥ s } with s very large. The proofs are given in Appendix D.
Lemma 5 Let s = o(min{k, l}) be growing. Then, as n → ∞,
Lemma 6 Let s be growing defined by
b. Larger component: balanced case
The proof of Theorem 3 partitions the event of exceeding threshold k in joint events where the number of failures in the larger component is in a certain interval. The next lemma shows the asymptotic behavior where almost all lines in the larger component have failed.
Lemma 7 Suppose α = 1 − β with β = 0. If r < 0 and −r is growing with n or |r| fixed, let s = o(l) be growing. Then,
If α = 1 − β and r > 0 growing, let s = r + o(l) be growing such that s − r is growing. Then,
Finally, if α = 1 and β = 0, let s = k−(n−l)+o(n−k) = r + o(n − k) such that s − r is growing. Then,
The second lemma in this section yields the asymptotic behavior where at least a significant number of lines in the smaller component have failed for α = 1−β or α = 1.
Lemma 8 If β ∈ (0, 1/2) and α = 1 − β, suppose s = o(l) such that s − r > 0 is growing. Then,
If α = β = 1 − β = 1/2 and l − k not growing, set s = l − o(l) such that l − s is growing. Then,
Finally, if α = 1 and β
c. Larger component: disparate case
We note that we consider only α = 1 − β = 1 with β = 0, and hence r = o(l).
Lemma 9 Suppose |r| = o(l) and let s = o(l) be growing with l such that it satisfies s = o(log l) when −r > 0 growing. Otherwise s = r + v with v growing with l satisfying v = o(log(l/(|r| + 1))). Then,
Lemma 10 Suppose |r| = o(l), and let s = o(l) be growing with l such that it satisfies s = ω(l/(log l) 2 ) when r ≤ 0, and s = ω(l/(log(l/r))
2 ) when r > 0. Then,
Proof of Theorem 2
Next, we prove Theorem 2 using the approach outlined in Table I . Proof of Theorem 2. If α < β, set s = o(k) and s = k − ω(k/s ) both growing large with n. Then,
Applying Lemmas 5 and 6, together with (B1), yields
as n → ∞. If β ≤ α < 1 − β, set s = o(min{k, l}) and s = min{k, l}−o(min{k, l}), both growing with n. Lemmas 5 and 6 imply that as n → ∞,
The result follows in this case as well since
Finally, we consider the case 1 − β < α < 1. For every s = o(l), it holds that P(A n ≥ k; A l,n < s ) = 0. Lemma 6 implies for s = l − o(l),
In addition, we have for
Therefore, it remains to be shown that for these choices of q and s ,
as n → ∞, where c(α, β) is defined as in the theorem.
Remark 11
We note that c(α, β) is a positive finite constant. That is, the function within the integral is nonnegative and has a positive mass over the interval we integrate, and hence it is positive. Moreover, since
is a non-negative increasing function for all x ∈ [0, 1) and s(·) is a linearly increasing function,
Indeed, the integral expression is a positive finite constant.
Theorem 1 yields as n → ∞,
An upper bound for the summation term is given by
Similarly, a lower bound is given by
Due to our choices of q and s , then as n → ∞, the two integral expressions converge to the same constant. That is,
as n → ∞, which asymptotically coincides with (B9).
Proof of Theorem 3
Proof of Theorem 3. First consider the case that β ∈ (0, 1/2). Using identity (5), we observe that it suffices to show that the asymptotic behavior provided in Table IV holds. That is, the result is immediate from Table V, which in turn only highlights the dominant terms of Table IV. Let s = o(log(l/(|r| + 1))) growing if −r > 0 growing or |r| fixed, and s = r + o(min{r, log(l/r)}) with s − r growing if r > 0 growing. Let s = o(l) growing such that s = ω (l/ log(l/(|r| + 1))). Note that due to this choice, s > s for all n large enough. Then Lemmas 7 and 8 yield
Moreover, uniformly as n → ∞,
By assumption, k ∼ n − l and log l ∼ log k. Invoking Lemma 12 hence yields
, we obtain as n → ∞,
where the asymptotic behavior of P (A n−l,n ≥ k) is given by equation (B1). The result follows by observing that phase transitions occur when −r ∝ log 2 k. In words, the threshold is most likely exceeded in the larger component alone, or both components have a significant number of line failures. The latter turns dominant as soon as the difference between the threshold and larger component size becomes small enough.
Next, we prove the second case of the theorem with β = 1/2. That is, the two component sizes are approximately the same, making the analysis more delicate. Effectively, we follow the same strategy as before, but make some modifications as the smaller component is approximately of the same size as the bigger component. Equation (B1) provides the asymptotic behavior of P (A n−l,n ≥ k). Again, let s and s be as above. Using the analysis above shows that s j=max{1,r}
log(k/(|r| + 1) k remains valid in this case, covering the asymptotic behavior of terms II and III.
Let q = l − o(l) satisfy l − q = ω (l/ log(l/(|t| + 1))) and growing. Let q = k − o(l − k) = l − (|t| + o(|t|)) be growing such that k − q = ω(|t|/ log(l/|t|)) growing if −t = l − k > 0 growing, and q = l − o(l) such that l − q = o(log(l/(|t| + 1))) is growing otherwise. We observe that for this choice of q , term IV yields
It follows from Theorem 1 that uniformly as n → ∞,
Applying Lemma 13 results into q < q for all n large enough, and
That is, it describes the asymptotic behavior of all events where almost all lines have failed in the smaller component while the number of failures in the larger component is substantial, yet relatively small. Finally, Lemma 8 implies as n → ∞,
if −t > 0 growing, and
otherwise. In other words, the event that the threshold is exceeded in the smaller component alone contributes to the dominant behavior only if k is significantly smaller than l. Combining the above results then concludes the result for β = 1/2.
Finally, we have to show the result for α = 1. The threshold is close to n itself, and hence both components can only have a few surviving lines after the cascading failure process. Recall (7) and the results of Lemmas 7 and 8. Observe that r > 0 is of order n, and hence for any s = r + o(n − k) and s = l − o(n − k) satisfying the conditions in Lemmas 7 and 8 yield
To finalize the proof, we hence have to show that for suitable s and s satisfying the conditions above,
as n → ∞. Fix > 0, then for large enough n,
For the lower bound, note that we can set s − r = l − s without violating the constraints of the lemmas. This is done to simplify the integration term in the lower bound, i.e.
We note that
Letting ↓ 0 shows that the bounds coincide and hence (B10) holds.
Proof of Theorem 4
Proof of Theorem 4.
In order to see that (8) holds for α < 1, choose s = o(min{k, l} and s = min{k, l}−o(min{k, l}). In addition, let s = min{k, l}− ω(min{k, l}/s ) if k = O(l). Lemma 5 and (B1) yield
Moreover, if k < l,
and if k ≥ l,
Due to (5), we can therefore conclude that (8) holds when α < 1. Next, suppose α = 1. Equation (B1) then translates to
If −r = Ω(l), we have the bound
Since A l,n obeys a quasi-binomial distribution [12] ,
and the second term is bounded by
Again, due to identity (5), we observe that (8) holds in this case as well.
Next, suppose α = 1 with |r| = o(l). Choose s small enough and s large enough such that the condition in Lemma 12 and 9 are satisfied. Then, uniformly,
Recalling (5), (B1), and applying Lemmas 9 and 10 then yields that as n → ∞,
It follows immediately that (11) holds if r > 0. Moreover, if r ≤ 0 and fixed, the exceedance of the threshold in the larger component alone already yields a term of order k −1 . Since log(l/(|r| + 1)) < log(n) and k ∼ n, it is necessary that l = Ω(n/ log n) for the second term in (B11) to be non-negligible. It is also sufficient since l = n/ log n yields l log(l/(|r| + 1)) k 2 ∼ n log(n/ log n) k 2 log n ∼ n log n k n log n = 1 k .
That is, (10) holds as well. When −r > 0 and growing, the same reasoning as before shows that it is necessary that l = Ω(n √ −r/ log n) for the second term in (B11) to be non-negligible. Note this implies √ −r = O (l/n log n) = o(log n). This condition is also sufficient: when l = n √ −r/ log n,
In conclusion, also the case (9) holds. Next, suppose α = 1 with γ = lim n→∞ r/l ∈ (0, 1). Choose s = r + o(l) such that s − r is growing, and s = l − o(l) such that l − s is growing. Then,
Using (B1), we obtain that as n → ∞,
Note that the function within the summation is (strictly) decreasing on (r, l]. Hence, an upper bound for the summation term is given by
and a lower bound is given by
As the asymptotic behavior of the upper and lower bound coincides, we obtain
We observe that 1 y=γ (1 − y)/((y − γ)y) dy is a constant, since
Recalling (7) yields the result in this case. Finally, we consider α = 1 with r = l − o(l), and hence both components can only have a few surviving lines after the cascading failure process. The proof is analogous to the case where β = 0, and is merely adapted below to account for the disparity between the component sizes.
Fix > 0. Using B1 yields
For the lower bound, note that we can set s − r = l − s without violating the assumptions on s and s . This is done to simplify the integration term in the lower bound, i.e.
Letting ↓ 0 shows that the bounds coincide and hence
Combining the results show that the theorem also holds in this final case.
Next, if r ≤ 0 or |r| fixed, then clearly,
Finally, it follows from the proof of Lemma 12 that
as l → ∞. Adding the above expressions yields the result.
Appendix D: Proofs of Lemmas 5-10
Proof of Lemma 5. Note that if 1 − β < α < 1, we must be in the balanced case. Therefore, for large enough n, s ≤ k − (n − l), which proves the second assertion.
Next, suppose α < 1 − β (this can be either the disparate or the balanced case). We then have to prove that the joint event that the threshold is exceeded and the smaller component has few line failures is dominated by the event that k is exceeded in the larger component. Note that {A n ≥ k; A l,n ≤ s } implies that at least {A n−l,n ≥ k − s }. Moreover, {A n−l,n ≥ k} implies {A n ≥ k}. Then, ≤ P (A n ≥ k; A l,n ≤ s ) ≤ P (A n−l,n ≥ k − s )
Therefore,
Proof of Lemma 6. First, suppose α < β. Then we must be in the balanced case, and k < l and s = k −o(k) for n large enough. Basically, we want to show in this case that it is most likely that A l,n already exceeds k given that it exceeds s . Note P (A l,n ≥ k) ≤ P (A n ≥ k; A l,n ≥ s ) ≤ P (A l,n ≥ s ) .
Equation (B1) where l is balanced and α < β yields that P (A l,n ≥ s ) ∼ P (A l,n ≥ k) as n → ∞. This coincides with the lower bound, and hence P (A n ≥ k; A l,n ≥ s ) ∼ (A l,n ≥ k) .
If β ≤ α < 1 − β, we can have both the disparate and the balanced case. When the component sizes are disparate,
When the component sizes are balanced, note that the condition β ≤ α < 1 − β implies that (l − s )/l = o(1), and hence P (A n ≥ k; A l,n ≥ s ) ≤ P (A l,n ≥ s )
Finally, if 1 − β < α < 1, we have a balanced case and k > l for n large enough. Then, P (A n ≥ k; A l,n ≥ s ) ≤ P (A l,n ≥ s )
Proof of Lemma 7.
For the first claim, note that s − r > 0 is growing, and
P (A n−l,n = n − l − i) = O s n − l .
Next, in the second case, P (A n ≥ k, A n−l,n ≥ k − s ) ≤ P (A l,n ≥ r)
For the final case, observe that r = k − (n − l) = l − (n − k) = l − o(l), and hence
Proof of Lemma 8. For (B5), note that k − l is of order n and hence,
For (B6), observe l ∼ k as n → ∞ and hence,
For (B7), we thus want to show that it is most likely that if A n−l,n is at most k − s = o(l − k), the threshold is exceeded in the smaller component itself. As n → ∞,
For the lower bound,
Since the lower and upper bounds coincide, we observe that (B7) holds. Finally, if α = 1 and β ∈ (0, 1/2], then
Proof of Lemma 9. When r < 0 and growing, we have (for n large enough)
P (A l,n ≥ j) P (A n−l,n = k − j)
≤ P (A l,n ≥ 1) s sup j∈ [1,s ] P (A n−l,n = k − j) .
Due to our choice of s , we obtain the inequality,
When r is fixed, P (A n ≥ k; A n−l,n ∈ [k − s , k − 1])
≤ P (A l,n ≥ 1) s sup j∈ [1,s ] P (A n−l,n = k − j)
When r > 0 and growing,
Proof of Lemma 10. Observe that
.
