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ABSTRACT
ROUTING AND SCHEDULING APPROACHES FOR
ENERGY-EFFICIENT DATA GATHERING IN
WIRELESS SENSOR NETWORKS
Huseyin Ozgur TAN
Ph.D. in Computer Engineering
Supervisor: Assoc. Prof. Dr. _Ibrahim Korpeoglu
September, 2011
A wireless sensor network consists of nodes which are capable of sensing an envi-
ronment and wirelessly communicating with each other to gather the sensed data
to a central location. Besides the advantages for many applications, having very
limited irreplaceable energy resources is an important shortcoming of the wireless
sensor networks. In this thesis, we present eective routing and node scheduling
solutions to improve network lifetime in wireless sensor networks for data gath-
ering applications. Towards this goal, we rst investigate the network lifetime
problem by developing a theoretical model which assumes perfect data aggrega-
tion and power-control capability for the nodes; and we derive an upper-bound on
the functional lifetime of a sensor network. Then we propose a routing protocol
to improve network lifetime close to this upper-bound on some certain conditions.
Our proposed routing protocol, called L-PEDAP, is based on constructing local-
ized, self-organizing, robust and power-aware data aggregation trees. We also
propose a node scheduling protocol that can work with our routing protocol to-
gether to improve network lifetime further. Our node scheduling protocol, called
PENS, keeps an optimal number of nodes active to achieve minimum energy con-
sumption in a round, and puts the remaining nodes into sleep mode for a while.
Under some conditions, the optimum number can be greater than the minimum
number of nodes required to cover an area. We also derive the conditions under
which keeping more nodes alive can be more energy ecient. The extensive sim-
ulation experiments we performed to evaluate our PEDAP and PENS protocols
show that they can be eective methods to improve wireless sensor network life-
time for data gathering applications where nodes have power-control capability
and where perfect data aggregation can be used.
Keywords: Sensor Networks, Data Aggregation, Routing, Node Scheduling.
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OZET
KABLOSUZ ALGILAYICI AGLARINDA
ENERJ_I-VER_IML_I VER_I YI GISIMI _IC _IN YOL ATAMA
VE ZAMAN PLANLAMA YONTEMLER_I
Huseyin Ozgur TAN
Bilgisayar Muhendisligi, Doktora
Tez Yoneticisi: Doc. Dr. _Ibrahim Korpeoglu
Eylul, 2011
Kablosuz alglayc aglar bir ortam alglayabilen, ve olculen verileri merkezi
bir konuma gonderebilmek icin birbirleri ile kablosuz sekilde iletisim kurabilen
dugumlerden olusur. Bir cok alandaki uygulamalar icin sundugu avantajlarnn
yansra kstl ve degistirilemez enerji kaynaklarna sahip olmak kablosuz
alglayc aglarnn onemli bir yetersizligidir. Bu tezde, veri toplama uygula-
malar calstran kablosuz alglayc aglarnn ag omrunu iyilestirmek icin etkili
yol atama ve zaman planlama cozumleri sunulmustur. Bu amacla, oncelikle ag
omru problemi, tam veri ygsm ve dugumler icin guc ayarlayabilme yetenegini
goz onunde bulunduran teorik bir model olusturarak incelenmis; ve bir alglayc
agnn fonksiyonel omru icin bir ust snr turetilmistir. Daha sonra, ag omrunu
baz kosullarda bu teorik ust snra kadar iyilestiren bir yol atama protokolu
onerilmistir. L-PEDAP adndaki onerdigimiz algoritma; yerellestirilmis, ken-
dini orgutleyebilen, stabil, ve guc-farknda veri ygsm agaclarnn olusturulmas
esasna dayanmaktadr. Bununla birlikte, ag omrunu daha da iyilestirmek icin
yol atama protokolumuz ile beraber calsabilen bir zaman planlama protokolu de
onerilmistir. PENS adn verdigimiz bu zaman planlama protokolu, bir turda en
az enerji harcanmasn saglayacak en uygun sayda dugumu ack tutar; ve geri
kalan dugumleri uyku moduna alr. Baz kosullarda, en uygun dugum says,
tum alan kapsamak icin gerekli en az sayda dugum miktarndan fazla olabilir.
Bu kapsamda, daha fazla dugumu ack tutmann enerji acsndan daha verimli
olabilecegi sartlar turetilmistir. Onerdigimiz PEDAP ve PENS protokollerini
degerlendirmek icin yapms oldugumuz kapsaml simulasyonlar, bu yontemlerin
dugumlerin guc ayarlama yetenegine sahip oldugu ve tam veri ygsmnn kul-
lanlabildigi veri toplama uygulamalar icin etkili oldugunu gostermistir.
Anahtar sozcukler : Alglayc Aglar, Veri Ygsm, Yol Atama, Zaman Planlama.
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Chapter 1
Introduction
With recent developments in micro-electro-mechanical-systems (MEMS) it is pos-
sible to build low cost, low power, tiny sensor nodes. These sensors can be used
to collect information from an area of interest. Each sensor node has a proces-
sor, memory, and wireless communication module, besides having various sensors.
These tiny sensor nodes are designed to replace their macrosensor counterparts.
However, unlike their powerful equivalents, these nodes have very limited capa-
bilities. On their own, they cannot compete with their macrosensor equivalents;
but by using hundreds or thousands of them, it is possible to build a low cost,
high quality, fault tolerant sensing system. Since these microsensor nodes can
communicate with each other by using their wireless modules, they can form a
network and the data sensed by individual nodes can be gathered and processed
at a center to obtain a high quality signal or highly useful information. A network
of these sensor nodes is called a wireless sensor network.
There are several advantages of sensor networks over the expensive equivalent
systems. First of all, a sensor node is designed to be very inexpensive. The
cost of one sensor node is planned to be under 1$. Secondly, the nodes can
operate in harsh environments such as deep in the oceans, up in the volcanic
mountains or on the battleelds. Finally, since they have wireless modules and
can communicate with each other, they can improve the quality of the data by
sensing the same event from dierent viewpoints and combining these data by
1
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techniques like data fusion.
Besides the advantages of sensor networks there are some disadvantages. The
main problem with the nodes is their limited capabilities. The nodes usually
have inadequate resources, such as a low speed microprocessor and a low capacity
memory in the order of kilobytes [1]. Fortunately, the nodes are not responsible for
tasks that require large amount of processing power and memory. They usually
sense simple data and after optionally processing the data, send it to a more
powerful base station where complex operations can be performed. However, the
main shortcoming of these nodes is their limited power supply. They usually have
very small battery and usually their batteries cannot be replaced or recharged
because of the harsh environmental conditions and huge number of sensor nodes.
At rst glance, wireless sensor networks seem very similar to classical wireless
networks. In both of them there are wireless-enabled nodes and the data must
be eciently moved. However, there are some subtle dierences between them.
Firstly, usually the sensor nodes are stationary, whereas in classical wireless net-
works mobility of the nodes is common and is a main concern. Secondly, the
bulk of the data ow is usually from sensor nodes to a central base station which
exhibits all-to-one communication pattern. On the other hand, in classical wire-
less networks since all the nodes are powerful, they can be both source and the
destination of information. Finally, the most important dierence is the power
supplies of the nodes. In classical wireless networks such as GSM or wireless
ad-hoc networks the batteries of the nodes are usually rechargeable or at least
replaceable. Therefore, in the design of classical wireless networks, energy con-
sumption is important but is usually not the most critical issue. In wireless sensor
networks, however, the main design goal is to eectively and eciently use and
manage the energy resources so that the lifetime of the network is extended as
much as possible. Also the design issues such as throughput, latency or quality
of service (QoS) requirements are not so important for sensor networks [51]. All
these points make the design of sensor networks much dierent than the design
of classical wireless networks and all the unique constraints and features of sensor
networks make the design of data communication protocols for sensor networks
a challenging task [77].
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In a typical sensor network application, nodes are deployed randomly in an
area of interest (for instance by dropping from an air-plane). After the deploy-
ment, the nodes begin to sense their nearby environment and send the collected
information to a central base station using their wireless communication modules.
The primary job of a sensor network is to sense/collect and gather data, and it
is desirable to be able to do this for a long time. Hence, considering the limited
energy resources, the main design issue in wireless sensor networks is to extend
the lifetime of the network as much as possible.
A sensor network usually generates too much data for an end-user to process.
The transmission of enormous amount of unnecessary data in the system also
results in performance degradation. Because of this, methods for combining, l-
tering, processing data into a small set of meaningful information are required. A
simple way of doing that is aggregating (sum, average, min, max, count) the data
originating from dierent nodes. A more complex method is data fusion which
can be dened as combining several unreliable data measurements to produce a
more accurate signal by enhancing the common signal and reducing the uncorre-
lated noise [26]. These approaches have been used by dierent protocols so far,
because of the fact that they improve the performance of a sensor network in an
order of magnitude by reducing the amount of data transmitted in the system. In
all protocols proposed in this thesis, we assume perfect data aggregation, which
means that combining n packets of size k results in one packet of size k instead
of size nk. Hence our protocols will be useful for applications that allow perfect
data aggregation at intermediate nodes.
Since the application areas of sensor networks become very wide from health
to military, there exists great amount of work done on this topic [3]. Also with
concurrent developments in MEMS technology, the usage of these sensing systems
seems to multiply in future. Despite the large amount of work done on the topic
so far, however, there are still many open issues and challenges in the design of
sensor networks.
In this thesis we focus on improving functional system lifetime of sensor net-
works for data gathering applications. In the scope of this work, we started with
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a survey of the methodologies used in the literature for improving lifetime of
sensor networks. The approaches proposed in literature can be categorized into
ve classes: data volume minimization, ecient topology construction, routing,
sleep scheduling and mobility. We realized that the majority of the proposed
approaches in the literature do not consider sensor nodes with power-control
capability - i.e. capability of adjusting transmission power proportional to the
desired distance. We also saw that many of the proposed protocols lack mathe-
matical reasoning and solely depend on the simulation results. Another problem
with the previous works was that they only focus on a specic approach and try
to improve other protocols using the same approach. The results of our survey
revealed the need for a theoretical model for evaluating the performance of a data
gathering protocol and also the need for an hybrid solution which will incorporate
dierent lifetime improvement approaches together.
In order to determine whether there will be a performance gain of using nodes
with power control and using perfect aggregation in terms of functional system
lifetime, we rst tried to model such a network theoretically. Using this model
we investigated the lifetime of the system mathematically and we characterized
the maximum achievable lifetime (i.e. upper-bound for the lifetime) of a sensor
network. We then worked on a data gathering solution that will get close to this
upper-bound. By using the theoretical model, we have seen that a lot of routing
and data gathering protocols are far from being close to the optimal lifetime.
To improve network lifetime as much as possible, we propose a new distributed
routing protocol to gather data from sensor nodes to the center, which uses the
advantage of power control and perfect aggregation. The main idea behind this
protocol is to minimize the power consumption in a round, while balancing the
load among the nodes. The results of our comprehensive simulations showed that
our new protocol outperformed previous proposed methods in the literature.
Our model and simulations, however, shows that increasing the number of
nodes in the system does not always help in improving the functional system
lifetime regardless of the routing scheme used. Therefore, keeping the right num-
ber of sensor nodes active is very important for energy ecient operation. To
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decide on the right number of sensor nodes to be active, we propose a new sleep
scheduling algorithm which also takes the advantage of power control and perfect
aggregation. Dierent from the previous sleep scheduling algorithms, our algo-
rithm tries to keep optimum number of nodes alive, instead of keeping minimum
number of nodes alive. This is based on the observation that in some condi-
tions energy can be saved by using more nodes because of the exponential cost of
transmitting to far distances. In this part of the thesis, we derived mathematical
formulations of such conditions, and we veried these formulations by running
several simulations.
The rest of the thesis is organized as follows. In Chapter 2, we rst present
detailed information about sensor networks and then we present our problem
statement in detail. We also specify our system model and assumptions in this
chapter. In Chapter 3, we give related work about extending wireless sensor life-
time with a good categorization with respect to used methods. In Chapter 4,
we provide a detailed lifetime analysis for wireless sensor network that can ap-
ply perfect data aggregation. We present and describe in detail our proposed
power-ecient distributed routing solution in Chapter 5. We present our node
scheduling solution Chapter 6. Finally, we give our conclusions and future work
issues in Chapter 7.
Chapter 2
System Model and Problem
Statement
In this chapter we rst discuss some common application scenarios of sensor net-
works and briey go over the energy consumption models used in sensor network
research. We then give our sensor network model and formulate dierent lifetime
denitions. Finally, we formulate the problem that we focus in this thesis and we
present the details of the problem.
2.1 Applications of Sensor Networks
As mentioned in Chapter 1, the main idea behind the use of sensor networks is
to deploy a large number of sensor nodes in an area of interest and collect useful
information from that area. Since each node has wireless communication capabil-
ity, the collected data can be forwarded hop-by-hop to one of the monitoring base
stations. The base stations are usually not energy limited and can be connected
to each other using a high performance wired or wireless network. The incoming
data to a base station or a control center can be processed with a software and
users can issue queries to get some specic information. In this way collecting
data from all nodes to a center is converted to a useful information or alarms to
6
CHAPTER 2. SYSTEM MODEL AND PROBLEM STATEMENT 7
the end users of the system.
Because they are inexpensive and can operate even in harsh environments
where their macrosensor equivalents cannot be deployed, the sensor networks are
preferred for a very wide range of applications, from military to civil [3]. Most
of the applications of the sensor networks can be classied into two in terms of
data collection strategy: Event driven and demand driven [13].
In event driven applications, sensor nodes are programmed to detect a specic
event. Normally, there is no data ow in the network unless an event is detected.
As soon as some of the nodes detect an event, they immediately report this
information to the base station. A good example for this kind of application is
re detection systems. In event driven applications, the lifetime of the network
can be dened in terms of number of events reported, since only source of energy
consumption is detecting events.
In demand driven applications, sensor nodes remain silent until they receive
a request from the base station. The base station usually asks the sensors for
their data for a specic duration, and consequently all the sensors that receive
the request send their collected data for the specied duration. Optionally, the
query from the base station can specify the region of interest. In this case, only
the sensors in that region are activated and the rest remain silent. Actually, the
query must also specify the time period between two reporting events, which can
also be specied as data-rate. If the time period is not specied, a predened
value can be used in order to synchronize the nodes. We dene this time period
as a round. That means, in each round, all sensor nodes sense and obtain their
readins and these readings are transported to the base station over the sensor
network. In demand driven applications, the lifetime can be dened in terms of
rounds, which means the number of times the network can provide data to the
base station.
A specic type of demand driven application is the one where all the nodes in
network are required to report their data to the base station in each round. The
data can be aggregated at intermediate nodes. An example application of this
type can be an air conditioning system which decides to switch on the conditioners
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based on the average temperature of the eld. In this special application, all
the data sensed from the eld must be periodically reported to the base station
(possibly after aggregation). There is a signicant body of work done on these
types of applications [26,30,33,39,64,74].
As the literature about sensor networks is examined, it can be seen that each
application scenario has its own solutions, since the requirements of dierent
applicatios can vary signicantly. Therefore, it is very important for a protocol
designer to specify application scenario rst, with as much details as possible.
2.2 Energy Consumption Models
A sensor node consists of several components such as a processing unit, a wireless
communication unit, and a sensing unit. All these components are sources of
energy consumption. The rate of energy consumption of a component can vary
according to the current activity level of the component. Sometimes a component
can be even completely turned o for a while if it is not needed during that time.
Managing when components will be on and o is also important for ecient
energy consumption.
The key component of a sensor node is the sensing unit. Since the main
responsibility of a sensor node is to sense the environment, it is usually not turned
o. However, the node's role in a specic data gathering round can determine its
state. If the node is decided to participate in the data collection operation, the
sensing unit must be turned on. Although it is usually meaningless to keep the
other units on when there exists no data collection, switching only the sensing
unit o can make sense in the case where the node itself does not participate in
data collection operation but is responsible for relaying other nodes' data towards
the base station.
Moreover, for event driven applications, it is not possible to switch o the
sensing unit in a node since it can not be known exactly in advance when an event
will occur. On the other hand, in demand driven applications, if the duration
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and the interval of sensing is specied, the sensing unit can be turned on only at
necessary time instants to sense data after which it can be turned o immediately
until the beginning of the next time interval.
Hence one source of energy consumption in a sensor node is the sensing unit.
It consumes energy when the sensors are on. If sensing is not needed for a while,
the sensing unit can be turned o and energy can be saved in this way. We can
assume that when the sensing unit is o it consumes no energy; and when it is
on, the power consumed is constant Esense (i.e. energy consumed is constant over
a unit time interval).
The power dissipated by processing unit is mainly due to post-sense and post-
receive operations. These operations may include the analog to digital conver-
sion, aggregation of data, packet parsing, packet assembling, maintenance of in-
memory tables, etc. Most of the time, too much processing intensive tasks are not
executed at sensor nodes, therefore the energy consumed in the processing unit
is usually much less compared to energy consumed in other components like the
sensing unit or communication unit. Additionally, the processors used in sensor
nodes are designed and selected to be very low power. We can consider the power
consumption at the processing unit again to be constant (Eprocess). Most work in
the sensor network literature ignores the energy consumption at the processing
unit and we will do the same in this thesis.
The most signicant power consumption happens at the wireless communi-
cation unit when it is active. The communication unit can be in one of the
following four states: transmit, receive, idle listening and sleep. The energy costs
of these states can easily be understood with the rst order radio model presented
in [26] (see Figure 2.1). In this model, in order to transmit a k-bit packet to a
distance d, the packet must rst be processed by the transmit electronics to gen-
erate the output signal, and then the output signal must be amplied in order to
reach to a distance d. The model expresses the energy consumption per packet
in transmit electronics and transmit amplier as Etr elec  k and Eamp  k  d
respectively, where  is path loss exponent that depends on the environment (it is
usually a value between 2 and 6). In order to receive a k-bit packet, the signal is
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Figure 2.1: First order radio model
captured by the antenna and processed in receiver electronics circuitry to get the
digital signal. According to the model, the energy consumed in receiving a k-bit
packet is Erc elec  k. The energy consumption of transmitting a k-bit packet to
a distance d, and receiving a k-bit packet according to this radio model can be
given as follows:
ETx(k; d) = Etr elec  k + Eamp  k  d (2.1)
ERx(k) = Erc elec  k (2.2)
In the idle listening state, the wireless unit is neither in transmit nor in receive
state. Instead it is waiting for possible packets coming from the node's neighbors.
Since the unit is still on, a constant power Eidle can be assumed to be consumed.
In sleep state, the whole communication unit is turned o, and no packets can be
transmitted or received, and no energy is consumed. The energy consumptions
of these four states are summarized in Table 2.1.
The values of the parameters in the energy consumption model described
above can vary depending on the wireless communication technology used. Dif-
ferent studies in the literature assumes dierent values for these parameters. For
instance, in [26], the parameters Etr elec and Erc elec are assumed to be equal
and represented with Eelec and has a value of 50nJ=bit. In the same work, Eamp
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Table 2.1: Energy expenditure of wireless communication unit
State Energy Unit
Transmit Etr elec + Eamp  d Joules/bit
Receive Erc elec Joules/bit
Idle Listening Eidle Joules/sec
Sleep 0
is taken as 100pJ=bit=m2, and propagation model is assumed to be free-space
propagation where  is equal to 2. In another work [52], however, the authors
take Etr elec = 2 108, Eamp = 1, and  = 4.
As a sensor node has dierent components, it can adjust its energy consump-
tion according to its needs by deactivating the unused components. Therefore
a sensor node can be in several energy consumption levels. As given in [57], if
the current workload of a node can be determined, by dynamically switching the
components o, the lifetime of a node can be prolonged.
It is worth mentioning that almost in every work in the literature the power
consumption of components other than communication unit are neglected. In
some studies the cost of idle listening is also ignored such as [26,39,64], whereas
in some of them it is the main concern of the study [82].
Another point in the energy model is that the actual transmit cost of a sensor
node is determined by the capabilities of the wireless equipment embedded in it.
If the equipment does not support power control, which is adjusting the power
in order to reach a distance d, the transmit operation turns to be a broadcast
operation to a maximum transmission range R. In this case the energy cost
of a send operation is constant. For instance, the energy cost ratios of idle-
listening:receive:send operations are shown to be 1 : 2 : 2:5 in the Digitan 2Mbps
Wireless LAN module (IEEE 802.11/2Mbps) specication [82]. For a Mica2 radio
(CC1000) the ratio is 1:1:1.5, whereas for a 802.15.4 radio (CC2420) the ratio is
approximately 1:1:1 [83]. If the equipment supports dynamically adjusting of
transmit power, however, the design of routing protocols for sensor networks gets
more interesting and challenging. In this work we also consider the second case
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(a) (b)
Figure 2.2: A sample network of size 100 nodes (a) and a routing tree for this
sample network (b)
where the communication unit is able to control the transmit power.
2.3 Network Model
A sensor network can be modeled as a graph G = (V;E) where vertex set V
includes all sensor nodes and base stations, and edge set E includes all edges
eij where node i can transmit a message to node j. If the transmission range
of all nodes are equal and is denoted with R, the graph becomes a unit graph
where eij 2 E if dij  R. Each node i has a location denoted by pi and a
sensing radius rsi . The area node i covers is denoted by Di which is simply the
disk with origin pi and radius rsi . The target area to be covered is denoted by A.
Figure 2.2(a) shows a sample network in a square-shaped target area.
If the radio channel is symmetric, then eij is in E if and only if eji is in E. But
this may not be always the case due to reasons such as diering antenna or prop-
agation patterns or sources of interference around the two nodes [32]. However,
some MAC protocols such as MACA [34], MACAW [9], or IEEE 802.11 [18] al-
low unidirectional transmissions only when both source and destination nodes can
communicate with each other, due to required RTS and CTS packet exchanges.
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Figure 2.3: Energy consumption on a link.
This means although the transmission is in one way, a symmetric channel is re-
quired because of the control packets. Therefore, we can assume without loss of
generality that all the links in the model are bi-directional.
We can associate a weight wij with each link eij 2 E representing the energy
consumption of the transmission through that link. The weight includes both
energy consumption of the transmitting node i and the receiver node j of the
link, except when the receiver node is a base station. The weight wij can be
dened as follows:
wij =

Etx(k; dij) + Erx(k) ,if j is sensor node
Etx(k; dij) ,if j is base-station
(2.3)
where Etx(k; dij) and Erx(k) are dened in Equations 2.1 and 2.2. As it can
be seen, wij is smaller when destination node j is a base station. Therefore, in
order to minimize the total energy consumption in the system the close enough
neighbors of base stations should send their data directly to the base station
without using multi-hop transmission.
In general, the routing structure in a sensor network can be modeled as rooted
trees where the roots are the destination nodes. Since in most of the applications
there is only one destination node (base station), we can simplify the model to
only one tree T rooted at the base station (Figure 2.2(b)). The tree T does
not necessarily span all the nodes in the network, instead it includes only the
nodes that must sense and send data to the sink and the nodes that relay the
data of the sensing nodes. That means there may be some nodes that should
be included in the tree even though they are not sensing and generating data.
They may be just responsible for relaying data. Such relay nodes are important
since it is proved that multi-hop routing may save signicant amount of energy
in data transmission [8, 62] compared to single-hop routing, depending on some
conditions.
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Figure 2.4: Load of a sensor node on a routing tree.
In a tree routing model, we can calculate the total energy consumption load
(W Ti ) of a node i on the routing tree T in one round by summing the energy
consumption at the node due to receiving data packets from the child nodes and
due to sending the aggregated data packet to the parent node:
W Ti =
X
8j; eji2T
Erx(kj) + Etx(ki; dipTi
) (2.4)
=
X
8j; eji2T
(Erc elec  kj) +
h
Etc elec  ki + Eamp  ki  dipTi

i
(2.5)
where ki represents the number of bits that node i should send and p
T
i indicates
the id of the node i's parent in the routing tree T . So, dipTi is the distance between
node i and its parent. Figure 2.4 illustrates the energy consumption of a node on
a routing tree.
Let us introduce a new variable si which stands for the number of bits of the
data sensed by node i. We can state that if node i is a relay node its si value is
equal to 0. Now we can dene a function fk(i) which gives the number of bits
(ki) that node i must send to its parent. In case there is no data aggregation or
data fusion (see Section 3.1) the function can be dened as follows:
fk(i) =
0@ X
8j; eji2T
kj
1A+ si = ki (2.6)
If we assume that si values for all nodes are equal to s { which is generally the
case { and there is a perfect data correlation in which receiving n s bits result
in only one packet of size s, fk(i) can be dened simply as:
fk(i) = s = ki (2.7)
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In this special case the load of a node i on a routing tree T (W Ti ) can be simplied
as follows:
W Ti = s
h
Erc elec   T (i) + Etc elec + Eamp  dipTi

i
(2.8)
In Equation 2.8,  T (i) is the in-degree of node i on routing tree T . If we further
take Etr elec = Erc elec = Eelec as in [26] we can further simplify the load as in
Equation 2.9.
W Ti = s
h
Eelec  T (i) + Eamp  dipTi

i
(2.9)
where T (i) is the degree of node i in routing tree T . As seen in the equation
for this special case there exists only two parameters that aect the power con-
sumption of a node: degree and distance to the parent. Nodes with high degrees
could quickly drain their energies. Since distance has a power of , the increase
in energy load is exponential when the distance is increased. Therefore, to obtain
a routing tree that is maximizing the lifetime, we have to try to minimize the
degree for a node while minimizing the distance the node will transmit. Addi-
tionally, we have to balance the energy load among the nodes (for example, by
recomputing the tree from time to time).
The routing tree model can be extended to any kind of application. If there
should be more than one routing tree in a round { which is possible if dierent
requests are sent to dierent sensors { all the above computation can be repeated
for all the trees, and by super-positioning them all, we can nd the weights of
nodes. In this thesis we choose to have only one routing tree in each round of
data gathering for the sake of simplicity.
One important point about the routing tree model is that the tree T does not
need to be the same in each round. So, the routing tree can be recomputed over
time. As we will see in next sections this recomputation can improve the lifetime
of the system [26, 64], because it enables balancing of the energy load. In [30] a
good analysis is given about when to recompute the routing tree.
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2.4 Lifetime Denitions
In the context of sensor networks, the network lifetime can be dened in various
ways. The concept of lifetime in sensor networks is highly application depen-
dent. In an intuitive way the lifetime can be dened as the time period from
the deployment and initialization of the system until it can not do whatever it is
supposed to do. However, it is not so easy to formulate the time when the system
can not show its expected behavior. In order to simplify the denition of lifetime
we can categorize the needs of the applications into three: number of alive nodes,
network partitions and coverage.
In applications where the number of alive nodes directly aects the perfor-
mance of the system the lifetime is characterized with that number. If for an
application it is important to have all the nodes operating together { since the
quality of system will be dramatically decreased after rst node failure{ lifetime
can be the time elapsed until the rst node failure. However, in applications
where receiving information from the area of interest is very important even if
there is only one sensor node on the eld { e.g. battleeld surveillance { the
time in rounds where the last node depletes all of its energy denes the lifetime.
In general, we can state that for applications for which the performance is re-
lated with the number of alive nodes, the lifetime is the time elapsed until some
specied portion of the nodes die.
It is worth mentioning that the rst node failure metric is very appropriate to
measure the load balancing performance of a routing algorithm. If an algorithm
can balance the energy consumption well among the nodes, the time until the
rst node drains out its energy will be maximized.
Another alternative denition can be the time elapsed until the network is
partitioned at which time some of the alive nodes will not be able to transmit
their data to the base station. With this metric we can measure how bottleneck
nodes are handled by an algorithm. If a network becomes partitioned quickly,
that means the energy load of bottleneck nodes are not managed very well.
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In applications where sensing coverage is very important, the functionality of
the network is not determined directly by how many are alive, but determined
by the coverage achieved by the alive nodes. For instance, in event-driven ap-
plications like re detection sensor network systems, what important is to cover
the whole area in order to detect a re instance that can happen at any point in
the area. For such systems, the lifetime denition can be given as the time until
there is not enough alive nodes to cover a specic portion of the region. A specic
instance of such systems is the ones that require the coverage of the whole region.
It is desirable that a routing scheme considers several lifetime denitions and
provides reasonably good results for them. In this thesis, we consider all these
lifetime denitions in our performance evaluations.
2.5 Problem Statement
This thesis focuses on routing and node activity scheduling (i.e. sleeping node
scheduling) problems in wireless sensor networks. The routing and node schedul-
ing solutions to be developed, however, depend on the wireless sensor network
application. There are various sensor network application scenarios, and depend-
ing on the scenario, the requirements for a routing and scheduling solution are
dierent.
The following are our assumptions about the features of sensor networks and
application scenarios we consider in this thesis.
 The sensor nodes are homogeneous and energy constrained.
 Sensor nodes and sink are stationary and located randomly.
 Every node knows the geographic location of itself by means of a GPS device
or using some other localization techniques [7, 25,27,28].
 Every node senses periodically its nearby environment and has data to send
to the sink in each round.
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 The nodes have a maximum transmission range denoted by R. Sensor
nodes are thus normally not in direct communication range of each other.
Therefore applying centralized approaches will have a high communication
cost for gathering network information at a node.
 Data fusion or aggregation is used to reduce the data volume. We assume a
perfect aggregation or correlation of data which means combining n packets,
each packet being of size k, results in only one packet of size k.
 We also assume that the sensing period (the duration of a round) is much
larger than the time required for transmitting all the information from all
nodes to the sink.
 The nodes are capable of controlling their power. This means the nodes
can adjust their power levels to transmit to dierent distances.
 The nodes can be put into sleep mode if it does not harm network func-
tionality.
In the application scenario we consider for this thesis, sensor nodes periodically
sense the environment and generate data in each round of communication. Given
a routing plan, each sensor node receives the data from its children, aggregates
or fuses them into one single packet, and sends the packet to the next node on
its way to the sink. Instances of such an application can be event (re, intrusion)
detection systems or average data (temperature, humidity) extraction systems.
Note all nodes need to be active. Some nodes can be put into sleep provided
that the remaining active nodes can cover the region. How many nodes and which
nodes will be active aect the coverage and energy consumption performance of
the network. One problem we focus in this thesis is determining the optimum
number of nodes (which may not be the minimum number of nodes) that need
to be active without harming network functionality. Then, over the active nodes
a routing plan has be used to carry the data to the sink node.
The problem is to nd an energy ecient routing plan which maximizes the
network lifetime. The routing plan determines for each round the roles of each
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node and incoming and outgoing neighbors for data forwarding and aggregation
for each alive node. In other words, rstly the nodes which should be alive
must be found on each round, and nally a tree spanning the alive nodes must
be found for each round as the routing plan. The routing scheme should also
include mechanisms to handle node failures and support new node arrivals.
Chapter 3
Related Work
In this chapter, we will discuss the related work done on wireless sensor network
routing and node scheduling considering energy eciency as the most important
goal. There are many routing protocols and node scheduling algorithms proposed
in the literature that try to use the energy eciently and improve the sensor
network lifetime as much as possible. We will also briey discuss some other
approaches, reducing data trac volume, mobility and ecient deployment and
topology construction which can be used to improve network lifetime. We will
start our discussion with those other approaches to reduce the unnecessary energy
consumption and prolong network lifetime.
3.1 Minimization of Transmitted Data Volume
One of the most eective techniques to reduce the power consumption in a sensor
network is to minimize the transmitted data volume, since the most power con-
suming component of a sensor node is its wireless communication unit: the less
we use that component, the more we save energy. There are dierent methods to
achieve this goal in the literature.
The most common and easily applicable method is data aggregation. The idea
20
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behind this approach is that since usually the collected data from sensors is too
much for an end-user to process, the collected data can be aggregated { eg. with
functions like max, min, count, avg { and presented to end-user as a single value.
Instead of doing the aggregation after all the data is collected to the base station,
if we can do it in the network while the data is gathered we can save a large
amount of energy. One disadvantage of this method is that it cannot be used for
applications where each individual sensed data need to be collected at the base
station.
Another way of reducing the packet size is the data fusion technique. By
using the data fusion technique the unreliable data measurements can be com-
bined to produce a more accurate and high quality signal by reducing the noise
and enhancing the common signal [26]. For instance, the sound signals can be
combined by using beamforming algorithms into one single packet that contains
all the relevant information from the individual signals. One important disad-
vantage of this method is being highly application dependent which means that
its applicability is related to the type of sensed signal.
In [59] dierent in-network aggregation algorithms are presented. The paper
also gives a comparison of the algorithms with respect to trade-os between en-
ergy eciency, data accuracy and freshness. We encourage the interested users
to read that work.
Another interesting way of minimizing the transmitted data volume is predic-
tion based methods [19]. If the application is tolerant to small errors, a precision
clause can be added to the query which indicates the permitted error. The main
idea behind this technique is to predict the value of the data sensed in children. If
it can be correctly predicted within the given precision there is no need to transfer
the newly sensed data to the parent. Since the child and parent nodes uses the
same prediction function, the child can know what its parent predicts and send
the data only when the prediction does not guarantee the precision value given
in the query. In this way the energy saving is maximum since the communication
only occurs when the source will send an unexpected value.
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3.2 Mobility
Another eective way of improving system lifetime is to utilize the mobility. The
main idea behind mobility is to reduce the distance between source and the desti-
nation dynamically since the most power consuming operation is transmitting to
distances. There are two kinds of mobility scenarios in the literature: mobile base
stations and mobile relays where in the former only the base station is mobile,
whereas in the latter case there are some mobile gateways that collect information
from the xed sensor nodes and transfer the data to the base station.
One advantage of incorporating mobile elements in the network is that it
reduces the redundancy in the number of deployed nodes, since the reason for
deploying a dense network is to ensure the connectivity of the network. However
in mobile case, sparse or even unconnected networks can also be handled. Another
advantage is that it saves the redundant multi-hop routing by having the mobile
nodes visited the xed sensor nodes to collect data. Although this increases the
latency as well, it can be used in delay-tolerant applications [60].
One of the earliest application with mobile elements is incorporating the ran-
domly moving mobile `Data Mules' (Mobile Ubiquitous LAN Extensions) in data
gathering [55]. After this work, instead of having random movement, a con-
trollable or predictable movement is considered [24, 60, 71]. These works and
many others in the literature propose dierent algorithms for Mobile-Element-
Scheduling (MES) problem which is dened as determining the order and the
frequency of node visits of the mobile element in which none of the buers of the
xed sensors overows. It is shown that the mobility can improve the lifetime up
to four times compared to the static networks [71].
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3.3 Ecient Deployment and Topology Con-
struction
In some of the applications, such as biomedical sensor applications, the loca-
tion of sensor nodes are pre-determined and xed. We can take the advantage
of determining and knowing the locations of the nodes and base station(s) for
power-ecient topology construction and routing. In some other systems, sen-
sor nodes cannot be placed manually and therefore their locations may not be
decided a priori and where nodes are located may not be known exactly. , A
base station, however, is usually placed manually and therefore its location can
be pre-determined. The location where base station is placed may also have an
impact on the energy performance of the network.
In applications where the locations of all nodes can be predetermined, there
are a couple of questions that must be answered in order to get a low energy/cost
system: How many sensors should be deployed and how they are deployed [36].
In many works [8, 36, 62] optimal deployment of sensor nodes in 1D is obtained
independently. According to all of these works the optimal placement of nodes in
1D can be achieved when the nodes are equally separated from each other. The
required number of sensors is also obtained in these works.
Although the 2D or 3D case is not so easy, in dierent works the eect of
dierent topologies are investigated in terms of power consumption. In [53] the
following topologies are examined with the proposed routing protocol DSAP: 2D
Mesh with maximum of 3,4,6, and 8 neighbors and 3D Mesh with maximum of
6 neighbors. On the other hand, in [36] the authors proposed that the energy
consumption in a two dimensional network is minimized when nodes are evenly
spaced inspired from the analysis in 1D. Consequently they investigate even dis-
tributions of nodes in triangular, square and hexagonal shapes. They concluded
that the triangular arrangement is optimal in many situations.
On the other hand, in systems where the number and the locations of base
stations can be determined a priori, it is also important to use this exibility
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in order to achieve good lifetimes. [10] showed that the number and locations
of the base stations has a great impact on network lifetime. The main goal in
that work is to maximize data rate. Therefore, rstly a method for nding the
maximum-rate routing is proposed based on maximum ow problem when the
number and the locations of the base stations are given. It is also shown that
optimizing the number and locations of base stations is NP-complete even in very
well structured network topologies. So, they run dierent search algorithms for
nding the optimal layout of the base stations. In another work [43], algorith-
mic approaches are proposed to locate the base stations optimally which achieve
a maximum network lifetime. The main assumption of the work is a two-tier
network architecture where there are intermediate application nodes that receive
the data from the sensor nodes and send it to the base station after necessary
processing.
Another important issue in minimizing the total energy consumption is to nd
the transmission power for each node in order to maintain a strongly connected
network. The issue is called topology control in the literature. The topology con-
trol aects the system performance in several ways. First of all, it aects network
spatial reuse and thus the trac carrying capacity. Choosing a large power level
results in excessive interference, whereas choosing too small power level results
in a disconnected network. Collisions can also be avoided by choosing the mini-
mum possible transmission power. And nally and may be the most important
eect is on power consumption. There are many works in the literature that tries
to nd the minimum transmission power for each node where some of them are
LMST [38], enclosure-based approach [52], CBTC() [37], COMPOW [41] and
CONNECT [49]. The idea behind this class of protocols is to compute a topology
over the visibility graph and then determining the maximum transmission power
for each node as the power required to transmit a signal to the farthest neighbor
in the resulting topology.
In [52] a position based distributed algorithm is proposed in order to achieve
minimum power consumption. They rst dene the relay region for a transmit-
relay node pair as the region where transmitting through the relay node is advan-
tageous in terms of power consumption instead of direct transmission. After that
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Figure 3.1: Computation of RNG.
they dene enclosure of node i as the union of the complement of relay regions
of all the nodes that node i can reach by using its maximal transmission power.
The union of enclosures of all nodes forms the nal topology called enclosure
graph. In other words, an edge eij is in the enclosure graph if and only if the
direct transmission between node i and node j consumes less energy than the
total energy of all links of any path between them. It is proved that the enclosure
graph includes the minimum cost tree if there is no data aggregation.
However, since we consider only scenarios with perfect data aggregation, the
topologies that we focus in this work are supersets of Euclidean MST.
One of them is the relative neighborhood graph (RNG) [69] which is dened
as follows. An edge eij is included in the Euclidean RNG graph if there are no
nodes closer to both nodes i and j than the distance between nodes i and j. That
is, an edge eij remains in RNG if it does not have the largest cost in any triangle
4
ikj, for all common neighbors k. The MST of a graph is a subgraph of its RNG.
Figure 3.1 shows computation of RNG edges for a sample partial network. In
this network, the edge between node A and node C is not included in RNG since
there exists node B that is closer to both A and C. On the other hand the edge
between node C and D is included in RNG since there are no nodes closer to
both nodes C and D. Note that node E does not prevent the inclusion of edge
CD to the RNG since it is only closer to node D.
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Figure 3.2: Computation of LMST.
As an alternative in [38] a powerful topology control algorithm which is called
local minimum spanning tree (LMST) is proposed. The idea of the algorithm is
actually very simple. By collecting information about its neighbors each node
computes an MST spanning all its neighbors. After computing the MST of the
neighbors, each node i selects the edges (eij) where node j is a direct neighbor of
node i in its own MST. So, the direct neighbors of a node in its local MST are
called its LMST neighbors. If the LMST neighbors of all nodes are combined to-
gether, the nal topology called LMST can be generated. The resulting structure
is, however, a directed graph. The structure can be converted to an undirected
one in two ways [38]. First way is to include edge (eij) only when both nodes
i and j include that edge (LMST ). The second way is to include that edge
when either node i or node j include it (LMST+). In this study we choose to use
LMST  in our simulations, but our algorithms can support both.
Figure 3.2 illustrates computation of LMST edges for the same partial network
above. In this case, each node separately computes its MST considering the nodes
in its communication range. In the gure, the edges of local MSTs for nodes A,
C and D are shown with a color corresponding to the nodes. Since the edge
between node A and node C is not in both nodes' LMST neighbor set, it is not
included in the global LMST. On the other hand, the edge between node C and
D is included in local MSTs of both nodes. Therefore, the edge CD is included
in the global LMST.
There are some desirable properties of the LMST structure which make using
the structure in the context of sensor networks advantageous. First of all, MST of
a graph is a subgraph of its LMST and the LMST is a subgraph of its RNG [42].
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Therefore it guarantees to preserve connectivity. Moreover, if link costs are de-
ned based on Euclidean distances, the maximum degree of a node is bounded
by 6 as it is in Euclidean MST. This is a desirable property since the load of a
node is directly related to the degree of the node, as it is shown in Section 2.3.
In [38] the authors compare their LMST structure with the enclosure graph
and nd out that the enclosure graph performs better in terms of energy consump-
tion. However, the comparison did not consider the eect of data aggregation.
It is also worth mentioning that although the RNG and LMST structures are
dened based on Euclidean distances, they can be used with other link cost func-
tions as long as the functions are symmetric [20, 46]. We can use for instance,
the cost function given in Equation 2.3, while computing the structures. Fig-
ure 3.3(b,c) shows this case. For the rest of the study if we mention MST, LMST
and RNG, we mean the structures that are computed using the link costs given
in Equation 2.3. They resemble the original MST, LMST and RNG structures,
except replacing some links by direct links to sink (the eect of adding second
part of Equation 2.3). However, the structure may become considerably dierent
in the whole network, if a cost function that depends on nodes' remaining energies
is used to dene them.
An important advantage of using structures like RNG and LMST is that
they can be constructed very eciently in a localized manner. Node deletions
and additions do not globally change the structure. Only local changes in the
structure are required and they can be eciently computed when a node fails or
when a new node is introduced to the network.
3.4 Routing
There are many works in the literature that investigate the eect of routing on
the network lifetime. It is shown that even in very simple scenarios the routing
algorithm individually aects the performance considerably [26,64,86].
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Figure 3.3: Comparison of dierent topologies.
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We will not go over all of the routing protocols in the literature since there
exists some surveys about dierent aspects of routing in sensor networks [2,4]. In
this section we will briey mention about the basics of routing and some of the
routing protocols which are related to our work.
There are two classes of routing approaches in the literature: reactive and
proactive. In reactive routing algorithms the routes are set up only when a request
is made [31, 32], whereas in proactive routing the routes are determined as soon
as possible after the deployment [26, 64]. Proactive routing also makes route
management mandatory, whereas in reactive protocols it is not necessary since
the routes are found again at each request.
The aim of the routing algorithms can be divided into two also. In one class,
the total power consumption in a round is minimized, while in the other the
lifetime of the system is maximized. These two goals seem to be the same at rst
glance, however minimizing the total power consumption in a round does not
guarantee the maximum lifetime. Consider a case where there is only one source
and one destination in the system. If the minimum cost path is used the total
power consumption is minimized. However if the same route is used continuously,
the power of the nodes on that path is depleted. Therefore it is a good idea to
sacrice a bit from the minimum cost routes in order to get a good lifetime. [64]
experimentally shows this situation.
The characteristics of a routing algorithm is directly related with the environ-
ment it will be used. The energy model, the lifetime denitions, and use of data
aggregation are some of the parameters that aect the design for a good rout-
ing protocol. So each application requires its own specialized routing solution in
order to optimize the requirements of that specic application.
In our study we will work on environments where all the nodes are responsible
for sending their readings periodically to the base station. We will briey go over
the protocols that are specially designed for this kind of applications.
There exist several routing protocols for data gathering without aggregation.
The majority of them uses the shortest weighted path approach using several
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combinations of transmission power, reluctance, hop count, and energy consump-
tion metrics [14, 15, 56, 62]. The classical routing algorithms such as AODV [47]
or Directed Diusion [31] can be considered also for this case.
There are also algorithms in the literature that take the data growth factor into
consideration, where data may not be perfectly aggregated. The purpose of these
papers is to provide an optimal routing solution which is adaptive to the data
growth factor. Hua and Yum [29] described an algorithm for joint optimization
of routing and data aggregation. Row data are sent to downstream neighbors.
The receiving neighbor encodes the data using local information, with certain
compression rate. Transit data (already compressed by upstream neighbors) are
directly forwarded to the next hop neighbors. Therefore data aggregation is done
only by neighbors of measuring sensors, and the size of aggregated data varies.
This problem statement and the model are dierent from the ones used in this
study. Upadhyayula and Gupta [70] proposed a combination of single source
shortest path spanning tree and minimal spanning tree algorithms to construct
optimal data aggregation tree which controls latency by limiting the number
of children of each node while optimizing energy consumption. Constant data
growth factor spans aggregation level from no aggregation to full aggregation at
each intermediate node. Although the problem statement is more general than
the one in this article, their algorithm is centralized. One important point is
that the authors consider MST as optimal solution in perfect correlation case.
Park and Sivakumar [44] optimized number of messages sent while aggregating
data originating from k of the n sensors, with various data growth factors. Their
solution aggregates correlated data from neighboring sources at nodes of minimum
dominating set (MDS). It then creates shortest path of MDS nodes tree by basic
ooding. In this study we consider perfect correlation with k = n. For this
case, [44] reduces to a constant number of messages (one per each sensor), and
does not consider energy optimization.
There are also a number of protocols for data gathering with aggregation.
Most of them are centralized approaches and assume that all the sensor nodes
are in direct communication range of each other and the sink.
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In [33] a linear programming solution to maximize the lifetime is proposed.
The solution provides near optimal results. However, their approach has high
computational cost and must be applied in a central location.
One of the rst papers on this topic proposes a low energy adaptive cluster-
ing hierarchy (LEACH) [26] protocol which is a distributed two-level hierarchy
construction algorithm. It is assumed that base station is far away from the
eld of interest, so directly communicating with it is a very costly operation. In
LEACH, the key idea is to reduce the number of nodes communicating directly
with the base station. The protocol achieves this by forming a small number of
clusters in a self-organizing manner, where each cluster-head collects the data
from nodes in its cluster, fuses and sends the result to the base station. In this
protocol sensors randomly decide whether or not to become clusterheads. If not,
they join the nearest clusterhead and transmit sensed data to it. Clusterheads
aggregate collected data and transmit directly to the sink. In order to balance
the load among the nodes LEACH uses randomization in cluster-head selection
and achieves a signicant amount of improvement compared to the direct trans-
mission approach where each node directly transmits its data to the base station.
Since LEACH protocol relies on randomization, it is far from being optimal.
In [39] a power ecient data gathering scheme which is called PEGASIS is
proposed. PEGASIS is an improvement over LEACH for the same scenario. PE-
GASIS reduces the number of nodes communicating directly with the base station
to one by forming a chain passing through all nodes where each node receives from
and transmits to the closest possible neighbor. The data is collected starting from
each endpoint of the chain until the randomized head-node is reached. The data
is fused each time it moves from node to node. The designated head-node is
responsible for transmitting the nal data to the base station. There are several
disadvantages of PEGASIS protocol. First of all it is a centralized algorithm.
Moreover, nding the minimum length chain is actually the same as the traveling
salesman problem and therefore it is NP-complete. Also the delay is another
problem for PEGASIS.
One of our previous works [64] presents a dierent centralized data gathering
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algorithm for the same scenario which is named as PEDAP. The basic idea in
PEDAP is to improve the lifetime by forming a minimum transmission cost tree
spanning all the nodes. This tree can be eciently computed in centralized
manner using Prim's minimum spanning tree algorithm [48]. With this simple
idea it improves the system lifetime dramatically compared to its alternatives.
In that work the authors set the cost of a link as the energy consumption of
sending data on the link. The main idea behind the success of the scheme is
to minimize the total energy consumption in a round, while balancing the load
equally among the sensor nodes. Being more specic, PEDAP protocol uses the
link costs given in Equation 2.3 and computes the minimum energy cost tree by
using Prim's MST algorithm. PEDAP protocol diers from the Euclidean MST
with only the degree of the sink. Fortunately, for the nodes the properties of the
Euclidean MST are conserved. For example, the degree of the nodes (except the
sink) is at most 6. Also, as stated in [45], the longest edge in the Euclidean MST
is the minimum common transmission range for network to be connected. So
the transmission distances are also optimal for the nodes routing using PEDAP.
As shown in Section 2.3, the energy load of a node is directly related with its
degree and the distance to its parent, and PEDAP balances these parameters
well. Also PEDAP consumes the minimum amount of energy in a single round.
Moreover since the transmission cost wij given in equation 2.3 considers the fact
that the base station is not battery limited, the algorithm is also capable of
choosing the optimal number of nodes that must be communicate with the base
station. However, [64] also shows that this optimal routing does not provide
optimum lifetime. In order to achieve a better lifetime a power aware version
of the algorithm PEDAP-PA is proposed. This protocol provides near optimal
lifetime for the rst node failure by sacricing the lifetime for the last alive node.
In PEDAP-PA, the cost of the links are changed so that the remaining energy
of the sender is also taken into consideration. Specically, the cost function is
chosen to be:
wij = wij=ri; (3.1)
where ri is the normalized remaining energy of node i. Note that this cost metric
is not symmetric. It is used by a node j when looking for candidate neighbor
i on route toward sink. The PEDAP-PA algorithm simply nds the minimum
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spanning tree with these link costs. Since the link costs vary over time, the
authors proposed recomputing the routing tree from time to time. By changing
the routing tree over time the load on the nodes is balanced and a longer lifetime
compared to the static version is achieved. In this way the lifetime in terms of
the rst node failure is almost doubled.
In HMRP [74] a multi-path routing approach is used for the same problem.
By broadcasting a special packet from the base station each node determines its
potential parents on its minimum-hop path. Instead of selecting one alternative
parent and x it, the protocol uses the potential parents in a round-robin fashion.
Another work which is worth to discuss is energy ecient spanning tree pro-
tocol (EESR) given in [30]. EESR is similar to PEDAP-PA but has some ad-
vantages over PEDAP-PA algorithm. For instance, edge weight assignment used
in EESR considers both transmitters and receivers remaining energy levels. The
key observation is that if the residual energy of receiving node is not considered
in weight assignments, the receiving node can have a higher load. With the edge
weights they use, the algorithm prevents transmitters and receivers from being
overloaded. Another advantage of it is dynamic determination of the duration of
recomputation period. it chooses the number of routing trees intelligently and
tries to recompute the tree accordingly. The algorithm is however centralized.
Both PEDAP and EESR showed that MST based structure is suitable for
environments where all the nodes have data to send and data can be aggregated
(fused) in the relay nodes. The drawback of PEDAP and EESR protocols is the
centralized nature of MST and the lack of quick response to node failures.
In [78] authors studied the construction of a data gathering tree to maximize
the network lifetime, which is dened as the time until the rst node depletes
its energy. Nodes do not adjust their transmission radius to the distance to
neighbors (dierent from our model). Even in this form, the problem is shown
to be NP-complete. They design a centralized algorithm which aims at nding a
spanning tree whose maximal degree is the minimum among all spanning trees,
since energy consumption at each node only depends on the number of messages
received from children nodes, that is, on the number of children. Such tree then
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reduces the load on bottleneck nodes.
3.5 Sleep scheduling
Another class of algorithms that reduces the energy expenditure is to put the
nodes into dierent levels of sleep states. As pointed out in Section 2.2 a sensor
node has dierent components and switching o the unnecessary components
results in large energy savings.
The roles can be represented by the components of a sensor node that must
be turned on in order to accomplish the job. In this work we consider three
roles: sensing, relay, and sleep. In sensing state all the components of a sensor
node must be turned on since in this role the node is responsible for sensing its
nearby environment and reporting its data to the sink. In relay state the sensing
component can be turned o since this role only requires the relay of the data
of the sensing nodes to the sink. The sleep state means just turning o all the
components since the node is not required for data transmission. Since usually
the sensor nodes are densely deployed, many nodes are not needed in a round and
thus can be put in sleep state and this results in an enormous amount of energy
saving.
In [57] dynamic power management method is proposed. The key observation
is that switching of node states takes some nite time and resource. Therefore if
the energy saving achieved in the sleep mode cannot compensate the energy con-
sumed to get to that state because of early wake-ups, there is no point to switch to
that sleep state. However, we generally cannot predict when a component should
be waken up and hence we need stochastic analysis in order to predict when a
component is needed. In [57] the authors assume a multilevel sleep state model
where at deeper levels the power consumption is less, while getting to that state
takes more time and energy. They also proposed a workload prediction strategy
based on the adaptive ltering of the past workloads. A node decides being in
which state based on this prediction. If the probability of occurring an event is
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low, the node switches to deeper sleep states.
In another study called sensor-MAC (SMAC) [82] a new medium-access con-
trol (MAC) protocol that is designed for the sensor networks. Generally reserva-
tion and scheduling based MAC protocols such as TDMA-based protocols have
a natural advantage of knowing when a node is needed. However dynamic man-
agement of the time slots to the wireless nodes is not an easy task. On the other
hand contention based protocols such as IEEE 802.11 [18] consumes much en-
ergy mainly due to idle listening. Therefore, SMAC tries to minimize the power
consumption by using a combination of scheduling and contention based routing.
In that work four sources of energy waste is given: collision, overhearing, control
packet overhead, and idle listening. SMAC tries to avoid all these problems by
incorporating a periodic listen-sleep schedule. In a unit of time each sensor node
sleeps half of the time and listens in the other half. Intuitively this reduces the
power consumption close to 50%. They also proposed methods for avoiding other
sources of energy wastes and as a result they provide good energy gains compared
to its alternatives.
GAF, SPAN, and STEM are dierent node scheduling algorithms which are
worth to mention. In GAF [80], the key observation is that the nearby nodes
can perfectly replace each other in a routing topology. So by nding nodes that
can be replaced by others and putting those into sleep state energy is saved. In
order to nd such nodes GAF uses a grid virtually dened on the eld and it
keeps only one node working in a grid cell. The role of being active in a cell is
rotated in order to balance the workload. As a disadvantage it requires the nodes
to be deployed very densely. On the other hand, SPAN [16] constructs a routing
backbone where the nodes in the backbone are responsible for forwarding the
data packets. The other nodes only sense and generate data. Whenever other
nodes must send their data to the base station, the data must be rstly sent to a
backbone node. So, the nodes that are not in backbone can switch to sleep state
more frequently. Again the workload is balanced by rotating the role of being in
backbone. STEM [54] takes the problem to extreme with the observation that
the sensor nodes are generally in monitor state instead of being in transfer state
especially for event driven applications. Therefore, turning on the radio when it
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is not needed is a great waste of energy. The authors assume that initially all
nodes are in sleep state. Whenever a data is detected and must be sent to the
base station, by using a separate channel, which uses very low power, a wake-up
signal is sent to the node on the way to base station. A node which receives wake-
up signal turns on its primary radio in order to receive the data. The procedure
repeats itself until the data reaches to the base station. The disadvantage of this
method is the high latency in relaying data to the base station.
Another approach to sleep scheduling is proposed in [81] which is a probing
based node scheduling protocol (PEAS). In PEAS, a node can be in three states:
sleep, probe, and working. The protocol keeps only a subset of the nodes in
working state and allows the others to sleep. The working nodes continue working
until they deplete all of their energy. The sleeping nodes occasionally wakeup and
probe their environment in other to nd a working node. If there is a working
node in the close neighborhood of the probing node, the node again falls asleep.
Otherwise it begins working. Although PEAS provides good energy saving it
does not guarantee coverage.
The protocols so far have no guarantee to cover the whole area. They only
try to get a connected network to relay the packets to sink. The distributed
node scheduling protocol given in [67] guarantees that the original sensing area is
covered after turning o redundant nodes. In this protocol, the nodes advertise
their location to their neighbors in their sensing ranges at the beginning of each
round. After receiving the location information each node decides whether it
is turned o or not by using the coverage information. In other words, if the
sensing range of a node is fully covered by its neighbors, the node decides to
switch o itself. However, if all the nodes make decisions at the same time there
will be some blind points in the area which is not covered by any of the nodes. In
other to prevent this, the protocol applies a back-o based self-scheduling step.
In this step the nodes wait for a random back-o time and then broadcast a
status message informing their neighbors about the decision they have made if
the decision is turning o. So the nodes that receive this status message remove
the sending node from their neighbor lists and remake their decision. However,
this protocol cannot provide the optimal number of alive nodes since it does not
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consider the nodes whose distance is greater than the sensing range. Another
disadvantage of this protocol is that it does not guarantee the connectivity.
There are some protocols in the literature which guarantee both connectivity
and coverage [11, 72, 84]. In [84], it is proven that the coverage implies connec-
tivity if transmission range is greater than two times the sensing range. The
authors propose Optimal Geographic Density Control (OGDC) algorithm which
tries to minimize the number of alive nodes while maintaining coverage. The
idea behind OGDC protocol is to keep a node alive only if it covers an inter-
section point of two sensors and minimizes the overlap with other alive nodes.
In [72], the authors propose a protocol called CCP, which provides k-coverage and
k-connectivity. CCP uses SPAN [16] protocol to provide connectivity if the trans-
mission range is not greater than two times the sensing range. Another protocol
proposed in [11], also guarantees both connectivity and coverage. Dierent from
the previous ones, [11] considers the neighbors that are more than one hop away.
In this way it can provide full coverage with a smaller number of nodes. It also
generalizes the provided solution for varying transmission and sensing ranges.
With the same idea of preserving the coverage in mind [58] introduced a
heuristic that selects mutually exclusive sets of sensor nodes, where the members
of each of those sets together completely cover the monitored area. After nding
the sets, only the nodes in a set are kept working in a round while the rest are
switched to sleep state. The sets are used in a round robin fashion and since each
set individually covers the whole area, the lifetime of the system can be improved
while preserving the coverage. In [12] a dierent heuristic called MC-MIP is
proposed which provides better results. [73] further utilizes the nodes that are
not included in any of the cover sets (subject sensors) by assigning them to the
appropriate cover set considering the routing protocol.
As it can be seen it is not so easy to achieve an optimal node scheduling. The
key questions that must be answered carefully in deciding the node schedule are:
which nodes must be in sensing, relay, and sleep state, and when these roles must
be exchanged among the sensors.
Chapter 4
Lifetime Analysis
In order to propose a good routing scheme and evaluate it, it is important to
have a theoretical model that can provide the optimum achievable targets. As
mentioned in the previous chapters, it is very important to optimize lifetime in
wireless sensor networks and therefore to know the optimum achievable lifetime.
Towards this goal, in this chapter, we rst formulate the lifetime of a network
with respect to the rst node failure time. After that we propose a new upper
bound for rst node failure time (i.e. the maximum achievable lifetime). We then
investigate this upper bound further and try to relate it with number of nodes in
the routing tree. This analysis is for both routing and node scheduling problems
to compare the proposed solutions against optimally achievable values.
4.1 Lifetime Formulation
We will provide a lifetime formulation for sensor networks that use a rooted tree
as the routing structure. We assume that a routing tree T spanning active nodes
is established using which nodes forward their data towards the sink node. We
assume the tree is xed throughout the lifetime. Then, the lifetime of a node i in
T , denoted with LTi , can be dened as follows: depending on the residual energy
of the node i (Ri):
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LTi =
Ri
W Ti
(4.1)
Here, Ri is the residual energy of the node, and W
T
i is the energy load of the
node, which is dened in Section 2.3:
By using this lifetime denition for a node, the lifetime of an edge eij 2 E(T )
can be formulated as:
LT (eij) = min

LT (i); LT (j)
	
(4.2)
And nally the lifetime of the routing tree T (LT ) which is dened as the
maximum number of rounds that this routing tree can be used is modeled as:
LT = min
eij2E(T )

LT (eij)
	
= min
i2V (T )

LT (i)
	
(4.3)
Equation 4.3 is meaningful since a routing tree becomes unconnected if one
of its nodes dies [85].
Now, suppose that we have given a set of nodes of cardinality n and its visi-
bility graph (G). The problem is to nd an ecient routing scheme to maximize
the functional lifetime. Let us assume that we have only one chance to calcu-
late a routing tree (static routing scheme). In this case we have two options:
minimizing the total energy consumption and maximizing the lifetime.
With given denitions we can state that in order to yield the minimum energy
tree once the set of nodes and hence the visibility graph (G) is given we should
use the following optimization function:
TGmin = argmin
TG
(X
i2T
W Ti
)
(4.4)
And the optimal tree for maximum lifetime once the visibility graph G is given
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can be dened as:
TGopt = argmax
TG

LT
	
(4.5)
Computing Tmin is actually nding the minimum spanning tree and hence it
is polynomial. However nding Topt is known to be NP [78]. However, we can
improve the lifetime of a set of nodes if we use a dynamic routing scheme instead
of using the same aggregation tree for the set. Finding optimum lifetime for a set
of nodes is dened as maximum lifetime data aggregation (MLDA) in previous
researches [33], and there is an extensive amount of work done on this topic as
summarized in Section 3.4.
4.2 Upper Bound on First Node Failure Time
The lifetime denition in terms of rst node failure - given in Equation 4.3 - is
an important metric as mentioned in Section 2.4. First of all, it gives directly the
maximum amount of time for which an application will gather data reliably. It
also shows how balanced a rooting scheme handles the bottleneck nodes. It will
also provide good basis for node scheduling algorithms. Since the node scheduling
algorithms tend to put as many nodes as possible to sleep state so that the whole
area of interest will be covered, usually they end up with a routing tree where
every node plays an important role (sensing or relaying). In this case the routing
tree cannot be used even when a node in the tree fails. Therefore, rst node
failure time is also important for coverage based lifetime denitions.
It is obvious that it is important to have an upper bound on rst node failure
time, in order to measure how well protocols designed for sensor networks perform.
In this section we derive a theoretical upper-bound for the lifetime of the rst
failing node in a sensor network using tree-based routing. This upper bound will
be used to test the performance of our protocols against a theoretical limit.
Theorem 4.2.1. The lifetime of a sensor network with n nodes in terms of rst
failing node is upper bounded by
LG = nE0=E
G
min; (4.6)
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where E0 is the initial energy of the nodes, E
G
min is the minimum possible total
energy consumption for a round that can be achieved, and G is the visibility graph
of given n nodes.
Proof. Let TGmin be the tree that gives the minimum total energy consumption for
any round. That is, it is a xed tree which minimizes the total energy consump-
tion for the network. If all the nodes will be used, this tree can be derived from
the minimum spanning tree algorithm [48] on graph G by using the cost function
given in Equation 2.3. It is also possible to use a subset of given nodes so that
the energy consumption is minimum while satisfying the conditions for routing.
We will investigate this condition in Section 4.3.
Let EGmin be the total energy expenditure in using T
G
min as the routing tree.
We can state that in any round the total energy consumption is  EGmin.
Although the routing trees may change in each round, the total energy con-
sumption in L rounds is always  LEGmin. This implies that there exist at least
one node whose energy consumption in L rounds is  LEGmin=n. Since energy of
each node is limited by E0:
LEGmin=n  E0 (4.7)
Consequently
L  nE0=EGmin (4.8)
This upper bound is actually very intuitive, which states that the maximum
achievable lifetime is equal to total initial energy in the system over minimum
achievable energy consumption in a round. From this result we can conclude that
for achieving maximum lifetime, the routing algorithm should try to minimize the
energy consumption in a round while balancing the load among the nodes.
Theorem 4.2.1 states that, if all the nodes are used for routing, we can easily
compute the upper bound LG for any set of nodes, where we know the locations
of the nodes, by just computing TGmin which is the minimum spanning tree with
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edge weights as in Equation 2.3. The total cost of the minimum spanning tree
gives us EGmin, and since we know n and E0 we can nd the upper bound
LG.
For static routing tree approach, it seems to be very dicult to achieve this
upper bound, since the load on the nodes cannot be balanced in a static tree.
As we will see in our simulations, the lifetime of a static method will be far from
being optimal. Even the tree computed by the Equation 4.5 cannot give this
upper bound.
In this work, however, instead of using a static routing tree, we propose dy-
namically changing the routing tree repeatedly in order to balance the load among
the nodes over the time. Although optimal load balance (EGmin=n) cannot be
achieved for a single round, if we can use a good randomization scheme, we ex-
pect maximum average value for wi to become closer to E
G
min=n and consequently
lifetime becomes closer to LG.
4.3 Mathematical Analysis for Minimum En-
ergy Expenditure
In previous section we derived an upper bound for maximum lifetime for data
aggregation applications. Although the upper bound is very intuitive, EGmin does
not give any direct information. Therefore, in this section we will try to further
investigate EGmin to relate it to the number of nodes deployed, and try to yield
an closed formula for optimum number of nodes to achieve minimum energy
expenditure.
We already know that if all the nodes in G are used, in order to nd EGmin, we
just need to compute the minimum spanning tree of G rooted at sink. However,
for some applications the routing solution does not need us to use all the nodes,
where only a subset of the graph can satisfy the requirements of the application
(e.g. coverage conditions). In such scenarios, in order to nd EGmin we need to
enumerate all subtrees, which satisfy the requirements, and choose the one with
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minimum energy consumption. We can restate this problem as enumerating all
subsets of nodes, which satisfy the requirements, and for each subset compute
the minimum spanning tree, and nally choose the one with minimum energy
expenditure. So, again we end up with minimum spanning trees, and this leads
us to investigate the characteristics of total cost in minimum spanning trees.
4.3.1 Total Length of Euclidean MST
In the literature, there are a small number of works which investigate the total
length of the minimum spanning trees. Fortunately, there are two of them which
are very related to our problem.
In [61] Steele examines the total cost of an Euclidean MST for points in a
given hypercube in p dimensions, and proved the following lemma, which gives a
closed formula for the total cost:
Lemma 4.3.1. The total cost of an Euclidean minimum spanning tree with n
nodes where link costs are powered to  is
Mn = 

p  n(p )=p for 0 <  < p (4.9)
where p is dimension and p is a constant proportional to , p and the side-length
of the hypercube (l).
This is an important lemma since it states that the asymptotic cost of an
MST is equal to (n(p )=p). Interestingly this means that the total length of
the MST only depends on the number of nodes n when the hypercube is xed.
So, for p = 2 and  = 1, which is Euclidean MST in two dimensions, we get
M2n = 
1
2 
p
n which can be rewritten as (
p
n), which means the total cost of
a n node minimum spanning tree with link costs as their Euclidean distances is
directly proportional to
p
n.
Aldous and Steele later showed in [5] that when  = p, then Mpn tends to a
constant as n!1. This result is very important for us, since it states that the
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total cost M2n (where  = p = 2) remains constant regardless of the number of
nodes.
Although the results given in [61] and [5] are important, we cannot conclude
with any results since we are interested in conditions also where 2 <   6.
Because of this, we conducted an experiment to see the characteristics of total
cost of Euclidean MST where 1    6. In this experiment, we generated
dierent networks deployed in a square area with side length of 1000m for dierent
number of nodes (10  n  1000). For each n, we computed the cost of minimum
spanning trees, where the link costs are powered to all  values (1    6), and
repeated the experiment 1000 times in order to achieve good approximations.
Our empirical results showed that for p = 2 and  > 2 the total cost Mn is
again (n(2 )=2). This result can be explained by the following intuition: If for
p = 2 and  = 1 we get the total cost as (
p
n), we can state that the average
length of an edge on Euclidean MST is approximately (
p
n=n) for suciently
big n values. If the link costs are powered to , the cost of an edge becomes
(( 1p
n
)). In this case Mn becomes approximately:
Mn  (n(
1p
n
)) (4.10)
= (
n
n=2
) (4.11)
= (n1 =2) (4.12)
= (n(2 )=2) (4.13)
This result is actually interesting, since it states that the total cost of MST is
decreasing exponentially with increasing number of nodes when  > 2.
4.3.2 Total Energy Expenditure of MST
After deriving an approximate value for the total cost on Euclidean MST with
link costs powered to , we can calculate the total energy expenditure of the
MST for the link costs given in 2.3. Let the total cost of a tree be dened as ET .
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ET can be computed with the following formula:
ET =
X
eij2T
wTij (4.14)
If we substitute wij with the denition given in Equation 2.3 and use the
assumptions used in yielding Equation 2.9 we get:
ET =
X
eij2T
2sEelec + sEampdipTi
 (4.15)
If we let c = 2sEelec, and a = sEamp, we can yield the following formula for
ET for large values of n:
ET  a
X
eij2T
dipTi
 + nc (4.16)
= aMn + nc (4.17)
= an(2 )=2 + nc (4.18)
Equation 4.18 shows that the total energy expenditure of MST can be for-
mulated as a function of the number of nodes (n). Considering that all the
other factors of the formula are constants that we cannot change for a specic
application, this formula is very useful for protocol developers.
4.3.3 Optimum Number of Nodes for Minimum Energy
Expenditure
As we found in Equation 4.13, for  > 2, Mn is a decreasing function of n. In
Equation 4.18 we can see that second part of the equation is an increasing function
of n. So we can expect an optimum number of nodes nmin which minimizes ET
and gives EGmin. In order to nd this value we should take the derivative of ET
and equate to 0. After a few mathematical operations we yield
nmin =

(
2
  1)a
c
2=
(4.19)
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This value implies that regardless of how many nodes we have, the optimum
energy expenditure will be achieved if we can use approximately nmin nodes.
It is also worth to discuss about the special case where  = 2. Substituting
 with 2 in Equation 4.19 gives nmin = 0. This means that using minimum
possible number of nodes while satisfying the application specic requirements
(connectivity, coverage etc.) gives the optimum energy consumption when  = 2.
4.4 Summary
In this chapter we developed useful mathematical models for ecient protocol
development and evaluation for wireless sensor networks where advantages of
perfect aggregation and power control are considered. This theoretical analysis
forms the basis of our protocols proposed in this thesis. It is also used in the
evaluation of our proposals.
Chapter 5
Power Ecient Routing
As mentioned in Section 2.1 the design of wireless sensor networks depends on
the application requirements. In this chapter we will focus for a specic type of
demand-driven application where all the nodes are informed to report their data
to the sink in each round. The problem studied for this scenario is nding an
energy ecient routing scheme for gathering all data at the sink periodically so
that the lifetime of the network is prolonged as much a possible. The lifetime can
be expressed in terms of rounds where a round is the time period between two
sensing activities of sensor nodes. This problem is dened as maximum lifetime
data aggregation problem (MLDA) in literature and presented in Section 4.1
in detail. In this problem all the nodes available are used in order to achieve
maximum lifetime. So, we will not consider any type of sleep or node scheduling
approaches in this part.
There are several requirements for a routing scheme to be designed for this
scenario. First, the algorithm should be distributed since it is energy consuming
to calculate the optimum paths in a dynamic network and inform others about the
computed paths in a centralized manner. The algorithm must also be scalable.
The message and time complexity of computing the routing paths must scale
well with increasing number of nodes. Another desirable property is robustness,
which means that the routing scheme should be resilient to node and link failures.
The scheme should also support new node additions to the network, since not all
47
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nodes fail at the same time, and some nodes may need to be replaced. In other
words, the routing scheme should be self-healing. The nal and possibly the most
important requirement for a routing scheme for wireless sensor networks is energy
eciency.
Our previous study PEDAP [64] mentioned in Section 3.4 showed that using
MST based approach can improve lifetime dramatically for this specic scenario.
The most important disadvantage of that work, however, is its centralized nature.
In this work we inspired from that study and we propose a localized version of
PEDAP, which tries to combine the desired features of MST and shortest weighted
path based gathering algorithms. We also expand the idea and propose a new
family of localized protocols for the power ecient data aggregation problem.
Our main concern is to satisfy all the requirements stated above. We name our
new approach Localized Power Ecient Data Aggregation Protocol (L-PEDAP).
Our proposed routing approach consists of two phases. In the rst phase, it
computes a sparse topology over the visibility graph of the network in a localized
manner. The topology needs to be eciently computed by using only the one-hop
neighborhood information. In the second phase, it computes a data gathering tree
over the edges of the computed sparse topology.
For the rst phase, we propose the use of two dierent sparse topologies in
a distributed manner, namely local minimum spanning tree (LMST) [38] and
relative neighborhood graph (RNG) [69]. These structures are already available
in the literature. They are supersets of MST and can be eciently computed in
a localized manner. Section 3.3 gives a detailed information about the desired
properties of these structures and how they are computed.
After computing the structure, in the second phase, we need to nd a power
ecient routing tree to gather the data from nodes to the sink. For the second
phase, we propose three dierent methods and provide performance results of
them. All of the methods are based on ooding a special packet using only the
edges of the computed structure. According to the decisions made during this
ooding process, the tree is yielded. These three methods that can be executed
at a node for choosing the parent node toward the sink are to choose: 1) the
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rst node from which the special packet is received, 2) the node that minimizes
the number of hops to the sink, and 3) the node that minimizes the total energy
consumed over the path to the sink.
Our solution can also handle new node arrivals and departures of existing
nodes. Hence it is adaptive. The routing path is maintained when those dynamic
conditions occur.
We also propose power-aware versions of our protocols that consider the dy-
namic changes in the remaining energy levels of nodes while constructing the
sparse topologies and routing trees. For this, we actually needed only to take the
idea of re-constructing the tree over time from the PEDAP-PA protocol [64] and
make it work in a distributed manner.
For each simulation we made we used the upper-bound derived in Section 4.2
to see how close our protocols are to the theoretical limit. The simulation results
showed that our protocols can achieve up to 90% of the upper bound.
To sum up, in this chapter, we present a localized, distributed, self organizing,
robust and energy ecient data aggregation approach, which we call Localized
Power Ecient Data Aggregation Protocol (L-PEDAP). Our approach is based
on topologies, such as LMST and RNG, that can approximate minimum spanning
tree and can be eciently computed using only position or distance information of
one-hop neighbors. The actual routing tree is constructed over these topologies.
We also consider dierent parent selection strategies while constructing a routing
tree. We compare each topology and parent selection strategy and conclude that
the best among them is shortest path strategy over LMST structure. Our solution
also involves route maintenance procedures that will be executed when a sensor
node fails or a new node is added to the network. The proposed solution is also
adapted to consider the remaining power levels of nodes in order to increase the
network lifetime. Our simulation results show that by using our power-aware
localized approach, we can almost have the same performance of a centralized
solution in terms of network lifetime, and close to 90% of an upper bound derived
in Section 4.2.
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Preliminary conference version of this work appeared in [65] and the journal
version appeared in [66].
5.1 Proposed Solution
As mentioned in Section 3.4, the network lifetime can be considerably extended
by gathering packets on the MST structure. However, computing MST requires a
global knowledge about the network and has a high cost when it is attempted to be
computed in a distributed manner. A well known distributed MST computation
algorithm given in [22] requires 5N logN + 2E messages exchanged during the
execution where N is the number of nodes and E is the number of edges. The
worst case time complexity of this algorithm is O(N logN).
On the other hand, the cost of route computation is lower if we use shortest
weighted path based approaches. However, the shortest weighted path based
approaches can not always provide a good lifetime since they can not balance the
load among the nodes [14, 15, 31, 47, 56, 62]. Our aim is to combine the energy
ecient features of the MST with the distributed nature of shortest weighted path
based routing schemes, in order to eciently and locally compute the routing
paths that can also provide a superior network lifetime.
5.1.1 Our Approach
Our approach for solving the power-ecient routing problem in wireless sensor
network for data gathering applications in a distributed manner consists of two
phases: 1) distributed and localized sparse topology construction; and 2) dis-
tributed aggregation/routing tree computation.
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5.1.1.1 Sparse Topology construction
In this phase, we aim to construct a sparse and ecient topology over the visibility
graph of the network in a distributed manner. We have dierent alternatives for
sparse topologies that can be ecient for energy-aware routing. In this work, we
choose to investigate the use of RNG and LMST and we compare their relative
performance. We expect that LMST performs better than RNG because it is
sparser. However there are some aspects that make RNG and LMST comparable.
First, the computation of RNG is more ecient than of LMST. RNG needs
only the location information of 1-hop neighbors, whereas LMST needs a second
message for informing about the LMST neighbors. This second message contains
the local MST neighbors of the nodes and hence it is larger in size compared
to the rst message which contains only the location information. On the other
hand, one advantage of LMST is that it can approximate MST well especially
when the density is high.
As mentioned in Section 3.3, in both topologies, we can use arbitrary cost
functions. For instance both can use the same cost functions (Equation 2.3)
used in PEDAP. Figure 3.3(a-c) shows MST, LMST and RNG structures with
these costs. As seen in the gure, LMST is sparser than the RNG structure.
Also we can use power-aware cost functions and consequently we can eciently
approximate PEDAP-PA. As mentioned in Section 3.4, PEDAP-PA algorithm
recomputes the routing tree in every 100 rounds by using an asymmetric cost
function given in Equation 3.1, by applying Prim's minimum spanning tree algo-
rithm [48]. However, our algorithms need a symmetric cost function to compute
LMST and RNG. Consequently, we changed the power-aware cost function to the
one given below for our dynamic case:
wij = wij=(ri  rj): (5.1)
For the rest of this work, whenever we refer to PEDAP-D or LMST-D, we
mean the structures that are computed using the link costs given in Equation 5.1.
Our simulation results with these cost functions showed that our dynamic ap-
proach is a good randomization scheme.
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Figure 5.1: Comparison of dierent route computation techniques.
Copyright 2011 c IEEE.
Reprinted with permission from IEEE Transactions on Parallel and Distributed Systems Vol. 22, No.3, March 2011 pp. 489-500.
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5.1.1.2 Routing tree computation
There are several methods for obtaining a tree structure (spanning all the nodes)
given a graph. In this work we use a ooding based tree construction algorithm.
A special route discovery packet is broadcasted by the sink and when a node
receives that packet it decides its parent according to the information in the
packet. After selecting the parent it rebroadcasts the packet. The details will
be given in Section 5.1.2. Here we investigate the eciency of three dierent
methods: rst parent path method (FP), nearest minimum hop path method
(MH), and shortest weighted path (i.e. least cost) method (SWP).
The FP method is the simplest among the three. In this method, a node will
set its parent as the rst neighboring node (among neighbors in selected sparse
structure) from which the special route discovery packet was received.
In the MH method, the node chooses its nearest neighbor among those with
minimum hops to reach to the sink. So, the node updates its parent only if the
sender node has a smaller hop count or has the same hop count as the current
parent but it is closer than the current parent (among neighbors in selected sparse
structure). Otherwise, the packet is ignored.
The SWP method tries to yield a tree that minimizes the cost of reaching the
sink for each node. The details will be given in the next section.
At rst glance, we expect these three algorithms to give almost the same
performance for approximating the minimum spanning tree, since the topologies
are sparse enough. However, this is not always the case. Since we use a cost
function that uses a power of the distance, minimum hop method cannot give
always the most ecient tree. Intermediate nodes at closer distances can make
the packet transmission more ecient [62]. Consider the LMST of a sample
network given in Figure 5.1(a). Note that the sink is at the center. Only one
edge removal yield a tree. As seen in the Figure 5.1(c), the longest edge is kept
by the minimum hop method since choosing that edge reduces the hop count of
children nodes toward the sink. However, the shortest path algorithm yields the
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Algorithm 1 Topology and Route Computation
1: Send HELLO message
2: Collect HELLO messages for thello
3: Reset Parent (  null)
4: Compute neighbors on the sparse topology
5: while ROUTE-DISCOVERY packet RD received
in tdiscovery do
6: if update required for RD then
7: Update parent (  source(RD))
8: Broadcast ROUTE-DISCOVERY
9: end if
10: end while
11: Inform  to construct its child-list
same tree as MST since having closer nodes reduces the total transmission cost
especially when the power of the distance is high and consequently longer paths
in terms of hop count can be more ecient than the shorter ones.
5.1.2 Algorithm Details
In our proposed routing scheme, at any time each sensor node has to know its all
one-hop neighbors and their locations, the neighbors on the computed topology,
the parent node that it will send the data to in order to reach the sink, and
the child nodes that it will receive the data from before it sends the fused or
aggregated packet to its parent node. Our solution consists of three parts: Route
Computation, Data Gathering and Route Maintenance.
5.1.2.1 Topology and Route Computation
The main goal in this phase is to nd a sparse topology and setup the routes over
it, which means determining the children and parent nodes for each node. At
the end of this phase a data aggregation tree rooted at sink is constructed. The
pseudo code for this phase is given in Algorithm 1.
Initially, the nodes and the sink are not aware about the environment. In the
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setup phase, all nodes and the sink broadcast HELLOmessages, which include their
location and remaining energy, using their maximum allowed transmit power. The
remaining energy level is advertised only when dynamic (power-aware) protocols
are used. We give a time threshold thello for waiting advertisements, which must
be long enough to hear all possible advertisements. After receiving HELLO mes-
sages, all nodes are informed about their one-hop neighbors and their locations
and energy levels. Each node can then locally compute its neighbors in the de-
sired sparse topology (static and dynamic versions of RNG and LMST). After
nding its neighbors in the sparse topology, a node can join the distributed route
computation process in order to nd its parent and children on the aggregation
tree.
In this step, if dynamic method is used, we compute the LMST-D structure
instead of LMST. This means we use the cost functions given in Equation 5.1.
Similarly we compute RNG-D structure. If static case is used, then LMST and
RNG are computed using the cost functions given in Equation 2.3.
The route computation is done via a broadcasting process which starts at the
sink node. The sink initiates a ROUTE-DISCOVERY packet in order to nd and
setup the routes from all sensor nodes toward itself. When a sensor node receives
a ROUTE-DISCOVERY packet, it broadcasts the packet to all its neighbors on the
computed topology if it updates its routing table. By this way the routing tree
rooted at the sink is established over the sparse topology. An important energy
conserving feature of our algorithm is that the packet is sent with a power just
enough for reaching all the neighbors on the sparse topology instead of using the
maximum power.
Each ROUTE-DISCOVERY packet has three elds: a sequence ID, which is in-
creased when a new discovery is initiated by the sink, an optional distance eld
which shows the cost of reaching the sink, and an optional neighbor list eld
which is the list of the neighbors of the sending node in the chosen topology. The
distance eld is not required if FP algorithm is chosen. It holds the minimum
number of hops or minimum energy cost to reach the sink, respectively, if MH or
SWP algorithm is chosen. The neighbor list eld must only be used if the LMST
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topology is chosen. So if we use the FP on RNG topology we can decrease the
message overhead. On the other hand if we use SWP on LMST, which gives the
best performance in all cases according to our experiments, we have to have some
overhead. But an important point to mention is that in our approach since the
LMST computation is combined with the route computation, no extra messages
are used for negotiation among LMST neighbors. Only overhead is the size of
the ROUTE-DISCOVERY packet.
Upon receiving a new ROUTE-DISCOVERY packet, the sensor node ignores the
packet if it is not coming from a direct neighbor, in order to ensure using only
the edges in the computed topology.
After that, according to the routing strategy chosen, the node decides whether
or not to update its parent. If FP strategy is used, the node updates the parent
information only if it has not a parent yet. In MH strategy, the node compares
its current parent with the sending node and chooses the sender as its new parent
if it has a smaller hop count to the sink or has the same number of hops but
is closer to the node. And nally, if the SWP is chosen, the node updates its
parent only if the path using the sender node is advantageous in terms of total
energy consumption. Regardless of the chosen strategy if the packet has a higher
sequence ID the node directly updates its parent. If the node decides to update
its parent it rebroadcasts the ROUTE-DISCOVERY packet with updated elds. If in
the time threshold tdiscovery, no other route discovery packets are received we can
conclude that the route setup converged.
At this step each node can inform its parent, in order to construct the children-
list which will be used in data gathering phase. After this nal step, the data
aggregation tree is setup and stabilized. This means that each node knows from
which neighbors it will receive data and to which node it will send the received
data after aggregation.
CHAPTER 5. POWER EFFICIENT ROUTING 57
5.1.2.2 Data Gathering
After the parent and children nodes for an individual sensor node are determined,
the node can join the data gathering process. In data gathering phase each sensor
node periodically senses its nearby environment and generates the data to be
sent to the sink. However, before sending it directly to the parent node, it will
wait all the data from its child nodes and aggregate the data coming from them
together with its own data, and then send the aggregated data to the parent node.
Thus, at the beginning of data gathering step, only leaf nodes can transmit their
data to their corresponding parent nodes. At each step the data is gathered
upwards in the tree and reaches the sink after h steps, where h is the height of
the aggregation tree. The reason for waiting to receive data from child nodes is
to use the advantage of the aggregation. In this way each sensor only transmits
once in a round, and as a result saves its energy.
5.1.2.3 Route Maintenance
After setting up the routes, three events can cause a change in the routing plan:
route recomputation, node failure and node addition. We will discuss them sep-
arately.
Recomputation of the aggregation tree is required when power-aware (dy-
namic) cost functions are used given in Equation 5.1. In power-aware methods,
the tree must be recomputed at specied intervals. Since the computation de-
pends on the remaining energy of nodes, each time the computation takes place,
a dierent and more power ecient plan is yielded. In our case, we handle this re-
quirement by broadcasting a new ROUTE-DISCOVERY packet with a new sequence
ID. Apparently, in order to utilize the power aware methods, each node must
know the remaining energy levels of its neighbors. In order to exchange the
remaining energy levels, we use HELLO messages. So at the beginning of each
recomputation phase, the nodes advertise their remaining energy levels. After
that, ROUTE-DISCOVERY packet with a new sequence ID can be broadcasted by
the sink. It is worth to mention that in order to achieve recomputation, each node
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Algorithm 2 Route Recovery
1: old  
2: if BYE message B received then
3: remove source(B) from neighbor list
4: compute the sparse topology
5: if source(B) =  then
6: Reset parent (  null)
7: Reset child list
8: Broadcast PARENT-DISCOVERY message
9: Enter route discovery phase
10: end if
11: end if
12: if PARENT-DISCOVERY message PD received then
13: if source(PD) =  then
14: Reset parent (  null)
15: Reset child list
16: Broadcast PARENT-DISCOVERY message
17: Enter route discovery phase
18: else
19: if  6= null then
20: Send ROUTE-DISCOVERY
21: end if
22: end if
23: end if
24: if  6= old then
25: Inform old and  to construct their child-list
26: end if
must know the predened time (in terms of rounds) to send HELLO messages.
Node failures can be due to various reasons. However, the most critical reason
is depletion of energy of a node. Previous approaches (e.g. [26, 39, 64]) did not
discuss the node failure problem. In these approaches, however, a node failure in
communication phase will cause a routing problem in which the descendants of
the failed node cannot send their data until next setup phase. In order to prevent
this, failures must be handled as soon as possible. In our solution, we handle the
case where failures are due to energy depletion. However, the idea behind the
solution can be applied to other failure causes as well.
Failure of a node due to energy depletion can be handled gracefully, since
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the node can predict that it will die soon due to energy limitation. Algorithm 2
presents the route recovery algorithm. In our solution, when a node's energy
reduces below a threshold value, which can be set to a very small value, the node
broadcasts a BYE message using maximum allowed transmit power. All nodes
receiving the BYE message will immediately update their local structure. This
message is not required to be retransmitted since the node failures do not aect
the structure globally. However, in this case the nodes that cannot reach the sink
because of the energy depletion of their ancestor must nd a new cost-ecient
path to send their packets. In our solution, this is handled in a localized manner
as follows. The child nodes of the failed node that receive the BYE message reset
their routing tables and enter the parent-discovery phase by broadcasting a special
message PARENT-DISCOVERY to its neighbors on the structure. According to the
receiver of that special message, if the sender is its own parent on the way to
the sink, the receiver also reset its routing table and broadcasts the packet to its
neighbors. In this way, all the nodes that should enter the parent discovery phase
will be reached. If the PARENT-DISCOVERY packet is received by a neighboring
node of the sender and if it has a valid parent, the receiver constructs a new
ROUTE-DISCOVERY packet as mentioned above and broadcasts it to the sender.
This ROUTE-DISCOVERY packet is handled as mentioned in Section 5.1.2.1. It is
worth to mention that the sequence ID in this new packet is not incremented,
therefore the update of the routing table takes place only when the newly received
cost is smaller. After the route discovery phase converges, the new routes are set
up and data gathering can continue.
Consider now the case of node additions. When a new node is deployed, it
broadcasts a HELLO message. Its neighbors update their local structure upon
receiving this message, and also inform the new node about their existence and
locations by replying a HELLO message so that the newly deployed node can
also determine its neighbors. Nodes that update their local structure send back
a ROUTE-DISCOVERY packet including their costs to the newly deployed node.
The new node selects the most ecient node as its parent, and broadcasts this
information by a new ROUTE-DISCOVERY packet. Since the sequence ID is again
not incremented, the new packet is broadcasted throughout the network only
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Table 5.1: Summary of the messages used in PEDAP
Message Purpose
HELLO Advertisement of existence
ROUTE-DISCOVERY Discovery of routing paths
BYE Advertisement of failing nodes
PARENT-DISCOVERY Advertisement for nodes with no parent
when using the new node is advantageous. This nal step can be avoided if FP
method is used. So the newly added node just chooses its closest neighbor as its
parent and starts sending data.
If node failures and node additions occur frequently, within a small time pe-
riod, a recomputation of whole aggregation tree will be more ecient, instead
of handling each event separately. In order to realize such a solution only ac-
tion that a node must take is to piggyback a REROUTE bit to the data packet
sent to its parent if it has still one parent. Upon receiving a data packet with a
REROUTE bit piggybacked to it, the sink constructs a new ROUTE-DISCOVERY
packet and initiates a new route computation phase. Table 5.1 gives summary of
the messages used in PEDAP and their purposes.
5.2 Simulation Results
In this section we will rst try to choose the best parent selection strategy, and
then continue the experiments with that strategy, since running the experiments
with all topologies and strategies will become too complicated.
For our scenario there are three parameters that we can change to see their
eect: number of nodes N , maximum transmission radius R and side-length of
the square area l. One other parameter that depends on these three parameters
and that gives direct intuition about the scenario is the density , which is dened
as the average number of neighbors per node. For the sake of completeness we
will give the value of  for each scenario since it is immediately very informative.
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Table 5.2: Comparison of algorithms - Normalized lifetime N:100, R:20, l:100,
:10
RNG LMST
 SWP MH FP SWP MH FP
2 0.917 0.910 0.910 0.991 0.990 0.989
4 0.808 0.401 0.384 0.907 0.744 0.737
We generated a network with parametersN = 100; R = 20m; l = 100m)  =
10. On this network we repeated the experiments on LMST and RNG topologies
with three alternative parent selection strategies. We compared the methods in
terms of the lifetime they provide for the rst node (normalized lifetime) and how
well they approximate the PEDAP tree (approximation percentage). Normalized
lifetime is the ratio of the lifetime to the lifetime provided by PEDAP for the
same network whereas approximation percentage is the ratio of the number of
common edges with PEDAP tree to the total number of edges.
Tables 5.2 and 5.3 provide the results of experiments that compare the e-
ciency of three parent selection methods. Here  denotes the power of distance
in the cost function. We can conclude with these results that if the propagation
is free space ( = 2), using rst parent (FP) algorithm on RNG can be advan-
tageous because the setup cost is minimal in that case and the performance is
almost the same as in the best solution SWP on LMST (< 9% lesser lifetime).
If  = 4, however, choosing shortest weighted path on LMST gives considerably
better performance in terms of lifetime. We can also see that the dierence among
parent selection strategies is more striking when  = 4. These results also show
Table 5.3: Comparison of algorithms - Approximation percentage N:100, R:20,
l:100, :10
RNG LMST
 SWP MH FP SWP MH FP
2 0.686 0.682 0.666 0.897 0.895 0.894
4 0.825 0.629 0.613 0.927 0.869 0.869
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Table 5.4: Upper bound for FNF - R:20, l:100
N ,  50, 5 100, 10 200, 20 500, 52 1000, 105
OPT 4748 4949 5063 5125 5165
that the SWP strategy outperforms its alternatives in each case. Therefore for
the rest of the simulations we always use SWP approach to compare performances
of dierent topologies.
The rest of the simulations evaluates the performance of our routing scheme.
We conducted experiments with dierent values of N , R and l. For each pa-
rameter we ran the experiments 100 times and obtained an average value for the
two evaluation metrics: First Node Failure Time (FNF) and Network Partition
Time (NPT). The initial energies of the nodes were given as 0.5 J. For dynamic
algorithms (e.g., PEDAP-D, LMST-D), we used the power-aware cost functions
given in Equation 5.1 and we recomputed the routing paths every 100 rounds. For
transmission costs, we used the parameters of the rst order radio model given
in [26]. In all of the routing schemes, data aggregation is used at every step for a
fair comparison. Also, for all methods, the setup and maintenance costs are not
included in energy expenditures, which means that only the cost of data packets
is considered. We used a xed value of 1000 bits for data packet size k.
In order to compare our algorithms based on LMST and RNG, we also im-
plemented the centralized PEDAP algorithm and the shortest weighted path tree
(SPT) as other alternatives. With the dynamic versions it adds up to 8 dierent
methods to compare (PEDAP, LMST, RNG, SPT, PEDAP-D, LMST-D, RNG-D,
SPT-D).
Since the most informative parameter for our scenarios is , we try to inves-
tigate the performances on dierent values of . However there are three ways of
changing : for each of the parameters N;R and l we can keep two of them xed
and change the third one. One important point is that in the rest of simulations
we give the results normalized to upper bound L which is computed as given in
Section 4.2. In all cases we provide the actual values of L.
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Figure 5.2: Eect of number of nodes on network lifetime for various data gath-
ering schemes.
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Consider the impact of the number of nodesN on the lifetime. In Figure 5.2(a)
we can see the normalized lifetimes for various values of N in terms of rst
node failure (FNF). Since the upper bound for each case is dierent, we give the
exact values of the upper bound in Table 5.4. We can see that the upper bound
slightly increases with increasing N . We observe that the eect of N is not
much signicant in static MST based approaches. For the static SPT approach,
however, increasing  decreases the lifetime of the system. This is mainly because
of the fact that the SPT approach can not balance the degree of a node. So if
N is increased, the maximum node degree will also increase. However, in MST
based approaches, since the maximum node degree is bounded by 6, the decrease
is not much signicant. On the other hand, in all MST based approaches, the
maximum node degree is increasing (from 3-4 to 4-5) with increasing  and thus
the network lifetime is slightly decreased when N is increased.
Next, we study the impact of N on the dynamic versions of algorithms
(PEDAP-D, LMST-D, RNG-D, SPT-D). When N increases, the lifetimes in-
crease until reaching a maximum and decreases afterwards. Since the dynamic
versions of the algorithms almost balance the degree among the nodes, this be-
havior is due to the distances between the neighbors. In low density case, the
distances are long, and since the overhead because of the distance is exponential,
the lifetime is far from being optimal. As  increases, the average distance among
the nodes become closer to the optimal distance - which may be the same as given
in [8, 62]. After some point, however the decrease in distances have a negative
eect due to the constant cost of wireless transmission. So, we can conclude that
using too many nodes is not always very eective in providing longer network
lifetime. If we compare RNG and LMST based approaches, RNG gives very close
results with LMST, but LMST performs always slightly better than RNG. At
their best, both PEDAP-D and LMST-D achieve 90% of the upper bound.
In Figure 5.2(b), the lifetimes in terms of network partition time are given,
normalized to the values given in Table 5.4. Again, as expected, the lifetime
improves with increasing  in static versions of the protocols. However, for the
power-aware (dynamic) methods, the increase is smaller. This is explained by
the fact that, in order to provide longer lifetime in terms of FNF, the system uses
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Table 5.5: Upper bound for FNF - N:100, R:20
l, d 50, 33 75, 17 100, 10 125, 6 150, 4
OPT 5871 5256 4983 4776 4576
more resources.
The lifetimes for dierent R values are given in images 5.3(a) and 5.3(b). As it
can be seen in Figure 5.3(a), increased transmission radius dramatically reduces
the lifetime of the dynamic methods after some point. The maximum value is
achieved when R = 25m. This can be explained by the eect of the distance to
parent. With increasing R, although there exist more alternative nodes to choose,
the average distance of the alternatives also increases. So, the nodes will tend
to send to long distances as the residual energy of the neighbor nodes decrease,
and this will cause a decrease in FNF. So we can say that increasing the radius
above some point has an inverse eect on lifetime for our dynamic approach. The
dynamic versions may give the best performance when R is chosen equal to the
same optimal distance mentioned above. One important point here is that the
upper bound for the lifetime is always the same in this scenario, since increasing
R does not eect the MST topology. So, the Emin is constant with increasing
radius. On the other hand, similar results are observed for the network partition
times as in the previous case (Figure 5.3(b)).
Another scenario that changes the density is increasing the area size while
keeping graph with parameters N and R the same. The Figure 5.4(a) shows the
normalized simulations results for this case. The upper bounds of each specic
case is given in Table 5.5. The optimal value of the same graph is decreasing with
increasing area size, since the average distance among the nodes is increasing.
However, if we normalize the lifetime, we observe that for the static methods the
normalized lifetime is slightly increasing with decreasing density. If the dynamic
versions are examined, above some density the PEDAP-D and LMST-D methods
can achieve 90% of the upper bound. With decreasing density, after some point
the lifetime decreases dramatically. This is expected since when there are more
alternative neighbors to choose, our dynamic version can balance the load among
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Figure 5.3: Eect of transmission radius on network lifetime for various data
gathering schemes.
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Figure 5.4: Eect of area size on network lifetime for various data gathering
schemes.
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the nodes. If the density is low, the number of alternative routing trees becomes
also small. This fact combined with the distance eect reduces the system lifetime
considerably on wide networks. The reason of the decrease in lifetime on high
density networks is that as the area size becomes smaller, the eect of the distance
gets smaller. Similar to the rst scenario, the degree plays more important role to
determine the lifetime. So as in the rst case, the maximum degree in increased
slightly and the overall lifetime decreases.
We can observe similar result also for the NPT timings (Figure 5.4(b)). As
the area enlarges, connectivity decreases, and distances get longer. This leads to
a decrease in NPT timings.
In summary, the behavior of the NPT timings is similar in all three scenarios.
This is because the NPT timing is directly related with the connectivity. With
increasing density the network becomes more connected and the network partition
time gets longer. However, we cannot see a single pattern for FNF timings in
dierent scenarios. In the rst scenario, the eect of the constant in wireless
communication takes place and after some point the lifetime starts decreasing. In
the second case, as the density increases the resulting trees become the same, thus
the lifetime is the same after some point. However, since the average distance
of neighbors increases, the lifetime becomes worse with increasing density. In
the last scenario, the increase in density reduces the eect of the distance, and
maximum degree determines the lifetime. The only common pattern is that with
increasing density the FNF lifetime starts decreasing after some point.
Finally, we will present a performance comparison of our algorithm with pre-
vious routing schemes. In order to evaluate the performance of our algorithm we
implemented six dierent routing schemes: MST, LMST, minimum energy route
obtained by constructing shortest weighted path tree with edge weight accounting
for transmission and reception powers (SPT), minimum hop route, minimum bat-
tery cost routing (MBCR) [68], and maximum residual energy route (MREP) [15].
For this part of our simulations we generated networks of diameter 100 m. We
repeated the experiments for sensor networks having 50 and 100 nodes. We xed
the maximum transmission range of the sensors to 20 m. The initial energies of
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(a) MST based routing scheme. (b) LMST based routing scheme.
Figure 5.5: Sample aggregation trees for MST and LMST based routing.
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the nodes were given as 1 J. For MBCR and MREP we recomputed the routing
paths every 100 rounds as we do for our power aware algorithms.
Figure 5.5 presents the computed routing paths for MST and LMST based
routing schemes for a sample network. One important point in the gures is that
the nodes closer to the base station tend to send directly to the sink instead of
choosing a closer neighbor. This is mainly because we include the receive cost in
the link cost. As given in Equation 2.3 there is no receive cost for the base station.
If a node closer to the sink transmits to its closest neighbor, the transmitted node
should also spend the energy required to receive one more packet. So if the MST's
are computed with Equation 2.3, the nodes for which it is advantageous to send
directly to the sink will choose the sink as their parent. As seen in the gures,
our proposed algorithm approximates the original MST quite well. This is as
expected since as stated in [42] the LMST structure has only 5% more edges
compared to MST.
Figure 5.6(a) and Figure 5.6(b) show the timings of all node failures until the
network is partitioned for networks of sizes 100 nodes and 50 nodes respectively.
As depicted in the gures, MST gives a very good lifetime in terms of both
rst node failure and network partition time. Our LMST based approach gives
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Figure 5.6: Timings of node failures for various data gathering schemes.
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almost the same results with MST based routing whereas in dense networks MST
performs quite better. The power aware methods (MREP and MBCR) give better
lifetime for rst node compared with other shortest path based methods whereas
minimum hop and minimum energy routing provides a connected network for a
longer time compared to power aware methods.
Table 5.6 summarize the results for two dierent networks of sizes 50 and
100. In the tables AVG stands for the average node lifetime, FNF is the rst
node failure time, NPT shows the network partition time, and CNT stands for
Table 5.6: Statistics on lifetimes for dierent network sizes.
100 nodes 50 nodes
AVG FNF NPT CNT AVG FNF NPT CNT
MST 8191 4942 9881 67 7361 4832 8648 19
LMST 7497 4942 9077 44 7359 4662 8648 20
MREP 4240 4163 4282 6 5323 4685 5522 9
MBCR 4283 4262 4297 6 4983 4648 5236 9
SPT 3447 2283 4532 13 4926 2403 6278 16
MinHop 3185 1787 4550 17 5144 2256 6903 23
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number of failed nodes when the network is partitioned. The simulation results
show that our LMST based routing scheme improves the lifetime of the rst node
by 100% when compared with non-power aware shortest-path based algorithms,
and provides signicantly better lifetime for the rst node when compared with
power-aware algorithms.
The simulations also show that the LMST based approach improves the net-
work partition time drastically. It can also be seen that the improvement of the
LMST structure on the lifetime of the system is considerably large when the num-
ber of nodes in the same area is increased. We can conclude that LMST approach
is more eective in environments where the nodes are densely deployed.
5.3 Summary
In this chapter we presented a new energy ecient distributed routing approach
that combines the desired properties of minimum spanning tree and shortest path
tree based routing schemes. The proposed scheme uses the advantages of the pow-
erful localized structures such as RNG and LMST and provides simple solutions
to the known problems in route setup and maintenance because of its distributed
nature. The proposed algorithm is robust, scalable and self organizing. The
algorithm is appropriate for systems where all the nodes are not in direct com-
munication range of each other. We show through simulations that our algorithm
outperforms shortest weighted path based approaches, and can achieve 90% of
the upper bound on lifetime.
The simulation results showed that the SWP over LMST approach is the best
among our new family of protocols and by using this approach one can achieve
almost the same performance with the best known centralized solution PEDAP.
Another important result is that dynamic methods tend to increase both FNF
and NPT timings especially in reasonable densities for sensor networks ( < 15).
This means dynamic methods can balance the energy expenditure among the
nodes well while providing good lifetimes for bottleneck nodes.
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As a result of the experiments we also conclude that increasing the node
density up to some point results in higher system lifetime. However after this
point, high density leads into poor network performance. With this result we can
see that there should be an optimal density which gives the maximum possible
performance.
Although in this work we have used 100 rounds to recompute the aggregation
tree as in PEDAP-PA, it is worth to mention that the period of the recomputation
is an important factor for achieving long lifetimes. With a small period we can
achieve a good balance among the nodes, whereas we have larger overhead due
to control packets. Determination of the optimal recomputation period needs
complex mathematical analysis and it is beyond the scope of this work. An
example of changing recomputation period dynamically in a centralized solution
can be found in [30].
The area size and the maximum transmission range are usually set by the
application itself. It is an interesting open problem to theoretically derive the
optimum number of nodes for given R and l. Also, based on this result, one
could combine our method with some sort of sleep scheduling algorithm to get
a performance increase on high density networks. So if a sleep scheduling algo-
rithm [23] recomputes the roles of the nodes periodically, the same period can
be used to recompute the routing tree spanning only the active nodes with our
protocols. Moreover with the advantage of using periodic recomputations, our
dynamic methods can be used eciently in such a scenario. One can also inves-
tigate the application of connected dominating sets (CDS) [63] to limit internal
tree nodes to such a set, and rotating periodically these sets. Tree computation
via broadcasting is possible only via nodes in CDS, and leaves can even sleep
temporarily while data are being gathered.
We did not measure the cost of set up and maintenance. However, our moti-
vation is exactly to address this set up cost and maintenance cost by proposing
localized solutions. Almost all existing papers do ignore these costs by describing
centralized solutions, without even mentioning the communication overhead in-
volved in gathering needed information. In our study, measuring this cost would
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be even counterproductive. This cost in our approach is negligible compared to
the same cost in existing algorithms which are centralized. By ignoring this cost,
we were able to conclude that our localized solutions perform almost as well as
centralized, and with over 90 percent of ideal number of rounds, when unfair
advantage (for not measuring the cost) is given to these alternatives. This clearly
shows the eectiveness of our solutions. If we added mentioned cost in simula-
tions, our localized algorithms would be winning, but we would not be able to
conclude that we actually cannot really improve our solution further signicantly.
Chapter 6
Power Ecient Node Scheduling
As mentioned in Section 3.5, determining a schedule for putting nodes into sleep
state, which is called node scheduling, is proven to be a good approach to reduce
the total power consumption, thus increase the operational lifetime in wireless
sensor networks.
A common scenario where using node scheduling is advantageous is event
detection systems. Suppose that there is a eld of interest that must be monitored
all the time for a certain event such as re or intrusion. Usually the data to be
transmitted in these systems is only a true/false data or the information about
the status. Since the data transmitted is usually small, especially when the events
to be detected are very rare, the most of the energy consumption is due to sensing
and relaying part. So the idea is keeping minimum number of sensor nodes that
cover the whole area active while being connected.
In this chapter we will again focus on the same scenario which we work on the
previous section, however, in this chapter we add node scheduling to the scene.
The simulation results of the previous chapter showed that by increasing the
number of active nodes we cannot always achieve an increase in the functional
system lifetime. The conclusion was that it is not necessary to keep all the nodes
active, and there must be an optimal value for the number of active nodes in
a round. In this part of the study we examine this optimal value theoretically.
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Main constraint used here is to have full coverage of the area for the data to
be collected. Therefore, for each round we have to keep a set of nodes that can
cover the whole area as active. For the rest of this chapter, when we consider
lifetime, we mean the time elapsed until no full coverage can be achieved with
the remaining nodes.
Almost all existing node scheduling algorithms mentioned in Section 3.5 try
to minimize energy consumption by minimizing the number of connected active
nodes which is required to cover the whole area. In this chapter we dene a prob-
lem called Maximum Lifetime Node Scheduling (MLNS) and claim that keeping
minimum number of nodes active does not result in minimum energy consump-
tion in some certain conditions when the nodes are capable of power control.
Although it is very intuitive to minimize the number of active nodes in a round
to achieve maximum lifetime, this may cause an increase in the average distance
and if nodes are capable of power control, transmitting to far distances requires
much more energy. So, if the energy required for transmission is much more than
the constants in sensing and relay states, keeping more nodes active and using
them as relay nodes can be more appropriate than leaving them in sleep state.
In this chapter, we will investigate the conditions under which keeping more
nodes active results in lower energy consumption. And also we will propose a
new node scheduling algorithm called Power Ecient Node Scheduling (PENS)
which can adapt to the conditions to provide maximum lifetime in any case. We
will present our simulation results comparing PENS with a naive algorithm which
uses minimum number of nodes approach.
6.1 Maximum Lifetime Node Scheduling Prob-
lem
In this section we formally dene the Maximum Lifetime Node Scheduling
(MLNS) problem by rst giving all the denitions necessary to state it formally.
Denition 6.1.1. A subset of nodes C  V is called a cover set if the target
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area A is totally covered by the nodes in C.
A 
[
i2C
Di; (6.1)
where Di is the area covered by node i.
Denition 6.1.2. A subset of nodes C  V is called a connected cover set if C
is a cover set and the induced subgraph of C is connected.
It is obvious that we must nd a connected cover set in order to preserve both
connectivity and coverage in network. However, there can be many alternative
sets of nodes that satisfy this condition. We must choose the one which is opti-
mal in terms of energy consumption and lifetime. Let us dene two alternative
connected cover sets.
Denition 6.1.3. Among all connected cover sets of a network, minimum con-
nected cover set is the one with the smallest number of nodes.
Denition 6.1.4. Among all connected cover sets of a network, minimum energy
connected cover set is the one with the optimum number of nodes which gives the
minimum possible energy consumption in a round.
In order to compute the energy consumption of a cover set, we need to nd the
energy consumption distribution of the nodes. The actual energy consumption
distribution of the nodes is related with the routing strategy chosen. If we choose
the right nodes for being active but cannot nd a good routing plan, we cannot
achieve the desired result. In this work, we dene a routing plan as a sequence
of aggregation trees which is dened as follows:
Denition 6.1.5. An aggregation tree for a set of nodes is a tree rooted at the
sink which spans all the nodes in the set.
Denition 6.1.6. An optimum aggregation tree for a set of nodes is the minimum
energy spanning tree of the nodes in the set.
In this chapter we assume that the optimum aggregation tree is used in order
to compute the energy consumption of connected cover set.
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Denition 6.1.7. Maximum Lifetime Node Scheduling Problem (MLNS) is de-
ned as nding a sequence of aggregation trees - with their cover sets - and
their frequencies which provides maximum overall functional lifetime in terms of
coverage among all alternatives.
By this denition, in order to solve the MLNS problem rstly we have to
enumerate all the possible aggregation trees for all possible connected cover sets
and compute their frequencies. After that we should try to nd a schedule of
these aggregation trees to yield the maximum possible lifetime. Considering that
the subproblem of nding the optimum aggregation tree when the set is xed is
NP-Complete [78], we can conclude that MLNS problem is also NP.
On the other hand we can simplify the problem by thinking it as nding a
series of disjoint connected cover sets eC = C1; C2; :::Cm where the sum of the
lifetimes provided by each set (LCi) is maximum among all alternatives. In this
case we have to calculate the lifetime of each possible connected cover set (LCi).
Fortunately, this subproblem is the same as MLDA problem since we have to nd
the optimum routing tree which uses all the nodes in a specic cover set. Since
the MLDA problem is well-known and we have good mathematical models for
that case, we can concentrate on nding the disjoint connected cover sets which
gives optimum overall lifetime.
6.2 Analysis
As mentioned in Section 6.1, at rst glance it seems reasonable to nd maximum
number of disjoint minimum connected cover sets to achieve a high performance.
This idea actually follows the intuition that with minimum number of active
nodes per round we can save more energy since keeping a node active is very
expensive in terms of energy consumption. However, as mentioned above, if the
nodes are capable of power control, energy required for transmission is increasing
exponentially with increasing transmission distance. So, by choosing minimum
number of nodes to cover whole area, we also increase the distance between them.
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Table 6.1: System Parameters for Evaluating Node Scheduling.
rs Sensing radius
rt Transmission radius
N Total number of nodes
l Length of one side of the area (assuming square area)
nc Minimum number of nodes for full coverage
ne Optimum number of nodes for minimum energy consumption
!i Energy consumption of node i
B Initial battery energy of the nodes
En Minimum energy that can be achieved with n nodes
Tn Overall lifetime when n nodes is used in each round
Therefore, it is possible in some conditions that keeping some other relay nodes
active can lead into a better lifetime.
From the Section 4.2, we know that we have to minimize the energy consump-
tion in a round in order to yield a better upper bound on lifetime. In this section
we will show that the minimum number of nodes approach does not always result
in minimum energy consumption by investigating the circumstances which give
the minimum possible energy consumption. In order to make it more understand-
able we will rst derive formulations in 1D, and then try to generalize it in 2D.
Table 6.1 gives denitions of our system parameters.
6.2.1 1D case
Consider a scenario in which we want to monitor all events on a line of length l.
We have N nodes and would like to get maximum system lifetime. As given in
Section 6.1 we can think of MLNS problem as nding a set of connected cover
sets whose total lifetime is maximum.
For the sake of simplicity in this work we assume that maximum transmission
range rt is big enough to neglect the eect of it. And for the rest of this chapter
we introduce an energy model constant c which is equal to 2Eelec=Eamp in order
to simplify the formulations given in this chapter.
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Figure 6.1: Minimum connected cover set in 1D.
We will present the cases for the following two approaches:
 Finding maximum number of disjoint minimum connected cover sets
 Finding maximum number of disjoint minimum energy connected cover sets
(our approach)
6.2.1.1 Minimum Connected Cover Set
The following lemma gives the minimum number of nodes required to cover whole
line (nc).
Lemma 6.2.1. If 2rs < l, the minimum number of nodes (nc) required to cover
all the line is nc = dl=2rse.
This result is obvious since each node covers a line segment of length 2rs on
the line. In order to minimize the number of nodes covering the line, we have to
minimize the overlaps. If we assume that we can place the nodes manually we
will have no overlaps by separating nodes by 2rs. Since the total length of the
line is l, we need at least dl=2rse nodes to cover the line. Figure 6.1 illustrates
the positioning of nodes to achieve full coverage with minimum number of nodes.
6.2.1.2 Minimum Energy Connected Cover Set
Let us present some proven lemmas for data gathering in 1D.
Lemma 6.2.2. If l > (c=(1   21 ))1=, then using at least one relay node is
more advantageous than the direct transmission.
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Figure 6.2: Minimum energy connected cover Set in 1D.
This lemma states that if the distance between two nodes is greater than a
threshold value, using at least one relay node is more appropriate. This lemma
is proved in dierent papers in literature [8, 62] together with the following two
lemmas.
Lemma 6.2.3. If l > (c=(1   21 ))1=, then the optimum number of nodes
needed to minimize the energy consumption is ne = l((   1)=c)1=, where the
nodes should be separated with equal distance.
Lemma 6.2.4. If l > (c=(1  21 ))1=, then the minimum possible energy con-
sumption Ene = lc((  1)=c)1= + l( 1=c)(1 )=.
The rst lemma exactly nds our parameter ne which is the number of nodes
required to minimize the total energy consumption in a round. The second lemma
gives our parameter Ene which is the minimum energy consumption when using
ne nodes. It is proven that this energy value is a lower bound on the energy
consumption in a round on a line. So increasing or decreasing the number of nodes
will increase the energy expenditure. Figure 6.2 presents the optimum placement
of the nodes to achieve minimum energy consumption in one dimension. As it is
shown in the gure, it is possible to cover whole line while achieving minimum
energy consumption only when the distance between the nodes dopt is smaller
than 2rs.
6.2.1.3 Comparison
We can state that if nc >= ne, we have no choice but using minimum number
of nodes approach, since we cannot cover whole line with nodes smaller than nc.
However if nc < ne we can use minimum energy approach since we know that if
nc < ne then Enc > Ene .
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The question is that which approach will provide more lifetime. At one side
we will have more cover sets which consume more energy. On the other hand we
will have less number of cover sets with optimum energy expenditure. In order
to get it theoretically let us remember the upper bound on lifetime in terms of
rst node failure, given in Equation 4.6, which is proven in Section 4.2.
Lemma 6.2.5. The upper bound for lifetime of the network with N nodes is
LN = NE0=Emin.
Emin in this formula means the minimum possible energy consumption in
a round. In this case we have Ene = Emin. As seen the overall lifetime is
independent of the number of cover sets. Therefore we can state that if En1 <
En2 then potentially the lifetime provided by using n1 nodes is greater than its
alternative (Tn1 > Tn2). With this results we can easily conclude that the upper
bound of overall lifetime of the minimum energy case Tne is greater than the other
alternative Tnc .
If we simply put the results found in above lemmas, we can nd the conditions
when using minimum energy approach is better than the other:
nc < ne (6.2)
l=2rs < l((  1)=c)1= (6.3)
rs > 0:5(c=(  1))1= (6.4)
Corollary 6.2.6. If rs > 0:5(c=( 1))1= and l > (c=(1 21 ))1= ) Tne > Tnc.
For  = 2, if rs > 0:5
p
c and l >
p
2c) Tne > Tnc.
6.2.2 2D case
In two dimensions we can also investigate the results of using two approaches.
However in 2D, we cannot nd exact formulations. Because of this fact we will
analyze the problem asymptotically.
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Figure 6.3: Minimum connected cover set in 2D.
6.2.2.1 Minimum Connected Cover Set
First of all let us try to get the minimum number of nodes to cover whole area in
2D. Fortunately it is proven that if rt >
p
3rs placing the nodes on the vertices
of a triangular lattice is optimal in terms of number of nodes required to cover
the whole area [76]. Figure 6.3 illustrates the positioning of the nodes to achieve
full coverage with minimum possible nodes. Since we assumed no maximum
transmission range in the work, we can use this lower bound safely. According to
this result the minimum number of nodes required for full coverage is
nc =
2
p
3l2
9r2s
(6.5)
6.2.2.2 Minimum Energy Connected Cover Set
On the other hand, computing the aggregation tree with minimum energy con-
sumption is another problem to solve. It is obvious that this tree will be minimum
spanning tree where link costs are the transmission costs. This means if the nodes
are given we can nd the desired tree in polynomial time. However, the question
is how many nodes should we select and how should we select them in order to
yield the minimum possible energy tree.
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In Section 4.3 we have analyzed the optimum number of nodes for minimum
energy expenditure and yielded a formula for this:
ne =

(
2
  1)
c
2=
(6.6)
6.2.2.3 Comparison
As in previous section, we can conclude with the following corollary since
nc < ne ) Enc > Ene ) Tnc < Tne .
Corollary 6.2.7. Tne > Tnc if the following condition holds
rs >
s
2
p
3l2
9ne
(6.7)
6.3 Proposed Algorithm
In this section we present our new algorithm called Power Ecient Node Schedul-
ing (PENS) for data aggregation. The main idea behind our algorithm is to use
minimum possible energy in a round in order to achieve better functional sys-
tem lifetime. Motivated from the analysis done in Section 6.2 we concentrate on
nding minimum energy connected cover sets instead of nding sets with mini-
mum number of nodes. Since the routing strategy is also as important, as the
node selection strategy we will use PEDAP [64] as the routing algorithm which
is known as one of the best routing algorithms to solve MLDA problem. So, with
a combination of a good node selection strategy and a good routing strategy we
achieve longer lifetimes.
Before going into detail of our algorithm, let us give some denitions and
theorems.
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6.3.1 Power Ecient Neighbor Set
Denition 6.3.1. An edge eij is dened as power ecient if there is no other relay
node k 2 N where power required to transmit a packet from i to j over k is smaller
than the power required for direct transmission from i to j (Eik + Ekj < Eij).
Denition 6.3.2. Power ecient neighbor set of a node i, PEN(i), is dened as
PEN(i) = fj j eij is power ecientg (6.8)
For a node i transmitting to other nodes outside PEN(i) is not power ecient,
since there is at least one node in PEN(i) where using it as a relay reduces the
total transmission cost. So usage of only power ecient edges should result in
signicant energy saving.
6.3.2 Coverage Calculation
Determining whether a selected node set covers the whole area or not is another
problem that we have to deal with in node scheduling problem. The naive ap-
proach is to check all points in the target area A whether they are covered by at
least one node or not. But this approach is not ecient in terms of computation.
Xing et al. give an ecient way of determining full coverage in [79] with the
Theorem 6.3.3.
Theorem 6.3.3. A convex region A is covered by a set of sensors S if
 there exist in region A intersection points between sensors or between sen-
sors and A's boundary
 all intersection points between sensors and between sensors and A's bound-
ary are covered by S
In this theorem the intersection points are the ones between all sensors' sensing
regions (Di) and area boundary A. It states that if all intersection points are
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covered by a given set of nodes, then the given set covers the whole area. Please
note that a node cannot cover its own intersection points.
Let I be the set of all intersection points of sensing regions of the nodes and
boundary of A. Let us denote the subset of intersection points covered by node i
as Ii. With the above theorem the problem of selecting nodes become set cover
problem, in which we have to nd a cover C for each round where
I =
[
i2C
Ii (6.9)
Since in this work we assume all nodes are in transmission range of each other,
we don't have to deal with connectivity, which means every cover set C will also
be a connected cover set.
6.3.3 Finding Minimum Connected Cover Set
Computing the set cover, which is dened as nding the smallest number of sets
whose union contains all elements, is known as NP-Complete and it is one of
Karp's 21 NP-complete problems [35]. A greedy algorithm is given in [17] which
states to choose the set that contains the largest number of uncovered elements at
each iteration of the algorithm. It is shown that the approximation ratio achieved
by the greedy algorithm is H(s), where H(n) is the n-th harmonic number and
s is the size of the largest set.
H(n) =
nX
k=1
1
k
(6.10)
 lnn+ 1 (6.11)
The studies on inapproximability of the set cover problem showed that the
problem cannot be approximated in polynomial time to within a factor of c lnn
under the weaker assumption that P 6= NP, where c is a constant less than 1 [6,
21, 40, 50]. The results of these studies showed that the greedy algorithm given
in [17] is the best possible polynomial approximation algorithm [75].
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Algorithm 3 Node selection strategy to nd the minimum connected cover set.
S  ;
UIi  Ii
while S does not cover whole area do
t argmaxi2fNnSg(jUIij)
S  S [ t
for all i 2 fN n Sg do
UIi  UIi n It
end for
end while
Since each node denes a set of intersection points Ii, nding the minimum
number of nodes that cover whole area, is the same as nding the minimum
number of sets that cover all the intersection points on the area.
Algorithm 3 presents the approximation algorithm for nding the set cover
with minimum number of nodes used for comparison purposes in our simulations.
This algorithm is based on the greedy algorithm given in [17].
This algorithm just tries to select the node with maximum number of un-
covered intersection points in each iteration until all the area is covered by the
selected nodes. Initially selected node set is empty and set of uncovered intersec-
tion points that node i covers (UIi) is equal to Ii for all nodes i 2 N . Every time
a node is selected the intersection points covered by that node are removed from
the uncovered point sets of the other nodes. The idea behind using this algorithm
is to nd maximum number of disjoint cover sets as it is proposed in [12,58].
6.3.4 PENS Algorithm
Instead of using the minimum number of nodes required to cover whole area,
PENS algorithm aims to utilize the optimum number of nodes required for min-
imum possible energy consumption in a data gathering round. To achieve this
PENS algorithm uses a dierent node selection strategy.
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Algorithm 4 Node selection strategy in PENS.
S  ;
UIi  Ii
calculate PEN(i) for all nodes
CN  PEN(s) // sink
while S does not cover whole area do
t argmaxi2CN(jUIij)
S  S [ t
CN  fCN [ (PEN(t) n S)g n t
for all i 2 fN n Sg do
UIi  UIi n It
end for
end while
The selection strategy of PENS, which is the heart of it, is given in Algo-
rithm 4. As seen the algorithm resembles the previous one. Only dierence
actually is the introduction of candidate node set (CN). CN holds the set of
candidate nodes to be selected in the next iteration. Initially it contains only
PEN of the sink s. In each iteration the node in CN with maximum number of
uncovered intersection points in CN is selected. After that the nodes in PEN
of the newly selected node, which are not selected yet, are added to the CN ,
whereas the node itself is removed from CN . In this way the algorithm ensures
usage of only power ecient edges and thus provides energy saving. Note that it
is obvious that the number of nodes selected in this way may be more than the
minimum number of nodes approach under conditions mentioned in Section 6.2.
This algorithm is again an approximation algorithm which tries to determine the
optimum number of nodes to be kept active in a round.
After the nodes are selected, they are kept active while the other nodes are
put into sleep state. The active nodes can use PEDAP to route the packets to
sink node until no coverage can be provided by active nodes. After that, the idea
is to select new cover sets iteratively using the same selection algorithm using
the remaining nodes until no coverage can be achieved. Figure 6.4 illustrates the
working principle of PENS. It divides the network into m cover sets and uses one
cover set at a time. For routing packets in a cover set it uses PEDAP to achieve
longer lifetime.
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Figure 6.4: PENS Protocol.
6.4 Simulation Results
In order to measure the performance of our algorithm, we run experiments to
see its eects on number of active nodes in a round, energy consumption in a
round and nally functional system lifetime. First of all we conduct experiments
in 1-dimension to examine the theory given in Section 6.2. After that we move on
the 2-dimensions and compared the performance of our algorithm (PENS) with
the minimum number of nodes approach in next section.
6.4.1 1D Simulation Results
For 1D case we have run simple simulations. We assumed a line of length
l = 1000m to be covered all the time. We also assumed that all nodes can
communicate with each other, which means there is no maximum transmission
radius. We assumed  = 2 and c = 500 for experiments in 1D as in [26]. We used
1000 nodes to cover that area. We repeated experiments for varying rs values
ranging from 4 to 200 meters. In each case we evaluated minimum size connected
cover set and PENS approaches. For each case, we measure the number of nodes
required, the average power consumption in one round, and total system lifetime.
Figure 6.5 shows the number of nodes required for each method with varying
rs. As seen on the gure after rs >
p
c=4 = 12, keeping the number of nodes
constant results in minimum energy consumption. The small decrease in graph
is as a result of the boundary conditions. In order to cover whole area we choose
nodes from the centered line of length l   2rs. So with increasing rs value, the
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Figure 6.5: Eect of sensing radius on number of active nodes for (1D)
number of nodes required will slightly decrease.
In Figure 6.6 the power consumptions for one round is presented. We expect
an increase in power consumption after rs > 12. And actually we can see that
increase after that point in our experiments. Although we expect no increase
for the PENS approach, we see a small increase which is mainly because of the
positions of the nodes. If we look at the power consumption of minimum number
of nodes approach, we can see the huge dierence. With increasing rs values the
dierence in power consumptions of two methods reaches almost 10 fold.
However it is not enough to examine only one round. If the number of nodes
for one round decreases, the number of disjoint connected cover sets increases.
It may compensate the increase in power consumption. But this is not what we
have observed in our experiments. As we examined theoretically, the number of
nodes in a round has almost no eect on the overall lifetime. The overall lifetime
is directly related with total initial energy and energy consumption in a round.
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Figure 6.6: Eect of sensing radius on average power consumption (1D).
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Figure 6.7: Eect of sensing radius on overall lifetime (1D).
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Figure 6.7 shows the overall system lifetime with increasing rs. As seen on the
gure the overall lifetime is almost constant for minimum energy approach (our
PENS algorithm). This is meaningful since the energy consumption in one round
is almost the same. On the other hand the overall lifetime in minimum connected
cover set approach rapidly decreases after the threshold. All these experiments
verify our theoretical results.
6.4.2 2D Simulation Results
For 2D case we assumed a square area with side length of l = 1000m to be
covered. We again used 1000 nodes. We assumed  = 4 and c = 2  108 for
experiments in 2D as in [62]. The reason we do not assume  = 2 in 2D is that
we expect no benet to use more active nodes as we show in Section 4.3.3.
Before running the simulations we tried to nd p for  = 4 and p = 2. In
order to nd 42 we compute the cost of the minimum spanning tree (M

n ) in a
square area with side length of 1000m for dierent number of nodes (n). For each
n we repeated the computation 1000 times to achieve a good approximation. As
a result of this computation 42 become approximately 5  1011. According to
Equation 6.6, ne for our case is  50. With these values the threshold for rs
should be  87:5 according to Equation 6.7.
In order to see the performance of PENS algorithm we repeated experiments
for varying rs values ranging from 60 to 200 meters since smaller sensing ranges
provide no coverage. In each simulation, we compared minimum size connected
cover set and PENS approaches. For each case again we try to nd the number
of nodes required, the average power consumption in one round, and total system
lifetime.
Figure 6.8 shows number of nodes required for each method. As expected, in
two dimensional case we see a similar pattern with 1D case. So after rs > 87:5
the number of active nodes for PENS approach is more compared with the min-
imum size approach. Although we expect the number of nodes become constant
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Figure 6.8: Eect of sensing radius on number of active nodes (2D).
for PENS approach, due to boundary and coverage conditions it continues to
decrease. It is interesting to see that the dierence between number of nodes
required to cover whole area for both methods is not so signicant. So in PENS
approach we tend to use  15 more nodes compared to minimum size approach.
Figure 6.9 presents the average power consumptions per round for each
method. For minimum size approach, as we found theoretically, the average
power consumption is increased dramatically after the threshold value. By using
smaller number of nodes, we yield greater distances among the nodes; and thus
we get enormous amount of energy consumption for each round. The dierence
of two methods become almost 4 fold when rs = 200.
In theory we can nd N=n distinct cover sets for each approach. However in
practice the location of the nodes and the coverage condition puts an upper bound
to the maximum number of disjoint cover sets. Fortunately, with the intersection
points method we use in our algorithms we can nd the upper bound on the
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Figure 6.9: Eect of sensing radius on average power consumption (2D).
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Figure 6.10: Eect of sensing radius on number of disjoint cover sets (2D).
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Figure 6.11: Eect of sensing radius on overall lifetime (2D).
number of disjoint cover sets experimentally. So let ICk denote the number of
sensor nodes which cover an intersection point k 2 I. The upper bound can be
found by minkI(ICk). Figure 6.10 shows the experiment results on number of
disjoint cover sets found by each method compared with this upper bound. As
seen in the gure both methods are very close to each other and the upper bound.
Finally, Figure 6.11 shows the overall lifetimes achieved by two methods. It
is obvious that the PENS approach outperforms the minimum size approach
in overall lifetime. This is a direct result of the low energy consumption of
PENS approach. Since the number of disjoint cover sets is almost the same, the
dierence is because of the average power consumption in a round.
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6.5 Summary
In this chapter we rst dened a problem Maximum Lifetime Node Scheduling
(MLNS) which addresses nding a schedule of connected cover sets which pro-
vides maximum functional system lifetime. Although almost every study in the
literature on node scheduling try to minimize the number of nodes in a connected
cover set, we have realized the fact that in some conditions keeping more nodes
active can provide a better energy consumption if the nodes are capable of power
control. We presented a theoretical analysis about these conditions where using
more nodes results in improved lifetime, compared to using minimum number of
nodes to achieve full coverage. It turned out that if the sensing range of the nodes
is greater than an application specic threshold, it is better to keep more nodes
active and use them as relay nodes in terms of functional system. We have also
proposed a simple protocol, which we call Power Ecient Node Scheduling proto-
col (PENS), to illustrate this idea and showed that the approach outperforms its
minimum connected cover set based alternative. Proposed protocol is an adap-
tive protocol which tries to give the optimum solution adjusted according to the
application setting. It achieves success by choosing the right number of nodes to
keep active as well as using a well-studied powerful routing solution. The simula-
tion results showed that PENS protocol improves the functional system lifetime
by 10 compared to its alternative.
Our proposed protocol is just a demonstration about how well a node schedul-
ing algorithm can improve the lifetime of a data gathering application for sensor
networks that consist of power control capable nodes. The proposed algorithm
can be improved in several ways. PENS algorithm cannot guarantee the minimum
energy consumption, rather it is just an improvement over protocols using mini-
mum number of nodes approach. Better algorithms can be proposed to provide
improved energy consumption. The protocol also does not consider the remaining
energy levels of the nodes in both selecting active nodes and in its routing solu-
tion. It also assumes that the connected cover sets must be disjoint. However, if
a node is allowed to be the part of multiple cover sets, the nodes with low weights
in one cover set can be reused in other sets to achieve a better lifetime.
Chapter 7
Conclusion
In this thesis, we worked on improving functional system lifetime of data gather-
ing applications developed for wireless sensor networks. We can summarize the
contributions of this work in four parts:
 a survey of approaches used in literature
 a theoretical model for lifetime analysis
 a localized, power-aware routing solution
 an energy ecient sleep scheduling solution
The survey part of this thesis gives a clear understanding of the problem and
presents existing works with a categorization with respect to the approaches they
use to solve the lifetime problem. The ve classes of the solution approaches
are: data volume minimization, ecient topology construction, routing, sleep
scheduling and mobility. As a result of this survey we believed to have a good
theoretical model to examine the lifetime problem.
In the second part of the thesis, an analysis on lifetime for data gathering ap-
plications is presented. There are two main constraints in this analysis: perfect
aggregation and power control. After presenting the formulation of functional
96
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lifetime, we derived an upper bound for the data gathering scenario, which has
a simple and intuitive form: the total initial energy over energy consumed in
a round. We also gave a mathematical analysis for minimum energy expendi-
ture, where the results of this analysis are used in developing a sleep scheduling
solution.
After this analysis, we proposed a new distributed routing protocol, called L-
PEDAP, which uses the advantage of power control and perfect aggregation. As a
result of the analysis given in the second part, main focus of the proposed routing
protocol was to minimize the power consumption in a round, while balancing the
load among the nodes. The proposed protocol combines the desired properties of
minimum spanning tree and shortest path tree based routing schemes, by using
powerful localized structures such as RNG and LMST. The results of our com-
prehensive simulations showed that L-PEDAP protocol outperformed previous
proposed methods in the literature. However, as a result of these simulations,
we realized that increasing the number of nodes in the system does not help in
improving the functional system lifetime regardless of used routing scheme.
In the nal part, in order to solve the unscalability problem of routing solu-
tions, we dened a new problem which we call Maximum Lifetime Node Schedul-
ing (MLNS). As a solution to MLNS problem, we propose a new sleep scheduling
algorithm, called PENS. Dierent from the previous sleep scheduling algorithms,
the proposed algorithm tries to keep optimum number of nodes alive, instead of
keeping minimum number of nodes alive. In this part of the thesis, we derived
mathematical formulations of conditions where keeping more nodes alive is more
ecient, and conrmed these formulations by running several simulations. The
simulation results were very promising.
Although we have already integrated many of the lifetime improvement meth-
ods in our solution framework (ecient topologies, routing, node scheduling, data
aggregation), in order to extend this work, other lifetime improvement methods
can be incorporated into our solution, such as prediction based communication
and mobility.
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In our scenario, the users only require an aggregated value, and therefore
they can tolerate a small error in the nal value. In such cases, the nodes can
predict what to be sent by using a statistical model considering the previously
transmitted data. The source node can decide to send the new data depending
on whether the next sensed value is appropriate with the statistical model or not.
If the next value can be predicted with a small error, the source does not send
the actual data, and the destination node uses the next value from the model, as
if it is sent by the source. This communication model can extend the lifetime of
the applications, where the data is correlated in time dimension, by an order of
magnitude, since the data transmission is the most expensive operation in sensor
networks in terms of energy consumption.
If possible for the specic application, utilization of mobile base stations can
also improve the lifetime of a wireless sensor network dramatically. The use of
mobile base stations reduces the load of a node in two ways. Firstly, it decreases
the distance to communicate by getting closer to the senders of data. Secondly,
it decreases the degree of a node by lowering the need for multi-hop communica-
tion. Since the load of a node is determined with these two parameters (degree
and distance), the energy gain that a mobile base station can provide is highly
desirable.
As a future work, we will try to incorporate these techniques into our solu-
tion framework by proposing a new mobile base station scheduling algorithm to
determine the actual route of the base station, and a new statistical model for pre-
dicting the next data to be sent. Moreover, we will also improve the performance
of our node scheduling solution to the extent possible.
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