The authors present a field study of estuarine turbulence in which profiles of Reynolds stresses were directly measured using an ADCP throughout a 25-h tidal day. The dataset that is discussed quantifies turbulent mixing for a water column in northern San Francisco Bay that experiences a sequence of states that includes a weak ebb and flood that are stratified, followed by a strong, and eventually unstratified, ebb and flood. These measurements show that energetic turbulence is confined to a bottom mixed layer by the overlying stratification. Examination of individual Reynolds stress profiles along with profiles of Richardson number and turbulent Froude number shows that the water column can be divided into regions based on the relative importance of buoyancy effects.
Introduction
The delicate interplay between stratification and shear that characterizes many coastal and estuarine flows is often regulated by stratified turbulence. For example, in partially mixed estuaries significant changes in flow behavior are observed to accompany spring-neap changes in tidal mixing (see, e.g., Jay and Smith 1990 ). This appears to reflect the fact that for homogeneous water columns the primary momentum balance is between shear stress and pressure gradients, whereas for stratified water columns inertia can be important and substantially larger flows can develop. For example, , observed pulses of gravitational circulation in northern San Francisco Bay during episodic stratification events accompanying neap tides that were three times stronger when stratification was sufficiently strong to persist for several tidal cycles than it was when the water column was only weakly and periodically stratified [via strain-induced periodic stratification (SIPS); see Simpson et al. (1990) ]. An important element of the nonlinearity of this process is that the baroclinic flow that develops tends to enhance stratification; it is turbulent mixing that provides the brake to the development of runaway stratification, that is, the transition of a partially stratified estuary to a fjordlike estuary with predominantly horizontal isopycnals. We note that this interaction of turbulence, stratification, and shear has been the focus of numerous laboratory (Rohr et al. 1988) , numerical (Holt et al. 1992) , and observational studies in the open ocean (see review by Gregg 1987) . Excepting the recent work of Peters (1997) for the Hudson River, there is little data for the energetic flows found in coastal plain estuaries like the Columbia River or San Francisco Bay.
S T A C E Y E T A L .
Because of the primary role they play in flow evolution, the turbulent quantities of particular interest in estuarine flows are the alongchannel Reynolds stress uЈwЈ and the cross-channel Reynolds stress, ЈwЈ, which represent the vertical transport of horizontal momentum by turbulence (u is the alongchannel velocity, is crosschannel, w is vertical). The interaction of these Reynolds stresses with the shear [S 2 ϭ (‫ץ‬U/‫ץ‬z) 2 ] and the stratification [N 2 ϭ (g/ 0 ‫]‪z‬ץ/ץ)‬ is usually characterized by the gradient Richardson number (Ri g ϭ N 2 /S 2 ). For values of Ri g greater than 0.25, turbulent mixing is strongly inhibited by stratification (Holt et al. 1992) . For values of Ri g less than 0.25, the mean shear in the flow is strong enough relative to the stratification to actively produce turbulence through the shear production P ϭ ϪuЈwЈ‫ץ‬U/‫ץ‬z.
Oceanic turbulence has primarily been measured using free-fall profilers equipped with airfoil probes (Seim and Gregg 1995) that measure small-scale shear from which the dissipation (⑀) can be estimated. The traditional turbulence cascade in which dissipation is equivalent to the rate at which energy is passed from large scales to small scales forms the conceptual basis for interpreting dissipation data (see Ivey and Imberger 1991) ; generally, in shear flows this dissipation rate is nearly equivalent to production (⑀ ഠ P). From the practical point of view, when combined with measurements of the mean shear (S 2 ), stratification (N 2 ) and an estimate of the flux Richardson number (R f : see section 6c for a more complete discussion) dissipation can be used to estimate the eddy viscosity and eddy diffusivity (Busch 1977) :
This approach for estimating t relies on the assumption that shear production is balanced purely by dissipation and the buoyancy flux (P ഠ B ϩ ⑀). Peters (1997) used this method to estimate eddy viscosities and diffusivities in the Hudson River. Similar studies have been performed in lakes (e.g., Imberger and Head 1994) . Note, however, that the estimate of eddy viscosity requires isotropy in the eddy viscosities because dissipation balances production from vertical shear of both horizontal velocity components. Additionally, the presence of internal waves may confound the analysis by providing momentum flux without turbulent motions. This approach is also manpower intensive in that the profiler must be cycled relatively quickly to obtain sufficiently many profiles in order to establish useful turbulence statistics.
To counter this last difficulty and thus to map the spatial variability of turbulence in the coastal zone, Gargett (1994) and Gargett and Moum (1995) developed an innovative method for extracting estimates of the dissipation from the large scales of turbulent motions using an acoustic Doppler current profiler (ADCP) that had a beam directed vertically. In her approach the variance of the vertical velocities (derived from the vertical beam) and their gradient are used to estimate the dissipation by obtaining an estimate of the production at large scales. While this approach affords a new view of stratified turbulence, the ADCP can, in fact, be used to directly measure the Reynolds stresses themselves (Lohrmann et al. 1990; Tropea 1981 ) and thus to also measure the rate of shear production of turbulent kinetic energy unambiguously. In this method, the velocity variances of each beam are combined; differences yield terms like uЈwЈ, whereas sums can be used to find q 2 . With a five-beam ADCP, five of the six independent components of the full Reynolds stress tensor, including all three velocity variances, can be measured , thus affording a more complete view of stratified turbulence than can be had with a dissipation profiler alone. We have tested Lohrmann et al.'s approach in an unstratified water column and have found it to be quite accurate with predictable noise levels and biases (Stacey et al. 1999) .
In the present paper we will present ADCP observations of stratified turbulence, principally profiles of the turbulent shear stress, showing the evolution of the tidal flow in a channel in northern San Francisco Bay throughout two tidal cycles, attempting to define important features of turbulence in stratified tidal flows. In what follows, we start (section 2) by outlining the turbulence methods and the general physical setting in which the measurements were made. We then give a general overview of the observations linking stresses, shears, and stratification to mean flow parameters like the gradient Richardson number and turbulence parameters like the turbulent Froude number (defined below). In section 4 we synthesize our turbulence observations to present a global description of the effects of stratification on estuarine turbulence, while in section 5 we compare our observations with predictions made using the popular Mellor-Yamada level 2.5 closure (Mellor and Yamada 1982) .
Methods
The experiment to be discussed in this paper was carried out on 8-9 December 1994 in a straight, narrow channel in Suisun Bay, a subembayment of northern San Francisco Bay (Fig. 1) . The site was chosen so as to minimize the effects of horizontal advection, allowing us to examine the interaction between turbulence, shear, and stratification in a vertical water column.
a. Location
Suisun Cutoff (the cutoff ) is a channel that connects two parts of Suisun Bay, Grizzly and Honker Bays, creating an alternative northern channel to the main shipping channel through Suisun Bay. The channel itself is about 2 km long and about 500 m wide and runs from west-northwest to east-southeast (for discussion purposes, we will refer to the west and east ends, however). Over most of its length, it is prismatic, with the deepest part of the channel (approximately 10-12 m) located slightly north of center and the sides of the channel being nearly vertical. During late summer and fall, salinities in this region are generally 5-15 psu, with wide variation during the tidal cycle and frequent stratification. The conditions at each end of the cutoff provide the only disadvantages of the site. At both ends, the bathymetry shoals to 3-5 m. Further, on flood tides water entering the cutoff from the west comes from two sources-the broad shoals of Grizzly Bay and the more channelized Mothball Fleet Channel. In spite of these shortcomings, the center portion of the cutoff (approximately 1.5 km long) provides a relatively straight and uniform channel that is subject to periodic stratification.
b. Experiment setup
In order to capture the tidal timescale behavior of the channel, a series of 24-h synoptic studies were performed. The goal was to observe the interaction of turbulence, shear, and stratification in a water column near the deepest point in the cross section. For these studies, two research vessels were used, the R/V Turning Tide and a U.S. Bureau of Reclamation vessel, the R/V Compliance. This discussion will examine only data collected from the anchored R/V Turning Tide.
The R/V Turning Tide was anchored at a station near the deepest point in the channel cross section (marked with an asterisk in Fig. 1 ) for 24 hours and had two instruments deployed from it. The first was a four-beam 1200-kHz RDI broadband ADCP, which was boatmounted and looked downward through the water column. The ADCP was configured to collect the entire profile (mode 4) using 25-cm bins, resulting in about 35 bins of reliable velocity data. Each profile was the average of two pings, with a data rate of 0.525 Hz (about 1 Hz per ping); using RD Instruments specifications the uncertainty in instantaneous measured velocities can be estimated to be 5 cm s Ϫ1 . The second instrument deployed from the anchored vessel was a Sea-Bird CTD profiler. This profiler was used to acquire measurements of salinity and temperature as functions of depth every 10 minutes. The CTD sensors were sampled during descent of the CTD at 30 Hz, equivalent to a vertical resolution of about 1.7 cm. In order to match the spatial resolution of the velocity measurements, block averages were calculated every 25 cm (or about 15 data points).
c. Conditions
The timing of the studies were chosen to coincide with spring and neap tides. The dataset discussed here was collected during the neap tide on 8 and 9 December 1994, Julian hours 8193.83 to 8217.67. Conditions existing in Suisun Cutoff before and after the 24-h experiment are shown in Fig. 2 . describes details of the deployments from which the data shown in Fig. 2 were drawn. Due to a small freshwater flow event (which entered the estuary just before our study), the mean salinity decreased slightly during the experiment, but still showed the variability expected in a periodically stratified estuary (Simpson et al. 1990) . With the exception of 1 hour of density data lost in the early morning hours of 9 December due to a computer failure, the datasets collected from both instruments were complete.
During this study weather conditions were ideal: there was no measurable wind and the cutoff was completely calm. The effects of the western boundary conditions became evident during the study. Whenever the tide would turn, particularly from ebb to flood, shear fronts (Simpson et al. 1990; O'Donnell 1993) would move into the cutoff at its western end and gradually make their way down the cutoff at a speed of about 5-10 cm s Ϫ1 .
FIG. 2. Surface velocity and salinity at SCW in situ station. Turbulence experiment described here occurred at Julian hours 8193-8217.
These fronts were visible due to the collection of foam, water hyacinths, and flotsam carried with them. As the fronts moved past the anchored vessel (or as the transecting vessel moved through them), the salinity would change by as much as 1 ppt or more in a span as little as 1 or 2 m. The shear fronts seemed to be from two sources: early in the flood tide they would form off the western point of Ryer Island; later in the flood tides the fronts appeared to be due to the convergence of water from Grizzly Bay and the Mothball Fleet Channel (Fig.  1) .
d. Analysis techniques
The ADCP and CTD data were processed to produce 10-min-average profiles of mean velocity, density stratification, and Reynolds stress. The turbulence quantities were calculated using the variance technique proposed by Lohrmann et al. (1990) (see Stacey et al. 1999 for a complete discussion) in which
4 sin cos where var( ) indicates the variance of a quantity, u 3 and u 4 are the velocities along the third and fourth beams, which lie in the longitudinal-vertical plane, and is the angle each beam makes with the vertical. Throughout this paper, we will define x, y, and z to be the longitudinal, lateral, and vertical dimensions, respectively; the longitudinal, lateral, and vertical velocities will likewise be u, , and w. As shown in Stacey et al. (1999) , this is an unbiased estimate. For the deployment discussed here we estimate the standard deviation of our estimates of uЈwЈ to be 2.3 cm 2 s Ϫ2 . More generally, the application of this analysis technique to other flows has been discussed by the authors (Stacey et al. 1999 
and is derived from summing the variances of opposing beams. As discussed in Stacey et al., these quantities can be used to estimate q 2 by assuming that the anisotropy of the flow is known. For the calculations presented below (and in the appendix), we assumed the depth-dependent anisotropy of an unstratified open channel flow reported by Nezu and Nakagawa (1993) (see the appendix). The effects of this assumption are analyzed below when presenting the results of these calculations. As noted in Stacey et al., this estimate is biased as well as noisy. In the appendix we discuss removal of this bias.
We have attempted to remove the noise in the vertical profiles of Reynolds stress and turbulent kinetic energy using a spline fit (see DeBoor 1978) to each profile of the measured quantities. The spline fit contains a ''smoothing'' parameter that determines how linear the fit should be.
1 This smoothing parameter was chosen so that the remainder (raw data minus the smoothed data) had noise characteristics consistent with those predicted by error analysis and analysis of the bias in the turbulent kinetic energy. This analysis is also presented in the appendix.
Observations
In this section we will discuss the overall flow structure and variability observed. Our discussion will focus on the mean flow from the standpoint of its role in affecting the turbulence structure. In the absence of measurements of the baroclinic pressure field (the appropriate instruments malfunctioned), which is estimated to have been comparable in magnitude to the barotropic tidal pressure gradient (see , it is difficult to make detailed quantitative statements about the local momentum and salt balances. For this reason we will also omit any discussion here of lateral variability; while such variability may be important for mean flow dynamics, it is easily shown that the turbulence observed was most probably primarily the product of local dynamics.
During the 24 hours of the experiment, the velocity data collected show a strong diurnal inequality in tidal motions seen in San Francisco Bay near the winter solstice (Fig. 3) . The first ebb and flood (ebb is negative, flood is positive) were quite small in magnitude (maximum ϳ70 cm s Ϫ1 ) and short in duration (ϳ2 h). The second ebb and flood were much larger and longer, with a magnitude of about 90 cm s Ϫ1 and lasted for several hours. As a consequence of the difference in tidal mix- ing, that is, of bottom-produced turbulence, the density field was more stratified during the first ebb and flood than during the second. Additionally, there was a major difference in velocity profiles between the ebb and flood tides-the ebb tides were uniformly sheared throughout the water column, whereas during flood tides the shear was concentrated near the bottom. As described by Jay (1991) , this tidal asymmetry can be due to the superposition of a baroclinic flow profile on an oscillating barotropic flow; as we will see below, it had a noticeable effect on the turbulence fields.
Examining the density field, we see both stratified and unstratified periods (Fig. 4) . Late in the weak first ebb (hour 8197), the water column stratifies and remains so through most of the ensuing flood. In the discussion throughout this paper, this region will be referred to (approximately 4 m above the bed during hours 8198-8202) as the density ''interface.'' While it weakened during the latter half of the flood tide (hour 8202), the stratification persisted into the ensuing large ebb. The water column was weakly stratified for most of the large ebb tide (hours 8206-8209) and become completely unstratified near the end (hour 8209). During the large flood, there was some stratification near the bottom of the water column (hour 8213-8214). It developed during the slack tide between the large ebb and the large flood when turbulent mixing is at a minimum, allowing gravitational circulation, which tends to stratify the water column, to work unhindered. In response to bottomgenerated turbulence during the flood tide, the stratified region rose through the water column as the bottom mixed layer deepened.
The relative strengths of the stratification and shear are parameterized by the gradient Richardson number Ri g . In Fig. 5 we plot the logarithm of Ri g normalized by its critical value of 0.25. The variation in shear between ebb and flood tides is also seen here, with the ebbs being characterized by smaller Richardson num- bers than the floods. In particular, the large ebb tide (hours 8206-8210) is seen to have Richardson numbers at or below the critical value throughout the water column.
The first ebb tide, however, is characterized by larger Richardson numbers. Because the tidal energy was weak at this time, the shear (see Fig. 6b ) associated with this ebb (hours 8194-8197) was not sufficient to offset the stratifying effect of advection (the SIPS mechanism of Simpson et al. 1990 ). The resulting elevated Richardson numbers were well above the critical value in the upper part of the water column. The decrease in turbulent mixing that one would expect to accompany these large values of Richardson number allowed the shear to intensify (in response to baroclinic and/or barotropic pressure gradients) and thus to further stratify the water column (Fig. 6a) .
In Fig. 7 , the alongchannel Reynolds stresses are displayed. The variation from ebb to flood is seen in the bottom 3-4 m of the water column, with positive values occuring during ebb tides and negative on floods. The magnitude of the near-bed Reynolds stress is also highly variable. On ebb tides, the near-bed values reached only 5-10 cm 2 s Ϫ2 , while on flood tides, the near-bed values are larger, in the range 10-15 cm 2 s Ϫ2 . This bed shear can be quantified by extrapolating the measured stresses to the bed, giving the shear velocity squared, . Extrapolation of a linear fit to our Reynolds 2 u * stress profiles results in the time series of displayed 2 u * in Fig. 8 . Notice that the flood tides have significantly higher values of u * , even when the mean velocities are comparable. For example, the second ebb tide has a value of about 6 cm 2 s Ϫ2 , while the second flood tide 2 u * has a value of almost 10 cm 2 s Ϫ2 , even though the 2 u * magnitude of the mean velocities are not that different. This asymmetry in bottom stresses is entirely consistent with the asymmetry expected in pressure gradients. A difference in bed stress of 4 cm 2 s Ϫ2 corresponds to a baroclinic pressure gradient of 4.0 ϫ 10 Ϫ5 m s Ϫ2 , roughly as would be expected for a water column 10 m deep with a 0.5 ppt/km salinity gradient (see . This asymmetry in bed stress will also provide a mechanism for moving sediment upstream: higher values of shear stress on floods than on ebbs create more suspended sediment on flood tides, resulting in an upstream flux of suspended sediment (D. Schoelhammer 1996, personal communication). Interestingly, this provides a mechanism for the formation of the estuarine turbidity maximum (ETM; Arthur and Ball 1979) , which is thought to coincide with the upstream limit of baroclinic pressure gradients. At the freshwater end of the estuary, the transport of sediment due to bed shear asymmetry reverses direction: upstream of the saline waters the maximum stresses should appear on ebbs because then the mean and tidal pressure gradients are aligned; downstream, the maximum stresses appear on floods because the near-bed baroclinic pressure gradient is aligned with the barotropic pressure gradient during the flood tides. Hence, we should expect a net convergent flux of sediment in the region where the baroclinic pressure gradient vanishes.
During the two weaker tides and around slack water, turbulent stresses were confined to the bottom, wellmixed 3-4 m of the water column by the stratification. In contrast, during the two stronger tides (hours 8206-8210 and hours 8212-8218), the bottom mixed layer was substantially deeper and the Reynolds stresses were distributed over much of the water column. Thus, as one would expect (Turner 1973) , bottom-produced turbulence led to the formation of a well-mixed layer near the bed; the thickness of this layer was regulated by both the stratifying buoyancy flux provided by straining and by the buoyancy limited rate of turbulent entrainment of fluid from above. One exception to this characterization was the deceleration phases of each tide (in particular the first flood tide at hour 8204, but also at hours 8198 and 8218). At these points, there was elevated turbulence activity in the water column and a midcolumn maximum in the Reynolds stress is formed. An estimation of the turbulent kinetic energy field is displayed in Fig. 9 . This was calculated assuming the anisotropy appropriate to an unstratified channel flow (see the appendix and Stacey et al. 1999) . It should be noted that one effect of stratification would be to increase the anisotropy (both directly and through increasing the shear); in any case, because the vertical velocities contribute more to the beam variances than do than horizontal velocities, the estimate of q 2 that results is a lower bound. Using the Holt et al. (1992) direct numerical simulation database, we were able to estimate the magnitude of this error for a variety of Richardson numbers by calculating the turbulent kinetic energy based on our formula (using the unstratified anisotropy values) and comparing it to the actual value of q 2 . The result was that the error increased with Richardson number, reaching a maximum of about 30% for a Richardson number of 1. Thus, when the water column is strongly stratified, we would expect our estimates of q 2 to be approximately 30% below the actual values.
The distribution of q 2 is similar to the Reynolds stress field discussed above. For example, the mixing event near hour 8203 seen in the Reynolds stress field and evident as a deepening of the mixed layer in the density field, also shows up as elevated values of q 2 well above the bed. Conversely, during the relatively unstratified period in the final flood, q 2 is maximal near the bed, as
FIG. 10. Shear production of turbulence. Based on alongchannel Reynolds stress and shear (P ϭ ϪuЈwЈS). Black region near surface at hour 8200 is region of negative production.
would be expected for channel flows. Values there are close to 80 cm 2 s Ϫ2 giving values of q 2 / of approx-2 u * imately 8-10, consistent with the value found for channel flows (9.56, Nezu and Nakagawa 1993). Consistent with the variation seen in u * , q 2 is higher on the flood than ebb tides.
The production of turbulence through the interaction of the turbulence with the shear is defined as the shear production P:
where S is the shear (‫ץ‬U/‫ץ‬z), which has been calculated using central differences of the mean velocity profile (single-sided estimates were done at each boundary). Note that this definition of the shear emphasizes the effects of the mean shear on the largest turbulent eddies. This is appropriate in our case, as the quantities we are calculating (shear production, Reynolds stresses, and turbulent kinetic energy) are dominated by the large eddies. Therefore, the primary effect of shear is through the interaction of these large eddies with the mean shear, for which the 10-min-average shear is an appropriate measure. The shear production is displayed in Fig. 10 . As discussed above, the intense near-bed shear during flood tides creates elevated shear production of turbulence relative to the ebb tides. The production will be used below in defining several quantities of interest when we examine the state of the turbulence field (section 4). As with other turbulence variables, P was small above the interface throughout much of the first half of the experiment, with a notable exception occurring in the interface at hour 8203 as part of the rapid deepening of the mixed layer during the first flood. This offers evidence of the kind of interfacial shear production first described by Pollard et al. (1973) and modeled in some detail by Spigel et al. (1986) . There is also a region of negative P 6 to 7 m above the bed at hour 8200. This may have been associated with the appearance of a critical layer in this sheared high Ri g region, or it may equally have been a result of a frontal passage (discussed below, section 3a) that could have given rise to velocity gradients on the scale of the beam separation that would have led to erroneous determination of the stresses by the variance technique.
The strength of the stratification relative to the turbulence is frequently parameterized using the turbulent Froude number 
q Nl E
where l E is the Ellison length scale, chosen as a characteristic length scale of the turbulence (discussed further below). We take (also discussed below)
where the Prandtl mixing length is defined as
m 2
S
When Fr q k 1, the turbulence is largely unaffected by stratification. Alternatively, values of Fr q Ͻ 1 indicate turbulence that is dominated by stratification. Figure 11a displays log 10 (Fr q ). In general, the turbulence near the bed is characterized by large Fr q , which implies that it is largely unaffected by stratification. Farther up in the water column, however, stratification is increasingly significant, and the Froude number decreases toward 1. Within and above the density interface, Fr q is at or below the critical value of 1, which implies turbulence is strongly influenced by, or dominated by, stratification. An alternative definition of the Froude number using length scales was developed by Ivey and Imberger (1991) and is defined as
where l N is the length scale of the stratification (see below). To distinguish this Froude number from the one based on q, it will be referred to as Fr t . Figure 11b displays log 10 (Fr t ); the behavior of this quantity is similar to Fr q , but its magnitude is slightly different. The ratio of these two Froude numbers will be discussed below (see discussion of S m in section 4). The remainder of this section will examine the evolution of the water column throughout the tidal cycle more closely, particularly focusing on profiles of the alongchannel Reynolds stress uЈwЈ (normalized by ), 2 u * which we examine in light of the strength of stratification as measured by the gradient Richardson number and the turbulent Froude number. To examine the spatial structure of the turbulence field more closely, and thus to facilitate this comparison, profiles of each quantity will be presented from each phase of the tide. 
a. First ebb
The first, small ebb, was strongly affected by the stratification; significant Reynolds stresses were not seen more than 4 m above the bed. Figure 12 displays profiles from the middle of this ebb tide at hour 8196; Fig. 12a displays the 1-h averages of the quantities, while Figs. 12b-g show the profiles from each 10-min block within the hour. Although there is some additional structure in the 10-min data, the average profiles show a consistent behavior: the Reynolds stresses decrease linearly from the bed to the point at which the Richardson and Froude numbers reach their critical values (0 in this figure) .
The ''instantaneous'' (calculated over a 10-min interval) profiles (Figs. 12b-g ) show quite a bit more variability and indicate the dynamic and intermittent way the profiles of Fig. 12a were created. In all six profiles, the stress was largest near the bed, but at times there was activity higher up in the water column (e.g., Fig. 12f ). In many cases, unlike in the averaged profiles, the Reynolds stresses extend above the critical points of the Richardson and Froude numbers (e.g., Figs. 12e  and 12d ).
The transition from this ebb tide into the first flood tide was characterized by a large increase in the Reynolds stresses throughout the water column (at hour 8200.5). This event coincided with the passing of a strong shear front separating a stratified and an unstratified water body at hour 8200.5. Notice that at this time the shear and the stratification (Figs. 6a and 6b) decreased throughout the water column. The Reynolds stresses measured along that front, therefore, were possibly due to the local physics of that zone, which we could not resolve, or perhaps were due to the ADCP beams sampling different water bodies (note that this was also the region of negative shear production mentioned above). The level of mixing within shear fronts is a difficult question experimentally. The fronts have limited spatial extent (several meters across), are in motion, and are ephemeral; all of which conspire to make accurate measures of mixing within them quite difficult (J. O'Donnell 1998, personal communication) . In fact, the abrupt decrease in stratification and shear at this time represents the advection of a different body of water into the measurement volume and was not a result of local dynamics. Fortunately, the effects of the front were isolated in time, and only one Reynolds stress measurement was affected by it.
b. First flood
The turbulence fields during the first flood tide were similar to the first ebb tide, but the active turbulence region extended farther up into the water column. In  Fig. 13a , the averaged profiles show that significant Reynolds stresses were present up to 5 m from the bed, but the critical values of Ri g and Fr q were first reached at about 3-4 m from the bed. An important factor in creating this behavior was that the Froude number Fr q remained near 1, indicating turbulence that was buoyancy influenced, not buoyancy dominated (see Itsweire et al. 1993) . Therefore, the turbulence produced in the high shear region near the bed was evidently transported farther up into the water column even though the Richardson number higher up was near 1. This suggests that nonlocal effects must have played an important role in maintaining turbulence during periods of strong stratification. This conclusion will be discussed more below.
The instantaneous profiles (Figs. 13b-g ) show that throughout this flood tide the Froude number was near 1 over much of the middle part of the water column. Thus, the Reynolds stresses were active in that region even though the gradient Richardson number was greater than the critical value of 0.25 for much of the time. The Reynolds stress profiles were quite variable, with intense near-bed mixing (Fig. 13b ) and more ''typical'' profiles showing a nearly linear decrease of the Reynolds stress from the bed to the stratified layer (e.g., Figs. 13c and 13f ).
c. Second ebb
The ensuing ebb tide was less stratified but was still characterized by shear throughout the water column. The Reynolds stresses during this phase, therefore, were spread throughout the water column, with some mixing occurring near the surface (Fig. 14) . In the averaged profiles (Fig. 14a) , the Richardson number was always subcritical, while the Froude number was always supercritical. Both results are indicative of turbulence that was only mildly affected by stratification.
It is clear from the instantaneous profiles (Figs. 14b-g) how highly intermittent and variable this mixing is during this ebb tide. Although there is a persistent maximum near the bed due to the continuous production of turbulence there, other maximums in the Reynolds stress profiles were evident. In Fig. 14b , the Reynolds stresses approach zero midcolumn, while in Fig. 14c , there is a midcolumn (local) maximum at about 5 m from the bed. In Figs. 14d and 14e there is evidence of increased production near the surface (due to strong shear there, see Figs. 3, 6b, and 10) . Throughout all of these, Ri g and Fr t do not significantly cross their critical values and maintain values relatively near the critical ones. The interaction of turbulence, stratification, and shear during ebb tides is complicated by the stratifying effects of the tidally induced shear. During the ebb tides, the shear in the mean velocities strains the density field and is a stratifying force (Simpson et al. 1990 ). The shear also, however, produces turbulence that acts to break down the stratification. These competing tendencies are always at work during an ebb tide; therefore, although in an averaged sense (Fig. 14a ) the flow remained largely unaffected by stratification (Ri g Ͻ 0.25, Fr q Ͼ 1), the interaction of the shear and the stratification occuring at shorter timescales gave rise to the more complicated behavior seen in the instantaneous profiles (Figs. 14b-g ).
During the transition from this ebb to the large flood tide, an increase in the Reynolds stresses again appeared throughout the water column (hour 8212). Just as in the first flood tide, this pulse was associated with the start of the flood, and was a symptom of a shear front marked by a line of foam and flotsam floating past the measurement station.
d. Second flood
During the second flood tide, the distribution of Reynolds stresses (Fig. 15) was roughly what would have been expected for a very weakly stratified tidal flow: The Reynolds stresses vary roughly linearly with height and are felt throughout nearly all of the column. As seen in the averaged profiles, (Fig. 15a) the gradient Richardson number is small near the bed and increases with height, passing through its critical value at a height of about 6 m. Above that point, the Richardson number is large. The Froude number, on the other hand, is large near the bed and gradually decreases until it reaches its critical value at a height of about 7 m. From that point to the surface, the Froude number is near its critical value of 1. The averaged Reynolds stress profile shows a reduction in magnitude at a height of about 5-6 m, but there are significant Reynolds stresses distributed all the way to the surface (normalized value of ϳ0.25 at the surface).
The point at which the Richardson and Froude numbers cross their critical points is remarkably consistent at 6-7 m above the bed among all of the instantaneous profiles (Figs. 15b-g ). However, there is some variability in the shear stress, most notably the weak subsurface maxima seen in Figs. 15d and 15e . From the present data, it is hard to say whether this is due to flow unsteadiness or is a function of the noise in the ADCP data.
Turbulence state
The previous section focused on the variability of the turbulence fields over the tidal cycle and on connecting S T A C E Y E T A L . stratification and shear. That discussion primarily targeted the temporal behavior of the fields, illustrating how stress and stratification evolve in a partially stratified estuary. In this section, we will look more closely at the turbulence itself, with a goal of fitting our data into the framework for stratified turbulence discussed in, for example, Ivey and Imberger (1991) . In particular, we examine the global effects of stratification on turbulent fluxes of momentum and use our data to infer fluxes of salt.
a. Length scales
An hierarchy of length scales has been identified for stratified turbulent flows ranging from the smallest, the Kolmogorov scale, to the largest, the Ozmidov scale (Dillon 1982) . There are also other intermediate scales such as the Ellison scale or Prandtl mixing length, which measure the scale of energy containing motions (Itsweire et al. 1993 ). These length scales can be combined to define parameters like the turbulent Froude and Reynolds numbers, which can be used to diagnose the state of stratified turbulence (Gibson 1980) . First, the length scale most often used to characterize turbulent motions is the integral scale, an integrated quantity that represents the aggregated effect of all the turbulent motions. Formally, it is based on the two-point velocity correlation function (Batchelor 1959 ), a quantity that is difficult to measure in the field and depends on which direction in space and which velocity components one considers. Practically, in many engineering flows where a single dominant length scale can be identified, the Prandtl mixing length identified above is used (Tennekes and Lumley 1972; Mellor and Yamada 1982) . In his discussion of stratified oceanic turbulence, Dillon (1982) suggested that the mixing scale could be related to the Ozmidov scale,
O 3 N and that the Ozmidov scale is itself proportional to the Thorpe (or centered displacement) scale. The Thorpe scale (see Dillon 1982 for a more complete discussion) l t is calculated as the mean displacement of fluid elements when sorting an unstable density profile. For example, Dillon found that l O ϭ 0.8l t , whereas Peters (1997) finds a slightly different constant (1.6). In stratified fluids, another length scale that represents the effects of turbulent motions is the Ellison scale (see, e.g., Holt et al. 1992) . The Ellison scale is the scalar analogy to the mixing length scale mentioned above:
E ‫ץ‬z Because fluctuations in scalar quantities have typically been easier to quantify than the Reynolds stresses (uЈwЈ), the Ellison scale has been used more frequently in defining the turbulent Froude and Reynolds numbers. The relationship between l m and l E , however, can be determined using the Holt database (Holt et al. 1992 ). For three different Richardson numbers, the steady-state length scale ratio is very close to ⅓ (l E ϭ 3l m ), with a slight decrease with increasing Ri g (see Fig. 6 . 3 Stacey 1996) . The turbulence and mean flow quantities discussed above allow us to calculate three length scales directly: one based on the shear, one based on the stratification, and one that represents the scale at which viscous effects are important. The shear-based estimate is exactly the same as the Prandtl mixing length defined above, but will be rewritten here in terms of the shear production of turbulence P ϭ ϪuЈwЈS:
E 3
S
if we wish to use l E to characterize turbulent overturns.
It is important to recognize that the Ellison scale is known to include internal waves, resulting in an overprediction of the turbulent scale. Therefore, the factor of 3 represents an upper bound on the turbulent length scale if internal waves were significant in the Holt dataset. Therefore, we should recognize that the use of the Ellison length scale may overestimate the turbulent length scale (which, as seen below, would result in an underestimate of the turbulent Froude number). The stratification-based estimate is analogous to the shear length scale, but uses the timescale of the stratification rather than the shear:
This length scale is equivalent to the Ozmidov length scale l O , defined above, but with the dissipation ⑀ replaced with the shear production P. This stems from the fact that P ഠ ⑀ is an acceptable approximation in the energetic flow under study (see discussion below of the flux Richardson number). The Ozmidov length scale characterizes the largest possible overturn that turbulence can accomplish in the presence of stratification (Turner 1973; Stillinger et al. 1983) . A final length scale of interest is the Kolmogorov scale:
K ⑀ The Kolmogorov scale represents the scale at which viscous effects become dominant, and, as such, is the smallest scale of velocity fluctuations expected. An analogous length scale using production is the viscous length scale:
P which again can be taken to be close to l K . We now have three length scales that can be calculated from the Suisun Cutoff data: l N , a theoretical upper bound on the scales of turbulent motions; l , a theoretical lower bound on the scales of turbulent motions; and l E , a length scale representative of the turbulent motions themselves.
Examining the distribution of the stratification length scale (l N , Fig. 16 ), the effect of stratification is clear. During the stratified flood tide from hours 8200 to 8202, the region below the density interface is characterized by a maximum length scale of magnitude greater than 200 cm. Above the interface, the limiting length scale is quite small. During the weakly stratified ebb tide, the length scale is more distributed throughout the depth, but its magnitude is only 50-100 cm. This tide shows the effect of a weakly stratified water column: the length scale is reduced, but not eliminated, throughout the water column. During the latter part of this tide (around hour 8211), the stratification is eliminated and the length scale increases in magnitude to more than 200 cm. Finally, during the strong flood tide, the effect of a wellmixed layer is quite clear. In the mixed layer, the length scale has a magnitude greater than 200 cm; above the interface, the length scale is greatly reduced.
The ADCP reports velocities in 25-cm bins, so the smallest length scale that can be resolved is 50 cm. Therefore, when the maximum turbulent length scale is below 50 cm, the turbulence estimates that we report are lower bounds due to the elimination of variance from smaller-scale motions. Examining the length scale field (Fig. 16) , we see that the length scale is less than 50 cm within the density interface during the first ebbflood pair (2-4 m above the bed at hours [8200] [8201] [8202] [8203] [8204] and early in the second flood tide (near the bed at hour 8213). In the remaining regions, however, (particularly those in which the Reynolds stress field is active) the limiting length scale is consistently more than the 50-cm threshold.
With these three length scales, three ratios can be calculated (see Ivey and Imberger 1991 for further discussion). The first is the ratio of the largest possible turbulent scale (l N ) to the active turbulent scale (l E ). Ivey and Imberger defined this ratio as the turbulent Froude number:
The second ratio of length scales uses the active overturning scale (l E ) and the smallest possible turbulent scale l . Ivey and Imberger defined this quantity as the turbulent Reynolds number:
The final ratio is between the largest and smallest possible length scales of the turbulent motions (l N and l ). This ratio is also defined by Ivey and Imberger to be a type of Froude number:
␥ 2 l N These turbulent Froude and Reynolds numbers were used by Ivey and Imberger (1991) to define different flow regimes through a phase diagram. Our data have been plotted on their Re t -Fr t plane in Fig. 17 where the high energy of the flow studied is obvious. First of all, the values of Re t are several orders of magnitude larger than the laboratory, lake, and ocean studies tabulated in Ivey and Imberger. According to Luketina and Imberger (1989) , region I (defined by Fr t Ͼ 1 and Re t Ͼ 15.5) is characterized by isotropic turbulence, only mildly affected by stratification. Turbulence in region II (Fr ␥ Ͼ 3.9 and Fr t Ͻ 1) is influenced by stratification and is more anisotropic than in region I; internal waves can also be present in this region. Finally, in region III only internal waves remain and the buoyancy flux is reduced to zero. Our dataset falls largely in region I and II, and as such is only affected (not extinguished) by stratification. Essentially none of it falls in region III, suggesting the flow is primarily turbulent motions . Other field data compiled by Imberger and Ivey (1991) for flows in a lake show turbulent Reynolds numbers primarily between 10 1 and 10 4 and Froude numbers near 1. The estuarine flow we observed was considerably more energetic (turbulent Reynolds numbers of 10 4 to 10 6 ) than those seen in previous studies, but contains a similar range of Froude numbers.
It is generally taken that ⑀/N 2 must be greater than 20 for active turbulence to exist (Itsweire et al. 1993) . Estimating the flux Richardson number R f , as discussed below, we can define an estimate of ⑀: ⑀ ഠ (1 Ϫ R f )P. Using this approach we find (Fig. 18 ) that almost all of our data satisfy this criteria. Moreover, our data also generally satisfy the criteria identified by Gargett et al. (1984) as defining turbulence that is isotropic at small scales, that is, ⑀/N 2 Ͼ 200. It is interesting to note that our data for ⑀/N 2 , plotted as a function of Ri g , almost exactly overlay similar values reported by Peters (1997) for the Hudson River estuary.
Finally, the ratio of the two Froude numbers Fr t and Fr q represents an important structural parameter in turbulent shear flows. We calculate
The quantity (uЈwЈ/q 2 ) 1/2 , defined as S m for consistency with the Mellor-Yamada closure scheme discussed below, represents the efficiency of turbulent motions at producing momentum fluxes. For example, in classical k-⑀ models it is a constant (Rodi 1980) , whereas in the Mellor-Yamada level 2.5 model it is a function of Fr q . In unstratified open channel flow it varies between 0.3 near the bed to 0.1 near the free surface (Nezu and Nakagawa 1993) with functional form:
m H
We plot the field of values of S m in Fig. 19 , rather than as a function of height or stability. This is because it is difficult to plot the present dataset solely as a function of dimensionless height because of the variability induced by variations in stratification strength (represented say by Ri g ), or as a function of Ri g because, in this latter case, the role of height in the channel obscures any functional relationship between S m and Ri g . Comparisons between S m and either Ri g (Fig. 5) or Fr q (Fig.  11a ) demonstrate this lack of a structural relationship. We only see weak systematic variations of S m with stability; that is, in the upper part of the water column where Ri g can be greater than 0.25, we see values of S m that are reduced below their unstratified values by as much as a half, although not consistently so.
A scatterplot of S m versus height (also Fig. 19 ) allows comparison with the theoretical unstratified value described by Eq. (21). The values of S m are seen to track their unstratified values, with some scatter, particularly in the lower portion of the water column. In the upper portion of the water column, some of the effects of stratification are seen, as the scatter increases above 5 m. 
b. Mixing parameters
For a steady, locally homogenous stratified shear flow, the simplified turbulent kinetic energy budget is
where P is the shear production of turbulence, B is buoyancy production, and ⑀ is the dissipation of turbulence by viscosity. The magnitude of the buoyancy term can be defined based on the shear production using the flux Richardson number (Turner 1973 )
f P which allows us to rewrite Eq. (22) as
If we now define R f as a function of quantities that we measured, we can determine B and ⑀ through Eqs. (23) and (24). Alternatively, for small R f , the balance that results is
Ivey and Imberger (1991) have shown that R f is a function of Fr t , at least over the range of Fr t for which flux data are available. For Fr t Ͼ 1.2 they find that 
which depends on Ri g as commonly assumed and also gives the proper behavior (Pr t ഠ 0.7) as Ri g approaches zero. For these reasons, we will use Eq. (26) to define the flux Richardson number throughout this paper, with the caution that the data used to generate these relationships represents a relatively limited range of Re t (i.e., much smaller values than those seen in the current study). It is possible that upon further investigation we might find a much stronger dependence of R f on Re t (see Ivey et al. 1995) . Figure 20 displays the flux Richardson number calculated using Eqs. (26a) and (26b). Again, the bottom mixed layer is characterized by very energetic turbulence, which in this case is quite inefficient (R f ഠ 0.01-0.05). Where this mixed layer meets the stratification overhead, however, is a region of near maximum efficiency (R f ഠ 0.2) a consequence of the fact that the turbulent Froude number was near 1 in that region. Again the large ebb tide (hours 8206-8210) is an exception, with low values of R f being distributed throughout the depth during that period.
The estimates of eddy viscosity ( t ) and eddy diffusivity (K ) relying on dissipation [Eqs. (1a) and (1b)] can be recast into production-based estimates of mixing:
Combined with the expressions for R f as a function of Fr t , these expressions fully define the mixing coefficients as functions of the quantities measured. Applying these equations to our data, the eddy viscosity and diffusivity were calculated and are displayed in Figs. 21 and 22 . The eddy viscosity behaves very similarly to the Reynolds stress field from which it was derived. During the stratified phases of the tide, large values of t were localized near the bottom, with a magnitude of about 100 cm 2 s Ϫ1 . Late in the stratified flood tide, a strong mixing event is evident with the eddy viscosity exceeding 250 cm 2 s Ϫ1 . The strong ebb shows the influence of the mild stratification that extends from top to bottom, with eddy viscosities of only about 50 cm 2 s Ϫ1 until late in the ebb when the water column finally becomes destratified (and the Richardson number decreases). At that point (hour 8210), the eddy viscosity increases and reaches values of 100-200 cm 2 s Ϫ1 . Finally, during the strong flood tide, the eddy viscosity tracked the stratification just as the Reynolds stresses did, with values consistently over 100 cm 2 s Ϫ1 . Through all phases of the tide, the maximum eddy viscosity appears about 2 m above the bed except during the large event late in the flood when the mixing intensifies midcolumn. During the stronger ebb and flood at the end, the eddy viscosities were distributed more uniformly through the water column, but the maxima still appeared below middepth (about 4 m from the bed).
The eddy diffusivity (Fig. 22 ) behaves similarly to the eddy viscosity, and is even of similar magnitude because the calculated turbulent Prandtl number (Pr t ϭ t /k ) is near 1 in the near-bed regions. Examination of Figs. 21 and 22 does, however, show regions of the flow (in particular the stratified regions from hour 8200-8205) in which the turbulent Prandtl number is elevated, with the eddy viscosity being several times larger than the eddy diffusivity. The rapid mixing event seen in the density contours and Reynolds stress data around hour 8203 is quite clear in Fig. 22 , with values of the eddy diffusivity exceeding 200 cm 2 s Ϫ1 in the bottom mixed layer during that time.
Turbulence modeling
Turbulence in geophysical flows is frequently modeled using the Mellor-Yamada group of models (Mellor and Yamada 1982) . In particular, the level 2.5 model is used in the Princeton Ocean Model and has been modified for use in estuarine flows (Blumberg et al. 1992) . Using the measurements presented above and the associated eddy viscosities, we can compare the mixing predicted by the Mellor-Yamada level 2.5 model (hereafter MY2.5 model) to the actual mixing as measured in a partially stratified tidal flow.
The MY2.5 model is a two-equation model that calculates the evolution of both the turbulent kinetic energy (q 2 ) and the turbulent kinetic energy times a representative integral length scale (q 2 l). The eddy viscosity is then calculated as the product of the turbulent velocity scale (q) and length scale (l):
where S m is a stability function which aims to incorporate some of the effects of stratification. Substituting for t , q, and l (using l m ), we find that S m ϭ (uЈwЈ/q 2 ) 1/2 , which is exactly the quantity defined earlier as S m . That quantity (see Fig. 19 ) was seen to vary from about 0.3 (in the well-mixed near-bed region) to values of more than 1 in and above the stratified region. The relationship used by Galperin et al. (1988) has a maximum of 0.42 when the flow is completely unstratified (Fr q → ϱ) and approaches 0.1 in stratified conditions.
A fundamental assumption of the MY2.5 model is the proportionality of all length scales so that quantities such as the dissipation can be modeled as
MY l with ␣ a constant. Using the mixing (or shear) length scale as l and making the assumption P ഠ ⑀ (valid to within 20%), we conclude that
m 2 q which, by Fig. 19 , is not a constant. This suggests that further examination of the proportionality of length scales is warranted. This conclusion was also reached by Garg (1996) using a large-eddy simulation of stratified channel flow.
The length scale of the Mellor-Yamada model is related to the Prandtl mixing length (l m ). For unstratified flows the correspondence is exact (see Blumberg et al. 1992) , whereas the situation for stratified flows is not so clear; we will work from the perspective that the Mellor-Yamada master scale is l m . Using the fact that l E ϭ 3l m Ͻ l O ϭ l N , we find that, when Ri Ͻ 0.23, l m should be unconstrained by l O . For Ri Ͼ 0.23, the scale of turbulence motions should be set such that l E ϭ l O or that for Ri Ͼ 0.23, we should have 
2 N where l is the Mellor-Yamada length scale, considered equivalent to l m . In MY2.5, the production is modeled as
Substituting this expression into Eq. (33) and solving for the length scale defines the length scale for Ri Ͼ 0.23:
This length scale limitation is similar to the standard one due to Galperin et al. (1988) in which they limit the length scale to 0.53q/N. While this should only apply for Ri Ͼ 0.23, in the implementation of the model discussed below, it is applied at all points in the flow. In order to further test the MY2.5 model, the observed mean velocity and density profiles were used to drive a water column model in which profiles of eddy viscosity and turbulent kinetic energy were calculated. For each profile measured, the model was run holding the velocity and density profiles constant at the measured value. The model was run until a steady-state solution was reached for the turbulence quantities (q 2 , l, and k z ). The modeled quantities were then compared to the measured values to see how the MY2.5 model performed in a stratified tidal flow.
The logarithm of the ratio of the modeled to the measured turbulent kinetic energy is displayed in Fig. 23 . The model underpredicts the turbulent kinetic energy during the first ebb and flood, particularly in the region at and above the density interface. Alternatively, the model overpredicts the level of TKE during the weakly stratified large ebb. In the well-mixed regions near the bed, the model is in good agreement with the observations. This region is particularly obvious during the large final flood tide. At the top of the mixed layer, however, where the effects of stratification are most pronounced, the model again underpredicts the level of TKE. Given the ''exact'' (i.e., unparameterized) nature of the production term, this suggests that TKE is not vertically transported at the correct rate, something that LES/DNS calculations of inhomogeneous stratified flows (Briggs et al. 1998; Garg et al. 1998 ) bear out as well.
The length scale ratio (Fig. 24) shows that the modeled length scale is in better agreement with the observations than q 2 . Although the error is largest at the top of the mixed layer, there is no bias toward either overor underpredicting. This indicates that the underprediction of the TKE is not compensated for in the length scale, resulting in underprediction of the eddy viscosity.
The logarithm of the ratio of the modeled to the measured eddy viscosity is displayed in Fig. 25 . In general, the behavior appears to follow that seen in the turbulent kinetic energy. During the first ebb and flood tides (the most strongly stratified period), the model frequently underpredicts the level of mixing, particularly in the density interface (at a height of about 4 m, hours 8200-8205). During the large ebb tide (which was largely unstratified), the model does quite well, with the value
of the ratio being near 1 (logarithm of zero) from bed to surface. Finally, during the second flood tide, the model initially underpredicts the mixing (at hour 8212 near the bed), then, as the tide increases in strength, the model performs somewhat better, but at the top of the mixed layer the model is still underpredicting the level of mixing. In general, the model performs well in the well-mixed regions, but in regions where stratification is important, it underpredicts the level of mixing.
The final factor in determining the eddy viscosity is the coefficient S m . In Galperin et al. 1988 , they report that S m is a function of G H (ϭϪ ). As discussed
Ϫ2
Fr q above, the field of S m shows little collapse based on either stability or location. As a result, a parameterization of this quantity based purely on a stability parameter (G H or Fr q ) will not capture the correct behavior. In addition, the function of Galperin et al. decreases very quickly in the presence of stratification. Examining the field of S m (Fig. 19) , we see that S m is not consistently reduced by stratification but remains near the value appropriate to unstratified flows.
Conclusions
The use of an ADCP to measure turbulence profiles has permitted a detailed examination of the evolution of turbulence through a tidal cycle. The measurements are consistent and display similar noise characteristics to those expected from the error analysis given in Stacey et al. (1999) .
In general, the estuarine turbulence we observed can be characterized by an energetic, actively mixing region near the bed. In this region, the turbulent Froude number is significantly larger than 1 and the gradient Richardson number is less than 0.25, indicating turbulence which is largely unaffected by stratification. Well away from the bed (above the density interface), the turbulence is largely inactive. In between is a transition region in which both the turbulent Froude number and gradient Richardson number are near their critical values (1 and 0.25, respectively). This transition region is of fundamental importance, as it is where the turbulence interacts with the stratification and entrains fluid into the nearbed well-mixed region. Examining the field of turbulent Froude number (Fr t , Fig. 11b) , we see that large portions of the turbulent field are characterized by Froude numbers near 1, particularly above 3 m from the bed. Froude numbers of near 1 not only represent buoyancy affected turbulence, but also indicate turbulence which is maximally efficient (R f ഠ 0.2).
Additionally, Fr t ഠ 1 is thought to be the value of Froude number at which turbulence is in ''equilibrium'' with the stratification and an assumption of stationarity is valid. For Fr t Ͼ 1, the turbulence is ''stronger'' than the stratification and the mixing energy of the turbulence easily overcomes the potential energy of the stratification. This allows for another interpretation of estuarine turbulence: Near the bed, turbulence is actively produced by shear and is sufficiently energetic to be largely unaffected by stratification. This region then supplies turbulent energy to the overlying stratified region through turbulent self-transport (diffusion of q 2 ). As the effects of stratification increase away from the bed, the Froude number is reduced to its critical value at which point the turbulence being supplied locally is exactly balanced by buoyancy and local dissipation. Above that point, the Froude number is below 1; in homogeneous flows that would indicate decaying turbulence. In this estuarine flow, however, transport of turbulence from the region below the interface (where Fr t Ͼ 1) supplies turbulence to this low Froude number region, allowing turbulent activity to be maintained even though the local balance suggests the turbulence should decay.
If we include the transport term in the kinetic energy equation
we can define three characteristic flow regions in an estuarine water column. First of all, near the bed, local production (P) exceeds the local destruction of turbulence by buoyancy (B) and dissipation (⑀), and the transport of kinetic energy is negative (T Ͻ 0); or the net transport of energy is out of this region. Overlying this is a transition region, which we will term the interface, at which point the local production and destruction of turbulence is in balance (P ഠ B ϩ ⑀); this region is marked by Fr t ഠ 1. Finally, above the interface is a region in which the local destruction of turbulence exceeds the local production. In this region, the net transport is positive (T Ͼ 0) and the region is supplied with turbulence from the region below the interface. Clearly, the inhomogeneous nature of the flow is quite important and turbulence models will have to correctly parameterize the self-transport of turbulence through diffusion. This self transport consists of the triple correlation terms (e.g., wЈq
2 ) and are frequently modeled as a gradient transport term (MY2.5 is no exception):
Our examination of the Mellor-Yamada level 2.5 model indicated an underprediction of the turbulent kinetic energy at and above the density interface. Based on the discussion above, this is most likely due to an inaccurate parameterization of the turbulent self-transport. Numerical studies (see e.g., Briggs et al. 1998) have shown that the use of a gradient transport model may be flawed for these triple correlations due to the self-selection of more energetic eddies in the diffusion process. This suggests that traditional gradient transport models would underpredict the diffusion of turbulent kinetic energy in regions of strong inhomogeneity. This conclusion is also supported by our data and comparison with the MellorYamada model, in which the turbulent kinetic energy is underpredicted in the region above the ''interface'' where Fr t ഠ 1, a region in which transport should be a significant source of kinetic energy.
It is important to note at this point the potential role of internal waves in the propagation of energy into and through the density interface. In the stratified regions of the flow, internal waves can carry energy away from the bed. These fluctuations could then interact with the mean shear to create shear instabilities. Therefore, if this process were important, there would be midcolumn peaks in shear production. We do, in fact, see this occurring during the deceleration phase of each tide, particularly during the first flood tide which was the most strongly stratified. It is possible, therefore, that the midcolumn peaks in local production during the deceleration phase of this tide are due to the interaction of internal waves with the mean shear. Through the remainder of the stratified period, however, there is no increase in shear production at or above the density interface, so we can conclude that there are not local shear instabilities-due to internal waves or otherwise.
The importance of transport in inhomogeneous flows underlines the dangers of using a local balance of turbulent kinetic energy (P ഠ B ϩ ⑀) to estimate turbulent parameters. In the interface, dissipation may be a more accurate measure of local conditions because transport adds to shear production to bring turbulence to the region. On the other hand, the direct measurement of Reynolds stresses (and shear production) allows us to calculate the eddy viscosity without application of a local balance of turbulent kinetic energy [compare Eq. (29a) to (1a)]. Thus, the most complete picture of turbulence in an estuarine flow will be produced through the combined measurement of dissipation at small scales (e.g., with a microstructure profiler) and measurement of the energy in the large scales (through the use of an ADCP). The success of this approach may be limited given the well-known variability in the dissipation and the noisy estimate of shear production. Indeed, a comparison of P and ⑀ reported in Lu (1997) show that it may be hard to state any more than P ഠ ⑀.
In order to understand the role that turbulence plays in establishing the mean momentum balance in estuarine flow, vertical gradients of the Reynolds stresses are required. For the current dataset, these gradients are quite noisy and interpretation of the balance is difficult. As the technology improves (there are already other modes of operation for the ADCPs that allow for less noisy measurements), these gradients will become easier to resolve. At that point, the use of an ADCP in combination with measurement of density and dissipation profiles will allow for the complete resolution of an estuarine water column through the measurement of both mean and turbulent flows. Finally, a splining program (in Matlab) that includes a tunable ''smoothing'' parameter was applied to the Reynolds stress data. This parameter was adjusted until the difference between the raw Reynolds stress data and the splined Reynolds stress field had a standard deviation equal to the theoretical value of 2.3 cm 2 s Ϫ2 . The result of this adjustment was a smoothing parameter of 0.88, and some sample profiles from the Reynolds stress field are shown in Fig. A2 .
