ABSTRACT Blockchain technologies have the potential to establish novel financial service infrastructures and reshape numerous fields. A blockchain is essentially a distributed ledger maintained by a set of peers (i.e., trading nodes) that do not fully trust each other. A key challenge that blockchain faces is to precisely classify the blockchain peers into categories with respect to their behavior patterns, which will not only enable deeper insights into the blockchain network but also facilitate more effective maintenance of the various peers (in private chains). In this paper, we introduce and formulate the problem of behavior pattern classification in blockchain networks and propose a novel deep-learning-based method, termed PeerClassifier, to address the problem. To the best of our knowledge, we are the first to formally define the problem of peer behavior classification in blockchain networks. Moreover, we conduct extensive experiments to evaluate our proposed approach. Experimental results demonstrate that PeerClassifier is significantly more effective than the existing conventional methods.
I. INTRODUCTION
Blockchain technology has taken the world by storm and the biggest impact can be seen in the world of finance. A blockchain is essentially a distributed ledger maintained by all the peers (i.e., trading nodes) that do not fully trust each other. The ledger is an append-only data structure that stores all the transactions ever occurred in the blockchain network. All peers in a blockchain network agree on an ordered set of blocks, each of which contains multiple transactions. As such, a blockchain can be regarded as a log of ordered transactions shared by all the peers [1] .
Different from traditional centralized databases, blockchain has its unique characteristics. First of all, there does not exist a centralized peer (node) in the blockchain network. All the peers usually have equal rights in querying, sending transactions, and participating in the consensus process. Each peer maintains a ledger that records every transaction that ever occurred in the network. The multi-backup ledgers of all the peers ensure that the shared ledger is unaffected when a portion of the peers fail or misbehave, which greatly alleviates the vulnerability of the system. Moreover, all the blocks in the blockchain network cannot be modified due to cryptographic settings, thus blockchain is secured from tampering and artificial modifications [2] .
Given these favourable properties, blockchain has the potential to establish novel financial service infrastructures and reshape numerous fields such as cryptocurrency, clearing, gambling and trading. BitCoin has shown how blockchain technologies can enable the creation of a cryptocurrency [3] , [4] . More recently, blockchain applications have gone far beyond its original application -BitCoin [2] , [5] - [7] . For instance, blockchain technology has found its applications in domains as varied as stock transactions, proof of existence for finantial contracts, clearing, and medicine tracing [8] - [13] . Many other novel applications such as capital market managing are predicted by research organizations such as Morgan and Schneider et al.. Reference [14] studied the secure sharding protocol for open blockchains. Reference [15] proposed a model for privacy preserving in blockchain. Reference [16] introduced a novel quantitative framework to analyze the security and performance implications of various consensus and network parameters of PoW (Proof of Work) blockchains.
Nonetheless, blockchain faces its own problems and challenges [17] . Usually, there is a large number of peers in a blockchain, especially for a public blockchain where any entity in the world can join and become a peer. Some peers may attempt to misbehave in the network for illegal interests and have anomalous behavior patterns while the majority of peers perform legally. It takes a tremendous amount of time and effort, if it is even possible, to manually study the behaviors of all the peers [2] . Moreover, applying conventional classification methods such as SVM and decision trees yield fairly unsatisfactory performance in blockchain contexts. To tackle these challenges, this paper proposes to automatically classify the behavior patterns of all the peers into categories via a novel deep learning method.
The benefits of peer behavior pattern classification are two folds. First, classifying peer behavior patterns into categories can enable deeper insights into the blockchain network. After classification, we can select representative behavior patterns for each class as behavior templates. Then we can utilize the behavior templates to identify strange behavior patterns that do not conform to the template of their corresponding classes. Second, the classification results facilitate malignant peers identification.
In summary, the main contributions of this paper can be summarized as below.
• We formulate the problem of peer classification in blockchain networks, and propose a deep learning method to address the problem. To perform classification, we extract sequence data to represent peer behaviors.
• We conduct extensive experiments to evaluate the accuracy of our algorithm against the conventional methods, and evaluate its performances in various settings. Experimental results show that PeerClassifier is much more effective than the conventional methods. The rest of the paper is organized as follows. In Section II, we review the related work. Afterwards, we introduce the formal problem definition of behavior pattern classification and present the details of our proposed method in Section III. Section IV demonstrates the extensive experiments and summarizes the findings. Finally, Section V concludes the paper.
II. RELATED WORK
To represent a peer, we usually extract sequence data from the behaviors of the peer. As such, the related work of this paper can be classified into two parts: sequence similarity measure and conventional classification approaches.
A. SEQUENCE SIMILARITY MEASURE
Sequence similarity measure evaluates the similarity between pairwise sequences. Numerous distance measures for pairwise sequences have been proposed, e.g., [18] - [21] . Among them, the four most widely used measures are Dynamic Time Warping (DTW), Euclidean distance, Edit Distance on Real sequence (EDR) and Longest Common SubSequences (LCSS).
DTW distance can deal with two sequences that are of different lengths and is able to handle time shifting. Formally, DTW distance between two sequences a and b is
where |a| and |b| stand for the lengths of a and b, respectively. a − a 1 represents remove a 1 from a. The DTW distance is defined in a recursion way. DTW duplicates the previous elements and calculates distance according to the optimal match between the two sequences. Euclidean distance leverages the L2 norm, and requires the two sequences being of the same length. Let s and x be two d-dimensional vectors, Euclidean distance between them is
LCSS approach [20] defines a threshold value to handle noises in sequences, and tries to find the longest common subsequences between the given two sequences. EDR [19] utilizes gap and mismatch penalties to handle time shifting, which is given by [2] :
where subcost = 0 if |a 1,x − b 1,x | and |a 1,y − b 1,y | , while subcost = 1 otherwise.
B. CONVENTIONAL CLASSIFICATION APPROACHES
Various classification methods have been proposed in the last two decades, which can be roughly classified into four major categories: k-nearest-neighbor-based methods, decision-tree based methods, SVM (Support Vector Machine) methods, and neural-network-based methods [22] - [24] .
The k-nearest-neighbor-based methods calculate the distances between an instance and all the labeled instances. If most of the k nearest neighbors of a instance x is labeled as from class i, then instance x is predicted to be from class i. The approach is simple but it is hard to select an optimal k and the number of labeled instances must be plenty enough to obtain a high accuracy.
Decision-tree based methods employ a splitting procedure that recursively partitions a set of examples into disjointed subsets [23] . Instances are classified starting from the root node and each instance goes to one of the child nodes according to its feature value. This partition procedure repeats until the instance reaches a leaf node. The partition of the instance space is orthogonal to the axis of one variable, and parallel to all other axes [22] . Therefore, the resulting regions are all hyper-rectangles.
SVM approaches work by finding the classification hyperplane that maximizes the margin between categories. In other words, SVM seeks to create the largest possible distance between the separating hyperplane and the instances on either side of it, which has been proven to be able to reduce an upper bound of the expected generalization error [22] .
Neural-network-based methods usually utilize multi-layer deep network architectures to perform classification. The neural networks are usually trained by back propagation algorithms [25] - [27] . The advantages of utilizing neural network is that it can provide non-linear classification boundaries. However, the neural network that is specially designed for blockchain peer classification context, to the best of our knowledge, has not been explored yet.
Recently, [28] proposes a blockchain anomaly detection method, which leverages transaction metad-data and forks. Reference [29] defines multiple key metrics to measure the quality of blockchain, and explores the possibility of using a simulation approach to study blockchain networks with different sizes and protocols.
III. METHODOLOGY
In this section, we first formulate the problem, and then introduce our proposed method.
A. PROBLEM FORMULATION
Given a behavior sequence s =< s 1 , s 2 , · · ·, s n > extracted for a peer of the blockchain network, and c pre-defined class labels {y i } c i=1 . The aim is to correctly predict the class label of the behavior sequence s.
Each peer is represented by a behavior sequence, which is an ordered vector. The behavior sequence consists of the time series data extracted from the activities of the peer in the recent months. Due to the observation that transaction amount is usually the most important feature of a peer in many applications, we extract the transaction amount over time to represent a peer. For the class labels, since we are interested in the vibration of the transaction amount over time, we set c categories according to the jitter levels of their transaction amounts in the recent three months. For example, we might classify the peers into 3 (c=3) categories, where the first class correspond to all the peers with stable transaction history, the second class consists of peers with medium jitter transaction history, while the third class are peers with high jitter transaction history. Figure 1 demonstrates three example transaction sequences for three different classes, where sequence 1 illustrates an example sequence for the class of stable transaction history, sequence 2 is an example sequence from the class of medium jitter transaction history, while sequence 3 belongs to the class of high jitter transaction history. It is worthy to mention that although in this example all the peers are classified into 3 classes, in practice the transaction curves can be divided into more than 3 jitter levels and thus their corresponding peers can be classified into more than 3 categories (c>3). The ground truth labels are obtained from domain experts, who provide the label of a sequence by inspecting its curve. Peers with fierce vibration in transaction amount usually are more difficult to predict and are more likely to be harmful or malicious (e.g., sequence 3 in Figure 1 ). Thus, we classify the peers into different classes according to their transaction amount vibration (jitter) level. However, if we are interested in other features of the peer, we can simply extract those features instead.
B. THE PEERCLASSIFIER ALGORITHM
After extracting the features, we design an end to end neural network to be the classifier. The proposed neural-networkbased classifier is termed PeerClassifier. The motivations to utilize neural network comes from the observation that neural networks can achieve non-linear classification boundaries and have been proven to be successful in various classification tasks [25] , [26] .
Formally, given a d-dimensional sequence s j =< x 1 , x 2 , · · ·, x n > where x i ∈ R d is the concatenation of features extracted from the peer's activity at time i, the goal is to train a model that can precisely predict the class label of s j . As shown in Figure 2 , we adopt an end to end trainable neural network to perform the prediction. Specifically, the network consists of three components, namely a non-linear encoder, recurrent layers, and a decoder. Next, we elaborate the details of this network.
1) ENCODER
The input s j is first fed into two fully connected layers and relu layers, which actually performs non-linear feature transformation. For the fully connected (FC) layer, the number of neutrons is set to 600, which is an empirical selection. For the FC layer, the following transformation is performed
where W h is the parameter matrix of the hidden layer, b h is the bias, x is input and α is the activation function. The choice of activation function affects model convergence and speed. Traditional functions such as sigmoid and tanh suffer from gradient vanish problem. Thus, in this paper, we use ReLU as the activation function, which can alleviate gradient vanish [25] .
2) RECURRENT LAYER
For the recurrent layers, we utilize the hierarchical stacking of two LSTM layers to better model temporal dynamics. The stacking of LSTM layers increases the level of abstraction, which however also increases the computational cost. The selection of two layers is actually a tradeoff between performance and computational cost.
3) DECODER
After modeling the context from the sequence by using consecutive LSTM layers, we adopt an attention schema and a linear decoder to perform classification. Conventionally, only the most recent state of the LSTM is leveraged for output, here we instead fuse the status of the most recent states with an attention layer. The attention layer automatically adjusts the weights of the states and extracts richer context for classification. Two fully connected layers are employed as the linear decoder, while a softmax layer is adopted to obtain the probabilities of different class labels. The softmax layer computes the probabilities as follows:
p(y = y j |x) is the probability of class label y j given input x. θ j is the weight vector for class label y j . We put k e x T θ k in the denominator for normalization.
4) LOSS FUNCTION
After getting the probabilities from the softmax layer, we use the standard cross-entropy as the loss function to get optimal model parameters.
5) PARAMETER INITIALIZATION AND TRAINING
Initialization of neural network parameters has great impact on model training speed. Thus, we use unsupervised autoencoder to initialize model parameters [30] . The main idea is to employ autoencoder to pretrain the parameters in each hidden layer. In order to ensure the precision of the model, the hidden layers are pretrained layer by layer. After initializing the network, stochastic gradient descent and backpropagation are adopted to obtain final model parameters. Many gradient update methods have been proposed, examples are Adagrad proposed in [31] , and Adadelta proposed in [32] . Since Adadelta can avoid improper learning rates, we employ Adadelta as our gradient update approach. To avoid overfitting, dropout [26] is implemented. By throwing away the outputs from a certain layer, dropout can be regarded as taking the average of a series of models.
We extract the feature vector of 1, 763 peers in a consortium blockchain network, manually classify them into multiple categories according to the jitter levels of their transaction amounts in the recent three months. Then train the neural network by using 1, 763 labeled peers and their behavior features. After the training process, we obtain a neural network model with trained parameters that can predict the class label of an unlabeled peer. 
IV. EXPERIMENTAL EVALUATION
In this section, we present the experimental results and discussions. First, we evaluate our proposed PeerClassifier method against the conventional classification methods in Subsections IV-A & IV-B. Then, we compare the performance of PeerClassifier with classical sequencesimilarity-measure-based approaches in Subsection IV-C, evaluate the performance of other neural network architectures in Subsection IV-D, and study the parameter settings in Subsection IV-E. Finally, we highlight the findings in Subsection IV-F.
Experimental Settings: Due to the favorable properties that all the finished transactions are transparent to all the peers and are not artificially modifiable, blockchain has demonstrated various applications. We conduct experiments on a real-world blockchain application which is on stock trading. The daily transaction amounts of a peer in the recent 90 days are extracted as a sequence. Note that for a day with no transaction, zero is filled into the corresponding point of the sequence. As such, the sequence length (input dimension d) is 90. Our goal is to classify these sequences into c predefined categories. By default, c is set to 6. We will also present the results for different c values as well. We utilize the data from July 2016 to December 2016 in the blockchain network as the training set, and leverage the data from January 2017 to March 2017 as the test set. For the PeerClassifier neural network, learning rate is set to 0.01, and the batch size is set to 100.
A. COMPARISON AGAINST CONVENTIONAL CLASSIFICATION APPROACHES
In order to evaluate the performance of PeerClassifier on the novel problem of behavior pattern classification, we compare PeerClassifier against the conventional SVM, k-nearest-neighbor-based methods, decision-tree based methods on the stock trading data set. The performances of all tested approaches are measured by the precision of the classification.
The column c = 6 in Table 1 show the performance comparison between the four classification methods. c is the number of predefined categories. The four bars in the middle of Figure 3 further visualize the results. From Table 1 and Figure 3 , we can clearly see that the proposed PeerClassifier method outperforms the conventional methods in terms of classificaiton accuracy. This observation may stem from the fact that deep neural network is able to provide non-linear classification boundaries and capture semantic contexts. It is worthy to mention that all the environmental settings of the four tested methods are same. This further verifies the effectiveness of PeerClassifier. We also observe that the accuracies of these methods are not so high. This may results from the noisy nature of the practical data, namely in real-world applications many sequences are incomplete because most peers join the network at a particular time point rather than at the very beginning, and may leave at any time. An interesting research direction could be addressing these incomplete sequence, and incorporating richer information instead of using only the transaction amounts of the peers.
B. PERFORMANCE COMPARISON WITH RESPECT TO DIFFERENT NUMBERS OF CATEGORIES
In the previous experiment, we fix the number of predefined categories to 6. In this experiment, we vary the number of categories from 2 to 10 with an interval of 4, and study the accuracy change of the four tested methods. Specially, class number c = 2 represents that we divide all the peers into two categories: stable and jitter. Further, c = 10 represents that we divide the transaction amount vibration level into 10 levels.
The experimental results are demonstrated in Table 1 and Figure 3 . Observe that PeerClassifier is consistently and significantly better other tested methods under different settings. For example, when c = 10, the accuracy of PeerClassifier is 62.1%, while it is 54.8% for SVM, 47.9% for KNN and 54.2% for DTree (Decision Tree).
C. COMPARISON AGAINST CLASSICAL SEQUENCE SIMILARITY MEASURES
We also conducted experiments to study the performance comparison between PeerClassifier and the classical sequence similarity measures, namely DTW, Euclidean distance, EDR, and LCSS. In detail, for a sequence similarity measure, we calculate the distance between a sequence s and all the labeled sequences, and thus identify the nearest sequence s * of s. Then we utilize the class label of s * as the class label prediction of s. Note that the calculation of DTW, Euclidean distance, EDR, and LCSS similarities are introduced in Subsection II-A. The comparison results are demonstrated in Table 2 & Figure 4 . From the table and the figure, we can clearly observe that the PeerClassifier algorithm outperforms the classical sequence similarity measure algorithms. The observation results from the fact that each classical sequence similarity measure is specially designed for a certain kind of sequence similarity comparison applications, which is not as effective as the neural network based classifiers in the blockchain peer classification task. Moreover, if we compare Table 2 with  Table 1 , we can find that the sequence-similarity-measure based methods performs even worse than the conventional classification approaches.
D. COMPARISON AGAINST OTHER NEURAL NETWORKS AND VARIANTS
Further, we conducted experiments to study the performance comparison between PeerClassifier and other networks and its variants. More specifically, we first compare PeerClassifier with LSTM (in short as LSTM), bidirectional LSTM (BiLSTM), and Gated Recurrent Units (GRU). Then we also evaluate the performance of PeerClassifier without attention (PeerClassifier_NoAttention), i.e., remove the attention layer in Figure. 2. The comparison results are illustrated in Table 2 . From the table, we can clearly see that neural network based approaches significantly outperforms conventional methods. At the same time, PeerClassifier is slightly better than PeerClassifier_NoAttention, while they are both more accurate than BiLSTM and LSTM. Experimental results also suggest that there is still a room for classification accuracy improvement, which may dues to the fact that the practical data from real applications are quite noisy and more features for the peers, e.g., the registered information of the peer, may be helpful. 
E. PARAMETER STUDY
In the above experiments, the batch size is fixed to 100. In this subsection, we vary the batch size from 50 to 1,000 and study the effect of the batch size parameter. Figure 5 shows the accuracy dynamic with respect to different batch size. From the figure, we can clearly observe that the optimal batch size is around 100, and the accuracy decreases significantly when the batch size goes too large (for example, 1,000). We can also see that for different number of classes the trends are similar.
F. SUMMARY OF RESULTS
In summary, the extensive experimental evaluation suggests that: (1) the proposed PeerClassifier method outperforms the conventional classification approaches in terms of accuracy; (2) PeerClassifier achieves better performance than classicalsequence-similarity-measure based methods; and (3) the precisions of all the tested methods decrease when the number of pre-defined classes increases. (4) Neural network based methods tend to outperform conventional methods.
The classification results can be useful in many real applications. For example, the classification results can be leveraged in identifying common templates of peer behaviors, detecting strange behavior patterns that do not conform to the expectation of its labeled class, and in organizing the peers into different categories. 
