This paper illustrates methods for interpolating curvilinear data using an exponential or an exponential plus a linear term. The methods are based on the least-squares principal. They require a minimum of three or four data, respectively. An error in a recent three-point hyperbola paper is noted.
Introduction
Recent papers in This Journal illustrate curvilinear interpolation by means of a hyperbola or a hyperbola plus a linear term [1, 2] . The four-point hyperbola has an analog in terms of an exponential function. It is Eq. (1). Equation (2) , a special case, is treated separately in the Appendix. In both equations the letter y represents an interpolated number. A, B, C, D are numerical parameters to be determined. 
Method
The minimum number of data is four for Eq. (1) and three for Eq. (2). Both equations can accommodate more data. The routines execute much faster if the data are evenly-spaced. Both approaches are based on the least-squares principal and both are developed similarly. Equation (1) is a guide for developing Eq. (2).
Let four trial (x,y) data be (1, 24) , (2, 36) , (3,50), (4,68), respectively. The sum of squared residuals, denoted ∑, is Eq. (3) [1] .
The partial derivative of ∑ with respect to A is denoted dA, the partial derivative of ∑ with respect to B is denoted dB. They appear as Eqs. (4) 
This example is apt to be misleading. It gives the impression that Eq. (1) can generate an interpolating equation for all data containing an interior extremum. That impression is untrue. It is also untrue for the four-point hyperbola [2] .
Let a generating function be y = x 3 + 5x. Four arbitrarily spaced (x, y) data are Table 1 lists test functions applied to four equidistant x-data. It also lists sums of squares of deviations of three four-point equations used to interpolate the data. Equation (1) appears to be a satisfactory choice for these trial data. 
Appendix: Curvilinear interpolation by Eq. (2)
The development of Eq. (2) as an interpolating equation parallels the development of Eq. (1). Let three trial (x,y) data be (1,24), (2,36), (3,60), respectively. The sum of squared residuals, denoted ∑, is Eq. (9).
The partial derivatives of ∑ with respect to A, B, and C are denoted dA, dB, and dC, respectively. They form a set of three simultaneous equations. 
Equation (13) reproduces the three original curvilinear data. Equation (2) is illustrated with only three (x,y) data but it can accept more curvilinear data. Equation (2) is useful primarily for data that are monotonic-increasing or monotonic-decreasing.
Not all curvilinear data can be satisfactorily represented by Eqs. (1) or (2) . In cases of failure or unsatisfactory results, try enhanced precision, improved software, or use another method [1, 2] .
