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Abstract
In this paper we ﬁnd a necessary and sufﬁcient condition for two closed subspaces,X andY;
of a Hilbert space H to have a common complement, i.e. a subspace Z having trivial
intersection with X and Y and such that H ¼ XþZ ¼ YþZ:
Unlike the ﬁnite-dimensional case the condition is signiﬁcantly more subtle than simple
equalities of dimensions and codimensions, and non-trivial examples of subspaces without a
common complement are possible.
r 2003 Elsevier Inc. All rights reserved.
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0. Introduction
0.1. Statement of the problem and discussion
In this paper we study when two subspaces X and Y of a Hilbert spaceH possess
a common complement. Recall that a subspace Z of a Banach space H is called a
complement of (or a complementary subspace to) a subspace XCH if X and Z have
trivial intersection and H ¼ Xþ Z: The latter means that any vector hAH can be
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(uniquely, because X-Z ¼ f0g) represented as h ¼ x þ z; xAX; zAZ: This unique
representation can serve as an alternative deﬁnition of a complement.
Clearly, if Z is a complement of X; then X is a complement of Z; and sometimes
we will call X and Z complementary subspaces.
Unlike the ﬁnite-dimensional case ðdimHoNÞ the conditions
(i) X-Z ¼ f0g and
(ii) Xþ Z is dense in H
are not sufﬁcient for X and Z to be complementary subspaces; one more condition is
needed. Namely, the closed graph theorem implies that if Z complementsX; then the
skew projection P ¼ PXjjZ onto X parallel to Z;
PXjjZðx þ zÞ ¼ x; xAX; zAZ ð0:1Þ
is a bounded operator. Under the above assumptions (i) and (ii) this condition is
necessary and sufﬁcient for the subspaces X and Z to be complementary subspaces.
In the ﬁnite-dimensional case ﬁnding a common complement is trivial. If XCH;
dimX ¼ n; and dimH ¼ N; then the collection of all subspaces Z complementary
to X is an open dense subset of the set of all subspaces of dimension m ¼ N 
 n
(Grassmannian). Note, that the set of all subspaces complementary to X is a set of
full measure in the above Grassmannian (which is a compact smooth manifold of
dimension n  ðN 
 nÞ). So, using the Baire category theorem or measure theoretic
reasoning one can conclude that any countable set of subspaces of dimension n has
a common complement, and moreover, the set of all such common complements
is a set of second category and a set of full measure in the Grassmannian of
subspaces of dimension m ¼ N 
 n:
The situation in the inﬁnite-dimensional case, as Theorem 0.1 below shows, is
much more interesting. Of course, one could immediately see that the equality of
dimensions (and codimensions) is not sufﬁcient for the existence of a common
complement. Indeed, it is possible that subspaces X and Y have equal dimensions
and codimensions, but XkY so they do not have a common complement.
The situation is, in fact, much more interesting. It can be easily shown, see
Corollary 1.4 below, that the existence of a common complement implies that
codimX X-Y :¼ dimðX~ðX-YÞÞ
¼ dimðY~ðX-YÞÞ ¼: codimY X-Y;
and we thought for some time that this equality of codimensions would be sufﬁcient.
To our surprise, this simple necessary condition turns out to be insufﬁcient, and the
real necessary and sufﬁcient condition is much more subtle.
However, in some ‘‘philosophical’’ sense the equality of codimensions is necessary
and sufﬁcient. Namely, it is necessary and sufﬁcient if we replace the intersection
X-Y by the ‘‘e-intersection’’; see Theorem 5.1 for the precise statement.
Also note that we do not even have a conjecture about when three subspaces have
a common complement.
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0.2. Main result
To state our main result let us recall how one can describe the geometry of a pair
of subspaces up to unitary equivalence. Let P ¼ PY be the orthogonal projection
onto Y; and let the operator G :X-Y (Gramian) be deﬁned by
G ¼ PYjX:
Clearly, the adjoint operator G :Y-X is deﬁned by G ¼ PXjY:
It is a well-known fact (and it will be shown later) that for any bounded operator
G (from one Hilbert space to another) the essential parts of the operators GG and
GG; i.e. the operators GGjðker GÞ> and GGjðker GÞ> are unitarily equivalent.
So, the geometry of a pair of subspaces is completely determined by the following
objects:
(1) The operator GG; or even only its essential part GGjðkerGÞ>:
(2) The dimensions of two subspaces, X0 and Y0
X0 :¼ kerG ¼ fxAX : x>Yg; Y0 :¼ kerG ¼ fyAY : x>Xg:
The following theorem is the main result of the paper. It holds for both real and
complex Hilbert spaces.
Theorem 0.1. Let EðÞ be the spectral measure of the operator GG (or of
GGjðkerGÞ>). Then the subspaces X and Y have a common complement if and
only if
dimX0 þ dim Eðð0; 1
 eÞÞX ¼ dimY0 þ dim Eðð0; 1
 eÞÞX ð0:2Þ
for some e40 ( for all sufficiently small e40).
Remark 0.2. We do not assume that the spaceH is separable. The dimension in this
case means the cardinality of an orthonormal basis (it is well known, see Section 1.1
below, that it does not depend on the choice of basis). We add cardinalities according
to usual rules, cf. [2, Corollary I.4.30], i.e. the sum is the maximal dimension, except
the case when both dimensions are ﬁnite.
Remark 0.3. It is easy to see that one can always replace Eðð0; 1
 eÞÞ by Eðð0; 1
 eÞ
in condition (0.2).
Remark 0.4. If dimX0 ¼ dimY0 then a common complement always exists.
Remark 0.5. If H is a separable space, the subspaces X and Y do not have
a common complement if and only if dimX0adimY0 and the operator
ðI
GGÞjðkerGÞ> is compact.
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Indeed, if there is no common complement and H is separable, then
dimX0adimY0 and dim Eðð0; 1
 eÞX is ﬁnite for all e40: The latter exactly
means that ðI 
GGÞjðkerGÞ> is a compact operator.
1. Preliminaries
1.1. Remarks about dimension
This subsection deals with the deﬁnition of dimension for non-separable Hilbert
spaces. A reader uninterested in the non-separable case may skip this subsection,
since the corresponding results are trivial for separable spaces.
As it is customary in functional analysis we assume the Axiom of Choice here. It is
needed in too many places, and we do not have any desire to go very deep into the set
theory to investigate what makes sense in its absence.
The dimension of a Hilbert space (or subspace) is deﬁned as the cardinality of an
orthonormal basis. An old theorem due to Lo¨wig and Rellich, see [1, Theorem
IV.4.14] asserts that all orthonormal bases in a given Hilbert space H have the same
cardinality, so the dimension is well deﬁned.
Since unitary operators map orthonormal bases to orthonormal bases, two Hilbert
spaces are isometrically isomorphic if and only if they have the same dimension.
If A : H1-H2 is an isomorphism (a bounded invertible operator) between two
Hilbert spaces, it can be represented as A ¼ UR (polar decomposition), where R ¼
jAj :¼ ðAAÞ1=2 and U : H1-H2 is a unitary operator. So, if two Hilbert spaces are
isomorphic, they are isometrically isomorphic, and therefore the dimension is
preserved under the isomorphism.
1.2. Codimension
The codimension of a subspace X of a Hilbert space H is deﬁned as dim X>: We
can, in fact, show that all complements of X have the same dimension (and therefore
the same dimension as the orthogonal complement).
Proposition 1.1. Let X and Z be complementary subspaces of a Hilbert space H: Then
codim X ¼ dim Z:
Proof. Take arbitrary yAX>: Since Z complements X ; y has the unique
decomposition
y ¼ x þ z; xAX ; zAZ; jjzjjpCjjyjj:
Therefore, the orthogonal projection PX> onto X
> maps Z isomorphically onto
X>; hence dim Z ¼ dim X>: &
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Corollary 1.2. The codimension of a subspace is preserved under isomorphisms (of the
whole space).
1.3. Some trivial observations
Before discussing the main result, let us make several observations. The following
trivial proposition holds for arbitrary Banach spaces.
Proposition 1.3. The subspaces X and Y have a common complement if and only if
there exists a bounded (not necessarily orthogonal) projection P onto one of the spaces
(say, for definiteness, onto Y) such that the operator
G :X-Y; G :¼ PjX
is an isomorphism (bounded invertible operator) between X and Y:
Proof. If such a P exists, then Z :¼ kerP is a common complement of X and Y:
Indeed, the projection PYjjZ ¼ P is bounded, so Z is a complement of Y: The
projection PXjjZ onto X parallel to Z can be deﬁned by
PXjjZ ¼ G
1P;
so it is also bounded. So Z is a complement of X as well. &
Now let us return to Hilbert spaces.
Corollary 1.4. If two subspaces X and Y of a Hilbert space have a common
complement, then the dimensions of the spaces X~ðX-YÞ and Y~ðX-YÞ coincide
(i.e. codimXX-Y ¼ codimY X-Y; where codimX stands for the codimension in X).
Proof. Trivial, since the operator G from the above Proposition 1.3 maps
X~ðX-YÞ isomorphically onto Y~ðX-YÞ: &
Proposition 1.5. IfX;YCH have a common complement in the closure ofXþY then
X and Y have a common complement in H:
Proof. Let Z be the common complement of X and Y in ClosðXþYÞ: Then
Z"ðXþYÞ> is a common complement of X and Y in H: &
Thus, without loss of generality, we may always assume ClosðXþYÞ ¼H:
2. Sufﬁciency
In this section we prove that condition (0.2) is sufﬁcient for the subspaces X andY
to have a common complement. We ﬁrst treat several simple cases, and then we show
that the general case can be treated as a ‘‘direct sum’’ of the simple cases.
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Recall that the Gramian G :X-Y is deﬁned as
G ¼ PYjX
and its adjoint G is deﬁned by
G ¼ PXjY:
2.1. Some simple cases
First we consider the case where X and Y are, in some sense, completely non-
orthogonal.
Proposition 2.1. If G is invertible then Z ¼ Y> is a common complement of X and Y:
Proof. Follows immediately from Proposition 1.3. &
The next case will be treated by changing the inner product in H: Note that
having a common complement is a topological property, meaning it does not change
if we replace the norm (inner product) in H by an equivalent one. If we have a
Hilbert space H and A ¼ AX0 is a bounded and invertible operator in H; then
ð; ÞA; ð f ; gÞA :¼ ðAf ; gÞ deﬁnes an equivalent inner product in H (in fact, all
equivalent inner products in H can be deﬁned this way, but we won’t need that in
what follows).
Let H ¼ X"Y be the orthogonal sum of X and Y: Given an operator G :X-Y;
jjGjjo1 consider a norm on H deﬁned by the operator
A ¼ AG ¼
I G
G I
 
:
Clearly, if jjGjjo1; the operator AG is positive and invertible, therefore the
corresponding norm is equivalent to the original norm on H: Thus, all such norms
are equivalent to each other.
Note that if G ¼ G; then the corresponding norm in H is the original norm in
XþYCH: Also note that if G ¼ 0 then X>Y in the norm generated by AG:
Proposition 2.2. If jjGjjo1 and dimfX~ðX-YÞg ¼ dimfY~ðX-YÞg; then X
and Y have a common complement.
Proof. As in Proposition 1.5 we can assume, without loss of generality, that XþY
is dense in H:
The equality of dimensions implies that there exists an isomorphism (bounded
invertible operator) G :X-Y: Multiplying it by a small number we can always
assume that jjGjjo1: So, as we just discussed above, the norms generated by the
operators AG and AG are equivalent, and both are equivalent to the norm
corresponding to A0 (meaning AG with G ¼ 0).
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The norm corresponding to AG is the norm on XþY inherited from H: This
norm is equivalent to the norm generated by A0; therefore the subspace XþY
is closed, and so XþY ¼H:
Therefore AG gives the equivalent norm on H: Note that in this norm the
corresponding Gramian G equals G: Since it is invertible, Proposition 2.1 implies
that X and Y have a common complement. &
2.2. The general case
To treat the general case we split the subspaces X and Y into orthogonal sums,
X ¼ X1"X2; Y ¼ Y1"Y2; so that the subspaces Hk :¼ ClosðXk þYkÞ are also
orthogonal.
Then, if each pair Xk; Yk has a common complement inHk; k ¼ 1; 2; then X and
Y clearly have a common complement.
Let EðÞ denote the spectral measure of the operator GG and EðÞ be the spectral
measure of GG: Fix aAð0; 1Þ and deﬁne
X1 :¼ Eð½0; aÞÞX; X2 :¼ Eð½a; 1ÞX; ð2:1Þ
and similarly,
Y1 :¼ Eð½0; aÞÞY; Y2 :¼ Eð½a; 1ÞY; ð2:2Þ
where a ¼ 1
 e; e is from assumption (0.2) of the theorem.
2.2.1. The case of trivial kernels
Let us ﬁrst consider the case when both kerG and kerG are trivial (then
assumption (0.2) is automatically satisﬁed for all eAð0; 1Þ).
Consider the polar decomposition G ¼ UR; where R ¼ ðGGÞ1=2 and U :X-Y
is a unitary operator. Since GG ¼ UR2U ¼ UðGGÞU we have for the spectral
measures
E ¼ UEU:
This implies that Yk ¼ UXk; k ¼ 1; 2; and therefore dimXk ¼ dimYk:
Since Xk are G
G-invariant, and so R-invariant
GXk ¼ URXkCUXk ¼ Yk;
and similarly GYkCXk: Note that it is also easy to prove that GX2 ¼ Y2 and GX1
is dense in Y1; and similarly for Yk; but we will not need these facts now.
To show that H1>H2 it is sufﬁcient to show that X1>Y2 and X2>Y1: Let us
show that X1>Y2: Take xAX1; yAY2: We have
ðx; yÞ ¼ ðPYx; yÞ ¼ ðGx; yÞ ¼ 0
since GxAY1>Y2: The orthogonality X2>Y1 is proved similarly.
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Now we need to prove that the pairs Xk; Yk; k ¼ 1; 2 have a common
complement. For the pair Xk;Yk the corresponding Gramian is the restriction
GjXk: Then for X2;Y2 the Gramian is invertible, and for X1;Y1 its norm is less
than 1: Since, as we discussed above, dimXk ¼ dimYk; Proposition 2.1 implies
that subspaces X2; Y2 have a common complement, and Proposition 2.2 asserts the
existence of a common complement for the pair X1; Y1: &
2.2.2. The case of non-trivial kernels
Let us now consider the general case, when we allow non-trivial kernels for G and
G: We set a ¼ 1
 e; where e is from assumption (0.2) of Theorem 0.1, and deﬁne
Xk; Yk as above.
The simplest way to understand the geometry here is to ﬁrst imagine the case of
trivial kernels and then add to X1 and Y1 the orthogonal (to everything else)
subspaces kerG and kerG; respectively. Since we added orthogonal subspaces, the
orthogonality condition remains true. The subspaces X2; Y2 will not change, so this
pair has a common complement. As for the pair X1; Y1; the norm of corresponding
Gramian remains the same (by adding two orthogonal to everything subspaces, we
just added zero blocks to the ‘‘old’’ Gramian), so it is less than 1: Assumption (0.2)
of the theorem means that the dimensions of the ‘‘new’’ X1 and Y1 coincide, so
Proposition 2.2 implies that there is a common complement for this pair as well.
To write the last paragraph formally, let X0 :¼ X~kerG; Y0 :¼ Y~kerG; and
let G0 :X
0-Y0 be the restriction of G: Let us denote by X0k; Y
0
k; H
0
k the
corresponding subspaces for G0; and by E
0; E0 the spectral measures for G0 and G

0
respectively. Clearly
X2 ¼ X02; Y2 ¼ Y02
and
X1 ¼ X01"kerG; Y1 ¼ Y01"kerG:
Since kerG>Y"X0; and kerG>X"Y0; the subspaces H1 and H2 are
orthogonal.
Because they coincide with X02 and Y
0
2; the subspaces X2; Y2 possess a common
complement. Since, as we already discussed for the case of trivial kernels,
dimX01 ¼ dimY01 ¼ dim E0ðð0; aÞÞX0 ¼ dim Eðð0; aÞÞX;
assumption (0.2) implies
dimX1 ¼ dimX01 þ dim kerG ¼ dimY01 þ dim kerG ¼ dimY1:
Now notice that jjGjX1jj ¼ jjG0jX01jjo1 (the operators differ by zero blocks), so
Proposition 2.2 implies that X1 and Y1 have a common complement.
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3. Necessity
Lemma 3.1. Let X and Y be subspaces of a Hilbert space H: Suppose there exists an
isomorphism (bounded invertible operator) A : X-Y such that
jjx 
 Axjjpqjjxjj 8xAX ;
for some qo1: Then codim X ¼ codim Y :
Proof. Deﬁne an operator AX :X-X by AX x :¼ PX Ax; where PX is orthogonal
projection onto X : Since
jjAX x 
 xjj ¼ jjPX ðAx 
 xÞjjpjjAx 
 xjjpqjjxjj;
we have jjAX 
 Ijjpqo1; so AX is invertible.
For yAY we have
PX y ¼ AX A
1y;
so PX deﬁnes an isomorphism between X and Y : Therefore, by Proposition 2.1,
X> is a common complement for X and Y : Hence, see Proposition 1.1,
codim X ¼ codim Y ¼ dim X>: &
Now suppose that X and Y have a common complement. Then, by Proposition
1.3, there exists a bounded projection P onto Y such that G :¼ PjX is an
isomorphism between X and Y:
We want to prove that condition (0.2) from Theorem 0.1 holds for some
e40: In the notation of the previous section, see (2.1), (2.2), this condition can be
rewritten as
codimX X2 :¼ dimðX~X2Þ ¼ dimðY~Y2Þ ¼: codimY Y2;
where a ¼ 1
 e: Here codimX stands for the codimension in X: Since G is an
isomorphism between X and Y;
codimX X2 ¼ codimY GX2:
So we want to show that the subspaces GX2 ¼ PX2 and Y2 ¼ GX2 ¼ PYX2 have
the same codimension in Y: To do that we will use Lemma 3.1.
Take xAX2: Then jjGxjj2Xajjxjj2; so
jjxjj2 
 jjGxjj2pð1
 aÞjjxjj2p 1
 a
a
jjGxjj2 ¼ e
1
 e jjGxjj
2:
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Hence
jjGx 
Pxjj2 ¼ jjPYx 
Pxjj2 ¼ jjPðPYx 
 xÞjj2pjjPjj2  jjPYx 
 xjj2
¼ jjPjj2ðjjxjj2 
 jjPYxjj2Þ ¼ jjPjj2ðjjxjj2 
 jjGxjj2Þ
p e
1
 e jjPjj
2jjGxjj2:
Thus for small e40 the assumptions of Lemma 3.1 hold for subspaces PYX2 and
PX2 in Y with the operator A : PYX2-PX2 deﬁned by
A ¼ P  ðGjX2Þ
1
(recall that G maps X2 isomorphically to Y2).
4. An example of subspaces without common complement
As we said above, if the spaceH is separable the only situation when a common
complement does not exists is when ðI
GGÞjðkerGÞ> is a compact operator,
and dim kerGadim kerG: This gives us the possibility to construct non-trivial
examples of subspaces without a common complement.
By non-trivial example we mean here a pair of subspaces satisfying the simple
necessary condition
codimXðX-YÞ ¼ codimYðX-YÞ;
and not possessing a common complement.
In this section we construct subspaces X and Y of equal dimensions and
codimensions and with trivial intersection, which do not have a common
complement.
Let H ¼ c2 the space of square summable sequences with indices 0; 1; 2;y . We
let fekgNk¼0 be the standard orthonormal basis of H: We will deﬁne X and Y by
deﬁning a basis for these subspaces. We deﬁne
y0 ¼ e0;
and for kX1
yk ¼ cos 1
k
e2k
1 þ sin 1
k
e2k;
xk ¼ cos 1
k
e2k
1 
 sin 1
k
e2k:
We see that X ¼ spanfxigNi¼1 and Y ¼ spanfyigNi¼0 are subspaces of equal dimension
and codimension, X-Y ¼ f0g; with no common complement. Indeed, it is trivial
that G is a compact perturbation of I; and 0 ¼ dim kerGadim kerG ¼ 1:
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5. A geometric interpretation of the results
The interesting thing about the main result of the paper is that despite the fact that
the existence of a common complement is a topological condition (i.e. it does not
change when one replaces the norm by an equivalent one), the orthogonality
mysteriously appears in the results and plays an important role here.
In this section we give a more geometric version of the above Theorem 0.1, which
does not include orthogonality explicitly. We say here ‘‘explicitly’’ because it still
requires a Hilbert space norm. We do not know if it is true if one replaces the Hilbert
space norm by an equivalent Banach space norm.
Let us introduce a few deﬁnitions. Let K be a subset of a Hilbert space X : We
deﬁne the lower linear dimension of K as
supfdim L : L is a linear subspace of Kg
and the upper linear codimension of K by
inffcodim L : L is a linear subspace of Kg:
If the reader is not comfortable with taking the supremum or inﬁmum of a family of
cardinalities, he should not be worried, since in our case there always be subspaces of
maximal dimension and subspaces of minimal codimension.
Let e40: For the subspaces X; Y of H deﬁne the cones
KeX :¼ fxAX : distðx;YÞpejjxjjg;
KeY :¼ fyAY : distðy;XÞpejjyjjg:
For small e one can treat the cones KeX; K
e
Y as ‘‘e-intersection’’ of X and Y:
As was said before in Corollary 1.4, if the subspaces X and Y have a common
complement, the intersection X-Y has the same codimensions in X and in Y:
Theorem 0.1 shows that the equality of codimensions is not sufﬁcient for the
existence of a common complement. The theorem below, which is a reformulation of
the main result (Theorem 0.1) shows that if one replaces the intersection X-Y with
the ‘‘e-intersections’’ KeX; K
e
Y; then the equality of codimensions is necessary and
sufﬁcient. While its condition is harder to check than condition (0.2) of Theorem 0.1,
we think the Theorem 5.1 is still interesting because it provides a geometric
interpretation of the results.
Theorem 5.1. Subspaces X and Y of a Hilbert space H have a common complement if
and only if for some (small) e40 the upper linear codimensions of the cones KeX in X
and KeY in Y coincide.
Proof. To prove the theorem we will show that the upper linear codimensions of the
cones KeX and K
e
Y equal to
dim Eð½0; 1
 e2Þ ¼ dim kerGþ dim Eðð0; 1
 e2ÞÞ
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and
dim Eð½0; 1
 e2Þ ¼ dim kerG þ dim Eðð0; 1
 e2ÞÞ;
respectively. Recalling that dim Eðð0; 1
 e2ÞÞ ¼ dim Eðð0; 1
 e2ÞÞ we will see that
the condition of Theorem 5.1 is exactly the assumption (0.2) of Theorem 0.1 (with
e replaced by e2).
To compute the codimension of the cones, let us notice that for xAX
½distðx;YÞ2 ¼ jjxjj2 
 jjPYxjj2 ¼ jjxjj2 
 jjGxjj2:
Therefore, the cone KeX is the cone of non-negative vectors of the operator A ¼
GG
 ð1
 e2ÞI; i.e. KeX ¼ fxAX : ðAx; xÞX0g; and similarly, KeY is the cone of the
non-negative vectors of A :¼ GG 
 ð1
 e2ÞI: Then the theorem follows from
the lemma below.
Let A be a bounded self-adjoint operator in a Hilbert space H; and let K be the
cone of non-negative vectors of A; K :¼ fxAH : ðAx; xÞX0g: Let E be the spectral
measure of A; and let
Hþ :¼ Eð½0;NÞÞ; H
 :¼ Eðð
N; 0ÞÞ:
Lemma 5.2. The upper linear codimension of the cone K is exactly
codim Hþ ¼ dim H
:
The theorem follows immediately from the lemma, since for the operator A ¼
GG
 ð1
 e2ÞI deﬁned above,
Hþ ¼ Eð½1
 e2; 1Þ; H
 ¼ Eðð0; 1
 e2ÞÞ;
and similarly for A:
Proof of Lemma 5.2. Consider a (closed) subspace XCK : Let P be the orthogonal
projection onto Hþ; and let Y :¼ Clos PX :
By the construction of Y ; the set Y0 :¼ fyAY : y>Xg ¼ f0g Since
X>Hþ~Y ; any vector xAX orthogonal to Y is automatically orthogonal
to Hþ: But since XCK ; we have X-H
 ¼ f0g; so X0 :¼ fxAX : x>Yg ¼ f0g:
Therefore the condition (0.2) of Theorem 0.1 are satisﬁed (see Remark 0.4
there), and X and Y have a common complement, say Z: Proposition 1.1
implies that
codim X ¼ codim Y ¼ dim Z;
and since YCHþ; we have codim YXcodim Hþ: Thus, Hþ has the smallest
codimension among all subspaces of K : &
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