On Nonlinear Amplification: Improved Quantum Limits for Photon Counting by Propp, Tzula B. & van Enk, S. J.
On Nonlinear Amplification: Improved Quantum Limits for Photon Counting
Tzula B. Propp and S.J. van Enk
Department of Physics and Oregon Center for Optical,
Molecular & Quantum Sciences
University of Oregon, Eugene, OR 97403
We show that detection of single photons is not subject to the fundamental limitations that
accompany quantum linear amplification of bosonic mode amplitudes, even though a photodetector
does amplify a few-photon input signal to a macroscopic output signal. Alternative limits are
derived for nonlinear photon-number amplification schemes with optimistic implications for single-
photon detection. Four commutator-preserving transformations are presented: one idealized (which
is optimal) and three more realistic (less than optimal). Our description makes clear that nonlinear
amplification takes place, in general, at a different frequency ω′ than the frequency ω of the input
photons. This can be exploited to suppress thermal noise even further up to a fundamental limit
imposed by amplification into a single bosonic mode. A practical example that fits our description
very well is electron-shelving.
I. QUANTUM AMPLIFICATION AND NOISE
The fundamental relations between quantum noise and
quantum amplification are most straightforwardly de-
rived in the Heisenberg picture. Thus, the standard way
[1] to describe linear phase-preserving quantum amplifi-
cation of a bosonic mode amplitude a is through Caves’
relation for the annihilation operator aˆ,
aˆout =
√
Gaˆin +
√
G− 1bˆ+in, (1)
where bˆ+ is the creation operator corresponding to an in-
dependent auxiliary bosonic mode b. Here the input field
amplitude of mode a is amplified by a factor of
√
G, but
there is a cost: extra noise arising from the additional
mode b [2]. If this mode contains (thermal) excitations,
mode a after amplification will contain excitations, too,
and their number is multiplied by G−1. Even if mode b is
in the vacuum state, it still adds noise [1]. It is clear that
this extra noise is due to the additional creation operator
term proportional to
√
G− 1 in (1), but since that term
is necessary so as to preserve the standard bosonic com-
mutation relation [aˆout, aˆ
+
out] = 1 this tradeoff between
linear amplification and added noise is fundamental. In-
deed, phase-preserving linear amplification in proposed
number resolving platforms using superconducting qubits
have noise bounded by the Caves limit [3, 4].
Recently, there has been some effort to describe all
parts of the photo detection process, including amplifica-
tion [5], fully quantum mechanically [6–9]. One conclu-
sion that may be drawn from that research is that there is
no severe amplification-driven tradeoff between efficiency
and (thermally induced) dark counts. In particular, even
though a few-photon signal must be amplified to a macro-
scopic level [forcing us to consider G 1], thermal fluc-
tuations in internal detector modes do not get amplified
by the same factor of G. Experiments [10, 11] on su-
perconducting nanowires demonstrate that over a wide
range of detected wavelengths dark count rates can in-
deed be extremely low (on the order of one dark count
per day). How can we reconcile these results with that
of the previous paragraph?
The answer, as we will show, is that amplification is
not necessarily linear. That is, in the Heisenberg picture,
the transformation of the bosonic annihilation operator
can be nonlinear while still preserving the bosonic com-
mutation relation. And, perhaps surprisingly, that way
of amplifying can decrease the amount of noise added.
II. NONLINEAR AMPLIFICATION
The idea is that for detecting single photons it is suf-
ficient to have an output field whose total number of
excitations is given by Nout = Nin + Gna with na the
number of input photons we would like to detect, and Nin
the (fluctuating) number of excitations initially present
in the output mode, which is not amplified. A phys-
ically allowed but highly idealized unitary transforma-
tion that accomplishes this is easiest written down in the
Schro¨dinger picture (valid for any n [12], even though in
practice we will be interested mainly in small values of
n, say, n = 0, 1, 2) as
|n〉a |M〉1 |N〉2 7−→ |n〉a |M −Gn〉1 |N +Gn〉2 . (2)
All states here are number (Fock) states of bosonic
modes. The transformation involves two energy reser-
voirs: energy is transferred from the first reservoir to the
second with the amount of energy transferred determined
by the number n of input photons in mode a (with noth-
ing happening at all when n = 0). The assumption is that
excitations of the two reservoirs have identical energies,
~ω′, such that energy is conserved. The input mode can
have any frequency ω. The second reservoir ideally starts
out with N = 0 excitations—corresponding to the zero
temperature limit—such that in the end it would con-
tain exactly Gn excitations if the input field contained n
photons. Clearly, this ideal transformation would repre-
sent perfect (noiseless) amplification of a photon number
state (and G will have to be an integer for this to work).
Now we wish to describe this ideal process in the
Heisenberg picture so as to make a direct comparison
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FIG. 1. An input photon with frequency ω undergoes amplifi-
cation into a macroscopic signal via electron-shelving [13–15]:
when an on-resonance photon is absorbed, an atom (modeled
here as a three-level system) enters the first excited state and
a laser tuned to the second transition frequency ωL ≈ ω′ in-
duces fluorescence. If there are multiple input photons, they
are absorbed by multiple atoms and the fluorescence signal is
increased proportionally. The number of fluorescence modes
may be reduced by using a high-Q cavity so that amplification
moves towards the ideal transformation given in Eq. 2.
with Eq. (1). In that picture, the ideal transformation
that is linear in the number operator for the excitations
in the second reservoir should be [16]
bˆ+outbˆout = bˆ
+
inbˆin +Gaˆ
+
inaˆin. (3)
We are now going to do three things: (A) we will con-
struct expressions for bˆ+out and bˆout such that (3) is repro-
duced and such that their commutator [bˆ+out, bˆout] = 1 ;
(B) we will add non-ideal features that make the model
more realistic, and (C) we will include fluctuations in
the initial number of excitations in the b mode and cal-
culate the signal-to-noise ratio (SNR) for the final num-
ber of excitations in the b mode, both for the ideal limit
and the more realistic models. A comparison with linear
amplification will then show how nonlinear amplification
improves upon the former.
To start with part of task (B), we adjust the idealized
Schro¨dinger picture to get rid of two features that make
the process (2) obviously inapplicable to real detectors,
but such that the Heisenberg picture (3) is still valid.
First note that the n photons in the process (2) are not
destroyed, whereas in a standard detector they are. We
fix that by introducing another quantum system S with a
continuum of energies E that can absorb the energy n~ω
of the n photons. This modifies (2) by adding a step
|n〉a |E〉S 7−→ |0〉a |E + n~ω〉S . (4)
Since this extra step does not affect the state of reservoir
2, the crucial equation (3) stays the same. The second
change concerns phase: in the Schro¨dinger picture we
can insert random phase factors exp(iφ♣) on the right-
hand side of (2). This makes the amplification process
irreversible (as any amplification process in a real detec-
tor is) and it destroys superpositions of different number
states (e.g., coherent states will not be coherently ampli-
fied). It destroys any entanglement between the different
modes as well [17].
For task (A) we would like to use the polar decompo-
sitions of the creation and annihilation operators. That
is, in analogy to the polar decomposition of a complex
number, z = exp(iφ)
√|z|2, we would like to write
bˆout = Sˆ
√
(bˆ+bˆ)in +G(aˆ+aˆ)in, (5)
where Sˆ is a unitary operator written in the suggestive
form exp(iφˆ) for some hermitian operator φˆ. In a finite-
dimensional Hilbert space of dimension s+ 1 there is no
problem defining Sˆ: it is a shift operator that acts on
number states |N〉 of the bosonic mode as
Sˆ |N〉 = eiφ♣ |N − 1〉 for s ≥ N > 0, (6)
with Sˆ |0〉 = |s〉 and φ♣ the random phase we intro-
duced earlier. Since Fock space is infinite-dimensional,
we use the Pegg-Barnett trick [18] of truncating the
Hilbert space at a high excitation number s and only
in the end (when calculating physical quantities) taking
the limit s→∞. It is easy to verify that the relation (5)
yields the commutator [bˆout, bˆ
+
out] = 1 in − (s + 1) |s〉 〈s|,
in which the extra Pegg-Barnett term won’t contribute
to any physical quantity, while ensuring a traceless com-
mutator, necessary in finite dimensions [19].
The nonlinear equation (5) does not seem to have ap-
peared in the large literature on bosonic amplification
(for a review, see, e.g., [4]). Refs. [20–22] did discuss
photon-number amplifiers (especially in the high-photon
number limit) decades ago, but no attempt was made
there to find commutator-preserving operator equations.
III. MORE REALISTIC MODELS FOR
AMPLIFICATION
Continuing with task (B), in a more realistic descrip-
tion the reservoirs consist of many modes. So, instead of
having just one bosonic output mode b we really should
describe many output reservoir modes. For example, we
may have G modes bk [recall G is an integer now] each
one of which satisfies
bˆk out = Sˆk
√
(bˆ+bˆ)k in + (aˆ+aˆ)in, k = 1 . . . G. (7)
Here the macroscopic signal monitored and analyzed con-
sists of the sum of all detected excitations (since each
mode by itself contains just a microscopic number of ex-
citations we cannot simply assume to be able to count
those individual numbers: then we would not need ampli-
fication at all!). That is, we consider as our macroscopic
output signal
Iˆout =
G∑
k=1
(bˆ+bˆ)k out =
G∑
k=1
(bˆ+bˆ)k in +G(aˆ
+aˆ)in. (8)
Another extension is to “avalanche” photodetection
where one small-scale amplification event triggers the
next and the process repeats, giving rise to a macroscopic
signal. Iterating the transformation (3) of single mode
amplification N times with a gain factor g in each step
gives a total gain factor G = gN and an input-output
relation
(bˆ+bˆ)Nout =
N∑
k=1
gN−k(bˆ+bˆ)k in +G(aˆ+aˆ)in (9)
where mode bˆk here contains the output of the kth am-
plification step, and the last mode bN contains the signal.
Another extension, relevant for n > 1, describes multi-
plexing: the idea is that n photons are most conveniently
detected by n detectors that each detect one (and only
one) photon, along the lines of [23, 24]. We will not de-
scribe this model in any detail, except to state that am-
plification would in that case be described by Gn modes,
each containing exactly one extra excitation.
Lastly, we combine both multi-mode and multi-step
extensions above by repeating the process in (7) and (8)
of amplification into several (g) modes N times, again
with a total gain factor defined G = gn and an input-
output relation for the macroscopic signal
(10)
Iˆout =
G∑
kN=1
(bˆ+bˆ)kN out =
N∑
n=1
gn∑
kn=1
(bˆ+bˆ)kn in +G(aˆ
+aˆ)in
where the mode bˆkn is the knth mode in the nth step.
Note that in our nonlinear amplification models the
amplified signal ends up in different bosonic mode(s):
indeed, a photodetector typically converts the input sig-
nal (light) to an output signal of a physically different
type, e.g., electron-hole pairs (which may sometimes be
approximated as composite bosons; see also [25–28]).
IV. NUMBER FLUCTUATIONS
We turn to task (C) and calculate the noise in photon
number introduced by the amplification process and by
the coupling to reservoirs. For the reservoir we monitor,
we write〈
(bˆ+bˆ)in
〉
= nb;
〈
(bˆ+bˆ)2in
〉
= n2b + ∆n
2
b (11)
and make no further assumptions about its initial state.
We assume that there is some (unknown) number of
photons in the input mode a that we want to measure.
We thus consider input states that are diagonal in the
photon number basis, with some nonzero photon num-
ber fluctuations ∆na. (Thanks to the randomized phase
assumption we can use this assumption without loss of
generality for our nonlinear models.) So, we write〈
(aˆ+aˆ)in
〉
= na;
〈
(aˆ+aˆ)2in
〉
= n2a + ∆n
2
a. (12)
In the following we always assume the initial states of
modes a and b to be independent, such that〈
f(aˆ, aˆ+)g(bˆ, bˆ+)
〉
=
〈
f(aˆ, aˆ+)
〉 〈
g(bˆ, bˆ+)
〉
(13)
for any functions f and g.
For linear phase-insensitive amplification (1), we find
the following variance in the number of excitations in the
amplified signal:
σ2(aˆ+aˆ)out = G
2∆n2a + (G− 1)2∆n2b +
G(G− 1)(2na nb + na + nb + 1). (14)
Not only are the fluctuations in the auxiliary mode b
amplified [second term in (14)], there is inherent noise
from the amplification process itself even if ∆n2b = 0 [the
second line is strictly positive for G > 1].
We should also consider linear phase-sensitive amplifi-
cation [1], described by
aˆout =
√
Gaˆin +
√
G− 1aˆ+in. (15)
Here, compared to (1) the bˆ+ term is replaced by the
aˆ+ term, such that the commutator [aˆout, aˆ
+
out] is still
preserved. This gives a variance
σ2(aˆ+aˆ)out = (6G(G− 1) + 1)∆n2a +
2G(G− 1)(n2a + na + 1). (16)
There is again extra amplification noise for G > 1
[the second line], much like what we found for phase-
insensitive amplification.
We compare these two results for linear amplification
to the result for the nonlinear amplification process de-
scribed by (5). The variance in excitation number is
σ2
(bˆ+bˆ)out
= ∆n2b +G
2∆n2a. (17)
Here the number fluctuations in the auxiliary mode are
not amplified and there is no additional amplification
noise either. Already we are able to see that the scheme
of amplification into a single mode is optimal; any trans-
formation that would reduce the prefactor of ∆n2b in (17)
below unity would fail to realize a well-behaved annihi-
lation operator (for details, see again [16])!
For nonlinear amplification into many modes described
by the more realistic model equations (7) and (8), we find
σ2
Iˆout
= G∆n2b +G
2∆n2a, (18)
where for simplicity we assumed all reservoir modes to be
independent with the same number fluctuations. This
shows amplifying according to (7) is suboptimal; even
though it still beats both linear amplification limits (14)
and (16) the noise in the reservoir modes is still amplified.
Similarly, amplification using multiple fermionic degrees
of freedom will be sub-optimal; a similar multi-mode de-
scription will be necessary [29].
Defining the total gain gN = G with N the number of
steps, we find for our multi-step models that
σ2
(bˆ+bˆ)out
=
G2 − 1
g2 − 1 ∆n
2
b +G
2∆n2a (19)
for amplification of g excitations into a single mode and
σ2
Iˆout
= G
G− 1
g − 1 ∆n
2
b +G
2∆n2a (20)
for amplification of a single excitation into g modes.
V. SIGNAL-TO-NOISE RATIOS
We can now write down explicit tradeoff relations be-
tween amplification and number fluctuations in terms of
signal-to-noise ratios for all types of amplification dis-
cussed here, for the case where the number of input pho-
tons is fixed to be na (and so ∆na = 0). Using the stan-
dard signal-to-noise ratio as the number of excitations
in the amplified mode minus the background, divided by
the standard deviation in the number of excitations, we
get
SNRPhaseInsensitive ≤ G
G− 1
na
∆nb
(21)
SNRPhaseSensitive ≤ 2G− 1√
2G(G− 1)na (22)
SNRSingleMode =
Gna
∆nb
(23)
SNRGModes =
Gna√
G∆nb
=
√
Gna
∆nb
. (24)
The linear amplification mechanisms have increasingly
worse signal-to-noise ratios as G increases [30], albeit sat-
urating in the limit G → ∞. In contrast, the signal-to-
noise ratios for the nonlinear amplification mechanisms
improve with increasing G, with amplification into a
single-mode performing best [31].
Similarly, we consider multi-step amplification models
SNRMultiStepSingleMode =
G
√
g2 − 1na√
G2 − 1∆nb
(25)
SNRMultiStepMultiMode =
√
G(g − 1)na√
G− 1∆nb
. (26)
These intermediate noise limits fill in the space be-
tween the optimal SNR (23) and linear amplification.
(Indeed, multi-step multi-mode amplification performs
slightly worse than both linear mechanisms for g = 2!)
VI. SINGLE-PHOTON PRE-AMPLIFICATION
While our paper focuses on the amplification part of
the photo detection process, we very briefly consider the
pre-amplification process now. We certainly cannot treat
that part in full generality here and we adopt several
simplifications in order to arrive at an important result
concerning the suppression of thermal noise. First, we as-
sume that we can decouple the amplification stage from
the pre-amplification filtering [by having an irreversible
step in between the two] such that filtering does not in-
terfere negatively with the absorption/transduction part
[7]. We then focus on just the time/frequency degree of
one incoming photon [32]. A single absorber with some
resonance frequency ω0 able to absorb that single photon
will act as a frequency filter. If the pre-amplification fil-
tering is passive (easy to implement, but we certainly can
go beyond this [33]) and unitary (i.e., lossless: we con-
sider this because we are interested in the fundamental
limits of photo detection. Internal losses only degrade
performance.), then frequency filtering is described by
the linear transformation
aˆout(ω) = T (ω)aˆin(ω) +R(ω)cˆin(ω) (27)
where cin(ω) is yet another internal bosonic detector
mode at the same frequency as the input mode [34]. Here
T (ω) and R(ω) are “transmission” and “reflection” coeffi-
cients which satisfy |T (ω)|2 + |R(ω)|2 = 1 and which are
determined by the resonance structures internal to the
photodetector. The amplification process that follows
the initial absorption of the photon energy is applied to
the operator aˆout(ω) of Eq. (27), so that (explicitly dis-
playing the different frequencies of the modes now) ideal
amplification (single-mode and single-shot) is described
bˆ+out(ω
′)bˆout(ω′) = bˆ+in(ω
′)bˆin(ω′)+Gaˆ+out(ω)aˆout(ω). (28)
This makes rigorous the idea that one can amplify at
any frequency, enabling the mantra that one should am-
plify at high (optical) frequencies [35]. Namely, ther-
mal fluctuations at a frequency ω′ may be suppressed
by choosing the reservoir mode frequency ω′ such that
~ω′  kT . This suppression is exponential: ∆n2b ∝ n¯b ∝
exp(−~ω′/kT ). Note that number fluctuations in the in-
ternal mode cin(ω) at the input frequency will be ampli-
fied by the subsequent amplification process. However,
one can in principle construct ideal detectors for light
with a particular frequency ω0 [7], such that |T (ω0)| = 1
and hence R(ω0) = 0 [34], avoiding internally generated
dark counts at that particular frequency. If instead of
a single spectral mode a small range of frequencies is
amplified with differing probabilities, matching the am-
plification spectrum to the filtering spectrum is sufficient
for reducing internally generated dark counts, as we will
discuss in more detail in work in preparation [36].
VII. FURTHER APPLICATIONS
The models for amplification considered here apply to
other types of quantum measurement as well. For ex-
ample, electron-shelving [13–15] is a well-known method
to perform atomic state measurements. Here one par-
ticular atomic state (e.g., one of the hyperfine ground
states of an ion) is coupled resonantly to a higher-lying
excited state which can then decay back by fluorescence
only to that same ground state. A laser tuned to that
transition can then induce the atom to emit a macro-
scopic amount (visible by eye) of fluorescent light. In the
language accompanying Eq. (2), the laser beam forms
the first reservoir, while the second reservoir consists of
vacuum modes that are filled with fluorescent light as
described by (7). The gain factor G (the number of fluo-
rescence photons) is determined by the ratio of Einstein’s
coefficients for spontaneous and stimulated emission and
the total integration time. By placing the atom/ion in-
side a high-Q optical resonator (with resonant frequency
ω′) we would reduce the number of output modes and
thereby get closer to the optimum. The idea of placing
a detector inside a resonant cavity is, of course, not new
[37], but that idea is usually associated with increasing
the coupling to light. Although we do have that effect as
well, the main purpose here is to reduce the number of
output modes, and thereby increase the SNR (Fig. 1).
In Ref. [20] a transformation similar to (2) is given,
with n photons being converted to Gn photons in a single
mode directly. Though this transformation is unphysical
(there is no way to preserve the commutator), a SNR
is calculated that increases linearly with G like our Eq.
(23). However, the SNR found in [20] diverges for a photo
detector with unit efficiency, which is not the case once
fluctuations in the reservoir mode are properly taken into
account as our results clarify.
In Ref. [5] an interesting model for amplification is con-
structed that makes use of a first-order phase transition
for a collection of N interacting spin-1/2 particles. These
spins are coupled both to an input photon and to an out-
put bosonic mode. The SNR (as we define it here) for
that model scales as
√
N while the gain G of that model
is linear in N . Thus, the SNR scales with
√
G just as our
Eq. (24): the number of spins in Ref. [5]’s model plays a
similar role as our number of amplification modes.
VIII. CONCLUSIONS
We discussed various linear and nonlinear amplifica-
tion schemes for bosonic modes. For detecting few pho-
tons, we found that the latter add considerably less noise,
leading to better signal-to-noise ratios, as exemplified in
Eqs. (21)–(26). Unlike for linear amplification, number
fluctuations in internal detector modes are not amplified,
while the number of photons that we want to detect is
amplified. All amplification schemes explicitly preserve
the bosonic commutation relations.
While amplification into a single-mode may not be fea-
sible in practice, it provides the fundamental lower limit
to noise in photon-number measurements across ampli-
fication mechanisms. In practice, one may have many
output modes and thus may find a SNR closer to Eq.
(24), which is worse by a factor of
√
G than the fun-
damental limit (but still better by a factor of
√
G than
linear amplification), or one may have multiple amplifi-
cation steps (25), or both (26). To test this, we suggest
that measurement of the gain dependence of the SNR for
a given photo detector should provide a rough but useful
indication of the underlying amplification mechanism.
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