Discontinuity in density functions is of economic importance and interest. For instance, in studies on regression discontinuity designs, discontinuity in the density of a running variable suggests violation of the no-manipulation assumption. In this paper we develop estimation and testing procedures on discontinuity in densities with positive support. Our approach is built on splitting the gamma kernel (Chen, 2000) into two parts at a given (dis)continuity point and constructing two truncated kernels. The jump-size magnitude of the density at the point can be estimated nonparametrically by two kernels and a multiplicative bias correction method. The estimator is easy to implement, and its convergence properties are delivered by various approximation techniques on incomplete gamma functions. Based on the jump-size estimator, two versions of test statistics for the null of continuity at a given point are also proposed. Moreover, estimation theory of the entire density in the presence of a discontinuity point is explored. Monte Carlo simulations confirm nice finite-sample properties of the jump-size estimator and the test statistics.
Introduction
The objective of this paper is to develop new estimation and testing procedures of discontinuity in density functions with support on R + . Inference on possibly discontinuous densities has been explored in nonparametric statistics: examples include Liebscher (1990) , Cline and Hart (1991) , and Chu and Cheng (1996) , to name a few.
Discontinuity in densities is also of economic importance and interest. Local randomization of a continuous running variable is a key requirement for the validity of regression discontinuity designs ("RDD"); if the value of the running variable falls into the left and right of the cutoff strategically, then treatment effects are no longer point identified due to self-selection. Therefore, detection of discontinuity in the density of the running variable at the cutoff suggests evidence of such strategic behavior or manipulation in RDD. Nonetheless, estimation and inference on jump-size magnitudes of densities at discontinuity points have not attracted interest in econometrics up until recently. McCrary (2008) applies a bin-based local linear regression method to estimate jump sizes. Subsequently, Otsu, Xu and Matsushita (2013) propose two versions of empirical likelihood-based inference procedures grounded on binning and local likelihood methods. While our proposal can be viewed as an extension of these articles, it has a unique feature. In our approach, jump sizes are estimated by means of density estimation techniques using the kernels obtained through truncating asymmetric kernels at a given (dis)continuity point, unlike nonparametric regression or local likelihood approaches using standard symmetric kernels.
Before proceeding, it is worth explaining why we specialize in asymmetric kernel smoothing. Empirical studies on discontinuity in densities frequently pay attention to the distributions of economic variables such as (taxable or relative) incomes (Saez, 2010; Bertrand, Kamenica and Pan, 2015) , wages (DiNardo, Fortin and Lemieux, 1996) , school enrollment counts (Angrist and Lavy, 1999 ) and proportion of votes for proposed bills (McCrary, 2008) . The distributions, if they are free of discontinuity points, can be empirically characterized by two stylized facts, namely, (i) existence of a lower bound in support (most possibly at the origin) and (ii) concentration of observations near the boundary and a long tail with sparse data. When estimating such densities nonparametrically using symmetric kernels, we must rely either on a boundary correction method and an adaptive smoothing technique (e.g., variable bandwidth methods) simultaneously, or on back-transforming the density estimator from the log-transformed data to the original scale. The former is apparently cumbersome, and density estimates by the latter often behave poorly (e.g., Cowell, Ferreira and Litchfield, 1998) although the method is popularly applied in empirical works.
Asymmetric kernels with support on R + have emerged as a viable alternative that can accommodate the stylized facts. Although there are various classes of asymmetric kernels, for the sake of simplicity and due to popularity this study focuses exclusively When the density has a discontinuity point, the jump-size magnitude at the point can be defined as the difference between left and right limits of the density at the point. While nonparametric regression (McCrary, 2008) and empirical likelihood (Otsu, Xu and Matsushita, 2013) methods have been applied to estimate the jump size, we attempt to have our jump-size estimator preserve appealing properties of the gamma kernel. Accordingly, we split the gamma kernel into two parts at the discontinuity point, and make each part a legitimate kernel by re-normalization. The left and right limits of the density can be estimated by two truncated kernels. Although the estimators are consistent and their variance convergences are usual O n
where n is the sample size, their bias convergences are O b 1/2 , not the usual O (b)
rate. Then, we apply the multiplicative bias correction technique by Terrell and Scott (1980) to eliminate the undesirable O b 1/2 biases without inflating the order of magnitude in variance. Moreover, we take particular care of choosing the smoothing parameter. Specifically, the method of power-optimality smoothing parameter selection by Kulasekera and Wang (1998) is tailored to inference problems on discontinuous densities.
Our proposal has three contributions to the literature. First, unlike the binned local linear ("BLL") estimation by McCrary (2008), our kernel truncation approach always generates nonnegative density estimates and is free from choosing bin widths.
Our jump-size estimator is also easy to implement. Since it has a closed form, non- The remainder of this paper is organized as follows. Section 2 presents estimation and testing procedures of the density at a known discontinuity point c (> 0). As an important practical problem, a smoothing parameter selection method is also developed. Our particular focus is on the choice method for power optimality. In Section 3, we discuss how to estimate the entire density when the density has a discontinuity point. Convergence properties of density estimates are also explored. This paper adopts the following notational conventions: for a > 0, Γ (a) =
denote the lower and upper incomplete gamma functions, respectively; 1 {·} signifies an indicator function; and ⌊·⌋ denotes the integer part. Lastly, the expression 'X n ∼ Y n ' is used whenever X n /Y n → 1 as n → ∞.
Estimation and Inference for Discontinuity in the Density

Setup
Suppose that we suspect discontinuity of the probability density function ("pdf")
f (x) at a given point x = c (> 0), which is assumed to be interior throughout. Also
be the lower and upper limits of the pdf at x = c, respectively. Our parameter of interest is the jump-size magnitude of the density at c
To check whether f is (dis)continuous at c, we first estimate J (c) nonparametrically
and then proceed to a hypothesis testing for the null of continuity of f at c, i.e., H 0 : J (c) = 0, against the two-sided alternative.
An Issue in Estimating Two Limits of the Density
To develop a consistent estimator of J (c), we start our analysis from estimating two limits of the density at c. Let
be a univariate random sample drawn from a distribution that has the pdf f . When f is indeed discontinuous at c, a reasonable method would be to estimate f − (c) and f + (c) using sub-samples X − i := {X i : X i < c} and X + i := {X i : X i ≥ c}, respectively. Instead of relying on nonparametric regression or local likelihood methods, we split the gamma kernel into two parts at c, namely,
Therefore, we make scale-adjustments to obtain the re-normalized truncated kernels
These kernels yield estimators of f − (c) and f + (c) aŝ
To explore asymptotic properties of these estimators, we make the following assumptions. For notational conciseness, expressions such as "f ± (c)" are used throughout, whenever no confusions may occur.
is drawn from a univariate distribution with a pdf f having support on R + .
Assumption 2. The second-order derivative of the pdf f is Hölder-continuous of there is a constant L ∈ (0, ∞) such that
The proposition below refers to bias and variance approximations off ± (c). It is worth emphasizing that all convergences results in this paper are built upon a few different approximation techniques on incomplete gamma functions; such proof strategies are taken for the first time in the econometric literature, to the best of our knowledge. Moreover, for the purpose of our subsequent analysis, the bias expansion is derived up to the second-order term.
± (c) b, and
Proposition 1 implies thatf ± (c) are consistent for f ± (c), and that their variance convergence has a usual rate of O n 
Bias-Corrected Estimation and Inference
To improve the bias convergence in estimators of f ± (c) 
ent smoothing parameters. In our context, for some constant δ ∈ (0, 1), the MBC estimators of f ± (c) can be defined as Proposition 2. Under Assumptions 1-3, as n → ∞,
is monotonously increasing in δ ∈ (0, 1) with
Proposition 2 suggests that as δ ↓ 0 (δ ↑ 1) or in case of oversmoothing (undersmoothing), the bias increases (decreases) and the variance decreases (increases). It is a common practice in nonparametric kernel testing that the bias is made asymptotically negligible via undersmoothing, and thus what matters for inference is the whereα − (c) serves as the 'bias correction' term. However,f − (x) (x < c) has an O (b) bias, as stated in Theorem 2, so doesα − (c). Therefore, the O b 1/2 bias inf − (c) never vanishes, and thus we do not pursue this type of MBC.
size of λ (δ). Because of no minimum in λ (δ), the choice of δ is left as an exercise in Monte Carlo simulations.
It also follows that J (c) can be consistently estimated asJ (c) :
The next theorem refers to the limiting distribution ofJ (c).
where
and λ (δ) is defined in Proposition 2. In addition, if nb 5/2 → 0 as n → ∞, then (1)
As indicated in Proposition 2,J (c) has an O (b) bias and an
Observe that for a given δ, the variance coefficient decreases as c increases, i.e., as the discontinuity point moves away from the origin. We can also find that the leading bias term B (c) b cancels out if f has a continuous second-order derivative at c.
Theorem 1 also implies that given a smoothing parameter b = Bn −q for some constants B ∈ (0, ∞) and q ∈ (2/5, 1) andṼ (c), a consistent estimate of V (c), the test statistic is
Moreover, as documented in the next proposition, the test is consistent. Observe that the power approaches one for local alternatives with convergence rates no faster than n 1/2 b 1/4 , as well as for fixed alternatives.
Our remaining tasks are to present examples ofṼ (c) and to propose a choice method of b. The latter is discussed in the next section, whereas there are a few candidates ofṼ (c). Replacing f ± (c) in V (c) with their consistent estimatesf ± (c)
immediately yieldsṼ
Alternatively, it is possible to compute the gamma kernel density estimator at ĉ f (c) :
By (A4) and (A6), we have
It follows that
As a consequence, we can obtain another estimator of V (c) as
Smoothing Parameter Selection
How or a plug-in approach, and thus they stand on the idea of estimation-optimality. However, once our priority is given to testing for continuity of the pdf f at a given point c, such approaches cannot be justified in theory or practice, because estimation-optimal values may not be equally optimal for testing purposes. Here we have a preference for test-optimality and thus adopt the power-optimality criterion by Kulasekera and Wang (1998), whose idea is also applied in Hirukawa and Sakudo (2016).
Below Procedure 1 of Kulasekera and Wang (1998) is tailored to our context.
The procedure is a version of sub-sampling. Let n − and n + be the numbers of observations in sub-samples
, respectively, where n ≡ n − +n + . Also
and X
are ordered samples. Then, the entire sample
can be split into M sub-samples, where M = M n is a non-stochastic sequence that satisfies 1/M + M/n → 0 as n → ∞. Given such M,
The test statistic using the mth sub-sample
whereJ m (c) andṼ m (c) (which is eitherṼ 1,m (c) orṼ 2,m (c)) are the sub-sample analogues ofJ (c) andṼ (c), respectively. Also denote the set of admissible values for b = b n as H n := Bn −q , Bn −q for some prespecified exponent q ∈ (2/5, 1) and two constants 0 < B < B < ∞. Moreover, let
where c m (α) is the critical value for the size α test using the mth sub-sample. We pick the power-
, and the smoothing parameter valueb n :=Bn −q follows.
We conclude this section by stating how to obtainb n in practice.
Step 1 reflects that M should be divergent but smaller than both n − and n + in finite samples.
Step 3 follows from the implementation methods in Kulasekera and Wang (1998) . Finally,
Step 4 corresponds to the case for more than one maximizer ofπ M (b k ).
Step 1: Choose some p ∈ (0, 1) and specify M = ⌊min {n
Step 3: Pick two constants 0 < H < H < 1 and define
by a grid search.
Step 5: RecoverB byB =b k k q and calculateb n =Bn −q .
The answer to this question is simple. It suffices to computef
as an estimate of f (x), depending on the position of the design point x. To put it in another way,f − (x) (f + (x)) can be employed whenever x < c (x > c), provided that c is the only point of discontinuity in f , as documented in the theorem below.
Although only the bias-variance trade-off is provided there, asymptotic normality of the estimators can be established similarly to Theorem 1.
Theorem 2. Suppose that Assumptions 1-3 hold. Then, for x > c, as n → ∞,
On the other hand, for x < c, as n → ∞,
Theorem 2 indicates no adversity when f (x) for x = c is estimated byf ± (x).
Observe thatf ± (x) admit the same bias and variance expansions as the gamma kernel density estimatorf (x) does. A rationale is that as the design point x moves away from the truncation point c, data points tend to lie on both sides of x and each truncated kernel is likely to behave like the gamma kernel. We can also see that the variance coefficient decreases as x increases. The shrinking variance coefficient as the design point x moves away from the origin reflects that more data points can be pooled to smooth in areas with fewer observations. This property is particularly advantageous to estimating the distributions that have a long tail with sparse data, such as those of the economic variables mentioned in Section 1. (2015) suggests that the distribution of wives' relative income within households has a clustering of observations near the origin, as well as a sharp drop at the point of 1/2 (i.e., the point at which wives' income shares exceed their husbands').
Convergence Properties off
Similarly, in Figure 5 of McCrary (2008), the distribution of proportion of votes for proposed bills in the US House of Representatives appears to be unbounded at the boundary of 100%, as well as a sharp discontinuity at the point of 50%.
4
The following two theorems document weak consistency and the relative conver- 
It has been demonstrated by Bouezmarni and Scaillet (2005) and Hirukawa and Sakudo (2015) that the weak consistency and relative convergence for densities unbounded at the origin are peculiar to the density estimators smoothed by the gamma 4 The arguments in this section are still valid for this case, if we transform the original data X to X ′ := 1 − X and apply them to the transformed data X ′ .
and generalized gamma kernels. The theorems ensure thatf − (x) is also a proper estimate for unbounded densities. We can deduce from Theorems 2-4 that all in all, appealing properties of the gamma kernel density estimator are inherited tof ± (x).
Finite-Sample Performance
It is widely recognized that asymptotic results on kernel-smoothed tests are not well transmitted to their finite-sample distributions, which reflects that omitted terms in 
Jump-Size Estimation
First, we focus on the estimator of the jump-size magnitude J (c). As true densities, those of the following two asymmetric distributions are considered:
Shapes of these densities can be found in Figure 1 . For each distribution we choose two suspected discontinuity points c, namely, 30% quantile ("30%") and median ("Med"); see Table 1 for exact values of the points. Because the gamma and Weibull densities have modes at 1.7500 and 2.1567, respectively, the two points for each den- and T 2 (c).
It can be immediately found that the RMSE shrinks with the sample size, which indicates consistency of each estimator. Although the Bias ofĴ M (c) is larger than that ofJ (c), the StdDev of the former is smaller, and as a consequence it tends to yield a smaller RMSE. We can also see thatJ (c) has extremely small biases for all cases, which confirms that the MBC technique leads to huge bias reduction. The bias-variance trade-off in terms of δ withinJ (c) (as Proposition 2 suggests) can be also observed.
Testing for Discontinuity
Second Table 2 presents size properties of T 1 (c) and T 2 (c). Each test statistic exhibits mild under-rejection of the null except a few cases, and the rejection frequencies of T 2 (c) are closer to the nominal ones. The rejection frequencies tend to decrease with δ, and substantial over-rejection of the null is not observed for δ = 0.81. Considering that δ = 0.81 also yields nearly unbiased estimates of J (c), we set δ equal to this value for power comparisons. In sum, Monte Carlo results confirm the following two respects. First, the MBC technique achieves huge bias reduction, and the jump-size estimatorJ (c) yields nearly unbiased estimates. Second, the test statistics T 1 (c) and T 2 (c) exhibit nice power properties without sacrificing their size properties, whereas the latter appears to be more powerful than the former. It is also worth emphasizing that the superior performance is based simply on first-order asymptotic results. Therefore, assistance of size-adjusting devices such as bootstrapping appears to be unnecessary, unlike most of the smoothed tests employing conventional symmetric kernels.
Empirical Illustration
This section applies our estimation and testing procedures of discontinuity in densities to real data. We employ the data sets on fourth and fifth graders of 
Conclusion
This paper has developed estimation and testing procedures on discontinuity in densities with positive support. Our proposal is built on smoothing by the gamma kernel. To preserve its appealing properties, we split the gamma kernel into two parts at a given (dis)continuity point and construct two truncated kernels after renormalization. The jump-size magnitude of the density at the point can be estimated nonparametrically by two truncated kernels and the MBC technique by Terrell and Scott (1980) . The estimator is easy to implement, and its convergence properties are explored by means of various approximation techniques on incomplete gamma functions. Given the jump-size estimator, two versions of test statistics for the null of continuity at a given point are also proposed, and a smoothing parameter selection method under the power-optimality criterion is tailored to our testing procedure. We conclude this paper by noting a few research extensions. First, the assumption of a single (known) point of discontinuity may be relaxed. It is worth investigating the cases for more than one (known) point of discontinuity or those for even unknown (finite) number of discontinuity points. For the latter, locations of discontinuity points are estimated first and then the corresponding upper and lower limits of the density can be evaluated at each estimated location. Second, while our focus has been exclusively on univariate densities, the discontinuity analysis may be extended to multivariate densities.
A Appendix
A.1 List of Useful Formulae
The formulae below are frequently used in the technical proofs.
Stirling's formula.
Recursive formulae on incomplete gamma functions.
Identity among gamma and incomplete gamma functions.
A.2 Proof of Proposition 1
To save space, we only provide approximations to the bias and variance off − (c).
Using (A3), (A4) and (A5) gives the results forf + (c) in the same manner. The proof utilizes the following asymptotic expansion:
This can be obtained by either letting x ↓ 0 in equation (1) of Pagurova (1965) or putting η = 0 in equation (1.4) of Temme (1979) . Then, putting z = a in (A2) and then substituting (A1) and (A5), we have
Bias. By the change of variable v := u/b,
where a := c/b and the object inside brackets of the right-hand side is a pdf on the interval [0, a]. Then, a second-order Taylor expansion of f (bv) around bv = c (from
is the remainder term with ξ = θ (bv) + (1 − θ) c for some θ ∈ (0, 1).
We approximate the leading bias terms first. Using (A2) recursively, we have γ (a + 2, a) = (a + 1) γ (a + 1, a) − a a+1 exp (−a) , and γ (a + 3, a) = (a + 2) (a + 1) γ (a + 1, a) − 2 (a + 1) a a+1 exp (−a) .
It follows from (A1) and (A6) that
Substituting these into the second and third terms on the right-hand side of (A7) and recognizing that a = c/b, we obtain
The remaining task is to demonstrate that Rf
Using Hölder's inequality and the fact that v a exp (−v) /γ (a + 1, a) is a density on [0, a], we have
by using (A1) and (A6) repeatedly. Finally, substituting a = c/b yields
which establishes the bias approximation.
Variance. In
we make an approximation to E K
. By the change of variable w := 2u/b and a = c/b,
where the object inside brackets of the right-hand side is again a pdf. As before, the integral part can be approximated by f − (c) + O b 1/2 . Moreover, it follows from (A6), the argument on p.474 of Chen (2000) and a = c/b that the multiplier part is
Therefore,
A.3 Proof of Theorem 1
The proof requires the following lemma.
A.3.1 Proof of Lemma A1
To save space, we concentrate only on E K
. By the change of variable
where the integral part is f − (c) + O b 1/2 as before. On the other hand, by (A1) and (A6), the multiplier part can be approximated by
which establishes the stated result.
A.3.2 Proof of Theorem 1
Letf
Then, by a similar argument to the proof for Theorem 1 of Hirukawa and Sakudo (2014) and Proposition 2,
where it can be shown that the remainder term
− (c) .
where the second term on the right hand side becomes asymptotically negligible if
The remaining task is to establish the asymptotic normality of the first term.
Due to the disjunction of two truncated kernels K ± G(c,b;c) (·), the asymptotic variance of the term, denoted as V (c), is just the sum of asymptotic variances off ± (c) given in Proposition 2. Hence, we need only to establish Liapunov's condition. Denoting
, and
we can rewrite the term as
It follows from 0 < δ < 1 that
Because the expected value part is
It is also straightforward to see that V ar
or Liapunov's condition holds. This completes the proof.
A.4 Proof of Proposition 3
The 
A.5 Proof of Theorem 2
To demonstrate this theorem, we must rely on different asymptotic expansions, de- Lemma A2. For a > 0 and z > max {1, a},
A.5.1 Proof of Lemma A2
For 0 < a ≤ 1, it follows from an elementary inequality on the upper incomplete gamma function (e.g., equation (1.05) on p.67 of Olver, 1974) and z > 1 that
Then, by (A3),
Next, for a > 1 and a ∈ N, using (A3) recursively yields
where the sum inside the brackets is bounded by a (≤ a + 1). Then, by (A8),
Finally, for a > 1 and a / ∈ N, we have
where the sum inside the brackets is bounded by ⌊a⌋ + 1 (≤ a + 1). Because 0 < a − ⌊a⌋ < 1, Γ (a − ⌊a⌋) > 1 and thus
Therefore, again by (A8),
We consider different approximations to incomplete gamma functions depending on the position of x. When x/b → ∞, z > a and a, z → ∞ hold. Hence, the case for a > 1 of Lemma A2 applies, and thus
It follows from (A1) and ρ := a/z ∈ (0, 1) that
where e/ ρe 1/ρ ∈ (0, 1) holds. Then,
On the other hand, when x/b → κ ∈ (0, ∞), putting a → κ and z → ∞ in Lemma
By (A4), we finally have
Bias. By (A9), (A10), and (a,
Then, by the argument in the proof of Proposition 1, in either case,
the integral part is f (x) + O (b) in either case. It also follows from (A10) and the argument on p.474 of Chen (2000) that the multiplier part is
We may focus only on the case for interior x. However, it seems difficult to derive a sharp bound on γ (a + 1, z) or Γ (a + 1, z) for the case of a > z and a, z → ∞ based directly on (A2) or (A3). Instead, we turn to the series expansion described in Section 3 of Ferreira, López and Pérez-Sinusía (2005), which is valid for the case of a > z, a, z → ∞ and a − z = O (a). The expansion is
where the definitions of {c k (a)} and {Φ k (z − a)} can be found therein. Because the sum is shown to be convergent, the order of magnitude in γ (a + 1, z) /Γ (a + 1)
is determined by the one in z a+1 exp (−z) /Γ (a + 1). It follows from (A1) and
where ρ ′ e/e ρ ′ ∈ (0, 1) is again the case. Then, by (A4),
The bias and variance off + (x) can be approximated as above.
A.6 Proof of Theorem 3
Both this proof and the proof of Theorem 4 require three lemmata below.
Lemma A3. For α > 0 and a sufficiently small b > 0, pick some design point
x ∈ [0, αb]. Then, for η ∈ (0, c),
Lemma A4. For the design point x defined in Lemma A3, let
where Γ (a * ) := min a>0 Γ (a) ≈ 0.8856 for a * ≈ 1.4616.
Lemma A5. (Hoeffding, 1963 , Theorem 2) Let {X i } n i=1 be independent and
Then, for ǫ > 0,
A.6.1 Proof of Lemma A3
By the change of variable v := u/b, the integral can be rewritten as
Because η/b ↑ ∞ and 0 ≤ x/b ≤ α, (A10) establishes that
A.6.2 Proof of Lemma A4
By construction, K i ≥ 0 holds. In addition, since the gamma kernel has its mode at the design point x (Chen, 2000, p.473), K i is bounded by
for a, z > 0 is monotonously increasing in z and decreasing in a; see, for example, Tricomi (1950, p.276) for details. Because c is an interior point, αb ≤ c or α ≤ c/b
Finally, it is known that Γ (a * ) := min a>0 Γ (a) ≈ 0.8856 for a * ≈ 1.4616. Therefore, the right-hand side of (A11) has the upper bound
A.6.3 Proof of Theorem 3
This proof largely follows the one for Theorem 5 of Hirukawa and Sakudo (2015).
Without loss of generality, for α > 0 and a sufficiently small b > 0, pick some design point x ∈ [0, αb]. Then, the proof completes if the following statements hold: Therefore, (A12) is also demonstrated, and thus the proof is completed.
A.7 Proof of Theorem 4
This proof largely follows the one for Theorem 5.3 of Bouezmarni and Scaillet (2005).
As in the proof of Theorem 3, pick some x ∈ [0, αb]. Then, the proof is boiled down to establishing the following statements:
f (x) → 0, and (A15)
as n → ∞ and b, x → 0.
We demonstrate (A15) first. An inspection of the proof for Theorem 5. Furthermore, it follows from Lemmata A4 and A5 that forK defined in the proof of Theorem 3 and for ǫ > 0,
Therefore, (A16) is also demonstrated, and thus the proof is completed. Note. In each panel, solid and dashed lines are density estimates via the truncated gamma kernels and the binned local linear method, respectively. The "×" symbols indicate binned data points. 
