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Abstract
Zero-shot constituency parsing aims to extract
parse trees from neural models such as pre-
trained language models (PLMs) without fur-
ther training or the need to train an additional
parser. This paper improves upon existing
zero-shot parsing paradigms by introducing
a novel chart-based parsing method, showing
gains in zero-shot parsing performance. Fur-
thermore, we attempt to broaden the range of
zero-shot parsing applications by examining
languages other than English and by utilizing
multilingual models, demonstrating that it is
feasible to generate parse tree-like structures
for sentences in eight other languages using
our method.
1 Introduction
Constituency parsing is a classic task in natural
language processing (NLP), whose goal is to con-
struct a phrase-structure tree for a given sentence.
As parse trees have long been recognized as be-
ing integral to the meaning of sentences, there has
been an enormous amount of work in the literature
to develop constituency parsers (Charniak 2000;
Collins 2003; Klein and Manning 2003; Petrov
et al. 2006; inter alia).
The progress has been substantial; researchers
have succeeded in attaining parsing performance
as high as over 95% accuracy (in terms of the F1
score) on the English Penn Treebank dataset (PTB,
Marcus et al. (1993)) with the aid of recent neural
supervised parsers (Kitaev and Klein, 2018; Ki-
taev et al., 2019; Zhou and Zhao, 2019). Even
though it is possible to obtain such neural parsers
for a few high-resource languages, there remain
many other languages which, for lack of resources
or attention, have yet to benefit from the progress
made in the field of constituency parsing. The
main issue is that it is extremely expensive and
time-consuming to prepare adequate numbers of
gold-standard trees which are essential for train-
ing parsers with supervised learning.
Considering this data scarcity problem, unsu-
pervised constituency parsing methods have nat-
urally arisen as an alternative for generating con-
stituency trees. Recent studies on unsupervised
constituency parsing (Drozdov et al., 2019; Kim
et al., 2019b,c; Shen et al., 2018a, 2019) have fo-
cused on developing task-specific, linguistically-
informed neural architectures, which are carefully
designed to be more sensitive to the hierarchi-
cal nature of language structure and able to learn
this nature from raw text rather than gold-standard
trees. Although these models have shown con-
sistent progress, their applicability has remained
limited, mainly sticking to the experimental envi-
ronment which is identical to one for supervised
parsers—training and testing done on the conven-
tional English PTB dataset.1
On the other hand, Kim et al. (2020) proposed
a new direction of inducing constituency trees by
relying on simple distance metrics and represen-
tations obtained from pre-trained language mod-
els (PLMs) (Devlin et al., 2019; Radford et al.,
2019; Liu et al., 2019b; Yang et al., 2019), elim-
inating the need for explicitly training a parser.
The assumption under this methodology is that
PLMs contain enough readily available syntactic
knowledge as to be effectively utilized for pars-
ing. Even though it turns out that the quality of
the trees generated by the so-called zero-shot pars-
ing algorithm in Kim et al. (2020) is compara-
tively lower than that of the trees from existing un-
supervised parsing models, the zero-shot parsing
framework showed that non-trivial constituency
1Note that there are some exceptions, e.g., Kim et al.
(2019b), where the Chinese language is also considered as
a candidate in addition to English. However, the authors
mainly focus on reporting their contributions on English
datasets.
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trees resembling gold-standard annotations can be
extracted from PLMs, even without task-specific
fine-tuning. However, as is the case of the forego-
ing unsupervised parsing literature, it has yet to be
shown that the zero-shot parsing method is effec-
tive for languages other than English.
In this work, we first attempt to narrow the
gap between unsupervised and zero-shot con-
stituency parsing performance by proposing a
novel zero-shot parsing method inspired by neu-
ral chart-based parsing algorithms (Durrett and
Klein, 2015; Stern et al., 2017; Kitaev and Klein,
2018). In contrast to the zero-shot top-down pars-
ing method by Kim et al. (2020), which focuses on
finding the boundary of two subspans in a phrase
using the knowledge from only the two words
around the boundary, our chart-based method con-
siders all components in a phrase to judge how
plausible the phrase is. We show that our method
outperforms the top-down method in most cases,
providing a performance gain of up to six percent
on the PTB dataset in terms of sentence-level F1.
Second, the critical limitation of most of the
previous work for unsupervised and zero-shot con-
stituency parsing is that they are heavily English-
centric, leaving open the question of whether the
proposed methods are universally applicable. To
address this limitation, we seek to parse sentences
in several languages in addition to English using
our zero-shot parsing algorithm, confirming that it
can operate in a language-agnostic way.
Lastly, there are some reports (Pires et al., 2019;
Wu and Dredze, 2019; Artetxe et al., 2019; Cao
et al., 2020; K et al., 2020) in the literature show-
ing that multilingual PLMs are also amenable to
cross-lingual zero-shot transfer learning. For in-
stance, Pires et al. (2019) showed that a variant
of multilingual BERT (Devlin et al., 2019) fine-
tuned to solve English POS tagging is also robust
in predicting POS tags for other European lan-
guages. Motivated by this observation, we pro-
pose to leverage multilingual PLMs (e.g., multilin-
gual BERT) instead of typical monolingual PLMs
(e.g., English BERT) for zero-shot parsing, under
the assumption that multilingual PLMs are aware
of general syntactic knowledge of human language
and thus able to function as a global model capa-
ble of parsing the sentences of all (or at least mul-
tiple) languages. With a set of extensive experi-
ments, we demonstrate that multilingual PLMs are
capable of generating parse tree-like structures for
sentences from diverse languages in an integrated
manner and that for most cases, employing mul-
tilingual PLMs guarantees improvement in zero-
shot parsing performance.
2 Methods
2.1 Zero-shot Constituency Parsing
In zero-shot constituency parsing, we consider
pre-trained language models (PLMs), particu-
larly those based on the Transformer (Vaswani
et al., 2017) encoder architecture, as our (pseudo)
parsers. PLMs are (pre-)trained with the lan-
guage modeling objective or its variants (e.g.,
masked word prediction), however, they contain
no parsing-centric component, nor are they ex-
plicitly designed to consider parsing contrary to
unsupervised parsing models. Therefore, zero-
shot constituency parsing methods aim to extract
parse trees from the latent syntactic knowledge ex-
isting in PLMs, rather than training parsers ex-
plicitly. We name this methodology as zero-shot
constituency parsing because the models belong-
ing to this family are not equipped with any task-
specific parsing module nor exposed to supervi-
sion with gold-standard trees, inherently assur-
ing their wide applicability for diverse languages,
even those usually considered low-resource.
While neural supervised parsers with high ac-
curacy are available for some languages, there
are several reasons to explore zero-shot parsing
methods. First, there are many other languages
for which there exists no dataset of gold-standard
trees. This absence of supervision prevents us
from training a parser for these languages, which
would be costly even in the case where the dataset
is available. Zero-shot phrase structure parsing
methods offer an integrated alternative to obtain-
ing parse trees by other methods, requiring no
further resources than monolingual/multilingual
PLMs already shown to be useful for many other
NLP tasks. The induced trees can be straight-
forwardly utilized for other models that require
tree structures as input—recursive neural networks
(Socher et al., 2013; Tai et al., 2015; Kim et al.,
2019a), for example—or function as strong base-
lines for unsupervised parsing and grammar in-
duction tasks with reduced time/space complexity.
Second, as stated by Kim et al. (2020), zero-
shot parsing “facilitates an analysis of how much
and what kind of syntactic information each PLM
contains in its intermediate representations and at-
tention distributions in terms of phrase structure
grammar.” This new paradigm namely suggests a
novel probe to reveal the inner workings of PLMs
by providing us with full syntax trees rather than
partial clues, enabling a direct quantitative and
qualitative analysis of the generated trees.
2.2 Top-down Zero-shot Parsing
Kim et al. (2020) proposed a zero-shot version
of top-down constituency parsing (Shen et al.,
2018b), where the authors leverage a concept of
syntactic distance to induce constituency trees by
adopting an algorithm that recursively bifurcates a
sequence of words in a top-down manner, the split
point being decided according to correlated syn-
tactic distances; the point having the largest dis-
tance becomes the first split target.
A remaining question is how to derive the syn-
tactic distances. Given a sequence of words in a
sentence, w1, w2, . . . , wn, the corresponding syn-
tactic distance vector d = [d1, d2, . . . , dn−1] is
computed as follows (each di is the syntactic dis-
tance between wi and wi+1):
di = f(g(wi), g(wi+1)),
where f(·, ·) and g(·) are a distance measure func-
tion and representation extractor function. For g,
the authors suggest utilizing Gv and Gd. Given l
as the number of layers in a PLM, Gv refers to a
set of functions {gvj |j = 1, . . . , l}, each of which
outputs the hidden representation of a given word
on the jth layer of the PLM. Gd is a set of func-
tions {gd(j,k)|j = 1, . . . , l, k = 1, . . . , a + 1}2,
each of which outputs the attention distribution of
an input word by the kth attention head on the
jth layer of the PLM. In case of the function f ,
there are also two options, F v and F d. Concretely,
F v = {COS, L1, L2} and F d = {JSD,HEL},
where COS, L1, L2, JSD, and HEL correspond
to the Cosine, L1, and L2, Jensen-Shannon, and
Hellinger distance respectively.
2.3 Chart-based Zero-shot Parsing
Although the recursive top-down method is shown
to be effective in finding non-trivial tree structures
from PLMs, there still exists much room for im-
provement, considering the fact that the method
intrinsically operates in a greedy fashion rather
2Given a attention heads, we consider a + 1 attentions
heads where the a + 1th head is the average of all attention
distributions on the same layer.
than taking account of the probability of every
possible subtree. To be specific, the zero-shot top-
down parsing method mainly relies on identifying
the boundary of two children in a phrase using the
knowledge from only the two words around the
boundary, not considering all components in the
phrase. To alleviate this problem, we propose a
novel approach based on chart parsing that is fun-
damentally devised to take the feasibility of all
components in a phrase into account.
Following the previous work on chart parsing
(Stern et al., 2017; Kitaev and Klein, 2018), we
assign a real-valued score stree(T ) for each tree
candidate T , which decomposes as
stree(T ) =
∑
(i,j)∈T
sspan(i, j),
where sspan(i, j) is a score (or cost) for a con-
stituent that is located between positions i and j
(always 1 ≤ i ≤ j ≤ n) in a sentence. Specifi-
cally, sspan(i, j) is defined as follows:
sspan(i, j) =
{
scomp(i, j) + mini≤k<j ssplit(i, k, j) if i < j
0 if i = j
where ssplit(i, k, j) = sspan(i, k) + sspan(k +
1, j). In other words, scomp(i, j) measures the
validity or compositionality of the span (i, j) it-
self while ssplit(i, k, j) indicates how plausible it
is to divide the span (i, j) into two subspans (i, k)
and (k + 1, j). We choose the most probable k
that brings us the minimum cost of ssplit(i, k, j).
Note that each constituent is by definition eval-
uated with the scores of its children in addition
to its own score. Furthermore, it is straightfor-
ward to compute every possible case of sspan(i, j)
by using the conventional CKY algorithm (Cocke,
1969; Kasami, 1966; Younger, 1967) and dynamic
programming, once scomp(·, ·) is properly defined.
In the following subsections, we formulate two
variants of scomp(·, ·) in detail.
Finally, our parser outputs Tˆ , the tree that re-
quires the lowest score (cost) to build, as a pre-
diction for the parse tree of the input sentence:
Tˆ = argminT stree(T ).
2.3.1 Pair Score Function
The methodology introduced in Section 2.3 ab-
stracted over the choice of compositionality func-
tion scomp(·, ·); in what follows we experiment
with two potential alternatives. First we propose
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Figure 1: Performance comparison among zero-shot parsing methods on the English PTB. Chart-based approaches
show superior figures in most cases compared to the Top-down method. Chart-pair corresponds to our method
equipped with sp and Chart-char to one with sc. Best viewed in color.
a pair score function sp(·, ·) as a candidate for
scomp(·, ·). This function is defined as follows:
sp(i, j) :=
(
j−i+1
2
)−1∑
(wx,wy)∈comb(i,j) f(g(wx), g(wy)),
where comb(i, j) returns a set consist-
ing of all the combinations of two words
from a span (i, j)—e.g., comb(1, 3) =
{(w1, w2), (w1, w3), (w2, w3)}. For the functions
f(·, ·) and g(·), we again take advantage of F d
and Gd, which are already specified in Section
2.2. Note that we decide to make only use of
the information from the attention distributions
of PLMs, as it is demonstrated by the previous
work (Kim et al., 2020) and our preliminary
experiments that the attention distributions offer
more fruitful syntactic clues in this setting.
The intuition behind this formalism is that ev-
ery pair of words in a constituent should have sim-
ilar attention distributions over the words of an in-
put sentence so that the representations of the two
words more resemble one another in subsequent
layers of PLMs.
2.3.2 Characteristic Score Function
We also propose another candidate for scomp(·, ·),
namely a characteristic score function sc(·, ·). In-
stead of measuring the similarities of all the pairs
of the attention distributions, we pre-define c as
the characteristic value of a given constituent and
evaluate the cost of each word in the constituent
with regard to this value. Even though there ex-
ist other candidates for c, we use the average of
all the attention distributions of words in a con-
stituent. That is, sc(i, j) is formalized as follows:
sc(i, j) :=
1
j − i+ 1
∑
i≤x≤j
f(g(wx), c),
where c = 1j−i+1
∑
i≤y≤j g(wy). This approach
allows us faster computation in the O(n) time
complexity when compared against relying on
sp(·, ·) that requires the O(n2) time complexity.
3 Experiments
3.1 General Configurations
To evaluate, we prepare the PTB (Marcus et al.,
1993) dataset for English and the SPMRL (Sed-
dah et al., 2013) dataset for eight other languages.3
We use the standard split of each dataset to di-
vide it into validation and test portions.4 We also
follow the setting of previous work (Kim et al.,
2019b, 2020) to preprocess the datasets. Mean-
while, as we are armed with various options for f
and g, we tune the best combinations of the func-
tions f and g using the validation sets and apply
them to the corresponding test sets. Unless oth-
erwise stated, we use the sentence-level F1 (per-
cent) score as a primary measure to evaluate the
extent to which the induced trees resemble the cor-
responding gold-standard trees. Our code will be
publicly available.
3.2 Experiments on Monolingual Settings
We first investigate the effectiveness of our zero-
shot parsing methods on the English PTB dataset.
Specifically, we apply our methods to four differ-
ent categories of English PLMs—BERT (Devlin
et al., 2019), GPT2 (Radford et al., 2019), XL-
Net (Yang et al., 2019), and RoBERTa (Liu et al.,
2019b). There exist two variants for each PLM,
where the X-base variants consist of 12 layers, 12
attention heads, and 768 hidden dimensions while
the X-large ones have 24 layers, 16 heads, and
3We use language codes to represent each language for
brevity. In detail, en: English, eu: Basque, fr: French, de:
German, he: Hebrew, hu: Hungarian, ko: Korean, pl: Polish,
and sv: Swedish.
4PTB: The 22nd section for validation and 23rd for test.
Model / Method sp sc
Baselines
Random 11
Balanced 12
Left-branching 5
Right-branching 1
Random LM 11 11
Mono. PLMs
camembert-base 29 27
flaubert-base 28 28
flaubert-large 26 27
(a) French (fr)
Model / Method sp sc
Baselines
Random 12
Balanced 15
Left-branching 14
Right-branching 13
Random LM 8 9
Mono. PLMs
bert-base-german 27 27
bert-base-dbmdz 25 25
(b) German (de)
Model / Method sp sc
Baselines
Random 22
Balanced 20
Left-branching 16
Right-branching 21
Random LM 19 20
Mono. PLMs
KoBERT-base 40 41
(c) Korean (ko)
Model / Method sp sc
Baselines
Random 10
Balanced 13
Left-branching 7
Right-branching 1
Random LM 8 8
Mono. PLMs
bert-base-swedish 26 26
(d) Swedish (sv)
Table 1: Zero-shot constituency parsing on several lan-
guages with respective monolingual PLMs. Each num-
ber corresponds to the sentence-level F1 score. Every
monolingual PLM shows a considerable amount of im-
provement over the naı¨ve baselines.
1024 hidden dimensions.5
From Figure 1, we confirm that our chart-based
methods are superior to the top-down approach in
most of the considered settings, showing a perfor-
mance increase of up to six percent (the BERT-
large case). It is interesting to see that our algo-
rithm largely performs better when combined with
the characteristic score function sc(·, ·) than com-
bined with the pair score function sp(·, ·) in spite
of sc(·, ·)’s relative simplicity.
As the next step, we test zero-shot constituency
parsing on four different languages, i.e., French,
German, Korean, and Swedish, where respec-
tive monolingual PLMs are available for the tar-
get languages.6 Note that we leverage only the
chart-based parsing algorithm from now on, as it
has been demonstrated that the chart-based one is
more effective or at least comparable than/to the
top-down method, given the results from Figure
5With regard to GPT-2, the GPT2 model corresponds to
the X-base case while GPT2-medium to the X-large.
6 The list of PLMs we use per language is as follows.
Swedish: bert-base-swedish (https://github.com/
huggingface/transformers/tree/master/
model_cards/KB/bert-base-swedish-cased).
Korean: KoBERT-base (https://github.com/
SKTBrain/KoBERT). French: camembert (Martin et al.,
2019) and flaubert (Le et al., 2019). German: bert-base-
german (https://deepset.ai/german-bert), bert-
base-dbmdz (https://github.com/dbmdz/berts).
All the models except flaubert-large have the same architec-
ture with the BERT-base.
1 and our preliminary experiments. For baselines,
we prepare 4 naı¨ve candidates—random (averaged
over five random seeds), balanced, left-branching
and right-branching trees. In addition, we uti-
lize randomly initialized monolingual PLMs (the
best ones per each language), calling them Ran-
dom LM, as another baseline to exactly measure
the contribution of pre-training for zero-shot pars-
ing performance.
Zero-shot constituency parsing results on four
languages are shown in Table 1. For every target
language, we identify that relying on monolingual
PLMs brings a considerable amount of gain (about
20% on average) over the baselines, denoting that
monolingual PLMs implicitly learn the syntactic
knowledge of each language to some extent.
However, we observe that the absolute effec-
tiveness (measured by the F1 score) of the mono-
lingual PLMs seems relatively lower than that of
English PLMs except for the Korean case. We sus-
pect this inferior performance is mainly attributed
to two reasons. First, there is still a lack of quali-
fied monolingual PLMs for other languages com-
pared to the ecosystem of English PLMs. In par-
ticular, most available non-English PLMs are yet
based on the architecture and learning paradigm
of the original BERT model (Devlin et al., 2019),
even though more compelling architectures, learn-
ing objectives, and optimization techniques have
been recently proposed in the literature. There-
fore, we suspect that monolingual PLM perfor-
mance for other languages will make compara-
ble gains with the introduction of more sophisti-
cated models and training strategies, as was the
case with English. Second, non-English PLMs
may suffer from the data starvation problem, im-
plying that they may not be guaranteed to be pro-
vided with a sufficient amount of training data as
it is much harder to gather a bunch of high-quality
text for non-English languages. In the following
subsection, we show that this problem can be alle-
viated by adopting multilingual PLMs in place of
monolingual ones.
3.3 Experiments on Multilingual Settings
Multilingual PLMs are, in theory, an attractive in-
gredient for zero-shot constituency parsing, con-
sidering that they are capable of dealing with sen-
tences from over a hundred languages in an iden-
tical manner. Nevertheless, it has not been thor-
oughly investigated in the literature whether they
Language en eu fr de he hu ko pl sv
Model / Method sp sc sp sc sp sc sp sc sp sc sp sc sp sc sp sc sp sc
Baselines
Random 18 21 11 12 14 11 22 19 10
Balanced 18 24 12 15 18 14 20 26 13
Left-branching 8 14 5 14 7 10 16 28 7
Right-branching 39 19 1 3 0 0 21 0 1
Random LM 22 24 15 16 6 7 8 8 8 8 6 6 17 19 17 16 8 8
Best Mono. PLM 41 42 - - 29 28 27 27 - - - - 40 41 - - 26 26
Multi. PLMs
M-BERT 36 37 34 37 30 30 31 31 31 32 28 29 41 42 44 40 28 28
XLM 36 36 32 35 34 35 40 40 39 39 34 34 35 36 52 52 33 32
XLM-R 38 38 32 38 30 29 28 30 30 29 25 26 41 42 45 46 27 27
XLM-R-large 39 39 32 36 28 28 31 31 32 33 27 28 42 44 42 43 29 29
Table 2: Zero-shot constituency parsing results on nine languages with multilingual PLMs. Each number cor-
responds to the sentence-level F1 score. The best cases for respective languages are in bold. We observe that
multilingual PLMs are superior to all the baselines and monolingual PLMs except for the case of English where
more diverse variants of PLMs (e.g., XLNet (Yang et al., 2019)) are available.
can play a role in zero-shot parsing. To shed light
on this issue, we conduct experiments on zero-shot
parsing relying on the combination of our parsing
algorithm and multilingual PLMs.
Specifically, we apply four multilingual PLMs
to nine languages in total, including some lan-
guages for which monolingual PLMs do not ex-
ist, or at least are not publicly available to the
best of our knowledge. Regarding the multilingual
PLMs, we use a multilingual version of the BERT-
base model (M-BERT, Devlin et al. (2019)), the
XLM model trained with masked language mod-
eling on 100 languages (XLM, Conneau and Lam-
ple (2019)), and the XLM-R and XLM-R-large
models that are trained with the filtered Common-
Crawl (Wenzek et al., 2019) data by Conneau et al.
(2019). Since each PLM has its unique archi-
tecture and pre-training data, we refer readers to
the original papers for more details. As baselines,
we report the results of the four naı¨ve trees spec-
ified in Section 3.2. Moreover, we list the scores
of the best monolingual PLMs for each language
(if available) to utilize them as reference. Finally,
we make use of a random version of the M-BERT
model as the Random LM baseline.
In Table 2, we report the performance of every
case we consider for zero-shot parsing with mul-
tilingual PLMs, in addition to the results from our
baselines. First of all, multilingual PLMs demon-
strate their remarkable strengths in zero-shot pars-
ing across languages. Surprisingly, they even out-
perform the best monolingual PLMs in all cases
but English. For instance, the XLM model records
an additional gain of over ten percent compared
against the best German PLM. Accordingly, we
propose that multilingual PLMs serve as viable
models for an integrated zero-shot parsing frame-
work regardless of input language. This argument
is also in line with observations from recent work
(Pires et al., 2019; Wu and Dredze, 2019; Artetxe
et al., 2019; Cao et al., 2020; K et al., 2020) that
multilingual PLMs are effective in various cross-
and multi-lingual NLP tasks.
We conjecture this outcome largely comes from
the paradigm of learning multilingual PLMs: One
model for all languages. By sharing pre-training
data from several languages in one language
model, we can anticipate a data augmentation ef-
fect that helps to resolve the data starvation prob-
lem existing in the case of low-resource languages.
Furthermore, it is possible to assume that multilin-
gual PLMs acquire information pertinent to pro-
cessing all languages; i.e., they are learning a sort
of basic universal grammar. Or, one can also ar-
gue that multilingual PLMs just contain a collec-
tion of disparate syntactic knowledge for different
languages rather than learning universal grammar.
As it is out of our scope to judge which is correct,
we leave it as future work.
4 Analysis
4.1 Factor Correlation Analysis
Although there are different potential factors that
may impact the zero-shot parsing performance of
multilingual PLMs, we decide to attend to three
main points: 1) the amount of pre-training data
consumed to train a multilingual PLM, 2) the sta-
tistical characteristics of the PTB and SPMRL test
sets we leverage—the number of and the average
length of sentences in the test sets—, and 3) the
discrepancy in the performance of the random tree
baseline for different languages. We regard the
XLM-R model as our main target of this analysis,
Factor / Language en eu fr de he hu ko pl sv
Pre-training data
Tokens (M)† 300.8 2.0 56.8 66.6 31.6 58.4 54.2 44.6 12.1
Size (GiB)† 55608 270 9780 10297 3399 7807 5644 6490 77
Test set
Avg. length 20.4 12.1 29.7 19.0 23.7 19.7 12.4 10.1 16.5
Size (# of sentences) 2412 946 2529 4811 716 1009 2287 822 642
Performance
Random baseline (Sent F1) 18 21 11 12 14 11 22 19 10
XLM-R (Best) (Sent F1) 38 38 30 30 30 26 42 46 27
Gain w.r.t. baseline (Gainl) +20 +17 +19 +18 +16 +15 +20 +27 +17
Table 3: Analysis of the influence of three factors on multilingual zero-shot parsing. The factors we take into
account are 1) the amount of pre-training data used to train a multilingual PLM, 2) the characteristics of the test
sets we leverage, and 3) the discrepancy in the performance of the random tree baseline for different languages.
We observe no dominant factors other than the fact that multilingual pre-training brings a consistent amount of
gain on zero-shot parsing irrespective of input language. †: Information reported by Conneau et al. (2019).
as the specification of the pre-training data used to
train the model is listed in Conneau et al. (2019).
In Table 3, we report the figures of the three fac-
tors for respective languages and the correspond-
ing performance of the XLM-R model. First,
we observe no significant correlation between the
amount of pre-training data and zero-shot pars-
ing efficiency, contrary to the intuition that more
pre-training data leads to improved parsing perfor-
mance. For example, the XLM-R model records
the same score for English and Basque, even
though it is provided with over a hundred times
the number of English tokens compared against
Basque. Moreover, the performance of the XLM-
R model for Hungarian (hu) bears no resemblance
to its performance for Korean (ko), showing 28
and 42 for each, despite the fact that we have a
comparable number of data for both languages.
We infer this outcome is somewhat rooted in the
sampling technique (Conneau and Lample, 2019)
used in training most multilingual PLMs including
the XLM-R. Specifically, the technique readjusts
the probability of sampling a token from each lan-
guage, increasing the number of tokens sampled
from low-resource languages while mitigating the
bias towards high-resource languages. We leave a
more thorough investigation regarding the impact
of this sampling technique as future work.
Meanwhile, we find that there exists a tendency
for parsing performance to decrease as the aver-
age length of sentences increases. This trend is
obvious in a way, considering that the number of
possible tree structures for a sentence grows expo-
nentially as the sentence becomes longer. On the
other hand, we do not notice a clear relationship
between parsing performance and the number of
tested sentences.
Finally, from Table 2, we observed the phe-
Measure / Language en fr de he ko sv
Model: Random
NP recall (%) 23 16 22 18 24 21
VP recall (%) 12 5 11 6 28 9
Sent F1 (%) 18 11 12 14 22 10
Model: XLM-R (sc)
NP recall (%) 53 49 51 46 48 55
VP recall (%) 25 19 42 14 42 31
Sent. F1 (%) 38 29 30 29 42 27
Table 4: Recall scores on gold-standard noun and
verb phrases with the corresponding sentence-level F1
scores. We observe that pre-training grants the XLM-R
model an ability to identify noun and verb phrases at an
intermediate level.
nomenon that the lower limit of parsing perfor-
mance predicted by the performance of the ran-
dom tree baseline changes in terms of target lan-
guage. Accordingly, for each language, we seek
to measure the relative performance of a PLM,
comparing it with its estimated lower bound. We
formulate the relative gain of a PLM with re-
gard to the random baseline for a language l as
Gainl = (Performance of a PLM on a language
l) − (Performance of random trees on a language
l). From Table 3, we identify that leveraging
PLMs for parsing brings a consistent number of
gain regardless of input language when compared
against the baseline, although there exists a small
variation in performance for each language. In
other words, it seems that multilingual pre-training
leads to a constant amount of advancement in pars-
ing performance universally, again demonstrating
the versatility of multilingual PLMs on zero-shot
constituency parsing for several languages.
4.2 Recall Scores on Gold-standard Noun
and Verb Phrases
Even though the F1 score—the main metric by
which we evaluate parsing performance—is a sim-
ple and effective metric for measuring overall re-
semblance between a predicted tree and the cor-
responding gold-standard tree, we here attempt to
asses performance at a finer level of granularity.
In particular, we introduce recall scores on gold-
standard noun and verb phrases (NP and VP) to
probe the extent to which our models reveal the
core components of input sentences. In this anal-
ysis, we use the XLM-R model (Conneau et al.,
2019) and our parsing algorithm with sc(·, ·), and
we only target the languages whose gold-standard
trees contain NP and VP tags in their test sets.
From Table 4, we observe the fact that pre-
training grants the PLM an ability to identify noun
phrases at an intermediate level. Interestingly, this
effect appears uniform irrespective of input lan-
guage, offering a consistent amount of gain (about
30 percent) on the NP recall scores for all lan-
guages when compared with the results of the
random baseline. However, the XLM-R model
shows fluctuating performance with regard to rec-
ognizing verb phrases; we obtain the biggest gains
for German and Swedish. This is an interest-
ing, though not surprising result, as German and
Swedish are V2, or verb-second languages, mean-
ing that the location of the verb in a sentence is
highly predictable, and suggests that the model is
sensitive to this generalization.
5 Related work
Pre-trained language models (PLMs) now lie at
the heart of much work in the NLP literature, a
fact first catalyzed by the introduction of two En-
glish PLMs, i.e., ELMo (Peters et al., 2018) and
BERT (Devlin et al., 2019). Following the trend,
an enormous amount of efforts have been made
in the community to develop more sophisticated
PLMs for English (Lewis et al., 2019; Liu et al.,
2019b; Radford et al., 2019; Raffel et al., 2019;
Yang et al., 2019; Lan et al., 2020) and to con-
struct non-English monolingual PLMs (de Vries
et al., 2019; Le et al., 2019; Martin et al., 2019;
Virtanen et al., 2019). Furthermore, there is recent
work where the authors propose to train PLMs in a
multilingual fashion (Conneau and Lample, 2019;
Conneau et al., 2019).
In this work, we have investigated the poten-
tial usefulness of these variants of PLMs from the
perspective of zero-shot constituency parsing. Be-
yond our scope, there exist a group of contem-
porary studies concentrating on analyzing the in-
ner workings of PLMs (Clark et al., 2019; Gold-
berg, 2019; Hao et al., 2019; Hewitt and Manning,
2019; Liu et al., 2019a; Rosa and Marecˇek, 2019;
Voita et al., 2019; Rogers et al., 2020) or the cross-
lingual effectiveness of multilingual PLMs (Pires
et al., 2019; Wu and Dredze, 2019; Artetxe et al.,
2019; Cao et al., 2020; K et al., 2020).
Work on neural unsupervised parsing methods
(Shen et al., 2018a, 2019; Drozdov et al., 2019;
Kim et al., 2019b,c; Li et al., 2019; Shi et al., 2019)
also seeks to generate parse trees without supervi-
sion from gold-standard trees, similar to zero-shot
parsing. Among them, the most related work to
ours is Kann et al. (2019), where the authors train
the PRPN (Shen et al., 2018a) model in four dif-
ferent language settings. The core difference be-
tween ours and theirs is that we do not have to train
a task-specific model for each language, leverag-
ing the off-the-shelf PLMs instead.
6 Conclusion
A constituency parse tree is one of the basic com-
ponents utilized to analyze a sentence for research
and practical purposes, in both linguistics and nat-
ural language processing. However, training a
parser for each language requires a substantial
amount of budget, time and annotated data. Zero-
shot constituency parsing is a novel paradigm of
inducing parse trees without task-specific training,
instead requiring only an off-the-shelf PLM.
In this work, we have attempted to extend the
applicability of this new methodology to ideally
over a hundred languages by exploiting multilin-
gual PLMs. We have demonstrated that multi-
lingual PLMs are beneficial for zero-shot pars-
ing, leading to the improved performance for sev-
eral languages. Moreover, multilingual PLMs are
highly efficient in that they can deal with sentences
from all languages in the same fashion.
However, there still remain many obstacles in
the way of replacing real, supervised parsers with
zero-shot parsers for practical use. First of all,
further improvement is necessary in terms of the
quality of zero-shot parsers so that they generate
more reliable parse trees. We are in the hope that
the innovation of either more sophisticated multi-
lingual PLMs or zero-shot parsing algorithms will
make such improvement a reality. Moreover, work
on developing a method for inducing labeled parse
trees is also desirable, as phrasal tags also consti-
tute one of the essential parts of the parse trees.
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