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ABSTRACT
Our understanding of how molecular clouds form in the interstellar medium (ISM) would be
greatly helped if we had a reliable observational tracer of the gas flows responsible for forming
the clouds. Fine structure emission from singly ionized and neutral carbon ([C II], [C I]) and
rotational line emission from CO are all observed to be associated with molecular clouds.
However, it remains unclear whether any of these tracers can be used to study the inflow of
gas on to an assembling cloud, or whether they primarily trace the cloud once it has already
assembled. In this paper, we address this issue with the help of high-resolution simulations of
molecular cloud formation that include a sophisticated treatment of the chemistry and thermal
physics of the ISM. Our simulations demonstrate that both [C I] and CO emission trace gas
that is predominantly molecular, with a density n ∼ 500–1000 cm−3, much larger than the
density of the inflowing gas. [C II] traces lower density material (n ∼ 100 cm−3) that is mainly
atomic at early times. A large fraction of the [C II] emission traces the same structures as the
[C I] or CO emission, but some arises in the inflowing gas. Unfortunately, this emission is
very faint and will be difficult to detect with current observational facilities, even for clouds
situated in regions with an elevated interstellar radiation field.
Key words: ISM: abundances – ISM: general – ISM: kinematics and dynamics – ISM: lines
and bands – ISM: molecules – photodissociation region (PDR).
1 IN T RO D U C T I O N
In the Milky Way, and also in other large spiral galaxies, a large
fraction of the total gas content is observed to be in the form of
massive dense clouds of molecular gas. These molecular clouds are
the birthplaces of new stars and star clusters, and hence play a key
role in the overall galactic matter cycle. Therefore, if we want to
understand how galaxies form stars and regulate their star formation
rates, it is important to understand how molecular clouds themselves
are formed.
Efforts to model molecular cloud formation have been going
on for decades (see e.g. the historical summaries in Dobbs et al.
2014; Klessen & Glover 2016), and many different mechanisms
have been suggested. At the present time, the most favoured models
are ones in which clouds form from converging flows of atomic or
molecular gas, driven either by stellar feedback processes (super-
novae, stellar winds, etc.), or by large-scale gravitational instability
(e.g. Ballesteros-Paredes, Hartmann & Va´zquez-Semadeni 1999;
Hennebelle & Pe´rault 1999, 2000; Heitsch et al. 2006; Inoue &
Inutsuka 2008; Iba´nez-Mejı´a et al. 2016; Padoan et al. 2016; Seifried
 E-mail: paul.clark@astro.cf.ac.uk
et al. 2017). However, observational evidence in favour of either of
these pictures remains scarce.
One reason for this is the difficulty involved in finding good
observational tracers of the cloud assembly process. Models of
cloud formation predict that even if the converging gas flows are
initially atomic, molecular hydrogen (H2) will form within the flow
on a relatively short time-scale (Bergin et al. 2004; Inoue & Inutsuka
2012; Clark et al. 2012). However, H2 is not detectable in emission
at the low temperatures (T < 100 K) characteristic of gas in the
assembling clouds. Therefore, in order to probe the behaviour
of the molecular gas during cloud assembly, it is necessary to
find some observational proxy for the H2 that can be easily
mapped.
The most commonly used observational proxy for H2 is car-
bon monoxide, CO. Unfortunately, although this molecule is an
extremely useful probe of the behaviour of H2 within molecular
clouds that have already formed, it does not appear to be a good
tracer of the cloud assembly process. Most clouds that are CO-bright
are associated with at least some level of ongoing star formation,
suggesting that they have already accumulated enough mass to
become gravitationally unstable. Numerical models also predict
that the time lag between the formation of detectable quantities
of CO and the onset of star formation should be short (Heitsch &
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Hartmann 2008; Clark et al. 2012). Alternatives to CO for tracing
the H2 content of the gas are therefore of great interest.
One promising possibility is the use of the [C II]158 μm fine
structure line as a tracer of CO-dark molecular gas. This line
is the dominant coolant in the neutral interstellar medium (ISM;
Hollenbach, Takahashi & Tielens 1991) and hence is one of
the brightest emission lines in most galaxies. Furthermore, both
observations (Pineda et al. 2013) and simulations (Glover & Smith
2016) suggest that a significant fraction of the observed emission
originates from H2-dominated gas. Nevertheless, the reliability of
[C II] emission as a tracer of molecular gas on the scale of individual
molecular clouds remains to be established.
Another possibility is neutral atomic carbon, C, which has two
fine structure lines at 370 and 609 μm. Chemically, C is found
in regions intermediate between the lower density, low extinction
material traced by [C II] and the higher density, high extinction gas
traced by CO. It is therefore more effective than CO at tracing gas
at the boundaries of molecular clouds (Glover et al. 2015), and
in some circumstances can be a more reliable tracer of the total
molecular mass than CO (Offner et al. 2014; Glover & Clark 2016).
It is particularly useful in regions with a high cosmic ray flux, where
the transition from C to CO occurs at a much higher density than is
the case in local clouds (Bisbas, Papadopoulos & Viti 2015; Glover
& Clark 2016; Bisbas et al. 2017a). However, simulations of [C I]
emission from realistic molecular clouds have so far focused on
clouds that have already formed, and hence have been unable to ex-
plore whether [C I] is a good tracer of the inflowing gas, or whether,
like CO, it primarily traces the cloud once it has already assembled.
In this paper, we produce and analyse synthetic maps of [C II],
[C I], and CO emission based on a simulation of the collision of
two, initially atomic clouds. Our goal is to determine what regimes
the various tracers can probe – in terms of density, temperature
and molecular (H2) fraction – and how this varies as we expose
the clouds to progressively stronger interstellar radiation fields
(ISRFs) and cosmic ray ionization rates (CRIRs). In particular, we
are interested in determining whether any of the tracers are sensitive
to the inflowing gas in the clouds, or whether they simply trace the
denser molecular cloud formed by the collision. In this paper, we
will focus on the emission from 4 lines: [C II] 158 μm, CO (1−0)
and the first two lines of [C I] : the 3P1 → 3P0 transition at 609 μm
and the 3P2 → 3P1 transition at 307 μm, which we will refer to as
[C I] (1−0) and [C I] (2−1) respectively for convenience.
The structure of our paper is as follows. in Section 2, we outline
the numerical method used to carry out the simulations and to
produce the synthetic emission maps. In Section 3, we examine
how the strength and spatial distribution of the different tracers
changes as we increase the strength of the ISRF and the CRIR. In
Section 4, we discuss how we associate the emission we observe
at different velocities with the gas responsible for producing it, and
what this tells us about the properties of the gas producing the bulk
of the emission. In Section 5, we examine the kinematics of the
emission, and in Section 6 we compare our results to those from the
Galactic Observations of Teraherzt C + (GOT-C +) survey of the
Milky Way and from previous numerical simulations. We conclude
by summarizing our key results in Section 7.
2 ME T H O D O L O G Y
2.1 Magnetohydrodynamical simulations
The simulations described in this paper were carried out using the
AREPO moving-mesh code (Springel 2010). This code solves the
equations of fluid flow on an unstructured mesh, defined as the
Voronoi tessellation of a set of mesh-generating points that can move
freely with the gas flow. AREPO is a quasi-Lagrangian code, making
it well suited to problems spanning a wide range of spatial scales,
such as the cloud–cloud collisions considered here. In addition,
mesh cells can easily be refined or derefined simply by adding
or removing mesh-generating points, meaning that AREPO shares
many of the strengths of modern Eulerian adaptive mesh refinement
codes. Our simulations include a magnetic field, and so we use the
treatment of ideal magnetohydrodynamics (MHD) implemented in
AREPO by Pakmor, Bauer & Springel (2011) and Pakmor & Springel
(2013). This scheme uses the Powell et al. (1999) method to mitigate
the impact of magnetic field divergence errors.
The version of AREPO used for the simulations described here
includes a simplified treatment of the chemical and thermal evolu-
tion of the ISM. We model the chemistry of hydrogen, carbon, and
oxygen using an updated version of the NL99 network described in
Glover & Clark (2012a).This combines the treatment of hydrogen
chemistry presented in Glover & Mac Low (2007a,b) with the
simplified network for CO formation and destruction introduced by
Nelson & Langer (1999). Our present version of the NL99 network
includes several improvements over the version originally presented
in Glover & Clark (2012a), such as a more accurate treatment of CO
photodissociation. Full details of the current version of the network
can be found in Appendix A.1 Radiative heating and cooling of
the gas is treated using the detailed atomic and molecular cooling
function introduced in Glover et al. (2010), updated in Glover &
Clark (2012a), and ported to AREPO by Smith et al. (2014). Both
the chemistry and thermal balance are evolved on-the-fly with the
hydrodynamics, rather than in a post-processing step.
We use the TREECOL algorithm (Clark, Glover & Klessen 2012)
to compute an approximate 4π steradian map of the dust extinction
and the column densities of H2 and CO surrounding each AREPO
cell. These values are then used to compute the attenuation of the
ISRF due to molecular self-shielding and dust absorption, using
shielding functions taken from Draine & Bertoldi (1996) and Visser,
van Dishoeck & Black (2009).
2.2 Initial conditions
For our initial conditions, we chose to model the collisions between
two atomic clouds, both of which start at a number density of
10 cm−3, have a mass of 104M and a radius of 19 pc. The clouds
are given a turbulent velocity field with a velocity dispersion of
1 km s−1, which is chosen to follow a standard P(k) ∝ k−4 scaling
law, and in which only solenoidal modes are present. The clouds
are set up to collide head-on, with each cloud given a velocity of
3.75 km s−1 towards the other cloud – and along the x-axis in the
domain – such that the combined collisional velocity is 7.5 km s−1.
We impose a uniform magnetic field of Bx = 3μGμG, such that the
collision is occurring along the magnetic field lines.
Our clouds are embedded in a neutral material with number
density of 0.1 cm−3 in a cubic computational domain of side 190 pc.
The centres of the clouds are initially treet cloud radius apart (57 pc).
The MHD boundaries of the box are periodic, but self-gravity is
non-periodic. The initial cell mass is approximately 5 × 10−3 M –
1We have verified that we obtain broadly similar results if we use the revised
version of the NL99 network presented in Gong, Ostriker & Wolfire (2017)
in place of the version used here. We briefly discuss these differences in
Section 6.
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both in the clouds and the low-density, ambient medium – such that
we have approximately 2 million cells in the ‘clouds’ and 280 000
cells in the surrounding material. We also enforce Jeans refinement,
such that the thermal Jeans length is resolved by at least 16 AREPO
cells at all times. Further, we impose the condition that the volume
of neighbouring cells differs by no more than a factor of 8. Our
spatial resolution is a function of the local density, but is ∼0.1 pc or
better throughout the C- and CO-rich portions of the clouds, which
is sufficient to yield converged results for the chemical composition
and observational properties of the clouds (Seifried et al. 2017;
Gong, Ostriker & Kim 2018; Joshi et al. 2019).
The above initial set-up is used in three simulations in this paper,
which are designed to probe the typical environmental conditions
under which molecular clouds might form. In these simulations, we
vary the strength of the ISRF – here taken to be a combination
of Black (1994) for optical and longer wavelengths, and the
Draine (1978) fit in the ultraviolet (UV) regime – from a ‘solar
neighbourhood’ value of 1.7 in Habing (1968) units, to values 3 and
10 times stronger, namely 5.1 and 17. At the same time, we also
vary the CRIR of neutral hydrogen from 3 × 10−17 to 9 × 10−17 and
3 × 10−16 s−1. The scaling of the ISRF and CRIR is done together
in this study, since both of these parameters depend on the rate of
nearby star-forming events.
We consider solar metallicity gas, and adopt values for the initial
elemental abundances of carbon, silicon, and oxygen given by
Sembach et al. (2000): xC,tot = 1.4 × 10−4, xSi,tot = 1.5 × 10−5,
and xO,tot = 3.2 × 10−4, where xi denotes a fractional abundance,
by number, relative to the number of hydrogen nuclei. As mentioned
above, we start our simulations in the cold, neutral medium (CNM),
where the initial H2 fraction is zero. However, we initialize our
clouds with an H+ abundance of 0.01, to account for the ionization
caused by cosmic rays. In practice, this value is higher than
the equilibrium value in each case. However the time-scale for
recombination is short and so the gas in the clouds reaches the
correct ionization fraction in less than 1 Myr.
Although the recombination results in some cooling, this is
quickly offset by the photoelectric heating in the clouds, such that
the initial ionization fraction and temperature come into equilibrium
before the collision is underway. Carbon and oxygen are taken to be
their singly ionized and neutral forms respectively. Silicon does not
play any role in our chemical network and so remains in its singly
ionized form throughout the calculations.
2.3 Radiative transfer post-processing of the simulations
We stop our MHD simulations at the point where the first prestellar
core starts to undergo gravitational collapse, since we do not include
a model for the feedback from young stars. At this point, we employ
the RADMC-3D2 code for our radiative transfer (RT) post-processing
in this study, making use of the non-LTE (local thermodynamic
equilibrium) line-RT module, using the large velocity gradient ap-
proximation (LVG; Sobolev 1957) to compute the level populations,
as implemented in RADMC-3D by Shetty et al. (2011a,b). We also use
the additional ‘escape probability’ option, to limit the length-scale
derived by the LVG method to 1 pc. This is useful in regions where
the LVG approximation breaks down (e.g. in low-density regions
where the turbulence is subsonic). All of the collisional rate data
for C+, C, and CO, is taken from the Leiden Atomic and Molecular
Database (Scho¨ier et al. 2005).
2http://www.ita.uni-heidelberg.de/∼dullemond/software/radmc-3d/
Our AREPO data are interpolated on to a regular, Cartesian grid for
the RT post-processing, using routines within AREPO to generate the
cubes. Our grids cover a cubic region of size 9.72 pc, with 400 cells
per side, giving a spatial resolution of 0.024 pc. The region is chosen
to contain the first star-forming core to form in the simulation, but
is also large enough to capture a representative region of the dense,
shocked layer that has been formed by the cloud collision. We
employ 500 velocity channels in the RT, covering −5 to +5 km s−1,
giving a channel width of 0.020 km s−1, sufficient to resolve the
line-width in 10 K gas with 10 channels. This resolution is more
than sufficient to resolve the high-density cores and filaments within
our clouds (Pen˜aloza et al. 2017) .
In Fig. 1, we show the region that will be used for the RT in this
paper. This particular series of images is for the cloud with G0 = 17
and CRIR =3 × 10−16 s−1, but exactly the same coordinates are
extracted from all our simulations when we perform the RT. The
images in Fig. 1 are from the point of view of an observer looking
along the collision axis between the two clouds (the x-axis), such
that we are looking down on the shocked plane, and are made from
the 3D Cartesian cubes that are imported into RADMC-3D for the
RT. The analysis presented in this paper will be based around RT
performed along the x-axis, such that our velocity channels in the
resulting position–position–velocity (ppv) cubes are probing the
collision between the two clouds. The data from this study can be
found on our CloudZoo repository: cloudzoo.astro.cf.ac.uk.
3 D E P E N D E N C E O N T H E ST R E N G T H O F TH E
I SRF AND C RI R
3.1 Physical properties in the clouds
Before we look at the line emission from the clouds, we will first
examine how the physical properties of the gas depend on the
strength of the ISRF and the CRIR. In Fig. 2, we show the variation
in gas temperature with number density for two of our runs: the
simulation with the standard ISRF and CRIR and the simulation
with 10 times higher values for these parameters (denoted by the
line styles). The lines follow the mean temperature as a function of
density and the grey shaded region denotes one standard deviation
about the mean. Overall, we see that the simulation with the higher
values for the heating parameters is hotter throughout the entire
density regime that we plot here. At low densities, where the
shielding from the ISRF is weak, the difference in temperature
reflects the amount of photoelectric heating in the clouds. For
example, around a number density of n = 10 cm−3, which is the
density we use in our initial conditions, we see that the difference
in the gas temperature is around a factor of 8–9. At higher densities,
dust shielding starts to become more important, particularly above
a density of 103 cm−3, and the temperatures start to converge.
However, gas in the simulation with high ISRF and CRIR remains
hotter than gas in the simulation with low ISRF and CRIR at all
densities. In part, this is due to the higher heating rate associated
with the higher CRIR – unlike photoelectric heating, this remains
important in high column density gas. In addition, at the highest
densities, the difference in the temperature distribution also reflects
the growing importance of the thermal coupling between gas and
dust3: the dust is hotter in the simulations with the higher ISRF,
3See also Goldsmith (2001) for a more detailed discussion of the role played
by dust–gas coupling in setting the temperature balance of dense, well-
shielded molecular gas.
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Figure 1. Properties of the gas in the 9 pc × 9 pc region in which we perform our RT analysis in this paper. We show here only the simulation with G0 =
17 and CRIR = 3 × 10−16 s−1, since this simulation has the most striking features. The bottom left panel shows the mean density along the line of sight,
weighted by mass. The bottom middle and bottom right panels show the density-weighted velocity centroid and density-weighted velocity dispersion, which
are calculated via the expressions vcent =
∑
i vx[i] ρ[i]/
∑
i ρ[i], and σ 2 =
∑
i (vcent − vx[i])2 ρ[i]/
∑
i ρ[i], where vx[i] is the x-component of velocity for
each cell i along the x-axis and ρ[i] denotes the cell densities. The top right panel shows the column density of hydrogen nuclei, given by N = ∫ ρ/(1.4 mH) dx,
where ρ is the 3D gas density and mH is the mass of a hydrogen atom. The middle panels show the column density of the three main tracers that we explore
in this paper, given by N = ∫ xspec ρ/(1.4 mH) dx, where xspec denotes the abundance of either C+, C, or CO relative to the number of hydrogen nuclei. The
temperature in the top middle panel is weighted by column density.
since not all of the dust heating comes from the easily attenuated
UV potion of the ISRF. However, at these densities, the gas in the
two simulations is also subject to different cooling processes, driven
by the differences in the cloud chemistry that we will now discuss.
In Fig. 3, we plot the fractional abundances of H2, C+, C, and
CO as a function of density for the same two simulations that are
represented in Fig. 2. Once again, the lines denote the mean value
and the shaded regions show one standard deviation. The first feature
to note from the plot is that by a number density of 100 cm−3, both
of the simulations have about 10–20 per cent of their hydrogen
already in the form of H2, and by n = 103 cm−3 the gas is nearly
fully molecular.
In contrast, the carbon chemistry is significantly more affected
by the different levels of the ISRF and the CRIR. We see that the
factor of 10 increases in the ISRF and the CRIR corresponds to
a factor of 10 shift in the density at which the transition from C
to CO occurs. However, even in the case of a standard ISRF, the
majority of the carbon in our clouds is in the form of C+ until at
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Figure 2. Mean temperature as a function of number density n for our two
extreme cases of ISRF and CRIR; we omit the third for clarity. The shaded
grey region denotes one standard deviation in the intrinsic scatter in the
temperatures at each density.
least 2 × 103 cm−3, re-iterating the findings of Glover et al. (2010)
and Clark et al. (2012) that CO resides at densities much higher
than we traditionally associate with giant molecular clouds (e.g.
Heyer & Dame 2015). This delay in the appearance of the CO in the
simulation with the higher values for the ISRF and CRIR also helps
to explain the differences in the gas temperature between the runs at
densities around n = 104 cm−3, since CO cooling is more efficient
than C cooling in this regime and significantly more efficient than
C+ cooling.
The transition from C+ to C is also affected by the increase in the
ISRF and the CRIR, but only by a factor of ∼4 in number density.
We note that our simplified chemical network may underestimate
the C abundance at the expense of slightly overestimating the
C+ abundance (Glover & Clark 2012b). However, this effect is
relatively small, and we would not expect this to impact the results
presented in the rest of this paper.
3.2 Emission from the cloud assembly
In this section, we look at how the emission from our four lines
– [C II], [C I] (1−0 and 2−1) and CO (1−0) – varies in the model
clouds, and how this relates to the ISFR and CRIR that were adopted
in the simulations. We will then relate this to the information on
the chemical and thermal properties that we discussed above in
Section 3.1.
We present in Fig. 4 the integrated intensity maps from our RT
analysis of the sub-region of the simulations that was described
in Section 2.3. Each row contains the emission maps from one
simulation, and the panels in each column show the emission for a
different line. Note that the colour scale is stretched over a smaller
range of integrated intensities for the fine-structure lines than it is
for the CO line. However, in all cases, we show emission down to
0.1 K km s−1. Emission fainter than this is unlikely to be observable
with current facilities such as SOFIA (The Straospheric Obser-
vatory for Infrared Astronomy), APEX (The Atacama Pathfinder
Experiment), or ALMA (The Atacama Large Millimeter Array) in
Band 9.
In the rightmost column (blue images), we see how the CO
emission varies as both the ISFR and CRIR are increased. Overall,
we see that the emission becomes brighter and more compact as
the heating terms are raised, consistent with the findings of Clark
& Glover (2015). There are three processes responsible for this.
Figure 3. Mean fractional abundances of H2, C+, C, and CO as a function of
number density for our two extreme cases of ISRF and CRIR (again omitting
the third for clarity). The shaded regions denote one standard deviation in
the abundances. The solid lines show the abundances for the simulation with
the solar neighbourhood values of the ISRF and CRIR, and the dashed lines
denote the simulation with an ISRF and CRIR 10 times higher. The colours
denote the species as shown in the legend.
The first is that the lower density gas is hotter in the higher
ISRF and CRIR simulation (as shown in Fig. 2 and discussed in
Section 3.1), and pushes on the denser gas, to create sharper, high-
density features. As these features are well shielded and dense,
they are able to harbour CO, as we can see in Fig. 1. The second
phenomenon is simply that the CO-rich gas becomes slightly hotter
as the ISRF and CRIR increase (as also discussed in Section 3.1),
which gradually boosts the emission. The third effect is that the CO
in the lower density gas is photodissociated, as we have seen in our
discussion of Fig. 3.
Comparing the integrated emission from the CO and [C I] lines,
we see that the maps look very similar in general. However, on
closer inspection we see that the [C I] (1−0) is able to trace a larger
region than the CO emission, similar to the behaviour discussed in
Glover et al. (2015) and Glover & Clark (2016), and this becomes
more pronounced as we move to higher ISRFs and CRIRs. Given
the distributions of C with number density shown in Fig. 3, it is clear
that this is simply because C is more abundant at lower densities,
and thus lower column densities, than CO. However, the [C I] (2−1)
line is less able to trace the lower density gas, owing to its higher
critical density. The fact that the second excited level sits at 62.4 K
also makes it difficult to excite, since the gas traced by the bulk of
the [C I] emission remains relatively cold, as we will discuss further
below. This also explains why we see such an increase in the [C I]
(2−1) emission as the ISRF and CRIR are raised, since the line is
more easily excited as the gas temperature rises above 20 K.
While the CO and [C I] emission maps look very similar to one
another, tracing roughly the same density structures, the maps of
the [C II] emission look very different. Many of the density features
that are present in the CO and [C I] emission maps appear as faint
outlines in the [C II] maps, consistent with a picture in which C+
surrounds the colder, denser gas. However, we can also identify
structures in the [C II] maps that are totally absent in the CO and
[C I] maps, which are associated with features in the column density
maps in Fig. 1, demonstrating that the emission from [C II] can trace
a different regime to the other lines.
Although there are clear differences in the [C I] and CO emission
from the different simulations, the most striking feature of Fig. 4 is
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Figure 4. The images show the integrated emission in [C II], [C I] (1−0), [C I] (2−1), and 12CO (1−0) from our simulations.
the large variation in the [C II] integrated intensity as we increase
the strength of the ISRF and the CRIR from their fiducial values to
values 10 times higher. For the fiducial values, the peak integrated
intensity from [C II] is around 0.23 K km s−1 and the peak brightness
temperature is ∼0.33 K. This is marginally detectable with the
upGREAT instrument on SOFIA (Risacher et al. 2016, Goldsmith
et al. 2018; Schneider, private communication), but only if one
focuses on detecting the emission at one or a few locations; mapping
the cloud at this level of sensitivity would require a prohibitively
large amount of observing time. However, in the runs with high
ISRFs and CRIRs, the [C II] emission is significantly brighter, with
the peak integrated intensities and brightness temperatures rising
to 0.64 K km s−1 and 0.71 K, respectively, for the run with three
times stronger ISRF and CRIR, and 2.55 K km s−1 and 2.66 K for
the run with the ISRF and CRIR at 10 times their fiducial values.
An important conclusion is therefore that it will be much easier to
detect and map the widespread [C II] emission in clouds exposed
to radiation field strengths stronger than the local value. We also
see that in the cases where the emission is strong enough to be
detectable, it is also relatively uniform across the map, providing
information on region of both low and high column density. The
reason for this uniformity has its origins in the fact that the [C II]
emission is powered primarily by photoelectric heating. At low
column densities, the total amount of heating occurring along a
sight-line varies with the column density – more gas means more
heating, which in turn means more [C II] emission. However, this
breaks down at higher column densities, as the gas starts to become
shielded against the photoelectric heating; now adding extra column
does not strongly affect the total energy radiated by [C II], and hence
does not strongly affect the [C II] integrated intensity.
Given that C+ is relatively abundant right up to its critical
density of around 5000 cm−3 (and beyond) in all our simulations,
the differences in the integrated intensities between the three
simulations cannot be due to chemical evolution alone. Indeed,
the C+ abundance varies by only a factor of 5 at the critical density
(and one would expect the emission to become strong at densities
below this), while the differences in the integrated intensities are
over an order of magnitude. Rather, the sensitivity of the [C II] line
strength to the heating rate is also due to the temperature of the gas.
The energy separation of the upper and lower fine structure levels
is E10/kB = 91.2 K and so dense gas, which is typically cold, has
trouble populating the level. Since the collisional excitation rate
is proportional to e−91.2/Tkin , where Tkin is the kinetic temperature
of the gas, slight differences in temperature can have a big effect
on the overall emission. For example, at a number density of 1000
cm−3, the population of the excited state in our high ISRF and CRIR
cloud is a factor of e−91.2/30/e−91.2/20 = 4.6 larger than in the low
ISRF and CRIR cloud, using the approximate temperatures from
MNRAS 486, 4622–4637 (2019)
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Fig. 2. At a number density of 100 cm−3, this difference increases
to a factor of e−91.2/90/e−91.2/30 = 7.6. The fact that we see an order
of magnitude difference in the emission suggests that most of the
[C II] emission that we observe is coming from lower densities,
where the difference in temperatures is greater, and hence that most
of the emission is sub-thermal. This motivates us to examine the
origin of the emission in more detail, which we do in the next
section.
4 D EC ONSTRU CTING THE EMISSION: FRO M
PPV TO PPP
To help us further explore the origin of the emission in our
simulations, we convert our 3D, x − y − z cubes of number density
and temperature into z − y − vx cubes – the same form as the
emission cubes that come out of our RT post-processing. During
this conversion, the density, temperature, and abundance cubes are
binned into the same velocity bins that represent our ‘channels’
in the ppv cubes. Note that while it is possible for density and
temperature to be single-valued quantities in the velocity field, the
emission from a given point will be spread out in velocity space
due to thermal broadening and optical depth effects, which we
will refer to here as ‘channel blending’. In addition, given that our
channels have a finite width, it is often the case that gas at two
quite different spatially separated locations can contribute to the
same velocity channel. In such a case, we use density weighting in
all quantities when producing the final ppv cubes for temperature
abundance (density is simply averaged, which amounts to mass
weighting, since the cells in the RADMC-3D input cubes have equal
volume). As such, there is no exact correlation between the density,
temperature, and abundance fields and the resulting ppv emission
cubes. Nevertheless, this conversion from ppp to ppv allows us to
pick out trends in the data.
The bottom row of Fig. 5 shows the cumulative emission of our
four lines as a function of the 3D properties of the gas. Focusing
first on the CO, we see that 50 per cent of the CO emission traces
gas with number densities of around 500 cm−3 and higher for
the fiducial run, and only 20 per cent of the emission traces gas
residing at number densities below 100 cm−3. With an ISRF and
CRIR 10 times higher than the fiducial value, we see a slight shift
in the cumulative lines – roughly a factor of 2 in density – with
50 per cent of the emission tracing gas above 1000 cm−3 and only
10 per cent tracing gas below 100 cm−3. This confirms that the CO
in our simulations is probing the density regime inferred from the
observational survey data (Roman-Duval et al. 2010). However, we
should stress here that even in the case of the higher ISRF and CRIR,
the bulk of the CO emission traces gas sitting below 2200 cm−3,
the critical density of the (1−0) transition. Given the high optical
depth of CO (1−0), it is likely that this is just the effect of the
critical density being lowered due to photon trapping. Although
some of the low-density CO emission may be sub-thermal, with an
excitation temperature lower than the local kinetic temperature, it
is likely that the channel blending mentioned above is also playing
a role here.4 If we compare these densities to the plot showing the
4It would be possible to calculate how much emission is truly sub-thermal
by comparing the result here with a series of RT runs that have had the CO
abundance in the cells artificially set to zero below some variable density
threshold. However, such a computationally expensive approach is beyond
the scope of this study, which is simply to first report which regimes are
being traced by the emission lines.
cumulative mass fraction as a function of density, we see that the
CO is also tracing the bulk of the mass in the region covered by the
ppv cubes.
Emission from neutral carbon follows the CO distribution almost
exactly, even though its critical density is somewhat lower in the
case of the (1−0) line (∼500 cm−3). The explanation for this is given
in Fig. 3: the abundance of neutral carbon rises sharply with density
between 100 and 1000 cm−3, and so below the critical density of
the (1−0) line, there is little neutral atomic carbon available to emit
(cf. Glover et al. 2015, who find very similar results).
The emission from the [C II] does appear to have a different origin
than the CO and [C I] emission; roughly 50 per cent of the emission
traces densities around 100 cm−3, again with a factor of 2 shift
in density between the different ISRF and CRIR values. However,
only a few percent of the [C II] emission traces densities similar
to those of our original atomic clouds (10 cm−3). This suggests
that while [C II] is tracing a different regime than CO, the majority
of the emission traces some intermediate phase in the creation of
dense (molecular) gas, rather than the low-density atomic flows
from which the molecular cloud is assembled. We will return to the
discussion of these atomic flows in Section 5.
The second panel in the bottom row of Fig. 5 shows cumulative
emission as a function of the gas (kinetic) temperature. Once again,
we see that the CO and [C I] trace similar regimes, with most of the
emission probing gas below ∼20 K, and with a factor of less than 2
shift between the different ISRFs and CRIRs. This tight distribution
in the temperatures is a consequence of the temperature–density
distributions in Fig. 2 and hence ultimately of the fact that CO and
C only become abundant in gas that is effectively shielded from the
ISRF. Because of this shielding, even relatively large changes in the
strength of the ambient radiation field yield only small changes in
the temperature of the CO-bright gas (see also Pe naloza et al. 2017,
who find a similar result using simpler cloud models but explore a
wider range of environmental conditions.)
More interesting are the temperatures associated with the [C II]
emission. We see that, regardless of the values of the ISRF and
CRIR, at least 80 per cent of the emission traces gas with temper-
atures below 90 K, the temperature corresponding to the energy
difference between the two fine structure levels. In addition, we see
that very little of the emission arises from gas with temperatures
below 20 K. This behaviour is a result of the temperature–density
structure of the ISM, as shown in Fig. 2. Gas warmer than 90 K
tends to also be low density, and since the emission scales with
density as n2 in the sub-thermal regime, the [C II] emission from
this warm gas is weak. In contrast, at densities close to or above
ncrit, the gas is cool, with T ∼ 30 K, and thus struggles to excite
the [C II] transition. As a result, the bulk of the [C II] emission
arising from the diffuse ISM comes from a narrow range in density
and temperature, imposed by the thermal balance between [C II]
cooling and photoelectric heating.
The right-hand panel in the bottom row in Fig. 5 shows the
cumulative emission as a function of the H2 abundance, xH2 , and
thus reveals which tracers are tracing atomic, versus molecular
gas. Looking first at the CO and [C I], we see that in the solar
neighbourhood simulation, roughly 55 per cent of the emission is
probing gas with xH2 ≥ 0.3. These emission lines are therefore
tracing gas which is predominately molecular in composition
(xH2 = 0.5 denotes gas in which all the hydrogen is in the form
of H2). In the case of the higher ISRF and CRIR simulation, we see
that the CO and [C I] now trace gas that has a higher xH2 , and is thus
more molecular in nature. This is a result of the photochemistry;
when we look back to Fig. 3, we see that CO and [C I] only become
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Figure 5. Top row: cumulative mass as a function of density, temperature, and atomic hydrogen fraction in our two extreme simulations. As in Figs 2 and
3, solid lines denote the simulation with G0 = 1.7 and CRIR = 3 × 10−17 s−1, while the dashed lines represent the simulation with values of G0 and CRIR
that are 10 times larger. Bottom row: as in the top row, but showing the cumulative luminosity of our different observational tracers. As in previous plots, red
indicates [C II], dark and light green denote [C I] (1−0) and [C I] (2−1) respectively, and blue represents the CO (1−0) emission.
abundant above 1000 cm−3, at which point the gas has a high H2
fraction.
In contrast, we see that the majority of the [C II] emission arises
in gas that is mainly atomic in composition. Since the C+ → C
transition is delayed until higher densities at higher ISRFs and
CRIRs, we see that the [C II] traces more H2-rich gas in these
simulations. However, even in this case, 50 per cent of the emission
is coming from gas with xH2 ≥ 0.2 and is thus still predominately
atomic in composition.
We can therefore conclude that [C II] traces gas that has started
the transition from an atomic to a molecular state, while CO and
[C I] trace gas that has nearly finished this transition. Although [C II]
is probing mainly atomic gas, the densities at which the emission
becomes detectable is relatively high, at around a few 100 cm−3,
and due to the thermal balance in the ISM, the gas is generally
below 90 K. As such, it appears from our analysis that [C II] is a
good tracer of the post-shock structure that directly precedes the
formation of molecular clouds.
5 V ELOC ITY INFORMATION
In our discussion so far, we have seen that the [C II] traces a
different regime to the [C I] and CO, probing gas that is of lower
density, slightly higher temperature and of mainly atomic, rather
than molecular, composition. Since our simulations involve an
initially well-ordered flow, it is worth investigating whether these
differences also arise in the velocity information that is contained
in the line emission.
We start by looking at the information contained in the second
moment, defined via
σmom−2(i, j ) =
[∑vmax
v=vmin T (i, j , v)(v − vcent(i, j ))2∑vmax
v=vmin T (i, j , v)
]1/2
(1)
where i and j denote pixels in y- and z-directions in the image, v
is the velocity of a channel, T is the brightness temperature of the
emission in the voxel (i, j, v), and vcent(i, j) is the centroid velocity,
given by,
vcent(i, j ) =
∑vmax
v=vmin T (i, j , v)v∑vmax
v=vmin T (i, j , v)
. (2)
The second moment is essentially an emission-weighted version of
the velocity dispersion along the line of sight, while the centroid
velocity (the first moment) is the emission-weighted mean velocity.
Note that we only include voxels in our emission cubes that have
emission above 0.01 K. These measures are more useful than line-
fitting in cases where there are several velocity components in the
image, which as we will see shortly, is very much the case in our
colliding clouds.
The mean and standard deviation of σmom-2 as a function of
column density in the image are given in Fig. 6 for each of our
lines. The first thing we see is that σmom-2 for the [C II] line is
generally higher than that from both [C I] and CO lines. In principle,
this can mean one of two things: either the gas traced by [C II] is
hotter, and so we are seeing the effects of thermal line-broadening
in the second moment, or the [C II] line is originating from gas that
has multiple velocity components or a higher velocity dispersion.
However, we know from our previous analysis that most of the [C II]
emission is being produced in gas which is colder than 100 K. The
thermal velocity of the C+ ions at this temperature is approximately
0.3 km s−1, and hence thermal broadening cannot be responsible for
the differences in σmom-2 between [C II] and CO or [C I] that we see
at some column densities. These differences must therefore be due
primarily to differences in the bulk motions of the gas traced by
the different forms of emission. Further support for this conclusion
comes from the fact that we see only relatively minor differences in
σmom-2 in the runs with different ISRF strengths and CRIRs, despite
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Figure 6. Top: mean value of the second moment – as given by equation (1)
– for each of our tracers, plotted as a function of the total column density,
for the run with the fiducial values of G0 and the CRIR. The ‘error bars’
indicate the standard deviation at each column density. The colour-coding
of the different lines is the same as in the previous figures. Bottom: as in the
top panel, but for the run with 10 times larger values for G0 and the CRIR.
the substantial differences in the temperature structure of these two
runs.
We also see that σmom-2 for CO and [C I], rises with increasing
column density. This is interesting, since it goes in the opposite
direction to the ‘transition to coherence’ picture that is often claimed
for prestellar cores in molecular clouds (see e.g. Goodman et al.
1998, Kirk, Johnstone & Tafalla 2007, J. E. Pineda et al. 2010),
although this transition is generally seen in high-density tracers such
as N2H+ or NH3, rather than [C I] or 12CO. The fact that the bulk
of the CO emission is coming from gas around a few 1000 cm−3
– around the critical density – means that the line-width of any
given parcel of emitting gas will be only 0.2 km s−1, the sound
speed at around 10 K. That we see σmom−2 > 0.2 km s−1 implies
that we are seeing non-thermal contributions from multiple parcels
of gas along the line of sight. There are two reasons why σmom-2
would then increase with increasing column density. The first is
that higher column density regions can be the result of more violent
compression, and so what we are seeing is the residual velocity
components that have survived the shock. Only head-on collisions
in uniform flows would result in a post-shock velocity of zero, and
even then, only if the gas remains thermally stable; oblique shocks
will always have left over shear, the amount of which will scale with
the with strength of the shock, which also increases the density of the
gas. The second reason that we see a higher σmom-2 with increasing
column density could simply be due to the additional influence of
gravity as we go to progressively denser structures.
It is also interesting that the behaviour seen in Fig. 6 is the
opposite from what we see in Fig. 1, where the density-weighted
velocity dispersion in the regions of high column is markedly
lower than that found in the regions of high density. Given that
we expect line emission to scale linearly with density in the LTE
regime and with the density squared for sub-thermal excitation,
this is clearly a worry for our observational interpretation of the
gas velocities in molecular clouds. Indeed, it suggests that a more
careful decomposition of the line emission data is required to make
sense of the kinematics, such as the technique presented in Henshaw
et al. (2016).
Although the [C II] emission traces higher values of σmom-2 than
CO and [C I], it is still unclear from our analysis as to whether these
are coherent features or the result of multiple velocity components
along the line of sight. In addition, our idea to explain the variation
in σmom-2 with column density for the CO emission requires multiple
components. We can get more information by looking at the spectra
themselves. In Fig. 7 we show a zoomed-in region from our
simulation with the high ISRF and CRIR. The greyscale in the
background is the column density from the top panel in Fig. 1. The
panels in the figure also show the averaged spectra for our four lines
in the area covered by the panel. For clarity, we have multiplied the
intensity of the [C II] line by a factor of 20, and that of the two [C I]
lines by a factor of 2.
The first obvious feature is that the [C II] line is significantly
broader than the other lines, and that it is always made up of
multiple velocity components – i.e. there are several peaks in [C II]
emission along each line of sight. However, we also see that the
majority of these peaks are quite narrow, similar to the widths of the
features in the CO and [C I] lines. This confirms our analysis above,
demonstrating that the difference in σmom-2 between [C II] and the
other lines is driven by differences in the gas velocities, rather than
the temperature of the gas. These peaks thus represent structures at
different velocities along each line of sight. The fact that we can see
them in the [C II] emission, but not in the other lines is important: it
demonstrates that [C II] is able to trace the structure of the (mainly)
atomic gas as the molecular clouds are being assembled.
We see that the [C II] components with large velocity offsets
from their CO or [C I] counterparts are generally quite faint. Given
that our initial setup involved 10 cm−3 clouds with velocities of
±3.75 km s−1, one would conclude that [C II] is not doing a
good job of picking up the original flows that created the cloud.
Indeed, what we have seen in our discussion above is that very little
emission is coming from gas with densities close to n = 10 cm−3,
the density of our initial conditions. Therefore, although [C II] is
able to trace this inflowing material, successfully detecting the very
faint emission coming from this gas will be very challenging given
current observational capabilities, and mapping it over an extended
region may require a prohibitively large amount of observing
time. Current observational capabilities are instead better suited
to studying the emission from the denser (n ∼ 100 cm−3) CO-
poor gas immediately surrounding the CO-rich portions of the
cloud.
There are several other features of these spectra that are worth
noting. First, we see that there is a huge variation in the line shapes,
total intensities, and relative intensities, even in this small region of
around 3 pc × 1 pc, similar to the variation observed by Herschel
in the GOT-C+ survey (Pineda et al. 2013). We also note that
the spectra vary rapidly from panel to panel (which are around
0.24 pc on a side), especially when we have sharp variations in
the background column density. Perhaps more important, however,
is the fact that [C II] is always present, even at positions in ppv
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Figure 7. The background greyscale shows a zoom of the column density around the bottom ridge that appears in Fig. 1 for our simulation with G0 = 17 and a
CRIR = 3 × 10−16 s−1. Superimposed on the column density image are spectra for each of the emission lines examined in our study, averaged over the region
shown by the axes, which cover a region of 10 × 10 pixels, or 0.24 pc × 0.24 pc. In keeping with our previous colour palette, reddish-orange is the [C II] line,
dark and light green are, respectively, the (1−0) and (2−1) transitions of [C I], and CO (1−0) is in blue. Note that for clarity the intensity of the [C II] line has
been multiplied by a factor 20, and those of the [C I] lines have been multiplied by 2.
space that have strong CO and [C I] emission. However, we do see
that there is typically an offset in velocity between the [C II] peaks
and those of the other lines, again suggesting that inside molecular
regions the bulk of the [C II] is still tracing slightly different gas.
In Fig. 8, we show the spectra for the entire cloud – that is, the
spectra averaged over the area shown in Fig. 4 – and include now
all three simulations. In contrast to Fig. 7, these averaged spectra
are shown without rescaling. Bisbas et al. (2017b) showed that the
peaks in the [C II] and CO spectra were offset in the cloud–cloud
collisions that they studied. Although this is the case for our spectra
in Fig. 7 which looks at the small scales within the cloud exposed
to the high ISRF and CRIR, it is not the case when we study the
full cloud spectra shown in Fig. 8; while the full-cloud spectra are
generally asymmetric, the peaks in the spectra are actually well
aligned. However, we do see that the [C II] linewidths are broader
than those for [C I] and CO.
Bisbas et al. (2017b) also examined the position–velocity (p–
v) diagrams of cloud–cloud collisions – a common technique for
looking at cloud–cloud collision signatures, which take the form of
‘bridges’ in the p–v diagram between loci of emission (cf. Duarte-
Cabral et al. 2011; Haworth et al. 2015) – and found clear signatures
of the collision in their analysis. In Fig. 9, we show the p–v diagram
for our high ISFR and CRIR simulation. In all tracers, we see
that most of the emission is coming from the central ridge that
sits around zero velocity, and this is probably why the full-cloud
spectra have their peaks at the same velocity. However we also
see vertical striations in all the plots, showing that there are large
velocity dispersions at many locations in the cloud, and that these
features exist in all our tracers. When we look at the p–v diagram
for the [C II] emission, see that these striations bridge the central,
bright, zero velocity ridge and the two fainter ridges at ±4 km s−1.
These higher velocity ridges correspond to original atomic clouds,
although they have been shifted from (and spread around) their
original ±3.75 km s−1 by the turbulence that we impose in the initial
conditions.
Fig. 9 once again demonstrates that our original atomic clouds
are very difficult to detect, since the brightness temperature of the
emission from them is typically0.1 K, even for this case of a high
ISRF. In our runs with weaker ISRFs, this extended emission is even
fainter. In the study by Bisbas et al. (2017b), the [C II] emission in the
bridging features was of similar strength to our study, even though
they adopted a smaller radiation field strength, G0 ∼ 4. However
the clouds in their simulation start at a number density of 100 cm−1,
10 times higher than our clouds, and this higher density helps to
compensate for the weaker radiation field. Taken together, our two
studies suggest that bridging emission from [C II] is generally weak
in regions where the ISRF is low.
6 D ISCUSSION
The Herschel GOT-C+ survey of [C II] emission in the Galactic
plane (Pineda et al. 2010, 2013) provides us with what is currently
the most comprehensive set of velocity-resolved observations of
[C II] in the Milky Way. Pineda et al. (2013) used this data
set, together with existing surveys of the Galactic plane at other
wavelengths, to study the association between [C II] and H I, CO
and star formation. One of the key results of this study was the
finding that in the Milky Way, only around half of the observed
[C II] emission is directly associated with star-forming clouds, with
most of this emission coming from dense photodissociation regions
(PDRs) and a small fraction from H II regions. The other half
of the observed [C II] emission arises in gas clouds illuminated
by relatively weak radiation fields (G0 = 1–10). Pineda et al.
(2013) attempt to distinguish between emission coming from cold
atomic gas clouds and emission coming from clouds dominated
by CO-dark H2, concluding that roughly 60 per cent of the [C II]
emission that is not directly associated with star formation comes
from H2-dominated clouds, with the remainder coming from clouds
dominated by atomic gas.
In comparison, in this study we find that a large fraction of the
[C II] emission in our synthetic images comes from gas dominated
by atomic hydrogen, and only a small fraction comes from gas
dominated by H2. What is the reason for this discrepancy? Part of
the reason may be the assumption made in Pineda et al. (2013) that
all of the cold H I has a spin temperature of 100 K, which leads them
to conclude that the correction that must be made for optical depth
effects when deriving the H I column density is small. In practice, we
find that much of the H I in our clouds is colder than this (see Figs 2
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Figure 8. Mean spectra from the maps shown in Fig. 4.
Figure 9. Position–velocity diagrams for the simulation with G0 = 17 and a CRIR = 3 × 10−16 s−1. Note that the colour scale for the CO (1−0) emission is
stretched over a larger range of mean brightness temperatures than for the other lines.
and 3), and so Pineda et al. (2013) are arguably underestimating the
optical depth correction required, and hence underestimating the
amount of [C II] emission that can be associated with the H I. Future
studies of the optical depth of cold H I in the Galactic plane with
e.g. the THOR (The H I/OH/Recombination line) survey (Beuther
et al. 2016) will help to clarify this. Nevertheless, it seems unlikely
that this can explain all of the difference between our simulations
and the observational results.
A more promising explanation for the difference is that it is
a consequence of the evolutionary state of the clouds. The gas
clouds sampled in the GOT-C+ survey are not selected to be in
any particular evolutionary state and hence may have a wide range
of ages. On the other hand, the clouds simulated in our study are
young, since we halt the simulation at the point at which we expect
star formation to begin. Given the relatively long formation time-
scale for H2 at densities below n ∼ 100 cm−3, it is likely that the
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gas producing the bulk of the [C II] emission in our simulations
has not yet reached chemical equilibrium, and that older clouds
may produce more of their [C II] in H2-dominated gas and less
in H-dominated gas. Resolved studies of individual clouds do
indicate that the bulk of [C II] emission often is not associated with
molecular material (e.g. Beuther et al. 2014; Pe´rez-Beaupuits et al.
2015), but further such studies are needed to determine whether an
evolutionary trend exists.
Support for this picture comes from two other recent studies
of [C II] emission from simulated molecular clouds. Franeck et al.
(2018) produce synthetic [C II] emission maps of one of the clouds
modelled in the SILCC-Zoom project of Seifried et al. (2017). As
the name suggests, this project involves the carrying out of ‘zoom-
in’ simulations that follow the formation and growth of a small
set of clouds formed in the large-scale simulations of the Galactic
plane performed as part of the SILCC (Simulating the Life Cycle of
molecular Clouds) project5 (see e.g. Walch et al. 2015, Girichidis
et al. 2016 for more details). Those zoom-in simulations reach a
very high spatial resolution (x < 0.1 pc), comparable to that
in our study, but are carried out with a different hydrodynamical
code (the FLASH AMR code; Fryxell et al. 2000) and with far
less idealized initial conditions. They therefore provide a useful
point of comparison to our own study. In common with our study,
Seifried et al. (2017) end their simulations shortly before the onset
of star formation in the clouds, and so the [C II] maps produced
by Franeck et al. (2018) once again correspond to the emission we
expect from a relatively young cloud. Interestingly, Franeck et al.
(2018) also find that most of the [C II] emission in their simulations
comes from regions dominated by atomic hydrogen, with less than
20 per cent coming from H2-dominated gas. This is in line with
what we would expect if this is a common feature of dynamically
young clouds.
The amount of [C II] emission arising from H- and H2-dominated
clouds in Milky Way-like conditions was also examined by Glover
& Smith (2016). They post-processed the high-resolution galactic-
scale simulations of Smith et al. (2014) to produce synthetic [C II]
and [OI] emission maps, making the important simplifying assump-
tion that the emission was optically thin. They then examined the
distribution of this emission as a function of variables such as the
atomic hydrogen fraction or the gas temperature. As the Smith et al.
(2014) simulations did not include star formation or stellar feedback,
the results of the Glover & Smith (2016) can be compared directly to
the Pineda et al. (2013) results for quiescent clouds. Glover & Smith
(2016) find that roughly half of the [C II] emission in their model
comes from H2-dominated gas, with the remainder coming from H-
dominated gas. This is broadly comparable to the 60/40 split found
by Pineda et al. (2013), but contrasts strongly with our results and
those of Franeck et al. (2018). However, this is just what we would
expect if the strength of the association between [C II] and HI varies
with the age of the clouds. The synthetic emission maps produced
by Glover & Smith (2016) contain clouds with a wide range of dy-
namical ages, as do the GOT-C+ observations, and so we should not
expect their results to match those of simulations that purely study
young clouds.
Finally, it is worth asking how robust our results are, given that
we have used a simplified chemical network to track the evolution
of carbon in the clouds. The NL99 network that adopt here has
been shown to give similar results to the more advanced network
of Glover et al. (2010) for solar neighbourhood values of the
5https://hera.ph1.uni-koeln.de/∼silcc/
ISRF strength and CRIR (Glover & Clark 2012b). However, Gong
et al. (2017) demonstrated that it does not perform as well under
conditions with higher UV fields and CRIRs, and suggested some
improvements, which we will refer to as GOW17. In particular, they
found that the GOW17 modifications yield CO abundances that
better match the results of a more sophisticated PDR code at low
AV than those from NL99. Naturally, this could have implications
for our study. In our preliminary testing of the GOW17 network,
we actually find results that are very similar to those we present
here with the NL99 network, and so our conclusions here would not
change. The main differences are that (i) both [C I] lines trace very
slightly lower densities than CO(1−0), but only by a factor of ∼0.6,
and ii) that there is a very small amount of low-density emission
in both CO and [C I], although some of this is also likely attributed
to the ‘channel blending’ that we discussed earlier. However, our
conclusions – i.e. that [C II] traces a different regime to both [C I]
and CO (which trace very similar conditions) – remain unchanged.
We plan to explore the GOW17 network more fully in future work.
7 C O N C L U S I O N S
We present a study of the [C II], [C I], and CO emission associated
with the collision of two initially atomic clouds of 104 M, and
explore how the emission varies as we vary the ISRF and CRIR.
Our clouds start with an initial density of 10 cm−3, similar to the
value found in the CNM (Wolfire et al. 2003). The clouds are each
given a velocity of 3.75 km s−1 towards the other cloud. Given that
the sound speed in our gas is between 0.6 and 1.7 km s−1, depending
on the strength of the ISRF, this ensures that the collision in our
initial setup has a Mach number above 2. The ISRF and CRIR are
scaled together from the solar neighbourhood values of G0 = 1.7
and 3 × 10−17s−1, respectively, to 3 and ten times these values. Our
simulations are performed with AREPO (Springel 2010), and use a
detailed model of the ISM chemistry and thermodynamics (see e.g.
Glover & Clark 2012a; Smith et al. 2014).
The simulations are stopped once the first collapsing core appears
in each case. As this point, we use the RADMC-3D RT code to produce
synthetic emission maps of the [C II] and [C I] fine structure lines
and the J = 1 → 0 transition of CO. We compare the ppv cubes of
emission to ppv cubes of the density, temperature, and molecular
fraction in our clouds in order to determine what physical conditions
our lines are tracing, and also examine the kinematics revealed by
the different tracers. All of these comparisons are made looking
along the axis of the collision (i.e. perpendicular to the shock plane).
Our main results are as follows:
(i) All our simulations resulted in the formation of a network of
dense molecular (i.e. H2-rich) structures, with around 50 per cent of
the initial hydrogen mass being converted to molecular form by the
point at which we stop the simulations. The amount of molecular
gas formed has little dependence on the strength of the ISRF or the
CRIR.
(ii) The gas makes the transition from H to H2 at around a number
density of a few 100 cm−3, irrespective of the CRIR and the strength
of the ISRF. However, the carbon chemistry changes occur at much
higher densities. For the solar neighbourhood ISRF and CRIR,
C+ is still the dominant form of carbon at a number density of
1000 cm−3, and CO does not become dominant until a density of
nearly 104 cm−3. When the ISRF and CRIR are 10 times higher,
these transitions are shifted up in density by a factor of ∼5. At no
point is the neutral form of carbon the dominant form.
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(iii) We find that majority of the [C II] emission comes from gas
with number densities ∼100 cm−3, which is still predominantly
atomic in nature. At higher densities, the gas is too cold to excite
the line, and at lower densities, the emissivities are too small to be
readily detectable with current observing platforms. However, we
note that gas at this density has not yet reached chemical equilibrium
in our simulations, and it is therefore plausible that if we were to
examine much older clouds, we would find a much larger fraction
of the [C II] emission coming from H2-dominated gas.
(iv) The [C I] and CO emission are very similar and trace gas
that is predominantly molecular in nature. Most of the emission
from neutral carbon and CO comes from gas with number density
500–1000 cm−3 and temperature <30 K.
(v) For our simulation with solar neighbourhood values of the
ISRF and CRIR, the peak brightness temperature of the [C II]
emission is only 0.33 K, and the highest integrated intensity is
0.23 K km s−1. This is only marginally detectable with upGREAT
on SOFIA. At three times, the solar neighbourhood ISRF and CRIR,
we get a peak brightness temperature of 0.71 K and a maximum
integrated intensity of 0.64 K km s−1, while at 10 times, the solar
neighbourhood ISRF and CRIR, these increase to 2.66 K and
2.55 K km s−1, respectively.
(vi) We find that the velocity dispersion of the [C II] emission is
larger than that of the CO and [C I] emission. [C II] traces additional,
widely spaced velocity components in the spectra of the molecular
cloud that are not seen in the other tracers. We also see evidence of
‘bridging’ features in the p–v diagrams that show that [C II] emission
is coherently extended beyond the CO and [C I] emission, similar
to those seen in the study of Bisbas et al. (2017b). Although this
shows that [C II] is able to trace the flows that form the molecular
gas, the emission is very faint in the bridging features, and would
currently be difficult to detect in most cases.
(vii) Although the [C I] emission traces gas at slightly lower
column densities than CO, we do not find it to be a better tracer
of the collision than the CO. We do not find any significant [C I]
emission coming from the atomic (or weakly molecular) gas that
constitutes the original colliding clouds.
In summary, we find that although [C II] is a good tracer
of the atomic clouds just before the molecular transition, it is
currently very difficult to observe this phase if the clouds have
low densities, particularly for ISRF strengths close to the standard
solar neighbourhood value. On the other hand, [C II] emission from
colder, denser atomic gas associated with the already assembled
portion of the cloud should be much easier to observe with current
facilities. Our results also emphasize the importance of the local
radiation field strength for determining the strength of the [C II]
emission, with the important implication that clouds forming in
regions with elevated radiation fields will be much easier to trace in
[C II] than clouds in quiescent regions.
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A P P E N D I X A : D E TA I L S O F T H E C H E M I C A L
M O D E L
The chemical model used in the simulations presented in this paper
is an updated version of the NL99 network from Glover & Clark
(2012a). This itself is a combination of two separate chemical
networks, the simplified carbon and oxygen network developed
by Nelson & Langer (1999) and the hydrogen chemistry network
developed by Glover & Mac Low (2007a,b). A full list of the
reactions contained in our current version of the NL99 network
is given in Table A1, along with references to the sources from
which we took the rate coefficients for each reaction.
The first part of the table (reactions 1–24) lists the reactions
taken from Nelson & Langer (1999). The artificial chemical species
CHx and OHx involved in some of these reactions represent in
an approximate fashion small carbon-carrying molecular ions and
radicals (e.g. CH, CH2, and CH+) and oxygen-carrying molecular
ions and radicals (e.g. OH, OH+, etc.), respectively. The artificial
species M represents several different low ionization potential
metals (e.g. Na and Mg) that are the dominant gas-phase charge
carriers in dense and well-shielded gas.
We have made one minor modification to this part of the network
compared to the version in Nelson & Langer (1999). The original
version of the network includes the following pseudo-reaction
instead of reactions 1 and 2:
H2 + cr + H2 → H+3 + e− + H. (A1)
This pseudo-reaction represents the fact that in the conditions that
they study, where all of the hydrogen is molecular, almost all of the
H+2 ions produced by cosmic ray ionization of H2 will then react
with other H2 molecules to form H+3 . We cannot make the same
assumption, as we want our network to be useable in conditions
where not all of the hydrogen has yet been incorporated into H2.
Therefore, we include reactions 1 and 2 as separate reactions,
rather than using Nelson & Langer’s pseudo-reaction, and we
also account for H+2 destruction by charge transfer with atomic
hydrogen (reaction 25), which is an important process when the
atomic hydrogen fraction is large.
The other minor difference between the reactions listed in the
first part of Table A1 and the ones in the original Nelson & Langer
(1999) paper involves reaction 18, the destruction of H+3 by charge
transfer with M, which represents a combination of different low
ionization potential metals (Mg, Na, etc.; see the discussion in
Nelson & Langer 1999 for more details). In their paper, Nelson &
Langer (1999) give this reaction as
H+3 + M → M+ + e− + H2, (A2)
but this is evidently a typo, since as written neither charge nor the
number of hydrogen atoms is conserved. We list the reaction below
using the corrected form
H+3 + M → M+ + H + H2. (A3)
In the second half of Table A1, we list the reactions that we
have added to the original Nelson & Langer (1999) set to make
the combined NL99 network. Many of these dealing with the
chemistry of H+, H, and H2 come from the Glover & Mac Low
(2007a,b) chemical network, but we have also supplemented these
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Table A1. List of reactions included in our chemical model.
No. Reaction Reference
1 H2 + cr → H+2 + e− See the text
2 H+2 + H2 → H+3 + H SLD98
3 He + cr → He+ + e− See the text
4 H+3 + C → CHx + H2 NL99
5 H+3 + O → OHx + H2 NL99
6 H+3 + CO → HCO+ + H2 NL99
7 He+ + H2 → He + H + H+ B84
8 He+ + CO → C+ + O + He P89
9 C+ + H2 → CHx + H NL99
10 C+ + OHx → HCO+ NL99
11 O + CHx → CO + H NL99
12 C + OHx → CO + H NL99
13 He+ + e− → He + γ HS98
14 H+3 + e− → H2 + H MAC04
15 C+ + e− → C + γ NP97
16 HCO+ + e− → CO + H GEP05
17 M+ + e− → M + γ NL99
18 H+3 + M → M+ + H + H2 NL99
19 C + γ → C+ + e− NL99
20 CHx + γ → C + H NL99
21 CO + γ → C + O V09
22 OHx + γ → O + H NL99
23 M + γ → M+ + e− NL99
24 HCO+ + γ → CO + H NL99
25 H+2 + H → H2 + H+ KAH79
26 H+3 + e− → H + H + H MAC04
27 H + e− → H+ + e− + e− A97
28 H+ + e− → H + γ FER92
29 H+ + e−(s) → H + γ WD01
30 He+ + H2 → He + H+2 B84
31 H2 + H → H + H + H MS86
32 H2 + H2 → H + H + H2 MKM98
33 H2 + e− → H + H + e− TT02
34 H + H(s) → H2 HM89
35 C + H2 → CHx + γ PH80
36 HCO+ + e− → CHx + O GEP05
37 H2 + γ → H + H DB96
38 H + cr → H+ + e− See the text
39 C + cr → C+ + e− See the text
40 C + γ cr → C+ + e− See the text
41 CO + γ cr → C + O See the text
Notes: The reactions listed above the line are the same as those in the original
Nelson & Langer (1999) chemical model (with two minor alterations,
discussed in the text), although in some cases the reaction rate coefficients
we use differ from those in their model. The reactions below the line were
not included in the original Nelson & Langer (1999) model. ‘cr’ represents
a cosmic ray, γ a photon from the ISRF, and γ cr a UV photon produced
by excitation of H or H2 by the high-energy secondary electrons produced
by the cosmic ray ionization of H, He or H2. ‘(s)’ indicates that the species
in question is adsorbed on the surface of a dust grain. The meaning of the
chemical symbols CHx, OHx, and M is discussed in the text.
References: A97 – Abel et al. (1997); B84 – Barlow (1984); DB96 – Draine
& Bertoldi (1996); FER92 – Ferland et al. (1992); GEP05 – Geppert et al.
(2005); HM89 – Hollenbach & McKee (1989); HS98 – Hummer & Storey
(1998); KAH79 – Karpas, Anicich & Huntress (1979); MAC04 – McCall
et al. (2004); MKM98 – Martin, Keogh & Mandy (1998); MS86 – Mac Low
& Shull (1986); NL99 – Nelson & Langer (1999); NP97 – Nahar & Pradhan
(1997); P89 – Petuchowski et al. (1989); PH80 – Prasad & Huntress (1980);
SLD98 – Stancil, Lepp & Dalgarno (1998); TT02 – Trevisan & Tennyson
(2002); V09 – Visser et al. (2009); WD01 – Weingartner & Draine (2001)
with a number of other reactions from various sources. Of particular
note is the inclusion of cosmic ray induced photodissociation of
CO (reaction 41), which can in some circumstances dominate the
destruction of CO in gas which is well-shielded from the ISRF (see
e.g. Mackey et al. 2018).
The rate coefficients for the reactions in the portion of the network
based on Nelson & Langer (1999) are largely taken from that work.
In the cases where they are not, this is either because more accurate
values based on experiment or theory have subsequently become
available (e.g. reactions 14, 16, and 21), or because our adopted
rate coefficients are valid over a wider range of temperatures than
those given in Nelson & Langer (1999). The rate coefficients for the
other portion of the network are drawn from a variety of sources, as
summarized in Table A1.
One set of reactions deserves further comment, those involving
cosmic ray ionization or cosmic ray induced photodissociation. In
the case of the cosmic ray ionization reactions (numbers 1, 3, 38, and
39), we first specify the cosmic ray ionization for neutral hydrogen
(reaction 38) as an input parameter to the simulation and then set
the rates for the other processes by using scaling factors derived
from the rates given in McElroy et al. (2012). In the case of the two
cosmic ray induced photodissociation reactions (numbers 40 and
41), we follow the same procedure for reaction 40, but for reaction
41, we adopt the scaling factor given in Maloney, Hollenbach
& Tielens (1996), which is a fit to calculations by Gredel et al.
(1989).
Finally, we note that we do not account for the freeze-out of
CO on to dust grains in our current chemical model. This process
can have a profound impact on the gas-phase CO abundance in
highly shielded dense gas with a low dust temperature. However,
as previous studies have already shown (see e.g. Goldsmith 2001;
Glover & Clark 2016), it has a minimal impact on the 12CO emission
observed at a great distance from the shielded gas, as the regions
where freeze-out is significant are generally also highly optically
thick in the 12CO lines. We therefore would not expect the inclusion
of this process to significantly change our results.
A P P E N D I X B: D E TA I L S O F T H E TH E R M A L
M O D E L
As is common in simulations of the ISM that do not adopt an
isothermal equation of state, we model the thermal evolution of
the gas using an operator split approach. The effects of adiabatic
expansion and contraction of the gas, as well as viscous dissipation
in shocks, are accounted for as part of the standard hydrodynamical
treatment, as discussed in detail in Springel (2010). However, during
each time-step we also account for the impact of radiative and
chemical heating and cooling on the internal energy density of the
gas  by solving an ordinary differential equation (ODE) of the
form:
d
dt
= −	(ρ, , xH2 , xH+ , ...). (B1)
Here, 	 is the net cooling rate per unit volume due to both
radiative and chemical processes. Processes that result in heating
(e.g. photoelectric emission from dust grains) are included by
treating them as negative cooling. As 	 depends not only on the
mass density and internal energy density of the gas, but also on its
chemical composition, we solve equation (B1) in parallel with the
chemical rate equations using the DVODE solver (Brown, Byrne &
Hindmarsh 1989).
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The full list of processes included in the current version of the
thermal model was recently published in Mackey et al. (2018), and
so on the grounds of brevity we do not include it here. Instead, we
simply note that the only significant difference between the thermal
model presented in that paper and the one used for the simulations
presented here is the absence of X-ray Coulomb heating in our
simulations. This process is not included simply because we are
considering a situation in which there is not a significant X-ray
background.
As well as solving for the gas temperature, we also solve for the
dust temperature on the fly in our simulations, as this is important
for determining the H2 formation rate on dust grains and the rate
at which collisions transfer thermal energy between the gas and the
dust. The details of our dust temperature calculation are the same
as those described in appendix A of Glover & Clark (2012a). As
dust cooling is very efficient, we assume that the dust temperature
is always at its equilibrium value, which can be found by balancing
the effects of dust heating due to the ISRF, dust cooling due to its
own thermal radiation, and collisional energy transfer between the
gas and the dust (which heats the dust if Tgas > Tdust, or cools it if
Tdust > Tgas). Shielding of the ISRF, which lowers the effectiveness
of dust heating in regions with high AV, is accounted for using
the TREECOL algorithm. As Clark et al. (2012) demonstrate, the
resulting dust temperatures agree well with those computed using a
more sophisticated Monte Carlo treatment.
This paper has been typeset from a TEX/LATEX file prepared by the author.
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