Using a temporal integration task, subjects in 5 experiments were expected to combine information from temporally separated visual presentations. Evidence from these experiments indicated that perceptual information can be integrated with previously generated and currently maintained visual images to form a representation that contains information from each source. Properties and limitations of this integration process were also explored, including the time required to generated the image, the speed at which percepts were integrated with images, and the capacity of the representation. Implications for theories of visual processing and memory are discussed.
The behavioral findings that suggest that image-based and percept-based representations share a common structure are complemented by research that has shown that visual imagery relies upon some of the same neural machinery as visual perception and generates similar patterns of neural activation.
2 For example, using a radioactive marker to observe cerebral blood flow, Roland and Friberg (1985) determined that imagining an object is associated with activation in the occipital, posterior superior parietal, and posterior inferior temporal lobes, all of which are involved in perceptual processing (see also Goldenberg et al., 1989) . In addition, using positron emission tomography, Kosslyn and his colleagues (Kosslyn et al., 1993) showed that the locus of activation in the primary visual cortex (occipital lobe) during image generation depends upon the size of the imagined object. The primary visual cortex is topographically mapped in accordance with input received from the retina-information received from the fovea causes activation posteriorly, whereas information from the periphery causes activation in progressively more anterior areas. Accordingly, imagining small objects (which, when seen, would mostly occupy the center of the field of view) was associated with posterior activation, whereas imagining large objects (which, when seen, would occupy more peripheral regions of view) was associated with more anterior activation of the occipital lobe. Furthermore, studies of abnormal neurological cases have shown that damage to the primary visual cortex, as well as to the higher-level processing dorsal (posterior parietal lobe) and ventral (posterior temporal lobe) visual systems can result in impairments in imagery use (e.g., Farah, Soso, & Dasheiff, 1992) . 1 The nature of visual images has been a debated topic in the literature. A specific question of controversy is whether images are analog or propositional in form. The same debate, however, extends to the nature of representations derived directly from percepts (vision proper). This distinction is not important to the research reported here, because the impetus for our experiments rests upon the similarities between percepts and images. Whether, in the end, percepts and images are analog or propositional in form is irrelevant to our experiments (see Pylyshyn, 1973 Pylyshyn, , 1978 Pylyshyn, , 1981 ; for reviews and commentary on this debate, see also Finke, 1980 Finke, , 1985 Kosslyn, 1997) . 2 For complete reviews, see Farah (1984 Farah ( , 1988 , Kosslyn (1987) , and Tippett (1992) .
On the basis of research that has demonstrated both structural similarities in the mental representations formed from percepts and images, as well as research showing imagery and perception share neurological substrates, Kosslyn (e.g., 1980 Kosslyn (e.g., , 1995 Kosslyn (e.g., , 1997 Kosslyn & Koenig, 1992) has suggested that visual imagery and visual perception are supported by the same cognitive architecture (see also Shepard, 1984) . Kosslyn argues that within the visual system, there is a visual buffer that maintains currently activated visual representations. Information can enter the buffer from either direct sensory input (perception) or from memory (imagery). Furthermore, once information is loaded into the buffer, it is processed equivalently, regardless of its point of origin. According to Kosslyn, then, an image is a short-term visual representation that represents surface and spatial layout information in an arraylike format in the absence of immediate sensory input and is treated by the visual system as though it arose from direct perception (see also Farah, 1985) . Because perception-and imagery-based representations have similar properties and are processed by many of the same neurological structures, Kosslyn argues that it should be possible for interactions to occur between images and percepts. In this article we adopt Kosslyn's definition of visual imagery and investigate whether images and percepts can be combined to form new, composite representations.
Previous research has addressed the issue of image-percept interaction by exploring the effect of previously formed images on current visual perception. For example, in one of the earliest demonstrations of image-percept interaction, Perky (1910) showed that while intentionally imagining an object, subjects were less able to detect a brief visual presentation of that object as compared with cases where imagery was absent (see also Neisser, 1976; Posner, Boies, Eichelman, & Taylor, 1969) . More modern replications of the Perky effect have repeatedly shown that visual detection (e.g., Segal, 1971; Segal & Fusella, 1970) and discrimination (e.g., Craver-Lemley & Reeves, 1992 ; Craver-Lemley, Arterberry, & Reeves, 1997; Reeves, 1981) are impaired by visual imagery (see also Craver-Lemley, Arterberry, & Reeves, 1999) . However, imagining a visual scene facilitates object recognition for items that are semantically related to the imagined scene (Peterson & Graham, 1974) , and an imagined context also aids in making judgments about visual patterns (Freyd & Finke, 1984) .
Whereas previous studies have investigated whether forming an image facilitates or inhibits visual perception, in the present article we attempt to determine whether visual images and visual percepts can be integrated to allow a perceptual judgment involving the combination of the two and to investigate the properties of such an integration process. To do this, we used the temporal integration paradigm originally developed by Eriksen and Collins (1967) to explore the integration of two individual percepts (see also Di Lollo, 1980; Di Lollo & Hogben, 1987; Di Lollo, Hogben, & Dixon, 1994; Loftus & Irwin, 1998) . During the temporal integration procedure, a stimulus is divided into two parts. These parts are presented serially, separated by some time delay. The subject's task requires being able to "see" the whole stimulus, that is, the sum of the two parts. In Eriksen and Collins's original task, two seemingly random dot patterns were individually presented on each trial. However, if superimposed, the patterns created a nonsense, three-letter syllable. The subjects were to identify the syllable, a task that required the combination of information from the two distinct (not temporally or physically overlapping) visual presentations.
Performance in a temporal integration task is generally considered to indicate the degree to which two stimuli are integrated. Studies on temporal integration between two stimuli have shown that performance is very high when the temporal separation between the two stimulus parts is very short (e.g., less than 50 ms). However, increasing the stimulus onset asynchrony (SOA) between the two stimulus parts by increasing either the presentation duration of the first stimulus or the interstimulus interval (ISI) between the offset of the first stimulus and the onset of the second stimulus profoundly hinders performance (Di Lollo, 1980; Loftus & Irwin, 1998) . When the SOA is greater than 50 ms, subjects' performance decreases dramatically and reaches the floor at about 100 ms. These results suggest that the combination of two visual stimuli is possible, but only if they fall in a very small temporal window. This is because visible persistence from the first stimulus must be integrated with the presentation of the second stimulus, and visible persistence is short-lived and time-locked to stimulus onset (Coltheart, 1980; Di Lollo, 1980) .
To test whether integration can also occur between visual images and visual percepts, we extended the temporal delay between the two stimulus parts long enough so that a visual image of the first stimulus could be formed. If that image can be integrated with the second stimulus, then performance should improve, and systematic variation of the temporal delay should allow us to measure the characteristics of the image formation process and the integration process.
Experiment 1
To test the image-percept integration hypothesis, Experiment 1 used a variant of the temporal integration task devised by Di Lollo (1980) in which subjects made responses based upon the combination of information from two discretely presented stimuli. Subjects were shown an enclosed 4 ϫ 4 square grid. On any given trial, several individual squares were filled simultaneously with a dot for a brief time. After some delay (during which the grid was blank), several previously empty squares were each briefly filled with a dot. In the course of this process, one square in the grid was never filled. The subject's task was to indicate which position was left empty. To accomplish this goal, subjects had to have knowledge of the positions of all the dots that were presented.
The delay separating the two dot-array presentations was manipulated by varying the ISI between the arrays. ISIs ranged from 0 to 5,000 ms in intervals of 500 ms, although an ISI of 100 ms was also included. ISIs of 0 and 100 ms were used to replicate the general findings associated with perceptual integration and to serve as baseline conditions. Performance should be at ceiling when no delay separates the dot arrays, because the two arrays should be perceived as a single presentation. At the other extreme, performance should fall to floor when 100 ms separates the array presentations. The longer ISIs were used to test the hypothesized image-percept integration process that may occur beyond the temporal window for perceptual integration. The image-percept integration hypothesis posits that when subjects are afforded enough time to form an image of the first dot array, performance should improve as ISIs increase above 100 ms, although the level of performance that is ultimately reached may or may not be equivalent to the ceiling level established when the two arrays were integrated perceptually.
Method Subjects
Eight members of the University of Illinois community, including two of the authors (J.R.B. and R.F.W.), participated after providing informed consent. Except for the authors, all subjects were naive with respect to the experimental hypotheses and were paid $5 for participating.
Stimuli
Stimuli consisted of two unique dot arrays presented within an enclosed 4 ϫ 4 square grid. The first array contained seven dots and the second array contained eight dots. Together, the arrays filled all but one square in the grid. The grid was composed of interconnected lines, drawn over the background such that the color within the grid spaces and the area surrounding the grid was the same. Subjects viewed the stimuli at a normal viewing distance from a computer screen (approximately 50 cm). The total display subtended 38.1 cm (approximately 37°of visual angle) horizontally and 27.9 cm (29°) vertically. The square grid subtended 15.9 cm (18°). Each square within the grid subtended 3.96 cm (4.5°). Each dot presented in the array subtended 3.3 cm (3.8°). The display background was light gray, the grid lines were light blue, and the dots were black.
Apparatus
The stimuli were presented at a refresh rate of 60 Hz on a Gateway VX900 monitor. A Gateway E-4200 microcomputer controlled stimulus presentation and recorded responses. Subjects made their responses by moving a cursor controlled by a mouse trackball and clicking on the grid location that they thought had been unfilled.
Design and Procedure
Each trial consisted of two sequentially presented dot arrays within an enclosed square grid separated by a variable ISI. On any given trial, one position within the grid was never filled. Under the constraint that no members of the two arrays occupy the same spatial position, the dot patterns were randomly generated. Accordingly, the location of the missing dot was equally likely to occur in all positions within the grid.
Subjects were instructed that they were to identify the position of the missing dot. They were told that in order to do this they would have to remember the positions of the dots in Array 1 across the delay that separated the arrays and combine this information with that contained in Array 2. It was suggested that a good strategy to use would be to imagine the dots still being present after they disappeared.
Prior to the onset of each trial, an empty 4 ϫ 4 square grid was presented in the center of the display. When ready to begin the trial, subjects pressed the spacebar. Immediately, the first array of seven dots was presented within the grid for 33 ms. The ISI between the offset of the first dot array and the onset of the second array was either 0, 100, 500, 1,000, 1,500, 2,000, 2,500, 3,000, 3,500, 4,000, 4,500, or 5,000 ms, during which the empty grid remained on the screen. Following the delay, the second array containing eight dots was presented for 33 ms. After both arrays were presented, a cursor appeared on the screen. Using a mouse, subjects moved the cursor to the position in the grid that they thought was left empty during the trial and clicked one of the buttons. Subjects were told to respond as accurately as possible and that they were under no speed stress.
Each ISI (12) occurred equally often. Using a repetition factor of 32, each subject completed a total of 384 trials, divided into blocks of 8 trials. Within each block, the ISI was constant. Subjects were informed of the ISI duration prior to the start of each block. For each subject, the blocks of trials were presented in a different random order. The subjects' responses were recorded.
Prior to beginning the experimental trials, subjects completed 25 practice trials. Practice trials consisted of five trials each, at ISIs of 0, 100, 1,000, 2,000, and 3,000 ms. During practice, subjects were given feedback concerning the accuracy of their responses. However, during the experimental trials no feedback was given.
Results and Discussion
The results are reported in four sections. First, as a preliminary measure of performance, accuracy was assessed as a function of ISI. Second, because accuracy is affected by the amount of information retained from either array, the source of errors was assessed with an emphasis on the strength of the relationship between different types of error and accuracy. Third, the number of dots remembered from each array was calculated to quantify the amount of available information that was integrated. Finally, trends in performance were assessed in order to address the temporal characteristics of the underlying processes.
3 Trends in performance, as measured by accuracy, error, and capacity, are illustrated in Figure 1 . For all analyses, an alpha level of less than .05 was adopted as the criterion for statistical reliability.
Accuracy
According to the image-percept integration hypothesis, visual images and visual percepts are integrated in the visual buffer. Thus, as more information from the first array enters the visual buffer and becomes integrated with the second array, accuracy should increase. Accuracy was measured in terms of the percentage of trials on which subjects correctly identified the location of the missing dot. Analysis of accuracy focused on the effect of increasing the ISI between dot array presentations.
A one-way repeated measures analysis of variance (ANOVA) with ISI as the independent factor demonstrated that accuracy did vary as a function of ISI, F(11, 77) ϭ 22.1, MSE ϭ .930. Singledegree-of-freedom polynomial tests showed a reliable cubic trend between ISI and accuracy, F(1, 7) ϭ 49.3, MSE ϭ .803, indicating nonmonotonicity in the accuracy data. Visual inspection of mean accuracy as a function of ISI suggested that two distinct monotonic functions represented the data. First, accuracy decreased as the ISI increased from 0 to 100 ms. Second, there was a curvilinear increase in accuracy between ISIs of 100 and 5,000 ms. Each of these trends is discussed in turn.
Accuracy when the ISI was less than or equal to 100 ms (perceptual integration). When the ISI between array presentations was 0 ms, accuracy for identifying the missing dot was very good, averaging 79%. However, when the ISI increased to 100 ms, accuracy dropped to a mean of 21%. This difference in performance was reliable, t(7) ϭ 12.0. On the basis of previous perceptual integration research and subjective reports obtained from subjects in this study during debriefing, the two dot arrays seemed to be perceptually integrated into a single presentation when no delay separated them, although the arrays were never physically present concurrently. However, when the delay between array presentations was 100 ms, the integration effect was greatly reduced and performance decreased sharply. Consistent with previous research, these data showed that integration between two percepts can occur, but only within a very small temporal window (Ͻ 100 ms).
Accuracy when the ISI was greater than or equal to 100 ms. When the ISI was 100 ms or greater, accuracy also varied as a function of ISI, F(10, 70) ϭ 22.2, MSE ϭ .890. Single-degree-offreedom polynomial tests demonstrated a reliable positive-slope linear trend, F(1, 7) ϭ 68.9, MSE ϭ 1.67, and quadratic trend, F(1, 7) ϭ 75.5, MSE ϭ .860, in the accuracy data. The reliable positive-slope linear trend indicates that accuracy increased as ISI increased. The reliable quadratic trend indicates that the rate of increase in accuracy was not constant across all ISIs. That is, the relationship between accuracy and ISI was curvilinear. Post hoc contrasts showed that accuracy improved as the ISI increased through 1,500 ms but did not differ when the ISI was greater than or equal to 1,500 ms. After 1,500 ms, accuracy asymptoted at approximately 68%. It is important to note that no decrease in accuracy was detected at later ISIs.
Errors
Accuracy is affected by the amount of information retained from both the first and second array. Thus, from the accuracy data alone, the source of improvement is not clear. When an error is made, it could be of two forms. First, the incorrectly selected position of the missing dot could have been previously occupied by a dot from the first array; this kind of error results from a failure to properly retain or use information from the first array. Second, the incorrectly selected position could have been previously occupied by a dot from the second array; this kind of error is associated with a failure to perceive or encode information contained in the second array, possibly due to the interference of the first array. Each type of error was measured in terms of the percentage of trials on which they occurred.
As a percentage of total trials, Array 1 errors occurred, on average, on 32% of the trials and accounted for 81% of all errors. The Pearson correlation between Array 1 errors and correct responses across ISIs was Ϫ.95, revealing an almost perfect dependence between accuracy and Array 1 error. On the other hand, as a percentage of total trials, Array 2 errors occurred, on average, on 6% of the trials and accounted for 19% of all errors. Array 2 errors were rare (Ͻ 1%) when the ISI was 0 ms; when the ISI exceeded 0 ms, Array 2 errors occurred on 7% of trials and did not vary with ISI. The Pearson correlation between Array 2 error and accuracy across ISIs was Ϫ.17, revealing relative independence between accuracy and Array 2 error (even stronger independence was observed when the ISI exceeded 0 ms, in which case the correlation was Ϫ.09). Overall, it appears performance depended primarily upon the quality of the representation formed or maintained of the first array.
Capacity
Although accuracy provides an initial test of the image-percept integration hypothesis, it can be misleading as an estimate of how much information was used in the judgment task because it is not necessarily a direct reflection of the amount of information re- membered. Accuracy increases as more and more dots are remembered-from either array. However, such increase is not linear. For instance, forgetting only one dot will cause accuracy to drop from 100% to 50%, assuming that subjects make a random choice between the correct cell and the forgotten one. Forgetting one more dot does not do as much harm, though, as performance will drop to 33% (i.e., choosing 1 of 3). Additionally, error rates can indicate the source of improvement in accuracy but cannot quantify changes in the amount of information that is retained from each array. Thus, a more direct assessment of the amount of information used for the judgment (i.e., the number of dots remembered) is useful in assessing properties of image-percept integration, such as the capacity of the representations formed.
With a few simple assumptions, the amount of information that was retained from each array can be calculated. The amount of information retained from the two arrays can be determined by combining both accuracy and error information. The percentage of Array 1 errors to correct responses is equivalent to the number of dots forgotten from the first array. Similarly, the percentage of Array 2 errors to correct responses is equivalent to the number of dots forgotten from the second array (see Appendix A for a detailed discussion of the logic behind these calculations). Therefore, the number of image and percept dots remembered are calculated by simply subtracting the number of image and percept dots forgotten from the number of dots actually presented in the array. The first array. On average, 6.2 (88%) of the dots presented in the first array were remembered across the ISI. As would be expected on the basis of trends in accuracy and Array 1 error, the capacity of the first array varied as a function of ISI, F(11, 77) ϭ 45.4, MSE ϭ .352. Not surprisingly, capacity was greatest when the ISI was 0 ms (M ϭ 6.7 dots, or 96%), and lowest when the ISI was 100 ms (M ϭ 3.0 dots, or 43%). After 100 ms, a curvilinear increase in capacity was observed. Capacity no longer increased once the ISI reached 1,500 ms, after which capacity attained a mean level of 6.6 dots (94%). Planned comparisons showed that this level of capacity did not reliably differ from that when the ISI was 0 ms, F(1, 7) ϭ 2.1.
The second array. The amount of information retained from the second array was very high, averaging 7.8 dots (98%). No effect of ISI was observed, F(11, 77) ϭ 1.3, which is consistent with the absence of an effect of ISI on Array 2 error when the ISI was greater than 0 ms. In addition, no reliable interpretable trends were observed, and the Pearson correlation between ISI and capacity in the second array (Ϫ.08) also failed to reach statistical reliability. The near-perfect capacity for the second array and its invariance across ISIs suggests that little forward masking or interference from the first array occurred in this task.
Temporal Characteristics of Performance
A critical analysis of Experiment 1 concerns the temporal characteristics of improvement, which were measured in terms of the amount of time it takes for performance to reach asymptote. The analyses using ANOVA models (reported above) suggested that accuracy, Array 1 errors, and capacity no longer varied after 1,500 ms. However, a disadvantage to using an ANOVA model to estimate the point at which each measure becomes independent of ISI is that such an estimate is restricted to ISI values that were chosen a priori. The true estimate is likely to fall between the selected ISI values.
This limitation was addressed using linear spline regression analyses. Using this procedure, two contiguous line segments were fit to the performance data by varying the slope of the first segment and the joint between the lines. Because the various ANOVA analyses showed that performance (whether it be measured by accuracy, Array 1 error, or capacity) ultimately reached an asymptote, the second line had a fixed slope of 0 (for a detailed description of this approach, see Appendix B). Because capacity is the best measure of the underlying process by which performance improves, further analysis on the temporal characteristics of performance used capacity as the dependent measure. More specifically, because performance depended primarily upon the amount of information derived from the first array, and because the amount of information retained from the second array remained stable across all ISIs, the capacity of the first array was analyzed.
5
The best fitting lines to the capacity data showed an increase in capacity for the first array through 1,300 ms, after which capacity reached asymptote. Thus, this analysis suggests that a slow process, such as forming an image of the first array, is responsible for the increase in performance, and it requires approximately 1,300 ms to complete. This estimate is consistent with other twodimensional image generation studies, which have generally estimated that images require between 1,000 and 2,000 ms to generate (e.g., Kosslyn, Cave, Provost, & von Gierke, 1988; Kosslyn, Reiser, Farah, & Fliegel, 1985; Weber & Harnish, 1974) .
There is, however, an alternative possibility. The improvement in performance as ISI increases may potentially reflect the dissipation of backward masking, rather than the development of a visual image. Studies of perceptual integration have shown that backward masking occurs between two successively presented visual arrays, whereby the second array limits the amount of information that can be extracted from the leading array (e.g., Di Lollo & Hogben, 1987; Groner, Groner, Bischof, & Di Lollo, 1990) . Thus, more information about the first array might be remembered with longer ISIs because there is less masking between the two presentations when the temporal separation increases. The rather long time course of improvement (1,300 ms) indicates that backward masking alone cannot explain the improvement in performance in the task, however. The effects of backward masking should have dissipated after 300 ms (Averbach & Coriell, 1961; Breitmeyer, 1980 Breitmeyer, , 1984 Breitmeyer & Ganz, 1976; Kahneman, 1968; Lefton, 1973; Matin, 1975; Turvey, 1973) . However, capacity continued to improve for at least 1,000 ms beyond this time. These results contradict a pure backward masking interpretation (although masking might have hindered performance in the 100-ms ISI condition) and provide further support for the hypothesis that, when given sufficient time, an 4 By number of dots remembered, we do not mean that each dot was remembered as a separate entity; rather, some chunking may have taken place. Therefore, this analysis may have inflated the underlying capacity for individual entities. It nonetheless provides a measure of the amount of information from the array that was remembered. 5 The same analysis was also performed on trends in accuracy and error and produced results consistent with those using capacity as the dependent measure.
image of the first array was generated and combined with ongoing perception.
Although conventional mechanisms of backward masking cannot account for the present data, it is possible that presentation of Array 2 interfered with the continuing development of Array 1 when the ISI was less than 1,500 ms. That is, once the second array was presented, it appears that subjects were unable to maintain and develop the image of Array 1 further so that it could be integrated with the slowly developing image of Array 2. There may be several reasons for the cessation of image generation once the second array was presented. One possibility is that an attentional switch away from image generation of Array 1 may have been triggered by the onset of the second array.
6 This is possible within Kosslyn's (1980 Kosslyn's ( , 1995 Kosslyn's ( , 1997 conception of the visual buffer, because it contains an attention window that selects input on the buffer for further processing. If the second array draws this window away from the forming image, further generation may not be possible. Another possibility is that once the second array is presented and integrated with the information from the first array that was already loaded into the visual buffer, continued generation of the first array would require generating and maintaining a representation of the positions of all 15 presented dots-a process that might conceivably exceed limitations on short-term memory or image capacity. Issues of integration speed and capacity limitations are considered in Experiments 2-5.
Summary
The results of Experiment 1 are consistent with the imagepercept integration hypothesis. When no temporal delay separated the presentation of the two dot arrays, accuracy was very high (79%). However, when 100 ms separated the array presentations, accuracy declined to 21%. When the ISI exceeded 100 ms, accuracy improved to approximately 68%. Error analysis showed that this increase in accuracy was almost exclusively associated with a decrease in Array 1 errors, and capacity analyses showed that the amount of information retained from the first array rose from 43% (i.e., about 3.0 dots) when the ISI was 100 ms to a ceiling level of approximately 94% (i.e., about 6.6 dots). These results demonstrate that as the ISI increased beyond 100 ms, subjects were better able to represent information from the leading display.
Capacity for the first array increased at a relatively slow and constant rate and did not reach asymptote until 1,300 ms. This temporal characteristic of capacity is inconsistent with the hypothesis that accuracy improves simply because backward masking is removed at longer ISIs. Under such a hypothesis, capacity should have recovered more quickly (certainly by 500 ms), according to previous research on masking. Rather, a slow and effortful process that enabled subjects to represent more and more information from the first array long after its disappearance seems to underlie performance. Thus, it appears that subjects may generate an image of the first array during the ISI that can subsequently be integrated with incoming visual information from the environment. Finally, capacity for the first array for ISIs greater than or equal to 1,500 ms did not differ from capacity when the ISI was 0 ms (i.e., during perceptual integration). Therefore, the process guiding integration at long ISIs, in this experiment, produces a representation almost as rich in information as that following perceptual integration.
Experiment 2
Experiment 1 demonstrated that performance in a temporal integration task recovered slowly after the dissipation of perceptual integration and reached asymptote after 1,300 ms. These results support the hypothesis that a visual image of the first array was generated during the delay, which was subsequently integrated with a percept. Experiment 2 further tested whether the integration process was between an image and a percept or between two images by measuring how much time such an integration process takes in comparison with the perceptual integration process.
It is important to note that this question is very different from questions concerning the temporal characteristics of performance explored in Experiment 1. Experiment 1 addressed how much time is needed to create an adequate representation of the first array in the visual buffer; Experiment 2 addresses how much time is needed to process the second array and subsequently integrate the arrays to arrive at a judgment (i.e., after the first array is already in the visual buffer). According to the image-percept integration hypothesis, the time it takes to process the second array and integrate the two representations should be similar during imagepercept integration and perceptual integration, although the decision time might be slightly different, depending on the number of alternatives from which the subject must choose. If, contrary to our hypothesis, subjects formed separate images of both arrays, which were then combined into a unified representation, then the process that governs performance at late ISIs is not the direct integration of images and percepts, but rather the interaction of two memory traces. Such a process should require much more time to complete than a process that directly integrates two percepts or a percept with the image in the visual buffer because time must be spent generating an additional image (somewhere on the order of 1,300 ms).
To address the time required to complete the integration and judgment process, we carried out a variant of Experiment 1 where subjects' reaction time (RT) was recorded. Aside from recording RTs, two important changes were introduced. First, only two ISIs were used. Specifically, the ISI between arrays was either 0 ms or 2,000 ms. When the ISI is 0 ms, the two dot arrays are perceptually integrated. When the ISI is 2,000 ms, perceptual integration is no longer possible and the image-percept integration process would govern performance. Note that 2,000 ms exceeds the 1,300 ms estimate in Experiment 1 for how much time is required for performance to reach ceiling once perceptual integration is no longer possible. Second, the time between the offset of the second array and the onset of a cursor, which subjects moved in order to register their responses, was systematically varied. Because subjects could not overtly respond until the cursor appeared, this manipulation had the effect of delaying subjects' ability to register their judgment after the second array was presented for some time. Thus, we refer to the time between the offset of the second array and the onset of the cursor as the response delay. The response delay manipulation is critical in estimating the time required to integrate the two arrays and form a judgment in the two types of integration processes.
At short response delays, the integration and judgment processes do not have time to be completed prior to the presentation of the cursor (when RT starts to be timed). Therefore, RT will reflect array integration time, judgment time, and motor response time. However, as the response delay increases, a greater portion of the integration-judgment process is completed prior to the presentation of the cursor and would therefore not be included in the RT measure. This results in a decrease in RT as response delay increases. At some point, the cursor delay will exceed the time required to integrate the arrays and form a judgment. When this point is reached, RT will include only the time to complete the motor response, and the RT curve will asymptote at some floor level. The point at which this occurs provides a measure of how much time is required to integrate the two arrays and complete the cognitive process of selecting the location of the missing dot.
Method Subjects
Eight members of the University of Illinois community participated after providing informed consent. None of the subjects in Experiment 2 participated in Experiment 1. All subjects were naive with respect to the experimental hypotheses and were paid $10 for participating.
Stimuli
The same stimuli were used as in Experiment 1.
Apparatus
The same apparatus was used as in Experiment 1.
Design and Procedure
As in Experiment 1, each trial consisted of two sequentially presented dot arrays within an enclosed square grid separated by some delay (ISI). On any given trial, one position within the grid was never filled; the subject's task was to identify the position of the missing dot. Prior to the onset of each trial, an empty 4 ϫ 4 square grid was presented in the center of the display. When they were ready to begin the trial, subjects pressed the spacebar. Immediately, the first array of seven dots was presented within the grid for 33 ms. In separate blocks, the ISI between the offset of the first dot array and the onset of the second array was either 0 ms or 2,000 ms. Following the delay, the second array containing eight dots was presented for 33 ms. After both arrays were presented, a cursor appeared on the screen in a random location. However, the elapsed time between the offset of the second array and the appearance of the cursor varied. The cursor appeared either 0, 67, 167, 333, 467, 600, 767, 900, 1,067, 1,200, 1,367, or 2,000 ms after the offset of the second array. Subjects could not register a response until the cursor appeared. Thus, this manipulation is referred to as the response delay. Using a mouse, subjects moved the cursor to the position in the grid that they thought was left empty during the trial and clicked one of the buttons. Subjects were told that their reaction time was being recorded. However, to minimize a speed-accuracy tradeoff, subjects were not told to respond as quickly as possible but rather to respond as soon as they knew the answer.
Response delay and ISI were crossed. Each response delay (12) occurred equally often. Using a repetition factor of 32, each subject completed 384 trials at each ISI, or 768 total trials. Trials were divided into four sessions, each consisting of 192 trials. Each session was further divided into 24 blocks of 8 trials. Within each session the ISI was constant; within each block the response delay was constant. Subjects were informed of the duration of both the ISI and response delay prior to the start of each block.
For each subject, the blocks of trials were presented in a different random order. An ABBA counterbalance was used to determine the order of sessions. Sessions were completed on 2 separate days. On each day subjects completed two sessions at different ISIs. The subjects' responses and reaction times were recorded.
At the beginning of each day, before the experimental trials, subjects completed 100 practice trials. Practice trials consisted of 10 trials, each using response delays of 0, 500, 1,000, 1,500, and 2,000 ms at each ISI. During practice, subjects were given feedback concerning the accuracy of their responses. However, during the experimental trials no feedback was given.
Results and Discussion
The purpose of Experiment 2 was to obtain an estimate of the time required to integrate the two arrays and arrive at a judgment when either 0 ms (perceptual integration) or 2,000 ms (hypothetical image-percept integration) intervened between array presentations. Analyses therefore focused on RT as a function of response delay. However, prior to such an analysis it was necessary to ensure that other dimensions of performance aside from RT did not vary as a function of response delay.
Accuracy, Error, and Capacity
Separate, one-way, repeated measures ANOVAs were conducted on accuracy, Array 1 error, Array 2 error, and capacity for each array to explore potential differences across response delay within each ISI. In all analyses, none of these measures of performance varied as a function of response delay. On average, when the ISI was 0 ms, accuracy was 86% (SEM ϭ 0.5); Array 1 error occurred on 12% of trials (SEM ϭ 0.4); Array 2 errors occurred on 2% of trials (SEM ϭ 0.3); 6.8 dots (SEM ϭ 0.01), or 97%, were remembered from the first array; 7.9 dots (SEM ϭ 0.01), or 99%, were remembered from the second array. When the ISI was 2,000 ms, accuracy was 53% (SEM ϭ 1.0); Array 1 error occurred on 40% of trials (SEM ϭ 1.2); Array 2 error occurred on 7% of trials (SEM ϭ 0.4); 6.1 dots (SEM ϭ .04), or 87%, were remembered from the first array; 7.8 dots (SEM ϭ 0.01), or 98%, were remembered from the second array. Comparisons across ISI indicated reliable differences in accuracy, Array 1 error, Array 2 error, and capacity that mirrored similar comparisons in Experiment 1.
Temporal Characteristics
Having established that accuracy, error, and capacity did not vary by response delay, the effect of response delay on RT was analyzed. The analysis of RT focused on trials on which a correct response was given. On incorrect trials, there could have been a failure to integrate the arrays completely, and therefore reaction times on these trials may not accurately reflect the time required to integrate the arrays. On the basis of the analysis of accuracy and error as a function of response delay, this trim did not disproportionately exclude trials for either error type from each response delay. Mean RT by ISI and response delay are illustrated in Figure  2 . Separate, one-way ANOVAs explored the effect of response delay on RT within each ISI. Each of these analyses is discussed in turn.
RT when the ISI was equal to 0 ms. When the ISI was 0 ms, RT did vary by response delay, F(11, 77) ϭ 37.5, MSE ϭ 4,014, and single-degree-of-freedom polynomial tests showed a reliable negative-slope linear trend in the RT data, F(1, 7) ϭ 55.0, MSE ϭ 14,255. A reliable quadratic trend, F(1, 7) ϭ 173.4, MSE ϭ 4,709, indicated that the decrease in RT as response delay increased did not remain constant across all response delays; the relationship between RT and response delay was curvilinear.
As in Experiment 1, linear spline regression was used to analyze the temporal properties of this relationship. In particular, the point at which RT reached floor was of interest. Pairwise comparisons showed that when response delay was less than or equal to 600 ms, RT reliably decreased; when response delay was between 600 and 1,067 ms, RT reliably increased; when the ISI was at least 1,067 ms, no reliable differences among RTs were observed. Therefore, the second segment of the overall piecewise function in the spline regression analysis was not defined to be a horizontal line. Rather, the slope of both the first and second line segments were free parameters (see Appendix B for further details of this modification). Results of this procedure showed that RT decreased at a rate of 86 ms for every 100-ms increase in response delay through 500 ms, after which RT increased at a rate of 7 ms for every 100-ms increase in response delay. The overall fit of this model was very good, as indicated by a multiple R of .82. Simple linear regression of RT on response delay for response delays greater than 500 ms failed to demonstrate a reliable nonzero slope line that best fit the RT data. This suggests RT reached floor at approximately 500 ms.
RT when the ISI was equal to 2,000 ms. When the ISI was 2,000 ms, RT also varied by response delay, F(11, 77) ϭ 27.5, MSE ϭ 13,977, and single-degree-of-freedom polynomial tests showed a reliable negative-slope linear trend in the RT data, F(1, 7) ϭ 344.4, MSE ϭ 10,390. A reliable quadratic trend, F(1, 7) ϭ 41.2, MSE ϭ 10,951, indicated that the decrease in RT as response delay increased did not remain constant across all response delays; the relationship between RT and response delay was curvilinear.
Planned comparisons indicated that RT no longer differed by response delay when response delay was greater than or equal to 767 ms. To be commensurate with the linear spline regression approach used to analyze trials on which the ISI was 0 ms, the slope of both the first and second line segments were free parameters (the second segment was not defined as a horizontal line). This procedure showed that RT decreased at a rate of 70 ms for every 100-ms increase in response delay through 800 ms, after which RT increased at a rate of 1 ms for every 100-ms increase in response delay. The overall fit of this model was also very good, as indicated by a multiple R of .83. Again, simple linear regression of RT on response delay for response delays greater than 800 ms failed to demonstrate a reliable nonzero slope line that best fit the RT data. This suggests RT reached floor at approximately 800 ms. Effect of ISI on integration and processing time. When the ISI was 0 ms, integration and response selection required approximately 500 ms. When the ISI was 2,000 ms, integration and response selection required approximately 800 ms. These estimates were contrasted by computing the time required for RT to reach floor for each subject. The t tests showed a reliable difference between the estimates attained from each ISI, t(7) ϭ 2.3, indicating that integration and response selection were approximately 300 ms faster when the delay between the arrays was 0 ms than when the delay was 2,000 ms.
Because integration time and response selection time cannot be decoupled, at least in the present paradigm, it is difficult to obtain a precise estimate of how long perceptual integration takes as opposed to response selection. However, it can be concluded that the integration component requires less than 500 ms (the integration plus selection estimate). Likewise, although a specific estimate for how much time image-percept integration takes is equally unattainable, it is no more than 300 ms longer than the perceptual integration process. In other words, even if this slowdown was entirely due to differences in the speed of integration processes, the difference was far less than the time that would be required if an image of the second array were generated prior to selecting a response (1,300 ms, on the basis of the results of Experiment 1). Thus, it seems that integration following a long delay is indeed a product of a relatively direct combination of perceptual information with a previously constructed image maintained in the visual buffer.
Before leaving this discussion, some speculation can be made as to what may be causing the slowdown in the integration-response selection process. If the slowdown is due to differences in the speed of integration, two possible explanations exist. First, perceptual integration may take place earlier in the visual system (e.g., in the retina) than image-percept integration (e.g., in the visual cortex). Second, integration may be slower when memory is required to maintain an image of the first array in the visual buffer. Alternatively, the slowdown may be due to a slower response selection process. In this case, response selection may be slower at the longer ISI because memory is less than perfect, and more time is spent analyzing the integrated representation of the arrays to choose a response from the increased number of alternatives. Additionally, response selection may be a stage of processing that requires access to a limited-capacity bottleneck. A slowdown in response could then arise because they draw upon similar resources as image generation and integration. Experiments 1 and 2 have provided good support for the hypothesis that images and percepts can be integrated to form a new, composite representation. Experiments 3, 4, and 5 investigated some of the fundamental properties of this integration process.
The purpose of Experiment 3 was to assess the impact of increasing the duration of the first array on image-percept integration. In Experiments 1 and 2 this duration was fixed at 33 ms, which might have limited the amount of information that subjects could extract from the stimulus in order to form an image of it. Intuitively, it would seem that increasing exposure to the first array would facilitate image generation, because subjects are given more time to transform that array into an image. On the other hand, previous research has shown that increasing the duration of the leading array in a temporal integration task disrupts perceptual integration (e.g., Di Lollo, 1980), so perhaps the same would be true for the integration of images and percepts. For example, longer exposure (i.e., leaving the perceptual stimulus on the screen) could potentially interfere with image generation and maintenance, thereby disrupting the image-percept integration process.
To examine these possibilities, in Experiment 3 the duration of the first array, as well as the delay between array presentations, was varied. That is, the temporal separation of the two arrays was defined by the SOA-the elapsed time between the onset of each array. The SOA was determined either by the delay between the arrays (ISI condition), as in Experiments 1 and 2, or by the duration of the first array (duration condition). The main question addressed in Experiment 3 is whether increasing the duration of the first array will cause more or less improvement in performance as compared with increasing ISI. Such a result would occur if longer experience with the first array enabled subjects to form a better or worse memory trace (i.e., image) of that array.
Method Subjects
Eight members of the University of Illinois community participated after providing informed consent. None of the subjects in Experiment 3 participated in Experiments 1 or 2. All subjects were naive with respect to the experimental hypotheses and were paid $5 for participating.
Stimuli
Apparatus
The same apparatus was used as in Experiments 1 and 2.
Design and Procedure
The general procedure of Experiment 3 was the same as in Experiments 1 and 2. Each trial consisted of two sequentially presented dot arrays within an enclosed 4 ϫ 4 square grid where one position within the grid was never filled. The subject's task was to identify the position of the missing dot. As in the previous experiments, after both arrays were presented, a cursor appeared on the screen and, using a mouse, subjects moved the cursor to the position in the grid that they thought was left empty during the trial and clicked one of the buttons. Subjects were told to respond as accurately as possible and that they were under no speed stress.
In separate conditions, the SOA was manipulated by either varying the time that elapsed between the arrays (as in Experiments 1 and 2) or the duration of the first array. The SOA was either 33, 133, 300, 533, 1,033, or 2,033 ms. The SOA depended upon one of two factors: the delay between arrays (ISI condition) or the duration of the first array (duration condition). For the ISI condition, the first array was always presented for 33 ms, and the delay between the offset of the first array and the onset of the second array was 0, 100, 266, 500, 1,000, or 2,000 ms. For the duration condition, the array was presented for 33, 133, 300, 533, 1,033, or 2,033 ms, and 0 ms separated the offset of the first array and the onset of the second array. Note that the SOAs in the two conditions were matched. Also notice that trials on which the SOA was 33 ms for both conditions were physically identical because they used the minimum exposure duration of the first array and the minimum delay between the arrays. Because of this redundancy, crossing SOA and condition yielded 11 different trial types.
Each trial type occurred equally often. Using a repetition factor of 32, each subject completed 352 trials, divided into blocks of 8 trials. Within each block, the trial type was constant. Subjects were informed of the duration of the first array and the duration of the delay between arrays prior to the start of each block. For each subject, the blocks of trials were presented in a different random order. Accuracy for identifying the position of the missing dot within a trial was recorded.
Prior to beginning the experimental trials, subjects completed 70 practice trials. Practice trials consisted of 10 trials each at an SOA of 33 ms and at SOAs of 133, 1,033, and 2,033 ms in each condition. During practice, subjects were given feedback concerning the accuracy of their responses. However, during the experimental trials no feedback was given.
Results and Discussion
The primary interest of Experiment 3 is the comparison of performance in the ISI condition versus the duration condition, with matched SOAs. Trials on which the SOA was 33 ms were considered to be members of both conditions, as it used the minimum values for both the duration of the first array (33 ms) and the time between arrays (0 ms). Thus, analyses comparing conditions focused on performance when the SOA exceeded 33 ms. In three sections, differences in accuracy, error, and capacity across these conditions are considered.
7 Trends in performance, as measured by accuracy, error, and capacity, are illustrated in Figure 3 .
Accuracy
Analysis of accuracy focused on the effect of increasing the SOA between dot array presentations. As Figure 3 shows, accuracy varied as a function of SOA in the same way as it did in Experiment 1, and this was true regardless of whether SOA was defined by increases in array duration or increases in delay. In both cases, accuracy decreased as SOA increased from 33 to 133 ms, but then increased as SOA increased from 133 to 2,033 ms. Thus, increasing the duration of the first array affected the overall pattern of performance in this task in much the same way as increasing the ISI. 7 Temporal characteristics were not analyzed. Statistically, capacity shared a direct and linear relationship with SOA. Therefore, there was no statistically identifiable point at which capacity no longer increased. The absence of the quadratic trend observed in Experiments 1 and 2 is probably due to the exclusion of SOAs longer than 2,033 ms in Experiment 3. Thus, there was not enough power to statistically observe the curvilinear data pattern. However, it is clear from examining the data visually that such a trend was present.
To examine this more closely, the effect of condition on accuracy was assessed for SOAs greater than or equal to 133 ms using a 2 (condition) ϫ 5 (SOA) repeated measures ANOVA. A main effect of condition was observed, F(1, 7) ϭ 5.7, MSE ϭ .023. Mean accuracy was higher in the duration condition (49%) than in the ISI condition (41%). The interaction between condition and SOA was not significant, F(4, 28) ϭ 1.0.
Error
Array 1 and Array 2 error were measured as the percentage of trials on which each occurred. As in the accuracy data, the overall error patterns are very similar to those of Experiment 1, regardless of whether SOA was defined by increases in stimulus duration or by increases in delay. In both cases, the vast majority of errors were Array 1 errors, and there was a very high negative correlation between Array 1 errors and correct responses but a near-zero correlation between Array 2 errors and correct responses. Thus, as in Experiment 1, integration performance was dependent primarily on the representation of the first array.
To examine this more closely, the effect of condition on error was assessed for SOAs greater than or equal to 133 ms using separate 2 (condition) ϫ 5 (SOA) repeated measures ANOVAs on Array 1 and Array 2 errors. With respect to Array 1 error, a main effect of condition was observed, F(1, 7) ϭ 9.6, MSE ϭ .035. The occurrence of Array 1 error in the duration condition (41%) was lower than in the ISI condition (54%). Post hoc comparisons demonstrated that differences in Array 1 error across the two delay conditions continued to differ across all SOAs. In addition, condition and SOA did not interact, F(4, 28) Ͻ 1.
With respect to Array 2 error, a main effect of condition was observed, F(1, 7) ϭ 6.8, MSE ϭ .007. Mean percentage of Array 2 error in the duration condition (10%) was higher than in the ISI condition (5%). Post hoc comparisons demonstrated that at least marginal differences in Array 2 error between conditions were observed across all SOAs. However, no effect of SOA was observed, F(4, 28) ϭ 2.0, nor did SOA interact with condition, F(4, 28) ϭ 1.5. This indicates that Array 2 errors, in general, were unaffected by SOA per se; rather, differences in the percentage of Array 2 errors were produced by the condition. Although accuracy tended to not differ between the two conditions beyond the earliest SOAs, differences in Array 1 and Array 2 errors were observed throughout all SOAs. Array 1 errors were more common in the ISI condition, but Array 2 errors were less common. Thus, longer exposure duration to the first array did seem to decrease the likelihood of error associated with that array, but it caused error associated with the second array to be more common. This trade-off is likely to be the reason for similar levels of accuracy in the two delay conditions.
Capacity
Capacity for the first and second array was calculated in the same manner as in Experiments 1 and 2. As in the analyses of accuracy and errors, capacity varied across SOA in much the same way regardless of whether SOA was defined by stimulus duration or by delay. Capacity was highest when the SOA was 33 ms, was the lowest in both conditions when the SOA was 133 ms, then increased linearly as the SOA increased above 133 ms. The amount of information retained from the second array was very high at all SOAs.
To examine this more closely, the effect of condition on capacity was assessed for SOAs greater than or equal to 133 ms using separate 2 (condition) ϫ 5 (SOA) repeated measures ANOVAs for the capacity for each array. With respect to the first array, a marginal main effect of condition was observed, F(1, 7) ϭ 4.0, MSE ϭ .020, p ϭ .09, and condition marginally interacted with SOA, F(4, 28) ϭ 2.1, MSE ϭ .003, p ϭ .10. Thus, mean capacity in the duration condition (5.8 dots, 83% of the array) may have been slightly higher than that in the ISI condition (5.5 dots, 79%). However, post hoc comparisons demonstrated that differences in capacity between conditions did not differ when the SOA was greater than 133 ms. This indicates that any advantage provided by the longer duration of the first array was confined to the shortest SOAs, beyond which the representation appeared to have much the same quality regardless of stimulus duration.
With respect to capacity for the second array, a main effect of condition was observed, F(1, 7) ϭ 539.2, MSE ϭ .001. Mean capacity in the duration condition (7.0 dots, 88%) was lower than that in the ISI condition (7.9 dots, 99%). Post hoc comparisons demonstrated that differences in capacity between the two conditions were observed across all SOAs. However, no effect of SOA was observed, F(4, 28) Ͻ 1, nor did SOA interact with condition, F(4, 28) ϭ 1.2. This indicates that capacity for the second array was unaffected by SOA per se; rather, differences in capacity were produced by the condition.
Summary
At early SOAs, accuracy was better in the duration condition than in the ISI condition, but this advantage seemed to be lost for longer SOAs. Error analyses revealed that increasing the duration of the first array is associated with fewer Array 1 errors, but more Array 2 errors. The most revealing analysis, however, concerned the capacity of information derived from each array. For the capacity of the first array, only a moderate advantage was observed in the duration condition relative to the ISI condition, and this benefit was clearly confined to SOAs of less than 300 ms. 8 The capacity of the second array was always higher in the ISI condition than in the duration condition, possibly because of a forward masking effect.
In short, the results of Experiment 3 indicated that, when given enough time, subjects are able to effectively construct an image of the first array either with or without the presence of the array, and at longer SOAs, there was little difference observed between the two conditions. Thus, in terms of integration, an image of the first array maintained over the blank interval in the absence of perceivable information was as effective as a prolonged presentation of the first array. When SOA was short (Ͻ 300 ms), however, a longer exposure to the leading array enabled somewhat better performance. Whether this advantage is directly related to image generation is unclear, however. For instance, the longer duration of the first array may have rendered it more resistant to backward masking.
Experiment 4
The purpose of Experiment 4 was to investigate the characteristics of image-percept integration when the amount of to-beintegrated information is increased. This manipulation allowed two important issues to be addressed. First, in Experiments 1-3, subjects were required to hold seven dots in memory over the duration of the delay, an amount that lies within the limits of a short-term memory store for nonspatially formatted (e.g., verbal) information (e.g., Miller, 1956 ). As such, it is possible that information from the arrays may not have been represented in an image, or an arraylike format on the visual buffer. Finding that image-percept integration can occur even when the amount of to-be-remembered information exceeds the bounds of stores such as verbal working memory would cast doubt on alternative explanations of our results that are based on nonspatial memory. If imagery underlies performance, the various measures of accuracy, error, capacity, and time course should show the same trends as in the previous experiments.
Previous studies, however, have suggested that images are limited in spatial extent and capacity (Finke & Kosslyn, 1980; Finke & Kurtzman, 1981a; Kosslyn, 1975 Kosslyn, , 1976 Kosslyn, , 1978 Weber & Malmstrom, 1979) . Thus, increasing the amount of to-be-remembered information could cause an associated decrement in performance (e.g., less remembered information, slower time course, etc). Therefore, a second issue that can be addressed by increasing array size is one of capacity limitations in the image-percept integration process. Such an evaluation was not possible in Experiments 1-3 because, given sufficient time, subjects successfully remembered almost all of the first array, forgetting approximately 10% of the available information, or the equivalent of only 0.75 dots (to equate across experiments, when arrays were separated by 2,000 ms, the percentage of remembered dots was 91% in Experiment 1, 87% in Experiment 2, and 90% in Experiment 3 for both conditions). Indeed, in Experiment 1, capacity for the first array after 1,500 ms did not reliably differ from that when the ISI was 0 ms. Thus, to assess both nonspatial memory explanations and capacity issues, the effect of increasing the amount of to-be-remembered information on accuracy, error patterns, and the time course of performance was examined.
Method Subjects
Eight members of the University of Illinois community, including two of the authors (J.R.B. and R.F.W.), participated after providing informed consent. All subjects participated in Experiment 1 prior to Experiment 4. On average, 111 days elapsed between Experiments 1 and 2. Although subjects were told the purpose of Experiment 1 and the possible outcomes in a debriefing session following that experiment, they were not informed of the results of Experiment 1 until the completion of Experiment 4.
Stimuli
Stimuli consisted of two unique dot arrays presented within an enclosed 5 ϫ 5 square grid. Each array contained 12 dots. Only 1 dot occupied any position within the grid. Subjects viewed the stimuli at a normal viewing distance from a computer screen (approximately 50 cm). The total display subtended 38.1 cm (approximately 37°of visual angle) horizontally and 27.9 cm (29°) vertically. The square grid was the same size as that in Experiment 1, subtending 15.9 cm (18°). Each square within the grid subtended 3.18 cm (3.6°). Each dot presented in the array subtended 2.84 cm (3.2°). The display background was light gray, the grid lines were light blue, and the dots were black.
Apparatus
The apparatus was the same as in Experiment 1.
Design and Procedure
Except for the change in the construction and dimensions of the grid and dot arrays, the design and procedure were the same as in Experiment 1.
Results and Discussion
Of interest in Experiment 4 was the effect of increasing to-beintegrated information on performance. Trends in performance, measured by accuracy, error, and capacity, are illustrated in Figure  4 as a function of ISI. Results of Experiment 4 are considered on their own and in relation to those obtained in Experiment 1 (4 ϫ 4 grid).
Accuracy
The overall pattern of performance was similar to that in Experiments 1-3: Accuracy was high at the shortest delay, dropped precipitously at the 100-ms delay, then gradually increased to an asymptotic level at an ISI of approximately 1,000 ms. Between the ISIs of 0 and 100 ms, accuracy fell from 70% to 11%. It is important to note that accuracy continued to vary when the ISI exceeded 100 ms, F(10, 70) ϭ 6.1, MSE ϭ .840. A reliable positive-sloping linear trend F(1, 7) ϭ 6.9, MSE ϭ 1.99, and quadratic trend, F(1, 7) ϭ 137.4, MSE ϭ .225, indicated that accuracy and ISI shared a direct but curvilinear relationship. Specifically, accuracy improved until the ISI was greater than or equal to 1,000 ms, after which accuracy reached asymptote at approximately 35%.
The increase in array size had only minor effects on perceptual integration. Although accuracy was reliably lower than in Experiment 1 at 0 ms, t(7) ϭ 2.4, as well as at 100 ms, t(7) ϭ 4.8, the cost of increasing the ISI from 0 to 100 ms was the same in both experiments t(7) ϭ Ϫ0.2, p ϭ .85. The trends in performance after 100 ms were highly similar in both experiments, differing only in magnitude. That is, accuracy increased in a curvilinear fashion when the ISI exceeded 0 ms, indicating that image-percept integration occurred for 12-dot patterns as well as for 7-and 8-dot patterns. However, a 2 (experiment) ϫ 12 (ISI) repeated measures ANOVA that assessed potential differences in accuracy between Experiments 1 and 4 revealed a reliable main effect of experiment, F(1, 7) ϭ 47.6, MSE ϭ 7.25. This indicates that accuracy in Experiment 1 was reliably higher than in Experiment 4. In addition, a reliable Experiment ϫ ISI interaction, F(10, 70) ϭ 4.9, MSE ϭ .702, demonstrated that in Experiment 4, increases in ISI did not produce increases in accuracy as dramatic as those in Experiment 1. Together these results suggest that integrating two 12-dot patterns was more difficult than integrating 7-and 8-dot patterns.
Errors
As a percentage of total trials, Array 1 errors occurred, on average, on 55% of the trials and accounted for 83% of all errors. Thus, in Experiments 1 and 4, Array 1 error was directly linked to accuracy, explaining more than 85% of the variance in accuracy across ISI. Array 2 errors, as a percentage of total trials, occurred, on average, on only 10% of the trials and accounted for 17% of all errors. As in Experiment 1, accuracy and Array 2 error were independent (r ϭ .02).
Capacity
The first array. On average, 9.6 dots (80%) presented in the first array were remembered across the ISI. The capacity of the first array varied as a function of ISI, F(11, 77) ϭ 14.8, MSE ϭ 1.13. As in Experiments 1 and 3, capacity was greatest when the ISI was 0 ms (M ϭ 11.5 dots, or 96%) and lowest when the ISI was 100 ms (M ϭ 4.1 dots, or 34%). After 100 ms, a curvilinear increase in capacity was observed. Capacity increased until the ISI reached 1,500 ms, after which it attained a mean level of 10.1 dots (84%).
A 2 (experiment) ϫ 12 (ISI) repeated measures ANOVA explored potential differences in the percentage of dots remembered from the first array in Experiment 1 and Experiment 4. A reliable main effect of experiment was observed, F(1, 7) ϭ 6.0, MSE ϭ 5.50. However, experiment did not interact with ISI, F(11, 77) ϭ 1.2. That is, a lesser percentage of the first array was remembered in Experiment 4 (80%) than in Experiment 1 (88%). However, this decrease must be considered in light of the increased number of dots in the first array in Experiment 4 -88% of 7 dots (6.2 dots) is less than 80% of 12 dots (9.6 dots). This result indicates that the positions of more dots were remembered in the 12-dot array than in the 7-dot array. In addition, the positions of more dots were also forgotten in the 12-dot array (2.4 dots) than in the 7-dot array (0.7 dots). Obviously, not all dots in Experiment 4 were remembered, suggesting that the 12-dot array exceeded the capacity limitations of the representation.
The second array. The amount of information retained from the second array was, on average, 11.7 dots (97%). A marginal effect of ISI was observed, F(11, 77) ϭ 1.8, MSE ϭ .041, p ϭ .06. However, no reliable interpretable trends were found.
A 2 (experiment) ϫ 12 (ISI) repeated measures ANOVA explored potential differences in the percentage of dots remembered from the second array in Experiment 1 and Experiment 4. A reliable main effect of experiment was observed, F(1, 7) ϭ 11.2, MSE ϭ .073. However, experiment did not interact with ISI, F(11, 77) Ͻ 1. Although a statistically lower percentage of the second array was remembered in Experiment 4 (97%) than in Experiment 1 (98%), capacity for the second array was virtually at ceiling in both experiments, and the difference in the capacity of the second array (expressed in percentage terms) was negligible.
Temporal Characteristics
Spline regression showed that capacity for the first array increased until the ISI reached 1,100 ms, after which capacity was constant. As in Experiment 1, the rather long time course suggests that dissipation of backward masking as ISI increases cannot explain the entire increase in capacity. Again, we interpret this as evidence that a slow process is responsible for the increase in performance, which required approximately 1,100 ms to complete. This time course is consistent with the hypothesis that a representation of the first array is generated and maintained during the ISI and then subsequently integrated with incoming perceptual information.
In Experiment 1, the estimated time course of image generation for the 7-dot array was 1,300 ms. In Experiment 4, however, the estimated time to generate a 12-dot image was 1,100 ms. To address the reliability of this difference, the estimate of the time required for capacity to reach asymptote for each subject was computed using the spline regression procedure. The t tests showed that the difference between the estimates attained in Experiments 1 and 2 were unreliable. Therefore, it cannot be concluded that the time course of image-percept integration differed in the two experiments.
Summary
The trends in accuracy, error, capacity, and time course were consistent with those in Experiment 1. Experiment 4 therefore provides additional support for the image-percept integration hypothesis because, despite memory demands that exceeded the capacity of short-term verbal memory, subjects were able to perform the integration task at long ISIs and their representations of the first array contained the equivalent of 10 of the 12 dots it contained. However, accuracy was lower (and error more common) than in Experiment 1. Additionally, capacity for the first array decreased, in terms of the percentage of dots remembered, when the array size increased from 7 to 12 dots. These results indicate that capacity for the image representation may be limited. On the basis of these experiments, it is not clear whether this limitation is one of absolute number of items that can be encoded or of spatial resolution. Studies of visual short-term memory often show limitations in the number of features that can be remembered, although these estimates often vary with task demands (Irwin, 1992; Irwin & Andrews, 1996; Luck & Vogel, 1997; Peterson, Kramer, Wang, Irwin, & McCarley, 2001; Rensink, 2000; Sperling, 1960; Vogel, Woodman, & Luck, 2001) . In addition, imagery studies have suggested that the visual buffer upon which images are generated and maintained has a fixed resolution or grain such that smaller or more densely packed features may lead to a less-clear image (e.g., Kosslyn & Alper, 1977) .
9 Future research could examine this issue more closely.
Experiment 5
Experiment 5 had two goals. One was to obtain an estimate of the time required to integrate two 12-dot arrays under conditions set for perceptual integration (0-ms ISI) and image-percept integration (2,000-ms ISI) for purposes of comparison with the estimates obtained in Experiment 2, in which a 4 ϫ 4 grid was used. Of interest was whether the time course of image-percept integration would change if more information had to be integrated. The second goal was to replicate the major findings of Experiment 4 (in terms of accuracy, error, and capacity) using a new set of naive, unpracticed subjects, because the subjects in Experiment 4 had participated in Experiment 1 and thus might have been influenced in some fashion by that experience.
Method Subjects
Eight members of the University of Illinois community participated after providing informed consent. None of the subjects in Experiment 5 participated in Experiments 1-4. All subjects were naive with respect to the experimental hypotheses and were paid $10 for participating.
Stimuli
Stimuli were the same as in Experiment 4.
Apparatus
Design and Procedure
Except for the change in the construction and dimensions of the grid and dot arrays, the design and procedure were the same as in Experiment 2.
Results and Discussion
In general, measures of performance such as accuracy, error, and capacity closely followed those observed in Experiment 4, which also used a 5 ϫ 5 grid. The time course of integration, however, was the same as that observed in Experiment 2.
Accuracy, Error, and Capacity
No effect of response delay was observed on accuracy, Array 1 error, Array 2 error, or capacity for either ISI. On average, when the ISI was 0 ms, accuracy was 75% (SEM ϭ 0.7); Array 1 errors occurred on 22% of trials (SEM ϭ 0.7); Array 2 errors occurred on 3% of trials (SEM ϭ 0.10); 11.7 dots (SEM ϭ 0.01), or 98%, were remembered from the first array; 11.9 dots (SEM ϭ 0.01), or 99%, were remembered from the second array. These results replicated those in Experiment 4 where perceptual integration was characterized by 70% accuracy, 29% Array 1 error, 1% Array 2 error, 96% image capacity, and 99% percept capacity.
When the ISI was 2,000 ms, accuracy was 30% (SEM ϭ 0.9); Array 1 errors occurred on 60% of trials (SEM ϭ 1.0); Array 2 errors occurred on 10% of trials (SEM ϭ 0.30); 10.0 dots (SEM ϭ 0.20), or 83%, were remembered from the first array; 11.7 dots (SEM ϭ 0.07), or 97%, were remembered from the second array. These results also replicated those in Experiment 4, where aymptotic performance was characterized by 35% accuracy, 53% Array 1 error, 12% Array 2 error, 84% image capacity, and 97% percept capacity. In addition, comparisons across ISI indicated reliable differences in accuracy, Array 1 error, Array 2 error, and capacity that mirrored similar comparisons in Experiment 4.
Temporal Characteristics
As in Experiment 2, analyses focused on trials on which a correct response was given. Mean RT by ISI and response delay are illustrated in Figure 5 . Separate, one-way ANOVAs explored the effect of response delay on RT within each ISI. Each of these analyses is discussed in turn.
RT when the ISI was equal to 0 ms. When the ISI was 0 ms, RT did vary by response delay, F(11, 77) ϭ 35.5, MSE ϭ 3,678, and single-degree-of-freedom polynomial tests showed a reliable negative-slope linear trend in the RT data, F(1, 7) ϭ 47.1, MSE ϭ 16,110. A reliable quadratic trend, F(1, 7) ϭ 121.4, MSE ϭ 4,406, indicated that the decrease in RT as response delay increased did not remain constant across all response delays. Specifically, linear spline regression indicated that RT decreased at a rate of 78 ms for every 100-ms increase in response delay through 460 ms, after which RT increased at a rate of 5 ms for every 100-ms increase in response delay. The overall fit of this model was very good, as indicated by a multiple R of .84. Thus, RT reached floor at approximately 460 ms.
RT when the ISI was equal to 2,000 ms. When the ISI was 2,000 ms, RT also varied by response delay, F(11, 77) ϭ 7.3, MSE ϭ 37,372. Single-degree-of-freedom polynomial tests showed a reliable negative-slope linear trend in the RT data, F(1, 7) ϭ 29.6, MSE ϭ 83,047, as well as a reliable quadratic trend, F(1, 7) ϭ 15.7, MSE ϭ 15,448, indicating that the decrease in RT as response delay increased did not remain constant across all response delays. Specifically, linear spline regression indicated that RT decreased at a rate of 49 ms for every 100-ms increase in response delay through 820 ms, after which RT increased at a rate of 6 ms for every 100-ms increase in response delay. Although the variability in this condition was higher in Experiment 5 compared with Experiment 2, the overall fit of this model was still good, as 9 During the review process, we learned of a study that used a procedure similar to ours in Experiment 3 but that obtained different results (Zuvic, Visser, & Di Lollo, 1999) . This study also used a dot-matrix task to study temporal integration, and it varied the duration of Array 1 up to 1,200 ms. Zuvic et al. found that accuracy declined as duration increased to 100 ms but did not recover at longer durations. There were several procedural differences between the two studies, however, the most striking of which was the visual angle of the displays (18°in our study vs. 2°in the Zuvic et al., 1999, study) . It is possible that the difference in results between the two studies was due to subjects being unable to generate a high-resolution image of Array 1 in the Zuvic et al. study, although other explanations are possible as well. This is a topic for future research.
indicated by a multiple R of .55. Thus, RT reached floor at approximately 820 ms.
Discussion
As would be expected, accuracy, error, and capacity measures replicated the results of Experiment 4. This indicates that, within these measures, the performance of subjects in Experiment 4 was not significantly influenced by the additional practice of completing Experiment 1 first.
Temporal analyses showed that when the ISI was 0 ms, integration and response selection required approximately 460 ms, whereas when the ISI was 2,000 ms, approximately 820 ms was needed. These estimates are highly similar to those obtained in Experiment 2, where perceptual integration required 500 ms and image-percept integration required 800 ms. Thus, the time required to integrate the elements of a 5 ϫ 5 array is very similar to the time required to integrate the elements of a 4 ϫ 4 array, providing support for the hypothesis that images and percepts are integrated directly in some form of immediate analog representation rather than through a time-consuming process of image-image integration or verbal mediation.
In summary, Experiment 5 demonstrated that, despite somewhat lower levels of accuracy using the larger grid, the integration of the image generated from the first array was directly integrated with the perceptual information contained in the second array. The reduction in accuracy, then, is probably due to a limitation in the amount of information that can be retained from the first array, rather than from a less efficient integrative process that combines the information that was retained in the visual buffer.
General Discussion
A large volume of research has suggested that visual imagery and visual perception share a common neural and cognitive architecture. Therefore, one would expect images and percepts to interact in various ways. In this article we obtained evidence that visual images and visual percepts can be integrated to form a new composite representation, and we investigated some of the fundamental properties of this integration process.
Our experiments used a temporal integration paradigm whereby a stimulus is divided into two spatial parts that are presented serially, separated by some time delay. Consistent with previous research investigating perceptual integration, we found that accuracy in combining the two parts of the display was very high when the temporal delay separating the two stimulus parts was 0 ms, but accuracy plummeted when a temporal delay of 100 ms separated the two stimulus parts. However, we found that if the temporal asynchrony of the arrays was extended beyond 100 ms, task performance improved and in some cases approached the levels observed during perceptual integration. Moreover, two temporal properties of performance indicate that this improvement is the result of the direct integration of incoming perceptual information with actively generated and maintained visual images. First, in order for performance to improve to ceiling, more than 1,000 ms was required between array presentations, ruling out explanations based upon conventional masking. This prolonged time course suggests that a slow process was at work that gradually built a more complete representation of the first array. Furthermore, subjects continued to perform quite well even when the limits of nonspatial memory were exceeded. Second, once the representation was generated, the integration and response selection processes together required only an additional 300 ms compared with perceptual integration. This suggests that subjects did not have to form a separate image of the second array, but rather that perceptual information was directly combined with the image already in the visual buffer.
Of critical importance to a complete understanding of imagepercept integration is how images and percepts are represented in the visual buffer. In Kosslyn's (1980 Kosslyn's ( , 1995 Kosslyn's ( , 1997 theory, the visual buffer is analogous to a screen that receives projections from either the eyes (perception) or memory (imagery). If information from each source is simultaneously projected onto the visual buffer, the resulting representation would contain information from each source. Of course, in actuality, representations in the visual buffer must take a very different form. In Kosslyn's view, the visual buffer corresponds to retinotopically mapped areas in the visual cortex within which neural patterns of activity are elicited that correspond to the properties of the seen object. The behavioral and neural similarities of image-and percept-based representations reviewed in the introduction indicate that images and percepts elicit the same patterns of activity in the buffer and are treated equally by processing units further downstream. This similarity in representation, regardless of source, is what would allow the direct integration of incoming percepts and already present images at the level of the visual buffer (for a thorough discussion of the visual buffer, see Kosslyn, 1994) .
Given that an image is generated in the visual buffer, what is the nature of the image-percept integration process? That is, how are the image and percept fused? The literature on perceptual integration suggests two possibilities. One class of models focuses on mechanisms that determine retention, or visibility, of the first array (e.g., Eriksen & Collins, 1967; Di Lollo & Hogben, 1985 , 1987 Groner et al., 1990) . According to this approach, a stimulus remains visible for a short period of time following a brief visual presentation (i.e., visible persistence). Visible persistence degrades rapidly and, left to its own devices, terminates within 100 -150 ms (see Coltheart, 1980) . In temporal integration experiments where a second percept quickly follows the first, the loss of visible persistence is accelerated because of backward metacontrast masking generated by the second stimulus (Di Lollo & Hogben, 1987; Groner et al., 1990 ; for a review of early experiments, see Lefton, 1973 , or more recently, Enns & Di Lollo, 1997 Lachter & Durgin, 1999) . Thus, less information from the first array becomes available and performance decreases sharply.
In contrast, other models emphasize the mechanism or process that integrates the two percepts. For example, Dixon and Di Lollo (1994; see also Di Lollo et al., 1994) proposed that performance in a temporal integration task depends on an integrated representation of the two arrays. The probability (or the degree) that two arrays are integrated depends on the temporal correlation of their visual responses. As the delay between the two percepts increases, the temporal correlation between their evoked responses in the visual system decreases, leading to a drop in performance. In this account, the masking effect is not directly relevant.
Both approaches are consistent with findings in perceptual integration tasks. Similarly, performance in our tasks can also be explained using variations of the two approaches. The information integration approach can easily explain the present findings, if we assume that an image representation of the first array can be integrated with ongoing visual responses of the second array, in basically the same way two visual responses are integrated. For example, as two visual arrays are presented further and further apart in time, the leading array is transformed into an image representation in a visual buffer. Thus, the initial drop of performance can be due to a decreased level of integration between two percepts, whereas the gradual increase reflects a similar but separate process that occurs between a percept and an image.
Indeed, in the experiments reported here, as the duration of the delay between the two arrays increased beyond the temporal limits within which perceptual integration occurs, accuracy improved because the amount of information remembered from the first array increased, leading to fewer errors associated with the leading array. In addition, the time course of the capacity increase was consistent with the speed at which information enters the visual buffer from memory (i.e., image formation), which has been shown to be slow-exceeding 1,000 ms (Kosslyn et al., 1985 (Kosslyn et al., , 1988 Weber & Harnish, 1974) . Furthermore, because Experiment 3 showed that increasing the duration of the first array, which also disrupts perceptual integration, enabled subjects to gradually remember more information from the first array, it seems that subjects can form this image either during or after the offset of the stimulus, assuming that such generation is not interrupted by the onset of a subsequent stimulus.
According to an information retention-masking approach, on the other hand, the pattern of performance may be due to masking, which exerts its maximum effect when the delay between the visual percepts is approximately 100 ms and gradually dissipates afterward. However, no known mechanisms of masking have properties that match those in our data. For example, if the improvement in capacity for the first array was primarily due to dissipation of backward masking, the time course of this improvement should be consistent with that of backward masking, which is estimated to be within 300 ms (e.g., Averbach & Coriell, 1961; Breitmeyer, 1980 Breitmeyer, , 1984 Breitmeyer & Ganz, 1976; Kahneman, 1968; Lefton, 1973; Matin, 1975; Turvey, 1973) . However, increases in the capacity of the first array did not reach asymptote until the ISI exceeded 1,000 ms, suggesting that the dissipation of masking is not the only contributor to the increase in performance, even if backward masking does occur. Nonetheless, an approach focusing on interruption of information processing of the first array is still possible, although a new type of masking is needed to explain the present findings.
In addition to providing evidence for an image-percept integration process, our data also suggest new insights into the properties of visual images themselves. Consistent with the definitions of Kosslyn (1980 Kosslyn ( , 1995 Kosslyn ( , 1997 and Farah (1984 Farah ( , 1985 Farah ( , 1988 , our data suggest that images maintain information about spatial layout in an arraylike format; however, there appears to be a limit on how much information can be maintained in an image. In particular, the results of Experiments 4 and 5 indicate that the positions of approximately 10 dots can be maintained in an image for subsequent integration with incoming perceptual information. Perhaps surprisingly, this estimate of image capacity does not seem to match that of visual short-term memory (VSTM), where one might expect visual images to reside. Several studies have suggested that visual short-term memory seems to have a limit of about 4 -5 items (e.g., Irwin, 1992; Irwin & Andrews, 1996; Luck & Vogel, 1997; Phillips, 1974; Pylyshyn & Storm, 1988; Sperling, 1960 ), yet our subjects managed to remember up to about 10 dots from the first array. Of course, this apparent conflict may not exclude the possibility that images are maintained in VSTM because chunking can occur, which may inflate the estimated capacity in our tasks.
A more intriguing possibility, however, is that memory for location may have different capacity limitations than memory for features such as color, orientation, or identity, which have often been the measures used to determine the capacity of VSTM. One recent contrast of capacity estimates for features and locations is Rensink's (2000) finding using a change detection paradigm that memory for object orientation was approximately 5 items, whereas memory for object location was approximately 9 items, consistent with the 10-item estimate obtained from Experiments 4 and 5. Furthermore, capacity may vary with task demands that may alter the amount of time available for encoding as well as the strategy with which encoding takes place. In the present paradigm, capacity could be relatively high because enough time was given to generate an adequate image of the to-be-remembered information.
One particular property of performance in our experiments, however, seems inconsistent with previous findings in the literature concerning the maintenance and decay of information in VSTM. For example, Phillips (1974) estimated the time course for the decay of information from VSTM by serially presenting subjects with meaningless patterns of black and white squares (i.e., lacking semantic or verbal representations in long-term memory) constructed within a matrix of some size (e.g., 4 ϫ 4, 6 ϫ 6, or 8 ϫ 8), separated by ISIs ranging up to 9,000 ms. The matrices were either identical, or they differed by a single square, and subjects compared the patterns by making same-different judgments. Accuracy on this task decreased as the ISI separating the patterns increased. This pattern of results indicates that VSTM, in addition to being limited, is subject to decay. In all of the experiments reported here, however, performance after 100 ms (measured by either accuracy or capacity) did not decrease once it reached asymptote. Thus, some process enabled subjects to maintain in-formation from the first array, rendering it resistant to decay. It appears that in our task, an image can be formed and actively maintained beyond the limits of VSTM decay. This contrast between the present results and those of Phillips suggest that the characteristics of active working memory may vary depending on the strategies used by subjects while completing different tasks. How different strategies alter the properties of memory is not well understood, however, and constitutes an interesting line of future research.
Another somewhat surprising result is that the time course of image formation did not seem to differ for the 7-and 12-dot arrays. From either a memory-encoding point of view or an image formation point of view, one might expect that it would take longer to process a 12-dot array than a 7-dot array. Indeed, a wide variety of past research has shown that processing time increases as items are added to visual displays or memory sets (e.g., images: Kosslyn, 1980; memory sets: Sternberg, 1966; visual search: Treisman & Gelade, 1980) . The fact that it did not take longer in Experiment 4 for performance to reach asymptote suggests that the dots within each array might not be encoded separately but might be chunked by the visual processing system. Furthermore, the same number of chunks may be formed for both the 7-and 12-dot arrays, leading to the similar time course in the two experiments. Future research needs to investigate these issues in more detail to reveal more about the nature of image representations.
Finally, our results suggest a possible resolution to an apparent paradox in the literature on image-percept interactions. As we noted in the introduction, some researchers have found that visual images interfere with visual perception (e.g., Craver-Lemley et al., 1997; Craver-Lemley & Reeves, 1992; Perky, 1910; Reeves, 1981; Segal, 1971) , whereas others have found that visual images facilitate visual perception (e.g., Freyd & Finke, 1984; Peterson & Graham, 1974) . A potential solution to this apparent conflict arises from our demonstration that image-based and perception-based representations can be integrated in the visual buffer. Given such a process, depending on the nature of the task or the kind of image formed, either interference or facilitation could be observed. For example, should an image that is maintained in the buffer be integrated with incoming perceptual information, the perceptual stimulus will be embedded in the image in the resultant representation, which might impair its detection (e.g., the Perky effect). In such a case, imagery would interfere with visual detection. On the other hand, certain perceptual tasks may benefit from the image if the image provides a useful context. For instance, imaging a square around two lines might aid in determining which line is longer, an effect that would be observed if the square were visually perceived (Freyd & Finke, 1984) , because the square can provide a reference frame for the perceptual comparison task. In those cases when the image and the percept are integrated, the resulting representation is potentially richer and more useful, thus making judgments about visual percepts easier.
