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Abstract
This article develops a variational formulation for the relativistic Klein-Gordon equation.
The main results are obtained through an extension of the classical mechanics approach to a
more general context, which in some sense, includes the quantum mechanics one. For the second
part of the text, the definition of normal field and its relation with the wave function concept
play a fundamental role in the main results establishment. Among the applications, we include
a model with the presence of electromagnetic fields and also the modeling of a chemical reaction.
Finally, in the last section, we present some results about the Spin operator in a relativistic
context.
1 Introduction
In this work we propose a variational formulation for the Klein-Gordon relativistic equation
obtained through an extension of the classical mechanics approach to a more general context.
We introduce a energy part aiming to minimize and control, in a specific appropriate sense to
be described in the next sections, the curvature field distribution along the concerned mechanical
system.
About the references, this work is based on the book [7] and the articles [4, 5]. Indeed,
in the next sections we present some results similar to those presented in [7] and [5]. In the
third section we develop in details one of the main results, namely, the establishment of the
Klein-Gordon relativistic equation resulted from the respective variational formulation.
At this point we remark that details on the Sobolev Spaces involved may be found in [1, 6].
For standard references in quantum mechanics, we refer to [3, 8, 9] and the non-standard [2].
Finally, we emphasize this article is not about Bohmian mechanics, even though the David
Bohm work has been always inspiring.
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2 The Newtonian approach
In this section, specifically for a free particle context, we shall obtain a close relationship
between classical and quantum mechanics.
Let Ω ⊂ R3 be an open, bounded and connected set set with a regular (Lipschitzian)
boundary denoted by ∂Ω, on which we define a position field, in a free volume context, denoted
by r : Ω× [0, T ]→ R3, where [0, T ] is a time interval.
Suppose also an associated density distribution scalar field is given by (ρ ◦ r) : Ω× [0, T ]→
[0,+∞), so that the kinetics energy for such a system, denoted by J : U × V → R, is defined as
J(r, ρ) =
1
2
∫ T
0
∫
Ω
ρ(r(x, t))
∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt,
subject to ∫
Ω
ρ(r(x, t))
√
g dx = m, on [0, T ],
where m is the total system mass, t denotes time and dx = dx1 dx2 dx3.
Here,
U = {r ∈W 1,2(Ω× [0, T ]) : r(x, 0) = r0(x)
and r(x, T ) = r1(x), in Ω}, (1)
and
V = {ρ(r) ∈ L2([0, T ];W 1,2(Ω)) : r ∈ U}.
Also
gk =
∂r(x, t)
∂xk
,
where we assume
{gk, k ∈ {1, 2, 3}}
to be a linearly independent set in Ω× [0, T ],
gjk = gj · gk,
{gij} = {gij}−1,
and
g = det{gjk}.
For such a standard Newtonian formulation, the kinetics energy takes into account just the
tangential field given by the time derivative
∂r(x, t)
∂t
.
At this point, the idea is to complement such an energy with a new term, denoted by Rˆ,
which would consider also the control of curvature distribution along the mechanical system.
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So, with such statements in mind, we redefine the concerning energy, denoting it again by
J : U × V × V1 → R, as
J(r, ρ) = −1
2
∫ T
0
∫
Ω
ρ(r(x, t))
∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt, (2)
subject to ∫
Ω
ρ(r(x, t))
√
g dx = m, on [0, T ],
where
Rˆ =
3∑
i,j,k,l=1
gijgkl
∂
∂xi
(√
ρ(x, t)
m
∂r(x, t)
∂xj
)
· ∂
∂xk
(√
ρ(x, t)
m
∂r(x, t)
∂xl
)
,
and γ > 0 is a constant to be specified.
Thus, defining a complex function φ such that
|φ| =
√
ρ
m
and observing that the Christoffel symbols Γsij are such that
∂2r(x, t)
∂xi∂xj
=
3∑
s=1
Γsij
∂r(x, t)
∂xs
, ∀i, j ∈ {1, 2, 3},
we have
∂
∂xi
(
φ
∂r(x, t)
∂xj
)
=
∂φ
∂xi
∂r(x, t)
∂xj
+ φ
∂2r(x, t)
∂xi∂xj
=
∂φ
∂xi
∂r(x, t)
∂xj
+ φ
3∑
s=1
Γsij
∂r(x, t)
∂xs
. (3)
Therefore, (
∂
∂xi
(
φ
∂r(x, t)
∂xj
))
·
(
∂
∂xk
(
φ∗
∂r(x, t)
∂xl
))
=
(
∂φ
∂xi
∂r(x, t)
∂xj
+ φ
3∑
s=1
Γsij
∂r(x, t)
∂xs
)
·

∂φ∗
∂xk
∂r(x, t)
∂xl
+ φ∗
3∑
p=1
Γpkl
∂r(x, t)
∂xp


=
3∑
s,p=1
(
gjl
∂φ
∂xi
∂φ∗
∂xk
+ φ
∂φ∗
∂xk
Γsij gsl
+φ∗
∂φ
∂xi
Γpkl gpj + |φ|2 Γsij Γpkl gsp
)
. (4)
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From this, we may write,
Rˆ =
3∑
i,j,k,l,p,s=1
gijgkl
(
gjl
∂φ
∂xi
∂φ∗
∂xk
+ φ
∂φ∗
∂xk
Γsij gsl
+ φ∗
∂φ
∂xi
Γpkl gpj + |φ|2 Γsij Γpkl gsp
)
. (5)
Already including the Lagrange multipliers concerning the restrictions, the final expression
for the energy, denoted by J : U × V → R, would be given by
J(r, φ,E) = −1
2
∫ T
0
∫
Ω
m|φ(r(x, t))|2 ∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt
−m
∫ T
0
E(t)
(∫
Ω
|φ(r)|2 √g dx− 1
)
dt, (6)
where,
U = {r ∈W 1,2(Ω× [0, T ]) : r(x, 0) = r0(x)
and r(x, T ) = r1(x), in Ω}, (7)
Finally, in particular for the special case in which
r(x, t) ≈ x,
we get
∂r(x, t)
∂t
≈ 0,
gk ≈ ek, where
{e1, e2, e3}
is the canonical basis of R3.
Therefore, in such a case,
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt ≈ γT
2
3∑
k=1
∫
Ω
∂φ
∂xk
∂φ∗
∂xk
dx.
Hence, with such last results we may infer that
J(r, φ,E)/T ≈ J˜(φ,E)
=
γ
2
3∑
k=1
∫
Ω
∂φ
∂xk
∂φ∗
∂xk
dx
−E
(∫
Ω
|φ|2dx− 1
)
. (8)
This last energy is just the standard Schro¨dinger one in a free particle context.
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3 A brief note on the relativistic context, the Klein-
Gordon equation
Of particular interest is the case in which x = (x1, x2, x3) ∈ R3 and point-wise,
r(x, t) = (ct,X1(t,x),X2(t,x),X3(t,x)),
where
M = {r(x, t) : (x, t) ∈ Ω× [0, T ]},
for an appropriate Ω ⊂ R3.
Also, denoting dx = dx1dx2dx3, the mass differential would be given by
dm =
ρ(r)√
1− v2/c2
√−g dx = |R(r)|
2√
1− v2/c2
√−g dx,
and the semi-classical kinetics energy differential would be expressed by
dEc =
∂r(t,x)
∂t
· ∂r(t,x)
∂t
dm
= −
(
dt
dt
)2
dm
= −(c2 − v2) dm, (9)
so that
dEc = −c2(
√
1− v2/c2)|R(r)|2√−g dx,
where
dt
2
= c2dt2 − dX1(t,x)2 − dX2(t,x)2 − dX3(t,x)2.
Thus, the concerning energy is expressed by,
J1(r, R) = −
∫ T
0
∫
Ω
dEc dt+
γ
2
∫ T
0
∫
Ω
Rˆ
√−g dx dt
= c2
∫ T
0
∫
Ω
|R(r)|2
√
1− v2/c2 √−g dx dt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√−g dx dt, (10)
subject to
R(r(x, 0)) = R0(x)
R(r(x, T )) = R1(x)
and
R(r(x, t)) = 0, on ∂Ω× [0, T ],
∫
Ω
|R(r)|2 √−g dx = m, on [0, T ].
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Here, we have denoted
x0 = ct,
(x0,x) = (x0, x1, x2, x3),
gk =
∂r(t,x)
∂xk
,
where we assume
{gk, k ∈ {0, 1, 2, 3}}
to be a linearly independent set in Ω× [0, T ],
g = det{gij},
gij = gi · gj ,
{gij} = {gij}−1,
where such a product is given by
y · z = −y0z0 +
3∑
i=1
yizi, ∀y = (y0, y1, y2, y3), z = (z0, z1, z2, z3) ∈ R4.
Moreover,
Rˆ =
3∑
i,j,k,l=0
gijgkl
∂
∂xi
(
R(x, t)√
m
∂r(x, t)
∂xj
)
· ∂
∂xk
(
R(x, t)√
m
∂r(x, t)
∂xl
)
.
Therefore, defining φ ∈W 1,2(Ω× [0, T ];C) as
φ(x, t) =
R(r(x, t))√
m
,
and recalling that the Christoffel symbols Γsij are such that
∂2r(x, t)
∂xi∂xj
=
3∑
s=0
Γsij
∂r(x, t)
∂xs
, ∀i, j ∈ {0, 1, 2, 3},
similarly as in the last section, we may obtain
Rˆ =
3∑
i,j,k,l,p,s=0
gijgkl
(
gjl
∂φ
∂xi
∂φ∗
∂xk
+ φ
∂φ∗
∂xk
Γsij gsl
+ φ∗
∂φ
∂xi
Γpklgpj + |φ|2 Γsij Γpkl gsp
)
. (11)
Finally, we would also have
v =
√(
∂X1
∂t
)2
+
(
∂X2
∂t
)2
+
(
∂X3
∂t
)2
.
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In particular for the special case in which
r(x, t) ≈ (ct,x),
so that
∂r(x, t)
∂t
≈ (c, 0, 0, 0),
we would obtain
g0 ≈ (1, 0, 0, 0), g1 ≈ (0, 1, 0, 0), g2 ≈ (0, 0, 1, 0) and g3 ≈ (0, 0, 0, 1) ∈ R4.
so that
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt ≈ γ
2
∫ T
0
∫
Ω
(
− 1
c2
∂φ(x, t)
∂t
∂φ∗(x, t)
∂t
+
3∑
k=1
∂φ(x, t)
∂xk
∂φ∗(x, t)
∂xk
)
dxdt, (12)
and
c2
∫ T
0
∫
Ω
|R(r)|2
√
1− v2/c2 √−g dx dt ≈ mc2
∫ T
0
∫
Ω
|φ(x, t)|2 dxdt.
Hence, with such last results we may infer that
J1(r, φ,E) ≈ γ
2
(∫ T
0
∫
Ω
− 1
c2
∂φ(x, t)
∂t
∂φ∗(x, t)
∂t
dxdt
+
3∑
k=1
∫
Ω
∫ T
0
∂φ(x, t)
∂xk
∂φ∗(x, t)
∂xk
dxdt
)
+mc2
∫ T
0
∫
Ω
|φ(x, t)|2 dxdt
−m
∫ T
0
E(t)
(∫
Ω
|φ(x, t)|2dx− 1
)
dt. (13)
The Euler Lagrange equations for such an energy are given by
γ
2
(
1
c2
∂2φ(x, t)
∂t2
−
3∑
k=1
∂2φ(x, t)
∂x2k
)
+mc2φ(x, t) − E1(t)φ(x, t) = 0, in Ω, (14)
where,
φ(x, 0) = φ0(x), in Ω,
φ(x, T ) = φ1(x), in Ω,
φ(x, t) = 0, on ∂Ω× [0, T ]
and E1(t) = mE(t).
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Equation (14) is the relativistic Klein-Gordon one.
For E1(t) = E1 ∈ R (not time dependent), at this point we suggest a solution (and implicitly
related time boundary conditions) φ(x, t) = e−
iE1t
~ φ2(x), where
φ2(x) = 0, on ∂Ω.
Therefore, replacing this solution into equation (14), we would obtain(
γ
2
(
− E
2
1
c2~2
φ2(x)−
3∑
k=1
∂2φ2(x)
∂x2k
)
+mc2φ2(x)− E1φ2(x)
)
e−
iE1t
~ = 0,
in Ω.
Denoting
E2 = − γE
2
1
2c2~2
+mc2 − E1,
the final eigenvalue problem would stand for
−γ
2
3∑
k=1
∂2φ2(x)
∂x2k
+ E2φ2(x) = 0, in Ω
where E1 is such that ∫
Ω
|φ2(x)|2 dx = 1.
Moreover, from (14), such a solution φ(x, t) = e−
iE1t
~ φ2(x) is also such that
γ
2
(
1
c2
∂2φ(x, t)
∂t2
−
3∑
k=1
∂2φ(x, t)
∂x2k
)
+mc2φ(x, t) = i~
∂φ(x, t)
∂t
, in Ω. (15)
At this point, we recall that in quantum mechanics,
γ = ~2/m.
Finally, we remark this last equation (15) is a kind of relativistic Schro¨dinger-Klein-Gordon
equation.
4 A second model and the respective energy expres-
sion
In a free volume context, denote again by r : Ω× [0, T ]→ R3 a position field, where [0, T ] is
a time interval.
Suppose also an associated density distribution scalar field is given by (ρ ◦ r) : Ω× [0, T ]→
[0,+∞), so that the kinetics energy for such a system, denoted by J : U × V → R, is defined as
J(r, ρ) =
1
2
∫ T
0
∫
Ω
ρ(r(x, t))
∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt,
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subject to ∫
Ω
ρ(r(x, t))
√
g dx = m, on [0, T ].
We recall that for such a standard Newtonian formulation, the kinetics energy takes into
account just the tangential field given by the time derivative
∂r(x, t)
∂t
.
Now the new idea is to complement such an energy with a new term which would consider
also the variation of a normal field n and concerning distribution of curvature, such that
n · ∂r(x, t)
∂t
= 0, in Ω× [0, T ].
So, with such statements in mind, we redefine the concerning energy, denoting it again by
J : U × V × V1 → R, as
J(r,n, ρ) = −1
2
∫ T
0
∫
Ω
ρ(r(x, t))
∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt, (16)
where γ > 0 is an appropriate constant,
Rˆ = gijRˆij ,
Rˆjk = Rˆ
i
jik,
Rˆijkl = b
l
i bjk,
bij = − 1√
m
∂
(√
ρ(r)n(r)
)
∂xj
· gi,
bij = g
ilblj ,
and,
{gij} = {gij}−1,
∀i, j, k, l ∈ {1, 2, 3}.
subject to
n(r) · n(r) = 1, in Ω× [0, T ],
n(r) · ∂r
∂t
= 0, in Ω× [0, T ],
and ∫
Ω
ρ(r(x, t))
√
g dx = m, on [0, T ].
Here
V1 = {n(r) ∈ L2(Ω× [0, T ]) : r ∈ U}.
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Thus, defining φ such that
|φ| =
√
ρ
m
and already including the Lagrange multipliers concerning the restrictions, the final expression
for the energy, denoted by J : U × V × V1 × V2 × [V3]2 → R, would be given by
J(r,n, φ,E, λ1, λ2) = −1
2
∫ T
0
∫
Ω
m|φ(r(x, t))|2 ∂r(x, t)
∂t
· ∂r(x, t)
∂t
√
g dxdt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt
−m
∫ T
0
E(t)
(∫
Ω
|φ(r)|2 √g dx− 1
)
dt
+〈λ1,n · n− 1〉L2
+
〈
λ2,n · ∂r
∂t
〉
L2
, (17)
where,
U = {r ∈W 1,2(Ω× [0, T ]) : r(x, 0) = r0(x)
and r(x, T ) = r1(x), in Ω}, (18)
V = {φ(r) ∈ L2([0, T ];W 1,2(Ω;C)) : r ∈ U},
V1 = {n(r) ∈ L2(Ω× [0, T ]) : r ∈ U},
V2 = L
2([0, T ]),
V3 = L
2(Ω× [0, T ]).
Moreover,
Rˆ = gijRˆij ,
Rˆjk = Rˆ
i
jik,
Rˆijkl = b
l
i b
∗
jk,
bij = −∂ (φ(r)n(r))
∂xj
· gi,
bij = g
ilblj ,
∀i, j, k, l ∈ {1, 2, 3}.
Finally, in particular for the special case in which
r(x, t) ≈ x,
so that
∂r(x, t)
∂t
≈ 0,
10
and
n · ∂r
∂t
≈ 0,
we may set
n = c,
where c ∈ R3 is a constant such that
c · c = 1,
and obtain
gk ≈ ek,
where
{e1, e2, e3}
is the canonical basis of R3.
Therefore, in such a case,
γ
2
∫ T
0
∫
Ω
Rˆ
√
g dxdt ≈ γT
2
3∑
k=1
∫
Ω
∂φ
∂xk
∂φ∗
∂xk
dx.
Hence, we would also obtain
J(r,n, φ,E, λ1 , λ2)/T ≈ J˜(φ,E)
=
γ
2
3∑
k=1
∫
Ω
∂φ
∂xk
∂φ∗
∂xk
dx
−E
(∫
Ω
|φ|2dx− 1
)
. (19)
This last energy is just the standard Schro¨dinger one in a free particle context.
5 A brief note on the relativistic context for such a
second model
We recall to have denoted by c the speed of light and
dt
2
= c2dt2 − dX21 − dX22 − dX23 .
In a relativistic free particle context, the Hilbert variational formulation could be extended,
for a motion in a pseudo Riemannian relativistic C1 class manifold M , where locally
M = {r(u) : u ∈ Ω},
u = (u1, u2, u3, u4) ∈ R4,
and
r : Ω ⊂ R4 → R4
11
point-wise stands for,
r(u) = (ct(u),X1(u),X2(u),X3(u)),
to a functional J1 where denoting ρ(r) = |R(r)|2, the mass differential is given by
dm =
ρ(r)√
1− v2/c2
√
|g| du = |R(r)|
2√
1− v2/c2
√
|g| du,
the semi-classical kinetics energy differential is given by
dEc =
∂r(u)
∂t
· ∂r(u)
∂t
dm
= −
(
dt
dt
)2
dm
= −(c2 − v2) dm, (20)
so that
dEc = −c2(
√
1− v2/c2)|R(r)|2
√
|g| du,
and
J1(r, R,n) = −
∫
Ω
dEc +
γ
2
∫
Ω
Rˆ
√
|g| du
= c2
∫
Ω
|R(r)|2
√
1− v2/c2
√
|g| du
+
γ
2
∫
Ω
Rˆ
√
|g| du, (21)
subject to ∫
Ω
|R(r)|2
√
|g| du = m,
where m is the particle mass at rest.
Moreover,
n(r) · ∂r
∂t
= 0, in Ω,
where
∂r
∂t
=
∂r
∂t
∂t
∂t
=
∂r
∂t
∂t
∂t
=
∂r
c∂t
1√
1− v2/c2 , (22)
and
n(r) · n(r) = 1, in Ω.
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Where γ is an appropriate positive constant to be specified.
Also,
gk =
∂r(u)
∂uk
,
g = det{gij},
gij = gi · gj ,
where here, in this subsection, such a product is given by
y · z = −y0z0 +
3∑
i=1
yizi, ∀y = (y0, y1, y2, y3), z = (z0, z1, z2, z3) ∈ R4,
Rˆ = gijRˆij ,
Rˆjk = Rˆ
i
jik,
Rˆijkl = b
l
i b
∗
jk,
bij = − 1√
m
∂ (R(r)n(r))
∂uj
· gi,
bij = g
ilblj ,
and,
{gij} = {gij}−1,
∀i, j, k, l ∈ {1, 2, 3, 4}.
Finally,
v =
√(
∂X1
∂t
)2
+
(
∂X2
∂t
)2
+
(
∂X3
∂t
)2
,
where,
∂Xk(u)
∂t
=
∂Xk(u)
∂uj
∂uj
∂t
=
4∑
j=1
∂Xk(u)
∂uj
∂t(u)
∂uj
, ∀k ∈ {1, 2, 3}. (23)
Here the Einstein sum convention holds.
Remark 5.1. The role of the variable u concerns the idea of establishing a relation between
t,X1,X2 and X3. The dimension of M may vary with the problem in question.
6 A brief note on the case including electro-magnetic
effects
In this section we address in a specific special relativistic context, the inclusion of electro-
magnetic effects.
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6.1 About a specific Lorentz transformation
In this section we assume the particle/volume motion is such that we are in a special relativity
approximate context.
Consider the specific Lorentz transformation defined by a matrix {ajk}, where the coordi-
nates of the cartesian systems
(x, t) = (x1, x2, x3, t) = (x1, x2, x3, x4/(imc))
and
(x′, t′) = (x′1, x
′
2, x
′
3, t
′) = (x′1, x
′
2, x
′
3, x
′
4/(imc))
are related by the equations,
x′j =
4∑
k=1
ajkxk, ∀j ∈ {1, 2, 3, 4},
where
x4 = imct and x
′
4 = imct
′.
More specifically, we consider the case in which {ajk} is generated by a motion of the origin
0′ of the system (x′, t′) with velocity v = (v1, v2, v3) in relation to the origin 0 of the system
(x, t). In such a motion, we assume the axis 0′x′j keeps parallel to 0xj, ∀j ∈ {1, 2, 3}.
So, indeed, {ajk} is such that
x′j = xj +

 1√
1− v2
c2
− 1

 x · v
v2
vj − tvj√
1− v2
c2
,
∀j ∈ {1, 2, 3}, and
x′4/(imc) = t
′ =
1√
1− v2
c2
(
t− x · v
c2
)
,
where, as above indicated
x = (x1, x2, x3),
x′ = (x′1, x
′
2, x
′
3),
and,
v = (v1, v2, v3).
6.2 Describing the self interaction energy and obtaining a final
variational formulation
Considering the model for an electronic field with position field given by r(x, t) over the set
Ω × [0, T ], where Ω ⊂ R3, and a mass/charge density given by ρ(r) = |R(r)|2, we shall define
the self interaction electric field differential, as indicated in the next lines.
First, denote in this section dx = dx1 dx2 dx3,
r(x, t) = (ct,X1(x, t),X2(x, t),X3(x, t)),
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r1(x, t) = (X1(x, t),X2(x, t),X3(x, t)),
∆r1(x, x˜, t) = r1(x, t)− r1(x˜, t),
and
dq(x˜, t) = K1|R(r(x˜, t))|2
√
g(r(x˜, t))dx˜.
Denote
v =
∂r1(x˜, t)
∂t
− ∂r1(x, t)
∂t
,
and define
∆t(x, x˜, t) = − 1√
1− v2
c2
∆r1(x, x˜, t)) · v
c2
.
Define also
v′ =
∂r1(x˜, t−∆t(x, x˜, t))
∂t
− ∂r1(x, t−∆t(x, x˜, t))
∂t
,
and,
∆rˆ1(x, x˜, t) = ∆r1(x, x˜, t−∆t(x, x˜, t))
+

 1√
1− (v′)2
c2
− 1

 (∆r1(x, x˜, t−∆t(x, x˜, t)) · v′)v′
c2
, (24)
where
∆r1(x, x˜, t−∆t(x, x˜, t)) = r1(x, t−∆t(x, x˜, t)) − r1(x˜, t−∆t(x, x˜, t)).
Thus, the electric field generated by dq(x˜, t−∆t(x, x˜, t)) at r(x, t) is given by
dE′(x, x˜, t) = Kdq(x˜, t−∆t(x, x˜, t)) ∆rˆ1(x, x˜, t)|∆rˆ1(x, x˜, t)|3
= KK1|R(r(x˜, t−∆t(x, x˜, t))|2 ∆rˆ1(x, x˜, t)|∆rˆ1(x, x˜, t)|3
√
g(r(x˜, t−∆t(x, x˜, t)))dx˜.
Now, we define
dFE′ =


0 0 0 −imdE′1
0 0 0 −imdE′2
0 0 0 −imdE′3
imdE
′
1 imdE
′
2 imdE
′
3 0

 (25)
and define dFE through the relations
(dFE′)jk = aˆjlaˆkp(dFE)lp,
where {aˆjk} is such that
x′j = aˆjkxk,
or more specifically,
x′j = xj +

 1√
1− v2
c2
− 1

 x · v
v2
vj − tvj√
1− v2
c2
,
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∀j ∈ {1, 2, 3}, and
x′4/(imc) = t
′ =
1√
1− v2
c2
(
t− x · v
c2
)
,
where here,
v =
∂r1(x, t)
∂t
.
At this point we assume a functional W (R(r), r), which corresponds to the self-interacting
energy, is such that
δRW (R(r), r) = |R(r)|
∫
Ω
K
dq(x˜, t−∆t(x, x˜, t))
|∆rˆ1(x, x˜, t)|
and,
δrW (R(r), r) = δRW (R(r), r)
∂R(r)
∂r
+ |R(r(x, t))|2
∫
Ω
3∑
k=1
dE˜k(x, x˜, t)ek
where {e1, e2, e3} is the canonical basis of R3 and we have denoted
dFE(x, x˜, t) =


0 dB˜3 −dB˜2 −imdE˜1
−dB˜3 0 dB˜1 −imdE˜2
dB˜2 −dB˜1 0 −imdE˜3
imdE˜1 imdE˜2 imdE˜3 0,

 (26)
FE(x, t) =
∫
Ω
dFE(x, x˜, t) =


0 B˜3 −B˜2 −imE˜1
−B˜3 0 B˜1 −imE˜2
B˜2 −B˜1 0 −imE˜3
imE˜1 imE˜2 imE˜3 0

 (27)
where these last integrations are in x˜.
Also,
E˜ = (E˜1, E˜2, E˜3),
and
B˜ = (B˜1, B˜2, B˜3).
At this point, up to a concerning Lorentz transformation, we assume to be possible to express
the total electric field E by
E = E˜+∇Φ+ 1
c
∂A
∂t
,
for appropriate functions Φ ∈W 1,2(Ω× [0, T ]) and A ∈W 1,2(Ω × [0, T ];R3).
Also
B = B0 + B˜− curl A,
where A = (A1, A2, A3) is a magnetic potential.
From the standard literature, we also define A4 = im Φ and assume the Lorentz condition,
div A+
1
c
∂Φ
∂t
= 0, in Ω× [0, T ].
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So, the system energy may be written as
J(R, r,n,Φ,A, E, λ)
= c2
∫ T
0
∫
Ω
|R(r)|2
√
1− v
2
c2
√−g dx dt
+
1
c
∫ T
0
∫
Ω
K1|R(r)|2 ∂r1
∂t
·A √−g dx dt
+
γ
2
∫ T
0
∫
Ω
Rˆ
√−g dx dt
+W (R(r), r)
+K1
∫ T
0
∫
Ω
Φ(r)|R(r)|2 √−gdx dt
+
1
8π
(
‖B‖2Ω×[0,T ],2 + ‖E‖2Ω×[0,T ],2
)
−1
2
∫ T
0
E(t)
(∫
Ω
|R(r)|2 √−g dx−me
)
dt
+
〈
λ1,n · ∂r
∂t
〉
L2
+ 〈λ2,n · n− 1〉L2
+
〈
λ3,div A+
1
c
∂Φ
∂t
〉
L2
. (28)
Also,
gk =
∂r(x, t)
∂xˆk
,
where here {xˆk} = (x1, x2, x3, ct). Moreover,
g = det{gij},
gij = gi · gj ,
where here again, such a product is given by
y · z = −y4z4 +
3∑
i=1
yizi, ∀y = (y1, y2, y3, y4), z = (z1, z2, z3, z4) ∈ R4,
Rˆ = gijRˆij ,
Rˆjk = Rˆ
i
jik,
Rˆijkl = b
l
i b
∗
jk,
bij = − 1√
m
(
∂ (R(r)n(r))
∂xˆj
− im Aj R(r)n(r)
)
· gi.
Furthermore,
bij = g
ilblj ,
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and,
{gij} = {gij}−1,
∀i, j, k ∈ {1, 2, 3, 4}.
Finally, here we would also have
v =
√(
∂X1
∂t
)2
+
(
∂X2
∂t
)2
+
(
∂X3
∂t
)2
,
Its worth mentioning λ1, λ2, λ3 are appropriate Lagrange multipliers concerning the respective
constraints.
Remark 6.1. It is possible in some cases we cannot find W (R(r), r), which corresponds to the
self-interacting energy, such that
δRW (R(r), r) = |R(r)|
∫
Ω
K
dq(x˜, t−∆t(x, x˜, t))
|∆rˆ1(x, x˜, t)|
and,
δrW (R(r), r) = δRW (R(r), r)
∂R(r)
∂r
+ |R(r(x, t))|2
∫
Ω
3∑
k=1
dE˜k(x, x˜, t)ek.
In such a case, such last equations may be just approximately satisfied, so that we could
define an optimization problem corresponding to find a critical point of the functional J plus
a positive constant multiplied by the L2 norms of analytical expressions corresponding to these
last two equations.
7 A new interpretation of the Bohr atomic model
This section develops a new interpretation of Bohr atomic model through classical and
quantum mechanics.
In a second step, we consider as a generalization of such a model, the issue of an interacting
system comprised by a large amount of same type atoms.
At this point we start to describe such a model.
Let Ω = BR0(0) ⊂ R3 be an open ball with center at 0 ∈ R3. Let [0, T ] be a time interval.
For n ∈ N, consider a system with ∑n−1l=0 (2l + 1) electrons and the same number of protons,
where the protons are supposed to be at rest at x = 0 ∈ R3. Moreover, the electrons are
distributed in n layers l ∈ {0, . . . , n − 1}, each layer l with 2l + 1 electrons.
We denote the position field for the electron j ∈ −l, . . . , 0, . . . , l at the layer l, by rlj :
Ω× [0, T ]→ R3, where
rlj(x, t) = R
l
j(r)
(
sin((w1)
l
j(x)t+ θ
l
j) cos((w2)
l
j(x)t+ φ
l
j)i
+sin((w1)
l
j(x)t+ θ
l
j) sin((w2)
l
j(x)t+ φ
l
j)j+ cos((w1)
l
j(x)t+ θ
l
j)k
)
. (29)
We also recall that x ∈ R3 in spherical coordinates corresponds to (r, θ, φ) and {i, j,k} is
the canonical basis of R3.
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Moreover, the density scalar field for such a same electron is denoted by me|ϕlj |2 : Ω → R,
where
ϕlj(x) = ϕˆ
l
j(r)(L
−)(l+j)[(sin θ)leiφl],
i denotes the imaginary unit,
Lx = −~
i
(
sinφ
∂
∂θ
+ cot θ cosφ
∂
∂φ
)
,
Ly =
~
i
(
cosφ
∂
∂θ
− cot θ sinφ ∂
∂φ
)
and
L− =
1
~
(Lx − iLy),
and where (L−)0 = Id (identity operator).
Remark 7.1. In principle, we would expect rlj to be an injective function, so that
ϕ˜lj(r
l
j(x, t)) = ϕ
l
j(x, t) = ϕ
l
j((r
l
j)
−1(rlj(x, t)))
is well defined.
This may not be the case for the motion indicated in (29). Thus, such a concerning motion
suggests us a new interpretation of the Bohr atomic model and related wave particle duality for
the electrons in the atom in question.
We also define,
U = {ϕ = {ϕlj} ∈W 1,2(Ω;CZ) : ϕlj = 0 on ∂Ω},
and
V = {r = {rlj} ∈W 1,2(Ω× [0, T ];R3Z) : Rlj(0) = 0, and Rlj(R0) = R0}.
For such a system, we consider the following types of energy.
1. Kinetics energy, denoted by Ec, where
Ec =
1
2
n−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
me|ϕlj(x)|2
∂rlj(x, t)
∂t
· ∂r
l
j(x, t)
∂t
dxdt,
where me denotes the mass of a single electron and
dx = dx1dx2dx3.
2. A regularizing part for the position field, denoted by Er, where
Er =
1
2
n−1∑
l=0
l∑
j=−l
3∑
k=1
∫ T
0
∫
Ω
Al|ϕlj(x)|2
∂rlj(x, t)
∂xk
· ∂r
l
j(x, t)
∂xk
dxdt,
with Al > 0 to be specified, ∀l ∈ {0, . . . , n− 1}.
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3. Coulomb electronic interaction (classical), denoted by Eint, where in a first approximation,
we consider only the interaction for the same layer electrons, neglecting the interactions
between different layer electrons.
Thus,
Eint =
1
4
n−1∑
l=0
l∑
j=−l
l∑
k=−l
Ke2
∫ T
0
∫
Ω
∫
Ω
|ϕlj(x)|2|ϕlk(x˜)|2
|rlj(x, t)− rlk(x˜, t)|
dxdx˜dt,
where e is the charge of a single electron and K > 0 is a an appropriate constant to be
specified.
4. Coulomb interaction of each electron with the heavier nucleus, denoted by Epint, where
Epin =
1
2
n−1∑
l=0
l∑
j=−l
Ke2Z
∫ T
0
∫
Ω
|ϕlj(x)|2
|rlj(x, t)|
dxdt.
5. Energy related to the presence of external potentials V lj , denoted by Ep, where
Ep =
1
2
n−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
V lj (x)|ϕlj(x)|2 dxdt.
6. A regularizing and curvature distribution control term for the scalar density field (quantum
part), denoted by Eq, where
Eq =
1
2
n−1∑
l=0
l∑
j=−l
3∑
k=1
γlj
∫ T
0
∫
Ω
∂(ϕlj(x)n
l
j(x, t))
∂xk
· ∂(ϕ
l
j(x)n
l
j(x, t))
∂xk
dxdt,
where the normal field nlj may be given by
nlj(x, t) = sin((w1)
l
j(x)t+ θ
l
j) cos((w2)
l
j(x)t+ φ
l
j)i
+sin((w1)
l
j(x)t+ θ
l
j) sin((w2)
l
j(x)t+ φ
l
j)j+ cos((w1)
l
j(x)t+ θ
l
j)k, (30)
so that,
nlj(x, t) ·
∂rlj(x, t)
∂t
= 0, in Ω× [0, T ],
∀j ∈ {−l, . . . , 0, . . . , l}, ∀l ∈ {0, . . . , n− 1}.
7. Constraints: The system is subject to the following constraints,∫
Ω
|ϕlj(x)|2 dx = 1, ∀l ∈ {0, . . . , n− 1}, j ∈ {−l, . . . , 0, . . . , l}.
Hence, the total system energy is given by the functional J : U ×V ×RZ → R where already
including the Lagrange multipliers, we have
J(ϕ, r, E) = −Ec +Er + Ein − Epin + Ep + Eq
−1
2
n−1∑
l=0
l∑
j=−l
EljT
(∫
Ω
|ϕlj(x)|2 dx− 1
)
. (31)
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Summarizing,
J(ϕ, r, E)
= −1
2
n−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
me|ϕlj(x)|2
∂rlj(x, t)
∂t
· ∂r
l
j(x, t)
∂t
dxdt
+
1
2
n−1∑
l=0
l∑
j=−l
3∑
k=1
∫ T
0
∫
Ω
Al|ϕlj(x)|2
∂rlj(x, t)
∂xk
· ∂r
l
j(x, t)
∂xk
dxdt
+
1
4
n−1∑
l=0
l∑
j=−l
l∑
k=−l
Ke2
∫ T
0
∫
Ω
∫
Ω
|ϕlj(x)|2|ϕlk(x˜)|2
|rlj(x, t)− rlk(x˜, t)|
dxdx˜dt
−1
2
n−1∑
l=0
l∑
j=−l
Ke2Z
∫ T
0
∫
Ω
|ϕlj(x)|2
|rlj(x, t)|
dxdt
+
1
2
n−1∑
l=0
l∑
j=−l
3∑
k=1
γlj
∫ T
0
∫
Ω
∂(ϕlj(x)n
l
j(x, t))
∂xk
· ∂(ϕ
l
j(x)n
l
j(x, t))
∂xk
dxdt
−1
2
n−1∑
l=0
l∑
j=−l
EljT
(∫
Ω
|ϕlj(x)|2 dx− 1
)
. (32)
With such statements and definitions in mind, we define the control problem of finding {θlj, φlj} ∈
R
Z × RZ , which minimizes
J1(ϕ, r, E})
where
J1(ϕ, r, E})
=
1
4
n−1∑
l=0
l∑
j=−l
l∑
k=−l
Ke2
∫ T
0
∫
Ω
∫
Ω
|ϕlj(x)|2|ϕlk(x˜)|2
|rlj(x, t)− rlk(x˜, t)|
dxdx˜dt, (33)
subject to
1.
me|ϕlj(x)|2
∂2rlj(x, t)
∂t2
−Al
3∑
k=1
∂
∂xk
(
|ϕlj(x)|2
∂rlj(x, t))
∂xk
)
−
l∑
k=−l
|ϕlj(x)|2
∫
Ω
Ke2|ϕlk(x˜)|2(rlj(x, t)− rlk(x˜, t))
|rlj(x, t)− rlk(x˜, t)|3
dx˜
+KZe2
ϕlj(x)|2
|rlj(x, t)|3
rlj(x, t)
= 0, in Ω× [0, T ], (34)
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2.
−meϕˆlj(r)
1
T
∫ T
0
∂rlj(x, t)
∂t
· ∂r
l
j(x, t)
∂t
dt+
−γlj
1
r2
∂
∂r
(
r2
∂ϕˆlj(r)
∂r
)
+γlj
l(l + 1)
r2
ϕˆlj(r)
+γljϕˆ
l
j(r)
1
T
∫ T
0
3∑
k=1
(
∂nlj
∂xk
· ∂n
l
j
∂xk
)
dt
+
l∑
k=−l
ϕˆlj(r)
1
T
∫ T
0
∫
Ω
Ke2|ϕlk(x˜)|2
|rlj(x, t) − rlk(x˜, t)|
dx˜dt
−KZe2 ϕˆ
l
j(r)
Rlj(r)
−Eljϕˆlj(r) = 0, in [0, R0], (35)
and up to a normalizing constant for ϕ(x),
3. ∫ R0
0
|ϕˆlj(r)|2r2 dr = 1,
∀j ∈ {−l, . . . , 0, . . . , l}, ∀l ∈ {0, . . . , n− 1}.
8 A system with a large number of interacting atoms
Now consider a system with a large number N of interacting same type atoms, each one
with Z =
∑n−1
l=0 (2l + 1) electrons and the same number of protons.
Consider also the problem of finding the N nucleus positions, each one comprised by Z
protons, in an open, bounded, connected set Ω ⊂ R3 with a Lipschitzian boundary denoted by
∂Ω.
We define the position field for the electron j, in the layer l at the atom k, which the nucleus
is located at xk ∈ Ω, denoted by rlj(·,xk, ·) : Ω× [0, T ]→ R3, as
rlj(x,xk, t) = xk +R
l
j(x,xk)e
iwlj(x,xk)t (36)
Also, the respective density scalar field is denoted by ϕ = {ϕlj : Ω→ C},
Here
ϕ(·,xk) ∈ U,∀k ∈ {1, . . . , N}
and
r(·,xk, ·) ∈ V, ∀k ∈ {1, . . . , N}.
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With such statements in mind, we consider the control problem of finding {xk}Nk=1 and
{wlj(x,xk)} which minimizes J2 + J3 + J4, where
J2 =
n−1∑
l1=0
n−1∑
l2=0
l1∑
j=−l1
l2∑
k=−l2
N∑
k1=1
N∑
k2=1
Ke2 ×
×
∫ T
0
∫
Ω
∫
Ω
|ϕl1j (x,xk1)|2|ϕl2k (x˜,xk2)|2
|rl1j (x,xk1 , t)− rl2k (x˜,xk2 , t)|
dxdx˜dt (37)
J3 =
n−1∑
l=0
l∑
j=−l
N∑
k=1
N∑
k1=1
Ke2Z
∫ T
0
∫
Ω
|ϕlj(x,xk)|2
|rlj(x,xk, t)− xk1 |
dxdt, (38)
and
J4 =
N∑
k=1
N∑
k1=1
Ke2Z2
|xk − xk1 |
,
subject to
1.
me|ϕlj(x,xk)|2
∂2rlj(x,xk, t)
∂t2
−
3∑
s=1
Al
∂
∂xs
(
|ϕ(x,xk)|2
∂rlj(x,xk, t)
∂xs
)
−
n−1∑
l1=0
l1∑
p=−l1
N∑
k1=1
Ke2|ϕlj(x,xk)|2
∫
Ω
|ϕl1p (x˜,xk1)|2(rlj(x,xk, t)− rl1p (x˜,xk1 , t))
|rlj(x,xk, t)− rl1p (x˜,xk1 , t)|3
dx˜
+Ke2Z
N∑
k1=1
|ϕlj(x,xk)|2(rlj(x,xk, t)− xk1)
|rlj(x,xk, t)− xk1 |3
= 0, in Ω. (39)
2.
nlj(x,xk, t) ·
∂rlj(x,xk, t)
∂t
= 0, in Ω× [0, T ],
3.
nlj(x,xk, t) · nlj(x,xk, t) = 1, in Ω× [0, T ],
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4.
−
3∑
s=1
γlj
∂2ϕlj(x,xk)
∂x2s
+γljϕ
l
j(x,xk)
1
T
∫ T
0
3∑
s=1
(
∂nlj(x,xk, t)
∂xs
· ∂n
l
j(x,xk, t)
∂xs
)
dt
+ϕlj(x,xk)
n−1∑
l1=0
l1∑
k=−l1
N∑
k1=1
1
T
∫
Ω
|ϕl1k (x˜,xk1)|2
|rlj(x,xk)− rl1k (x˜,xk1 , t)|
dx˜dt
−
N∑
k1=1
Ke2Z
ϕlj(x,xk)
|r(x,xk, t)− xk1 |
+
3∑
s=1
Alϕlj(x,xk)
1
T
∫ T
0
∂rlj(x,xk, t)
∂xs
· ∂r
l
j(x,xk, t)
∂xs
dt
−meϕlj(x,xk)
1
T
∫ T
0
∂rlj(x,xk, t)
∂t
· ∂r
l
j(x,xk, t)
∂t
dt
−Eljkϕlj(x,xk) = 0, in Ω. (40)
5. ∫
Ω
|ϕlj(x,xk)|2 dx = 1, ∀l ∈ {0, . . . , n− 1}, j ∈ {−l, . . . , 0, . . . , l}, k ∈ {1, . . . , N}.
8.1 A proposal for the case in which N is very large
As N is very large, we shall propose a limit density scalar field ϕlj(x,y), that is
ϕlj : Ω× Ω→ C.
Also, we shall propose, as the position vector field, rlj(x,y, t), that is r
l
j : Ω×Ω×[0, T ]→ R3,
where
rlj(x,y, t) = y +R
l
j(x,y)e
iwlj (x,y)t. (41)
We assume ϕ = {ϕlj} ∈ U , where
U = {ϕ = {ϕlj} ∈W 1,2(Ω× Ω;CZ) : ϕlj = 0 on ∂(Ω× Ω)}
and r = {rlj} ∈ V , where here
V = {r = {rlj} ∈W 1,2(Ω× Ω× [0, T ];R3Z) : Rlj = 0 on ∂(Ω × Ω)}.
For the protons, we specify the density scalar field ϕp : Ω × Ω → C, and the respective
position field rp(x,y) = y. Moreover, ϕp ∈ Up, where
Up = {ϕp ∈W 1,2(Ω × Ω;C) : ϕp(x,y) = 0, in ∂(Ω × Ω)}.
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In the distributional sense, we should approximately expect to obtain
ϕp(x,y) = δ(x − y), in (Ω× Ω)0
where (Ω× Ω)0 denotes the interior of Ω× Ω. Also, δ(x− y) denotes a standard Dirac delta.
With such statements in mind, we consider the control problem of finding {wlj} which min-
imizes J2 + J3 + J4, where
J2 =
n−1∑
l1=0
n−1∑
l2=0
l1∑
j=−l1
l2∑
k=−l2
Ke2 ×
×
∫ T
0
∫
Ω
∫
Ω
∫
Ω
∫
Ω
|ϕl1j (x,y)|2|ϕl2k (x˜, y˜)|2
|rl1j (x,y, t) − rl2k (x˜, y˜, t)|
dxdx˜dydy˜dt (42)
J3 =
n−1∑
l=0
l∑
j=−l
N∑
k=1
Ke2Z
∫ T
0
∫
Ω
∫
Ω
∫
Ω
|ϕlj(x,y)|2
|rlj(x,y, t) − y˜|
dxdydy˜dt, (43)
and
J4 = T
∫
Ω
∫
Ω
∫
Ω
∫
Ω
Ke2Z2|ϕp(x,y)|2|ϕp(x˜, y˜)|2
|y − y˜| dxdx˜dydy˜,
subject to
1.
me|ϕlj(x,y)|2
∂2rlj(x,y, t)
∂t2
−Al
3∑
s=1
(
∂
∂xs
(
|ϕ(x,y)|2 ∂r
l
j(x,y, t)
∂xs
)
+
∂
∂ys
(
|ϕ(x,y)|2 ∂r
l
j(x,y, t)
∂ys
))
−
n−1∑
l1=0
l1∑
s=−l1
Ke2|ϕlj(x,y)|2
∫
Ω
∫
Ω
|ϕl1s (x˜, y˜)|2(rlj(x,y, t) − rl1s (x˜, y˜, t))
|rlj(x,y, t) − rl1s (x˜, y˜, t)|3
dx˜dy˜
+Ke2Z|ϕlj(x,y)|2
∫
Ω
(rlj(x,y, t) − y˜)
|rlj(x,y, t) − y˜|3
dy˜
= 0, in Ω× Ω× [0, T ]. (44)
2.
nlj(x,y, t) ·
∂rlj(x,y, t)
∂t
= 0, in Ω× Ω× [0, T ],
3.
nlj(x,y, t) · nlj(x,y, t) = 1, in Ω× Ω× [0, T ],
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4.
−γlj
3∑
s=1
(
∂2ϕlj(x,y)
∂x2s
+
∂2ϕlj(x,y)
∂y2s
)
+γljϕ
l
j(x,y)
1
T
∫ T
0
3∑
s=1
((
∂nlj(x,y, t)
∂xs
· ∂n
l
j(x,y, t)
∂xs
)
+
(
∂nlj(x,y, t)
∂ys
· ∂n
l
j(x,y, t)
∂ys
))
dt
+ϕlj(x,y)
n−1∑
l1=0
l1∑
k=−l1
1
T
∫ T
0
∫
Ω
∫
Ω
|ϕl1k (x˜, y˜)|2
|rlj(x,y, t) − rl1k (x˜, y˜, t)|
dx˜dy˜dt
−
N∑
k1=1
Ke2Z ϕlj(x,y)
∫
Ω
∫
Ω
|ϕp(x˜, y˜)|2
|rlj(x,y, t) − y˜|
dx˜dy˜
+Al
3∑
s=1
(
ϕlj(x,y)
1
T
∫ T
0
(
∂rlj(x,y, t)
∂xs
· ∂r
l
j(x,y, t)
∂xs
+
∂rlj(x,y, t)
∂ys
· ∂r
l
j(x,y, t)
∂ys
)
dt
)
−meϕlj(x,y)
1
T
∫ T
0
∂rlj(x,y, t)
∂t
· ∂r
l
j(x,y, t)
∂t
dt
−Elj(y)ϕlj(x,y) = 0, in Ω× Ω, (45)
5. ∫
Ω
|ϕlj(x,y)|2 dx = 1, ∀l ∈ {0, . . . , n− 1}, j ∈ {−l, . . . , 0, . . . , l}, y ∈ Ω,
6.
−γp
3∑
s=1
(
∂2ϕp(x,y)
∂x2s
+
∂2ϕp(x,y)
∂y2s
)
+ϕp(x,y)
n−1∑
l=0
Ke2Z
T
∫ T
0
∫
Ω
∫
Ω
|ϕlj(x˜, y˜)|2
|y − rlj(x˜, y˜, t)|
dx˜dy˜dt
−Ke2Z2 ϕp(x,y)
∫
Ω
∫
Ω
|ϕp(x˜, y˜)|2
|y − y˜| dx˜dy˜
−Ep(y)ϕp(x,y) = 0, in Ω× Ω. (46)
7. ∫
Ω
|ϕp(x,y)|2 dx = 1, ∀y ∈ Ω.
9 A note on the Entropy concept
First define, for a wave function in a non-relativistic free particle context, for a motion
developing on a time interval [0, T ],
W (E) =
1
T
∫ ∫
ΩE
|φ(x)|2 dx dt
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where
ΩE = {(x, t) ∈ Ω× [0, T ] : E(x, t) ≤ E}.
At this point we define the entropy S by,
S(E) = −
∫ E
E0
W (Eˆ) ln(W (Eˆ)) dEˆ, (47)
where E(x, t) will be specified in the next lines.
We define also the temperature Tˆ = Tˆ (E) through the relation
dS(E)
dE
=
1
Tˆ
= −W (E) lnW (E),
where we must emphasize the dependence Tˆ = Tˆ (E).
In a free particle context, we assume
E = E(x, t) = me|φ(x)|2 ∂r(x, t)
∂t
· ∂r(x, t)
∂t
= Eˆq − µ|φ(x)|2, (48)
where here µ is such that ∫
Ω
|φ(x)|2 dx = 1.
Also,
Eˆq(x, t) = −γ
3∑
k=1
∂2(φn)
∂x2k
· (φn)
= E1(x, t)n · n
= E1(x, t), (49)
where E1(x, t) is the Lagrange multiplier such that
n · n = 1, in Ω× [0, T ].
Summarizing,
E(x, t) = E1(x, t)− µ|φ(x)|2.
Finally,
dS(E) = −W (E) ln(W (E)) dE
=
dE
Tˆ
. (50)
Hence,
dS(E(x, t)) =
dE1(x, t)
Tˆ
− d(µ|φ(x)|
2)
Tˆ
.
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10 About modeling a chemical reaction
Let us consider a volume Ω ⊂ R3 and a possible chemical reaction in Ω, in which α1 units
of mass of a solid substance type 1 reacts with α2 units of mass of a liquid of type 2 to produce
1 (one) unit of mass of a gaseous substance of type 3, that is
α1 + α2 = 1.
For such a system, we define
wi(x, t) =
(
ρi(x, t)∑3
k=1 ρk(x, t)
)βi(x,t)
,
where ρk(x, t) denotes the point wise density of substance of type k, and
βk(x, t) = βk(P (x, t), Tˆ (x, t), ρ(x, t))
must be obtained experimentally.
We define also, for such a system,
S(w) = −
3∑
k=1
∫ T
0
∫
Ω
wk(x, t) ln(wk(x, t)) dx dt.
Remark 10.1. The functions βk(Tˆ , P, ρ) must be obtained such that the direction of the chem-
ical reaction is properly modeled for the concerning point-wise values of Tˆ (x, t), P (x, t), ρ(x, t).
10.1 About the variational formulation modeling such a chem-
ical reaction
We define the problem of finding a critical point of a functional J(r, φ,E, λ,n, Tˆ ,u), that is
the problem of finding a solution for the equation,
δJ(r, φ,E, λ,n, Tˆ ,u) = 0,
where J : U×V1×V2×V3×V4×V5×V6 → R will be specified in the next lines. In this model we
consider the substance s comprised by atoms of type s with Zs electrons, protons and neutrons,
where Zs =
∑ns
l=0(2l+1) and ns is the number of electronic layers for each atom of type s. We
assume each layer l has initially 2l + 1 electrons and the possible molecular arrangements are
obtained from the system motion and behavior, locally and as a whole.
We also define,
U =
{
r = {(rs)lj} ∈W 1,2
(
Ω× Ω× [0, T ];R
∑
3
s=1 3Zs
)
: (rs)
l
j = x on Γ0, on [0, T ]
}
,
V1 =
{
φ = {(φs)lj , (φp)s} ∈W 1,2
(
Ω× Ω× [0, T ];C(
∑
3
s=1 Zs)+3
)
: (φs)
l
j = (φp)s = 0, on Γ1 on [0, T ]
}
, (51)
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where
Γ0, Γ1 ⊂ ∂(Ω× Ω),
V2 = R
(
∑
3
s=1 Zs)+3,
V3 = L
2
(
Ω× [0, T ];R5+(
∑
3
s=1 2Zs)
)
,
V4 = L2([0, T ];R
3),
V5 =W
2,2(Ω × [0, T ];R4)
and
V6 = L
2
(
Ω× [0, T ];R
∑
3
s=1 Zs
)
.
Finally, the functional J is expressed as
J = J1 + J2 + J3 + J4 + J5 + J6 + J7,
where
J1(r, φ) = −
3∑
s=1
ns−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
∫
Ω
|(φs)lj |2
∂(rs)
l
j
∂t
· ∂(rs)
l
j
∂t
dx dy dt
−
3∑
s=1
∫ T
0
∫
Ω
∫
Ω
|(φp)s|2 ∂(rp)s
∂t
· ∂(rp)s
∂t
dx dy dt, (52)
J2(r, φ)
=
3∑
s=1
3∑
q=1
ns−1∑
l=0
nq−1∑
l1=0
l1∑
k=−l1(
Ke2
∫ T
0
∫
Ω
∫
Ω
∫
Ω
∫
Ω
|(φs)lj(x,y, t)|2|(φq)l1k (x˜, y˜, t)|2
|(rs)lj(x,y, t) − (rq)l1k (x˜, y˜, t)|
dx dy dx˜ dy˜ dt
)
−
3∑
s=1
3∑
q=1
ns−1∑
l=0
Ke2
∫ T
0
∫
Ω
∫
Ω
∫
Ω
∫
Ω
|(φs)lj(x,y, t)|2|(φp)q(x˜, y˜, t)|2
|(rs)lj(x,y, t) − (rp)q(x˜, y˜, t)|
dx dy dx˜ dy˜ dt
+
3∑
s=1
3∑
q=1
Ke2
∫ T
0
∫
Ω
∫
Ω
∫
Ω
∫
Ω
|(φp)s(x,y, t)|2|(φp)q(x˜, y˜, t)|2
|(rp)s(x,y, t) − (rp)q(x˜, y˜, t)| dx dy dx˜ dy˜ dt, (53)
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J3(r, φ,n)
=
3∑
s=1
ns−1∑
l=0
∑
j=−ll
(γs)
l
j
∫ T
0
∫
Ω
∫
Ω
3∑
k=1
(
∂[(φs)
l
j(ns)
l
j ]
∂xk
· ∂[(φs)
l
j(ns)
l
j ]
∂xk
+
∂[(φs)
l
j(ns)
l
j ]
∂yk
· ∂[(φs)
l
j(ns)
l
j ]
∂yk
)
dx dy dt
+
3∑
s=1
(γp)s
∫ T
0
∫
Ω
∫
Ω
3∑
k=1
(
∂[(φs)
l
j(ns)
l
j ]
∂xk
· ∂[(φs)
l
j(ns)
l
j ]
∂xk
+
∂[(φs)
l
j(ns)
l
j ]
∂yk
· ∂[(φs)
l
j(ns)
l
j ]
∂yk
)
dx dy dt. (54)
Also,
J4(r, φ,E, λ, Tˆ ,u)
=
1
2
∫ T
0
∫
Ω
Hijkl(ρ1)ǫij(uˆ)ǫkl(uˆ) (1− χρf ) dx dt
−
∫ T
0
∫
Ω
fiuˆi (1− χρf ) dx dt−
∫ T
0
∫
Γt
fˆiuˆi (1− χρf ) dΓ dt
+
3∑
k=1
∫ T
0
∫
Ω
λk

∂(ρuk)
∂t
+
3∑
j=1
∂[(ρuk)uj ]
∂xj
−
3∑
j=1
∂τjk
∂xj
+
∂P
∂xk
− gk

 χρf dx dt
+
∫ T
0
∫
Ω
λ4

∂ρ
∂t
+
3∑
j=1
∂(ρuj)
∂xj

 χρf dx dt
+
∫ T
0
∫
Ω
λ5

∂En
∂t
+
3∑
j=1
∂
∂xj
(
ujEn −
3∑
k=1
ukτjk − qj
)
χρf dx dt, (55)
where Γt ⊂ ∂Ω and for appropriate constants Kˆ > 0, R > 0 and KB > 0, we have
q = Kˆ∇Tˆ ,
P = ρ3RTˆ ,
ρf = ρ2 + ρ3,
τij = − ρ
mf
KBTˆ δij − 2
3
µ(ρ, Tˆ , P )
3∑
k=1
∂uk
∂xk
δij + µ(ρ, Tˆ , P )
(
∂ui
∂xj
+
∂uj
∂xi
)
,
and
En(x, t) =
{
3
2
mf
ρ
KBTˆ +
1
2ρf |u|2, if ρf (x, t) 6= 0,
0, if ρf (x, t) = 0.
(56)
where
mf (t) =
∫
Ω
ρ(x, t)χρf dx.
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Moreover, we define the strain tensor (for the solid type 1), by
ǫ(uˆ) = {ǫij(uˆ)} =
{
uˆi,j + uˆj,i
2
}
.
On the other hand,
{Hijkl(ρ1)}
is a positive definite tensor which represents the stiffness matrix for the solid type 1, which is
assumed to depend linearly on ρ1. Also, f ∈ L2(Ω;R3) and fˆ ∈ L2(∂Ω;R3) are external loads
effectively acting on the solid type 1 only where χρf = 0.
Remark 10.2. We assume the concerning tensor is such that
Hijkl(ρ1(x, t)) ≈ 0
if
ρ1(x, t) ≈ 0,
and expect, in an appropriate sense, at least approximately
χρ1 ≈ 1− χρf .
Here, generically,
χρf (x, t) =
{
1, if ρf (x, t) > 0,
0, if ρf (x, t) = 0.
(57)
Furthermore, denoting the initial mass of the substance type s by (m0)s, we have
ms(t) = (m0)s −
∫ t
0
∫
∂Ω
ρs(x, tˆ)u · n dΓ dtˆ
−
∫ t
0
∫
∂Ω
αsρ3(x, tˆ)u · n dΓ dtˆ (58)
∀s ∈ {1, 2}, where here n = (n1, n2, n3) denotes the outward normal field to ∂Ω and ms(t)
denotes the mass of substance type s at the time t. We emphasize to have assumed (m0)3 = 0
and the substance type 3 may only leave the system represented by Ω (not enter it).
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Considering such assumptions and statements, we define
J5(r, φ,E, λ,u)
= −1
2
3∑
s=1
ns−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
(Es)
l
j(y, t)
(∫
Ω
|(φs)lj(x,y, t)|2 dx− (me)s(t)
)
dy dt
−1
2
3∑
s=1
∫ T
0
∫
Ω
(Es)p(y, t)
(∫
Ω
|(φs)p(x,y, t)|2 dx− (mp +mn)
me
(me)s(t)Zs
)
dy dt
+
∫ T
0
2∑
s=1
λ5+s(t)
(
ms(t)− (m0)s +
∫ t
0
∫
∂Ω
ρs(x, tˆ)u · n dΓ dtˆ
+
∫ t
0
∫
∂Ω
αsρ3(x, tˆ)u · n dΓ dtˆ
)
dt
+
∫ T
0
λ9(t) (m1(t) +m2(t) +m3(t)
−
(
(m0)1 + (m0)2 −
3∑
s=1
∫ t
0
∫
∂Ω
ρs(x, tˆ)u · n dΓ dtˆ
))
dt, (59)
where (me)s(t) is such that
Zs(me)s(t) + Zs
mp +mn
me
(me)s(t) = ms(t), ∀s ∈ {1, 2, 3}.
Here me,mp,mn denotes the mass of a single electron, proton and neutron, respectively.
We also define
J6(r, λ,n) =
3∑
s=1
ns−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
(λs7)
l
j((ns)
l
j · (ns)lj − 1) dxdt
+
3∑
s=1
ns−1∑
l=0
l∑
j=−l
∫ T
0
∫
Ω
(λs8)
l
j(ns)
l
j ·
∂(rs)
l
j
∂t
dxdt (60)
and
J7(φ, Tˆ ) = −S(w),
where
ρs(x, t) =
ns−1∑
l=0
l∑
j=−l
∫
Ω
|(φs)lj(x,y, t)|2 dy
+
∫
Ω
|(φp)s(x,y, t)|2 dy, (61)
and
ms(t) =
∫
Ω
ρs(x, t) dx.
Moreover,
(rs)
l
j(x,y, t) = rs(x, t) + rˆs(x, t) + (r˜s)
l
j(x,y, t) ≈ x,
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where
rs(x, t) = x, in Ω.
Also,
rˆs(x, t) = 0, if s = 2, 3,
and
rˆ1(x, t) = uˆ(x, t) = (uˆ1(x, t), uˆ2(x, t), uˆ3(x, t))
refers to the displacement field for the solid part, and
u = (u1, u2, u3)
is the velocity field for the fluid part.
Furthermore,
(rp)s(x,y, t) = y + (rˆp)s(x,y, t) ≈ y.
10.2 The final variational formulation
This previous variational formulation may be useful in a nano-technology context, for ex-
ample.
However, since it is a multi-scale one, it is of difficult computation. So, with such statements
in mind, we shall propose a final macroscopic version for such a model, which we shall denote
by J˜ .
Concerning an analogy relating the previous formulation, in the next lines we set,
(rs)
l
j(x,y, t) = x, for s = 2, 3
which translates into
rs(x, t) = x, for s = 2, 3,
and
r1(x, t) = x+ uˆ(x, t) = x+ (uˆ1(x, t), uˆ2(x, t), uˆ3(x, t)).
Moreover,
u = (u1, u2, u3)
is the velocity field for the fluid part.
Finally, we also set
(ns)
l
j = k0
for an appropriate unit constant vector k0 ∈ R3.
Concerning the new proposed formulation, we define,
J˜ = J˜1 + J˜2 + J˜3 + J˜4 + J˜5,
where
J˜1(r, φ) = −
3∑
s=1
∫ T
0
∫
Ω
|φ1|2 ∂r1
∂t
· ∂r1
∂t
dx dt, (62)
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J˜2(r, φ)
=
3∑
s=1
3∑
q=1
K
∫ T
0
∫
Ω
∫
Ω
|φs(x, t)|2|φq(x˜, t)|2
|rs(x, t)− rq(x˜, t)| dx dx˜ dt (63)
J˜3(φ)
=
3∑
s=1
γs
∫ T
0
∫
Ω
3∑
k=1
(
∂φs
∂xk
∂φs
∂xk
)
dx dt. (64)
Also,
J˜4(r, φ,E, λ, Tˆ ,u)
=
1
2
∫ T
0
∫
Ω
Hijkl(ρ1)ǫij(uˆ)ǫkl(uˆ) (1− χρf ) dx dt
−
∫ T
0
∫
Ω
fiuˆi (1− χρf ) dx dt−
∫ T
0
∫
Γt
fˆiuˆi (1− χρf ) dΓ dt
+
3∑
k=1
∫ T
0
∫
Ω
λk

∂(ρuk)
∂t
+
3∑
j=1
∂[(ρuk)uj ]
∂xj
−
3∑
j=1
∂τjk
∂xj
+
∂P
∂xk
− gk

 χρf dx dt
+
∫ T
0
∫
Ω
λ4

∂ρ
∂t
+
3∑
j=1
∂(ρuj)
∂xj

 χρf dx dt
+
∫ T
0
∫
Ω
λ5

∂En
∂t
+
3∑
j=1
∂
∂xj
(
ujEn −
3∑
k=1
ukτjk − qj
)χρf dx dt, (65)
where again
q = Kˆ∇Tˆ ,
P = ρ3RTˆ ,
ρf = ρ2 + ρ3,
τij = − ρ
mf
KBTδij − 2
3
µ(ρ, Tˆ , P )
3∑
k=1
∂uk
∂xk
δij + µ(ρ, Tˆ , P )
(
∂ui
∂xj
+
∂uj
∂xi
)
,
and
En(x, t) =
{
3
2
mf
ρ
KBTˆ +
1
2ρf |u|2, if ρf (x, t) 6= 0,
0, if ρf (x, t) = 0.
(66)
where
mf (t) =
∫
Ω
ρ(x, t)χρf dx.
Here also again, generically
χρf (x, t) =
{
1, if ρf (x, t) > 0,
0, if ρf (x, t) = 0.
(67)
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Finally,
J˜5(r, φ, λ, Tˆ ,u)
=
∫ T
0
2∑
s=1
λ5+s(t)
(
ms(t)− (m0)s +
∫ t
0
∫
∂Ω
ρs(x, tˆ)u · n dΓ dtˆ
+
∫ t
0
∫
∂Ω
αsρ3(x, tˆ)u · n dΓ dtˆ
)
dt
+
∫ T
0
λ8(t) (m1(t) +m2(t) +m3(t)
−
(
(m0)1 + (m0)2 −
3∑
s=1
∫ t
0
∫
∂Ω
ρs(x, tˆ)u · n dΓ dtˆ
))
dt
−S(w), (68)
where
ρs(x, t) = |(φs)(x, t)|2, (69)
ms(t) =
∫
Ω
ρs(x, t) dx, ∀s ∈ {1, 2, 3}
and
ρ(x, t) =
3∑
s=1
ρs(x, t).
11 A note on the Spin operator
We finish this article with a result about the Spin operator in a relativistic context.
Consider a wave function φ(r) related to the scalar density field of a particle with position
field given by
r : Ω× [0, T ]→ R3.
Observe that in a special relativity context the field of velocity
∂r(x, t)
∂t
induces a Lorentz type transformation concerning an observer at (0, 0, 0) ∈ R3. So the corre-
sponding transform of the vector
r(x, t) = (ct,X1(x, t),X2(x, t),X3(x, t))
will be the vector
(ct′,X ′1,X
′
2,X
′
3),
where
X ′j =

 1√
1− v2
c2
− 1

(r1 · v
v2
)
vj − tvj√
1− v2
c2
+Xj(x, t),
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∀j ∈ {1, 2, 3}, and
t′ =
1√
1− v2
c2
(
t− r1 · v
c2
)
,
where
r1(x, t) = (X1(x, t),X2(x, t),X3(x, t)),
v =
∂r1(x, t)
∂t
,
and
v =
√(
∂X1(x, t)
∂t
)2
+
(
∂X2(x, t)
∂t
)2
+
(
∂X3(x, t)
∂t
)2
.
We assume there exists a function such that ϕ
φ(r(x, t)) = ϕ(X ′1,X
′
2,X
′
3, t
′).
At this point we shall define the angular momentum operator.
First, we consider a rotation about the z axis, so that we define
rε(x, t) = (X1(x, t),X2(x, t),X3(x, t)) + ε(−x2, x1, 0)
= ((X1)ε, (X2)ε, (X3)ε), (70)
where
(X1)ε = X1(x, t) − εx2,
(X2)ε = X2(x, t) + εx1,
(X3)ε = X3(x, t),
and also
tε = t.
In such a case, we have
vε =
∂rε(x, t)
∂t
= v,
so that
vε = v.
Hence, we define the angular momentum coordinate Jz(ϕ(X
′, t′)), by
Jz(ϕ(X
′, t′)) = −i~∂ϕ(X
′
ε, t
′
ε))
∂ε
|ε=0, (71)
where
X′ε =

 1√
1− v2
c2
− 1

(rε · v
v2
)
v − tv√
1− v2
c2
+ rε(x, t),
and
t′ε =
1√
1− v2
c2
(
t− rε · v
c2
)
,
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so that
Jz(ϕ(X
′, t′)) = −i~
3∑
j=1
∂ϕ(X′ε, t
′
ε))
∂Xj
∂(X ′ε)j
∂ε
|ε=0
−i~∂ϕ(X
′
ε, t
′
ε))
∂t
∂t′ε
∂ε
|ε=0. (72)
Observe that
∂X′ε
∂ε
=

 1√
1− v2
c2
− 1

((−x2, x1, 0) · v
v2
)
v + (−x2, x1, 0),
and
∂t′ε
∂ε
= − 1√
1− v2
c2
(−x2, x1, 0) · v
c2
.
From such last results, we have
Jz(ϕ(X
′, t′)) = −i~
3∑
j=1
∂ϕ(X′, t′)
∂Xj

 1√
1− v2
c2
− 1

((−x2, x1, 0) · v
v2
)
vj
+i~
∂ϕ(X′, t′)
∂t
1√
1− v2
c2
(−x2, x1, 0) · v
c2
−i~
(
−x2∂ϕ(X
′, t′)
∂X1
+ x1
∂ϕ(X′, t′)
∂X2
)
= Sz(ϕ(X
′, t′)) + Lz(ϕ(X
′, t′)), (73)
where
Lz(ϕ(X
′, t′)) = −i~
(
−x2∂ϕ(X
′, t′)
∂X1
+ x1
∂ϕ(X′, t′)
∂X2
)
,
and
Sz(ϕ(X
′, t′)) = −i~
3∑
j=1
∂ϕ(X′, t′)
∂Xj

 1√
1− v2
c2
− 1

((−x2, x1, 0) · v
v2
)
vj
+i~
∂ϕ(X′, t′)
∂t
1√
1− v2
c2
(−x2, x1, 0) · v
c2
. (74)
Similarly we may obtain Lx, Ly, Sx, Sy.
Finally defining
J = S+ L,
where
L = (Lx, Ly, Lz)
and
S = (Sx, Sy, Sz),
we call L the orbital angular momentum operator and S the spin one.
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12 Conclusion
In this article we have developed a variational formulation for the relativistic Klein-Gordon
equation by extending the standard classical mechanics energy to a more general functional.
We believe the results here presented may be applied and extended to other models in me-
chanics, including the quantum and relativistic approaches for the study of atoms and molecules.
In one of the last sections, it has been presented a first analysis including the presence of
electromagnetic fields.
Finally, in the last section, we present a result about the Spin operator in a relativistic
context.
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