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Abstract
Combined measurements of velocity and temperature are essential to improve our under-
standing of turbulent flows involving heat transfer or chemical reactions. However, per-
forming such measurements is a very difficult task. The presence of particles, which are
seeded into the flow as tracers for the flow velocity, strongly interferes with classic optical
thermometry techniques such as Rayleigh scattering. A review of the current approaches
shows that a technique that can measure both quantities simultaneously, in two dimensions
and over a wide range of flow conditions is yet to be found.
An alternative approach to this problem, presented in this dissertation, uses tracer par-
ticles made of temperature-sensitive luminescent material, which are capable of also in-
dicating the gas temperature. Thermographic phosphors are shown to be clear candidates
for this concept. Made of ceramic material, they are chemically inert and survive low and
high temperature environments. The temperature has a strong influence on the lumines-
cence process allowing various ways to perform thermometry Currently, phosphors are
used for surface temperature measurements, but a phosphor suitable for two-dimensional
measurements in turbulent flows must meet stringent requirements in terms of lumines-
cence properties. In this respect, the temperature dependence of the emission spectrum, a
high quantum efficiency and a short lifetime are essential.
Micrometre-size refractory particles are widely used for PIV and are able to follow
the fluid motion without slip for a wide range of fluid velocities and turbulence intensities
However, for the concept to be valid, the ability of phosphor particles to follow fluctuations
in the gas temperature must be demonstrated. Using theoretical heat transfer models, it
is shown that the temperature response of a particle is faster than its velocity response
irrespective of the gas temperature. These response times have a quadratic dependence on
the particle diameter so only small particles can be used.
Various aspects of the practical implementation of the flow measurement concept, such
as the excitation, particle seeding, detection, image processing and calibration, are consid-
ered, tested and developed, with the objective of providing high signal levels and to permit
precise, accurate, and highly resolved measurements.
In order to determine whether a sufficient signal level can be obtained for a reasonable
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particle seeding density, i.e. that does not have any effect on the gas properties, a particle
counting tool is implemented. This system is used to characterise the phosphorescence
intensity of 2 µm diameter particles made of BAM:Eu2+, a phosphor with very advanta-
geous properties for flow measurements. It is shown that a seeding density comparable to
that of conventional PIV and relatively small laser fluence provide sufficient signal levels
for precise single shot measurements.
The technique is demonstrated in a turbulent heated jet from 300 K to 700 K. Single shot
measurements of temperature and velocity are presented with a single-shot, single-pixel
temperature precision of 2-5 %, a temperature accuracy of 2%, and a spatial resolution of
400 µm.
An additional concept is explored. By seeding two streams with different materials, the
phosphorescence signal can be used to visualise the turbulent mixing between the streams.
This concept is demonstrated in the same turbulent heated jet.
Future developments and applications of the thermographic phosphor tracer particle
concept are discussed. Owing to the very wide variety of thermographic phosphors, the
results presented in this dissertation constitute a solid foundation for the expansion of this
promising technique.
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1. Introduction
Fluid flows involving heat transfer play an essential role in human life. Examples can be
found everywhere, including atmospheric and oceanic streams dictating meteorological
conditions, flows in boilers and air conditioning units designed to cope with this weather,
in most electricity generation devices such as steam and gas turbines, as well as in engines
used for transportation.
The majority of these fluid flows are turbulent. Turbulence enhances the rate of heat and
mass transfer and therefore increases the power density of devices that produce or convert
heat, such as heat exchangers and combustors. Turbulence is by nature a very complex
problem involving a wide range of spatial and temporal scales, making the prediction of
turbulent flows a challenging task. Improving our understanding of these flows in presence
of heat transfer and chemical reactions is crucial to face today’s main challenges: sparing
resources and reducing harmful emissions.
By themselves, experimental observations provide fundamental insight into the under-
lying physical phenomena. A huge amount of progress has been made through the si-
multaneous and interactive development of experimental techniques and numerical tools.
With improvement in computational power and investigative methods, numerical simu-
lations are increasingly capable of modeling a wider range of temporal or spatial scales
and to incorporate detailed physical phenomena. In parallel, the accuracy and spatial and
temporal resolution of measurement techniques are improving. The results provide more
challenging comparisons to numerical models, which guide their development by allowing
discrimination between what needs to be modeled and what may be neglected.
Optical measurement techniques play a major role in these advances. Laser-based tech-
niques provide the non-intrusive measurement of quantities such as the gas temperature,
with high spatial and temporal resolution. The fluctuations and gradients of interest are
concentrated in confined and delicate regions, e.g. near walls, which must be resolved
but are also easily perturbed by the presence of physical probes. If they are compatible,
different laser techniques can be combined to measure multiple quantities simultaneously.
Often, simultaneous measurements are of paramount importance.
For example, in flows involving heat transfer, heat release, or body forces, the com-
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bined measurement of the velocity and temperature fields is essential. In turbulent thermal
boundary layers, the heat transfer rate is dictated by temperature and velocity fluctuations
in the immediate vicinity of the wall [11]. Turbulent natural convection is another example
where density and velocity fluctuations interact, converting potential energy into turbulent
kinetic energy [12]. In turbulent flames, the reaction rates have a very strong and non-
linear dependence on temperature. This leads to complex chemistry-turbulence interac-
tions involving a variety of scales, which are particularly challenging to model. Combined
temperature and velocity data are, for example, required to explore flame extinction phe-
nomena caused by finite rate chemistry effects strongly linked to the local temperature and
the strain rate [13].
For the measurement of the velocity field, Particle Image Velocimetry (PIV), which uses
micron-size tracer particles seeded into the flow, is a simple and widely used technique.
However the presence of these particles makes the simultaneous measurement of temper-
ature very difficult. There are very few ways to measure temperature in presence of these
tracers, such as by filtered Rayleigh scattering and laser induced fluorescence, which are
associated with limitations in terms of temperature range and gas mixtures or with high
experimental complexity. For the simultaneous measurements of quantities that are so
crucially required, there is still a strong lack of a versatile experimental technique.
This dissertation presents the development and demonstration of an optical technique
based on thermographic phosphor tracer particles, which are seeded into gas flows of in-
terest. The same particles are used to trace the flow velocity and to indicate the gas tem-
perature. Thermographic phosphor materials are non-reactive, survive cryogenic and po-
tentially high-temperature environments and are applicable to a wide range of conditions.
Demonstration experiments show that this technique permits precise combined single-shot
planar measurements over the range 300-900 K. The necessary experimental setup is sim-
ple enough to be used by researchers in academia or industry who do not possess an exten-
sive prior knowledge of laser diagnostics. There are an infinite variety of thermographic
phosphors, many unexplored for any application let alone for their use as remote gas tem-
perature sensors. The work presented in this dissertation therefore provides a foundation
for a technique with broad perspectives for future application and development.
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2. State of the art of the
temperature-velocity imaging techniques
Temperature influences almost all gas properties, e.g. refractive index and density, provid-
ing many ways to optically measure variations in gas temperature. The flow velocity is far
less straightforward to determine because of the large number density of gas molecules,
and because their speed is mainly determined by temperature rather than the flow motion.
In general, particles which are large enough to follow the flow motion rather than Brow-
nian motion are added to the flow as a tracer. Even in small quantities, these particles
modify the optical properties of the flow. Therefore, measuring temperature and veloc-
ity simultaneously is a difficult task. This chapter reviews the existing approaches to this
problem. Only two-dimensional techniques capable of a high spatial and temporal res-
olution are discussed. This excludes point, one-dimensional, line-of-sight as well as all
time-averaged techniques. Particle image velocimetry (PIV), by far the most widely used
technique for velocity imaging is described, and the optical temperature diagnostics that
can be applied simultaneously with PIV are presented, and their limitations outlined. A
novel concept is then introduced: the use of temperature-sensitive particles, made of ther-
mographic phosphors allowing both quantities of interest to be measured simultaneously.
2.1. Particle image velocimetry (PIV)
Particle-based velocimetry techniques are very widely used. Particles or droplets are in-
troduced into the flow, and their movement is observed, assuming that they follow the flow
velocity. The validity of this assumption will be discussed in Chapter 4. In laser doppler
velocimetry (LDV), also called laser Doppler anemometry (LDA), interference fringes are
formed at the crossing of two phase-shifted coherent continous laser beams, and the light
scattered from the particle is recorded while it crosses the fringes [14]. This technique
allows time-resolved point measurements and commercial LDA systems are available. An
extension of this technique to two-dimensional measurements, called Doppler global ve-
locimetry (DGV), uses a molecular filter (iodine cell) to exploit the particle doppler shift
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in two or three dimensions [15, 16]. However, it requires far more experimental effort
than particle image velocimetry, so its use remains limited to very advanced wind tunnel
measurements.
In PIV, images of particles under laser illumination are recorded by a camera at two
instants in time and a cross correlation algorithm is used to measure the particle displace-
ment between the images. In the most common configuration, 2D in-plane velocity fields
are obtained using a double pulse laser and a non-intensified interline transfer camera, ca-
pable of recording 2 images within a short time delay (500 ns). Using cylindrical lenses,
a laser sheet, sometimes as thin as 100 µm, is formed in the measurement plane, offering
high spatial resolution in the plane normal direction. It is a relatively simple and inexpen-
sive technique, so it is very extensively used for flow velocity measurements. Examples of
extensions of this technique include stereo-PIV using two cameras with different viewing
angles to determine the 3 components of the velocity field; time-resolved PIV, using high-
speed lasers and cameras to investigate transient phenomena [17, 18]; tomographic PIV
[19] where several cameras and a volumetric illumination allow 3D-measurements of the
3 components of the velocity; micro-PIV which uses high numerical aperture microscope
objectives and fluorescent particles, e.g. encapsulated dyes, to obtain highly resolved ve-
locity fields, e.g. in micro channels [20] and finally PIV in two-phase flows such as sprays,
where the velocity of each phase is measured separately by means of two different fluo-
rescent tracers [21].
The main disadvantage of particle-based techniques is that the flow must be seeded with
particles. The measurement relies on the tracer’s ability to follow the flow velocity. Also,
particle seeding can cause practical problems in enclosed environments such as particle
deposition. There are very few alternatives to the use of tracer particles, such as molecular
tagging velocimetry [22, 23], Filtered Rayleigh scattering [24] or magnetic resonance ve-
locimetry [25] but their use remains so restricted that they will not be discussed here and
the reader is referred to the aforementioned references.
2.2. Particle-compatible temperature imaging techniques
2.2.1. Filtered Rayleigh scattering
Rayleigh scattering thermometry is a rather straightforward technique based on the elastic
scattering of light by gas molecules. The Rayleigh signal is proportional to the sum of
the products of the Rayleigh scattering cross section of each species by their respective
molecular number density. Given that the mole fraction of the constituent species and
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their respective cross sections are known, the gas density can be determined, yielding the
temperature under isobaric conditions.
The presence of micron-size particles or droplets, with very large scattering cross sec-
tion compared to the gas molecules, makes the simultaneous use of PIV impossible. The
exception is filtered Rayleigh scattering which reduces interferences from particles by
imaging through a spectrally sharp molecular or atomic filter which blocks the narrowband
Mie scattering, but transmits the wings of the temperature-broadened Rayleigh scattering
signal . This principle has been applied to perform Rayleigh thermometry simultaneously
with PIV [26]. However, this filtered Rayleigh scattering technique is associated with
considerable experimental complexity and is restricted to premixed flames where the gas
composition, used to evaluate the scattering cross section, is a known and monotonic func-
tion of temperature.
Some techniques such as Coherent Anti-Stokes Raman Spectroscopy (CARS) [27] and
Laser Induced Gratings Spectroscopy (LIGS, also called Laser Induced Thermal Acoutics
or LITA [28]) allow high accuracy point measurements over a wide range of temperature
and pressure as well as in harsh environments, e.g. highly sooting flames [29] or dense
sprays [30]. For thermometry, Laser induced Gratings is a comparatively simpler and more
precise approach [31], but the probe volume is much larger (typically 30 mm x 1 mm) than
in CARS spectroscopy (typically 1 mm x 0.1 mm). Single-shot one-dimensional CARS
temperature measurements using femtosecond lasers were recently demonstrated [32].
2.2.2. Thermochromic liquid crystals
Digital particle image thermometry employs thermochromic liquid crystal seeded into the
fluid. They consist of layers of uni-axially oriented cigar-shaped molecules (and therefore
birefringent), where the orientation of each layer rotates from one layer to the next. When
illuminated with unpolarized light, the reflectance spectrum depends on the layer spacing
and the rotation angle, both being strongly temperature-dependent. Planar measurements
with sub-Kelvin resolution can be obtained using a colour camera and a white light source,
typically a Xenon lamp [33]. However, these encapsulated liquid crystals are large (>
10µm in diameter) and fragile tracers, with a relatively long response time (>1 ms) so
their application is restricted to liquid flows. They also cover a very limited temperature
range (20 K range) up to a maximum temperature of 420 K.
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2.2.3. Laser induced fluorescence (LIF)
In Laser induced fluorescence, molecules are electronically excited by absorption of laser
light. Their de-excitation takes place by spontaneous emission of photons over a short
duration (below 100 ns). In LIF, the collected signal is a function of the molecular num-
ber density with strong influences from other parameters such as temperature, pressure,
and bath gas composition. A very wide range of atoms and molecules exhibit fluores-
cence upon laser excitation. In this section, fluorescence-based thermometry techniques
are discussed.
Two line atomic fluorescence (TLAF)
Metal salts such as Indium Chloride can be seeded into the flow in order to produce fluores-
cent neutral atoms in the flame. Atoms exhibit strong narrowband fluorescence. Two-line
atomic fluorescence of indium has been used for temperature measurements in internal
combustion engine over a wide temperature range (800 K-3000 K) [34]. Two dye lasers
are used to match the electronic transitions from two different absorbing states (0 and 1) to
the same excited state (2) in order to probe the temperature-dependent relative population
of the two absorbing states independently of the de-excitation process. The two pulses
are separated in time, and time-gated cameras equipped with appropriate spectral filters
collect the emissions corresponding to the 2→1 and 2→0 transitions during the 0→2 and
1→2 excitations respectively. In this manner, for each pulse, the emission wavelength is
shifted with respect to the excitation wavelength, allowing the rejection of particle scatter-
ing when combined with PIV. However the existence of these neutral atoms is limited to
high temperature post-flame regions.
Molecular LIF
The temperature of small molecules present in the gas stream can also be probed using
a two-line excitation concept. For molecules, because of vibrational relaxation, emitted
photons have smaller energies than absorbed photons allowing discrimination against ex-
citation light. The hydroxyl radical (OH) is naturally formed in relatively high concen-
trations in the vicinity of the flame front so it can be used for thermometry. However,
measurements are again limited to post-flame regions [35]. Nitric oxide (NO)-LIF when
seeded into the flow is present in both the unburnt and burnt region of a flame. How-
ever, the experimental difficulties associated with two-line NO-LIF, which is sensitive to
the temporal fluctuations of the narrow modes produced by the two lasers required and to
photochemical interferences caused by excitation in 220 - 250 nm range, often does not
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allow accurate time-resolved measurements in reacting flows [36, 37]. In general, because
of the high level of experimental complexity, atomic and molecular LIF thermometry have
not been used with any regularity, and they remained mainly restricted to demonstration
studies.
Tracer LIF
For lower temperatures, some relatively large organic molecules, including aromatic hy-
drocarbons and ketones can be used. They feature broad absorption and fluorescence
emission spectra due to their high density of vibrational states so they do not necessitate
dye lasers for excitation. However, such tracers eventually decompose above 1000 K and
consequently do not allow measurements in the post-flame regions. They can be used to
determine a variety of quantities, such as fuel concentration, fuel air ratio, and temperature
[38]. There are two main approaches to obtain the gas temperature. The first employs dual
excitation to probe changes in the excitation spectrum of ketones, e.g. acetone, with tem-
perature while the second probes temperature-induced changes in the emission spectrum
of aromatic compounds, e.g. toluene.
Two line excitation techniques For ketones such as acetone or 3-pentanone, the absorp-
tion spectrum is temperature dependent allowing two-line excitation thermometry. Two
pulsed lasers, emitting at different wavelengths, and separated by a few hundred nanosec-
onds consecutively excite the gas molecules and the respective fluorescence signals are
recorded by time-gated cameras. For the illumination, two excimer lasers, e.g. KrF emit-
ting at 248 nm and XeCl at 308 nm or an excimer (XeCl) and a frequency quadrupled
Nd:YAG laser (266 nm) are used, while the detection typically employs an image intensi-
fier unit with a fast phosphor screen and an interline transfer CCD camera.
The photo-physics describing the influence of temperature, excitation wavelength and
pressure on the fluorescence signal are well understood [39, 40]. In addition, the fluo-
rescence signal of ketones is relatively unaffected by oxygen quenching. It is therefore
possible to use the two-line excitation technique to image both the tracer concentration
and the temperature, given that the pressure is uniform and known. Since acetone decom-
poses during combustion, this approach was employed for the simultaneous measurement
of temperature and exhaust gas distribution in an internal combustion engine during the
intake stroke [41]. The precision of such measurement is high. However this technique is
experimentally complex. At least one excimer laser is needed, which is filled with toxic
and highly corrosive gases (Fluorine, Chlorine), making maintenance considerably more
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difficult than solid-state lasers. The technique is also based on identical illumination at
both excitation wavelengths. This necessitates using a beam homogeniser [42] or per-
forming significant illumination corrections. In addition, due to very strong intersystem
crossing, quantum yields of ketones are very low (∼0.2%), and high laser energies are
required.
Two-colour emission techniques In inert gases, aromatic hydrocarbons such as benzene
or toluene have high fluorescence quantum yields (>10 %) [38]). The emission spectrum
of toluene (in the 240-310 nm spectral region) is temperature dependent allowing tempera-
ture imaging using a two-colour approach. This technique requires a single laser (at 248 or
266 nm), but two intensified cameras to capture the temperature dependence of the emis-
sion spectrum in the UV domain. Two-colour emission techniques present the advantage
of being insensitive to the laser beam profile and to laser extinction.
However, the fluorescence of aromatic hydrocarbons is strongly quenched in air due to
collisions with oxygen molecules leading almost systematically to intersystem crossing.
The strong sensitivity of toluene to the oxygen concentration is often exploited to image
fuel air ratio (FARLIF) [38]. In addition, the rate of intersystem crossing rapidly increases
with temperature, even in the absence of oxygen, and as a result, even for fluences above
100 mJ/cm2, the signal reaches the noise level at 700 K [43].
Even though, in principle, the emission spectrum of toluene is not sensitive to the oxy-
gen fraction when using 266 nm excitation [44], this thermometry technique has been used
only in homogenous non-reactive air-fuel mixtures [45] or in inert gases [43, 46, 47, 48].
A practical issue for tracer LIF, is that many molecules present in commercial fuels
are also fluorescent, but their temperature dependence may not be known, so the use of
surrogate fluorescence-free fuels is often required.
2.3. Concept of thermographic PIV
In general, simultaneous temperature and velocity imaging techniques in turbulent flows
are associated with considerable restrictions, e.g. toluene LIF, or experimental complex-
ity, e.g NO LIF. The development of a versatile technique applicable to a broad range
of reactive and non-reactive flows remains highly desirable. One possibility is that since
velocimetry requires the seeding of solid refractory particles, the use of a material with
temperature-dependent luminescent properties would allow the simultaneous measure-
ment of temperature, eliminating the need for an additional tracer.
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Thermographic phosphors, which are described in the next chapter, are very suitable
tracers for this concept. They consist of a ceramic host doped at low concentrations with
rare-earth ions, which act as luminescent activator centres. These materials exhibit a
temperature-dependent radiative emission following UV excitation. Unlike some of the
previously mentioned LIF tracers, most thermographic phosphors are inert and insensi-
tive to pressure and the local gas composition [49, 50]. They have in general a high
melting point (>2200 K) and some phosphors, e.g. YAG:Dy3+ are shown to emit light
at temperatures as high as 1900 K [51], with the potential to cover a wide temperature
range. Thermographic phosphors exhibit a wide range of sensitivity and emit light at
distinct wavelengths for an extended duration, allowing spectral and temporal discrimi-
nation against background signals, e.g. fuel fluorescence. Many phosphors have a broad
absorption spectrum in the region near 266 nm or 355 nm, allowing excitation using a
single solid-state laser and avoiding the significant photochemical interferences generated
by excitation with shorter wavelengths. Many also emit light in the visible spectral region,
which can be recorded by non-intensified cameras with low noise levels. In conclusion,
a combined thermometry and velocimetry technique based on thermographic phosphor
tracer particles would require a comparatively simple experimental setup.
This concept is investigated in this dissertation. The luminescence properties of thermo-
graphic phosphors and their use for planar temperature measurements in turbulent flows
are discussed in Chapter 3. The ability of such particles to follow gas temperature fluc-
tuations is demonstrated using theoretical models in Chapter 4 while Chapter 5 examines
various aspects of the practical implementation of the concept. In Chapter 6, a suitable
phosphor is identified, and characterised by a set of experiments in the gas-phase. Com-
bined temperature and velocity measurements in a turbulent heated jet are presented in
Chapter 7, where the performance of the technique is evaluated. Chapter 8 explores an-
other concept based on the emission of thermographic phosphor particles for the visualisa-
tion of macro mixing between turbulent streams. Finally, in the concluding chapter, short
term plans to apply this technique in challenging heat transfer investigations are presented
and key areas of development are identified.
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3. Thermographic phosphors
Inorganic phosphors are crystalline materials doped with small quantities of transition
metals or rare earth elements. They are used in a large variety of applications including
phosphorescent lamps, night vision devices (image intensifier phosphor screen), plasma
display panels, medical imaging and glow-in-the-dark materials. They are generally used
to convert incoming radiation, e.g. X-ray, γ-Ray, electron beam and UV light, into visible
light. As an example, in a fluorescent lamp, a low-pressure mercury vapour produces a
narrow UV line at 254 nm under excitation by an electric arc. This harmful and invisible
radiation is absorbed by a layer of phosphor powder to produce visible light.
There are an infinite number of phosphors, resulting from any combination of a host
and a dopant and their luminescent properties are very diverse. The term phosphor comes
from phosphorescence, itself derived from the Greek phosphorus, which associate phos
(light) and phoros (bearer). Phosphorescence designates the emission of light resulting
from quantum-mechanically forbidden electronic transitions following photo excitation
(absorption of a photon). However, the term phosphor is not restricted to phosphores-
cent materials, but designates luminescent solids in general. This chapter describes the
photophysical properties of phosphors, and their use for temperature measurements.
3.1. A global view of the luminescence process
Photoluminescence involves the absorption of light by a molecule, promoting it to an elec-
tronically excited state. Its subsequent de-excitation occurs via either the emission of light
or non-radiative transitions. Using a simple two-level system as shown on Fig. 3.1, the
dynamics of a luminescent process can be understood.
Initially, many photons have been absorbed by many molecules during a very short
period of time (laser pulse), leading to a excited state population N1i. The global rate of de-
excitation is the sum of the time-independent radiative and non-radiative rates (transition
probabilities).
W1→0 = Wnr +Wr (3.1)
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Figure 3.1.: Simple two-level system after excitation
The depopulation of the excited level N1 can be written:
dN1
dt
= WnrN1 +WrN1 (3.2)
Solving this differential equation, one obtains:
I = WrN1(t) = WrN1i(e
− t
τ ) (3.3)
where τ , is the decay time constant, or lifetime:
τ =
1
Wnr +Wr
. (3.4)
For phosphorescent inorganic phosphors, radiative transitions are slow because they are
forbidden by quantum-mechanical laws, but so are non-radiative transitions. As a conse-
quence, the depletion of the electron population of the excited state takes place over a long
period of time, from a microsecond to several milliseconds. The electrons are said to be
“trapped” in the excited state. In contrast, fluorescence of organic molecules (see Chapter
2) involves either fully allowed transitions or symmetry-forbidden transitions with fast al-
ternative de-excitation pathways, e.g. intersystem crossing in ketones, resulting in shorter
emission durations in the 1-100 ns range.
The rates of these processes are governed by quantum mechanical considerations. A
brief introduction to the mechanics of electrons, atoms and molecules related to thermo-
graphic phosphors is provided in Section 3.2, which is then used to explain the rates of
the different transitions, as well as the shape of the emission spectrum, and the role of the
temperature in these processes.
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3.2. Quantum mechanics of phosphors
3.2.1. The electronic structure of inorganic phosphors
At a microscopic level, particles (photons, electrons, atoms, molecules) do not have defi-
nite positions and momenta, rather they are distributed through space in a manner analo-
gous to a wave and described by probability functions. The properties of a system (posi-
tion and momentum of its particles) are described by wave functions which are obtained
by solving the Schro¨dinger equation, which replaces the classical mechanical laws. For
illustration purposes, the time-independent Schro¨dinger equation for a particle of mass m
in one-dimensional motion is:
h2
2m
d2Ψ
dx2
+ V (x)Ψ = EΨ (3.5)
where V is the potential energy and E the total energy of the system. The solutions are
discrete pairs of an eigenfunction or wave function Ψi and an eigenvalue Ei, known as
quantum states. The energy of a particle is quantised. |Ψ|2 designates the probability
density function of the particle position in a given state. Physically, the potential energy
arises from the presence of other charged particles in the system, leading to Coulombic
forces acting on the particles.
The Bohr model describes the motion of a single electron around a positively charged
nucleus. For this system, the solutions of the Schro¨dinger equation in spherical coordinates
are called orbitals, grouped by shells and subshells, e.g. 4f or 5d. For a derivation of these
solutions, see [52]. The number designates the principal quantum number n, and the letters
different values of the electron angular momentum (quantum number l). The mean radius
of the electron orbital increases with n. Also, the energy is function of n only, and several
orbitals share the same energy. The energy levels are said to be degenerate.
According to the Pauli exclusion principle, each orbital can be occupied by only 2 elec-
trons which must have opposite intrinsic angular momentum, or spin, described by the
quantum number s (s= +1/2,−1/2). For atoms containing several electrons, subshells
are filled one after the other according to the Aufbau principle. The order of occupation is:
1s→2s→2p→3s→3p→4s→3d→4p→5s→4d→5p→6s→4f→5d
In inorganic phosphors, the active centre is usually a transition metal ion, e.g. Mn4+
and Cr4+, or a lanthanide ion, e.g. Eu3+ and Dy3+. Populating them according to the
Aufbau principle results in an unfilled 3d (transition metal) or 4f (lanthanide) subshell and
completely filled outer subshells such as 5s, 5p and 6s. The chemical bonds between the
luminescent ion and the rest of the crystal, involve Coloumbic forces between electrons in
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the outer shells while electrons in the unfilled subshell have little interaction with the rest
of the crystal.
In multi-electron atoms, the interactions between electrons split the energies of orbitals
which originally shared the same energy level in the single-electron model. Having dis-
tinct wave functions, they experience different attractive and repulsive forces. These inter-
actions of magnetic and electrostatic nature are contained in the three quantum numbers
used in the notation of the resulting energy levels e.g. 5D0. Here, the number 5 designates
the state multiplicity which relates to the pairing of electrons. The two other quantum
numbers are not treated here and the reader is referred to [52]. Electrons which occupy the
same orbitals must be paired (opposite spin quantum numbers). However, if two orbitals
have one electron each, these electrons can be paired (opposite spin) or unpaired (same
spin) resulting in singlet and triplet states respectively. Chapter 2 made mention of these
singlet and triplet states concerning LIF.
An electron can spontaneously make a transition from an orbital to another orbital of
lower energy, resulting in the emission of a photon. The probability of this electronic
transition is determined by selection rules. These rules reflect the spatial overlap in the
electronic wave functions. Transitions between orbitals of the same subshell (4f or 3d)
are forbidden according to the parity-selection rule. These transitions do not change the
angular momentum of the electrons (by definition of the quantum number l mentioned
above), while the emitted photon also has an intrinsic angular momentum, so the total
angular momentum is not conserved. In reality, the wave functions are slightly distorted
by more complex interactions at crystal level resulting in a weak transition probability.
The fact that the transition is forbidden does not strickly mean that its probability is zero,
but that the transition rate is low.
The second selection rule applying to phosphors is the spin selection rule. Transi-
tions between states of different multiplicities are forbidden. An example is the transition
5D0 →7F2 in Eu3+ (56=7).
The variety of phosphorescence lifetimes observed in inorganic phosphors is a conse-
quence of these selection rules. In most trivalent rare-earth ions such as Dy3+ and Eu3+,
the emitting transitions involved are spin-forbidden and parity-forbidden, so the lifetime
is about 1 ms. In Pr3+, 3P → 3F transitions are spin-allowed but parity-forbidden, while
in Eu2+, the 4f→ 4f5d transitions are parity-allowed but spin-forbidden, so both result in
lifetimes of about a microsecond. Ce3+ has a single electron in the 4f shell. The emission
originates from the 5d orbital to the 4f level configuration and the spin selection rule does
not apply so the transition is fully allowed and the emission very fast (< 1 ns).
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3.2.2. Electronic transitions in a vibrating environment
Even though the electronic transitions in phosphors involve inner shells, said to be shielded
from the environment, electrons in these orbitals still interact to some extent with the crys-
tal, which makes these theoretically-forbidden transitions possible. In order to illustrate
the role of the vibrating crystalline environment in the light absorption and emission pro-
cess, a configurational coordinate diagram is used as shown in Fig 3.2.
Figure 3.2.: Configurational coordinate diagram
The x-axis represents the distance between the metal ion (dopant) and the surrounding
ligands (e.g. O2-) and the y-axis the energy of the system. Here, for simplicity, a simple
one-dimensional mode of vibration called symmetrical stretching is considered: the metal
ion is still and the surrounding ligands move toward and away from it, in phase.
Similar to the electrons around the nucleus, the atom and the surrounding ligands also
form a quantum mechanical system referred to as the quantum oscillator. The bond be-
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tween the ion and its ligands can be seen as a spring. The ion sits still in the picture
and experiences a restoring force proportional to the ligand-ion distance. The state of the
system is described by its vibrational wave function and associated vibrational energy, a
solution of the one-dimensional Schro¨dinger equation. The parabola represents the poten-
tial energy associated with the Coulombic force of the chemical bond and so its spread
decreases with the bond strength. The energy levels are denoted by the horizontal bars
on each parabola. Here only the probability density functions of the ground vibrational
level are represented. For higher vibrational levels, the wave functions have more com-
plex shapes, but it is useful to know that the peaks of their probability density functions
are located near the edges of the parabola.
The two parabolas designate two electronic states, e.g. 5D0 and 7F2 in Eu3+. R0 and
R1 represent the equilibrium ion-ligand distance in each electronic state. The distance R0-
R1 results from a difference in the electrostatic forces that maintain the ion in the lattice
between the two electronic states. Electrons in 4f orbitals hardly participate in the chemical
bond, because they are shielded by several outer, filled, subshells such 5s, 5p, and 6s. 5d
orbitals are only shielded by 6s orbitals and therefore play a stronger role in the chemical
bonding. As a result, ∆R is larger for a transition between 4f and 5d orbitals than between
two 4f orbitals. The terms weak and strong coupling is employed to designate cases where
∆R is small and large respectively.
The absorption of a photon corresponds to an electronic transition A→B, where the
electron is promoted to a state of higher energy. The distance A-B corresponds to the
energy of the absorbed photon. The transition is assumed to take place in still surroundings
(constant metal-ligand distance) because the mass of an electron is much smaller than that
of the nucleus (Born-Oppenheimer approximation). The transition probability between
two vibrational-electronic (vibronic) levels is determined by the spatial overlap between
their respective wave functions (Frank-Condon principle). Therefore the larger ∆R, the
broader the absorption spectrum, as shown on Fig. 3.2. 4f electrons are weakly coupled to
the lattice so 4f→4f transitions form sharper lines in the excitation spectrum.
After excitation, the system has an excess vibrational energy which is released by exci-
tation of lattice vibrational modes or phonons, in a fast process called thermalisation. The
system then returns to the ground state by emitting a photon (line C-D). The probability
of a transition between the ground vibrational level of the excited electronic state and any
vibrational level of the ground electronic state is also function of the overlap between the
corresponding vibrational wave functions with the same implications on the shape of the
emission spectrum. After emission, the system also has an excess vibrational energy, re-
leased by phonon emission to eventually reach the ground vibrational state of the ground
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electronic state. Note that the emitted photon has a smaller energy than the absorbed pho-
ton. This difference is called the Stokes shift.
Often, excitation does not take place in the emitting electronic state but in a third state
(Charge transfer, 4f5d, host absorption) which feeds the emitting exciting state. A more
general treatment of atomic and molecular spectroscopy can be found in [52]. A theoretical
treatment of inorganic materials is given in [53] and [54] while extensive experimental data
on phosphors can be found in the Phosphor Handbook [55].
3.2.3. Non-radiative transitions
Figure 3.3.: Schematic of different non-radiative pathways. Crossover relaxation or tun-
nelling (left), presence of a third state (middle) and multi phonon emission
(right)
After excitation, the system does not necessarily return to the ground state by emission
of a photon as described above, but other pathways exist. The energy can be released as
lattice vibrational modes, transferred to a neighbouring ion, or to another electronic state
(internal conversion or intersystem crossing).
For many inorganic phosphors, there is a large gap between the emitting state and the
closest state lying underneath (>7000 cm-1). No vibrational modes of the lattice have
sufficient energy to bridge this large gap. However, there are other ways an excited ion can
return non-radiatively to the ground state. The two main mechanisms found in phosphors
are cross-over relaxation and multi-phonon emission and both are strongly temperature
dependent. Other phosphor-specific pathways exist, but they are not treated here.
In case of strong coupling, the excited and ground state parabola intersect, as shown in
Fig. 3.3. A non-radiative transition between the two electronic states can occur if there
is a significant spatial overlap between the wave functions of the lowest vibrational level
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of the excited state and those of nearby vibrational levels of the ground state. Since the
maxima of the probability distribution function of vibrational levels are near the edges
of the parabola, the overlap increases with the distance ∆R. In some cases, a third state
(Charge transfer or 4f5d) lies near the emitting 4f states, facilitating double cross-over
relaxation, e.g 4f→4f5d→4f.
In the weak coupling case, (small ∆R) this phenomenon is unlikely. In this case, non-
radiative transitions can occur by the simultaneous excitation of several vibrational modes
of the lattice referred to as multi-phonon emission. The probability of multi-phonon emis-
sion strongly decreases with the number of phonons required. As a result, the rate of
this process depends on the energy gap between the ground state and the excited state,
and on the highest excitable vibrational frequency of the lattice. It is often considered
that 5 phonons is the threshold below which multi-phonon emission is probable [54]. In
Y2O3:Eu3+, the gap between the emitting state 5D0 and the nearest state below 7F6 is
about 12 000 cm−1 and the maximum phonon frequency is 20 times less (600 cm−1), so
this mode of quenching is non-existent.
In luminescent materials, the quantum efficiency designates the number of emitted pho-
tons over the number of absorbed photons. It decreases with the rate of non-radiative
transitions.
η =
Wr
Wnr +Wr
. (3.6)
For many phosphors, the two non-radiative processes have very low probabilities in
comparison to the radiative processes and the quantum efficiency is high. Values near 100
% are reported for some lamp phosphors such as BAM:Eu2+ and Y2O3:Eu3+[55].
3.3. Thermographic phosphors
Temperature has a significant influence on the luminescence process, offering several ways
to measure the temperature of the luminescent material. The two main properties exploited
for thermometry are the phosphorescence decay time (temporal response) and the emission
spectrum (spectral response). Changes in decay time are often more pronounced than
changes in the emission spectrum and as a result they have been more extensively studied.
31
3.3.1. Temporal response
Thermal quenching
The model described in the previous section considered a single ion and the excitation
transition took place from the ground vibrational state. However, in reality, there are a
very large number of molecules, distributed in the solid. These molecules are in thermal
equilibrium and the distribution of their population over all possible vibrational levels is
dictated by the Maxwell-Boltzmann distribution. Considering N luminescent centres, the
distribution is
Ni
N
=
gie
− Ei
kT∑
j
gje
−Ej
kT
(3.7)
where gi is the degeneracy of the level i having the energy Ei, k is the Boltzmann constant
and T the temperature.
With increasing temperature, higher vibrational levels are populated. After excitation
and the fast thermalisation process, the population of the excited state is also distributed
according to the thermal energy of the lattice. As a result, in the strong coupling case, as
levels closer to the crossover point are populated, the probability of the crossover relax-
ation process increases, so the lifetime decreases.
Temperature also influences multi-phonon quenching. With increasing temperature,
higher vibrational modes of the lattice are populated, allowing stimulated emission of high
energy phonons which increases significantly the rate of multi-phonon emission [56].
Lifetime Imaging
As a result, for many phosphors the phosphorescence decay time drops with temperature,
by two or three orders of magnitude over a few hundred kelvins, allowing very precise
temperature determination. The phosphorescence intensity following the laser pulse is
recorded by a time-resolved detector (a photomultiplier for point-wise measurements, or
a fast framing camera for planar measurements) and a single or multi exponential decay
function is fitted to each decay trace obtained to extract the lifetime(s). Using this method,
point measurements [49, 1] and also planar measurements [57, 58] of surface temperature
in combustion environments have been performed with a precision as high as 2 K. This
technique has also been used to measure temperature in single droplets and sprays [59, 60]
where the phosphor was added in powder form to the liquid. Comprehensive review arti-
cles on thermographic phosphors can be found in [61, 62, 63]. The temperature sensitivity
of many phosphors are reported, as well as their use for surface temperature measurements
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in practical devices.
State-of-the-art 2D lifetime imaging is now performed using a CMOS camera. Cur-
rent CMOS technology allows frame rate of a MHz for a resolution of 64 x 16 pixels and
have large on-board memory allowing millions of frames to be stored. 100,000 frames
can be recorded per excitation pulse, exploiting the very wide range over which the life-
time varies. However, in that case, the measurement times are too long for turbulent flow
investigations, and both a phosphor with a lifetime varying below the microsecond scale
over the temperature range of interest and a much faster camera would be required. Ultra
High speed framing intensified cameras, e.g the Invisible vision UHSi, can record at many
MHz, but at a very high cost, and for a very limited number of frames (<20).
Figure 3.4.: Temperature / decay time characteristics for Mg4FGeO6:Mn4+. Reproduced
from [1]
Someya and co-workers opted for the lifetime approach for gas-phase measurements.
Using a single CMOS camera, they simultaneously performed gas-phase lifetime imaging
and PIV in an internal combustion engine [64]. The camera was operated at 40 kHz re-
sulting in a resolution of 512 x 256. After excitation, four consecutive images of particle
phosphorescence were used to track the particle movement and to evaluate the lifetime
decay for an overall measurement duration of 105 µs.
This approach has strong limitations. At top dead centre, the cylinder temperature is
about 800 K, and the lifetime of the phosphor Mg4FGeO6:Mn4+ is 50 µs (see Fig. 3.4.
Therefore the decay time can be evaluated with high precision and so can the gas tempera-
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ture. However at 30◦BTDC, the temperature is 600 K, and the lifetime 1700 µs. The four
exposures cover less than 5% of the phosphorescence decay so the frame intensity changes
by less than 1 % between the first and last frame which results in large uncertainties in the
decay time evaluation. Such technique therefore covers a very limited temperature range.
In addition, the total integration time (105 µs) is rather large so only slow flows can be
investigated. An increase in the frame rate can be achieved by decreasing the size of the
region of interest in order to shorten the integration time or to increase the number of
frames captured, but this further degrades the already very limited PIV resolution.
3.3.2. Spectral response
Different phenomena can be responsible for the sensitivity of the emission spectrum. Two
cases are presented here. The first involves closely spaced electronic levels and the second
the influence of the crystal field.
The presence of two closely spaced energy levels
Figure 3.5.: Dieke diagram showing Pr:YAG energy levels for transitions between 4f states
and locations of 4f5d bands (left) and ratio of 1D2 →3H4 to 3Pj →3H4 emis-
sion versus temperature (right). Reproduced from [2]
The first case is illustrated on Fig. 3.5 where the energy levels of Pr3+ are represented.
This phosphor was recently used by Rothamer and co-workers [2] to perform gas-phase
temperature imaging. The measured ratio has a non-monotonic response to temperature.
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For this phosphor, the excitation at 266 nm takes place in the 4f5d configuration fol-
lowed by thermalisation and some energy is transferred by crossover relaxation to the 3P
states and possibly to the 1D2 state. This latter is located 4000 cm-1 below the lowest 3P
state 3P0, which is likely to allow non-radiative transfer via multi-phonon emission from
3P to 1D2. However, the gap between 1D2 and the state directly underneath 1G4 is 8000
cm-1, so it is far less likely to be bridged by multi-phonon emission. Phosphorescence
emissions originate from the 1D2 and 3P states.
A possible explanation for the relative increase in the emission originating from 1D2
with temperature, is the increase in the rate of non-radiative transitions (multi-phonon)
3Pj →1D2. Simultaneously, higher vibrational levels of the 1D2 state become populated,
and electrons reach the 3P0 state. However due to the relatively large energy gap (4000
cm-1), this mechanism is effective only at high temperature, which results in an inflection
point in the ratio of transitions from 1D2 to transitions from 3P states at 1100 K, shown in
Fig. 3.5.
Both transitions are parity forbidden. The transition 1D→ 3H is also spin forbidden so
its lifetime is about 190µs, while the transition 3P→ 3H is spin-allowed and its lifetime is
14µs [65].
Another example is Dy3+ and Sm3+. Here the gap between the states involved is 1000
cm-1 so the relative increase in the population of the upper state starts at room temperature.
The presence of two relatively close energy levels (500 cm-1- 4000 cm-1) above a large
gap (>7000 cm-1) seems to be a requirement for a relative temperature dependence be-
tween two emission lines. If the levels are close enough, emissions from the upper level
increase relatively to those from the lower level as in Dy3+, while if the spacing is larger
the opposite is true at low temperature and an inflexion point is expected at elevated tem-
perature as in Pr3+.
Crystal field spliting
A second mechanism is observed in Eu2+ which has the electronic configuration 5s25p64f7-
6s2. In most hosts, the luminescent transitions are between the 4f7 and 4f5d configurations.
These are parity allowed but partially spin-forbidden and the lifetime is often about a mi-
crosecond. 5d orbitals are more exposed and therefore play a stronger role than 4f orbitals
in the chemical bonding between the metal ion and its ligand resulting in a broad excitation
and emission spectrum.
The crystal field has a strong influence on 5d orbitals. Because the 5d shell only has an
electron in the excited state, its orbitals are degenerate (i.e. share the same energy). As the
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Figure 3.6.: Energy separation of the 4f7 and 4f65d1 bands of Eu2+ as a function of cova-
lence and ligand field strength. The arrows indicate different emission colours.
Reproduced from [3]
Host Peak
SrB4O7 368 nm
Sr2P2O7 420 nm
BaMgAl10O17 453 nm
Sr4Al14O25 490 nm
Ba2SiO4 505 nm
SrGa2S4 535 nm
Sr2SiO4 575 nm
SrS:Eu 615 nm
Table 3.1.: Position of the maximum of the emission band of Eu2+ in different hosts
ligand approaches the Eu2+ ion, the Coulombic forces between the electrons of the ligand
and the electrons of the 5d orbitals increase. The distinct 5d orbitals, originally having
the same energy, experience different forces because their wave functions are different,
resulting in a splitting of the energy, as shown on Fig. 3.6. Therefore depending on
the host, and on the site that the ion occupies in the lattice, the position of the lowest
4f5d component from which the emission originates changes resulting in a wide range of
emission peak wavelength, as shown in Table 3.1 (The values of the peaks are extracted
from [3]).
With increasing temperature, the thermal lattice dilation weakens the crystal field acting
on the Eu2+ ion. This results in a rise of the lowest component of the 5d orbital and
therefore a shift of the emission band. In addition, higher vibrational levels of the excited
states are populated after thermalisation. Since there is a significant difference in the metal-
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Figure 3.7.: Emission spectrum of BAM:Eu2+ (see Section 6.1)
ligand distance between the excited and ground state, this results in a broadening of the
emission spectrum. The shift and broadening of the emission spectrum with temperature
for BAM:Eu2+ can be observed on Fig 3.7
Ratio imaging
The spectral response can be used for thermometry by measuring the change of the emis-
sion spectrum using two different interference filters, chosen to include emission lines or
spectral regions that exhibit relative temperature dependency. The superposition and di-
vision of the two images result in an intensity ratio map, which can then be converted
to a two-dimensional temperature image using a calibration curve previously obtained at
known temperatures. This two-colour technique has been used to measure temperature on
surfaces [66, 67] and in sprays [68]. In practice, ratio-based methods are straightforward
to apply to planar measurements over a wide temperature range, using only two detectors
and a single exposure.
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3.4. Thermographic phosphors for measurements in turbulent
flows
3.4.1. The ideal thermographic phosphor
For gas phase measurements, unlike on surfaces, the phosphorescence is collected from
a few particles. These particles must be small enough to trace the flow. In addition the
active ion represents only a small proportion of the phosphor crystal. As a result, the
intensity of the collected signal is likely to be the limiting factor for this technique. In
addition, for measurements in turbulent flows, the time resolution must be short enough to
avoid averaging over the rapidly fluctuating quantities, therefore limiting the measurement
duration. A large number of phosphors are therefore unsuitable for gas-phase applications.
As a starting point, the luminescent features of an ideal phosphor must be identified.
• The absorption cross section of this ideal phosphor should be high. This quantity
is often difficult to access for phosphor particles. However, intuitively, excitation
via an allowed or partially allowed transition with a high oscillator strength, such as
4f→4f5d or a charge-transfer transition is needed. The excitation spectrum of, e.g.
Dy3+, shows narrow lines, associated to transitions within the 4f subshell (parity-
forbidden), likely to have low oscillator strength. A broad excitation spectrum also
means that a wider range of excitation sources can be used.
• It has a high quantum efficiency.
• It has a short lifetime. Because the camera exposure time is limited by the time
scales of interest in the investigated flow, the choice of a phosphor with a lifetime in
the order of a microsecond ensures that the entire phosphorescence decay is captured
in the exposure. In addition, a phosphor with a lifetime over 300 ns permits the
removal of fast fluorescence signal from e.g. fuel molecules by delaying the camera
exposure 100 ns after the laser pulse.
• Its emission spectrum is in the blue region of the visible spectrum. An emission
spectrum that matches well the spectral region where the quantum efficiency of non-
intensified cameras peaks (400-600 nm) improves signal levels and simplicity. In
addition, in hot environments, collecting in the blue region reduces interferences
from blackbody radiation.
Due the lack of experimental data concerning absorption coefficients or quantum effi-
ciencies, it is difficult to quantitatively rank phosphor materials according to these criteria.
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3.4.2. Recent studies
Prior to the start of this PhD research work, only 2 studies had reported the use of ther-
mographic phosphor for gas-phase thermometry. As of today (early 2014), more than 10
measurement studies have been published by different groups. They are summarised in
Table 3.2.
Because thermographic phosphors have high melting temperatures, the concept was
originally aimed at measuring in turbulent reacting flows in order to overcome the lack
of full-range temperature and velocity techniques (see Chapter 2). Therefore first attempts
were made with the phosphor YAG:Dy3+ for which surface measurements were performed
(point-wise) up to 1900 K [51]. Hasegawa and co-workers used this phosphor in 2007 and
presented single shot temperature images in an internal combustion engine running in
Homogeneous Charge Compression Ignition (HCCI) mode [69, 70]. However, two later
studies showed that this phosphor is incapable of providing sufficient signal levels for
single-shot measurements under atmospheric conditions, even for a particle size of 10µm
and a long exposure time (100 µs) [2, 76]. This is due to its poor absorption characteristics
and long lifetime.
The following year, Omrane and co-workers [71] published a demonstration of the si-
multaneous velocity-temperature concept in a heated jet using another long lifetime phos-
phor Mg4FGeO6:Mn4+, considered a lot “brighter” than YAG:Dy3+. However, the signal
levels were reported to be too low to allow correlated single-shot measurements.
The research work presented in this dissertation started in 2010 using YAG:Dy3+ before
opting for BAM:Eu2+ which presents many of the characteristics of the ideal phosphor dis-
cussed above (high quantum efficiency, 1 µs lifetime). In 2012, Rothamer and co-workers.,
used an up-conversion phosphor Y2O2S:Er3+,Yb3+ to obtain single shot temperature mea-
surements in a similar heated jet [72]. However 8 µm particles were used. In Chapter 4, it
is shown that such large particles are unable to follow temperature and velocity fluctuations
in most turbulent flows.
Shortly after in 2012, using the phosphor BAM:Eu2+, we presented the first single-shot
temperature and velocity measurements [73] (Chapter 7). A heat transfer analysis was
also conducted to demonstrate the ability of micron-size phosphor particles to trace the
gas temperature (Chapter 4). By seeding the central flow with the phosphor particles, and
the coflow with non-luminescent Al2O3 particles, the phosphorescence intensity was also
used to determine the mixture fraction after conditioning for temperature (Chapter 8).
In 2013, I assisted Christopher Abram who extended the technique to high-speed tem-
perature and velocity imaging using high repetition rate lasers and cameras, offering a
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unique capability for time-resolved measurements [75]. These measurements are not dis-
cussed in this dissertation. The same year, Rothamer and co-workers used YAG:Pr3+ for
temperature imaging in a heated jet [2] and later for combined temperature and velocity
imaging in an internal combustion engine [77]. Signal levels with this phosphor are ex-
pected to be low in comparison to BAM:Eu2+, because one of the transitions involved is
long (190 µs, see Section 3.3.2).
Signal levels are presumed to increase with the particle seeding density so it is extremely
important to quantify the phosphorescence signal of single particles. This is to ensure that
temperature measurements do not require excessive seeding densities, which could alter
the flow properties and quench chemical reactions. For this purpose, a comprehensive
characterisation of BAM:Eu2+ is presented in Chapter 6.
In this chapter, the photo-physics of phosphor were presented. It was shown that tem-
perature has a strong influence on the luminescence process allowing various ways to
perform thermometry, which were until now mainly exploited for surface thermometry.
Using thermographic phosphors in the gas phase imposes stringent requirements on the
choice of phosphor material. A suitable candidate for this concept must have a tempera-
ture dependent emission spectrum, a high quantum efficiency and a short lifetime.
41
4. Theoretical proof of concept
The proposed concept of this thermographic PIV technique is based on using thermo-
graphic phosphors as tracer particles. The motion of these particles and their temperature
dependent luminescence properties are observed in order to determine the flow velocity
and temperature. Consequently, the measurement accuracy relies on how rapidly the tracer
temperature and velocity adjust to fast changes in the gas temperature and flow velocity
4.1. Velocity response
For micrometre-sized particles, the Reynolds number is below unity for a wide range of
gas viscosities and slip velocities, and a Stokes flow can be assumed. Considering a step
change in gas velocity, the slip between the particle and the gas decays exponentially and
can be characterised using the particle relaxation time constant [6]:
τV =
ρpdp
2
18µg
(4.1)
where ρ is the density, µ the dynamic gas viscosity and d the particle diameter, with sub-
scripts p and g referring to the properties of the particle and gas respectively.
The relaxation time scales with the square of the particle diameter. It also increases
with a reduction in gas temperature owing to the decrease in viscosity, and scales with the
tracer material density. Most phosphor materials such as BAM:Eu (3.70 g/cm3) and YAG-
based phosphors (4.55 g/cm3) have a density similar to tracers widely used in PIV such as
TiO2 (4.23 g/cm3) and Al2O3 (3.94 g/cm3), resulting in very similar response times. The
3τ(95%) relaxation times for 2 µm particles range between 53 and 65 µs at a typical mean
flame temperature of 1150 K. Other analyses use the frequency of the turbulent velocity
fluctuations to determine the appropriate particle size [14, 5]. In this case, 2 µm particles
of a similar density were reported to follow turbulence frequencies of 1 kHz in a lean
methane-air flame [14]. If oscillations of higher frequency or second-order statistics in
turbulent premixed flames need to be measured, smaller particles may be required [78].
42
4.2. Temperature response
This thermometry technique assumes thermal equilibrium between gas and particles, so
that the gas temperature can be inferred from the temperature-dependent emission prop-
erties of the phosphor. As an example, across a flame front, the gas temperature rapidly
increases due to the reaction heat release. However, owing to the volumetric heat capac-
ity of the particle, a large transfer of thermal energy through the poorly conductive gas is
required in order to achieve thermal equilibrium. Consequently, an analysis of the particle
temperature response is necessary before the technique is applied for turbulent flow diag-
nostics. The example of a particle crossing a flame front is chosen throughout this chapter
as a typical illustration of a fast relative temperature change.
4.2.1. A conductive problem
Several studies have previously used heat convection correlations to assess the particle
temperature response [69, 70, 71, 64]. However, such an approach is only valid for very
high slip velocities between the particles and the fluid. As shown in the previous section,
this is not the case for micrometre size particles in a wide range of flows. Heat transfer to
the particle is dominated by conduction.
Figure 4.1.: Heat transfer model of a particle in a gas
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The case of a particle crossing a flame front can be modelled by a spherical particle in
an infinite gas, at different initial temperatures Tp0 and Tg0 as shown on Fig 4.1. Analysing
the temperature response of the particle consists of a time-dependent, non-homogeneous,
one-dimensional spherical problem. In addition, the gas thermal properties are strongly
temperature-dependent. Analytically solving the heat conduction equation in this case
presents a formidable challenge. However, because the thermal conductivities of the gas
and the particle are very different, a simplification of the problem is possible. The particle
thermal conductivity kp, of the order 10 - 20 W·m-1·K-1 for some well characterised host
materials such as YAG or Y2O3 [79], is several orders of magnitude larger than the gas
conductivity and so the temperature inside the sphere (particle) can be considered uniform
at all times. The response time of the particle is therefore limited by the conductive heat
transfer through the gas rather than by conduction within the particle.
To obtain the history of the sphere temperature, a lumped capacitance approach is first
applied, resulting in a simple expression for the particle response time, which is inversely
proportional to the gas thermal conductivity. However, due to the strong change in this
property over the temperature range encountered by the gas in the particle vicinity, the
evaluation of the response time remains ambiguous. To lift this uncertainty, a numerical
model is developed, which accounts for the temperature-dependence of the gas thermal
properties. Different boundary conditions are then implemented in this model to investi-
gate the effect of radiative heat transfer from the particle and of a possible particle-induced
cooling of the bulk gas. Finally, based on the results provided, a suitable particle size is
identified for thermometry in turbulent gas flows.
4.2.2. Simple lumped capacitance approach
This approach consists of separating the problem into two parts:
• a time-dependent dimensionless heat transfer analysis for the particle
• a time-independent one dimensional heat conduction problem in the gas.
The heat equation for the particle temperature is :
mpCp
∂Tp
∂t
= qcond = 4piR
2kg
∂T
∂r
∣∣∣∣
r=R
(4.2)
For the gas, the time-independent heat conduction equation is:
∂2 (rT )
∂r2
= 0 (4.3)
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with the boundary conditions expressed as
T (r = R) = Tp (4.4)
T (r =∞) = Tg0 (4.5)
Solving this straightforward system provides an expression of the rate of heat transfer at
the particle surface qcond as a function of the temperature Tp and Tg0
qcond = 4piR
2kg
dT
dr
∣∣∣∣
r=R
= 4piRkg (Tg0 − Tp) (4.6)
This problem is analogous to a convective heat transfer problem.
qcond = 4piR
2h (Tg0 − Tp) (4.7)
where the heat transfer coefficient is
h =
kg
R
(4.8)
providing an equivalent Nusselt number
Nu =
2Rh
kg
= 2 (4.9)
This convective heat transfer analogy permits evaluation of the Biot number :
Bi =
hR
3kp
=
kg
3kp
(4.10)
The Biot number is therefore well below unity which validates the assumption that the
temperature inside the sphere is uniform. The solution of this lumped capacitance problem
is:
θp = exp
(
− t
τ
)
(4.11)
with the dimensionless particle temperature θp:
θp =
Tp − Tp0
Tg0 − Tp0 (4.12)
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and the relaxation time τT :
τT =
ρpCppdp
2
12kg
. (4.13)
The relaxation time constants for temperature (Equation 4.13) and velocity (Equation
4.1) have a very similar form. In both cases, the response time increases quadratically with
the particle diameter and linearly with the particle density.
However, the thermal conductivity of air strongly varies with temperature increasing from
26.24 mW·m-1·K-1 to 100.23 mW·m-1·K-1 between 300 K and 1900 K. If one considers
a cold particle in a gas at 1900 K, the question arises whether the thermal conductivity
shoud be evaluated at 300 K or at 1900 K. In [74], the thermal conductivity is evaluated
at 300 K, which clearly overestimates the response time. On the other hand, considering
the hot thermal conductivity is an underestimation, because initially the gas in the particle
vicinity is cooled down, which reduces its thermal diffusivity and limits the conductive
heat transfer.
To account for local temperature-dependent thermal properties of the gas, a numerical
model was developed using an implicit finite-difference scheme. To validate the model,
analytical solutions proposed by Konopliv and Sparrow in integral form are evaluated for
the constant thermal properties case [80]. Finally, the implementations of various effects
in the models, including temperature-dependent thermal properties, radiation losses, and
an insulated outer boundary condition are presented.
4.2.3. Numerical model
This section describes the numerical model employed, aiming to provide enough elements
for the reader to be able to reproduce the provided results. It is a relatively simple approach,
requiring little effort to implement. The validation and results are discussed in the next
section, and a trusting reader can jump to the next section without experiencing a lack of
continuity. Numerical methods for heat conduction problems are presented in detail in
[81]. A finite difference method is used to solve this problem of a particle in a surrounding
gas with different initial temperatures. The discretisation of the system is shown on Fig.
4.2.
First, the spherical symmetry of the problem reduces the homogeneous heat conduction
equation to a rather tractable form:
∂2U
∂r2
=
1
αg
∂U
∂t
(4.14)
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Figure 4.2.: Numerical heat transfer model of a particle in a gas
with
U (r, t) = rT (r, t) (4.15)
and αg the gas thermal diffusivity.
A implicit finite difference approximation of Equation 4.14 leads to:
Ti,n+1 − Ti,n
∆t
=
αg
∆r2
((
1− 1
j
)
Ti−1,n+1 − 2Ti,n+1 +
(
1 +
1
j
)
Ti+1,n+1
)
(4.16)
where Ti,n is the temperature at node i, and time step n described by the radial position ri
and time tn (see Fig 4.2) such that:
ri = j∆R = R+ i∆R (4.17)
tn = n∆t (4.18)
Equation 4.17 is used to substitute j for i.
j = i− 1 + R
dr
(4.19)
Because this scheme is implicit, it is stable for all values of ∆t and ∆r2. The first node is at
the particle surface providing the first boundary condition where the energy conservation
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equation applied to the particle results in:
mpCp
∂Tp
∂t
= 4piR2kg
∂T
∂r
∣∣∣∣
r=R
(4.20)
The spatial derivative is approximated using a 3-point forward difference formula:
f ′(x) =
−3f (x) + 4f (x+ h)− f (x+ 2h)
2h
+O
(
h2
)
(4.21)
which results in:
T1,n+1 − T1,n = kg
RρpCpp∆r
(
−9
2
T1,n+1 + 6T2,n+1 − 3
2
T3,n+1
)
(4.22)
We may now consider the second boundary condition. The analytical problem consists of
a semi-infinite medium with a fixed gas temperature infinitely far from the particle, as ex-
pressed by Equation 4.5. In the numerical model, the volume must be finite. Being limited
to a finite volume may be considered a drawback of the numerical approach. However, in
reality, as there are many particles in the gas, considering a finite volume and an insulated
boundary condition, as in Section 4.2.5 provides more realistic conditions for the response
time and allow effects of particle-induced bulk gas cooling to be accounted for. Let us
designate by N the number of nodes and by R2 the outermost radial position. In order to
compare with the analytical solution, the temperature is fixed, which can be written as:
TN,n+1 − TN,n = 0 (4.23)
These boundary conditions, are chosen to validate the model against the analytical solu-
tion. Other boundary conditions at nodes 1 and N are implemented in Section 4.2.5.
The system of N equations described by Equations 4.33, 4.22 and 4.38 reduces to a matrix
operation:
Tn+1 −Tn = MTn+1 (4.24)
where bold letters designate arrays such as Tn defined by
Tn =

T1,n
...
TN,n
 (4.25)
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For instance,M1,1 is determined from equation 4.22.
M1,1 = − 9kg
2RρpCpp∆r
(4.26)
Starting with the initial conditions:{
T1,1 = Tp0
Ti,1 = Tg0 for 2 ≤ i ≤ N
(4.27)
The temperature profile Tn+1 at step n+1 can be calculated from the temperature profile
at step n, performing a matrix inversion operation on Equation 4.24:
Tn+1 = (IN −M)−1Tn (4.28)
where IN is the identity matrix of size N. The time step (∆t), length step (∆r), and the
volume of the domain defined by the radial position r2 are yet to be chosen.
The truncation error diminishes with decreasing length and time steps. To guarantee
that the solution has converged for different particle sizes, and gas thermal diffusivities
αg, it is useful to define non-dimensional variables, based on the analytical approach [80],
which is described in Section 4.2.4. The Fourier number is defined as:
t∗g =
αgt
R2
(4.29)
and the non-dimensional radial position as:
r∗ =
r
R
(4.30)
The associated dimensionless time and length steps are ∆t∗, ∆r∗ respectively. For ∆t∗ <
5,∆r∗ < 0.05 and r2∗ > 100, the calculated response times have very little dependence
on the step size, and are all within 1% of the value obtained with the smallest step and
largest outer radius. All subsequent results are evaluated within these limits. An exception
is the case of the insulated boundary described below, where the outer radius is determined
by the particle number density.
4.2.4. Analytical solution
For validation, the results from this numerical model were compared to the analytical
solution of Konopliv and Sparrow for a highly conductive sphere in a surrounding medium
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[80]. The work presented in Konopliv and Sparrow, consists in solving the heat conduction
equation in both the sphere and the semi-infinite medium by means of Laplace transforms
and contour integration. The solution is a rather cumbersome expression in integral form.
For the case of kp  kg, it reduces to:
θ =
2ν
pir∗
=
∞∫
0
ξexp
(−ξ2t∗g) (ξcos [(1− r∗) ξ]− (1− νξ2) sin [(1− r∗) ξ])
(1− νξ2)2 + ξ2 dξ (4.31)
where ν is
ν =
ρpCpp
3ρgCpg
(4.32)
This solution was evaluated at the particle surface (r∗ = 1) using Matlab to obtain the
particle response time.
4.2.5. Implementation of realistic conditions
The main purpose of the numerical approach is to permit the implementation of more
realistic conditions.
Local gas thermal properties
To lift the uncertainty on the gas thermal conductivity in the analytical solutions, the local
gas thermal properties were made dependent on temperature. In theory, the Fourier Equa-
tion in a more complex form should be solved, which involves the first spatial derivative
of the gas thermal conductivity. This spatial derivative was neglected in the Fourier equa-
tion but the local αg is evaluated based on the local temperature by interpolation using a
look-up table [82] at each node and time step as in:
Ti,n+1 − Ti,n
∆t
=
αg (Ti,n)
∆r2
((
1− 1
j
)
Ti−1,n+1 − 2Ti,n+1 +
(
1 +
1
j
)
Ti+1,n+1
)
(4.33)
Radiation heat transfer
Particles are commonly perceived as strong radiation sources, because in flames, the high
volume fraction of soot particles causes a significant reduction in flame temperature. Ra-
diation heat transfer from the particle surface can potentially result in a deviation between
the gas and particle temperatures and in a continuous rate of cooling of the bulk gas. To
quantify such effects for thermographic phosphor particles, a radiation term was added to
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the particle heat equation (Equation 4.20) resulting in:
mpCp
∂Tp
∂t
= 4piR2
(
kg
∂Tg
∂r
∣∣∣∣
r=R
− σε (Tp4 − T∞4)) (4.34)
This requires a slight modification of the Equation 4.28 which is now:
Tn+1 = (IN −M)−1
(
Tn +C
(
T 41,n − Tsur4
))
(4.35)
where C is a column vector with{
C1 = − 3σεRρpCpp∆r
Ci = 0 for 2 ≤ i ≤ N
(4.36)
This model can be considered a worst case scenario as it assumes a single particle and
therefore does not account for radiative trapping between particles.
Insulated boundary condition
Particle image velocimetry typically requires about 1010-1012 particles per m3 depending
on the desired measurement resolution. In this case, the model of a particle in a semi-
infinite medium is no longer valid. Considering the presence of other particles, is equiv-
alent to considering an insulated boundary condition. In theory, for several particles, the
problem is no longer spherically symmetric but for simplicity, symmetry is maintained in
the model. Considering an insulated volume potentially increases the response time of the
particle, as it prevents heat transfer through the medium boundary. It also decreases the
final temperatures of both the gas and particles, since the heat transfered to the particle is
no longer recuperated from an infinite amount of hot gas. The second boundary condition
is expressed by:
∂T
∂r
∣∣∣∣
r=R2
= 0; (4.37)
The finite difference expression for outtermost node becomes:
TN,n+1 − TN,n = αg∆t
∆r2
(2TN−1,n+1 − 2TN,n+1) (4.38)
The radial position R2 is determined from the particle number density Np by:
R2 =
(
3
4piNp
) 1
3
(4.39)
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Note that the volume is insulated conductively but not radiatively.
4.2.6. Results
Response times were evaluated for the different models and conditions for an initial par-
ticle temperature of 300 K. The particle thermal properties were assumed constant and
based on an undoped YAG crystal, for which thermal properties are available [79] (Cpp =
622.1 J·kg-1·K-1; kp = 14 W.m-1·K-1). For the radiation modelling, the particle was consid-
ered a blackbody (ε = 1), as a worst case scenario. The gas density, thermal conductivity
and heat capacity are interpolated from the tables for dry air at low pressure provided in
[82].
Model validation
Model t95(µs)
Lumped capacitance 27.64
Konopliv and Sparrow[80] 27.75
Finite difference 27.62
Table 4.1.: Temperature response times for 2µm YAG particles in air initially at 1900 K.
The gas thermal properties are constant and evaluated at 1900 K
The results for the comparison of the three approaches are given in Table 4.1. The
response time t95% is the time when the normalised temperature θp (see Equation 4.11)
reaches 95 %. The agreement between the obtained response times is excellent (<0.5%
deviation).
Variable gas thermal properties
Model Tα(K)a t95(µs)
Lumped capacitance 300 108.0
Lumped capacitance 1900 27.64
Finite difference variable 35.81
a Temperature at which αg is evaluated
Table 4.2.: Temperature response times for 2µm YAG Particles in air initially at 1900 K
for different treatments of the gas thermal properties
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Response times obtained for different treatment of the thermal properties of the gas
are shown in Table 4.2. As expected, the response time increases significantly when the
thermal conductivity is evaluated at the initial particle temperature (300 K). Using local gas
thermal properties in the numerical model, a realistic response time was also evaluated and
is only slightly higher than when considering the hot thermal gas properties (+29%). This
shows that evaluating the thermal conductivity at the initial gas temperature is a reasonable
approximation for a qualitative estimation of the particle response time.
Radiation heat transfer from the particle
Model dp(µm) Tg0(K) t95(µs) εT(K)
Finite difference, no radiation 2 1900 27.75 -
Finite difference, radiation 2 1900 28.29 7.2
Finite difference, radiation 2 1150 38.4 1.4
Finite difference, radiation 8 1900 482.4 29.3
Table 4.3.: Temperature response times for YAG Particles considering radiation heat trans-
fer, for different particle diameters and initial gas temperatures. The gas ther-
mal properties are evaluated at the initial gas temperature. The temperature of
the surrounding is 300 K
When accounting for radiation, the response time only increases very slightly (see Table
4.3) because the rate of conductive heat transfer from the gas to the particle during the
heating of the particle is much higher than the radiative heat transfer at the particle surface.
The particle temperature does not converge towards the gas temperature and there is a
small ”steady-state” error εT. After the rapid heating of the particle, a steady state is
reached when the radiation rate is balanced by the conductive rate. However, for a 2µm
particle, this error is small, even at 1900 K, but it strongly increases with the particle
diameter. All these results consider a constant temperature at the outer boundary condition,
so particle heating and radiation heat transfer do not have have any effect on the bulk gas
temperature.
Finite volume and particle-induced gas cooling
As described in Section 4.2.5, the boundary condition was changed to an insulated bound-
ary condition, to account for the particle number density. The results are shown in Table
4.4. For a seeding density of 1011 particles per m3 of 2µm diameter, the insulated bound-
ary condition slightly increases the response time of the particle of 2µm diameter. It is
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Model dp(µm) t95(µs) ∆Tg(K)∗
Fixed temperature boundary 2 27.75
Insulated boundary 2 28.21 -7.2 K
Insulated boundary, radiation 2 28.79 -7.4 K
∗ temperature at outer boundary after 100µs
Table 4.4.: Temperature response times and cooling of the bulk gas for YAG Particles at a
number density of 1011 particles/m3 for an initial gas temperature of 1900 K.
The gas thermal properties were evaluated at 1900 K
shown in chapter 6 that this seeding density provide sufficient signal for precise temper-
ature measurements. The cooling of the gas is small, only 7.2 K at 1900 K. When con-
sidering radiation, after heating up of the particles, the bulk gas is continuously cooled
down. For the same case, the rate of cooling is 4 K/ms. Based on particle-fluid thermal
conductivity calculations proposed by Maxwell [83], the particles have no effect on the
thermal conductivity of the gas due to the very little volume fraction they occupy. These
results show that for this seeding density and particle size, the particles have a negligible
effect on the gas properties.
In this chapter, it was shown that the simple expression of Equation 4.13 provides a
good approximation for the particle response time to a change in gas temperature, given
that the gas thermal conductivity is evaluated at the initial gas temperature. Comparing
these results with those from the previous section (see Fig. 4.3 and 4.4), for the same
YAG-based phosphor material, the temperature response is faster than the response to a
change in velocity, irrespective of the gas temperature.
In conclusion, within the same restrictions as PIV, these particles are suitable tracers
for gas-phase temperature and velocity imaging. As the response time increases with
the square of the particle diameter, small particles are required. Finally, radiation errors
and gas cooling effects were investigated, and found to be negligible for 2 µm diameter
particles at seeding density of 1011 particles per m3.
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Figure 4.3.: Response times of a 2µm YAG particle, based on Equations 4.1 and 4.13 for
different gas temperatures. The temperature dependence of the gas dynamic
viscosity is based on Sutherland’s formula [4].
Figure 4.4.: Particle (YAG) velocity after a step change in gas velocity at 2000 K (left).
Particle (YAG) temperature following a step change in gas temperature from
300 to 2000 K (right)
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5. Measurement system for simultaneous
temperature and velocity imaging
The use of thermographic phosphor tracer particles for simultaneous velocity and temper-
ature imaging was proposed in Chapter 2. As presented in Chapter 3, of the two distinct
ways to perform thermometry using these phosphors, ratio imaging was chosen because
it allows a short time resolution, can cover a wider temperature range and necessitates a
relatively simple setup. Finally, based on theoretical models presented in Chapter 4, 2 µm
diameter particles permit accurate measurements of gas temperature and velocity. This
chapter now treats with the practical implementation of the concept. The experimental
setup is described in detail. First, the phosphor particles are introduced into the gas stream
using a particle seeder (Section 5.2). Excitation light is delivered to these particles using
pulsed lasers (Section 5.3), and the emitted phosphorescence is collected by a dual-colour
detection system, including imaging optics (Section 5.4) and cameras (Section 5.5). The
particle images are then processed to provide precise ratio images (Section 5.6) which
are then converted to temperature fields using calibration data (Section 5.7). Beforehand,
in order to guide the development of the experimental setup, the fundamental notions of
uncertainty and resolution are discussed (Section 5.1).
5.1. Principles of measurement science
A flow measurement is only useful if it includes a level, e.g. 300 K, an uncertainty, a
measurement volume and a measurement time.
Experimentalists often separate the uncertainty into two terms, the accuracy and the pre-
cision. The accuracy cannot be reduced by spatial or time averaging, and can be referred
to as the intrinsic error. There are many sources of uncertainty. Deviations can originate
from flow disturbances induced by the measurement itself, (e.g. physical probes, laser in-
duced heating), uncertainty in its calibration, or the influence of external parameters, e.g.
gas composition, not accounted for.
The precision is the ability to distinguish between the results of two separate measure-
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ments with certainty. In irregular phenomena, such as in turbulent flows, the experimen-
talist is often interested in the fluctuations of a quantity. However, measurement noise
also causes fluctuations. This contribution restricts the minimum measurable variation of
the quantity of interest, which is called the measurement precision. Fluctuations must be
larger than the precision for the measurement to be meaningful.
By nature, every optical measurement has a finite volume and measurement time. These
must be small in comparison to the scales (spatial and temporal) of the investigated flow to
prevent averaging. Averaging causes a loss of information. In addition, often the relation
between the quantity being measured, e.g. light intensity, and the quantity of interest,
e.g. temperature, is not linear, so averaging over either quantity yields a different result.
The measurement volume is in general larger than what is optically achievable in order to
provide sufficient signal levels for a high measurement precision. The same holds true for
the measurement time. This results in a compromise. The measurement volume and time
are fundamentally linked to the precision.
Spatially or temporally resolved techniques are capable of providing many correlated
measurements which are essential to the development of numerical models. The resolu-
tion of the such measurements is also limited by signal levels rather than physical con-
straints. These quantities (accuracy, precision, measurement volume, measurement time,
spatial resolution, temporal resolution) are the figures of merit of a measurement tech-
nique. As they are used several times in the following description of this measurement
system, it is important to briefly mention how these quantities are evaluated in practice for
this technique.
The measurement accuracy
The measurement accuracy is difficult to estimate because it is based on the knowledge of
the absolute value of the quantity. An independent system can be used provided that it is
accurate enough. Thermocouples in steady low-temperature non-reactive flows are accu-
rate thermometers. This is not true at higher temperatures (radiation losses) or in reactive
mixtures (catalytic effects) and they may induce perturbations in turbulent boundary lay-
ers or flame stabilisation regions. The simultaneous use of another laser-based thermome-
try technique, e.g. Coherent Anti-stoke Raman Spectroscopy (CARS) and Laser Induced
Grating Spectroscopy (LIGS), allows an accurate and versatile calibration, but requires
considerable experimental effort. The calibration of optical thermometry techniques for
flame studies is often performed using a well-characterised burner, such as the Hencken
burner, which provides a nearly uniform temperature field [84]. In that case the tempera-
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ture is assumed to be the adiabatic flame temperature calculated from the measured flow
rates of fuels and oxidiser.
The measurement duration and time resolution
The measurement duration is determined as the duration of the luminescent signal collec-
tion and the time resolution as the inverse of the repetition rate of the laser and camera
system.
The probe volume and spatial resolution
The probe volume is determined in the out-of-plane direction by the laser sheet thickness
and in the measurement plane by the spatial resolution. In theory, the resolution is deter-
mined by imaging an object with a very sharp in-plane gradient (step), e.g. a thin flame
front. The resolution of the images is estimated from the resulting gradient in the image.
In practice, an image of a photography target with highly resolved features is used, and the
same processing steps are applied when permitted. An example is the 1951 USAF resolu-
tion target, which consists of groups of black and white line pairs of increasing frequency.
The smallest resolvable group of lines indicate the resolution.
The spatial and temporal resolution carry the notion of independent measurements. Two
measurements are said to be independent if their distance or their time separation is greater
than the corresponding resolution.
The measurement precision
The measurement precision is based on independent measurements of the same quantity,
ideally in an isothermal flow. In that case, statistics based on independent measurements
are compiled and the standard deviation evaluated. At elevated temperature, it is often
difficult to achieve isothermal conditions. As shown in Section 5.7, the potential core of a
turbulent heated jet can be used.
Having defined these concepts, the practical implementation of the technique can now be
addressed, with the objective of providing high resolution measurements with low uncer-
tainty.
5.2. Particle seeding
The most straightforward approach to seeding particles in a gas is the fluidised bed seeder
where the powder is placed over a sintered plate through which the gas flows as shown
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Figure 5.1.: Fluidised bed seeder (left) and reverse-cyclone seeder (right). Reproduced
from [5]
in Fig. 5.1. However, powders consisting of micrometer-size refractory particles belong
to the group C of the Geldart classification of powders [85], described as ”cohesive and
difficult to fluidize” because of the strong electrostatic interparticulate forces (Van der
Waals). As a result, it is not possible to maintain a truly fluidised bed, and channels form
through which the gas passes without entraining particles. From a practical point of view,
this results in an erratic seeding behaviour, likely to contain high proportions of large
particles or agglomerates since their ratio of drag force to interparticular force is higher
[5].
Particle seeding is a largely empirical science, and seeders with some amount of swirl, such
as the reverse cyclone seeder described in [86] are found to offer improved homogeneity
and consistency in the seeding. Large agglomeratesF are also removed from the bulk flow
by centrifugical forces.
Cohesion forces between particles can be decreased by the use of ”flow aiders” such as
Aerosil or Ludox, consisting of fumed silica nanoparticles which coat the particles and
increase their roughness. Drying the powder in an oven (150 ◦C for 8 hours) prior to filling
the seeder is also found to increase the particle flowability and to reduce agglomeration.
These steps are essential to meet the particle restrictions on flow tracing abilities, described
in Chapter 4, and also to provide the consistent spatially homogeneous particle seeding
required for the mixture fraction measurements presented in Chapter 8.
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5.3. Particle illumination
In principle, the ratio technique described in chapter 3 does not specifically require pulsed
lasers. However, in order to freeze the flow motion, the exposure time must be limited
to several microseconds. Pulsed lasers offer many orders of magnitude more laser energy
(>10mJ) during this short time than continous lasers. To obtain the same amount of light
during 10 µs using a continous light source necessitate a power of 1 kW, while current UV
lasers provide less than a watt.
Solid-state lasers
Solid state lasers such as Nd:YAG are widely used high-energy pulsed light sources. In
the classic Nd:YAG laser, a phosphor rod (e.g. Nd3+:YAG) is used as a gain medium and
is pumped by flashlamps. The light emission is at 1064nm, corresponding to the parity
forbidden transition 4F3/2 →4F11/2. The population inversion, required for amplification,
is achieved because the phosphor is inherently a four-level system, where the 4F11/2 is
depopulated by non-radiative transitions to the ground state. High energy pulses of about
10 ns duration are achieved via a Q-Switching process where a Pockels cell, which acts
as a time-gated polarizer, switches on or off the losses in the cavity. Non-linear crystals,
(BBO or KDP) are used to double the laser frequency in a wave-mixing process resulting in
532 nm radiation. Frequency-doubled Nd:YAG lasers are used in the vast majority of PIV
experiments. They are relatively inexpensive, easy to maintain, offer high pulse energies
(>500 mJ) and excellent beam quality. The probability of wave-mixing is proportional to
the square of the light intensity, therefore high mixing efficiency ( 30 %) is obtained at
high peak power (>108 W). Using another non-linear wave-mixing process, a frequency
tripled (355 nm) or frequency quadrupled (266 nm) emission can be obtained with pulse
energies typically above 50 mJ.
Excimer lasers
Excimer lasers offer very high pulse energies in the UV spectral region, e.g. 200 mJ at
248nm. The gain medium consists of exciplex molecules formed by a noble gas with itself
or by a noble gas and an halogen gas, e.g. KrF, after electronic excitation of the individual
atoms (typically by an electric discharge). The excited state of an exciplex molecule is
associative but the ground state is dissociative, offering population inversion, and therefore
high amplification. Several combinations of noble gas/halogen are possible, with the most
popular being ArF (193nm) KrF (248nm) and XeCl (308nm). Halogen gases are highly
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toxic and corrosive, which creates a clear disadvantage compared to the easy maintenance
and operation of solid state lasers.
Dye lasers
Both excimer and solid state lasers emit at distinct wavelengths. As discussed in Chapter
2, it is rarely possible to excite a fluorescent atom, e.g. In, or flame radical, e.g. OH,
directly with these lasers, and a dye laser is required to match their narrow transitions. In
a dye laser, the gain medium is formed of a solution containing high-quantum efficiency
fluorescent molecules which circulates through a cuvette. The population inversion is
achieved using a solid state or excimer laser emitting in the wide absorption spectrum of
the dye molecule. A large variety of dyes allow lasing at any wavelength between 372 to
900 nm. Within the emission spectrum of a specific dye, the laser output is tuned using
an intracavity grating. For UV excitation deeper than 372 nm, the output of a visible dye
is doubled using a BBO crystal. For example, for OH-LIF, Rhodamine 590 is pumped by
a frequency doubled Nd:YAG laser, and the emission is tuned at 566 nm and doubled to
match vibronic transitions of OH near 283 nm. Maximum pulse energies of about 10 mJ
can be achieved. Because most phosphors have broad excitation spectrum, they can be
directly excited by the 266 or 355 nm radiation of a Nd:YAG laser avoiding the need for a
dye or an excimer laser.
5.4. Dual colour imaging optics
5.4.1. Camera arrangment
This technique is based on the division of two spectrally filtered phosphorescent images
of the particles. Unlike gaseous tracers, the images are not uniformly illuminated but are
formed of an ensemble of imaged particles, resulting in a locally heterogeneous distribu-
tion of pixel intensities. The quality of the overlay between the two images is therefore
critical. Different approaches are presented to capture two filtered images, and advantages
and disadvantages of these methods are discussed.
A stereoscope or image doubler allows simultaneous imaging of the area of interest
onto a single CCD chip, significantly reducing instrumentation costs. It consists of two
mirrors and a prism, which can be fitted to a camera objective (see Fig. 5.2a). However,
stereoscopes can cause mechanical vignetting of collected light. This reduces signal levels,
but can also produce strong gradients in collection efficiency across the field of view.
Consequently, very strong gradients in intensity ratio are produced after division which
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Figure 5.2.: Various detection schemes for two colour imaging: image doubler arrange-
ment (left), a stereoscopic arrangement (centre) and beamsplitter arrangement
(right)
must always be corrected for using an appropriate light source. In some cases, for strong
vignetting, the dynamic range of the measurement may be adversely affected. In addition,
the focal planes of the two channels are tilted in opposite directions with respect to the
measurement plane, causing perspective distortion and off-axis defocusing across the field
of view.
Another more critical problem arising from the use of stereoscopes is cross-talk. This
is due to light originating from objects adjacent to the field of view which is transmitted
through each aperture onto the opposite side of the chip. This means that a source of
light present outside the field of view interferes with the measurement. The extent of this
interference decreases when increasing the f-stop of the camera lens, but this drastically
reduces the amount of collected signal.
Another option is to use two cameras in a stereo arrangement (Fig. 5.2b). This elimi-
nates some of the addressed issues. One or both cameras can be fitted with a Scheimpflug
adaptor to eliminate off-axis defocusing effects. However, as with the stereoscope each
image is taken from a different angle causing variations in magnification across the field
of view. To correct for these variations, and also for rotation, translation or other distortion,
a software mapping routine must be used to map pixels from the image to object planes,
allowing superposition of each image (see Section 5.6.1). However, in that case, the soft-
ware mapping is based on calibration images recorded at a given position within the light
sheet and particles at the front and back of the light sheet are not accurately mapped.
Positioning the cameras on opposite sides of the measurement plane (not depicted in
Fig. 5.2) so that they face each other eliminates perspective distortion. In that case, the
entire field of view is imaged in focus and with uniform magnification. However, in this
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configuration, the filter of each camera reflects particle phosphorescence toward the oppo-
site camera and interferes with the ratio measurement.
For all the above approaches, the detection paths are different and so any differences
arising from inhomogenities on the optical path such as dust or oil films deposited on
windows or particle clouds in the path will lead to an intensity reduction in only one of
the channels, and hence to incorrect temperature readings. Such effects are minimised by
using a two cameras and beamsplitter arrangement (Fig. 5.2c). The use of a 50:50 spec-
trally flat beamsplitter causes an inherent 50% loss in signal which can be avoided using
an appropriate dichroic beamsplitter. With careful alignment, in this configuration the col-
lection paths of both cameras are identical. Both cameras are aligned using micrometer
translation stages and CCD chip rotation can also be accounted for by altering the vertical
angle of the beamsplitter. Alignment with this level of accuracy allows direct division of
the raw images prior to any software image mapping. Two-colour imaging setups are sen-
sitive to small movements in the experimental setup, and physical alignment allows image
registration to be checked online during measurements. Physical distortion-free alignment
cannot always be achieved and more details on the mapping procedure are given in Section
5.6.1.
PIV imaging
The beamsplitter arrangment for the two phosphorescence camera therefore present several
advantages over the stereo or image doubler arrangement for two-colour particle imaging.
An additional camera is required to record the Mie scattering images for PIV and there
are different ways to accommodate it. In the first arrangement shown in Fig. 5.3a , the
PIV camera is positioned beside the phosphorescence detection system. In that case, a
Scheimpflug adaptor is needed because the camera plane and the measurement plane are
not parallel. The advantage of this approach is that it prevents any interference between
detection channels, as all cameras are on the same side. However, for acute angles, this
causes errors in the velocity field determination, as the out of plane displacement is imaged
as an in-plane displacement in the camera plane.
If the test case permits optical access from both sides of the measurement volume, the
PIV camera can be placed on the opposite side from the phosphorescence detection setup
as shown in Fig. 5.3b . However, phosphorescence light emitted by the particles and re-
flected by the PIV interference filter interferes with the phosphorescence detection setup.
To prevent such interferences, the camera can be positioned at a small angle, or placed
behind a filter that absorbs or reflect the particle phosphorescence light away from the
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Figure 5.3.: Various arrangment for full thermographic PIV systems. The PIV camera can
be at an angle (a), on the other side (b) or at 90 from the phosphorescence
imaging setup (c)
temperature imaging cameras. This filter should be placed at 45◦ to also reject specular
reflection. A piece of colour glass (Schott glass OG515), which absorbs the phosphores-
cence light, irrespective of the angle of incidence can be an inexpensive solution.
Often in practical applications, placing the camera on the opposite side is not possible,
and to limit stereoscopic effects affecting the PIV measurements, an arrangement involv-
ing two dichroic mirrors can be used as shown in Fig. 5.3c . The first beamsplitter can be
either a longpass or a shortpass filter. The disadvantage of this approach is that the phos-
phorescence imaging camera must be placed further away from the measurement plane.
However, by using fast lenses with a long focal length, such as the 85 mm f/1.4, it is possi-
ble to maintain high signal levels. In this configuration, dichroic mirrors with high surface
quality and flatness must be used, to reduce astigmatism in the reflected images arising
from the spherical curvature of the mirror.
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5.4.2. Lenses
Phosphor particles are Lambertian sources, meaning they emit light uniformly over all di-
rections. For thermometry, an image of the particle phosphorescence must be formed on
the detector using a spherical lens. Camera lenses are composed of several lens elements
and designed to minimise aberrations in order to offer high modulation transfer function
(MTF) or resolving power. The camera lenses nomenclature is based on focal lengths and
f-numbers (fastest f-stop). Because the temperature uncertainty decreases with the number
of photons reaching the detector, the lens must be chosen to maximise the collection effi-
ciency. In general the magnification of the system is fixed by the object and the size of the
imaging detector. For a given magnification, the lens collection efficiency is determined
by the lens f-number. Examples of fast lenses commercially available are the Nikkor 50
mm f/1.2, the Nikkor 50 mm f/1.4 and the Nikkor 85mm f/1.4. For a given magnification
and f-number, the distance between the lens and the object decreases with the lens focal
length. Often, space restrictions imposes a minimum distance between lens and object
in which case, a lens with a long focal length such as the Nikkor 85mm f/1.4 is needed.
To maximise collected signals in the imaging experiments, lenses are always used at the
fastest f-stop.
5.4.3. Spectral filters
Spectral filters are needed to exploit the temperature dependence of the emission spectrum
in two dimensions. The choice of filters determine both the temperature sensitivity and
the signal levels for a specific phosphor. Emission spectra are obtained in an optically-
accessible temperature controlled furnace (see Section 6) and serve as a guide for the filter
choice. Because the signal emitted by small disperse particles in the gas-phase is expected
to be relatively low, the measurement uncertainty is closely linked to signal statistics. The
temperature is a function of the ratio, expressed by:
T = f
(
A
B
)
= f (R) (5.1)
For each temperature, the intensity A and B can be estimated from the spectrally inte-
grated product of the phosphorescence emission spectrum and the filter transmission func-
tion. Their absolute values are adjusted based on actual gas-phase signal estimations as
presented in Chapter 6. Applying the propagation of uncertainty (σ), one obtains:
σT =
dT
dR
R
√
σ2A
A2
+
σ2B
B2
(5.2)
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Because of the inherent randomness in the photon emission process, the sampled intensity
during a single exposure follows a Poisson distribution. For simplicity, other sources of
measurement noise are neglected. Therefore
σA =
√
A (5.3)
leading to
σT =
1
d(lnR)
dT
√
1
A
+
R
A
(5.4)
As shown in equation 5.4, the temperature uncertainty decreases proportionally with the
temperature sensitivity of the natural logarithm of the ratio, and with the square root of
the signal intensity. The set of filters must be chosen to minimize σT, through maximis-
ing signal and sensitivity. However, the maximum sensitivity is not always obtained for
maximum signal, and equation 5.4 is used to find an optimum based on spectral data and
on signal estimations. The filter must also block (optical density > 5) particle scattering
and surface specular reflections at both the phosphorescence excitation and PIV illumina-
tion wavelengths. Fluorescence from other species, or blackbody radiation must also be
avoided in specific applications.
5.5. Imaging detectors
In cameras, each pixel has it own photosensitive area, where an electric charge is ac-
cumulated proportionally to the amount of incident light. This physical principle, the
photo-electric effect is the same for all cameras but there are different types of camera
architecture and photo-active material and the choice of camera technology depends upon
the requirements of the measurements.
In turbulent flows, the measurement time must be short in order to freeze the flow motion.
The measurement time is the shorter of the exposure time and the duration of the light phe-
nomenon observed. Laser-induced fluorescence and particle scattering occur during a few
nanoseconds at maximum. However, phosphors have a wide range of decay times from
the nanosecond to the millisecond range. In theory, only long phosphors (> 10µs) require
a short exposure time. However, the contribution of continous background signals, such as
blackbody radiation, flame luminescence, or ambient lighting, increases with the exposure
time. It is therefore preferable to limit the exposure time to a few microseconds, which for-
bids the use of very low noise cameras such as full-frame back-illuminated CCD (Charge
coupled device) and EMCCD (Electron Multiplying Charge coupled device) cameras.
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Three main technologies offer time-gating capabilities: interline transfer CCD, intensi-
fied CCD and CMOS. Their operating principles and benefits for flow measurements are
discussed below.
Figure 5.4.: Progressive scan interline transfer CCD layout. Reproduced from [6]
5.5.1. CCD cameras
In CCD cameras, charge packets are transferred sequentially to a common register where
they are converted into voltage one after the other. Because all pixels are read by the
same register, the readout time is the product of the readout frequency (∼10MHz) and the
number of pixels, i.e. 100 ms for a chip of a million pixels. This readout time limits the
frame rate of CCD cameras. In full-frame cameras, which include all back-illuminated
cameras, additional charges are accumulated by photo-electric effect during the sequential
charge transfer, resulting in a smearing effect when imaging fast-moving objects.
In interline transfer CCD cameras, every second column of pixels is masked as shown
on Fig 5.4. At the end of the exposure, charge packets are rapidly transferred from each
active pixel to its adjacent masked pixel. The charges are then sequentially transferred
pixel by pixel across these masked columns towards the register at the edge of the chip. In
this manner, exposure times down to 500 ns can be achieved. While the first charge packets
are read and the charge packets transferred one after another, new charges accumulate in
the photo-active areas, as a result of incident radiation.
After the first exposure is read, the photoactive pixels can be reset and another exposure
initiated (single frame mode) or the charge packets accumulated during the readout of the
first frame can also be transferred to the interline, and read (double-frame mode). Using
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Figure 5.5.: Quantum efficiency of a Gallium Arsenide Phosphide (GaAsP) photocathode,
a multialkali photocathode (S20), and of a CCD camera. sCMOS and CCD
cameras have similar QE curves. Data from PCO cameras
a double pulse laser, two particle images separated by a short time delay (500 ns) can be
recorded on a single camera. However, the second frame is exposed for the whole readout
time, and narrow interference filters are needed to reduce background contributions. With
this architecture, the fill factor of the chip drops to 50%, which in principle reduces the
collection efficiency. This potential loss of sensitivity is compensated by the use of micro-
lens arrays. The light is focused at pixel levels into the photoactive area achieving effective
quantum efficiencies of about 60%, i.e. 60% of photons incident on the micro-lens array
are converted to electrons (see Fig. 5.5).
The sensicam QE is an interline transfer CCD, particularly suitable to quantitative scalar
measurements. It offers a high quantum efficiency (60%), a low readout noise (4-5 elec-
trons) and a short exposure time (500 ns). In addition, the pixels can be hardware-binned,
which means that the total charge accumulated on several pixels is only read once, increas-
ing the size of the photoactive area at the expense of the spatial resolution while keeping
the readout noise low. For PIV, the resolution of the measurement is determined by the
size of the interrogation area. In general areas of 16 x 16 or 32 x 32 pixels are used. The
resolution of the temperature measurement should in principle only match the resolution
of the velocity field, so spatial averaging is permitted. This hardware binning offers the
most effective type of spatial averaging as it reduces the relative contribution of the readout
noise and comes with an extra-benefit in terms of transfer and computing time as smaller
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files are handled.
A disadvantage of this camera is the low extinction ratio, about 1:2000, which results
in interline pixels accumulating charges proportionally to the attenuated incident radia-
tion. For a exposure of 1 µs, and a 2x2 hardware binned camera (readout time of 50µs),
the background contribution can be up to 25 times larger than for a fully gated detector
(ICCD).
Figure 5.6.: Comparison of signal to noise ratio (SNR) for a 4x4 hardware binned CCD,
intensifier and sCMOS for a fixed numbers of photons per pixel (left) and for
fixed levels of irradiance (right). Calculations based on [7]
CCD CMOS ICCD
Quantum efficiency 58% 58% 50%
Readout noise 5 e- 1 e- 8 e-
Gain 1 1 1000
Noise factor 1 1 1.6
Pixel size 6.5 µm 6.5 µm 26 µm
Table 5.1.: Specifications of the detectors used in Fig 5.6
5.5.2. CMOS cameras
The recent development of scientific-grade CMOS cameras and high framing rate CMOS
cameras offer enthralling perspectives for laser diagnostics. In the CMOS architecture,
charge are converted to voltage at pixel level. The frame rate is no longer limited by the
charge transfer toward the register but by the post-treatment of the sampled voltages. As
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a result, using high-bandwidth electronics, high-speed CMOS cameras offer frame rates
of 10 kHz for a resolution of a 1 million pixels. However, because each pixel has its own
charge converter, CMOS cameras have long been associated with gain non-uniformities
and non-linearities, helding them back from quantitative imaging applications.
A new generation of so-called scientific-grade CMOS cameras or sCMOS were launched
recently (late 2010). These cameras offer high resolution (2.5 millions pixels), high quan-
tum efficiency (60%) and low readout noise (1 electron), which are attractive features for
PIV and low-light scientific imaging with some time-gating capability. These specifica-
tions suggest an improvement in signal to noise performance compared to the sensicam
QE (see Fig. 5.6). However, sCMOS have a few drawbacks. The minimum exposure time
is even longer than for the CCD, 10 µs, and it is not possible to bin the camera pixels.
Therefore for low light level applications, where spatial resolution is not a limiting factor,
the same performance is expected between the sensicam QE and the sCMOS, as shown on
Fig. 5.6.
For both CMOS and CCD, the spectral response of the silicon photodiodes drops below
5% at 300 nm, as shown on Fig. 5.5 and alternatives are needed to imaging at shorter
wavelengths.
Figure 5.7.: Basic schematic of an fiber-coupled intensifier. Courtesy of Hamamatsu Pho-
tonics
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5.5.3. Intensified CCD cameras
An image intensifier consists of a photocathode, a multichannel plate and a phosphor
screen, placed in a vacuum tube. The absorption of a photon by the photocathode causes
the emission of a photo-electron, which is then accelerated by an electric field toward
the input surface of a micro-channel plate (MCP). Each channel of the MCP acts as a
photon multiplier, where an electric field causes electrons to collide with the wall, gen-
erating additional electrons, and resulting in a cascade effect. Finally, at the other side
of the micro-channel plate, the electrons are accelerated, again by an electric field toward
the phosphor screen. The electron beam excites the phosphor resulting in the subsequent
emission of visible radiation, which is eventually imaged onto the CCD camera chip using
optical fibers or lenses. The electron multiplication or gain, is a function of the MCP volt-
age. In addition, the potential difference between the photocathode and the input surface
of the MCP can be made positive or negative so that the photo-electrons emitted by the
photocathode are attracted towards the MCP for amplification and conversion (On mode)
or forced to return toward the photocathode (Off mode). In this manner, the start and
duration of the exposure can be accurately controlled in the subnanosecond range.
Different photocathodes can be used to cover different spectral regions (see Fig. 5.5).
Also, for a single exposure, a high conversion efficiency phosphor with a long decay time
(Y2O2S:Eu3+) is used and the camera exposure is set to 10 ms to capture the whole of the
phosphorescent light. To obtain two gated exposures within a short time, e.g. two line
LIF discussed in Chapter 2), a phosphor with a short lifetime (YAP:Ce3+) is needed at the
expense of the phosphor conversion effiency which drops by 70%.
The amplification process has a cost. Unwanted thermally generated electrons are gen-
erated and amplified in the micro-channel plate. The electron multiplication causes non-
linearities and saturation effects. Finally, the uncertainties in electron trajectories cause
a loss in spatial resolution, which increases with the MCP voltage. At very low light
level, intensifiers offer improved signal to noise characteristics in comparison with non-
intensified cameras because a high amplification overcomes the readout noise of the CCD
camera (see Fig. 5.6). However, in this regime, the signal to noise ratio is so low (<3) that
measurements are of qualitative nature, e.g. to visualise zones of high OH concentration
in a flame.
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5.5.4. Imaging thermographic phosphors
For many phosphors, the signal is in the spectral range near 500 nm where non-intensified
cameras have peak quantum efficiency. Interline transfer CCD can achieve exposure times
down to 1 µs with acceptable level of jitter (50 ns), obviating the need for the gast gating
offered by image intensifiers which are associated with non-linearity and higher noise
levels. For a phosphor with a short lifetime such as BAM:Eu2+, the jitter has no effect on
the measurement, if the exposure is set to a few microseconds and starts before the laser
pulse. sCMOS were not commercially available when this project was initiated.
However, in highly luminous flames, the rejection ratio of interline CCD and the mini-
mum exposure time of both CMOS and CCD may not be sufficient to avoid contributions
from chemiluminescence or blackbody radiation from hot particles, and the use of inten-
sified cameras may be required.
5.6. Image processing
The concept of this technique is based on the measurement, using filters, of temperature
related changes in the emission spectrum of thermographic phosphor tracer particles. This
has many implications on the treatment of the images. The light levels compared must
be emitted from the same particles, which requires an excellent spatial overlap between
the filtered images (Section 5.6.1). Other light contributions must be evaluated and sub-
tracted (Section 5.6.2). Images can then be spatially filtered, to improve the measurement
precision and to reduce the effect of residual distortion between the two images (Section
5.6.3). The size of filter kernel is limited by the resulting spatial resolution, which must
be estimated. Also non-uniformities in the relative collection efficiency between the two
channels must be evaluated, and a white-field correction must be applied to the images
(Section 5.15). Finally, the ratio images are converted to temperature using calibration
data. Methods to obtain such data are presented in the next section (Section 5.7).
5.6.1. Image mapping
The superposition of images is generally achieved using software mapping to correct for
translation, magnification, and rotation of the detectors and any other distortion caused
by components on the optical path. As discussed in Section 5.4, the use of two camera
and a plate beamsplitter enables the entire field to be imaged in focus and with uniform
magnification. To eliminate any optical mismatch between the camera collection paths,
one camera is mounted on micrometer stages, allowing precise matching of the position in
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Figure 5.8.: Target for manual alignment
the three directions. CCD rotation can be accounted for by altering the vertical angle of the
beamsplitter. The images recorded by the reflection camera must be mirrored horizontally.
For the alignment procedure, a target shown on Fig. 5.8 is placed in the field of view
and aligned with the laser sheet. The magnification, the two translations, and the rotation
of the chip are then adjusted to get the best overlap between the two obtained images of the
plate. During the alignment, a cross-correlation algorithm can be automatically applied to
the target images which are acquired continuously, providing displacement fields in real-
time which advise the user on the corrective actions to take. To estimate the quality of the
alignment, the average absolute displacement is computed. With this method, the average
displacement can be made as low as 0.18 pixels, for whole 4x4 hardware binned images,
as shown in Fig. 5.9. Alignment with this level of accuracy allows direct division of the
raw images prior to any software mapping.
When accurate alignment is not possible, a software mapping algorithm can be applied.
In that case, a target consisting of equally spaced dots or crosses, as shown in Fig. 5.10,
can be used. The idea behind software mapping is to identify the distortion between an
object and its image in order to apply the inverse distortion to the recorded particle images.
Consider that [x,y] are the coordinates in the object plane (physical coordinates) and
[X,Y] the coordinates in the image plane (pixel positions). An algorithm is applied to
the image to find the position of each dot [Xi,Yi] using a centroid and template-matching
procedure. The physical position [xi,yi] of the dots in the object plane are known. A third
order polynomial, relating X to x and Y to y, with x and y as independent variables, is
fitted to the dot positions in both coordinate systems. An optimum dewarped image size,
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Figure 5.9.: Residual distortion after manual alignment. The mean absolute displacement
is 0.18 pixels
which is larger than the original image is calculated to minimise information loss, and for
each element of this array, the corresponding [X,Y] position is computed. The obtained
coordinates generally do not take integer values so interpolation is performed based on the
intensity of the 4 closest pixels. To map two cameras with each other, both images are
mapped to the same physical coordinates. A more detailed description of the process can
be found in [87].
Both approaches rely on the spatial overlap between the target and the laser sheet in
the measurement plane. Another approach uses particle images themselves. A PIV cross-
correlation algorithm is applied to the two images to obtain the displacement field. This
displacement field can then be used to fit a mapping function and to correct the images in
the same way as the software mapping presented above.
As discussed in Section 5.5.1, hardware binning improves the signal to noise ratio, and
is often permitted since the resolution of the PIV measurement is limited by the size of
the interrogation area. However, the accuracy of the mapping function could potentially
be improved if full resolution (unbinned camera) target images were recorded. This path
was explored, using the same particle images, and applying mapping based on the full
resolution target images in one case, and mapping based on the 4x4 hardware binned
target images in the other case.
However, with the sensicam QE camera, binning results in a shift of the image, because
the first binned pixel is not formed of the first four pixels from the left, but of the 4th,
5th, 6th and 7th pixels. In consequence, applying an horizontal mirror, results in a relative
shift between the two frames, when aligned at a different binning level which requires
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Figure 5.10.: Calibration target for software mapping
additional image mapping.
Different spatial filters were then applied resulting in a range of spatial resolutions,
measured using a USAF target shown in Fig. 5.11. The resolution was evaluated as the
10-90% distance of the edge spread function. The results are presented in Fig. 5.12. To
avoid confusion, it is important to state that the resolution is said to increase or to improve
when its value decreases. The compromise between spatial resolution and measurement
precision is evident on the results: a better precision is achieved at the expense of the
resolution. In addition, image mapping based on full resolution images offers a significant
benefit at a resolution of 200 µm, where the measurement precision improves from 14.8
% to 9 % (normalised intensity ratio deviation). Note that in reality, the benefits are higher
because a misalignment results in a loss of spatial resolution. This effect was not quantified
here because the resolution was determined from single images and not ratio images.
In addition as the resolution decreases, the benefits of a more resolved alignment drops
because spatial averaging attenuates the contribution of misalignment to the measurement
precision. At lower resolution, the precision is solely based on signal statistics and both
approaches give similar results. Since the resolution is limited by the size of the interro-
gation window of the PIV algorithm, the technique is generally used in the signal-limited
regime where a manual alignment based on binned images is sufficient.
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Figure 5.11.: Unfiltered 4x4 hardware-binned image of a USAF 1951 resolution target
5.6.2. Background subtraction
The term background designates any signal which is not directly the effect of the filtered
phosphorescence light collected from particles in the probe volume. Because it does not
yield the calibrated temperature dependence, it must be subtracted before division of the
image pairs. However, the uncertainty in the background evaluation directly contributes
to the uncertainty in the subtracted signal, as illustrated in the propagation of uncertainty
formula:
σA−B =
√
σA2 + σB2 (5.5)
When the background signal originates from light, it follows a Poisson statistical distribu-
tion, so the associated uncertainty increases with the square root of the signal. This means
that even when the background is identified and subtracted, the signal to noise ratio (SNR)
degrades proportionally to the signal to background ratio (SBR). Therefore, avoiding back-
ground light is always better than subtracting it. The different sources of background, their
evaluation and subtraction are discussed.
Continuous light sources
Some background signal can originate from the room lighting, or the flame luminosity. By
alternately placing and removing the lens cap on the camera, a steady background signal
can be evaluated. This signal is proportional to the camera exposure. For an exposure time
of 5µs in non-reacting flows, and for the interference filters used, no such contribution was
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Figure 5.12.: Map of measurement precision and spatial resolution obtained for an image
mapping based on full resolution target images and on 4x4 hardware binned
target images.
noticed.
Camera offset
The image recorded by a camera in the absence of incident light is called the dark image.
An offset voltage is applied to the charge converter of the camera to prevent negative
values in the digitisation. For sensicam QE cameras, this offset is between 20 and 60
counts. However, drift was identified after the camera is turned on, and the indicated
temperature reaches its set value of -12 ◦C. It was also found that the camera offset can
vary by 2-3 counts over a recording sequence, due to the absence of temperature regulation
of the chip. In order to account for such variations, images are recorded at a rate twice as
high as the laser repetition rate, so that the laser only illuminated every second frame. This
allows the evaluation of the camera offset between illuminated frames in order to adjust the
background subtraction on a frame-to-frame basis. A time-averaged background image
is compiled from all non-illuminated images. A factor is then applied for each image
subtraction, which is the ratio of the instantaneous spatial average of the intensity of each
non-illuminated image to the spatial average of the time-averaged background. However,
this approach does not account for any signal that is caused by the laser itself. This includes
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particle scattering, phosphorescence from particles outside the measurement volume and
surface reflection.
Laser light
Laser light can be scattered by the particles or reflected by surfaces toward the cameras.
However, the optical density of interference filters used was larger than 5 at both laser
wavelengths. By seeding the flow with Al2O3, it was verified that the contribution of
scattered laser light to the measurement is negligible.
Phosphorescence light
Figure 5.13.: Different types of background phosphorescence
The contribution of phosphorescent light itself is more difficult to evaluate. Different
scenario were evaluated, illustrated on Fig. 5.13.
Phosphorescence from seeded particles can be reflected by a surface (a). This contribu-
tion was found to be significant when the PIV camera, equipped with a 532 nm interference
filter, was positioned on the opposite side but on the same optical axis as the phosphores-
cence detection system. As discussed in Section 5.4.1 this is easily avoided by using a
filter or a different configuration of the cameras.
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Phosphorescence from particles deposited on a surface crossing the beam path can be
reflected by another surface (b). An example is a flow measurement inside a glass tube.
The particles progressively deposit on the tube and as they are excited by the laser, they
emit strong phosphorescence in all directions towards the glass inner surface, some of it
being eventually collected by the detection cameras. In such case, because the phosphores-
cence from the surface grows during the measurement sequence, it is difficult to subtract
it. As a result, if not accounted for, the measured temperature indicates to some extent the
surface temperature. High-speed measurements avoid this problem as the entire recording
can last less than a second, during which particle deposition is often negligible. Later in
this dissertation it is shown that the thermographic phosphor BAM:Eu2+ permits precise
kHz-rate temperature measurements (Chapter 6) which were demonstrated in [75]).
Finally, phosphorescence from particles in the beam path can be scattered by other par-
ticles in front or behind the measurement plane (c). For example, if an unseeded jet is
surrounded by a seeded coflow, when the seeding density is very high, some phosphores-
cence signal appears in unseeded areas. Fortunately, this was only observed for very high
seeding density (>1012 particles/m3) and thick particle plumes (> 40 mm). These poten-
tial sources of background must be carefully evaluated when performing measurements in
practical confined environments.
5.6.3. Image filtering
Cutoff filter
Figure 5.14.: Mean ratio computed from 500,000 realisations of two random independent
variables following a Poisson distribution and which indicates a bias towards
higher values. The Theoretical ratio is 0.5
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After subtraction, a cut-off filter is applied. The threshold of this filter is generally set to
15 counts. The role of this filter is to automatically remove areas of low signal where parti-
cles are absent in order to only perform statistics on pixels with a sufficient signal to noise
ratio. Not only do noisy data result in noisy ratios, but these values are statistically bi-
ased altogether. Statistical considerations are used to support this point. The two recorded
intensities A and B can be modelled as two independent variables following a Poisson
distribution. The two means are related by the theoretical ratio. The distribution of the
sampled ratio is very complex and cannot be solved analytically. However, by performing
Monte Carlo simulations in Matlab, it is possible to visualise the effect of noise on the
mean ratio. The theoretical ratio was set at 0.5. Samples containing 500,000 realisations
of two random variables following a Poisson distribution were obtained for different sig-
nal levels. The mean ratio was then computed for each sample. The results are shown on
Fig. 5.14. With decreasing signal, the ratio increases, which is true irrespective of whether
the ratio is above or below unity. Another cut-off filter was applied, which removes pix-
els taking the maximum digitisation value (4095 counts) at which 12 bits converters are
saturated.
Spatial filter
To increase the signal to noise ratio at the expense of the spatial resolution, as discussed
in Section 5.6.1, a moving average filter is applied to the subtracted and filtered image
pairs. The size of the kernel is determined by the desired spatial resolution. In general a
3 x 3 or 5 x 5 filter is applied to the hardware-binned images. The filter algorithm has a
built-in cut-off filter which removes pixels computed from averaging kernels containing
less than 80 % of pixels which survived the previous filter. This is in order to provide
images where all-non zero pixels, contributing to the temperature measurement, contain
statistically significant information.
5.6.4. White field correction
A ratio image is obtained from each subtracted and filtered image pair. To correct for
non-uniformity in the light collection efficiency, a flat field correction is performed. Non-
uniformities were found to originate from the angular dependence of the filters and beam-
splitter. The spectral transmission profiles, sensitive to incident angles, are slightly broad-
ened toward the UV even for a point directly on the optical axis because uncollimated light
is imaged through the filter. Also, the incident angle of off-axis points in the measurement
plane varies spatially, causing a slight variation in the effective filter transmission profiles
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Figure 5.15.: Examples of white field image for the image doubler (left) and camera beam-
splitter arrangment (right)
over the field of view. This angular effect also depends on the spectrum of the incident
light. Because of this, performing a white field correction using, for example, a narrow
line LED source, leads to an overestimation of the angular dependence in comparison with
the actual phosphorescence, as the shift in the filter transmission profile results in an exag-
gerated intensity variation across the field of view.
A pellet made from compressed BAM:Eu2+ is positioned behind two diffusive ground
glass screens and excited by the laser to generate a Lambertian light source with the cor-
rect spectrum. Because of the wavelength dependence of the white field correction, a tem-
perature calibration curve for each individual pixel would be necessary. However, for the
phosphor used (BAM:Eu2+), the gradients in the emission spectrum (shown in Fig. 3.7) are
small and do not vary significantly with temperature, so a flat field correction performed
at room temperature is used to correct the actual non-isothermal measurements. When it
is not possible to use the pellet and screens, an image of the jet at room temperature can
be used to compute the white field image. Because of the propagation of uncertainty, it
is important to compile a white field image from statistically significant data. Also, the
cut-off filtering procedure described above is crucial to avoid bias, which results in errors
after division.
5.7. Calibration
Because of the angular dependence of the filter transmission function, it is not possible to
use a calibration curve derived from the recorded emission spectrum and the filter trans-
mission curves, so a 2D gas-phase calibration is necessary. In addition, the dependence of
the filter function on the solid angle subtended by the filter or beamsplitter surface results
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in a setup-dependent calibration.
5.7.1. Calibration at intermediate temperatures (300-750 K)
At temperatures below 750 K, calibration can be performed in an electrically heated jet.
Air heaters (750 W in-line heater and 1256 W heating tape, Omega engineering) can be
controlled using a PID controller (CN132, Omega engineering), a solid state relay and an
in-flow thermocouple. Heater with electronics located in the air path (e.g. Leister LHS
21 system) were found to have a very limited lifetime under these conditions because of
particle-induced damage.
During steady operation of the jet, a K-type thermocouple is placed in the measurement
volume at a position on the jet centreline and in the jet potential core. The thermocouple
is removed, and the gas-phase measurement performed. A volume small enough to be
in the isothermal region, but large enough to contain a suitable number of independent
measurements is used to calculate the mean ratio at each temperature. A polynomial fit
is then applied to these in-flow calibration data and used to convert the ratio images to
temperature fields.
5.7.2. Calibration at high temperatures (>750 K)
The maximum temperature of an in-line heater calibration setup is limited by the tem-
perature rating of commercial laboratory-scale heaters. For higher temperature, industrial
heaters (Leister LE 5000 HT) are required, which necessitate high flow rates of air (>
1000 liters/min), and high power.
The Hencken burner is a widely used calibration system for thermometry techniques,
capable of producing uniform temperatures from 600 K to above 2000 K. However, the
small size of the honeycomb cell (∼ 500 µm), makes it difficult to seed, and to clean
afterwards. Different alternative systems, reactive and non-reactive, were considered and
tested for calibration at higher temperatures.
Lean premixed hydrogen/air flame
Lean premixed hydrogen flames offer the coldest burnt gas temperature, so they can be
used to provide medium temperature calibration flows. Therefore the first system con-
sidered was a lean premixed hydrogen flame stabilised on a Bunsen burner. However,
this approach was unsuccessful because of instabilities under very lean conditions and the
difficulty in measuring the flame temperature, even with a 50 µm diameter R-type thermo-
couple. This case illustrates important limitations of thermocouple measurements. To our
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surprise, after flame blowout, the thermocouple kept indicating high temperature (>700
K). Adding the fact that the indicated temperature follows the hydrogen to air ratio, and
that the flame is completely invisible, this is particularly disconcerting. The explanation
is that highly reactive flame species use platinum as a catalyst for exothermic reactions
which result in the heating of the thermocouple. As a result, platinum thermocouples in-
dicate excessive temperatures in the pre-flame region [88]. At 700 K, in a CH4/O2 flame
(Φ=0.9), the error can be as high as 400 K. A non-catalytic coating can be used, preventing
such effects at the expense of time response and radiation error [88]. In addition, because
of the flame instabilities, the thermocouple keeps crossing the flame front, resulting in an
average of burnt and unburnt temperature.
Multiple hydrogen/air diffusion flames
Figure 5.16.: Image of a matrix burner, reproduced from Arnold Burners
A second reactive calibration system was considered: a so-called matrix burner. As
shown on Fig. 5.16, commercial matrix burners (Arnold Burners) consist of an arrays of
small fuel tubes (1 mm inner diameter, 1 mm thickness) surrounded by larger air ports
(3 mm diameter). This burner is intended to provide stable and fairly flat temperature
profile. Seeding this burner does not pose any difficulty. Because this burner is designed
for oxyfuel flames, it is not possible to stabilise methane/air flames. In order to reduce
the flame temperature, the burner was operated with hydrogen and air. At low hydrogen
flow rate, the pressure drop across a fuel supply tube is low, which leads to a high fuel
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flow towards the central fuel tube, and lower fuel flows towards the outer ones, resulting
in curved temperature profiles. At higher hydrogen flow rates, the air flow rate must be
increased accordingly, and the high strain rate causes several of the flames to blow out.
It is interesting to note that, when operating on hydrogen/air, these diffusion flames emit
blue fluorescence.
High-temperature furnace
A third approach is non-reactive. A seeded stream flowed through a 8 mm inside diameter,
2.5 m long stainless steel coil, placed inside a high temperature oven. The temperature
of the jet can be measured using a fine (50 µm diameter) type K thermocouple. This
length was found to be sufficient to raise the gas temperature by 80% of the temperature
difference between inlet and oven temperatures. Using this system, it is therefore possible
to obtain exit jet temperatures up to 1200 K. The disadvantage of this system, is the long
warm-up time (2 hours) of the oven compared to in-line heaters and reactive cases. This
system was used to calibrate the phosphor BAM:Eu2+ from 300 K to 950 K as described
in Chapter 6.
In this chapter, the important aspects of the experimental method were considered, tested
and developed, in order to provide a temperature and velocity imaging technique with
attractive figures of merit (accuracy, precision, spatial and temporal resolution).
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6. Characterisation of BAM:Eu2+ particles
Theoretical and practical aspects of the thermographic PIV concept have been discussed in
the previous chapters. Thermographic phosphors were shown to have promising properties
for two-dimensional measurements in turbulent flows. Theoretical models demonstrated
that thermographic phosphors are also suitable tracer materials from a heat transfer point
of view, provided that micron-size particles are used. Various aspects of the experimen-
tal setup were developed to improve signal levels and reduce systematic errors. The last
task in the validation of the technique consists of identifying a promising thermographic
phosphor material, determining whether it provides enough signal levels and shows suf-
ficient temperature sensitivity for turbulent flow investigations, and examining possible
phosphor-related sources of uncertainty.
BAM:Eu2+
The phosphor BAM:Eu2+ has several attractive features. It has a broad excitation spectrum
extending in the near UV, allowing excitation with standard laser systems, such as tripled
Nd:YAG laser. Its subsequent emission is fast (1 µs), in the blue region of the visible spec-
trum and it has a high quantum yield, near 100% [55]. All these features offer in principle
improved signal levels compared to other phosphors with longer emission times used for
previous gas-phase studies (YAG:Dy3+ [70], Mg4FGeO6:Mn4+ [71, 64], Y2O2S:Er3+,Yb3+
[72], YAG:Pr3+ [2]).
In the absence of systematic errors, the precision of the technique is determined by
the phosphor sensitivity and the signal level. In this chapter, a spectroscopic study of
the phosphor BAM:Eu2+ is performed in an optically accessible temperature-controlled
oven to determine its temperature sensitivity up to 1100 K (Section 6.1). Signal levels
are also quantified for a wide range of conditions. Because they are proportional to the
seeding density, an experimental procedure to simultaneously measure seeding density
and signal intensity is developed. It is applied to 2 µm diameter BAM:Eu2+ particles,
measuring the phosphorescence intensity for a range of seeding densities, laser fluences
and temperatures, in air as well as in nitrogen (Section 6.2). To identify possible sources
of uncertainty, the sensitivity of the measured temperature to the parameters mentioned
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above is also investigated (Section 6.3)
6.1. Spectroscopy
6.1.1. Experimental setup
2 µm BAM:Eu2+ thermographic phosphor particles (KEMK63/UF-P1, Phosphor Technol-
ogy) were used. The exact Europium content is not available but it is more than 1% that
of Barium according to the phosphor manufacturer. A SiO2 nanoparticle coating (Ludox)
was applied to reduce inter-particles forces and limit particle agglomeration (see Section
5.2). The same phosphor powder was used throughout this chapter.
To obtain the spectra, the phosphor powder was placed in an optically-accessible tem-
perature controlled oven (Eurotherm 2416CG, Lenton Furnaces) and excited at 355 nm
with a fluence of 1 mJ/cm2 using the third harmonic of a 5 Hz pulsed Nd:YAG laser
(Quanta-Ray GCR-150, Spectra-Physics). A 355 nm long-pass dichroic mirror (HR 355
nm / 45◦, Laseroptik) was used to steer the beam towards the sample in the oven and to
collect the phosphorescence light on the same optical axis. The emission spectra were
measured using a 300 mm focal length spectrometer (Acton SP-2300i, Princeton Instru-
ments) with a grating groove density of 300 g/mm, f/4 optics and an interline transfer
CCD camera (Imager Intense, LaVision) covering a spectral range of 86 nm. Measure-
ments were performed at two different positions of the grating to cover a wider spectral
range. The exposure time was set to 5 µs starting 1 µs before the laser pulse. The entrance
slit width was 100 µm, providing a spectral resolution of 1 nm as measured using a mer-
cury vapour lamp. The transmittance/quantum efficiency of the complete detection system
was previously calibrated using the reference spectrum of a tungsten halogen lamp (LS-1,
Ocean Optics).
Thermal degradation of BAM:Eu2+ at high temperature
Several studies have reported evidence of thermal degradation occurring in BAM: Eu2+
powder samples after extended (1 hour) exposure to temperatures exceeding 770 K [89,
90]. Under these conditions, the oxidation state of the Eu2+ atoms increases to Eu3+,
resulting in a sharp and permanent drop in the room temperature emission intensity of
the blue broadband phosphorescence. This degradation also results in a small red shift
linked to an increase in the strength of crystal field acting on the Eu2+ atoms due to the
appearance of neighbouring Eu3+. For an exposure of an hour at 770 K in air, a shift of
about 2 nm was reported [91]. It is unlikely that this degradation phenomenon will have
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an effect in the case of flow measurements, considering the much shorter residence time in
hot environment. By opposition, in reducing atmosphere, e.g. nitrogen, the spectral shift
takes place in the opposite direction, due to the appearance of oxygen vacancies which
weaken the crystal field in the vicinity of the Eu2+. However, the shift in nitrogen (1 nm)
is half as much as the shift occurring in air [91].
When measuring emission spectra in the optically-accessible furnace, it is not possible
to limit the residence time to a few seconds. A first set of measurements were performed
from room temperature to 700 K in air, and spectra were recorded at 50 K intervals. In or-
der to obtain emission spectra without any thermal degradation occurring to the phosphor
at temperature above 770 K, a first approach was to quickly introduce the phosphor powder
contained in a ceramic crucible in the hot oven. In this case, the temperature of the sample
rises by 800 K over 150 seconds. However, the poor thermal conductivity of the powder
stack due the presence of air in interstices between particles resulted in strong temperature
gradients across the powder sample, leading to large measurement errors and a lack of
repeatability. Instead, and in order to limit the spectral shift and the reduction in phospho-
rescence intensity linked to thermal degradation, the oven was continuously flushed with
a stream of nitrogen (15 SLPM). The sample was introduced when the furnace was cold,
and the temperature increased to 1100 K. Spectra were recorded at intervals of 200 K.
After reaching 1100 K, the sample was removed from the oven and rapidly cooled down
in order to assess any potential thermal degradation of the powder. A thermocouple was
fixed to the crucible using a high-temperature cement (Omegabond 400) so its junction
was located in the powder a few millimetres below the surface of the stack.
6.1.2. Results
The emission spectra obtained from 300 K to 700 K (in air) and from 300 K to 1100 K
(in nitrogen) are shown on Fig. 6.1 and Fig 6.2 respectively. The phosphorescence emis-
sion consists of a single broad and featureless band around 445 nm, characteristic of the
4f65d→4f7 transition, which is strongly coupled to the host in divalent Europium phos-
phors (see Chapter 3). The irregular profile present in the emission spectrum measured in
another study [92] may be attributed to uncorrected spectra. The spectrum shifts towards
the UV region and broadens with increasing temperature. As discussed in Section 3.3.2,
this phenomenon shared by several Eu2+-doped phosphors can be attributed to the thermal
expansion of the host lattice which reduces the crystal field on the Eu2+ atoms, resulting
in a shift of the position of the lowest 4f5d state towards higher energies.
As shown on Fig. 6.2, the phosphor is still sensitive to temperature at 1000 K. How-
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Figure 6.1.: BAM:Eu2+ emission spectrum following 355 nm excitation in air, normalised
to the emission band peak and recorded at 50 K intervals
Figure 6.2.: BAM:Eu2+ emission spectrum following 355 nm excitation in nitrogen, nor-
malised to the emission band peak and recorded at 200 K intervals. Note that
the density of lines is lower than that on Fig. 6.1. The transmission curves of
the filters used in Sections 6.2 and 6.3 are superimposed on the spectrum
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ever, the filters used should be carefully chosen to include the 375-400 nm spectral re-
gion in order to maintain the sensitivity over the range 300-1000 K in actual measure-
ments. Concerning potential thermal degradation of the sample, a small blue shift (0.1
nm) with respect to the untreated sample could be detected, with no consequence on the
ratio (< 0.01% deviation).
6.2. Quantitative study of gas-phase phosphorescence
It is difficult to directly set or reproduce seeding conditions from an experiment to another,
and therefore the seeding density must be measured to permit quantification of possible
effects of the particles on the bulk gas properties and to make appropriate comparison be-
tween different phosphor materials. To measure the seeding density and the phosphores-
cence intensity simultaneously, the particles were counted using high resolution particle
images obtained with a CCD camera while the phosphorescence intensity is simultane-
ously recorded by the beamsplitter and camera detection setup described in Section 5.4.1.
6.2.1. Experimental setup
Test case
Figure 6.3.: Experimental setup. M 0◦ mirror, DM dichroic mirror, SO sheet optics,
GW glass window, IF interference filter, CF coloured glass filter, DBS plate
dichroic beamsplitter. The sheet optics of the dye laser are not represented.
A jet of air, 40 mm in diameter, was seeded using a custom-built reverse cyclone seeder
(see Section 5.2). The seeding density was adjusted by controlling the air velocity in the
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seeder, which was achieved by changing the pressure drop in a stream that bypassed the
seeder. To investigate possible effects of oxygen quenching on the phosphorescence emis-
sion, the rig was designed so it could be alternately supplied with air and pure nitrogen.
To heat up the gas, the seeded stream flowed through an 8 mm inside diameter, 2.5 m
long stainless steel coil, placed inside a high temperature oven. The temperature of the jet
was measured using a fine (50 µm diameter) type K thermocouple. With this system, it is
possible to obtain exit jet temperatures up to 1200 K.
Excitation
Three different light sources were used for the phosphorescence excitation. For most of
the studies presented here, the phosphor was excited at 355 nm using the third harmonic
of a 5 Hz pulsed Nd:YAG laser (Quanta-Ray GCR-150, Spectra-Physics), with a pulse
duration of 7 ns, a maximum pulse energy of 150 mJ and a spectral bandwidth of less than
1 cm-1.
To investigate the influence of the laser wavelength and bandwidth on the phosphores-
cence emission, two additional sources were used. A frequency-quadrupled 5 Hz Nd:YAG
laser (Quanta-Ray Lab 150, Spectra-Physics) provided excitation at 266 nm. Additionally,
a dye laser was used to provide a relatively broad light source with high peak power. The
main amplifier cuvette of a dye laser (Narrowscan, Radiant Dyes) was filled with Exalite
376 (Exciton) and pumped by the frequency tripled Nd:YAG laser. The cavity was formed
using a highly reflective 355 nm mirror, the main amplifier cuvette and a glass window
with an anti-reflective (AR) coating on the reverse side. The spectrum of this laser output
has a maximum at 376 nm and a bandwidth of 200 cm-1 or 3 nm, as measured using a
spectrometer. A maximum pulse energy of 2 mJ can be obtained.
In order to obtain high resolution Mie scattering images of the particles, the second
harmonic (532 nm) of one of the Nd:YAG lasers was formed into a thin light sheet (160
µm).
Unless mentioned specifically, all beams were overlapped in the measurement plane
using 266 nm and 355 nm long-pass dichroic mirrors. Cylindrical lenses and Galilean
telescopes were used to form light sheets and control their thicknesses independently. The
laser sheets were reflected using a glass window with an AR coating on the reverse side
onto a thin piece of paper positioned the same distance as from the window to the mea-
surement volume. This paper was imaged onto a CCD camera equipped with an 85 mm
Nikkor lens. The resolution of the imaging system was determined using a USAF target.
The images of the sheets reflected from both the front and the back surface of the glass
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window were found to have the same FWHM thickness. This was true for all four wave-
lengths tested (266 nm, 355 nm, 376 nm, 532 nm) confirming the homogeneity and linear
character of the paper fluorescence.
A photodiode-based energy-monitoring unit (Double-pulse Energy monitor V9, La Vi-
sion) was used to measure the energies of the various light sources on a shot to shot basis.
Due to the spectral response of the photodiode, it was not possible to monitor the 266
nm and 355nm beams simultaneously using this energy-monitoring unit only, and so a
second Si photodiode (DET-10A) and an oscilloscope (Tektronix DPO 4045) were used.
All energy measurement systems were pre-calibrated using a pyroelectric energy detector
(PEM-45K, Radiant Dyes).
Phosphorescence detection setup
The phosphorescence emission from the particles was detected by two hardware-binned
(4 x 4) non-intensified interline transfer CCD cameras (Imager Intense, LaVision) with
50 mm f/1.4 Nikon lenses fitted with interference filters and a longpass dichroic plate
beamsplitter (Chroma 445 LP), AR-coated on the reverse side. The cameras/beamsplitter
system was carefully adjusted using micrometer stages to minimize relative distortion and
differences in light collection path. The field of view of the cameras was 28 x 21 mm.
Two high transmission (>90%) interference filters at 440-90 and 464-40 nm (notation
is CWL-FWHM) were used to exploit the temperature dependent shift and broadening of
the emission line for the ratio-based temperature measurement, as shown on Fig. 6.2. The
camera exposure time was set to 5 µs, beginning 1 µs before the laser pulse.
The dynamic background subtraction procedure described in Section 5.6.2 to account
for the camera behaviour, was applied to the recorded images. The subtracted images were
then corrected for non-linearity. The linearity response of the cameras was determined
using a 3-inch diameter integrating sphere (Labsphere), and a pre-calibrated detector. The
irradiance on the camera chip was varied using an aperture at the sphere entrance port,
which was illuminated by a phosphor pellet following laser excitation at a constant pulse
energy. This arrangement allows suitable irradiance on the chip during the short exposure
time used in the actual measurements. The uncertainty in the camera calibration is 2 %.
A 7 x 7 moving average filter was applied to the images for a final resolution of 600
µm. Image pairs were divided and resulting ratio images were themselves divided by
an average ratio image obtained a room temperature to correct for non-uniformities in the
light collection efficiency. No software mapping was applied before division of the images.
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Particle counting
Particle scattering images from 532 nm illumination were recorded using another CCD
camera positioned on the opposite side of the measurement plane. This camera was hard-
ware binned (2 x 2) and equipped with a 2 X teleconverter (Tamrom AF 2X), a 105 mm
f/2.8 lens with the f-stop at f/4, a 532-10 nm interference filter (LaVision) and an O.D. 2
neutral density filter. A colour-glass (OG515, Schott) was positioned in front of the detec-
tion system at 45◦ to prevent interference arising from the phosphorescence light reflected
by the 532 nm filter.
The collection optics provided a magnification of 1.12, and a field of view of 6 x 8
mm. The FWHM of the image of a single particle was less than a binned camera pixel, or
12.9 µm. The laser pulse energy was adjusted so that the peak intensities of the weakest
particle images were well above the noise threshold. This also ensured that any possible
light extinction due to the presence of particles on the optical path will have a negligible
effect on the particle counting procedure.
Particles images were then processed using Matlab in order to evaluate the number of
local maxima in the procedure described below. First, a cut-off filter of 10 counts is ap-
plied. The counting algorithm then sorts pixels by descending order of intensities. The
position of the maximum is marked and all pixels less than 2 pixels from this maximum
were removed from the list, in order to remove the wings of high peak intensity particle
images. Next maxima are found until all pixels have been removed. Based on this proce-
dure, up to 2,000 particles can be counted per image. Considering the field of view and
laser sheet thickness used here, this counting technique covers a wide range of seeding
densities from 108 to 2·1011 particles/m3.
For the heated test case, due to space restrictions owing to the oven position, the mea-
surement plane of the particle counting camera was tilted by 24◦, intersecting the phos-
phorescence measurement plane at the jet centreline. As discussed in Section 5.4.1, an
alternative solution would be the use of a long-pass dichroic beamsplitter with the phos-
phorescence detection system at 90◦ from the particle counting camera or from the PIV
camera during actual combined velocity-temperature measurements.
6.2.2. Seeding density
To quantify the mean phosphorescence intensity of single 2 µm BAM:Eu2+ particles, the
number of particles present in the probe volume was measured using the particle counting
system. The seeding density was varied while phosphorescence and Mie scattering images
were recorded simultaneously and on a shot to shot basis. As shown on Fig. 6.4 (left), the
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Figure 6.4.: Recorded pixel intensity (left) and temperature precision (right) as a function
of the seeding density under 355 nm illumination with a fluence of 23 mJ/cm2
recorded phosphorescence signal is a linear function of the seeding density, indicating
that there is little attenuation of the phosphorescence signal by particles on the optical
collection path.
In Fig 6.4 (right), the instantaneous single pixel error is plotted against the seeding
density. With increasing seeding density, the signal to noise ratio increases and the mea-
surement precision improves. This shows that the precision is strongly linked to signal
statistics with limited effects from systematic errors. For reference, a 10 K deviation cor-
responds to a 2.5 % change in the normalised ratio. When using BAM:Eu2+ particles with
a diameter of 2 µm and for the filter combination used, number densities on the order of
1011 particles per m3 generate enough signal to maintain a temperature precision better
than 10 K between 300 and 600 K. For PIV measurements, the presence of 15 particles on
average in each interrogation area is recommended [93], and therefore a seeding density
of 1011 particles per m3 is needed for a resolution of 600 µm. The results of Fig 6.4 in-
dicate that a comparable seeding density is required for this thermometry technique, for a
comparable resolution.
6.2.3. Excitation fluence
The dependence of the phosphorescence intensity on the laser fluence is shown on Fig.
6.5. Above a few mJ per cm2, the phosphorescence signal departs from the linear regime,
and the increase in phosphorescence intensity with the laser fluence is much lower than
expected. Using the developed particle counting tools, it is possible to characterise this
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Figure 6.5.: Gas-phase phosphorescence emission intensity with increasing laser fluence
for 355 nm and 266 nm excitation
phenomenon with accuracy, as fluctuations in seeding density can be accounted for with
improved sensitivity. In Fig. 6.5 it can be seen that below 2 mJ/cm2, the phosphorescence
intensity is a linear function of the laser fluence. Above this value its rate of increase
with laser fluence gradually drops to finally reach a constant value above 10 mJ/cm2. This
behaviour, referred to as saturation, limits the phosphorescence signal. Three possible
explanations for this saturation behaviour are considered.
One possibility is that as the laser fluence increases, the number of photons absorbed
by a BAM:Eu2+ particle increases, which depopulates the absorbing state of Eu2+ atoms.
This results in a decrease in the absorption cross section.
Second, the increase in laser fluence results in an increase in the particle temperature
caused by the heat dissipated by non-radiative relaxation. As the temperature is increased,
the quantum efficiency of the phosphor drops and so does the rate of increase of the emitted
intensity with the laser fluence.
A final possibility is a cross relaxation phenomenon. As more atoms are promoted to the
excited state, the mean distance between excited luminescent centres increases, and energy
transfer between two Eu2+ atoms may occur. One atom gives away its excess energy to a
neighbouring atom promoting it to a higher state, and resulting, at best, in the emission of
a single photon for two absorbed photons. In this situation, the quantum efficiency of the
phosphor would also decline with laser fluence.
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Using the developed particle counting system, the average number of photons emitted
from a particle can be quantified and compared to its Europium population in order to ex-
plore the first hypothesis. Based on Fig. 6.4, a mean intensity of 100 counts per pixel, can
be obtained using a seeding density of 1011 particles/m3 and a fluence of 23 mJ/cm2. Based
on signal calculations, this indicates that a particle emits 2.106 photons on average in the
saturated regime. Considering a 2 µm diameter particle with minimum Europium content
of 1%, if all Europium atoms are excited and then decay via photon emission (quantum
efficiency > 90%), 108 photons should be emitted. The details of the two calculations
leading to these two results are presented in the Appendix A. This difference is too large
to confirm the hypothesis of a ground state depopulation and too small to refute it. Indeed,
it may not be possible to excite all the Europium atoms using the excitation scheme (355
nm) used here.
Figure 6.6.: Typical excitation spectrum of BAM:Eu2+ as resolved into seven Gaussian
bands. Emission collected at 460 nm. Reproduced from [8]
Several studies suggest that europium ions reside in different sites in the BAM lattice
[94, 95, 91, 96, 8]. The crystal field acting on the Eu2+ atoms differs between sites and the
asymmetrical emission spectrum is interpreted as a convolution of the Gaussian-shaped
emission spectra of these different sites. It is also proposed that the very broad and irreg-
ular excitation spectrum above 200 nm, shown in Fig. 6.6, is composed of the absorption
bands of the individual sites. The excitation below 200 nm is attributed to host-lattice
absorption. Based on this reasoning, it may be possible to access different sites by using
different excitation schemes. These sites may have different populations, and the satura-
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tion threshold could potentially be increased. These studies agree on the existence of at
least 3 sites. However, the position, strength, and width of the absorption band of each site
are still unclear. This possibility was explored by exciting the phosphor particles at 266
nm. The two excitation wavelengths (266 nm and 355 nm) being sufficiently far apart, it
was expected that two different sites will be accessed.
Figure 6.5 shows that the phosphorescence intensity is very similar for the two excitation
schemes, with similar sub-linear dependence on the excitation fluence above 10 mJ/cm2.
This result suggests that either the same site is excited at 266 and 355 nm, or that the two
sites are similarly populated. It is not possible to use the emission spectrum to distinguish
between the absorbing sites as this latter is insensitive to the excitation wavelength. This
is likely to be due to energy transfer occurring during the relatively long phosphorescence
emission (1 µs).
Figure 6.7.: Gas-phase phosphorescence emission intensity with increasing laser fluence
using tripled Nd YAG excitation (355 nm, 1 cm-1) and broadband dye laser
excitation (376 nm, 200 cm-1, 1 datapoint).
For inorganic solids, due to the position of the luminescent centres in the particle or crys-
tal, the local crystal field is different for each emitter, with slightly differing positions of
the energy levels due to the Stark effect. This is referred to as inhomogeneous broadening.
If the natural linewidth of the phosphorescence transition is narrow, then inhomogeneous
broadening can be responsible for the broad excitation spectrum. The non-injection seeded
Nd:YAG laser used here has a spectral bandwidth of less than 1 cm-1. This may imply that
only europium ions experiencing a given strength of the crystal field will absorb the laser
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energy, which may represent a very small portion of the europium ions present in the parti-
cles. To assess this assumption, a broadband dye laser source was used with a much larger
spectral bandwidth of 200 cm-1. Fig. 6.7 shows that this light source does not increase the
phosphorescence intensity in the saturated regime. The 4f65d→4f7 transition of the diva-
lent europium ion is parity allowed but partially spin forbidden. The natural linewidth is
likely to be relatively large, and no additional atoms are excited by the larger bandwidth of
the 376 nm laser. At this stage, none of the three explanations mentioned above to explain
the saturation behaviour of this phosphor can be explicitly favoured.
6.2.4. Temperature and oxygen partial pressure
As mentioned at the start of this chapter, the precision of the measurement is determined
by the phosphor and filter combination, and by the signal level. Even though the sensitivity
can be maintained over the range 300-1100 K, the signal levels are expected to decrease
due to thermal quenching.
Simultaneous measurements of phosphorescence intensity and seeding density were
performed in the heated jet configuration described in Section 6.2.1 in order to determine
the evolution of the intensity per particle with temperature. As shown in Fig. 6.8 (left), at
920 K the particle phosphorescence intensity is 7.5 % of the room temperature intensity.
If the drop in gas density is also accounted for, then the drop in phosphorescence intensity
per unit volume of gas can be determined, as shown in Fig. 6.8 (right). At 920 K, the
intensity per unit volume is 2.5 % the room temperature value. This range of intensities is
still within the dynamic range of the camera (12 bits). Maintaining a precision of 25 K at
900 K will require 4 1012 particles, with an increase of the gas heat capacity of 4%.
The sensitivity of the phosphorescence intensity to the concentration of oxygen was
also investigated by alternately seeding a stream of air and of pure nitrogen. The results
are shown in Fig. 6.8. The presence of oxygen up to atmospheric concentration does not
have any effect on the phosphorescence intensity. The deviations between the two cases
are within the experimental uncertainty.
6.3. Potential uncertainty investigations
6.3.1. Preferential attenuation
If the excitation and emission spectra of the tracer molecule overlap, re-absorption of phos-
phorescence light can occur, and the transmitted phosphorescence spectrum can become
dependent on the number density since part of the spectrum will be more extinguished.
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Figure 6.8.: Intensity per particle (left) and intensity per unit volume (right) as a function of
temperature obtained in a heated stream of air, or of pure nitrogen seeded with
micron-sized BAM:Eu2+ particles. Measurements performed on the powder
stack in the optically accessible furnace are also included
This is often true for laser dye molecules. The dependence of the measured temperature
on the number density of molecules will depend on the spectral overlap, on the absorp-
tion cross-section and on the optical path through the seeded flow of interest. In addition,
the Mie scattering cross section is wavelength- dependent, and for molecules with broad
emission spectrum, extinction caused by elastic scattering can alter the transmitted emis-
sion spectrum.
As shown in Fig. 6.1 and Fig. 6.6, there is a small overlap between excitation and
emission spectrum for BAM:Eu2+, in the region from 400 to 425nm. The effect of the
seeding density on the measured temperature was quantified using the two-camera phos-
phorescence detection and particle counting systems. Results are presented in Fig 6.9.
The seeding density has no effect on the measured temperature over the indicated range
of seeding densities, for a seeded flow above a 40 mm diameter nozzle. A slight decrease
can be observed but given the 2% uncertainty on the linearity of the detector used for the
CCD camera calibration, non-linearity can cause a maximum deviation of up to 20 K over
the dynamic range of the camera.
6.3.2. Laser induced heating
Potential laser-induced heating effects were explored by measuring the intensity ratio with
increasing excitation fluence and converting it to temperature using calibration data. Fig
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Figure 6.9.: Measured temperature as a function of the seeding density
6.10 shows a slight increase of 25 K in the measured temperature with the excitation
fluence from a few mJ/cm2 to 400 mJ/cm2. These results also indicate that over 200
mJ/cm2, the measured temperature does not depend on the excitation fluence.
This subtle trend could indicate that at these fluences the material becomes partially
transparent to laser light stopping the additional dissipation of heat. This tends to sup-
port the first suggestion of saturation due to ground state depletion. Laser induced heating
would continue if the two possibilities involving declining quantum efficiencies were re-
sponsible for saturation.
It should be noted that, for practical applications, if the calibration and the actual mea-
surements are performed at the same fluence there will not be any effect on the measure-
ment accuracy. Even when considering a ±10 % variation in the laser fluence across the
field of view for a mean value of 50 mJ/cm2, the maximum deviation in the measured
temperature will be only 2 K.
6.3.3. Sensitivity to temperature and oxygen partial pressure
Finally, the sensitivity of the phosphor to the oxygen content was investigated over the
300-950 K temperature range. The results are presented in Fig. 6.11. As with the absolute
intensity, the intensity ratio response is also not sensitive to the oxygen concentration.
The sensitivity of the phosphor to temperature with the filter combination used in this
study decreases quite significantly after 800 K. This can be attributed to the filter failing to
integrate the blue broadening of the emission spectrum in the region below 400 nm. As an
alternative, a 370 nm long-pass filter can be used on the reflection camera, offering a good
level sensitivity over the entire temperature 300-1000 K temperature range as suggested
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Figure 6.10.: Measured temperature as a function of the laser fluence
by the emission spectra presented in Fig. 6.2.
6.4. Summary of the results
• A particle counting system was developed which enabled the isolation of effects
arising from fluctuating seeding density and allow quantitative measurements of
signal levels from phosphor particles in the gas phase.
• Results show that with this phosphor, a seeding density comparable to that used in
conventional PIV experiments (1011 particles per m3 for a resolution of 600 µm)
provide sufficient signal for precise measurements in turbulent flows. In Chapter
4, it was showed that at this seeding density, particles have no effect on the gas
properties. Phosphors with a longer lifetime or lower quantum yield would require
considerably higher seeding densities, increasing the heat capacity of the gas, and
possibly quenching chemical reactions.
• The phosphorescence intensity is linearly dependent on the seeding density and in-
dependent of the oxygen fraction in the gas. These two parameters have no impact
on the measured ratio and therefore on the indicated gas temperature. A subtle
dependence on laser fluence was noticed, with very little effect on actual measure-
ments.
• The temperature range of this phosphor was explored by measuring the evolution of
100
Figure 6.11.: Intensity ratio as a function of temperature obtained in a heated stream of air
and of pure nitrogen seeded with micron-sized BAM:Eu2+ particles
the phosphorescence intensity and of the emission spectrum at temperatures up to
1100 K. These measurements clearly show that the temperature range is limited by
the signal levels attainable rather than a decline in the phosphor sensitivity.
• A non-linear dependence of the phosphorescence intensity on the excitation fluence
was found. There is a difference between measured and calculated phosphorescence
signals in the saturated regime, which starts as low as 5 mJ/cm2. Different expla-
nations were formulated and different ways to increase the signal level using alter-
native excitation schemes were explored. Neither site-specific excitation at 266 nm
or broadband excitation at 376 nm led to increased signals in the saturated regime.
An excitation scan (250-370 nm) at high peak power, would provide insightful data
to aid the identification of the partitioning of the Europium ion population between
sites. Extinction measurements for different excitation fluences would also be help-
ful to identify the phenomenon responsible for this saturation behaviour.
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7. Simultaneous temperature and velocity
imaging in turbulent flows
This chapter draws from the results of the developmental work presented in Chapter 5
and of the characterisation of BAM:Eu2+ described in Chapter 6 in order to apply this
thermographic PIV concept to a turbulent heated jet. The experimental setup is briefly
described and results spanning a 300 K - 700 K temperature range are presented. The
fundamental performance of the measurement technique is evaluated in terms of accuracy,
precision and spatial resolution (i.e. the figures of merit as outined in Section 5.1). Single-
shot images of temperature and velocity fields are shown demonstrating the utility of these
measurements for turbulent heat transfer studies.
7.1. Experimental setup
7.1.1. Test case
Figure 7.1.: Experimental setup. λ/2: half wave plate; BSpol: polarising beamsplitter; BS:
beamsplitter; DM: dichroic mirror; SO: sheet optics; IF: interference filters
and PBS: plate beamsplitter
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A diagram of the experimental setup used for the measurements is shown in Fig. 7.1.
The test case was a turbulent free jet of air with a Reynolds number of approximately
10,000, electrically heated using temperature-controlled heaters (750 W in-line heater and
1256 W heating tape, Omega Engineering). A thermocouple positioned 15 mm above the
8 mm diameter nozzle was used to monitor the flow temperature and could be translated
horizontally and vertically across the measurement plane using micrometer stages. The
central jet was seeded with the phosphor and shielded by an 80 mm diameter coflow with
a constant velocity of 0.3 m/s.
To permit velocity measurements in the whole field of view, the coflow was seeded
with 2 µm non-luminescent Al2O3 particles. This is in order to demonstrate the concept
of mixture fraction measurements using phosphor particles presented in Chapter 8. Both
powders were dried for 2 hours at 400 K in an oven before seeding into the flow using a
reverse cyclone seeder (see Section 5.2) developed in-house to separate large agglomerates
from the bulk flow. Furthermore, the powder was treated with a SiO2 nanoparticle coating
to reduce cohesion forces between particles.
7.1.2. Thermometry
Figure 7.2.: BAM:Eu emission spectrum plotted at 50 K intervals (see Section 6.1). The
measured transmission curves of the filters used in this study are superimposed
on the spectrum
The phosphor particles were excited at 355 nm using the 3rd harmonic of an Nd:YAG
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laser (Quanta-Ray GCR-150, Spectra-Physics) triggered at 5 Hz. The beam was expanded
and focused using f = -50 mm and f = 400 mm cylindrical lenses to form a tall light
sheet with a thickness of approximately 400 µm above the nozzle, as measured using
burn marks on photosensitive paper. The phosphorescence emission was detected by two
hardware-binned (4 x 4) non-intensified interline transfer CCD cameras (Imager Intense,
LaVision) with 50 mm f/1.4 Nikon lenses fitted with interference filters and a 50:50 plate
beamsplitter, AR-coated on the reverse side. Two interference filters at 420-30 (Chroma
Technology) and 460-10 nm (Edmund Optics) were used to exploit the temperature depen-
dent shift and broadening of the emission line for the ratio-based temperature measurement
(see Fig. 7.2). The timing of the laser-camera system was controlled using a trigger clock
(PTU9, LaVision). The variable laser-camera delay caused by synchronisation between
the camera clock and trigger clock was experimentally determined to be around 50 ns. To
avoid the effects of this jitter on the intensity ratio, and to collect the entire phosphores-
cence decay, the camera exposure time was set to 5 µs, beginning 1 µs before the laser
pulse. By seeding the flow with non-luminescent Al2O3 particles, it was also verified that
the phosphorescence signal was unaffected by scattered 355 nm/532 nm light due to the
high attenuation (optical density of 5) of the applied filters outside the passbands.
The camera and beamsplitter setup was manually adjusted as described in section 5.6.1,
and the average residual displacement was 0.23 pixels and no image mapping was used.
After acquisition, background images were recorded and subtracted from the image
pairs which were then digitally filtered and smoothed using a 5 x 5 unweighted moving
average filter. The final resolution was 400 µm, measured using an identically smoothed
image of a resolution target (1951 USAF) positioned in the measurement plane (see Fig.
5.11). This corresponds to approximately 70 x 60 independent measurements across the
25 x 20 mm field of view. Then, a flat field correction was performed to correct for spatial
non-uniformity in light collection efficiency using a pellet as described in Section 5.15.
Finally, the processed ratio images were converted to temperature using a quadratic fit
to in-flow calibration data. The data points were obtained by averaging over a volume
measuring 1.2 x 0.8 x 0.4 mm in the x, y and z directions and centred at the thermocouple
position (located 15 mm downstream of the nozzle) during steady operation of the jet.
7.1.3. PIV
The same Nd:YAG laser used for the phosphorescence excitation was used to provide the
first pulse for the PIV using the remaining 532 nm light after the third harmonic generation.
The energy of this beam was further adjusted using a λ/2 plate and a polarising beamsplit-
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ter. The second green pulse was provided by another frequency-doubled Nd:YAG laser
(Quanta-Ray LAB-150, Spectra-Physics). The two green beams were combined using a
50:50 beamsplitter before overlapping with the UV beam using a dichroic mirror. The
same cylindrical lenses were used for the UV and green light sheets and the alignment of
all three beams was monitored both where the beams were superimposed and in the far
field. Mie scattering from the Al2O3 and phosphor particles was detected for PIV using
an interline transfer CCD camera (Image Intense, LaVision) operating in double frame
mode, positioned on the opposite side of the measurement plane (see Fig. 7.1). The time
between the laser pulses was 1 µs. Light was collected using a 105 mm f/2.8 Nikon lens
with the f-stop at f/11 and a 532-10 nm interference filter (LaVision) to reject the phospho-
rescence emission. To prevent interference originating from reflection of phosphorescence
light by the PIV filter (see Section 5.6.2), the PIV camera was positioned at an angle and
a Scheimpflug adaptor between the camera and lens was used to eliminate off-axis defo-
cusing across the field of view. Perspective distortion of the particle images was corrected
and then the images were scaled to the unprocessed phosphorescence images using a map-
ping program (see Section 5.6.1). Processing of the particle images was carried out using
a multi-pass cross-correlation algorithm (DaVis 7.2, LaVision) with an interrogation win-
dow size of 32 x 32 and 50% overlap, resulting in a final vector spacing that matched the
true resolution of the temperature/mixture fraction data.
7.2. Results
7.2.1. Precision and accuracy of the measurements
In Fig. 7.3, average temperature images are shown for different jet conditions. Measure-
ments in the jet potential core were used to compute the intensity ratio-temperature re-
sponse shown in Fig. 7.2.1 (left) and the accuracy was evaluated using the mean deviation
from the fit applied to these data points. Data were gathered from different measurement
sequences recorded on different days and the repeatability was found to be excellent. Us-
ing this in-flow calibration method, an accuracy of 2% was achieved.
For comparison, jet temperature profiles were measured by translating a thermocouple
through the flow 15 mm above the nozzle during steady operation. These data were com-
pared to time-averaged temperature profiles extracted at the same vertical position from a
single line of independent measurements obtained using the two-colour phosphorescence
technique, as shown in Fig. 7.2.1 (right). The mean deviation from the thermocouple mea-
surements is 8.5 K (1.6%). As the signal decreases in the shear layer away from the jet
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Figure 7.3.: Averages of 100 single shot temperature images for different jet conditions.
(a-d) jet temperature T = 293, 483, 583 and 683 K.
Figure 7.4.: Intensity ratio response measured in the gas phase (left). Comparison of hori-
zontal temperature profiles measured during steady operation of the jet 15 mm
(∼ 1.9 diameters) downstream of the nozzle.
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Figure 7.5.: Histograms of 600 independent temperature measurements for each steady jet
temperature recorded near the nozzle exit. The number of samples at 293 K
has been reduced by a factor of 4 for improved visualisation
Figure 7.6.: Examples of instantaneous temperature and velocity images for a jet exit tem-
perature of 530 K. Only every second velocity vector is plotted for visualisa-
tion.
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axis, the measured temperature deviates slightly from the thermocouple trace until the sig-
nal drops below the applied cutoff filter threshold. In this experiment, the two flows were
deliberately seeded with different material to distinguish the two streams. Consequently,
at a given position in the shear layer the temperature was sampled only from events when
particles originating from the central jet are present. At the same position, colder, unseeded
coflowing air that is unmixed or mixed such that the signal is below the filter threshold was
not sampled, so the average of the sampled values is biased toward higher temperatures.
This problem would not occur if both streams were seeded with thermographic phosphor.
Statistics to determine the single-pixel temperature precision were gathered from 600
measurements at each steady jet temperature, as shown in Fig. 7.5. At room temperature,
the single pixel standard deviation of the 600 sampled measurements is 4.1 K. As the
temperature increases, the signal to noise ratio decreases due to thermal quenching of the
radiative transition and the reduction in particle number density as discussed in Section
6.2.4. As a result, lower signal levels are recorded in the central part of the jet, and the
measurement precision drops to 32.7 K at 683 K.
7.2.2. Correlated single shots
Examples of simultaneously acquired single shots of temperature, velocity and mixture
fraction are shown in Fig. 7.6. Although only every second resolved velocity vector is
plotted, the single shots show regions where the hot central jet is visibly contorted by
the turbulence. The concept of intermittency is well illustrated in these images. In each
single shot, temperature and velocity fluctuations are concentrated in the shear layer. Also,
from one image to the other, the same region is alternately occupied by turbulent and non-
turbulent patches.
In this chapter, the findings from the two previous chapters are applied to provide single
shot measurements of temperature and velocity fields in a turbulent heated jet. A temper-
ature accuracy of 2% and a precision between 2 and 5% for a spatial resolution of 400 µm
were obtained over a 300 - 700 K temperature range. This study demonstrates the utility
of this thermographic PIV technique in providing precise vector-scalar measurements for
turbulent heat transfer investigations.
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8. Mixture fraction measurements using
thermographic phosphor particles
In this chapter, the use of thermographic phosphor tracer particles to investigate the macro-
mixing of turbulent streams is presented. The principles of these mixture fraction measure-
ments are described. The simultaneous measurement of the temperature field permits the
appropriate correction of “number density” images, accounting for changes in gas density
due to heat transfer, in order to determine the mixture fraction. Correlated single-shot
measurements of temperature, mixture fraction and temperature are presented and the pre-
cision of the mixture fraction determination technique is assessed.
8.1. Introduction
In turbulent reacting flows, the transport mechanisms of thermal energy and species are of
primary interest as both gas temperature and composition control chemical reaction rates
which in turn influence the flow field. To understand this complex interaction between
chemistry and turbulence, combined measurements of velocity and scalar quantities such
as mixture fraction or temperature are therefore required [97]. As discussed in Chapter
2, PIV must used to determine the velocity field which prevents the simultaneous use of
classic mixture fraction approaches such as Raman scattering. Simultaneous scalar mea-
surements of e.g. mixture fraction can be based on the fluorescence signal of additionally
seeded gaseous tracers [38, 41, 98].
Alternatively, the Mie scattering signal from the particles themselves can be used (quan-
titative light scattering for mixture fraction measurements [99, 100, 101] or conditioned
PIV for the measurement of reaction progress variable [102].
Used as flow tracers, particles such as TiO2 and Al2O3 are inert and able to survive
temperatures up to 2200 K. When a single gas stream is seeded, the light scattered by the
particles can be used to evaluate mixing of the flow with other streams or ambient air. It
is clear that any particle-based diagnostic is limited to investigating the convective trans-
port of the concentration field and is not capable of providing information on micro-scale
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molecular mixing of gases. However, this technique is particularly useful to visualize
mixing in practical applications where convective mixing dominates, see e.g. [101]. Gen-
erally, these approaches are limited to isothermal cases since the scattered light intensity
depends on both mixing and the local gas density, therefore the temperature must also be
known. Furthermore, simultaneous velocity measurements are restricted to regions where
particles are present.
Alternatively, phosphor tracer particles can be employed to visualise mixing. If two
streams are seeded with different phosphors, by using an appropriate detection scheme,
the entire mixing state and velocity field can be measured simultaneously. Compared to
Mie scattering approaches, it is advantageous that the luminescence emission can be sep-
arated spectrally and temporally from laser reflections from surfaces. This concept can be
extended to non-isothermal cases by using thermographic phosphors, providing the simul-
taneous measurement of the gas temperature, which is used to condition the phosphores-
cence intensity. In this chapter, the technique presented in this dissertation is extended to
the simultaneous measurement of temperature, velocity and mixture fraction.
8.2. Experimental setup
The experimental setup is very similar to the setup used for simultaneous temperature and
velocity measurements described in the previous chapter. Phosphor particles are seeded
into an electrically heated jet, while non-luminescent particles are seeded into the co-
flowing gas stream. For the simultaneous mixture fraction measurements, one of the
recorded phosphorescence images was used. The simultaneously acquired temperature
is used to condition each phosphorescence image before normalizing to a region of known
mixture fraction. This accounts for the temperature dependence of the gas density and the
phosphorescence intensity as well as temporal fluctuations in particle seeding density. To
convert these raw phosphorescence images to mixture fraction, in principle the laser sheet
intensity profile and temperature dependence of both the particle number density and the
phosphorescence emission intensity must be known.
It was shown in Section 6.2.3 that BAM:Eu2+ saturate at fluences around 5 mJ/cm2.
This has implications for the mixture fraction measurements. For phosphorescence imag-
ing in the gas phase, it is preferable to operate in the non-linear regime to maximise the
signal and reduce the measurement uncertainty due to shot noise. However, in this regime
the phosphorescence images cannot be directly corrected for spatial variations in laser il-
lumination in order to determine the tracer number density, used to evaluate the mixture
fraction. Because of this, for all measurements the beam was expanded beyond the nec-
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essary height using the -50 mm cylindrical lens to obtain an homogeneous illumination
across the field of view. The FWHM of the beam profile in the vertical direction was 130
mm, measured using fluorescence from Coumarin 47 dye dissolved in methanol contained
in a glass cell. The beam was positioned so that the maximum was vertically located in
the centre of the field of view. In this configuration the laser illumination across the field
of view varied by less than 2.5%.
The dependence of this filtered phosphorescence intensity on temperature was deter-
mined on Section 6.2.4, which indicated thermal quenching of the radiative transition with
increasing temperature.
The mixture fraction, defined at a given spatial position as the mass fraction of gas
originating from the central jet, was finally calculated using:
f (x, y, t) =
I (x, y, t)
Iref (t)
× σph (Tref (t))
σph (T (x, y, t))
× T (x, y, t)
Tref (t)
(8.1)
where the terms account for the recorded phosphorescence intensity, the temperature de-
pendent filtered emission intensity and the variable gas density respectively. A reference
location containing a known mixture fraction is required, and the subscript ref designates
the instantaneous quantities averaged over a region used to account for shot to shot fluctu-
ations in the overall seeding density and laser intensity (first term) and exit jet temperature
(last term). This volume (1.2 x 0.8 x 0.4 mm in the x, y and z dimensions) was located
within the jet core, 6 mm from the nozzle exit.
This equation assumes uniform laser intensity, light collection efficiency, pressure and
seeding density. Here, uniform illumination was achieved as described above (diverging
lens some distance away). However, it should be noted that neither the thermometry nor the
velocimetry require a stable or uniform beam profile, which is a considerable advantage
in comparison with other scalar measurement techniques. Using the same Lambertian
target with a previously measured intensity distribution, the collection efficiency of the
transmission camera was corrected. The pressure was assumed uniform since the jet is
subsonic. While temporal fluctuations in the seeding density are accounted for in the first
term of the equation, spatially uniform seeding depends on the overall seeding quality. The
single pixel standard deviation of the instantaneous seeding density was found to be 12%
at 530 K, which limits the precision of the mixture fraction technique.
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Figure 8.1.: Examples of instantaneous temperature and velocity images for a jet exit tem-
perature of 530 K. (d) Average temperature and velocity fields compiled from
100 single shots. Only every second velocity vector is plotted for visualisation
Figure 8.2.: (a-c) Instantaneous mixture fraction images corresponding to Fig. 8.1 (d) Av-
erage mixture fraction image, determined from the same time series shown
above
8.3. Results
Examples of simultaneously acquired single shots of temperature, velocity and mixture
fraction are shown in Figs. 8.1 and 8.2 along with their respective mean fields. Scalar
quantities are transported by the turbulent velocity field and a good correlation between
cooler regions and areas where the two streams mix is evident.
The single shot precision of the mixture fraction measurements were compiled from
imaging data. Statistics were based on 600 independent measurements sampled from the
jet potential core. Unlike the temperature measurements, the mixture fraction method is
dependent on local spatial inhomogeneities in the particle seeding density, leading to a
higher noise level. This results in a single pixel precision of 20% at 530 K. The precision
of the quantitative mixing diagnostics is mainly limited by fluctuations in seeding density
(12%) and to a lesser extent to the uncertainty in the temperature measurements (about 4%
at 530 K).
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8.4. Conclusion
A diagnostic for simultaneous vector-scalar imaging was presented. Different phosphor
particles seeded to fluid streams can be distinguished using their distinct emission lines,
and in this study this property was exploited to measure the mixture fraction. By using
thermographic phosphors, the effects of variable gas density and thermal quenching of the
phosphorescence emission were accounted for by conditioning with the simultaneously
measured local temperature.
This permits measurements of the mixture fraction in non-isothermal flows, but impor-
tantly, as the technique is based on solid particles, the velocity can be measured simulta-
neously. This technique allows the study of turbulent transport, which is especially useful
as other concepts for combined vector-scalar techniques have proven particularly difficult
to realise experimentally.
Single shot measurements of temperature, mixture fraction and velocity were demon-
strated in a turbulent heated jet. A strong correlation between the two scalar fields was
observed as both quantities are transported by turbulent convection. Based on single shot
statistics in the jet potential core, the precision of the mixture fraction technique was esti-
mated to be about 20% at 530 K, limited primarily by fluctuations in local seeding density.
This precision is not comparable to tracer LIF diagnostics based on molecular tracers,
where it is easier to achieve a uniform seeding density. However, the phosphor tracer
used here can survive in reactive, high-temperature environments, offering the potential
for measurements in reacting flows. For example, simultaneous measurements of velocity
and both mixture fraction and temperature would be particularly beneficial in the study of
non-premixed flames. Departure from the fast chemistry limit due to intense turbulent mix-
ing could be directly measured using the two scalar fields and the simultaneously acquired
velocity data. These diagnostics are therefore promising for the visualisation of fuel-air
ratio in practical applications involving turbulence, heat transfer and chemical reactions.
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9. Conclusions and future works
In this thesis, a simultaneous temperature and velocity imaging technique using thermo-
graphic phosphor tracer particles was validated, developed and demonstrated. This final
chapter draws conclusions from the results of this work and summarises the capabilities of
the technique, which are then compared to other thermometry techniques in the same tem-
perature range (300-900 K). Several applications of the technique in challenging environ-
ments, such as in a wind tunnel to study the film cooling of turbine blades, are presented.
To expand the techniques capabilities, several key areas of development are identified.
They include studying the effect of particle size on signal levels, increasing the technique
sensitivity using different phosphors and exploring ways to extend the technique to flame
temperatures.
9.1. Summary of the work
The concept of using thermographic phosphor particles for combined instantaneous mea-
surements of temperature and velocity in turbulent flows was presented by Omrane and
co-workers [71]. The principle was demonstrated but only time-averaged measurements
were achieved. Neither the exposure time or the particle size were specified and an inap-
propriate heat transfer analysis (convection) was employed.
In this dissertation, this concept was validated theoretically and experimentally. It was
shown that particles made of a ceramic material, including thermographic phosphor par-
ticles and common PIV seed, respond even faster to a change in gas temperature than to
a change in gas velocity, irrespective of the gas temperature. In conclusion, micron-size
tracer particles are suitable tracers for combined temperature and velocity measurements
in turbulent flows, but as the response time increases with the square of the particle di-
ameter, the tracing accuracy of larger particles is considerably reduced. Because small
particles must be used, the feasibility of this concept then relied on whether micron-size
thermographic phosphor particles produce enough light for quantitative measurements of
the gas temperature.
For this purpose, the experimental method was entirely revisited, e.g. choice of cameras,
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camera arrangement and of phosphor material, in order to improve signal levels while
preserving high spatial and temporal resolution. BAM:Eu was chosen for its short lifetime
and a high quantum efficiency (>90%). A major improvement was therefore expected
compared to the long lifetime phosphors used by other research groups.
The collected phosphorescence emission is proportional to the seeding density, but ex-
cessive seeding can cause particle-induced cooling of the gas. It is therefore necessary to
measure signal levels and particle seeding densities simultaneously. A particle counting
tool was developed and used to measure the number of 2 µm BAM:Eu2+ particles. This
indicated that a seeding density of 1011 particles per m3 comparable to that used in con-
ventional PIV experiments and a low laser pulse fluence (∼ 5 mJ/cm2) provide sufficient
signal levels for precise temperature and velocity measurements. The phosphor BAM:Eu2+
was also found to be insensitive to the presence of oxygen.
Finally using a turbulent heated jet test case, it was demonstrated that this technique is
capable of providing simultaneous temperature and velocity fields in the range 300-900 K
with a high level of accuracy (∼2%), precision (∼ 2-5%) and spatial resolution (400 µm).
9.2. State of the thermographic PIV technique
This thermographic PIV technique is attractive for several reasons. BAM:Eu2+, as well as
most phosphors is directly excitable by frequency-tripled and quadrupled Nd:YAG lasers.
Its emission is in the blue visible spectrum so it can be detected with non-intensified cam-
eras and conventional optics. The temperature dependence of the emission spectrum per-
mits temperature measurements using a relatively straightforward two colour approach,
which does not necessitate any particular beam profile. In conclusion, thermographic PIV
require little additional experimental effort compared to widely-used conventional PIV,
and existing systems can be easily converted.
The features of this technique are summarised and compared to that of the two main
tracer LIF thermometry approaches in Table 9.1. In contrast with most LIF tracers, the
thermographic phosphor BAM:Eu2+ is inert and insensitive to the pressure and the oxy-
gen concentration. In addition, its melting point is high (>2200 K) and it was shown to
survive flame temperatures and permit post-flame measurements [74]. Most phosphors
are sensitive down to at least 100 K, permitting cryogenic measurements for which the
condensation of gaseous tracers cause significant difficulties.
BAM:Eu2+ produces enough signal levels for precise measurements even for low laser
fluence (5 mJ/cm2). Such low laser fluences can be provided by high-speed solid state
lasers, leading to the possibility for temporally and spatially resolved measurements. I
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Two line LIF & PIV
(acetone)
Two colour LIF &
PIV (toluene)
Thermographic PIV
Excitation Two excimer lasers
and a double-pulse
Nd:YAG laser
Double-pulse
Nd:YAG laser and a
frequency
quadrupling crystal
Double-pulse
Nd:YAG laser and a
frequency tripling
crystal
Beam profile
requirement
Homogeneous beam
profile
No requirement No requirement
Detection
(excluding
PIV cameras)
A double-frame
intensified camera
(fast phosphor
screen)
Two Intensified
cameras
Two non-intensified
cameras
Oxygen
quenching
Low quenching High quenching No quenching
Maximum
Temperature
950 K 700 K (in Nitrogen) 950 K
kHz-rate
measurements
Not possible Demonstrated in
nitrogen [46, 47]
Demonstrated in air
[75]
Table 9.1.: Comparative table of temperature and velocity imaging techniques in the 300-
1000 K temperature range
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worked together with Christopher Abram who demonstrated such measurements at 3 kHz
[75], while the measurements performed in this dissertation were taken at 5 Hz. A turbu-
lent heated jet was used for the assessment of the technique precision (<5 % at 500 K)
and time-resolved measurements were performed in the wake of a heated cylinder. As of
today (2014), thermographic PIV and high-speed toluene LIF are the only two techniques
capable of providing sustained kHz-rate imaging of temperature. At such repetition rates,
because of the low laser pulse energy, toluene LIF is restricted to inert environments while
BAM:Eu2+ is not affected by the presence of oxygen, and permits measurement in reactive
environment.
9.3. Applications of the technique
The thermographic PIV technique is extremely well suited for fundamental and applied
turbulent heat transfer investigations at temperatures below 900 K. At this stage of devel-
opment, this technique will be applied to the investigation of several challenging problems
in practical environments.
Figure 9.1.: Ideal tangential slot film cooling. Reproduced from [9]
Gas turbines are operated at the highest possible turbine inlet temperature to increase
the thermodynamic efficiency, which is above the melting temperature of its components
so the active cooling of blades and vanes is required. In film cooling, cold air is injected
through rows of holes in the blade to cool the blade itself but also to form a film, as it flows
along the surface, which acts as a thermal barrier, reducing heat transfer from the hot gas
to the blade (see Fig. 9.1) [9]. Time-resolved measurement of temperature and velocity
fields are needed to provide insight into complex jet-mainstream interactions, allowing the
observation of the transient flow structures, e.g Kelvin-Helmholtz instabilities, and of the
turbulent heat transfer between hot and cold gas. Combined with numerical simulations,
such measurements would permit optimisation of the geometry and of the fluid mechanical
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parameters, e.g. blowing ratio, in order to improve the turbine reliability and efficiency.
Direct measurements in gas turbines are not possible due to difficulties in gaining optical
access. Investigations are performed in wind tunnels. In that case, the temperature of
the hot stream is limited by the blower/heater capabilities, and the cooling stream must
be cryogenically cooled to reproduce at least some of the fluid dynamical parameters,
which are density ratio, velocity ratio, blowing ratio and momentum flux [103]. Although
not verified experimentally, it is very likely that BAM:Eu2+ is sensitive to temperature as
low as 100 K and can therefore be used to perform time-resolved measurements in this
environment where other techniques will not work.
If in gas turbines, the wall must be cooled down to maintain safe operating conditions,
exposure to low temperatures can also affect the structural integrity of materials. Another
application of this thermographic PIV technique is to investigate the heat transfer leading
to the embrittlement of steel at cryogenic temperatures, caused by the expansion of hy-
drocarbon gases in subsea pipelines, and which can lead to the fast propagation of cracks
and subsequent failure. A submerged oil well contains crude oil and gaseous hydrocar-
bons at high pressure (∼ 200 bar). When the oil extraction operation starts or resumes,
the gaseous fuels are discharged through a valve into the pipeline for several minutes be-
fore the crude oil reaches the pipeline. This fast expansion is associated with a substantial
temperature drop due to the Joule-Thomson effect and jet exit temperatures can be tens of
degrees below zero. A boundary layer is formed when the cold jet hits the pipe wall, where
heat is removed from the wall until the hot liquid hydrocarbons rise and bring it back to
a safe operating temperature. Time-resolved temperature and velocity measurements will
provide insight into this complex transient heat transfer problem, and together with sur-
face temperature measurements, also using phosphors, they can be compared to the results
of numerical simulations. This will provide accurate predictive capabilities allowing the
optimisation of the pipeline/wall geometry to reduce wall cooling, and permit the use of
standard steel alloys at safe operating conditions.
Finally, this technique offers promising perspectives for internal combustion engine in-
vestigations. In engines, heat transfer from the wall can play a major role in cycle-to-cycle
variations. Thermographic PIV permits, in theory, high-speed measurements in fuel-air
mixtures during the compression phase and even post-combustion, while kHz toluene LIF
is limited to nitrogen-fed engine applications. In addition, the high pressure conditions of
engines (>20 bars) permit high particle number densities, which can significantly increase
signal levels and extend the temperature range of the technique, with the potential to per-
mit measurements in the presence of fuel cracking reactions. In addition, with high-speed
imaging, the total measurement time is about a second which avoids problems linked to
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particle deposition on the engine walls and windows producing strong background signals
(see Section 5.6.2). There are concerns of particle-induced damage to the engine parts, but
three independent research groups have performed low repetition-rate measurements in in-
ternal combustion engines using thermographic phosphor tracer particles [69, 70, 64, 77],
and did not report critical problems in this respect.
9.4. Technique developments
9.4.1. Particle tracing
In Chapter 4, the tracing abilities of micron-size phosphor particles were investigated. It
was shown that simple expressions can give a good approximation for the particle relax-
ation times and illustrate well their quadratic dependence on the particle diameter, and
inverse dependence on some gas properties (thermal conductivity and dynamic viscos-
ity). The influence of temperature on this response time is via these gas properties, with
a decrease in response time with increasing initial gas temperature. At a mean flame tem-
perature of 1150 K, the velocity response time of a 2 µm particle is 60 µs, but increases to
160 µs at 300 K. If second-order statistics in highly turbulent, low temperature flows are
to be measured, smaller particles may be required.
In the 200 nm - 10 µm diameter range, the absorption cross section scales with the
cube of the particle diameter [104]. However, this decrease in particle phosphorescence
intensity can be, in theory compensated by an increase in the seeding density because the
effect of the particles on the gas scales with the particle mass fraction. There are limits to
this logic.
With an increase in particle number density, the illumination of the PIV images become
less structured, degrading the performance of the cross-correlation between the images. In
addition, below 500 nm the effect of Brownian motion can becomes significant, reducing
the correlation between particle patterns in each frame. In the same range of particle di-
ameter, the total scattering cross section of a particle scales with the square of its diameter,
so the absorption cross section drops faster than the overall scattering cross section. As a
result, for a constant particle volume fraction, extinction and multiple scattering increase
with a decrease in particle size.
Fortunately, commercial phosphors are often not perfect spheres but rather parallele-
pipeds or flakes, as shown on Fig. 9.2. The ratio of drag force to particle inertia and the
ratio of heat transfer rate to particle heat capacity, both scaling with the surface to vol-
ume ratio, are higher than for non-spherical particles. Additional theoretical heat transfer
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Figure 9.2.: Scanning electron microscopy image of the BAM:Eu2+ powder used in this
dissertation
and drag analysis and an in-flow characterisation of the particle tracing properties would
allow more accurate estimation of actual response time. The synthesis of particles with
higher surface to volume ratio and of hollow particles in particular may be possible with
a potential for substantial gain in terms of signal level and/or tracing abilities. However,
the influence of the particle shape on the phosphorescence intensity may be complex, and
should also be investigated.
9.4.2. High sensitivity
The understanding of turbulent flows driven by density differences is another formidable
challenge. Atmospheric and oceanic streams are examples of such flows, and the dif-
ficulties in predicting meteorological conditions, at least in England, demonstrate their
complexity. To improve the understanding of the complex interactions between turbu-
lence and body forces, measurements and numerical simulations are performed on simpler
laboratory-scale buoyant flows, such as the well-know Rayleigh Be´nard experiment, where
convection occurs between a bottom hot plate and a top cold plate. The access to com-
bined temperature and velocity fields is essential to visualise the structure of the convection
cells simultaneously with the temperature gradients within the turbulent boundary layer.
However, because the temperature difference between the lower and upper plate is rela-
tively small (10-60 K) and because the gradients within the two turbulent boundary layers
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Figure 9.3.: Normalized ZnO:Zn spectra. Reproduced from [10]
must be measured accurately, highly resolved (∼ 200µm) and precise (∼ 1 K) temperature
measurements are needed. Dyes can be used for thermometry in liquid flow studies [105].
However, in air, no two-dimensional technique is currently capable of temperature and ve-
locity measurements with such precision and resolution, let alone in time-resolved manner.
Intrusive techniques, e.g. microthermistors in fixed locations must used [106, 107].
As mentioned several times in this dissertation, there are phosphors, with various tem-
perature sensitivities and temperature ranges. Sarner and co-workers have reported a
strong temperature dependence in the emission spectra of two ZnO phosphors (ZnO:Zn
and ZnO:Ga) [10]. The emission peaks of both phosphors shift toward higher wavelengths
with temperature. In comparison with the temperature dependence of the emission spec-
trum of BAM, these phosphors offer a potential five-fold gain in precision, and it may be
possible to reach measurement precisions in the order of a Kelvin or below for a resolution
of several hundred microns. The lifetime of these phosphors is in the nanosecond range
and high signal levels are anticipated. This phosphor should be investigated using the
benchmark experimental tools developed for the characterisation of BAM:Eu in Chapter
6, to explore signal levels and potential sources of uncertainty.
Crystals can also be doped with several distinct activator ions, offering possibilities
for covering a wider temperature range, or increasing the temperature sensitivity of the
tracer. However, care must be exercised when comparing the luminescence from two
distinct ions, as the relative concentration may change from particle to particle or the
saturation behaviour may be different, resulting in a dependency on the laser fluence. For
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some specific phosphors, an oxygen-sensitive de-excitation pathway may exist, such as
in pressure-sensitive paints (PSP), with a potential to permit very useful simultaneous
temperature and oxygen concentration measurements.
9.4.3. High temperature
As phosphors have high melting points (near 2200 K), they are clear candidates for com-
bined measurements of velocity and temperature at flame temperatures. The understanding
of turbulence-chemistry interactions would enormously benefit from a technique capable
of measuring both quantities in the preheat and reaction zones. If measuring burnt gas
temperature in flames near stoichiometry may prove difficult, many phenomena for which
proper understanding is lacking involve a lower temperature range (800-1500 K). These
include measurements in flame stabilisation regions but also in zones of local extinctions,
where measurement of temperature and of strain rate are crucially needed. Flameless
combustion is another example. This combustion mode consists in impoverishing reactant
concentrations and increasing unburnt gas temperature by means of burnt gas recircula-
tion. This results in a large and distributed reaction zone involving temperatures between
800 and 1600 K [108].
Two investigations are needed before using thermographic phosphors in reactive mix-
tures. One relates to possible catalytic effects. As with thermocouples in reactant streams,
local exothermic reactions at the particle surface could raise the local particle temperature,
while the bulk gas stays cold. To investigate this phenomenon, phosphor particles can be
seeded into a stream of fuel and oxidiser outside the flammability limits of the mixture,
at room temperature as well as with some amount of preheating. In the absence of cat-
alytic reactions, the temperature field with and without the fuel should be identical. The
second investigation relates to structural changes affecting phosphor crystals below their
melting point (often 2200 K). This is particularly important for temperature measurements
in post-flame regions, where the combustion products would cool down to temperatures
measurable using this technique. These crystal changes could change the particle spec-
troscopy so it would indicate a different temperature depending whether the phosphor is
heated up or cooled down (hysteresis). In a study by Yu and co-workers [109], the phos-
phor YAG:Dy3+ was passed through a flame, then recollected and cooled down. A furnace
calibration was performed before and after its passage through the flame, which yielded
similar results and therefore demonstrated the absence of irreversible changes affecting
this phosphor. However, reversible structural changes could occur in the flame, which this
latter experiment could not reveal.
122
The temperature sensitivity of several phosphors, e.g. YAG:Dy3+ and YAG:Tb3+ was
reported at temperatures above 1400 K by means of point-wise surface measurements
[61, 51]. However, due to their long lifetime, these phosphors are unsuitable tracers for
turbulent reacting flows investigations. One may argue that the lifetime decreases with
temperature and so the light integrated during a short exposure increases. However, the
decrease in lifetime is the result of thermal quenching and is therefore associated with a
drop in instantaneous phosphorescence intensity.
Fortunately, there is virtually an infinite number of phosphors. Depending upon choice
of host lattice and dopant, one sees entirely different thermo-luminescent response char-
acteristics. The vast majority of commercially available phosphors are designed and char-
acterized for lighting applications. A crucial point that the reader should take home is that
most phosphors have been evaluated under conditions far removed from those required
for application in laser-based gas thermometry applications. Far fewer phosphors have
been investigated for thermometry, and even in this field, the focus has mainly been on
the influence of temperature on the emission lifetime for surface measurements. Even for
a single phosphor, many parameters influence the phosphorescence intensity, e.g. dopant
concentration or co-doping, multiplying the possibilities. All these considerations suggest
that there is an enormous space for progress and that there is very likely to be several
phosphors suitable (both in terms of signal level and sensitivity) for use in combustion
applications.
It was shown in Chapter 6, that the temperature range of BAM:Eu2+ is limited by sig-
nal levels to temperature below 950 K but also that the phosphorescence saturates at laser
fluence as low as 5 mJ/cm2. While improvements in collection efficiency or camera sen-
sitivity offer incremental benefits, a better understanding of the interaction between the
laser and particles can lead to a drastic change in signal levels. Further investigations of
the effect of the dopant concentration and the excitation wavelength may allow a gain of
hundreds of Kelvins.
Phosphors with a short lifetime are needed for this technique. However, because they
do not present much interest for the surface phosphor thermometry community outside
thermographic PIV, they have been understudied. The initiative of Sa¨rner et al. [92] to
measure the temperature dependence of several commercial phosphors opened the way to
BAM:Eu2+ and ZnO:Zn. There are many more phosphors to try. Phosphors doped with
transition metals have been neglected and may reveal interesting specimens. Experimen-
tal procedures must be developed in this respect to “automatise” the characterisation of
phosphors, and facilitate the standardised comparison of signal levels for gas-phase appli-
cations.
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The research outlined in this dissertation showed that the use of thermographic phosphor
tracer particles permits very useful measurements of temperature and velocity fields in
turbulent flows. The application of this technique to solve several challenging turbulent
heat transfer problems is already possible. However, the room left for improvement is also
gigantic, and I believe that the use of phosphor tracer particles is at its very beginning. At
this stage, it holds considerable promise.
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A. Calculation of single particle emission
intensity from measurements and theory
These calculations refer to Section 6.2.3, exploring the causes of the non-linear behaviour
of the emission intensity of BAM:Eu2+ with increasing excitation fluence.
Calculation of the number of photons emitted by a particle
The number of photons in a particle is calculated based on the intensity recorded on the
camera and the seeding density measured by the particle counter.
Nph =
IpixKcamM
2
t
ηqeηfηcNpl
2
pixtL
(A.1)
Ipix Pixel Intensity count 100
Kcam A/D Conversion Factor e-/count 4
Mt Optical Magnification - 0.3
ηqe Camera Quantum Efficiency - 0.55
ηF Filter Transmission
Efficiency∗
- 0.3
ηC Collection Efficiency - 1.7·10-3
Np Particle Number Density m-3 1011
lpix Binned Pixel Size µm 25.8
tL Sheet Thickness µm 25.8
Nph Photons emitted - 2.2·106
∗ fraction of phosphorescent photons transmitted by interference filter
This value is computed from the phosphorescence emission spectrum and theoretical filter curves
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Calculation of the number of europium atoms in a BAM:Eu2+particle
The number of europium atom in a particle is calculated based on the particle diameter,
the material properties and the europium content.
NEu =
pidp
3ρpxEuNA
6 (xEu (MEu −MBa) +MBAM ) (A.2)
dp Particle Diameter µm 2
ρp Particle Density kg·m3 3700
xEu Europium Content - 0.01
NA Avogadro Number - 6.02·1023
MEu Europium Molar Mass g·mol-1 151.96
MBa Barium Molar Mass g·mol-1 137.33
MBAM BAM (BaMgAl10O17 molar
mass
g·mol-1 137.33
NEu Number of Europium
Atoms
- 1.3·108
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