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SOMMAIRE 
Un modèle de Wright-Fisher modifié dans une population subdivisée dans le-
quel une sous-population peut parfois être grandement avantagée est développé. 
Un processus de coalescence généralisé où les coalescences de plusieurs lignées 
sont. possibles est alors obtenu. Les taux de coalescence sont ensuite calculés en 
utilisant la formule échantillonnale exacte pour le modèle de Wright-Fisher. La 
vérification numérique que celle-ci peut être approximée par la formule échan-
tillonnale d'Ewens dans certaines circonstances est faite. La validité du modèle 
est vérifiée sur une population simulée et les paramètres du modèle sont estimés 
à l'aide des taux de coalescence et de la longueur des branches de la généalogie 
d'un échantillon. 
Mots-clés: Théorie de la coalescence, modèle de Wright-Fisher modifié, coales-
cences multiples, population subdivisée, migration, formule échantillonnale exacte 
pour le modèle de Wright-Fisher, formule échantillonnale d'Ewens. 
IV 
SUMMARY 
A modified Wright-Fisher model in a subdivided population where a sub-
population can sometimes have a great advantage is developed. A generalized 
coalescence process where multiple mergers are possible is then obtained. The 
coalescence rates are then calculated using the exact sampling formula for the 
Wright-Fisher model. Numerical calculations show that the formula can be ap-
proximated by the Ewens sampling formula under certain circumstances. The 
validity of the model is verified with a simulated population and the model para-
meters are estimated using the coalescence rates and the lengths of the genealo-
gical branches of a sam pie. 
Keywords : Coalescent theory, modified Wright-Fisher model, multiple mergers, 
subdivided population, migration, exact sampling formula for the Wright-Fisher 
model, Ewens sampling formula. 
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INTRODUCTION 
Au cours du siècle dernier, plusieurs modèles ont été développés en géné-
tique mathématique afin d'étudier l'évolution d'une population. Les modèles de 
Wright-Fisher ([F], [W]) et de Moran ([Mol], [Mo2]) sont les plus connus et 
ils permettent de modéliser les liens unissant les individus d'une génération à la 
suivante. Plusieurs facteurs peuvent être pris en compte, par exemple la sélec-
tion naturelle, les mutations et la migration d'individus lorsqu'il y a plusieurs 
sous-populations. Nous nous posons toujours la question: où allons-nous? Ces 
modèles nous aident à trouver des réponses d'un point de vue génétique à cette 
question. Encore plus intriguant pour l'homme est de savoir d'où il vient et la 
théorie de la coalescence développée par Kingman ([KI], [K2]) a apporté une 
nouvelle approche pour répondre à cette question. En effet, selon cette théorie, 
il est suffisant de connaître les liens ancestraux des individus d'une population 
actuelle pour étudier l'histoire évolutive de celle-ci. Il n'est donc pas nécessaire 
de connaître les individus qui par le passé n'ont pas donné de descendants dans 
la population actuelle. Nous pouvons donc partir d'une population au moment 
présent et remonter le temps pour voir comment celle-ci a pu évoluer. Le proces-
sus de coalescence de Kingman est d'autant plus intéressant, car il est robuste à 
plusieurs déviations de ces hypothèses initiales ([Ml]). 
Cependant, une déviation majeure du processus de coalescence de Kingman 
se produit lorsque nous considérons une population dont la variance du nombre 
de descendants est très grande (ceci est notamment le cas chez certaines espèces 
marines ayant un haut taux de mortalité infantile). Ceci a amené au développe-
ment d'un processus de coalescence plus général ([EW], [MS], [PD, mais peu de 
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travaux ont été faits sur le sujet jusqu'à présent. Nous nous proposons d'étudier 
un nouveau cas qui tiendra compte du fait qu'une population est normalement 
subdivisée en plusieurs sous-populations. 
Notre prémisse est simple: une population subdivisée en de nombreuses sous-
populations et la possibilité qu'une d'entre elles soit grandement avantagée l'es-
pace d'une génération. Nous nous demandons si une telle population mènera au 
processus de coalescence de Kingman ou à un autre plus général. Notre objectif est 
d'étudier l'histoire évolutive d'une telle population en développant le processus de 
coalescence auquel elle aboutit à la limite lorsque le nombre de sous-populations 
tend vers l'infini. 
Au premier chapitre, nous décrirons le modèle neutre de Wright-Fisher que 
nous utiliserons pour modéliser notre population. Ensuite, au chapitre deux, nous 
introduirons d'abord la théorie de la coalescence de Kingman, puis nous expli-
querons sa généralisation pour le cas d'une population panmictique. Enfin, au 
chapitre trois, nous développerons notre propre modèle et nous ferons toute la 
démarche nécessaire pour obtenir le processus de coalescence de notre population 
et les taux de coalescence qui s'y rattachent. Nous terminerons ce chapitre en 
utilisant ces taux afin de valider notre modèle à l'aide de simulations. 
Chapitre 1 
MODÈLE NEUTRE DE WRIGHT-FISHER 
1.1. DESCRIPTION DU MODÈLE 
Lorsque nous voulons étudier l'évolution de la composition génique dans une 
population, le modèle neutre de Wright-Fisher ([F] en 1930 et [W] en 1931) 
est un des modèles les plus simples que nous puissions utiliser. Supposons une 
population haploïde de taille N fixe et regardons un gène en particulier. Chaque 
individu a donc une seule copie de ce gène. Les générations sont discrètes sans 
chevauchement et il y a absence de mutation ainsi qu'absence d'avantage sélectif 
d'un allèle par rapport à un autre. À chaque génération, chaque individu produit 
une infinité de gamètes qui sont tous regroupés et parmi lesquels nous pigeons 
au hasard N gamètes de manière indépendante qui formeront les individus de 
la génération suivante. L'ensemble de la population est donc remplacé à chaque 
génération. Pour donner un exemple de calcul, supposons qu'il y ait seulement 
deux types d'allèle au locus étudié, disons A et B, et que x = ~ représente la 
fréquence de A dans la population à la génération t. La fréquence de B est alors 
1 - x = N;/. La probabilité de passer de i à j gènes de type A de la génération t 
à la suivante (t + 1) est 
o ::; j ::; N, 
ce qui nous indique que le nombre de gènes de type A à la génération t + 1 suit 
une loi binomiale de paramètres N et x. 
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Dans le cas d'une population diploïde (chaque individu a deux jeux de chromo-
somes au lieu d'un seul, donc deux allèles par locus), le modèle est sensiblement 
le même à quelques différences près. La taille reste fixe à N individus; il Y a 
donc 2N gènes. Après que tous les individus aient produit une infinité de ga-
mètes, ces derniers sont réunis au hasard par paires et N paires sont pigées pour 
former la nouvelle génération. Le nombre de gènes de type A à la génération 
t + 1 suit toujours une loi binomiale, mais de paramètres 2N et x = 2~' où x 
est la fréquence du type A à la génération t. Comme les individus sont porteurs 
de deux copies du même gène, ils peuvent être de trois génotypes différents : 
AA, AB ou BB. L'union des gamètes se faisant au hasard et la fréquence de A 
étant x, les fréquences respectives des trois génotypes après union des gamètes est 
x 2 , 2x(1-x), (1 X)2. La distribution du nombre d'individus de chaque génotype 
à la génération t + 1 suivra alors une loi multinomiale ayant comme paramètres 
2N et les trois fréquences énoncées plus haut. 
Pour le reste de ce mémoire, nous utiliserons une population haploïde de taille 
N. Des résultats semblables pourraient être obtenus pour une population diploïde 
sous certaines conditions en faisant les ajustements nécessaires là où la taille de 
la population est utilisée. 
1.2. MODÈLE DE WRIGHT-FISHER DANS UNE POPULATION SUB-
DIVISÉE 
Lorsque nous observons une espèce particulière dans l'environnement, il est 
très rare qu'elle forme une seule grande population. Plusieurs facteurs peuvent 
amener une population à être subdivisée en sous-populations: la grandeur du 
territoire occupée par rapport à la capacité de déplacement des individus, les 
obstacles géographiques (montagnes ou fleuves par exemple), la compétition au 
sein même de l'espèce, etc. C'est pourquoi il est intéressant dans certains cas 
d'utiliser un modèle tenant compte de ces facteurs. Dans le modèle que nous uti-
liserons, la population est divisée en sous-populations que nous appelons dèmes. 
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Les individus interagissent avant tout dans leur sous-population respective, mais 
ils peuvent aussi la quitter pour aller dans un autre dème: c'est ce que nous ap-
pelons la migration. Il y a différentes manières de modéliser la migration dans une 
population. Nous ferons ici certaines hypothèses sur notre population qui peuvent 
sembler fortes, mais qui permettront de simplifier les calculs par la suite. Nous 
supposons une population haploïde subdivisée en D dèmes distincts, chacun ayant 
une 'taille fixe de N individus. Comme dans le cas d'une population panmictique 
(dans laquelle les individus s'apparient au hasard), les individus produisent une 
infinité de gamètes. Chacun d'entre eux peut ensuite, indépendamment de tous 
les autres, rester dans sa sous-population avec probabilité 1 - m ou migrer avec 
probabilité m. Tous les gamètes qui migrent sont placés ensemble dans un bassin 
temporaire pour ensuite être distribués au hasard, mais de façon uniforme à tra-
vers tous les dèmes (voir la figure 1.1). Un gamète peut donc migrer, mais revenir 
Dèmes 
Bassin 
temporaire 
FIGURE 1.1. Modélisation de la migration dans une population 
subdivisée, ici en D = 3 dèmes. 
dans son dème de départ. Nous pigeons ensuite au hasard N gamètes dans chaque 
dème pour former la population à la génération suivante. Étant donné qu'un gène 
peut revenir dans sa population initiale après avoir migré, la probabilité qu'un 
gène provienne du même dème à la génération précédente sera 
_ m 
P(provenir du même deme) = 1 - m + D' 
tandis que la probabilité qu'il provienne d'un autre dème sera 
m 
P(provenir d'un ·autre dème) = m - D. 
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(1.2.1) 
(1.2.2) 
Ce modèle de migration, qui peut paraître particulier, nous sera utile plus 
tard lorsqu'il sera possible qu'une sous-population soit grandement avantagée par 
rapport aux autres et produise beaucoup plus de gamètes que les autres dèmes. 
Chapitre 2 
PROCESSUS DE COALESCENCE 
2.1. THÉORIE DE LA COALESCENCE 
Par le passé, lorsque nous voulions simuler les relations généalogiques des in-
dividus dans une population, nous devions partir de la population au moment 
présent et aller vers le futur en simulant chaque génération. Ceci donnait lieu à 
des calculs très longs puisqu'il fallait tenir compte de toute la population. Depuis 
environ 25 ans, une nouvelle méthode a fait son apparition et elle gagne de plus en 
plus en popularité. C'est la théorie de la coalescence. Elle fut d'abord décrite par 
Kingman ([KI], [K2]) en 1982 et elle se base sur deux principes fondamentaux. 
Premièrement, nous pouvons séparer le processus de mutation du processus gé-
néalogique lorsque les mutations sont neutres, c'est-à-dire lorsqu'elles n'affectent 
pas les chances de succès de la reproduction. Ceci nous permet de regarder en 
premier lieu la généalogie d'un échantillon d'une population pour ensuite y super-
poser le processus de mutation (voir [N] pour plus de détails). Deuxièmement, il 
est possible de regarder la généalogie d'un échantillon d'une population en remon-
tant le temps sans avoir à se préoccuper du reste de la population. Puisque nous 
travaillons sous le modèle de Wright-Fisher sans sélection, chaque individu d'une 
génération donnée peut être vu comme choisissant son parent au hasard à la géné-
ration précédente indépendamment de tous les autres. La théorie de la coalescence 
nous permet donc de regarder la généalogie d'un échantillon de la population en 
remontant le temps sans se soucier des mutations. Nous disons qu'il y a coales-
cence de deux individus lorsqu'ils proviennent du même parent. En remontant le 
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temps, le nombre de lignées distinctes diminue graduellement à mesure que les 
coalescences se produisent jusqu'à ce qu'il ne reste qu'une seule lignée. Nous avons 
alors atteint l'ancêtre commun le plus récent (MRCA pour «most recent common 
ancestor») de notre échantillon. Le processus de coalescence est plus générale-
ment un processus sur les partitions en classes d'un ensemble. Au départ, chaque 
lignée est dans une classe séparée. À mesure que les coalescences se produisent 
en remontant le temps, les classes se fusionnent jusqu'à ce que nous atteignons 
le MRCA où toutes les lignées ont alors coalescé et ne forment qu'une seule classe. 
Lorsque nous regardons la généalogie d'un échantillon, nous nous intéressons 
à deux choses: la topologie de l'arbre généalogique (c'est-à-dire qui coalesce avec 
qui) et le temps entre chaque coalescence. La topologie est simple à simuler, car 
chaque gène choisissant son parent indépendamment des autres, toutes les to-
pologies ont autant de chances de se produire. Simuler le temps entre chaque 
coalescence est légèrement plus complexe et nous allons nous y attarder mainte-
nant. 
Nous supposons toujours une population haploïde de N individus suivant le 
modèle de Wright-Fisher. En allant vers le passé, la probabilité que deux individus 
de la génération t + 1 coalescent à la génération test k étant donné qu'ils choi-
sissent leur parent au hasard (voir la figure 2.1). Plus la population est grande, 
. 
. 
". lIN .~ 
l-llN 
N individus 
Passé 
génération t 
N individus 
Présent 
génération t + 1 
FIGURE 2.1. Probabilité des gènes parentaux pour deux gènes. 
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plus la probabilité de coalescence de deux individus est faible. Nous modifions 
donc notre échelle de temps pour tenir compte de ce facteur. Au lieu qu'une unité 
de temps soit égale à une génération, nous prenons N générations pour unité 
de temps. Alors si T2 correspond au temps pour que deux gènes coalescent, la 
probabilité que T2 soit plus grand que test : 
P(T2 > t) = P(nombre de générations jusqu'à la coalescence> [Nt]) 
= (1 - ~ (tl ~ e-t , 
où [Nt] est la partie entière de Nt. Le temps T2 suit donc asymptotiquement une 
loi exponentielle de paramètre 1. En partant d'un échantillon de n gènes, posons 
T k le temps pour passer de k à k - 1 gènes lorsque nous remontons le temps, 
où k = 2,3, ... , n. Pour cinq gènes par exemple, nous remontons le temps jusqu'à 
une première coalescence (ce temps correspond à n). Nous continuons de la 
sorte jusqu'à la deuxième coalescence. Le temps entre la première et la deuxième 
coalescence correspond à T4 et ainsi de suite jusqu'à ce que le MRCA soit atteint. 
Les temps Tk sont indépendants entre eux. Nous montrons à la figure 2.2 un 
exemple d'arbre de coalescence pour un échantillon de cinq gènes. 
FIGURE 2.2. Arbre de coalescence pour n = 5. 
Appliquons le même raisonnement que nous avons suivi pour T2 à Tk . Tout 
d'abord, nous aurons que la probabilité qu'un échantillon de k gènes choisis au 
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hasard de manière indépendante aient k - 1 parents à la génération précédente 
est: 
(2.1.1) 
Dans la dernière équation, nous choisissons d'abord les deux individus parmi les k 
qui coalesceront. La probabilité qu'ils aient le même parent est 11 tel qu'expliqué 
à la figure 2.1. Les k - 2 individus restant choisissent leur parent à tour de rôle 
parmi les parents qui n'ont pas encore été choisis. Puisque N tendra vers l'infini 
comme pour T2 , un seul terme est non négligeable et tous les autres sont inclus 
dans o(l/N) qui est une fonction petit ordre de l/N. 
De la même façon, nous trouvons que la probabilité que k gènes aient j parents, 
où 1 ::; j ::; k - 2, est : 
( .) _ N x (N - 1) x ... x (N - j + 1) S(j) P k gènes aient J parents - N N N k 
X x ... x , ; 
v 
k fois 
1 jk 
::; Nk-j j! = 0(1/ N), (2.1.2) 
où Bkj ) est un nombre de Stirling de seconde espèce qui représente le nombre de 
façons de répartir k éléments distincts en j sous-groupes non vides. Nous pouvons 
borner supérieurement Skj ) par l jj!, ce qui représente le nombre de façons de ré-
partir k éléments distincts en j sous-groupes dont certains peuvent être vides (ce 
qui est clairement plus grand). Ceci nous indique qu'à la limite lorsque N ---7 00, 
la probabilité que k gènes aient moins que k - 1 parents devient négligeable par 
rapport à la probabilité qu'ils aient k - 1 parents et donc qu'il ne peut pas y avoir 
plus d'un événement de coalescence à la fois et que celui-ci ne peut pas impliquer 
plus de deux gènes. 
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À partir des probabilités (2.1.1) et (2.1.2), nous trouvons que la probabilité 
que k gènes aient k parents est : 
P(k gènes aient k parents) = 1 - ~ + o(1IN). 
Nous sommes donc en mesure de calculer la probabilité que Tk soit plus grand 
que t à la limite lorsque N ---t 00 : 
P(Tk > t) = P(nombre de générations avant 1re coalescence> [Nt]) 
::::;: 1 - ~ + o(IIN) ~ e-(;)t. ( 
k ) [Nt] 
Nous avons donc que Tk suit asymptotiquement une loi exponentielle de paramètre 
(~) = k(k2-1). Étant donné que l'espérance d'u~e loi exponentielle est l'inverse 
de son paramètre, nous remarquons que plus le nombre de gènes dans notre 
échantillon est élevé, moins il faudra de temps en moyenne avant d'observer une 
première coalescence. En effet, nous obtenons E [T2l = 2(2~1) = 1, tandis que 
pour cinq gènes par exemple, E [T5l = 5(5~1) = l~· Intuitivement, T2 comptera 
pour beaucoup dans le temps qu'il faut pour atteindre le MRCA. Nous pouvons 
vérifier ceci en calculant E [TMRCA ], où TMRCA correspond à la somme de tous 
les Tk , c'est-à-dire 
n 
TMRCA = LTk. 
k=2 
Pour un échantillon de taille n, nous obtenons : 
c'est-à-dire que T2 compte en moyenne pour plus de la moitié du temps nécessaire 
pour atteindre le MRCA. Le même phénomène s'applique si nous nous intéressons 
à la variance de TMRCA . En effet, la variance d'une loi exponentielle étant le carré 
de l'inverse de son paramètre, nous avons V [T2J = (2(2~1)) 2 = 1. De la même 
façon, étant donné l'indépendance des Tk , nous trouvons: 
n n ( 2 )2 V [TMRCAl = LV [Tkl = L k(k _ 1) 
k=2 k=2 
n (1 1)2 
=4L ---k -1 k k=2 
=8~--4+--8 1--n-l 1 4 ( 1) ~ k2 n2 n 
k=l 
2 ~ 8~ - 12 ~ 1, 1595. 
6 
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La variance de T2 compte donc pour presque toute la variance de TM RCA! Ceci 
nous montre l'importance qu'ont les dernières branches de l'arbre de coalescence 
et que plus la taille de l'échantillon est grande, moins les premières coalescences 
auront une importance significative. Ceci est une des grandes forces de la théorie 
de la coalescence: un échantillon de petite taille donnera généralement des résul-
tats aussi valables qu'un très grand échantillon. Le processus de coalescence est 
également robuste, car bien que nous ayons utilisé le modèle de Wright-Fisher, il 
est le processus limite d'un large éventail de modèles. 
Il est important de noter qu'à la limite où la taille de la population tend 
vers l'infini, nous avons montré qu'un seul événement de coalescence impliquant 
uniquement deux gènes pouvait survenir à la fois. Ceci permet de faire plusieurs 
simplifications, car de nombreux cas sont exclus. Dans les prochaines sections, 
nous verrons comment généraliser le processus de coalescence de deux manières. 
Tout d'abord, en l'intégrant dans un modèle avec une population subdivisée et 
ensuite, en faisant des modifications au modèle pour permettre à plus de deux 
gènes de coalescer ensemble en même temps. 
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2.2. PROCESSUS DE COALESCENCE DANS UNE PQPULATION SUB-
DIVISÉE 
Nous avons vu à la section 1.2 comment certaines populations peuvent être 
mieux étudiées en utilisant un modèle avec une population subdivisée. Nous al-
lons maintenant décrire comment le processus de coalescence s'applique dans un 
tel modèle. Nous supposons toujours une population haploïde subdivisée en D 
dèmes ayant chacun une taille fixe de N individus. En observant vers le passé 
la généalogie d'un échantillon de la population, le nombre et la disposition des 
gènes ancestraux dans, cet échantillon à chaque génération peuvent être décrits 
par n = (nI, n2, ... , nD), où ni représente le nombre de gènes ancestraux faisant 
partie du dème i. Puisque l'ordre des dèmes n'a pas d'importance, nous les or-
donnons de manière à ce que le nombre de gènes ancestraux décroît d'un dème 
au suivant. Nous pouvons alors constater si un état fi est équivalent à l'état n, ce 
que nous notons fi ~ n. Dans le cas d'une population panmiètique, nous avons 
montré qu'à la limite lorsque N -----+ 00 le seul événement possible est la coales-
cence de deux gènes. Dans le cas d'une population subdivisée, plusieurs limites 
peuvent être considérées: D peut rester fixe tandis que N -----+ 00 ou l'inverse ou 
les deux peuvent tendre à tour de rôle vers l'infini. Dans le premier cas, nous 
modifions l'échelle de temps en prenant ND générations pour unité de temps. 
Dans la nouvelle échelle de temps, un gène ancestral peut migrer vers une autre 
sous-population particulière à un taux M/2 où M = 2NDm. Nous supposons 
M constant à mesure que N -----+ 00, ce qui signifie que m est inversement pro-
portionnel à N. À la limite, les seuls événements possibles sont la coalescence 
de deux gènes d'un même dème et la migration d'un seul gène vers un autre 
dème. Tous ces événements arrivent selon des processus de Poisson indépendants. 
Ceci signifie que le temps écoulé avant un premier événement suivra un temps de 
loi exponentielle ayant comme taux la somme des taux de tous les événements 
possibles ([ND, c'est-à-dire, 
Àn= L [niM(~-l) + (~i)Dl. 
~ 
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Chacun des ni gènes ancestraux du dème i peut migrer à un taux M /2 vers une 
des D - 1 autres sous-populations. Ils peuvent également coalescer avec un des 
ni - 1 autres gènes parmi les N individus du dème. Lorsqu'il y a coalescence, 
nous supposons qu'un des deux gènes choisi au hasard disparaît et que l'autre 
persiste dans la population. Le taux de coalescence est donc multiplie par 1/2 
afin d'éviter de calculer la même coalescence deux fois. En multipliant par ND, 
qui est le nombre de générations par unité de temps, nous obtenons 
n. ni - 1 1 ND = (ni) D 
~ N 2 2 
comme taux de coalescence pour un dème donné. Nous faisons la somme sur tous 
les dèmes de tous ces taux pour obtenir Àn. Lorsqu'un événement se produit, ce 
sera une coalescence dans le dème i avec probabilité 
et une migration entre deux dèmes particuliers (i vers j par exemple) avec pro-
babilité 
Dans le cas où la taille de chaque sous-population est fixée à N et que le 
nombre de dèmes D tend vers l'infini, nous écrivons la matrice de transition sur 
les états n d'une génération à la précédente sous la forme 
l A(N) B(N, D) 
+~+ ND ' (2.2.1) 
où la matrice de transition 1+ A(N)/N contient les probabilités des événements 
de coalescence et des événements de migration vers des dèmes non ancestraux 
différents, c'est-à-dire n'ayant aucun gène ancestral dans l'échantillon. La matrice 
B(N, D)/(ND) contient toutes les autres probabilités de transition moins les 
termes ajoutés pour obtenir A(N) (voir [LW] dans le cas d'un modèle à deux loci 
avec recombinaison). Il est à noter qu'une migration à partir d'un dème contenant 
un seul gène ancestral vers un dème non ancestral ne provoque pas de changement 
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d'état, seul l'ordre des dèmes change. Nous prenons alors ND générations pour 
unité de temps et nous pouvons ensuite prendre la limite lorsque D --+ 00. Grâce 
à un lemme attribuable à M6hle ([M2]), nous avons que 
[ 
A(N) B(N D)] [NDt] ~~oo l + ---y:{ + N ~ = P(N)exp[tG(N)], 
où 
P(N) = lim [1 + A(N)] t, 
t-+oo N 
G(N) = P(N)B(N)P(N) avec B(N) = lim B(N, D), 
D-+oo . 
et [N Dt] désigne la partie entière de N Dt. Comme les événements de la matrice 
l +A(N)/N ont une probabilité d'ordre 0(1/N) à la limite lorsque D --+ 00, ils se 
produiront de manière instantanée et ils seront donnés par la matrice P( N). Les 
autres événements ayant une probabilité d'ordre 0(1/ D) se produiront beaucoup 
plus lentement et ils seront donnés par la matrice G(N). 
Ce dernier cas sera celui utilisé au chapitre sUIvant pour développer le proces-
sus de coalescence de notre modèle où nous donnerons plus de précisions quant à 
la forme de la matrice de transition et à l'interprétation du résultat de la limite 
en utilisant le lemme de M6hle. 
2.3. GÉNÉRALISATION DU PROCESSUS DE COALESCENCE DANS UNE 
POPULATION PANMICTIQUE 
Notre objectif étant de développer un modèle avec sous-populations qui aura 
comme processus limite un processus de coalescence où les coalescences multiples 
sont possibles, nous allons d'abord développer ce concept dans une population 
panmictique ([EW]). Nous supposons une unique population de taille N et un seul 
événement de naissance-mort par unité de temps, c'est-à-dire qu'à chaque unité de 
temps, un seul individu se reproduit et est le parent de U - 1 nouveaux individus 
qui remplacent chacun un individu de la population, le parent ne pouvant pas être 
remplacé. Ceci est une généralisation du modèle de Moran dans lequel U vaut 
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toujours 2 ([Mol], [Mo2]). Nous supposons que la distribution de la variable 
aléatoire U est 
1 - N-"( si u = 2, 
Pu(u) = si u = N'ljJ, 
o sinon, 
où'ljJ est une constante tel que N'ljJ est un entier, 0 ::; 'ljJ ::; 1 et "1 ~ 0, c'est-à-dire 
que, pour la plupart des valeurs de N et "l, la majorité du temps U vaut 2. Donc, 
un seul nouvel individu apparaît dans la population comme dans le modèle de 
Moran standard. Occasionnellement, le parent et ses descendants remplacent une 
proportion 'ljJ de la population. Ces événements, bien que rares, influenceront le 
processus de coalescence selon la valeur que prend "1. 
Nous considérons un échantillon de taille n et nous nous intéressons à la pro-
babilité qu'exactement x gènes descendent d'un même individu à la génération 
précédente. Pour obtenir un processus de coalescence généralisé, nous voulons 
qu'à la limite ces différentes probabilités soient positives tout en gardant un taux 
de mutation réaliste (ni zéro ni l'infini). Pour ce faire, nous calculons d'abord 
la probabilité que x gènes coalescent lorsqu'il en reste i dans l'échantillon. Nous 
obtenons 
G. = ~ R ( ) (~) (~-=-XU) = (i) ~ R ( .) (u)x(N - U)i-x 
t,X L...J U u (l'!) x L...J U U (N)i ' 
u=2 2 u=2 
(2.3.1) 
où la notation (r)i signifie (r)i = r(r - 1) ... (r - i + 1) avec (r)o = 1. 
Nous posons J-l comme étant la probabilité de mutation pour chacun des U -1 
nouveaux individus à chaque génération. Tous les autres individus, incluant le 
parent, ne subissent pas de mutation. À chaque génération, la probabilité qu'une 
lignée particulière parmi les i lignées soit un nouvel individu et qu'il subisse une 
mutation est 
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N 
H .= '~R ()(U-1)(N-u)i_1 ~ p:z ~ U u (N) . . 
u=2 ~ 
Pour avoir un niveau de variation génétique réaliste, Hi devra être du même ordre 
que Ci,x' 
Afin de calculer le processus limite lorsque N --+ 00, nous devons modifier 
l'échelle de temps. Typiquement pour ce modèle, il est pris comme unité de temps 
un nombre d'événements de naissance-mort qui est l'inverse de la probabilité que 
deux lignées coalescent lorsqu'il en reste seulement deux dans l'échantillon ([Ml]), 
ce qui correspond à 1/C2,2. En utilisant l'équation (2.3.1), nous obtenons 
N 
C = ~ R ( ) u(u - 1) = E[U(U - 1)] 
2,2 ~ U u N(N _ 1) N(N - 1) . 
Afin de simplifier les calculs qui suivront, nous prenons plutôt 'lj;2/C2,2 comme 
unité de temps, la signification de 'lj; étant donnée plus haut. Après modification 
de l'échelle de temps, le taux de coalescence (qui est une probabilité par unité de 
temps) de x lignées lorsqu'il en reste i dans l'échantillon devient 
où 
et x = 2,3, ... , i. 
R ( ) u(u-I) 
P* u _ U U N(N-I) 
u( ) - ",N R ( ) Y(Y-I) 
Dy=2 U Y N(N-I) 
La distribution de probabilité de U dans la nouvelle échelle de temps est 
donnée par Pû(u) pour u = 2, N'lj;. Le taux de mutation quant à lui devient 
e(N) = 'lj;2Hi =J1'lj;2tp~(U) (N-U)i-I. 
2 iC2,2 u=2 u(N - 2)i-2 
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Nous assumons que j..t ....,-t 0 à mesure que N ----+ 00 et nous nous intéressons aux 
différents cas où e = limN--+oo e(N) est plus grand que zéro. Nous considérons 
d'abord À~~) que nous réécrivons comme 
où 
A ( . ) _ (u - 2)X-2(N - U)i-x N U, 1" X - ( ) . N - 2 i-2 
En remplaçant Pu(u) par sa valeur dans l'équation de Pû(u), nous obtenons 
Pû(u) = 
2N-r+1j;2N2_1j;N-2 
1j;2N2_pN 
o 
si u = 2, 
si u = N'ljJ, 
sinon. 
Nous prenons ensuite la limite lorsque N ----+ 00 pour trouver 
o si 0 < r < 2, 
lim P6(2) = N--+oo 2:1j;2 si r = 2, 
1 si r> 2, 
et clairement limN--+oo Pû('ljJN) = 1 -limN--+oo PU(2). 
Étant do~né que AN(u, i, x) = (u - 2)x-2(N - u)i-x/(N - 2)i-2, nous avons 
AN(2, i, 2) = 1 et AN(2, i, x) = 0 pour tout x > 2. De plus, nous avons 
A (o/'N· ) = ('ljJN - 2)x-2(N - 'ljJN)i-x N 'P ,1" x (N _ 2)i-2 
et donc 
'ljJx-2 NX-2(1 + O(l/N))(l- 'ljJ)i-x Ni-x (1 + O(l/N)) 
Ni-2(1 + O(l/N)) 
= 'ljJx-2(1 - 'ljJ)i-x(1 + O(l/N)), 
En utilisant ces résultats pour x = 2, nous trouvons 
d'où 
À;~) = (~) 1j;2 [P~(2)AN(2, i, 2) + P~( 1j;N)AN( 1j;N, i, 2)] 
= (~)1j;2 [PM2) +P~(1j;N)(~N-_1j;~~~2l, 
lim À(N) = 
N-+oo 2,2 
si 0 < ,< 2, 
si ,= 2, 
si ,> 2. 
Si x > 2, alors AN (2, i, x) = 0, d'où 
À(N) = (i)nl.2p,*(nl'N)(N -1j;N)i-x 
2,X X 'fi U 'fi (N - 2)i-2 ' 
et donc 
si 0 <, < 2, 
lim À(N) = 
N-+oo 2,X (~) 2!~21j;x(1_1j;)i-X si, = 2, 
o si, > 2. 
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Nous avons donc des taux de coalescence positifs pour des valeurs de x 2:: 2 à la 
limite si 0 < , ::; 2, ce qui indique que nous avons un processus de coalescence 
généralisé où les coalescences multiples sont possibles. Il reste à vérifier pour 
quelles valeurs de , nous obtenons un taux dè mutation réaliste lorsque N -+ 00. 
Nous répétons donc la procédure faite avec À;~), mais avec e(N) cette fois-ci. Nous 
, 
réécrivons l'équation de e(N) sous la forme 
N 
e(N) = 2J-l1j;2 L P~(U)BN(U, i), 
u=2 
où 
. (N - U)i-l 
BN(u,z) = (N ) . 
U - 2 i-2 
Pour U = 2, nous obtenons 
. (N - 2)i-l N - i N 
BN(2, z) = 2(N _ 2)i-2 = -2- = 2" + 0(1), 
et lorsque u = 7f;N, 
BN( 7f;N, i) = (N - 7f;N)i-l 7f;N(N 2)i-2 
(1 - 7f;)i-l N i- l (1 + O(I/N)) 
- 7f;Ni-l(1 + O(I/N)) 
En remplaçant dans l'équation de (}(N), nous trouvons 
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En supposant que J.L -+ 0 à mesure que N -+ 00 et en prenant la limite de (}(N) , 
nous obtenons, en fonction de la valeur de 'f, 
limN-+oo 2J.L7f;(1 - 7f;)i-l = 0 si 0 < 'f < 1, 
limN-+oo 2J.L(1 + 7f;(1 - 7f;)i-l) 0 si 'f 1, 
limN -+00 2J.LN 2t~2 > 0 
limN->00J.LN7f;2 > 0 
si 1 < 'f < 2, 
si 'f 2, 
si 'f> 2. 
Nous remarquons que les deux premiers cas, lorsque 0 < 'f :::; 1, donnent un 
niveau de variation génétique qui tend vers zéro à la limite lorsque N -+ 00. 
Pour le cas 'f > 2, nous obtenons le taux de mutation habituel à une constante 
près (à cause de notre échelle de temps particulière). Ceci nous confirme que, 
dans ce cas, les événements de reproduction remplaçant une proportion 7f; de la 
population sont trop rares pour avoir une influence sur le processus limite. Nous 
obtenons donc bien un processus de coalescence comme celui décrit à la section 
2.1. Les deux derniers cas, lorsque 1 < 'f < 2 et 'f 2, nous donnent des taux de 
coalescence positifs ainsi qu'un niveau de variation génétique réaliste à la limite. 
Les résultats obtenus dans les différents cas sont présentés dans le tableau 2.1. Il 
est intéressant de noter que dans le cas 1 < 'f < 2, la relation entre le taux de 
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mutation et la taille de la population N doit être moins que linéaire pour obtenir 
une variation génétique plus grande que zéro. 
Valeur de "Y Terme principal de ()(N) ---+ () 
2'!j;(1 - '!j; )i-l J-l ---+ 0 
TABLEAU 2.1. Processus limites possibles pour le modèle de Moran généralisé. 
Au lieu d'utiliser un modèle de Moran généralisé, une autre possibilité serait de 
prendre un modèle de Wright-Fisher généralisé ([EW]). À la différence du modèle 
standard, nous assumons qu'à chaque génération il y a une probabilité N-a , avec 
a > 0, qu'un individu particulier ait une probabilité '!j; d'être le parent de chaque 
individu (indépendamment les uns des autres) de la génération suivante. Les N-l 
autres individus ont alors tous la même chance d'être le parent d'un individu, 
soit (1 - '!j;) j (N - 1). Avec la probabilité complémentaire 1 - N-a , le modèle de 
Wright-Fisher standard est respecté. Dans ce modèle-ci, nous obtenons comme 
probabilité de coalescence de deux gènes, lorsqu'il en reste seulement deux dans 
l'échantillon, 
G = (1 _ N-a) ~ +N-a (01,2 + (1 - '!j;)2) 2,2 N 'fi N - 1 
"* (1 + O(ljN1-a)) si 0 < a < 1, 
H;f (1 + O(ljN)) si a = 1, 
1:; (1 + O(1jNa-l)) si a> 1. 
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Nous remarquons que le cas a > 1 donne le même résultat que le modèle de 
Wright-Fisher standard à la limite lorsque N --+ 00. Dans les deux autres cas, 
nous obtenons des résultats différents. Pour vérifier que nous avons un processus 
de coalescence généralisé à la limite, nous calculons limN-->oo G3,3/G2,2' Dans le 
processus de coalescence standard, uniquement les coalescences deux à deux sont 
possibles et la limite précédente vaudra donc zéro dans ce cas. Dans un processus 
de coalescence généralisé où les coalescences multiples sont possibles, cette limite 
sera positive. Pour faire cette vérification, nous trouvons tout d'abord 
G ( N -a) 1 N-a (nl.3 (1 - 'ljJ)3) 3,3 = 1 - N2 + '+' + (N _ 1) 2 
'ljJ3 N?(N - 1)2 + Na(N - 1)2 - (N - 1)2 + (1 - 'ljJ)3 N 2 
N2+a(N - 1)2 
1/0 (1 +O(I/N)) si 0 < a ~ 1, 
t: (1 + 0(I/N2-a)) si 1 < a < 2, 
It~3 (1 + 0(1/ N 2 )) si a ~ 2, 
~2 (1 + O(I/Na)) si a > 2, 
pour finalement calculer, 
lim G3,3 = 
N-->oo G2,2 
'P!.. = ni. > 0 si 0 < a < 1, 1j;2 '+'. 
1j;3 
l+1j;2 > 0 si a = 1, 
o si a > 1. 
. Ceci vérifie que nous avons bien un processus de coalescence généralisé lorsque 
o < a ~ 1. En comparaison avec le modèle de Moran généralisé, le modèle de 
Wright-Fisher généralisé donne lieu à des résultats plus simples en ce sens que 
pour aucune valeur de a nous obtenons une variation génétique nulle, en autant 
que nous supposons (tout comme pour le modèle de Moran) que la relation entre 
le taux de mutation et la taille de la population peut être moins que linéaire. 
Chapitre 3 
MODÈLE DE WRIGHT-FISHER GÉNÉRALISÉ 
DANS UNE POPULATION SUBDIVISÉE 
3.1. DESCRIPTION DU MODÈLE 
Il existe différentes façons de définir un modèle mathématique pour une po-
pulation subdivisée selon ce que nous cherchons à représenter. Le mode de re-
production, les interactions entre individus dans une même sous-population ou 
entre deux sous-populations, la migration et les avantages sélectifs sont tous des 
facteurs dont nous devons tenir compte pour modéliser une population. Dans l'ob-
jectif d'obtenir un processus de coalescence généralisé tout en gardant le modèle 
le plus réaliste et le plus simple possible, nous utiliserons un modèle de Wright-
Fisher généralisé s'apparentant à celui du chapitre précédent. 
Nous supposons une population de taille ND fixe divisée en D sous-populations 
ou dèmes, toutes de taille N. Les générations sont discrètes et sans chevauche-
ment. À chaque génération, avec probabilité 1- D-a., le modèle de Wright-Fisher 
standard pour une population subdivisée est respectée, c'est-à-dire que chaque in-
dividu produit une infinité de gamètes. Chaque gamète peut ensuite migrer avec 
probabilité m. Ces derniers sont alors mis dans un bassin temporaire commun 
pour toutes les sous-populations. Ils sont ensuite redistribués proportionnellement 
au hasard selon la contribution de chaque dème. Ceci implique qu'un gamète peut 
migrer, mais revenir dans son dème de départ (ceci est le même modèle de migra-
tion que celui décrit à la section 1.2). Un échantillon de taille N est ensuite pris. 
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dans chaque sous-population pour former les individus de la génération suivante. 
L'autre cas possible, avec probabilité D-a, est qu'un dème choisi au hasard se 
trouve grandement avantagé par rapport aux autres dèmes. Ceci pourrait s'expli-
quer dans la nature de différentes façons: une sous-population ayant un meilleur 
accès à de la nourriture ou étant mieux protéger de certains prédateurs pourrait 
se trouver avantagée temporairement. Concrètement dans le modèle, nous avons 
toujours que chaque individu produit une infinité de gamètes, mais un gamète 
choisi au hasard sera dans le dème avantagée (le dème spécial par la suite) avec 
une plus grande probabilité. Nous supposons que ce dème produit 'ljJD fois plus de 
gamètes que les autres dèmes. Le même modèle de migration est ensuite suivi. Il 
est important de noter ici qu'étant donné que le dème spécial contribuera beau-
coup plus que les autres dèmes au bassin temporaire, il recevra un nombre de 
gamètes proportionnel à sa contribution de manière à ce que les tailles relatives 
. de chaque sous-population reste constante. De manière plus simple, tous ceux qui 
quittent mi' dème sont remplacés. Donc, comme plus de gamètes quittent le dème 
spécial, il y en aura plus qui y migreront. 
Dans le cas normal où le modèle de Wright-Fisher standard est respecté, les 
probabilités qu'un gène provienne du même dème ou d'un dème différent seront les 
mêmes que celles données par les équations (1.2.1) et (1.2.2). Dans le cas spécial, 
les différentes probabilités sont plus complexes. Nous supposons que chacun des 
D-1 dèmes normaux fournit une unité de gènes au bassin temporaire tandis que le 
dème spécial en fournit 'ljJD unités (l'unité ne sert ici qu'à définir les contributions 
relatives de chaque dème). Nous supposons D suffisamment grand pour que les 
termes d'ordre 0(1/ D2) soient négligeables. La probabilité qu'un gène d'un dème 
normal provienne du même dème sera alors : 
m 
P(dème normal -+ même dème) = 1 - m + (D _ 1) + 'ljJD 
m 
= 1 - m + -;----;--:----(1+'ljJ)D-1 
m ( 1 ) 
= 1 - m + --:-( 1-+-q -:-j')-D 1 
'f/ 1-~ 
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~l-m+ (l+m'lj;)D (1+ (l+l'1j;)D) 
m (2 
= 1 - m + (1 + 'Ij;)D + 0 1/ D ) 
m 
~ 1 - m + (1 + 'Ij;)D· (3.1.1) 
En effectuant le même calcul pour les autres types de migration (voir l'annexe A 
pour le détail des calculs), nous obtenons alors comme probabilités approxima-
tives : 
m 
P( dème normal ---7 autre dème normal) ~ ( )' 1+'Ij; D (3.1.2) 
P(d - l d - _. 1) 'lj;m + 'lj;m eme norma ---7 eme specl.a ~ (1 + 'Ij;) (1 + 'Ij;)2 D' (3.1.3) 
_ . m 'lj;m 
P( dème spécial -+ même dème (specl.al)) ~ 1 - (1 + 'Ij;) + (1 + 'Ij;)2 D' 
(3.1.4) 
m 
P( dème spécial ---7 autre dème (normal)) ~ (1 + 'Ij; )D· (3.1.5) 
3.2. MATRICE DE TRANSITION POUR UN ÉCHANTILLON DE PETITE 
TAILLE 
Ayant calculé les différentes probabilités de migration dans la section précé- . 
dente, nous développons maintenant la matrice de transition pour un échantillon 
de taille n = 3. Ceci est la taille minimum que nous pouvons prendre pour avoir 
un premier aperçu de ce qu'aura l'air le processus de coalescence. Pour un échan-
tillon de cette taille, il y a six états possibles pour la configuration des gènes (voir 
la figure 3.1), ce qui fait 30 probabilités de transition différentes à calculer. Ces 
calculs peuvent être simplifiés en négligeant les termes d'ordre 0(1/ D2) comme 
pour le calcul des probabilités de migration. Sur la figure 3.1, chaque cercle repré-
sente un dème distinct et chaque point un gène. Par exemple, l'état 5 représente 
2 gènes dans un dème et un troisième gène dans un autre dème. 
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2)Œ)Œ) 
5)~Œ) 
3)Œ)Œ)Œ) 
4)~ 6)~ 
FIGURE 3.1. Les six états possibles pour la configuration ancestrale 
de trois gènes. 
Nous obtenons comme probabilité de transition de l'état (4) à l'état (1) (ce 
qui correspond à une coalescence de deux gènes dans le même dème) : 
m ;r ~ (;r(D 
+ D-o. [~ (1 _ m + ?jJm 
D 1+?jJ (1 
+ (1- ~) (1- m+ (1 m,p)D)' ~ 
+ (1- ~) Cl+m,p)D)' (D-2)~ 
2 1 
N 
+ ( 1 - ~) V+m,p + (1 :;)2D)' ~ 1 (3.2.1) 
La première partie à droite de l'égalité nous donne la probabilité dans le cas où 
il n'y a pas de dème spécial (avec probabilité 1 D-o.). Les deux gènes peuvent 
provenir du même dème où ils sont (chacun avec probabilité 1 m + m/ D) et 
avoir le même parent à la génération précédente (avec probabilité 1/ N). Sinon, ils 
peuvent tous les deux avoir subi une migration (avec probabilité m/ D chacun), 
mais ils doivent provenir du même dème encore une fois (D -1 dèmes possibles) et 
avoir le même parent à la génération précédente dans ce dème (1/ N). Les quatre 
lignes suivantes nous donnent les probabilités pour les différents cas possibles 
lorsqu'il y a un dème spécial (avec probabilité D-o.). La deuxième ligne nous 
donne la probabilité que les gènes soient dans le dème spécial (avec probabilité 
1/ D), qu'ils proviennent de ce dème à la génération précédente et qu'ils subissent 
une coalescence. La troisième ligne suppose cette fois-ci que les deux gènes se 
trouvent dans un dème normal (avec probabilité 1 - 1/ D), qu'ils proviennent de 
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ce même dème et qu'ils subissent une coalescence. La quatrième ligne suppose 
que les gènes se trouvent dans un dème normal et qu'ils proviennent d'un même 
dème normal différent de celui où ils se trouvent et qu'ils aient le même parent à 
la génération précédente. Finalement, la dernière ligne nous donne la probabilité 
lorsque les deux gènes se trouvent dans un dème normal, mais qu'ils proviennent 
du dème spécial (avec probabilité donnée à l'équation (3.1.3)) et qu'ils subissent 
une coalescence. Nous omettons le cas où les deux gènes sont dans le dème spécial, 
mais qu'ils proviennent tous les deux du même dème normal, la probabilité étant 
d'ordre 0(1/ D 2 ). Étant donné que nous supposerons D très grand et à la limite 
D ---+ 00, tous les termes d'ordre 0(1/ D2) et 0(1/ Dl+o.) seront négligeables. En 
enlevant ces termes de l'équation (3.2.1) et en faisant diverses simplifications, 
celle-ci devient 
(1 - m)2 1 ('ljJm) 2 2m 
P41 = N + N DO. 1 + 'ljJ + ND· (3.2.2) 
Toutes les probabilités de transition peuvent être calculées de la même manière 
que précédemment. Cela en fait beaucoup, mais en tenant compte que l'état (1) 
est un état absorbant, que plusieurs transitions sont impossibles (de l'état (2) à 
l'état (6) par exemple) et que plusieurs probabilités de transition peuvent s'écrire 
comme un facteur multipliant une autre probabilité, nous réduisons sensiblement 
le nombre de calculs comme celui fait précédemment. Ces calculs étant légère-
ment répétitifs, ils sont présentés à l'annexe B. Nous obtenons alors une matrice 
de transition de la forme suivante : 
1 0 0 0 0 0 
P21 1 - L:f=l P2i 0 P24 0 0 
iop2 
P31 P32 1 - L:f=l P3i P34 P35 P36 
iop3· 
P41 P42 0 1 - L:f=l P4i 0 0 
iop4 
P51 P52 P53 P54 1 - L:f=l P5i P56 
iop5 
P61 P62 P63 P64 P65 1 - L:f=l P6i 
iop6 
28 
Une fois la matrice de transition trouvée, nous utilisons la même technique 
décrite à la section 2.2 en écrivant notre matrice de transition sous la forme de 
l'équation (2.2.1), c'est-à-dire de la forme 
1+ A(N)jN + B(N, D)jND. 
La matrice de transition 1+ A(N)jN contiendra les probabilités reliées aux évé-
nements de coalescence et aux migrations vers des dèmes ne contenant aucun 
gène ancestral. La matrice B(N, D), qui n'est pas une matrice de transition en 
elle-même, contiendra toutes les autres probabilités de transition. En utilisant les 
résultats calculés dans l'annexe A, nous obtenons pour la matrice 1+ A(N)jN 
1 0 0 0 0 0 
0 1 0 0 0 0 
0 0 1 0 0 0 
(l-m)2 
m(2 - m) 0 L:6 1 0 0 -N- 1 - i=1 A4· #4 ~ 
0 (l-m)2 m(2 - m) 0 L:6 1 0 -N- 1- i=IA5· #5 ~ 
(l-m)3 3m(l-m)2 
m2 (3 - 2m) 3(N-I)(I-m)3 3(N-I)m(l-m)2 L:6 1 ~ N N2 N 1 - i=1 A6· i;66 ~ 
où A~j représente les entrées de la matrice 1+ A(N)j N. La matrice B(N, D) sera 
composée des termes restant et peut être directement obtenue en soustrayant la 
matrice 1+ A(N)jN de la matrice de transition P. L'objectif est d'utiliser le 
lemme de M6hle ([M2]) comme à la section 2.2 pour trouver la limite de la ma-
trice de transition lorsque D ---+ 00. Pour ce faire, nous allons sensiblement suivre 
la démarche utilisée par Lessard et Wakeley ([LW]). 
Nous posons S comme étant l'ensemble de tous les états possibles pour le 
matériel ancestral (dans le cas présent où n = 3, il y a six états possibles). Pour 
chaque état, nous ordonnons les dèmes de manière à ce que le nombre de gènes 
ancestraux dans chaque dème décroît. Ceci nous permet d'ordonner plus facile-
ment les états entre eux. Nous subdivisons en trois sous-ensembles SI, S2 et S3 
les différents états. Le sous-ensemble SI contiendra les états où chaque dème a 
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au maximum un gène ancestral (les états un, deux et trois dans notre situation). 
Le sous-ensemble S2 (qui diffère du sous-ensemble utilisé par Lessard et Wakeley) 
contiendra les états où un dème a au moins deux gènes ancestraux tandis que 
tous les autres en ont au maximum un seul. Les états quatre, cinq et six de notre 
situation font partie du sous-ensemble S2. Le sous-ensemble S3 contiendra tous 
les autres états (ceci implique qu'un état dans S3 a au moins deux dèmes qui 
contiennent chacun au moins deux gènes ancestraux). 
Nous remarquons que les états faisant partie de SI sont absorbants pour la 
matrice 1 + A( N) / N et que 
lim [1 + A(N)] t = P(N), 
t->oo N 
tel que fait à la section 2.2. La matrice P(N) peut alors s'écrire à l'aide de blocs, 
en fonction des trois sous-ensembles décrits plus haut, comme 
1 o 
P(N) = 
o 
o 
o 
(3:2.3) 
La matrice B(N) = limD->oo B(N, D) peut également être écrite comme une 
matrice de blocs pour obtenir 
B(N) = 
Bu (N) B I2 (N) 0 
B21 (N) B22 (N) B23 (N) 
B31 (N) B32 (N) B33(N) 
(3.2.4) 
Le zéro de la matrice vient du fait qu'à la limite lorsque D -t 00, la proba-
bilité de passer directement d'un état de SI à un état de S3 est nulle. En effet, 
cette transition impliquerait au minimum deux migrations vers deux dèmes an-
cestraux distincts lorsqu'il n'y a pas de dème spécial. Chaque migration étant 
d'ordre 0(1/ D), la probabilité de transition sera d'ordre 0(1/ D2) et donc négli-
geable à la limite (Cas 1 de la figure 3.2) par rapport aux termes d'ordre 0(1/ D). 
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Dans le cas de la présence d'un dème spécial (avec probabilité D-a), deux gènes 
ou plus pourraient migrer vers ce dernier et au moins un autre gène migrerait vers 
un dème ancestral normal (avec une probabilité d'ordre 0(1/ D)). La probabilité 
de cette transition serait donc d'ordre 0(1/ Dl+a ), qui est également négligeable 
à la limite (Cas 2 de la figure 3.2). 
Dème spécial 
• • .~ 
Génération t 
1 .~ 
• • 
Génération t + 1 
Cas 1 Cas 2 
FIGURE 3.2. Exemples de transition d'un état de 8 1 vers un état de 8 3 . 
Nous utilisons ensuite le lemme de M6hle ([M2]) pour calculer la limite de la 
matrice de transition lorsque D -7 ()() pour obtenir 
[ 
A(N) B(N D)] [NDt] 
lim 1+-- + ' = P(N)exp[tG(N)], 
D-+oo N ND . 
où G(N) = P(N)B(N)P(N). Nous trouvons alors 
Bll(N) + B I2 (N)P21 (N) 
G(N) = 
O· o 
o 
(3.2.5) 
Ceci nous donne comme résultat que notre processus de coalescence est entiè-
rement décrit par la matrice Bll (N) + B 12 ( N)P21 (N) qui nous donne les différents 
taux de coalescence. En effet, à la limite, il y aura transition instantanée à partir 
des états dans 8 2 et 8 3 vers les états dans 8 1 , ces transitions étant données par la 
matrice P(N). Une fois dans 8 1 , nous avons une chaîne de Markov avec comme 
générateur infinitésimal Bll(N) + B I2 (N)P21 (N). Il nous suffit donc de trouver 
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les valeurs exactes de Bn (N), B12(N) et P21 (N) pour connaître le processus de 
coalescence. Dans notre modèle particulier, les valeurs de ces blocs de matrices 
dépendront de la valeur prise par le paramètre ex. 
En observant les différentes probabilités de transition, nous remarquons que 
les termes faisant partie de la matrice B~t) sont d'ordre 0(1/ D) ou d'ordre 
0(1/ Da). Il y aura donc trois cas distincts à étudier: 
1) 0 < ex < 1, 
2) ex = 1, 
3) ex > 1. 
Commençons par le troisième cas : si ex > 1. Ceci nous amène à négliger tous 
les termes d'ordre 0(1/ Da) par rapport aux termes d'ordre 0(1/ D) à' la limite 
lorsque D - 00. Conséquemment, le dème spécial n'a plus aucune influence, car 
l'existence d'un tel dème (avec probabilité D-a) est elle-même négligeable! Ceci 
nous ramène donc au modèle de Wright-Fisher standard pour une population 
subdivisée. Ce cas n'étant pas nouveau et ayant déjà été étudié, nous n'allons 
donc pas nous y attarder davantage. 
En étudiant le premier cas, où 0 < ex < 1, nous observons à l'inverse du 
cas précédent que les termes d'ordre 0(1/ D) seront négligeables par rapport à 
ceux d'ordre 0(1/ Da) à la limite. Nous conservons donc dans la matrice B(N, D) 
les termes d'ordre 0(1/ Da-l), car B(N, D) est elle-même divisée par ND. Or, 
comme nous voulons prendre la limite de B(N, D) lorsque D - 00, ceci nous 
amène à modifier notre échelle de temps en prenant N Da générations par unité 
de temps (au lieu de ND) et en réécrivant la matrice de transition sous la forme 
1 A(N) I3(N, D) 
+ N + NDa . 
Il est à noter que le résultat du lemme de Mühle de l'équation (3.2.5) s'applique 
toujours de la manière suivante: 
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. [ A(N) B(N, D)] [ND"'t] 
hm I+-N + ND D-oo Q P(N)exp[tG(N)]. 
Nous sommes alors en mesure de trouver B(N) limD->oo B(N, D). Nous obte-
nons ainsi directement les blocs B l1 (N) et B 12 (N) qui sont 
0 0 0 
Bu(N) = (t~r (~r 0 -N HW 
(t+~f 3(~r(1-~) N(-3(mf 2 (mf) HW HW 
et 
0 0 0 
B12 (N) (~r 0 0 (N - 1) HW 
3(N~1) (~)3 3(N -1) (:+~r (1 ~) (t+~r N HW HW 
Il ne reste qu'à calculer P21 (N). En se référant à la matrice 1 + A(N)/N et à 
ses entrées A~j' nous trouvons 
F(N) 1 - F(N) 0 
P21 (N) = 0 F(N) 1 F(N) 
où 
F(N) (1 - m)2 Nm(2 - m) 
et 
1 
A~4 ( 
A' + 1 A' F N), 
66 66 
A~5 
1 - A~6 (1 - F(N)) + 1 _ A~6 F(N), 
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Nous sommes donc en mesure de décrire le processus de coalescence dans notre 
situation. Pui:,que nous travaillons avec un échantillon de taille n = 3, l'essentiel 
ici est de remarquer la forme que prend la matrice B l1 (N) + B 12 (N)P21(N), qui 
sera 
o o o 
À21 -À21 0 
À31 À32 -(À31 + À32 ) 
où les À ij sont des valeurs positives qui représentent les différents taux de coa-
lescence (Àij représente la coalescence de i - j + 1 gènes lorsqu'il en reste i dans 
l'échantillon), c'est-à-dire que dans notre cas, la coalescence de deux gènes lors-
qu'il en reste deux ou trois dans l'échantillon ainsi que la coalescence de trois 
gènes ont des probabilités positives. Nous obtenons donc un processus de coales-
cen~e plus général où les coalescences multiples (coalescence de trois gènes ici) 
sont possibles. 
Le dernier cas, où Œ = 1, sera très semblable au cas précédent. Tous les termes 
étant d'ordre 0(1/ D), ils devront tous être conservés à la limite lorsque D --+ 00. 
La modification à l'échelle de temps dans le cas où 0 < Œ < 1 ne changera rien ici 
puisque N DO: = ND. Nous pouvons vérifier facilement que le processus de coa-
lescence sera le même dans ce cas-ci (avec des taux de coalescence différents bien 
entendu) puisque la seule différence est que certaines probabilités de transition 
qui étaient négligées ne le sont plus. Afin d'éviter la répétition, nous continuerons 
uniquement avec le cas où 0 < Œ < 1. 
Les résulta,ts trouvés ici nous amènent à généraliser notre modèle pour un 
échantillon de taille quelconque afin de vérifier si le processus de coalescence dans 
un tel cas est semblable. 
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3.3. GÉNÉRALISATION DE LA MATRICE DE TRANSITION 
Afin de généraliser la matrice de transition pour un échantillon de taille quel-
conque dans le cas où 0 < 0: < 1, nous devons observer pour chaque transition 
d'un état vers un autre quels événements de coalescence ou de migration ne seront 
pas négligeables à la limite lorsque D ---+ 00. Puisque nous nous intéressons à la 
matrice Bu (N) + B 12 (N)P21 (N), nous devons étudier les transitions d'un état 
de la classe SI vers un autre état de cette même classe (ces probabilités étant 
inclues dans Bu(N)), les transitions d'un état de SI vers un état de S2 (inclues 
dans B 12(N)) ainsi que les transitions d'un état de S2 vers un état de SI ou S2 
qui sont d'ordre 0(1/ N) et qui serviront à calculer P21 (N). 
Commençons par les transitions d'un état de SI vers un autre état de cette 
classe. Pour passer de l'état k dans SI (k dèmes ont un gène ancestral et les autres 
n'en ont aucun, nommons le Sl,k) à l'état j dans SI (k > j sinon la transition est 
impossible), le seul événement possible à la limite (dans le cas où 0 < 0: < 1) sera 
celui représenté à la figure 3.3, c'est-à-dire que k - j + 1 gènes migrent vers le 
j gènes 
kgènes 
FIGURE 3.3. Transition de l'état Sl,k vers l'état Sl,j' 
dème spécial et coalescent tandis que les j -1 restant n'y vont pas (soit ils restent 
dans leur dème, soit ils migrent vers un dème non ancestral). La probabilité que 
deux des j - 1 gènes restant se retrouvent dans le même dème sera négligeable, 
car elle est de l'ordre 0(1/ D). La probabilité d'une telle transition sera donc 
1 ( k ) ( 'ljJm ) k-j+1 ( 'ljJm )j-1 
P(Sl,k ---+ Sl,j) = Nk-j Do. k _ j + 1 1 + 'ljJ 1 - 1 + 'ljJ 
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Étant donné que la matrice B(N) est divisée par NDCi, les entrées de Bll(N) 
seront 
o 
1 k (~) k-j+l ( _ ~)j-l 
Nk j 1 (k-j+l) 1+'IjJ 1 1+'IjJ 
- Somme sur la ligne 
si j > k, 
si k > j, 
si k = j, 
(3.3.1) 
où la somme sur la ligne est la somme de toutes les probabilités de transition 
possible à partir de l'état SI,k. Dans les faits, puisqu'une transition directe d'un 
état de SI vers un état de S3 est négligeable, ceci revient à s'assurer que la somme 
de toutes les valeurs de Bll(N) et de B I2 (N) sur la même ligne donne bien zéro. 
Afin de répéter le même processus pour calculer les entrées de B I2 (N), nous 
allons d'abord définir les états de S2. Un état dans la classe S2 a un dème ayant 
deux gènes ancestraux ou plus et les autres avec au maximum un gène. Alors 
l'état S2,(i,j) de la classe S2 aura un dème avec i gènes (i ~ 2) et j dèmes avec un 
seul gène (j ~ 0), les autres dèmes n'en ayant aucun. Pour passer de l'état SI,k à 
l'état S2,(i,j), deux situations sont possibles: 
1)i+j<k, 
2) i + j = k. 
Si i + j > k, la transition étant impossible, car le nombre total de gènes 
ancestraux ne peut pas augmenter, la probabilité sera nulle. Dans le cas où i+ j < 
k, à la limite lorsque D -----+ 00, un seul événement ne sera pas négligeable. Parmi 
les k gènes, k - j migreront dans le dème spécial (toujours avec probabilité t+~ 
chacun), les j autres n'y allant pas. Parmi les k - j gènes se trouvant dans le 
dème spécial, i - 1 auront un parent distinct à la génération précédente et tous 
les autres coalesceront vers un i e parent distinct de sorte qu'il y aura bien i gènes 
dans ce dème. Dans le cas où i + j = k, la situation est semblable à l'exception 
que les k - j = i gènes qui migrent vers le dème spécial ne coalesceront pas. Les 
entrées de B I2 (N), en tenant compte toujours que B(N) est divisée par N DCi, 
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seront donc 
N(N-1) ... (N-i+1) (k) (k-i) ("ljJm )k-j (1 _ "ljJm)j 
Nk-J-l j i-1 l+"IjJ l+"IjJ 
N(N-l).:.(N-i+1) (k) ("ljJm)i (1 _ "ljJm)j 
Nt 1 j l+"IjJ l+"IjJ 
si i + j < k, 
si i + j = k, 
o sinon. 
(3.3.2) 
Il est plus difficile de trouver les entrées du bloc P21 (N) de la même manière que 
nous avons fait pour Bl1(N) et B 12 (N). Nous allons donc procéder différemment. 
Pour ce faire, nous allons revenir à la matrice 1+ A(N)jN qui peut s'écrire sous 
forme de matrice de blocs en utilisant les trois classes définies précédemment 
comme suit 
o 0 
A22 (N) 0 
A32 (N) A33(N) 
Nous pouvons donc tronquer la matrice l + A( N) j N pour garder uniquement les 
classes 8 1 et 8 2 de manière à obtenir comme matrice 
(3.3.3) 
Par le résultat que limt-->oo [1 + At)f = P(N) trouvé à l'équation (3.2.3), nous 
obtenons alors 
-t (1 0) lim A = . 
hoo P21 (N) 0 
Cependant à partir de l'équation (3.3.3), nous pouvons également conclure que 
P21(N) = (t. A22(N)') A21 (N) = (I - A22(NW 1 A21 (N). 
Sur la base de ce résultat, nous cherchons maintenant à trouver les entrées 
des blocs A 21 (N) et A22 (N) de manière équivalente au raisonnement suivi pour 
trouver Bl1(N) et B 12 (N). Le bloc A21 (N) contient les probabilités de transition 
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d'un état de la classe S2 vers un état de la classe SI qui sont d'ordre O(l/N). 
Ceci implique qu'il n'y a pas de dème spécial (car la probabilité qu'il y en ait un 
est d'ordre 0(1/ DCt)) et que seules les migrations vers des dèmes non ancestraux 
et les coalescences de gènes dans le même dème sont à considérer. Dans ces cir-
constances, pour passer de l'état S2,(i,j) vers l'état SI,k, deux situations donneront 
des probabilités positives et non négligeables : 
1) j < k < i + j, 
2) k = i + j. 
Si k ::; j, la transition sera d'ordre 0(1/ DCt), ce qui est négligeable par rapport à 
o (1/ N). Si k > i+ j, la transition est impossible. Dans ces deux cas, la probabilité 
sera donc nulle. Si j < k < i + j, alors k - j - 1 gènes parmi les i qui se trouvent 
dans le même dème vont migrer vers des dèmes différents (la probabilité que 
deux ou plus migrent vers le même dème est négligeable). Les autres (il en reste 
i - (k - j - 1) = i + j - k + 1) resteront dans leur dème et coalesceront tous 
ensemble. Les j gènes, qui sont dans des dèmes distincts, n'interviennent pas, car 
la probabilité qu'ils migrent vers un dème ancestral est également négligeable. Si 
k = i + j, alors soit i - 1 des i gènes dans le même dème migrent vers des dèmes 
distincts non ancestraux et le dernier ne migre pas, soit les i gènes migrent tous 
vers des dèmes distincts non ancestraux. Les entrées de A21 (N) seront donc 
( 
i ) m k- j - 1 (1_m)i+j-k+l 
k-j-l N'+J k si j < k < i + j, 
imi-l(1 - m) + mi si k = i + j, 
o sinon. 
D'autre part, le bloc A22 (N) contient toutes les transitions d'un état de S2 vers 
un autre état de S2 dont la probabilité est d'ordre 0(1/ N) (les mêmes restrictions 
pour les événements possibles s'appliquent ici également). Pour passer de l'état 
S2,(i,j) à S2,(k,l), il y aura trois situations possibles: 
1) l ~ j et k < i + j -l, 
2) l > j et k = i + j - l, 
3) (i,j) = (k, l). 
38 
Les autres cas donneront lieu à des transitions qui sont soit impossibles (car le 
nombre de gènes ancestraux augmenteraient), soit de probabilité nulle à la limite. 
Si l 2: j et k < i + j - l, un seul événement amènera une probabilité positive 
non négligeable. Les j gènes dans des dèmes distincts n'interviendront pas par 
le même raisonnement que précédemment et resteront dans des dèmes distincts. 
Parmi les i gènes se trouvant dans le même dème, l - j migreront vers des dèmes 
distincts non ancestraux (il y aura donc bien l gènes dans des dèmes distincts) 
tandis que les i+ j -l autres ne migreront pas. Parmi ces derniers, k -1 auront des 
parents distincts à la génération précédente et les autres coalesceront et auront 
un parent distinct des k - 1 autres. En mettant tout ceci ensemble, nous obtenons 
comme probabilité de transition 
( ) ( i ) ml - j (l_m)i+j -1 (i + j -l) N(N - l) .... (N. - k + 1). A 22 N S2,(i,j)--+S2,(k,l) = k + 1 l- j - 1 N2 J-
Dans le cas où l > j et k = i + j - l, la situation est semblable à l'exception 
qu'il n'y aura pas de coalescence. Ceci revient à remplacer (it~~l) par 1 dans la 
probabilité précédente. Finalement, si (i, j) = (k, l), étant donné que la somme 
sur chaque ligne dans la matrice de transition 1 + A(N)jN doit donner 1, nous 
aurons 1 - Somme sur la ligne (qui comprend les probabilités de transition de 
A21 (N) et de A22 (N)) comme probabilité de rester au même état à la génération 
précédente. Donc, nous obtenons pour les entrées de A22 (N), 
( i) l-j (1 _ )i+j-l (i+j-l) N(N-l):,,(N-k+1) l-j m m k-l N'+J 1 
( i) l-j(l _ )kN(N-l)".(N-k+l) l-j m m Nk 
1 - Somme sur la ligne 
o 
si l 2: j 
et k < i + j -l, 
si l > j 
et k = i + j -l, 
si (i, j) = (k,l), 
sinon. 
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Nous ne pouvons pas trouver la forme générale de la matrice P21 (N) 
(I - A22 (N))-1 A21 (N) à partir de A21 (N) et A22 (N), mais en connaissant les va-
leurs prises par les paramètres N et m, nous serons en mesure de calculer P21 (N). 
Nous avons donc réussi à généraliser les blocs Bu(N), B I2 (N) et P21 (N) et 
par le fait même à obtenir un processus de coalescence pour un échantillon de 
taille quelconque. Dans le cas où 0 < Œ < 1 et en supposant que nous connaissons 
les valeurs prises par nos paramètres N, m et 'I/J, nous pouvons calculer précisé-
ment les différents taux de coalescence afin de vérifier que nous sommes bien en 
présence d'un processus de coalescence généralisé où les coalescences multiples 
sont possibles. 
À la fin du chapitre 2, nous avons calculé la limite lorsque N -> 00 de G3,3/ G2,2 
pour vérifier que nous avions bien un processus de coalescence plus général dans le 
cas où 0 < Œ ::; 1. Nous pouvons suivre la même démarche ici, à la différence que 
nous prenons la limite lorsque D -> 00. La probabilité G2,2 (qui correspondait à 
la probabilité de coalescence de deux gènes) sera équivalente à -b P41 + (1 - -b) P21 
et G3,3 à ~2 P6 ,1 + iJ (1 - -b) P5,1 + (1 - -b) (1 - i) P3,1 en se référant aux proba-
bilités calculées à la section 3.2. Ceci s'explique par le fait qu'en prenant deux ou 
trois gènes au hasard parmi toute la population, il y a une certaine probabilité 
que ceux-ci soient dans le même dème et une probabilité complémentaire qu'ils 
soient dans des dèmes distincts. En négligeant tous les termes d'ordre 0(1/ DHa) 
nous obtenons alors 
G = ~ [(1- m?] + (1-~) [_1 (~)2 + m(2 - m)] 
2,2 D N D N Da 1 + 'I/J ND 
1 ('l/Jm ) 2 1 
= NDa 1 +'I/J + ND 
Nba (r+~) 2 (1 + 0(1/ Dl-a)) si 0 < Œ < 1, 
~D (1 + (r+~ r) (1 + 0(1/ D)) si Œ = 1, 
~D (1 + O(1/Da-I)) si Œ> 1. 
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De la même manière pour G3,3, nous pouvons immédiatement omettre ~2 P6,1 et 
% (1 - -iJ) PS,l, car ces termes seront tous d'ordre 0(1/ DHa) et donc négligeables. 
Nous obtenons doric 
1 (1j;m) 3 
= N2Da 1 + 1j; (1 + O(l/D)), 
pour tout a; > O. Finalement, en prenant la limite du rapport entre les deux 
lorsque D --+ 00, nous obtenons 
'I/lm 0 
N(H'I/l) > si 0 < a; < 1, 
NTmm1~;)2":j:::;ï;2;;;:;:2) > 0 si a; = 1, 
o si a; > 1. 
Ceci nous confirme à nouveau que nous avons un processus de coalescence' géné-
ralisé dans le cas où 0 < a; ::; 1. 
3.4. AUTRES MÉTHODES POUR CALCULER LES TAUX DE COALES-
CENCE 
À la section précédente, nous avons réussi à décrire le processus de coalescence 
pour notre modèle pour une population de taille quelconque. Cependant, un pro-
blème persiste. Nous n'avons pas de forme générale pour les taux de coalescence; 
nous pouvons seulement les calculer lorsque la taille de la population et le taux 
de migration sont connus. En effet, le bloc P21 (N) n'a pas été obtenu sous forme 
générale, mais il est plutôt calculé à l'aide des blocs A21 (N) et A22 (N). Une for-
mule générale pour les taux de coalescence serait intéressante tout d'abord sur le 
plan théorique, afin de mieux décrire le processus de coalescence de notre modèle, 
et ensuite sur le plan pratique, pour permettre de vérifier plus facilement si notre 
modèle est valable pour une population donnée et éventuellement pour estimer 
certains paramètres pour une telle population. 
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Afin d'atteindre cet objectif, nous commençons par regarder à la figure 3.4 les 
transitions possibles pour passer de l'état SI,n (n gènes ancestraux dans des dèmes 
distincts) à l'état SI,k avec leur probabilité correspondante. Les blocs Bn (N) et 
B I2 (N) sont les mêmes que précédemment et Pi,k-j correspond à la probabilité 
de passer de i gènes ancestraux dans un même dème à k - j gènes dans des dèmes 
distincts. Ceci correspond à une transition d'un état de la classe S2 vers un état 
de la classe SI qui, à la limite, se fait de manière instantanée. Pour calculer cette 
n lignées 
dèmes différenls 
B ll(N) s ·s l,n' I,t 
~ ..... ~~~ ~  ..... 
~. • •••• ~. ____ k-_j _lig_née_,._dè_me_, d_iffé_re_nlS_-------' 
k lignées. dèmes différents 
i lignées. même dème 
j lignées. dèmes différents 
FIGURE 3.4. Transition de l'état SI,n vers l'état SI,k. 
probabilité, nous faisons une correspondance entre un modèle de Wright-Fisher 
dans une population panmictique avec mutation et notre modèle, c'est-à-dire un 
modèle de Wright-Fisher dans une population subdivisée avec migration. Une telle 
correspondance existe ici, puisque dans le premier cas, le modèle à une infinité 
d'allèles est utilisé pour modéliser les mutations (chaque mutation amène un type 
nouveau dans la population), alors que dans notre modèle, il y a une infinité de 
dèmes à la limite. Ainsi, une migration se fait toujours vers un dème non ancestral 
à la limite. Il y a donc une correspondance entre le nombre de types d'allèles dans 
le premier modèle et le nombre de dèmes ancestraux dans le deuxième. Or, la 
formule échantillonnale exacte pour le modèle neutre de Wright-Fisher à une 
infinité d'allèles ([LeD nous donne la probabilité d'avoir k types distincts avec 
une configuration pour le nombre de gènes de chaque type (nI, ... , nk) dans un 
échantillon de taille n. Elle est donnée par . 
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1 ... t t + 1 ... t i t i + 1 ... T 
n ... Tt > Tt+l ... Tti > Tti+l ... TT > 0 
TABLEAU 3.1. Notation et inégalités pour le nombre de gènes des 
différents types (i = 1, ... , k) au début de chaque génération où un 
gène disparaît (t = 1, ... , T). 
Nous utilisons comme notation (N)r = N(N - 1) ... (N - T + 1) et S$8) est un 
nombre de Stirling de seconde espèce dont la formule est 
S(8) = ~ 
r s! 
il,···,js~l 
il + .. ·+js=r 
Notons que nous utilisons également (N)o = 1 et S6°) = siO) = 1. Finalement, 
(Ti,t) représente une matrice d'entiers non négatifs satisfaisant Ti,t 2: Ti,Hl pour 
i = 1, ... , k et t 2: 1 avec Ti,l = ni et Ti,ti = 1 > Ti,ti+ l = 0 pour un certain ti pour 
toutes les valeurs de i et Tt = 2:i Ti,t > 2:i Ti,Hl = THl tant que Tt 2: 1 ce qui 
arrive lorsque t = 1, ... , T (voir le tableau 3.1 pour les valeurs de Ti,t). 
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Pour faire la correspondance avec notre modèle, le taux de mutation 11 est 
remplacé par le taux de migration m. Un événement de mutation qui amenait un 
nouveau type dans la population est maintenant un événement de migration vers 
un dème non ancestral, le transformant par le fait même en dème ancestral. Nous 
faisons ensuite la somme sur toutes les configurations (nl, ... , nk) possibles, car 
il n'y a pas de types différents dans notre modèle. Nous obtenons alors comme 
probabilité de passer de n gènes ancestraux dans un même dème à k gènes dans 
des dèmes distincts 
( N) 
k T (1 )Tt (N) rrk S(Ti,t+l) 
m "" II - m Tt+ 1 i=l Ti,t 
1 - m 6 _ NTt - (1 - m Yt (N)Tt 
h,t) t-l 
(3.4.2) 
dans le cas où k :S n, la probabilité étant nulle sinon. 
En utilisant la figure 3.4, nous obtenons la formule générale pour les différents 
taux de coalescence, 
n n-i 
Àn,k = L L B 12 (N)sl,n->S2,(i,j)Pi ,k-j + Bu (N)Sl,n->Sl,k' 
i=2 j=k-i 
(3.4.3) 
La double somme donne la probabilité pour toutes les transitions possibles de 
l'état Sl,n à l'état Sl,k en passant par un état transitoire de la classe S2, soit S2,(i,j). 
Pour qu'une telle transition soit possible, il faut que k :S i + j :S n et que i ~ 2 
(ce qui est un préalable pour les états de la classe S2)' Nous ajoutons finalement 
la probabilité d'une transition directe, qui est donnée par le bloc B 11 (N). L'équa-
tion (3.4.3) a un intérêt plutôt théorique puisqu'elle est difficilement utilisable 
pour faire des calculs. La formule échantillonnale exacte de Wright-Fisher peut 
cependant être approximée par la formule échantillonnale d'Ewens ([E] ; voir [GL] 
pour une preuve par méthode combinatoire) lorsque N est suffisamment grand et 
11, le taux de mutation, suffisamment petit (voir [Le] pour la démonstration). En 
effet, la formule échantillonnale d'Ewens donne la configuration échantillonnale 
pour un modèle à une infinité d'allèles lorsque N ---+ 00 et e = 2N 11 est constant. 
Sous ces conditions avec un échantillon de taille n, la probabilité d'avoir k types 
44 
différents avec une configuration (nI, ... , nk) pour le nombre de chaque type est 
(3.4.4) 
Ici également, une correspondance peut être faite avec notre modèle en remplaçant 
e par M = 2N m, qui doit rester constant. En sommant sur toutes les configura-
tions possibles comme précédemment, nous obtenons 
'Mk P' = L _.,-----_----,----n_. -----
n,k (nI, ... ,nk) k! (TI7=1 ni) TI~=I (M + r - 1) (3.4.5) 
comme la probabilité de passer de l'état SI n à l'état SI k. Or, N ne tend pas , , . 
vers l'infini dans notre modèle. Nous devons donc nous demander pour quelles 
valeurs de N et M cette approximation est acceptable. Intuitivement, pour e fixée, 
l'approximation sera meilleure pour un N plus grand et un M proportionnellement 
plus petit, car nous nous rapprochons du cas où N ----> 00. Si la variable N est fixée, 
l'approximation sera meilleure à mesure que M diminue, car nous nous rapprochons 
de M ----> O. Nous comparons donc les équations (3.4.1) et (3.4.4) pour différentes 
valeurs de N et M. Le calcul de ces équations est fait dans Matlab et les fonctions 
utilisées sont présentées à l'annexe C.l. Nous prenons un échantillon de taille 
n = 5 et mesurons la distance de variation totale entre les distributions ([DV]) 
qui est donnée par 
1 II? - pli = - L IP(x) - p(x)l, 
. 2 
x 
où x est une configuration possible de l'échantillon. Ceci représente la plus grande 
différence possible en valeur absolu entre les probabilités que les deux distributions 
peuvent assigner à un même événement (un événement représente ici n'importe 
quel sous-ensemble de toutes les configurations possibles). Pour vérifier notre hy-
pothèse, nous faisons varier le produit N M à différentes valeurs (1/1000, 1/100, 
1/10, 1 et 4) ainsi que N (5, 10, 50, 100, 500) en donnant la bonne valeur corres-
pondante à M dans chaque cas. Le tableau 3.2 donne les résultats obtenus lorsque 
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le produit N J-t est gardé constant à 0,1. 
J-t \ N 5 10 L50 100 500 
2 X 10-4 7,60 X 10-5 
1 X 10-3 3 82 X 10-4 ) 
2 X 10-3 7,73 X 10-4 
1 X 10-2 4, 18 X 10-3 
2 X 10-2 9 36 X 10-3 , 
TABLEAU 3.2. DIstance de VarIatIOn totale lorsque N J-t = 0,1. 
Nous remarquons qu'à mesure que N augmente, l'erreur diminue. La même 
tendance est observée pour toutes les autres valeurs du produit N J-t. En gardant 
N fixé et en faisant varier la valeur de J-t, nous obtenons une relation semblable 
(voir tableau 3.3). Pour une même valeur de N, la distance de variation totale 
sera plus petite pour une plus petite valeur de J-t. Si N est gardé constant et que 
la valeur de J-t est divisée par 10, la distance de variation totale est environ divisée 
par 10 également. 
J-t \ N 5 50 500 
2 X 10-6 4,93 X 10-7 
2 X 10-5 5 09 X 10-6 , 5,33 X 10-6 
2 X 10-4 7,26 X 10-5 5 49 X 10-5 , 7,60 X 10-5 
2 X 10-3 7,61 X 10-4 7,73 X 10-4 6,81 X 10-4 
2 X 10-2 9,36 X 10-3 6,91 X 10-3 
2 X 10-1 8,12 X 10-2 
TABLEAU 3.3. DIstance de vanatIOn totale lorsque J-t varIe et N 
reste constant. 
Il est également intéressant de remarquer dans le tableau précédent que pour 
une même valeur de J-t, la taille de la population n'a pas d'effet important sur la 
distance de variation totale (l'ordre de grandeur reste le même). Dans la mesure 
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où nous considérons une distance d'ordre 0(10-3 ) acceptable, la formule échan-
tillonnale d'Ewens devient rapidement une bonne approximation de la formule 
échantillonnale exacte pour le modèle de Wright-Fisher même pour une popula-
tion de petite taille, en autant que J-l soit suffisamment petit. Cette hypothèse 
est plus plausible pour un taux de mutation, qui est généralement très petit, 
que pour un taux de migration, qui peut être relativement élevé chez certaines 
populations. La même correspondance peut être faite dans notre modèle entre 
les équations (3.4.2) et (3.4.5) puisque la seule différence étant que nous faisons 
la somme sur toutes les configurations possibles. Nous en venons donc à utiliser 
comme formule finale pour calculer les taux de coalescence (dans le· cas où la 
formule d'Ewens est une bonne approximation), 
n n-i 
À~,k = L L B 12 (N)Sl,n->S2,(i,j)P:,k-j + B l1 (N)Sl,n->Sl,k' 
i=2 j=k-i 
(3.4.6) 
Cette dernière équation aura un temps de calcul beaucoup plus court que l'équa-
tion (3.4.3) à cause de la simplicité de la formule échantillonnale d'Ewens (d'un 
point de vue de programmation). Il faut cependant être prudent dans son utili-
sation si le taux de migration est élevé. 
3.5. VALIDATION DU MODÈLE ET ESTIMATION DES PARAMÈTRES 
Ayant obtenu une formule pour les taux de coalescence à la section précédente, 
nous voulons maintenant la mettre à l'épreuve pour vérifier si elle permet d'ob-
tenir une bonne estimation des paramètres. Jusqu'à présent, nous avons exclu les 
mutations de notre modèle. Nous avons fait ceci en nous basant sur le premier 
'principe de la théorie de la coalescence (décrite à la section 2.1) qui permet de 
séparer le processus de mutation du processus généalogique lorsque les mutations 
sont neutres. Maintenant que nous avons décrit entièrenient le processus généa-
logique pour notre modèle, nous introduisons une probabilité de mutation J-l par 
gène par génération et nous supposons un modèle à une infinité de sites, c'est-à-
dire que chaque mutation arrive sur un site différent du gène en question. Comme 
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nous prenons N Da générations pour unité de temps, le taux de mutation dans 
cette échelle de temps devient 
Lorsque nous avons un arbre de coalescence (comme à la figure 3.5) pour 
un échantillon, nous pouvons alors y superposer le processus de mutation. Pour 
chaque branche de la généalogie, le nombre de mutations (indiquées par des points 
noirs sur la figure) est distribué selon une loi de Poisson de paramètre Bi où T 
représente la longueur de la branche dans l'échelle de temps modifiée. Ceci s'ex-
plique par le fait qu'une loi binomiale de paramètre (n, p) peut être approximée 
par une loi de Poisson de paramètre np lorsque la probabilité p d'un succès (ce 
qui correspond à la probabilité de mutation J-L ici) est très petite et que le nombre 
d'épreuve n (ce qui correspond au nombre de générations sur la branche, soit 
NDaT) est très grand ([R]). Le taux de mutation étant très petit et le nombre 
de générations sur chaque branche étant très grand à la limite lorsque D ---+ 00, 
cette approximation est valable pour notre modèle. Nous obtenons donc bien une 
loi de Poisson de paramètre 
Les mutations étant indépendantes pour chaque gène et chaque génération, cha-
cun des processus de Poisson est indépendant. Nous posons Ti comme étant la 
FIGURE 3.5. Exemple d'arbre de coalescence. 
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somme de la longueur de toutes les branches ayant exactement i descendants dans 
l'échantillon (voir sur la figure 3.5 à quel Ti chaque branche contribue) et T'tot la 
somme de tous les Ti. Ceci nous permet de remarquer que le nombre de mutations 
n'apparaissant qu'une seule fois dans l'échantillon sera distribué, conditionnelle-
ment à Tl, selon une loi de Poisson de paramètre 9~1. De la même manière, le 
nombre de mutations apparaissant plus d'une fois (elles peuvent donc être sur 
n'importe quelle branche sauf celles incluses dans Tl) suivra, conditionnellement 
à Ttot et Tl, un,e loi de Poisson de paramètre 9(Tto;-Tl) qui sera indépendante de 
la précédente. Ceci nous sera très utile pour tester notre modèle. Pour ce faire, 
nous utiliserons une démarche semblable à Eldon et Wakeley ([EW]). 
La méthode qu'ils utilisent consiste à prendre des données recueillies sur une 
population d'huîtres du Pacifique ([B]) et à vérifier à l'aide d'un test de vraisem-
. blance pour quelles valeurs de leurs paramètres, 'ljJ et e, la probabilité d'avoir de 
telles données est la plus grande possible. Pour ce faire, chaque individu recueilli 
est testé à l'aide de 9 enzymes différentes ce qui permet de les différencier à l'aide 
de 9 paramètres. Sans entrer dans les détails d'ordre biologique, chaque enzyme 
permet de tester une partie différente de l'ADN des huîtres. Pour chaque enzyme, 
le code génétique le plus répandu dans l'échantillon est considéré comme le plus 
ancien (à défaut de connaître le véritable code génétique ancestral) et le chiffre 
o lui est assigné. Tous les autres codes génétiques sont considérés comme des 
mutations et un nombre différent leur est assigné pour les différencier. La valeur 
comme telle n'a pas d'importance, seulement que chaque nombre corresponde à 
un seul code génétique l'est. Chaque individu est donc représenté par un vecteur 
de 9 nombres et nous pouvons ainsi les comparer facilement. De manière analogue, 
si chaque enzyme testait un seul gène précis, alors le code génétique serait tout 
simplement un allèle. Deux paramètres sont alors calculés pour faire le test de 
vraisemblance : le nombre de sites mutants S et le nombre de sites polymorphes 
ayant un singleton rJh c'est-à-dire les sites ayant un code génétique qui leur est 
unique par rapport au reste de l'échantillon. Or, dans un modèle à une infinité de 
sites, ces derniers correspondent exactement au nombre total de mutations et au 
49 
nombre de mutations sur les branches externes de la généalogie, c'est-à-dire celles 
qui sont inclues dans Tl' En effet, dans un tel modèle, chaque mutation arrive 
sur un site différent étant donné que nous supposons qu'il y en a une infinité. 
Chaque site mutant correspond donc à une mutation et si un code génétique est 
unique à un individu, sa mutation correspondante sera sur une branche externe. 
Nous avons donc que S - rh représente le nombre de mutations représentées plus 
d'une fois dans l'échantillon et rh le nombre de mutations représentées une seule 
fois. Ces variables, conditionnellement à Ttot et Tl, sont donc indépendantes et 
distribuées selon des lois de Poisson respectivement de paramètres 8(Tto;-Tl) et 
~. Comme la valeur de ces paramètres peut être obtenue à l'aide des données, il 
suffit alors de simuler plusieurs généalogies de l'échantillon pour des valeurs de 'I/J 
et e fixées et de vérifier la probabilité moyenne d'obtenir ces valeurs en utilisant 
les lois de Poisson décrites plus haut. En répétant ce test pour plusieurs valeurs 
de 'I/J et e différentes, Eldon et Wakeley ([EW]) trouvent les valeurs où la vrai-
semblance est maximale. 
En voulant appliquer cette démarche à notre modèle, nous rencontrons rapide-
ment certains problèmes. Premièrement, le fait d'avoir une population subdivisée 
nous ajoute un paramètre supplémentaire, soit le taux de migration. Deuxième-
ment, nous ne savons pas quelles espèces seraient susceptibles d'avoir une struc-
ture de population semblable à notre modèle. Est-ce que nous pourrions reprendre 
les données sur les huîtres du Pacifique utilisées par Eldon et Wakeley? Finale-
ment, simuler une généalogie pour un échantillon sous notre modèle est plus 
complexe étant donné que nous travaillons avec une population subdivisée. Nous 
tentons donc de résoudre ces trois problèmes en gardant en tête notre objectif: 
mettre à l'épreuve notre modèle afin de vérifier sa validité. 
Le fait d'avoir trois paramètres, 'I/J, m et e, au lieu de deux n'affectera que 
le temps de calcul des simulations puisqu'il y en aura beaucoup plus à effectuer. 
Le premier problème se résout donc en diminuant le nombre de simulations de 
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manière à avoir un temps de calcul raisonnable, tout en s'assurant que les résul-
tats soient représentatifs. Pour pouvoir faire ces simulations, nous devons avant 
tout savoir quelles données nous utiliserons pour effectuer notre test; Afin d'être 
certain que la population choisie respectera notre modèle, une seule option simple 
s'offre à nous: il s'agit de la simuler. En fixant tous nos paramètres (taille de la 
population, nombre de dèmes, taux de migration, taux de mutation, 'ljJ et a) et 
en débutant avec une population où tous les individus sont identiques (chacun 
est représenté par un vecteur de neuf 0), nous simulons une génération à la fois 
l'évolution de cette population en respectant les contraintes de notre modèle. À 
chaque fois qu'une mutation survient, elle arrive sur un des neuf paramètres au 
hasard. Pour représenter le modèle à une infinité de sites, un nouveau nombre est 
assigné à chaque nouvelle mutation. Nous réussissons ainsi à simuler 1 000 000 
générations pour une population divisée en 100 dèmes de 25 individus. Étant 
donné que le nombre de dèmes tend vers l'infini dans notre modèle, ce paramètre 
doit être suffisamment élevé pour obtenir de bons résultats. Concrètement, 1/ D 2 
doit être négligeable par rapport à 1/ D, ce qui est le cas ici. 
Maintenant que notre population est simulée, nous utilisons une démarche 
semblable à Eldon et Wakeley ([EW]) pour estimer nos paramètres. Afin de limi-
ter la complexité des calculs (notre troisième et dernier problème), nous prenons 
un échantillon de 4 individus qui sont tous dans des dèmes différents. Nous pou-
vons ainsi calculer facilement la somme de la longueur des branches, soit Tl, T2 
et T3 . Un échantillon de plus grande taille donnerait de meilleurs résultats, mais 
le nombre de généalogies possibles augmente de façon exponentielle avec la taille 
# de gènes 
4 
FIGURE 3.6. Généalogies possibles pour un échantillon de taille 4. 
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de l'échantillon. Pour un échantillon de taille 4, comme seulement 5 généalogies 
sont possibles (voir figure 3.6), nous calculons ces valeurs en utilisant les taux de 
coalescence Àn,k ([EW]). Nous posons 
qui est la probabilité de passer de n à k gènes dans des dèmes distincts à la limite 
lorsque D --7 00 étant donné qu'il y a un événement de coalescence qui se produit 
(il est à noter que notre notation diffère de celle dans [EW]). Les probabilités 
que chacune des 5 généalogies possibles survienne peuvent alors s'écrire comme 
PA Q43q32q2I!3, 
PB 2Q43Q32Q2I!3, 
Les deux premières probabilités s'expliquent par lefait qu'après la première coa-
lescence (probabilité Q43, car nous passons de 4 individus à 3 dans l'échantillon), 
la deuxième coalescence (probabilité Q32) sera de la forme A avec probabilité 
1/3 et de la forme B avec probabilité 2/3. Lorsqu'il reste n gènes, le temps Sn 
avant la prochaine coalescence suivra une loi exponentielle (voir section 2.2) de 
paramètre L::~:î Àn,k o En utilisant la structure de la généalogie pour déterminer 
quelles branches ont 1, 2 ou 3 descendants dans l'échantillon, nous déterminons les 
valeurs de Tl, T2 et T3 lorsque les temps S2, S3 et S4 sont connus. Nous trouvons' 
Tl = 4S4 2 (PA PB Pc) S3 (PB PD) S2, 
T2 = (PA + PB + Pc) S3 + 2PAS2, 
T3 = (PB + PD) S2' 
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En utilisant l'équation (3.4.3) pour les taux de coalescence Àn,k et en simulant 
les temps 8 2 , 8 3 et 84 , nous pouvons ainsi calculer les trois paramètres précédents, 
en autant que N, 'Ij; et m soient connus. Si e est également connu, nous avons 
vu que 8 (le nombre de sites mutants) et rh (le nombre de singletons) suivent 
des lois de Poisson de paramètres respectifs 0(Tto;-T1) et 0;1, où T'tot - Tl = T2 + T3 . 
Notre démarche se décrit donc ainsi. Une fois nos données simulées, nous 
choisissons au hasard 4 dèmes distincts. Nous faisons ensuite varier les valeurs 
de 'Ij;, m et e. Pour éviter de faire également varier N, nous supposons la taille 
de la population connue. Pour chaque triplet ('Ij;, m, e), nous simulons 100 valeurs 
différentes pour 8 2 , 83 et 8 4 en utilisant leur loi exponentielle respective. Les 
paramètres des lois de Poisson de 8 et rh sont alors calculés dans chaque cas. Nous 
prenons ensuite un individu au hasard dans chacun des 4 dèmes et nous calculons 
la valeur de nos deux paramètres pour cet échantillon. Le test de vraisemblance 
consiste alors à calculer la probabilité d'obtenir ces valeurs pour 8 et rh à l'aide de 
leur loi de Poisson respective. Nous prenons une moyenne des 100 valeurs obtenues 
dans chaque ca's. Cette dernière étape est répétée 1000 fois pour chaque triplet 
('Ij;, m, e) et la probabilité moyenne est calculée de nouveau. Nous faisons ensuite 
une moyenne pondérée pour chacun des paramètres afin d'obtenir l'estimation 
de 'Ij;, m et e. Les fonctions Matlab utilisées sont présentées à l'annexe C.2. Nous 
rappelons qu'il n'est pas possible d'estimer directement le taux de mutation f:L 
mais uniquement e = 2p,N Da. Nos paramètres sont fixés comme suit: 
N = 25, D = 100, a = 0,5, 'Ij; = 0,06, m = 0,12, P, = 0,001. (3.5.1) 
La valeur de e est donc e = 2p,N Da = 0,5. En répétant au complet l'expérience 
ci-dessus plusieurs fois avec les mêmes données, nous obtenons comme estimation 
moyenne de nos paramètres 
'lj;mOY4 = 0,088442, mmOY4 = 0, 16544, emoY4 = 0,45362. 
Considérant que nous avons pris un échantillon de taille 4 d'une population de 
taille ND = 2500, nous obtenons une estimation suffisamment proche des vraies 
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valeurs pour conclure que notre modèle est valide. Afin de vérifier si nous ob-
tenons une meilleure estimation avec un plus grand échantillon, nous répétons 
exactement la même démarche, mais avec un échantillon de taille 5. Il Y a alors 
14 généalogies possibles au lieu de 5 (comme à la figure 3.6) et nous pouvons 
ainsi calculer les valeurs de Tl, T2 , T3 et T4 par le même raisonnement que précé-
demment. Nous faisons la simulation en fixant nos paramètres aux mêmes valeurs 
qu'à l'équation (3.5.1). Nous obtenons alors comme nouvelle estimation de nos 
paramètres 
'ljJmoys = 0,075739, mmoys = 0, 15076, Omoys = 0,53676. 
Nous remarquons que l'estimation des paramètres est meilleure avec un échan-
tillon de taille 5. L'amélioration est faible, mais notable, considérant la petite 
augmentation de la taille de l'échantillon. Étant donné que le nombre de gé-
néalogies possibles augmente de façon exponentielle avec la taille de l'échantillon, 
nous pouvons difficilement utiliser cette démarche pour un échantillon plus grand. 
Une autre alternative serait d'utiliser la méthode d'Eldon et Wakeley ([EW]) qui 
consiste à simuler un grand nombre de généalogies possibles pour estimer la valeur 
de Tl et celle de Ttot . Ceci nous ramène cependant à un problème supplémentaire 
rencontré avec notre modèle. Le fait d'avoir un paramètre additionnel augmente 
déjà sensiblement notre temps de calcul. Devoir simuler plusieurs généalogies 
avec un échantillon plus grand rendrait le temps de calcul trop long. Notre ob-
jectif est cependant atteint. Nous avons pu mettre à l'épreuve notre modèle dans 
des conditions idéales (la population a été simulée) pour vérifier sa validité. Nous 
obtenons une estimation satisfaisante de nos paramètres et celle-ci s'améliore avec 
un échantillon de plus grande taille. 
CONCLUSION 
Pour une population subdivisée en D dèmes tous de taille N avec une proba-
bilité D-a qu'un des dèmes soit grandement avantagé pour une génération, trois 
situations sont possibles selon la valeur du paramètre a. Lorsque a > 1, le mo-
dèle converge vers le processus de, coalescence de Kingman lorsque le nombre de 
sous-populations tend vers l'infini. Dans les deux autres cas, a = 1 et 0 < a < 1, 
un processus de coalescence pl~s général où les coalescences multiples sont pos-
sibles est obtenu à la limite. Ces deux cas étant semblables, mais avec des taux de 
coalescence différents, nous avons poursuivi uniquement avec celui où 0 < a < 1. 
Nous avons noté que, dans ce cas, la relation entre le taux de mutation dans 
l'échelle de temps modifiée, soit e = 2N DaM, et la taille de la population ND est 
moins que linéaire, ce qui diffère de la grande majorité des modèles. 
Par la suite, nous avons calculé les taux de coalescence en utilisant le lemme 
de M6hle ([M2]). En faisant une correspondance entre notre modèle et un modèle 
de Wright-Fisher à une infinité d'allèles dans une population panmictique, nous 
avons pu utiliser la formule échantillonnale exacte pour le modèle de Wright-
Fisher pour obtenir une équation générale des taux de coalescence. Des vérifi-
cations numériques nous ont montré que cette formule échantillonnale peut être 
approximée par la formule échantillonnale d'Ewens lorsque la taille de la po-
pulation est suffisamment grande et que le taux de mutation (qui est remplacé 
par le taux de migration dans notre modèle) est suffisamment petit. Cette ap-
proximation est cependant moins évidente pour un modèle avec migration, car 
la probabilité de migration peut être relativement élevée. À l'aide des taux de 
coalescence obtenus, nous avons validé notre modèle sur une population simulée. 
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En utilisant la longueur des branches d'un échantillon, nous avons effectué des 
simulations pour estimer nos paramètres 'ljJ, m et (J. 
Dans le futur, il serait intéressant d'étudier d'autres modèles de migration: un 
seul individu est avantagé au lieu d'un dème, la dispersion des individus est non 
proportionnelle (alors la taille de chaque dème ne reste pas constante) ou encore 
la possibilité qu'un dème soit complètement envahi par un autre. Le modèle de 
Moran pourrait également être utilisé au lieu du modèle de Wright-Fisher et une 
comparaison avec les résultats d'Eldon et Wakeley ([EW]), qui ont étudié le cas 
d'une population panmictique, serait intéressante. Finalement, une autre avenue 
à considérer serait le calcul de la probabilité de fixation d'un gène mutant dans 
un tel modèle. 
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Annexe A 
APPROXIMATION DES PROBABILITÉS DE 
MIGRATION 
Nous faisons ici le détail des calculs pour l'approximation des probabiÙtés de 
migration des équations (3.1.2) à (3.1.5). 
m 
P(dème normal -----+ autre dème normal) = ( ) D-1 +'l/JD 
m 
= -:------:-=--(1 + 'l/J)D - 1 
~ (1 +~)D (1 - (~+~)D) 
'" (1+~)D (1+ (1 +1,p)D) 
- (1 +~ )D + 0(1/ D2) 
m 
'l/JmD 
P(dème normal -----+ dème spécial) = ( ) 
D-l +'l/JD 
'l/JmD 
(1+'l/J)D-1 
A-ii 
'l/;m ( 1) ~ 1+'1/; 1+ (l+'I/;)D 
'l/;m 'l/;m 
1+'1/; + (1+'I/;)2D" 
P( dème spécial ~ même dème (spécial») 1 m + -:----,----
1 
'l/;mD 
m+(l+'I/;)D 1 
1- m+ 'l/;m ( 1 ) 
1 + '1/; 1 - (l+~)D 
~ 1 - m + 'I/;+m'l/; (1 + (1 +l'1/;)D) 
'l/;m 'l/;m 
= 1 - m + 1 + '1/; + (1 + 'I/;)2D 
m 'l/;m 
= 1 - 1 + '1/; + (1 + '1/;)2 D" 
P( dème spécial ~ autre dème (normal») = P{ dème normal ~ autre dème normal) 
m 
Annexe B 
CALCUL DES PROBABILITÉS DE 
TRANSITION POUR UN ÉCHANTILLON DE 
TAILLE TROIS 
Nous complétons ici les calculs commencés à la section 3.2. Nous nous référons 
à la figure 3.1 pour la numérotation des six états possibles. Comme pour le calcul 
de l'équation (3.2.2), les termes d'ordre 0(1/ DI+o:) sont négligeables à la limite 
lorsque D ---+ 00 et ils seront donc omis dans les calculs qui suivent. 
(B.l) 
P21 x (N - 1) 
N - 1 ( .pm ) 2 + (N - l)m(2 - m). 
NDo: 1 +.p ND (B.2) 
D-O: (1 3) ( .pm + .pm ) 3 N - 1 N 2 
D 1+.p (l+.p)2D N N 
(N l)(N - 2) ( .pm )3 
N2Do: 1 +.p (B.3) 
B-ii 
1 
P3I = P36 X ----:--:-----:-(N l)(N - 2) 
1 (1/;m)3 
= N2 Da 1 + 1/; . (B.4) 
(B.5) 
(B.6) 
1 
P32 = P35 X -:------:-1 
3 (1/;m) 2 ( 1/;m ) 
= N Da 1 + 1/; 1 - 1 + 1/; + (B.7) 
[( 7n)2mN-IN-2] P56 = (1- D-a ) 1 - m + D D N N 
D-a 2 'l/Jm 'l/Jm N - 1 N - 2 
( ) ( )
3 
+ 1- D 1+'I/J+(I+'I/J)2D N N 
_ (N - 1)(N - 2) ( 'l/Jm.) 3 (N - 1)(N - 2) ( _ )2 
- N2 Da 1 + 'I/J + N2 D m 1 m . 
3 P54 = P56 x--N-2 
_ 3(N - 1) ( 'l/Jm ) 3 3(N - 1) ( _ )2 
- N2 Da 1 + 'I/J + N2 D m 1 m. 
1 
P51 = P56 X (N _ I)(N _ 2) 
1 'l/Jm 1 2 
( )
3 
= N2 Da 1 + 'I/J + N2 D m( 1 - m) . 
P52 = (1 -D-a ) [( 1 -m + ~) 2 (1 -'~) ~ + 2 ~ (1 -m) ~ 
+ 3 (~r (D - 2) (1 - ~) ~] 
+ D-a [ (1 - ~) (1 -m + (1 +m,p) D)' (1 - (! +~ )D) ~ 
B-iii 
(B.9)· 
(B.I0) 
(B.ll) 
( 2) ('l/Jm 'l/Jm ) 2 ( 'l/Jm 'l/Jm ) 1 1 + 1- D 3 1+'I/J + (1+'I/J)2D 1-1+'I/J - (1+'I/J)2D N 
= (1 -m)2 + _3_ ( 'l/Jm ) 2 (1 _ 'l/Jm) + m(3 + m - m2) . (B.12) 
N N Da 1 + 'I/J 1 + 'I/J ND 
P53 = (1- D-a ) [2 (1 -m + ~) ( m _ 2;) (1 _ 2;) 
+ ( m - 2;) ( m _ 3;) (1 _ 2;) + 2 ~ ( m - 2;) (1 - 2;) ] 
-a [2 'l/Jm m ( m ) 2 + D 2(1 -m) m + 6(1 -m) 1 + 'I/J 1 + 'I/J + 3(1 -m)· 1 + 'I/J 
B-iv 
+ l,p+m,p C ~S + C ~,p r] 
= m(2 _ m) + 1 [-3 ( 7jJm ) 2 + 2 ( 7jJm ) 3] + m(2m2 - m - 4) . 
Da 1 + 7jJ 1 + 1/J D 
(B.13) 
m) 3 1 _0: [( m) 3 1 
m + D N2 + D 1 - m + (1 + 7jJ)D N2 
7jJm 
1 (7jJm) 3 3m (1 - m) 2 
+ N2 Do: 1 + 7jJ + N2 D . 
__ N__ 1(1 ) 3 N - 1 ( 7jJm ) 3 3(N - 1) (1 m + 1 + 7jJ + N2 D m 
P65 (1 D-0:)[3(1_m+~)(m_~)N;1 
+ 3 (~ r (D - 1) (1 - ~) N ; 1] 
+D-
o [s(1-m+ (1+~)D)' (m -:-(1-+--'--
3 C ,p;,p + (1 :;)' D)' (1 - 1 ~m,p) N ~ 1] 
mf· 
N 1 
N 
_ )2 3(N -1) (~)2.( 7jJm 
N m + N Do: 1 + 7jJ 1 1 + 7jJ 
(B.14) 
(B.15) 
3(N 1) 
-'---m(3m2 - 5m + 1). (B.16) 
ND 
1 
P62 = P 65 x--N 1 
_ ~m(l _ m)2 + _3_ (_1/J_m_) 2 (1 _ 'Ij;m 
- N ' N Do 1 + 1/J 1 + 'Ij; 
3 2 
--m(3m 
ND 
P63 = (1- D-a ) [3 (1 m ~) (m - ~) (m ~) 
+ ( m - ~) ( m _ 2;) (m _ 3;) ] 
B-v 
5m + 1). 
(B.17) 
(B.18) 
Annexe C 
FONCTIONS MATLAB 
C.1. CALCUL DES CONFIGURATIONS ÉCHANTILLONNALES 
Nous présentons ici les fonctions utilisées pour faire le calcul des équations (3.4.4) 
et (3.4.1). La première fonction calcule la probabilité d'une configuration échan-
tillonnale donnée avec la formule d'Ewens tandis que la deuxième fait la même 
chose avec la formule exacte pour le modèle de Wright-Fisher. 
Calcul de la formule échantillonnale d'Ewens 
% N taille de la population, u = probabilité de mutation, 
% n taille de l'échantillon, k = nombre de types 
% b configuration du nombre de chaque type 
function proba = Ewens(N,u,n,k,b) 
theta 2*N*u; 
pro dl 1; 
prod2 1; 
for i l:k 
prod1 = prod1*b(i); 
end 
for r = l:n 
prod2 = prod2*(theta + r - 1); 
end 
proba = factorial(n)*power(theta,k)/(factorial(k)*prod1*prod2); 
Calcul de la formule échantillonnale exacte pour le modèle de Wright-Fisher 
% N taille de la population, m = probabilité de migration, 
% n taille de l'échantillon, k = nombre de types 
% b configuration du nombre de chaque type 
function proba = WFexacte(N,m,n,k,b) 
a = zeros (l,n); 
a(l) = n; 
sum = somme(N,m,n,k,b,a,l); 
prod = 1; 
for i =l:k 
prod = prod*factorial(b(i)); 
end 
proba = factorial(n)/(factorial(k)*prod)*power(m*N/(l-m) ,k)*sum; 
%Routine récursive dénombrant tous les vecteurs r_(t) possibles 
function sum = somme(N,m,n,k,b,a,i) 
aprime = a; 
sommesup 0; 
sommeinf = 0; 
j = i+l; 
if i < n && a(i) - 1 > 0 
aprime(i) = a(i)-l; 
aprime(i+1) = a(i+1) +1; 
end 
sommesup = somme(N,m,n,k,b, aprime,i); 
aprime = a; 
if j < n && a(j) - 1 > 0 
aprime(j) = a(j) -1; 
aprime(j+1) = a(j+1) +1; 
sommeinf = somme(N,m,n,k,b,aprime,j); 
end 
r = zeros(k,n); 
c = zeros(l,k); 
for j = l:k 
end 
r(j,l) = b(j); 
r(j,2) = b(j); 
if b(j) == 1 
c (j) = 1; 
end 
sum = sommesup + sommeinf + calcul(N,m,n,k,b,a,r,2,l,c); 
%Routine récursive dénombrant tous les vecteurs r_(i,t) 
%possibles pour un vecteur r_(t) donné 
function resultat = calcul(N,m,n,k,b,a,r,i,l,c) 
somme =. 0; 
C-ii 
total = 0; 
resultat = 0; 
for j = l:k 
end 
somme = somme + r(j,i); 
if r(j,i-1) == 1 
total = total + 1; 
elseif r(j,i-1) > 1 
total = total + r(j,i-1) - 1; 
end 
if total ~ a(i-1) 
attendu = n; 
for j = 1:i-1 
end 
attendu = attendu - a(j); 
end 
sommesup 0; 
sommeinf 0; 
prob = 0; 
if somme > attendu 
for j = l:k 
sommej = 0; 
R=r; 
if (r(j,i) 
R(j, i) 
sommej 
end 
1 && c(j) == 1) Il r(j,i) > 1 
R(j,i) - 1; 
calcul(N,m,n,k,b,a,R,i,j,c) ; 
sommesup = sommesup + sommej; 
end 
elseif somme == attendu && i < n 
c = zeros(l,k); 
for j = l:k 
end 
r(j,i+1) = r(j,i); 
if r(j,i) == 1 
c (j) = 1; 
end 
sommeinf = calcul(N,m,n,k,b,a,r,i+1,1,c); 
elseif somme == attendu && i == n 
prob 
end 
resultat 
proba(N,m,n,k,r) ; 
sommesup + sommeinf + prob; 
% Routine calculant la probabilité d'une configuration 
% pour une matrice r_{i,t} donnée 
function prob = proba(N,m,n,k,r) 
T = 0; 
C-iii 
rtot = zeros(l,n + 1) ; 
test = 0; 
for i = 1 :n 
for j = 1 :k 
rtot(i) rtot (i) + r (j , i) ; 
end 
if rtot(i) == 0 && test 0 
T = i - 1; 
test = 1; 
end 
end 
if T == 0 
T n; 
end 
prob = 1; 
r(i,n+1) = 0; 
prod2 = 1; 
for i = O:rtot(l) - 1 
prod2 = prod2*(N-i); 
end 
for t = l:T 
end 
prod = 1; 
prod1 prod2; 
prod2 
for i 
1 ; 
0:rtot(t+1)-1 
prod2 = prod2*(N-i); 
end 
for i = l:k 
prod = prod*stirling( r(i,t), r(i,t+1»; 
end 
prob = prob * ( (power(l-m,rtot(t»*prod2*prod)/ 
(power(N,rtot(t»-power(l-m,rtot(t»*prod1» ; 
% Routine calculant un nombre de Stirling de seconde espèce 
function S = stirling(n,k) 
S = 0; 
if k 0 
else 
end 
S = 1; 
for i=O:k 
end 
S = S + power(-l,i)*factorial(k)/ 
(factorial(i)*factorial(k-i»*power(k-i,n) ; 
S = S/factorial(k); 
C-iv 
C-v 
C.2. ESTIMATION DES PARAMÈTRES PAR SIMULATION 
Nous présentons ici les fonctions utilisées pour estimer les paramètres de notre 
modèle à l'aide de simulation. La première fonction permet de simuler notre 
population en fixant tous les paramètres de notre modèle. La seconde fait le 
calcul présenté à la section 3.6 pour un échantillon de taille 4 afin d'estimer les 
valeurs de 'ljJ, m et (). Elle utilise les formules pour les blocs En et E12 données 
aux équations (3.3.1) et (3.3.2). Les fonctions équivalentes pour le calcul avec 
un échantillon de taille 5 ne sont pas présentées, car elles sont très semblables à 
celles-ci. 
Simulation de la population 
function donnees = simulationdonnees(N,D,m,u,psi,alpha) 
pop = zeros (N*D, 9); 
pop1 = zeros(N*D,9); 
mutation = [0,0,0,0,0,0,0,0,0]; 
for k = 1:1000000 
a = rand; 
if a < DA (-alpha) %Pour savoir s'il y a un dème 
b floor(D*rand); 
else 
b 
end 
for i 
ou non 
c rand; %pour choisir le dème d'où provient chaque individu 
if c < 1 - m 
end 
demeparent floor ( (i-1l/N) ; 
elseif 1 - m < C < 1 - m/(l + psi) - m/(1+psi)À 2 / D 
demeparent b; 
else 
demeparent = floor(D*rand); 
end 
d ceil(N*rand); %Pour choisir le parent 
pop1(i,:) = pop(N*demeparent + d,:); 
e = rand; %Probabilité d'une mutation 
if e < u 
end 
site ceil(9*rand); 
mutation(site) = mutation (site) + 1; 
pop1{i,site) = mutation (site) ; 
for i 
c rand; %Pour choisir le dème d'où provient chaque individu 
end 
if c < 1 m/(l + psi) - ml (1+psi)A2 /D 
bi 
else 
floor (D*rand) ; 
end 
d ceil(N*rand); %Pour choisir le parent 
pop1(i,:) pop(N*demeparent + d,:); 
e rand; %Probabilité d'une mutation 
if e < u 
end 
site ceil(9*rand); 
mutation (site) mutation (site) + 1; 
pop1(i,site) mutation (site) ; 
for i = (b+1)*N:N*D 
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c = rand; %Pour choisir le dème d'où provient chaque individu 
if c < 1 - m 
end 
demeparent floor ( (i-1) IN) i 
elseif 1 - m < C < 1 
demeparent - b; 
else 
m/(l + psi) 
demeparent floor (D*rand) ; 
end 
ml (l+psi) "2/D 
d = ceil(N*rand); %Pour le parent 
pop1(i,:) pop(N*demeparent + d,:); 
e = rand; %Probabilité d'une mutation 
if e < u 
end 
site = ceil(9*rand); 
mutation (site) = mutation(site) + 1; 
pop1(i,site) = mutation(site); 
pop popl; 
end 
donnees rearrangement(pop,N,D)i 
%Routine permettant de réarranger les nombres associés à chaque 
%mutation qui a persisté dans la population. La première mutation 
%ayant persisté reçoit le nombre l, la deuxième le nombre 2, etc. 
function donnees = rearrangement(pop,N,D) 
for i = 1:9 
[B, Il = sort (pop (:, i) ) ; 
test = 0; 
k = 1; 
end 
jprime = 0; 
j = 1; 
while j ::; N*D 
valeur = B(j); 
end 
while j+1 ::; N*D && B(j+1) 
j = j + 1; 
end 
test(l,k) 
test(2,k) 
jprime = j; 
j j + 1; 
k k+1; 
valeur; 
j - jprime; 
test1 = test; 
valeur 
[C,Jl = sort(test(2,:),'descend'); 
test1(2,:) =C; 
for j = 1:size(J,2) 
test1(l,j) = test(l,J(j)); 
end 
for j = 1:size(test1,2) 
t = 1; 
end 
while test(l,t) # test1(l,j) 
t = t + 1; 
end 
somme 
for k 
sum(test(2,1:t-1)) ; 
1:test1(2,j) 
pop(I(somme + k) ,i) j - 1; 
end 
donnees pop; 
Estimation des paramètres par simulation 
C-vii 
function [moyennepsi, moyennem, moyennethetal = simulation4(donnees; N, D) 
parapsi1 = 0.005; parapsi2 = 30; %Variation du paramètre psi 
param1 = 0.01; param2 = 30; %Variation du paramètre m 
paratheta1 = 0.02; paratheta2 = 50; %Variation de paramètre theta 
nombresimu = 1000; 
repetitions = 5; 
%Nombre du simulation pour chaque triplet 
moyennepsi = zeros (repetitions,l) ; 
moyennem = zeros (repetitions,l) ; 
moyennetheta = zeros (repetitions, 1) ; 
for t=l:repetitions 
deme = floor(rand(l,4)*D); %Choix des 4 dèmes au hasard 
while deme(2) == deme(l) 
de me (2) = ceil(rand*D); 
end 
while deme(3) == deme(l) Il deme(3) 
deme(3) = floor(rand*D); 
end 
while deme(4) == deme(l) Il deme(4) 
de me (4) floor(rand*D); 
end 
for i = 0:3 
deme(2) 
deme(2) Il deme(4) 
C-viii 
de me (3) 
pop(N*i+1:N*(i+1),:) = donnees(N*deme(i+1)+1:N*deme(i+1)+N,:); 
end 
for psi = parapsi1:parapsi1:parapsi2*parapsi1 
for m = param1:param1:param2*param1 
[B11,B12]=matriceB(m,N,4,psi); %Calcul des blocs B11 et B12 
P41 WFexacte(N,m,4,l,4); 
P42 2*WFexacte(N,m,4,2, [3,1]) + WFexacte(N,m,4,2, [2,2]); 
P43 3*WFexacte(N,m,4,3, [2,1,1]); 
P31 WFexacte(N,m,3,l,3); 
P32 2*WFexacte(N,m,3,2, [2,1]); 
P33 WFexacte(N,m,3,3, [1,1,1]); 
P21 WFexacte(N,m,2,l,2); 
P22 WFexacte(N,m,2,2, [1,1]); 
taux = zeros(4,4); 
taux(2,l) B12(2,l)*P21 + B11(2,l); 
taux(2,2) -1*taux(2,l); 
taux(3,l) B12(3,l)*P21 + B12(3,4)*P31 + B11(3,l); 
taux(3,2) B12(3,l)*P22 + B12(3,2)*P21 + B12(3,4)*P32 + B11(3,2); 
taux(3,3) 
taux(4,l) 
taux(4,2) 
-1*(taux(3,2) + taux(3,3)); 
B12(4,l)*P21 + B12(4,4)*P31 + B12(4,6)*P41 + B11(4,l); 
B12(4,l)*P22 + B12(4,2)*P21 + B12(4,4)*P32 
+ B12(4,5)*P31 + B12(4,6)*P42 + B11(4,2); 
taux(4,3) B12(4,2)*P22 + B12(4,3)*P21 + B12(4,4)*P33 
+ B12(4,5)*P32 + B12(4,6)*P43 + B11(4,3); 
taux(4,4) = -1*(taux(4,l) + taux(4,2) + taux(4,3)); 
taux=taux*N*D; 
[T1,T2,T3] longueurbranches4(taux); 
T2et3 T2 + T3; 
for theta = 
lambda1 
lambda2 
moyenne 
paratheta1:paratheta1:paratheta2*paratheta1 
theta.*T1!2; 
theta.*T2et3!2; 
o· ,
end 
C-ix 
for k = l:nombresimu 
alea = ceil(rand(l,4)*N); %Choix d'un gène dans chacun des 4 dèmes 
for i 1:4 
end; 
gene (i, :) pop (N* {i-1halea (il , :) ; 
end 
nul 0; 
Smoinsnul Di 
valeurmax max ) i 
for i "" 1:9 
end 
for j = l:valeurmax(i) 
end 
test sum(gene(:,i) -- j); 
if test 1 
nul nul + 1; 
elseif test ::::: 2 
Smoinsnu1 Smoinsnu1 + 1; 
end 
probanu1 lambda1. À nu1.*exp{-lambda1) ./factorial(nu1); 
probaSmoinsnu1 = lambda2. À (S-nu1) . * exp (-lambdal) ./factorial(S-nu1); 
moyenne = moyenne + sum(probaSmoinsnu1)/100 + sum(probanul)/lOOi 
moyenne = moyenne/(2*nombresimu); 
probabilite (intB (psi/parapsil)., intS (m/paraml) 
,intS(theta/parathetal» = moyenne; 
end 
end 
end 
probatotale = sum(sum(sum{probabilite»); 
for i = 1:parapsi2 
moyennepsi{t)= moyennepsi(t) + sum(sum(probabilite{i,:, :»)*ii 
end 
moyennepsi(t) = moyennepsi(t)*parapsi1/probatotale; 
for i = 1:param2 
moyennem{t) = moyennem(t) + sum(sum(probabilite(:,i, :»)*i; 
end 
moyennem{t) = moyennem{t)*param1/probatotalei 
for i = 1:paratheta2 
moyennetheta(t) = moyennetheta(t) + sum(sum(probabilite(:, :,i»)*ii 
end 
moyennetheta(t) = moyennetheta(t)*paratheta1 
%Routine qui calcule la probabilité de chaque 
%qui simule la longueur des branches 
function [T1,T2,T3] = longueurbranches4(taux) 
q22 li 
q32 taux(3,2)/sum(taux(3,l:2»; 
q33 taux(3,l)/sum(taux(3,l:2»i 
q42 taux(4,3)/sum(taux(4,l:3»i 
q43 taux(4,2)/sum(taux(4,l:3»i 
p432a *q32*q22/3i 
p432b 2 *q32*q22/3i 
p43 q42 3; 
p42 q43*q22i 
temps4 (taux(4,l;3» .*log(l-rand(l,lOO»i 
temps3 (taux(3,l;2» .*log(l-rand(l,lOO»i 
temps2 (2,1) .*log(l-rand(l,lOO»; 
C-x 
et 
Tl 4.*temps4 + 2* (p432a+p432b+p43) .*temps3 + (p432b+p42) .*temps2; 
T2 (p432a+p432b+p43) .*temps3 +2*p432a.*temps2i 
T3 (p432b+p42) .*temps2; 
