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4 Tel.: +82 2 580 5751; fax: +82 2 572 8349.In this article, we present the numerical simulations of a real cylinder head quench cooling
process employing a newly developed boiling phase change model using the commercial
CFD code AVL-FIRE v8.5. Separate computational domains constructed for the solid and
liquid regions are numerically coupled at the interface of the solid–liquid boundaries using
the AVL-Code-Coupling-Interface (ACCI) feature. The boiling phase change process trig-
gered by the dipping hot metal and the ensuing two-phase ﬂow is handled using an Eule-
rian two-ﬂuid method. Multitude of ﬂow features such as vapor pocket generation, bubble
clustering and their disposition, are captured very effectively during the computation, in
addition to the variation of the temperature pattern within the solid region. A comparison
of the registered temperature readings at different monitoring locations with the numeri-
cal results generates an overall very good agreement and indicates the presence of intense
non-uniformity in the temperature distribution within the solid. Overall, the predictive
capability of the new boiling model is well demonstrated for real-time quenching
applications.
 2009 Elsevier Inc. All rights reserved.1. Introduction
The use of low-cost aluminum based alloys in the aircraft and automotive industry, to replace substantially heavier or
more expensive metals in engine and suspension components, has been on the rise [1]. This is motivated by the fact that
the Al-alloys have very good mechanical properties combined with high strength-to-weight ratio, which can reduce the
overall vehicle weight and, henceforth, improve the fuel efﬁciency. Heat treatment process is one of the important methods
for improving the mechanical properties of the aluminum alloys, which in this context can gravely inﬂuence the function-
alities of the ﬁnal product design [2–5]. The necessary speciﬁcation concerning the strength of the alloy are commonly met
by precipitation hardening, which involves a speciﬁc heat treatment process followed by an aging treatment at an speciﬁed
intermediate temperature [2,6]. Among various heat treatment methods available, direct immersion quenching process is a. All rights reserved.
x: +1 734 414 9690.
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Nomenclature
P pressure (N/m2)
Q, q heat ﬂux (W/m2)
C constant
T0 temperature (K)
DT0 superheat (K)
N number of phases
Ja Jakob number
Pe Peclet number
t, T time (s)
h enthalpy (J/kg)
~h heat transfer coefﬁcient (W/m2 K)eHfg latent heat (J/kg)
g gravity (m/s2)eCp speciﬁc heat (J/kg K)
K constant
wp wetting parameter
D length scale (m)
M momentum source (N/m3)
CD coefﬁcient of drag
A interfacial area density (1/m)
C mass exchange rate (kg/m3 s)
v velocity (m/s)
Re Reynolds number
Cb boiling correction coefﬁcient
Cm closure coefﬁcient
F boiling parameter
a volume fraction
r surface tension (N/m)
l dynamic viscosity (N s/m2)
q density (kg/m3)
s stress (N/m2)
t kinematic viscosity (m2/s)
j thermal conductivity (W/m K)
v non-dimensional temperature
/ correction fraction
Subscripts
CHF critical heat ﬂux
MHF minimum heat ﬂux
TB transition boiling
ﬁlm ﬁlm boiling
sat saturation
int interface
l liquid
v vapor
k index
r relative
b bubble
c continuous
d dispersed
m mixture
min minimum
pack packing limit
subcool subcool temperature
burn burn out
lim limit
wet wetting packing limit
i index
dry dry packing limit
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V. Srinivasan et al. / Applied Mathematical Modelling 34 (2010) 2111–2128 2113widely adopted procedure to minimize the formation of undesirable thermal and transformational gradients which may lead
to distortion and cracking [2,4]. In this scenario, common liquids such as water are very frequently used for immersion
quenching (cooling) applications owing to their reliable properties and availability.
Following the immersion of the metallic object into the quenchant (water), variable heat transfer mechanisms are dic-
tated based on the initial temperature of the dipped solid. In the event that the dipped metal temperature is higher than
the Leidenfrost limit, a vapor blanket is placed around the metal object initiating a ﬁlm boilingmode [3–7]. The heat transfer
from the metal to the surroundings is very slow since it occurs by a pure conduction process across the vapor ﬁlm [4,7]. The
minimal liquid–metal contact and the ensuing slow heat transfer mode results in a close to a linear proﬁle of the wall tem-
perature versus time curve [5]. With reduction in the metal temperature below the Leidenfrost value, the vapor layers break
down abruptly, owing to hydrodynamic instability, encouraging increased liquid–solid contact dynamics. The destabilization
of the vapor blanket, followed by the highly vacillating re-wetting dynamics, result in the transition boiling mode. The tran-
sition boiling mode admits non-linear alternating periods of liquid–solid and vapor–solid contact at a given location on the
heated surface [4,5,8]. Conditions similar to nucleate boiling and ﬁlm boiling prevail during wet and dry periods respectively.
As a result, the variation in heat ﬂux with wall superheat is dependent on the fraction of time each boiling mode is present on
the quenched area. Thus, the available heat ﬂuxes at the quenching regions result in either a completely dried out or partially
ﬁlled vapor regions indicated by momentary appearance and breakdown of the vapor blanket respectively. The rapid trans-
portation of the latent heat of the phase change process and the localized agitation of the ﬂuid near the heated surface, due to
the intermittent liquid contact with the metal surface, results in very high heat transfer rates [5,7]. With further decrease in
temperature, the partial ﬁlms are broken into numerous bubbles and a complete contact between the liquid and the metal
surface is established. This regime referred to as pure nucleate boiling regime, is marked by formation of jets and bubbly
columns further leading to discrete bubble systems which then condense locally [5]. With liquid in complete contact with
the metal surface, the partial nucleate boiling mode and natural convection regimes appear and result in a reduced heat
transfer mode which is predominantly convective [7].
The transient temperature ﬁelds generated during the quenching process are highly non-uniform and associated with
large temperature gradients which can then introduce permanent, measurable part distortion and residual stresses
[1,2,4,9]. Additional care should be taken to ensure that the quench rates across different sections of the component, such
as in cylinder heads, are optimal [6,7]. For example, slower quenches are desirable in heavy sections to minimize distortion
and residual stresses and permit the use of improved quenchants [10]. To this end, it is very well established that several
iterations of the experimental procedures are, thus, necessary to optimize the process and product design.
It can be clearly extracted from the mechanisms accompanying the quenching process that the latter often occurs under
strict transient two-phase conditions which, casts a substantial inﬂuence on the ability to handle the heat transfer analysis
and the multi-ﬂuid dynamics. The most widely practiced procedure for evaluating the metal temperature history, and hence,
to monitor the microstructure evolution induced by the quenching process is based on the inverse heat transfer analysis
dependent on the thermocouple data [11]. A sample inverse analysis, typically, includes generation of boundary heat ﬂuxes
from the measured temperatures and utilizing them to evaluate the heat dissipation characteristics in the whole domain.
However, the inverse calculation methods are known to be severely ill-posed indicating that the solutions are very sensitive
to very small ﬂuctuations in the experimental data [12]. Although some other procedures to minimize the sensitivity of the
initial conditions have also been developed and applied [13], these methods involve a multitude of ﬁtting parameters based
on the system characteristics (such as casting geometry), detailed differences in the mold material, quenchant behavior
[1,14] to name a few, which are very hard to manage and derive for industrial applications. Other heat transfer inverse anal-
yses by curve ﬁtting methods [15], network simulation methods [16] and optimization methods [17] have also been re-
searched. Some analytical methods to estimate material behavior to stress conditions are also available [18,19].
Moreover, it is worth to note that no information on the quenchant ﬂow ﬁeld surrounding the hot metal part is available
from the available methodologies, which can be crucial in controlling the quench rates across the whole metal domain [7].
All the aforementioned references and several others existing in the literature solely depend on the availability of the
experimental data from an actual direct immersion process to perform quenching heat transfer analysis. The requirement
for obtaining accurate experimental data invokes the necessity for several iterations of the experiments which can be tedious
and time-consuming.
In order to overcome this difﬁculty, numerical simulations began to be applied. In their recent work, Wang et al. [20,21]
performed computations involving a coupled multi-ﬂuid/solid approach using the commercial CFD code AVL-FIRE [22]. In
their simulations, two momentum equations were solved for vapor and liquid phases, a mixture energy equation for vapor
and liquid phases is formulated and solved simultaneously with conduction equation in the solid part (conjugate heat trans-
fer approach (CHT)). The authors were able to successfully resolve the multi-ﬂuid ﬂow dynamics in the liquid domain in con-
junction with the heat evolution characteristics within the quenched metal part. By use of their numerical simulations, the
interaction of multiphase ﬂow dynamics such as formation of vapor pockets, recirculation zones and liquid re-wetting his-
tories on the heat transfer rates were analyzed. Good qualitative agreement between the calculated and observed metal his-
tory data were reported based on their study. The demanding aspect of the CHT simulations, however, pertains to the
computational requirement imposed by the model in terms of the number of equations solved. The CHT approach is pow-
erful procedure in obtaining all the ﬁeld variable data information from a single step calculation but is very demanding in
terms of computational expense [23]. As the CFD methods are extended across the solid zone for accounting for the heat
transfer propagation, they induce stiffness in the calculations which then leads to drastic increase in the computational time.
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based on the minimum of the ﬂuid or the thermal response time scale.
In order to alleviate the stiffness problem associated with the CHT model, while retaining the ability to resolve the ﬂuid
and the solid domain in a simultaneous fashion, a new coupling procedure is envisioned. In this new approach, unlike the
CHT approach, numerical simulations are conducted within the ﬂuid and solid domains in a discrete fashion while constantly
exchanging data across a common interface present in both the domains. The data exchange between the different domains
is handled using a robust AVL-Code-Coupling-Interface (ACCI) procedure [24] available within the code.
The AVL-Code-Coupling-Interface (ACCI) procedure [24] implemented in this study, similar to MpCCI, supports the ex-
change of data between an arbitrary numbers of coupled simulation processes. The implemented coupling interface proce-
dure, based on a server–client model, exchanges data by separate send and receives statements targeted to/by the relevant
domains. The procedure helps in transforming the ﬁeld values between different meshes employed in the coupled processes
to describe the same space. The coupling procedure allows different operating domains to possess different mesh topology
and resolution on the same shared exchange spaces. For example, cell/surface interaction wherein values from topologically
three-dimensional cells have to be transferred to the topologically two-dimensional boundary faces can be easily accommo-
dated. The exchange of ﬁeld values (attributes) between the exchange spaces (interfaces) is allowed to be processed in run-
time and is synchronized by the use of a timestamp. The initialization of the time stamp is processed by the communicating
domains at the beginning of the simulation and can be modiﬁed in run-time. This adaptive feature encourages use of varying
time steps across different domains. Further details of this robust communication procedure and implementation strategy
can be obtained from Edelbaur et al. [24] and FIRE manual [22].
An Eulerian multi-ﬂuid model solving mass, momentum and energy equation in a segregated fashion is utilized in the
liquid domain while only a single-phase energy equation is solved in the solid domain to obtain the temperature ﬁeld.
The data generated by the solid region such as temperature or the heat ﬂux values at the boundaries can be transmitted
to the ﬂuid zone and vice versa using the ACCI tool. In what follows next, we present elaborate details of the Eulerian mul-
ti-ﬂuid model used in this study including the details of a newly developed boiling mass transfer model. According to the
knowledge of the authors, no literature is available on the existence of mass transfer models covering all the different modes
of boiling viz., nucleate, transition and ﬁlm boiling. Although, earlier work by Wang et al. [20,21] presented a brief descrip-
tion of mass transfer effects arising from the ﬁlm boiling mode, no elaborate derivation for the transition modes, which is of
critical importance during the quenching process, was made available. In this concern, the boiling model constructed in this
study accounts for detailed effects of heat transfer mechanisms encountered in a typical boiling heat transfer study inclusive
of oscillatory wetting front mechanism during transition boiling, critical and minimum heat ﬂux approximations, effect of
subcooling to cite a few. Recently, Srinivasan et al. [25] have been able to capture very good approximation of the wetting
fronts in conjunction with heat and mass transfer rates generated by the application of the presented model to simple ob-
jects. As an extension to the preliminary earlier work, the current research delivers an elaborate description of the modeling
attributes, in addition to its application in real-world quenching studies. Following the numerical modeling section, we pro-
vide brief a description of the computational domain and the simulation set up and the relevant boundary conditions. Adding
to the work ﬂow summary, computational simulation results involving two immersion quenching studies are discussed. Fi-
nally, concluding remarks and scope for future work are presented.2. Mathematical modeling
In the framework of multi-ﬂuid method, each ﬂuid is considered a continuum media and the conservation laws are held
valid. The microscopic interface are removed by ensemble averaging procedure resulting in macroscopic conservation equa-
tions, which are analogous to their single-phase counterparts but differ in one new variable, volume fraction, and new terms,
the interfacial exchange terms, are introduced [26,27]. The averaged continuity and momentum equations presented below
follow from the theoretical work of Drew and Passman [28]:
Continuity@akqk
@t
þr  ðakqkvkÞ ¼
XN
l¼1;l–k
Ckl; k ¼ 1; . . . ;N ð1Þsubjected to the compatibility conditionXN
k¼1
ak ¼ 1: ð2ÞMomentum@akqkvk
@t
þr  ðakqkvkvkÞ ¼ akrpþr  aksk þ akqkg þMk þ v intCk; k ¼ 1; . . . ;N; ð3Þwhere a, q, v and p are respectively the averaged volume fraction, density, velocity and pressure; the subscript k is a phase
indicator (k = l,v); vint is the interfacial velocity; Ck is the phase change rate (e.g. boiling in the current case) and Mk is the
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study occurs due to boiling initiated along the solid–liquid interface.
The implemented interfacial momentum source includes drag forces given by,Mc ¼ CD 18qcAintjv r jv r ¼ Md; ð4Þwhere the subscripts c, d denote the continuous and dispersed phases. The relative velocity in Eq. (4) is deﬁned as:
v r ¼ vd  vc; ð5Þad is dispersed phase volume fraction (vapor in the present simulations). The coefﬁcient of drag (CD) is given byCD ¼
24
Reb
1þ 0:15Re0:687b ; Reb 6 1000;
0:438; Reb P 1000;
(
ð6ÞwhereReb ¼ v rDbmc : ð7ÞNo effect of turbulent dispersion forces on the momentum interaction is modeled. In addition, a mixture energy equation
solving for the total enthalpy of the system is computed. Although in the framework of the two-ﬂuid model an individual
energy equation may be solved for each phase, uncertainties exist on the modeling of the interfacial heat transfer. In the
present work it is assumed that the heat transfer rate between the vapor phase and the liquid phase is relatively rapid
and therefore the two phases are in thermal equilibrium.
Energy@qmh
@t
þr  qmvh ¼ r  qþ qmq00 þ qmg  v þr  s  v þ am
@p
@t
þ
XN
l¼1;l–k;l–N
Hkl þ h
XN
l¼1;l–k;l–N
Ckl ð8Þwitham ¼
XN
k¼1
ak; lm ¼
XN
k¼1
aklk;
qm ¼
XN
k¼1
akqk; jm ¼
XN
k¼1
akjk;
ð9Þq00 is the enthalpy volumetric source, Hkl represents the energy interfacial exchange between phases k and l. Heat ﬂux, q, is
deﬁned as:q ¼ jmeCp;m rh; ð10Þ
where eCp;m is the mixture speciﬁc heat.
Modeling of interfacial exchange terms resulted from the average of the instantaneous equations and prescription of
appropriate boundary conditions, provide a complete set of the system for solution. Further details concerning the multi-
ﬂuid approach can be obtained from multiphase manual [22].
2.1. Boiling mass transfer model
Since the mass transfer predominantly controls heat transfer, it is reasonable to apply the analogy and assume that the
phase change rate (vapor formation) is proportional to the heat transfer rate [20]. The phase change rate (written for the
continuous phase – liquid in the present study) due to the boiling process is computed asCc ¼ CmCb~hbAintDT 0=Hfg ð11Þ
with Aint the interfacial area, Cb boiling correction coefﬁcient, Cm the closure coefﬁcient, hb the boiling heat transfer coefﬁ-
cient, Hfg the latent heat of vaporization, DT
0 ¼ T 0w  T 0sat being the wall superheat. The closure coefﬁcient Cm is used to correct
the interfacial area density to obtain the effective mass exchangeCm ¼ 1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ad þ amin
apack þ amin
s
; ð12Þwhere apack is the dispersed dry phase packing limit, and amin is the minimum volume fraction.
The interfacial area Aint in Eq. (11) is given byAint ¼ 6adDb : ð13Þ
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boiling coefﬁcient based on the ﬁlm boiling or transition boiling mode respectively.
2.1.1. Heat transfer models
The heat transfer coefﬁcient used in computing the mass transfer exchange rates in Eq. (11) assumes the computed value
of ﬁlm boiling heat transfer coefﬁcient in the ﬁlm boiling mode or the transition boiling heat transfer coefﬁcient otherwise.
The nucleate boiling heat transfer coefﬁcient is not included in the current study since its effect is predominant only in the
temperature regions close to saturation temperature of the liquid [5,7].
2.2. Film boiling model
For ﬁlm boiling in natural convection, various correlation are found in the literature, which are typically presented in the
form of the Nusselt number as a function of Grasshof number [4,28]. Although several other correlations, based on the heat-
ing geometry and orientation exist [29,30], the early work of Bromley’s approach [31] utilizing Nusselt’s method for ﬁlm con-
densation to predict the ﬁlm boiling heat transfer coefﬁcient for a horizontal tube, is applied here~hfilm ¼ 0:62 k
3
vqvðql  qvÞgðeHfg þ 0:4eCpvDT 0Þ
DvlvDT
0
" #1=4
; ð14Þwhere eHfg is the latent heat of evaporation, Dv is the length scale (vapor bubble diameter). Although, the ﬁlm boiling heat
transfer coefﬁcient consists of both convective and radiative components [4], the present study does not include any heat
transfer effects due to the latter effects. Furthermore, corrections for the latent heat arising from vapor superheating phe-
nomena are applied while evaluating the heat transfer coefﬁcient [30].
2.2.1. Transition boiling model
Owing to the complexity of the liquid–solid contact mechanism experienced during the transition boiling regime [7], no
direct correlations pertaining to the heat transfer characteristics exist. As a result, the heat transfer coefﬁcients, in this mod-
eling procedure, are computed from the approximated heat ﬂux contributions in the regions between the minimum and
maximum heat ﬂux limits pertaining to the system. For this purpose, an estimation of the critical heat ﬂux (CHF) value per-
taining to the current system is established by using Zuber’s relation.
The critical heat ﬂux is computed using Zuber [32] asQCHF ¼ 0:131qvhfg
rgðql  qvÞ
q2v
 1
4
: ð15ÞIn addition to the transient burn out approximation, the effect of subcooled liquid on the quenching process is taken into
account by using the relations of Hua et al. [33]. This approximation is crucial since in a stagnant pool maintained at a tem-
perature below saturation, subcooled, the vapor bubbles can condense before they get very far from the heater surface. As a
result, the heater power can go into directly heating the liquid and actual vapor superﬁcial velocity is decreased; thus
increasing the allowable heat ﬂux before CHF occurs. The current model includes the effect of subcooling on the actual crit-
ical heat ﬂux (CHF). Following Hua and Xu [33] we have,QCHF;subcool
QCHF;sat
¼ 1þ 0:345  Ja=Pe1=4: ð16ÞHowever, it is to be noted that transient heat ﬂux is signiﬁcantly ﬂuctuating in comparison to the steady state heat ﬂux
[3,34–36]QCHF;subcool ¼ KBurnQCHF;satð1þ 0:345  Ja=Pe1=4Þ: ð17Þ
As a result, we introduce a burn out factor (KBurn) in Eq. (17). The value of KBurn is taken between 0.5 and 4.0. In addition to the
determination of the CHF, the minimum heat ﬂux (MHF) approximation in the present system is estimated as [4]QMHF ¼ 0:09qvhfg
gðql  qvÞ
ql þ qv
 1
2 r
gðql  qvÞ
 1
4
: ð18ÞSimilar to the burn out approximation factor, a constant ‘transient minimum heat ﬂux factor’, KMHF, is provided to describe
the variations in the computed minimum heat ﬂux owing to the local transience, boundary layer modulations, solid surface
characteristics etc., [37,38], leading toQMHF ¼ KMHFQMHF : ð19Þ
The value of KMHF is taken in the range extending from 1 to 10. Based on the available CHF and MHF limits, the heat ﬂux in the
transition boiling regime is computed as,
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/ ¼ wp T
0
CHF
T 0w  T 0CHF
:
ð20ÞThe factor wp in Eq. (20), termed as the wetting parameter, deﬁnes the probability of vapor collapse at the instant of switch-
ing from the ﬁlm to transition boiling mode. The values of wp vary from 0.1 to 0.6. Based on wp, / provides the liquid–solid
contact fraction in the transition boiling regime initiated by the immediate collapse of the vapor blanket at the Leidenfrost
limit. In the current study, the contribution of MHF in Eq. (20) is neglected.
As a result, higher the breakdown probability of the vapor layer (wp), higher the contribution of the critical heat ﬂux to-
wards the transition heat ﬂux. The heat transfer coefﬁcient in the transition boiling stage is computed as,~hTB ¼ QTBT 0w  T 0sat
: ð21ÞThe limits of phase change process during the ﬁlm and nucleate boiling modes are given byCilim ¼
QiAwet
hfg
; ð22Þwhere i represents CHF in the nucleate boiling mode and MHF in the ﬁlm boiling mode and the corresponding CHF and MHF
limits, given by Eqs. (17) and (19) respectively, are used. Awet is the wetted area given byAwet ¼ ð1 apackÞ  As: ð23Þ
As in Eq. (23) denotes the physical quenched interface area. apack is the phase packing limit given byapack ¼ adry þ Fawet: ð24Þ
F takes a value of 1 if the interface temperature is less than the Leidenfrost temperature (nucleate boiling mode) or 0
otherwise (ﬁlm boiling mode). adry and awet are the dry and wet phases packing limits. The heat transfer coefﬁcient in the
nucleate boiling regime representing the regimes containing periodic dry patches, vapor columns and discrete bubble sys-
tems along with the effects of natural convection are neglected. This approximation is held valid since the predominant cool-
ing during the quenching process occurs in the transition boiling regime and the contribution of nucleate boiling and natural
convection takes effect only when the wall superheat is of the order of 30–40 K [3–5].3. Simulation procedure
The boundary conditions used in the current simulations are illustrated in Fig. 1. Based on the same engine head geom-
etry, two different quenching conﬁgurations (C1,C2) are elaborated in this article. In either case, the simulation setup con-
sisted of approximately 1,600,000 cells in the liquid domain and about 1,500,000 cells in the solid domain. With reference to
the liquid domain (see Fig. 1), the cylinder outer walls are treated as adiabatic with no slip boundary conditions, the outlets
being speciﬁed as pressure outlets with ﬁxed atmospheric pressure and the inlet section is treated as a velocity inlet condi-
tion. The dipping velocity, i.e., the velocity at which the metal component is immersed into the liquid is used to deﬁne the
inlet velocity rising up from the bottom towards the outlet. The ‘interface’ of the contact surface between the materials has
been deﬁned for the purpose of conducting ACCI coupled simulations across the ﬂuid/solid domains.
In the liquid domain, a wall boundary condition is applied on the exchange space ‘‘interface” with a speciﬁed tempera-
ture. Provided with these conditions, mass, momentum and energy equations are solved in the ﬂuid domain. Gravity effects
in the liquid domain simulations have been included. In the solid zone, the computational domain is treated as a solid mass
and only the energy equation is being solved.
The ‘‘interface” boundary deﬁned in the solid domain is treated as a boundary with convection/radiation mechanisms tak-
ing place. For this reason, an external heat transfer coefﬁcient value is provided as an initial condition. As the simulation pro-
gresses, the heat ﬂux computed at the ‘‘interface”, as a result of calculations in the ﬂuid domain, is applied as a modiﬁed
external heat transfer coefﬁcient and ﬂuid temperature attributes along the interface boundary. As a result a strong li-
quid–solid domain coupling is achieved. In a another attribute exchange test, modiﬁed heat ﬂux values computed in the ﬂuid
domains were returned at the ﬂuid/solid exchange space instead of heat transfer coefﬁcients and environment temperature.
Both the formulations yielded similar results.
Laminar ﬂow assumptions were applied in the current simulations owing to low quenching velocities and hence, turbu-
lent ﬂow ﬁeld components and the resulting contributions of the turbulent heat ﬂuxes towards the solid domain are ne-
glected. The timestep values, i.e., simulation time step at which both the domains exchange data, in both the domains are
held constant, although ACCI tool allows variable time steps in each of the domains.
In both the domains, the ﬁnite volume approach with collocated variables setting is used for the discretization of the gov-
erning equations. The numerical solution procedure is based on SIMPLE algorithmwhich is extended to multiphase ﬂow case
in the ﬂuid domain. More detailed discussion on the subject can be obtained from Wang et al. [20,21]. The implicit inter-
phase drag coupling between the multi-ﬂuid phases existing in the ﬂuid zone is achieved by Partial Elimination Algorithm.
Fig. 1. Computational domain set up for the ﬂuid calculations. Variation in the domain conﬁguration modiﬁed based on the orientation of the metal part
(C1 or C2 type).
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puted using the Gauss method. The solution of a linear system of equations is solved by using a conjugate gradient type of
solver. The time advancement procedure is realized using a ﬁrst order implicit backward Euler scheme. In the ﬂuid domain,
the normalized residual limits for mass, momentum, energy and volume fraction is set to 1e3. Similarly, the convergence
limit is set to 1e4 for the enthalpy residuals in the solid domain.
In summary, the solution sequence is:
1. Initialize variables in ﬂuid and solid domain.
2. Solve energy equation on solid material (iterate until convergence).
3. Exchange heat ﬂux or temperature attribute to the ﬂuid domain across the interface using ACCI procedure (exchange
based on time stamp information).
4. Solve a,U,h in ﬂuid domain and iterate until convergence.
5. Return heat ﬂux or heat transfer coefﬁcient and temperature to liquid–solid interface using ACCI procedure.
6. Run steps (2)–(5) until ﬁnal required time is reached.
In the current study, due to the enormity of the model size and the intricate details present in the solid part, only a single
computational mesh each for the liquid and solid zone has been employed to demonstrate the capability of the recently
developed quenching model. Grid independence tests and effect of time sizes on the computed results is currently under
progress and will be reported in a separate article.4. Results and discussions
In both the cases presented in this study, the liquid (quenchant) temperature was maintained close to liquid saturation
temperature. Water was used as the liquid quenchant while the solid material properties were speciﬁed by the OEM. The
standard physical properties of the liquid (water) and vapor have been assumed based on the initial liquid temperature. Var-
iable speciﬁc heat and thermal conductivity properties in the solid region, as a function of the metal temperature, are used to
treat the variation in heat dissipation characteristics.
The Leidenfrost approximation was chosen based on detailed literature review [4] and has been held constant for both the
conﬁgurations. As a result, the effects of dipping orientation on the heat transfer characteristics [4,7,8], as a function of
Leidenfrost variation, has been excluded. Particularly, we note that, identiﬁcation of Leidenfrost cut-off requires detailed
information of the work piece shape and geometry as evidenced by several quenching experiments [5] conducted on a wide
variety of shapes such as spheres, cylinders and rectangular blocks. Furthermore, experiments suggest that, with increasing
face velocity (wetting velocity) and decreasing solid size and bath temperature, not only the heat ﬂux densities become lar-
ger but that above all the Leidenfrost temperature shifts to higher values [5]. In the current discussions, only the effects of
V. Srinivasan et al. / Applied Mathematical Modelling 34 (2010) 2111–2128 2119wetting velocity and bath temperatures are taken into account. No spatial variations in the Leidenfrost values within the so-
lid domain are admitted. The Leidenfrost values corresponding to the quenching of cylindrical objects [5] are used to deﬁne
the thresholds for the test pieces (cylinder heads) under investigation. The initial metal temperature is held constant at a
predeﬁned value in all the cases presented here.Fig. 2. Fluid–solid interface conﬁgurations (a) C1, (b) C2 and (c) monitoring locations.
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0  T 0minÞ
ðT 0max  T 0minÞ
ð25Þis used. In all the cases presented in this study, the T 0max and T
0
min reference values have been held constant. Monitoring points
used for comparison purposes are depicted in Fig. 2c using the C1 conﬁguration.4.1. Quenching with C1 type orientation
Fig. 3 shows the predicted metal temperature history in comparison with the experimental observations at ﬁve different
monitoring locations. Although, 10 different thermocouple reading measured in the solid domains were available from the
OEM, for comparisons, only the monitoring point values possessing the required conﬁdence levels have been used for
comparison.
This is especially important since both the conﬁgurations C1, C2 shared the same monitoring points but the conﬁdence
levels at each of those points pertaining to the relevant conﬁgurations were not the same, i.e., a monitoring point used in
comparing the simulated results using C1 does not necessarily appear in the comparative studies concerning C2 type. As
clearly noted from Fig. 3, presence of a wide gamut of cooling regions are measured and predicted within the solid domain.
At monitoring point (MP) 1, the computed metal temperature slopes, both in the ﬁlm and transition boiling regime, are in
very good agreement with the observed data.
The computed mass transfer (quench) rates, leading to the prediction of temperature evolution in the solid domain,
matches the experiments remarkably well in the ﬁlm boiling mode (approximately v = 0.6). In the transition regime at
the same location, however, the computations realize an earlier ﬁlm-nucleate boiling transition as compared to those ob-
served in the experiments. As a result, a ﬁnite time shift, at the instant when the predicted and calculated cooling curve reach
the minimum temperature, is generated. In other locations such as in MP7, MP9, MP10, very good approximations are re-
tained in the ﬁlm boiling modes (up to t = T/2), while under-prediction of the cooling curves are induced in the post-Leiden-
frost transition boiling regime. Similar trend is observed in the slowest cooling region represented by monitoring point 6.
Description of the overall nature of cooling rates dispersed in the whole solid domain is obtained by rendering contour
plots of the temperature distribution at different time instants (Fig. 4).
At time t = T/6, intense cooling along the lower metal surfaces of the quenched head is evident. With developing time,
t = T/3, highly non-uniform cooling process is realized: while the lower surface zones have reached very low temperatures,
the higher elevated surfaces are still in med-high temperature regimes. Even though spreading of the cooling dynamics is
clearly distinguishable at t = T/2 and 2T/3, regions of higher temperatures are still persistent. This information provided
by our model is particularly very convenient to understand and analyze potential zones prone to higher residual stresses
and thus minimize and/or eliminate resulting material dynamics such as cracks and fatigue.Fig. 3. Comparison of metal temperature histories generated by quenching simulation of the C1 conﬁguration with experimental data.
Fig. 4. Temperature distribution (v) at different time instants (a) T/6, (b) T/3, (c) T/2 and (d) 2T/3. Simulation results from C1 conﬁguration.
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bution within the solid domain, we plot the variance in the temperature distribution along two different sections, at different
simulation instants, passing through monitoring points 6 and 9 as shown in Fig. 5(i) and (ii) respectively.
From Fig. 5(i), processed at t = T/6, the strong permutation in the temperature ﬁelds is marked clear. While the lower ends
of the sections have cooled close to the minimum temperature, the mid-sections retain large portions of the applied heat,
resulting in higher temperature values. At the same instant, Fig. 5(ii) shows lesser heat dissipation across the visualized sec-
tion owing to higher material density. With further advancement in time (t = T/3 to 2T/3), considerable alteration in the tem-
perature ﬁeld values is obtained along the plane passing MP6 (Fig. 5(i)), while the cooling is more uniform along MP9. The
effect of quench rates along varying cross-sections of the metal part is well depicted in our present simulations, a character-
istic feature very much crucial in minimizing the stress distribution in several automotive components [1,11,13].
In addition to the analysis of the quench rate effects on the temperature propagation, our model is able to comfortably
accommodate the multi-ﬂuid dynamics subsisting in the ﬂuid domain. To describe the ﬂuid dynamics aspect of the current
simulations, we plot the distribution of liquid velocity in Fig. 6 and contours of vapor volume fraction due to phase exchange
in Fig. 7 at different advancing simulation time instants. The contour plots shown in Figs. 6 and 7 are taken at the same arbi-
trary cross-section to complement our understanding of the multiphase ﬂow manifesting in the current quench system.
While maximum velocities are obtained along the outer regions of the engine head (see Fig. 6), considerable liquid motion
is persistent within the complex engine head geometry. Particularly, interior regions of the quenched part consisting of
holes, passages with constrictions or expansion zones correspond to the regions of enhanced ﬂow activity.
The vapor fraction distribution shown in Fig. 7 depicts strong vapor blanketing mechanisms at the lower end surfaces of
the quenched metal part. With progress in time (around t = T/2 and above) the vapor population inside and outside the
quenched geometry increases dramatically. This effect is attributed to the fact that the mass transfer effects are enhanced
ensuing the transition from ﬁlm to nucleate boiling heat transfer mode. Generation of strong vapor plumes advancing to-
wards the domain outlet is clearly distinct at different time instants. Furthermore, the generation of vapor pockets within
the metal geometry is clearly distinct. In some regions, indicated by dotted arrow in Fig. 7a, entrapment behavior of the va-
por phases is well captured by our model. The local formation and transient motion of the vapor surrounding the geometry is
shown as solid arrows at different time instants in Fig. 7.
4.2. Quenching with C2 type orientation
Metal temperature histories predicted using conﬁguration C2 are plotted in Fig. 8 against the measured data at six dif-
ferent monitoring locations. The plot clearly demonstrates that the faster cooling dynamics, observed in monitoring points
Fig. 5. Temperature distribution (v) at time instants (a) T/6, (b) T/3, (c) T/2 and (d) 2T/3 along different sectional planes passing through monitoring points
(i) 6 and (ii) 9. Simulation results from C1 conﬁguration.
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region represented by MP6. From Fig. 4, we recall that under-prediction of the cooling rates occurred at the same monitoring
Fig. 6. Liquid velocity distribution along an arbitrary cross-section at different time instants (a) T/6, (b) T/3, (c) T/2 and (d) 2T/3. Simulation results from C1
conﬁguration.
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at MPs 9 and 10 while faster cooling rates are generated at MP7. Since both the computed cooling curves were plotted for the
same simulation time T (Figs. 3 and 8), we conclude, similar to the experiments, that the total simulated cooling time taken
by the C2 conﬁguration for the cooling process is less than those produced in the C1 conﬁguration. In the current study, this
is identiﬁed by the slowest cooling monitoring point, MP6.
From the differentiating results at various monitoring locations, we conclude that our model has been able to accommo-
date the quench rate ﬂuctuations introduced by variations in the dipping orientation [3–5], although some inconsistencies
remain in modeling their dynamics in the numerical model. Particularly, detailed physical effects of orientation of the
quenching surface, surface roughness, bubble nucleation on the heat ﬂux modiﬁcation [7] have not been taken into consid-
eration in the current form of the model. For example, alteration of the model to include local geometric effects such as cur-
vature can trigger variations in the local multiphase dynamics such as vapor fraction and ﬂuid velocities, which then act to
modify the mass transfer (quench) rates.
Overall, the differences produced by the numerical method are similar to those obtained in the experiments: the mea-
sured cooling rates are faster at various locations using the C2 conﬁguration as against those obtained with C1.
The mutating temperature ﬁeld values arising due to the effect of immersion cooling using the C2 conﬁguration is illus-
trated by contour plots of the temperature distribution at various time instants in Fig. 9.
Comparing the cooling rates of the structure under C1, C2 dipping conﬁguration at a given non-dimensionalized time in-
stant T/6 using Fig. 4, enhancement of the cooling process is well-distinct in the C2 type dipping strategy. Although, the
retention of high temperatures at the elevated solid surface are similar to those obtained in the C1 conﬁguration, the tem-
perature proﬁles existing along the lower metal surface are comparatively higher. Intense cooling begins around t = T/3 as
seen in Fig. 9b and aggravates further (t = 2T/3, 5T/6).
To identify the sequence of heat dissipation characteristics within the solid portion, contour plots of temperature ﬁeld
along the sectional planes passing through monitoring points 6 and 9 are provided in Fig. 10.
The cooling behavior at t = T/6 along the presented monitoring sections Fig. 10(i) and (ii) appear to follow the same trend.
The lower portions of the observed sections lose heat faster in compared to those subsisting in the elevated zones. This
matching heat dissipation trend continues with advancement in time (t = T/3 through 5T/6) until complete cooling of the
Fig. 8. Comparison of metal temperature histories generated by quenching simulation of the C2 conﬁguration with experimental data.
Fig. 7. Vapor fraction distribution along an arbitrary cross-section at different time instants (a) T/6, (b) T/3, (c) T/2 and (d) 2T/3. Simulation results from C1
conﬁguration.
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Fig. 9. Contour plot of temperature distribution (v) on the solid domain at different instants (a) T/6, (b) T/3, (c) 2T/3, (d) 5T/6. Simulation results from C2
conﬁguration.
Fig. 10. Temperature distribution (v) at time instants (a) T/6, (b) T/3, (c) 2T/3 and (d) 5T/6 along different sectional planes passing through monitoring
points (i) 6 and (ii) 9. Simulation results from C2 conﬁguration.
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Fig. 12. Contour plots of vapor fraction at different time instants (a) T/6, (b) T/3, (c) 2T/3 and (d) 5T/6. Simulation results from C2 conﬁguration.
Fig. 11. Contour plots of liquid velocity at different time instants (a) T/6, (b) T/3, (c) 2T/3 and (d) 5T/6. Simulation results from C2 conﬁguration.
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V. Srinivasan et al. / Applied Mathematical Modelling 34 (2010) 2111–2128 2127metal part takes place. Plots of liquid ﬂow velocity in/around the metal domain, taken along an arbitrary section in the ﬂuid
domain, are presented in Fig. 11.
From Fig. 11, varying levels of liquid velocity ﬂuctuations are noticeable in the interior regions of the metal part with in-
crease in the computation time. For example, the zones marked by arrows (see Fig. 11) portray mild ﬂow regimes at t = T/6
and consequently lead to very low velocity (stagnant) behavior (t = T/3). However, at time t = 2T/3, intensiﬁed ﬂuid motions
are observed, which later decays to reduced velocity levels (t = 5T/6). To identify the multiphase dynamics existing at these
time instants along the section rendered in Fig. 11, contours of vapor volume fractions along the same arbitrary section is
shown in Fig. 12.
Analogous to our discussions pertaining to altered velocity ﬁelds in the liquid phase within the metal geometry, Fig. 12
shows vacillating patterns of vapor fraction at the same location. Note that till time t = T/6, most of the metal regions are in
the ﬁlm boiling mode, associated with reduced heat transfer rates and hence, reduced mass transfer effects [22]. As the metal
temperatures plunge below the Leidenfrost limit, transition boiling mode is activated resulting in enhanced heat and mass
transfer rates evidenced by the increased vapor activity in the concerned region (represented by the solid arrows). Since the
liquid and vapor phases are strongly coupled, any variation in the mass transfer function directly correlates to the modiﬁ-
cation in the velocity ﬁeld of both the phases. This is one of the major advantages of our ACCI coupled simulations: the boil-
ing physics, consisting of ﬁlm, transition-nucleate boiling regimes, occurring near the ﬂuid–solid interface, can be efﬁciently
interpreted in the form of modiﬁed multi-ﬂuid ﬂow ﬁeld, while being strongly coupled with the heat dissipation character-
istics within the solid.5. Conclusions
Numerical simulations of an automotive engine cylinder head quenching process using the commercial code AVL-FIRE
v8.5 has been presented in this study. The AVL-Code-Coupling-Interface (ACCI) coupling between the quenched metal part
and the ﬂuid regions in conjunction with a new boiling phase transfer model has been successfully employed to calculate the
metal temperature histories at various monitoring points resident in the solid domain. The robust boiling model, elaborated
in this article, does not require extensive information on the boiling process nor does it rely on experimental data or any
inverse methodologies. The phase change function is conﬁgured to suit the application needs with minimal input inclusive
of boiling parameters such as saturation temperature, pressure and packing limit. Using this procedure, two different
quenching conﬁgurations, differentiated by orientation of the immersion process, have been simulated. In both the cases,
the total cell count exceeded 3 million cells. The computed cooling rates are in very good agreement with the experimental
data. In particular, the quenching rates associated with the ﬁlm boiling regime are tracked very well while some deviations
in the transition boiling mode have been observed. The computed temperature distribution exhibited marked non-uniform
behavior, which is of grave importance in further stress and strain analyses. The multi-ﬂuid dynamics such as vapor activity
and the transient ﬂuid dynamics have been reported. Considering the complexity of the boiling phenomena and its effect on
the temperature evolution in the complex metal components such as the one tested in this study, we conclude that our re-
sults are satisfactory. The FIRE–FIRE coupling tests show good results for the quenching simulations and the AVL ACCI cou-
pling procedure appears robust, reliable, ﬂexible to allow an efﬁcient data transfer between the coupled simulations. Further
investigations to include detailed geometric effects on the local mass transfer estimation are in progress.References
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