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Abstract
Various properties of Jacobian elliptic functions can be put in a form that remains valid under permu-
tation of the first three of the letters c, d, n, and s that are used in pairs to name the functions. In most
cases 12 formulas are thereby replaced by three: one for the three names that end in s, one for the three
that begin with s, and one for the six that do not involve s. The properties thus unified in the present paper
are linear relations between squared functions (16 relations being replaced by five), differential equations,
and indefinite integrals of odd powers of a single function. In the last case the unification entails the ele-
mentary function RC(x, y) = RF (x, y, y), where RF (x, y, z) is the symmetric elliptic integral of the first
kind. Explicit expressions in terms of RC are given for integrals of first and third powers, and alternative
expressions are given with RC replaced by inverse circular, inverse hyperbolic, or logarithmic functions.
Three recurrence relations for integrals of odd powers hold also for integrals of even powers.
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Neville [8, p. xi] called the theory of Jacobian elliptic functions “a subject threatened with
suffocation by the sheer multitude of individual formulae.” Considerable relief is provided by
the symbol
(p,q) = ps2(u, k) − qs2(u, k), p,q ∈ {c,d,n}, (1.1)
which was introduced in [4] to write certain relations in a form that remains valid when the letters
c, d, and n are permuted. The symbol is independent of u and takes the values
(n, c) = −(c,n) = 1, (n,d) = −(d,n) = k2,
(d, c) = −(c,d) = k′2, (1.2)
where k′2 = 1 − k2. For example, the formulas for differentiation [4, (3.1)] are
ps′ = −(qs)(rs), sp′ = (qp)(rp), pq′ = (p,q)(rq)(sq),
{p,q, r} = {c,d,n}, (1.3)
where we suppress the variables (u, k) and a prime stands for differentiation with respect to u
except in the case of k′. The third equality unifies the derivatives of the six Jacobian functions
whose names do not involve the letter s.
Other properties treated in [4] are bisection, duplication, addition, and transformations of first
and second orders, but only (1.3) will be needed in the present paper. Sections 2 and 3 contain
unified relations to be used in Section 4, which deals with indefinite integrals of odd powers of a
single Jacobian function. (Concerning even powers see the last remark at the end of Section 4.2.)
2. Linear relations between squared Jacobian functions
The 16 relations given in [8, p. 183] are included in the following five.
Proposition 2.1.
ps2 = qs2 + (p,q), (2.1)
pq2 = (p,q) sq2 + 1, (2.2)
pr2 = qr2 + (p,q) sr2; (2.3)
(q, r)ps2 + (r,p)qs2 + (p,q) rs2 = 0, (2.4)
(r,q)pr2 = (r,p)qr2 + (p,q). (2.5)
Proof. Equation (2.1) is (1.1), and multiplication of all its terms by sq2 or sr2 gives (2.2) or (2.3),
respectively. The identity (2.4) is proved by substituting (1.1) for each . Multiplication of all
terms in (2.4) by sr2 gives (2.5). 
Comment
Each of (2.1), (2.3), and (2.5) has only three distinct cases because it is unchanged by trans-
posing p and q. There are six cases of (2.2) (resulting from three choices for p followed by two
choices for q) but only one of (2.4), thus accounting for the 16 relations given in [8, p. 183].
Equations (2.1), (2.2) and (2.5) will be used in Section 4 because one term in each is independent
of u.
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Propositions 3.1 and 3.2 will both be used in Section 4.2.
Proposition 3.1. Differential equations involving a single Jacobian function and the square of
its first derivative are:
(ps′)2 = (ps2 + (q,p))(ps2 + (r,p)), (3.1)
(sp′)2 = ((q,p) sp2 + 1)((r,p) sp2 + 1), (3.2)
(pq′)2 = ((r,q)pq2 + (p, r))(pq2 − 1). (3.3)
Proof. Squaring both sides of the first equality in (1.3) and using (1.1), we obtain (3.1). To
prove (3.2) from the second equality in (1.3), we find qp2 = (q,p) sp2 + 1 by transposing p
and q in (2.2), and then rp2 by further transposing q and r. To prove (3.3) from the third equality
in (1.3), we find (p,q) rq2 = (r,q)pq2 + (p, r) by transposing q and r in (2.5), and then
(p,q) sq2 = pq2 − 1 from (2.2). 
Example. If (p,q, r) = (c,n,d) then (3.3) becomes (cn′)2 = ((d,n) cn2 +(c,d))(cn2 − 1) =
(k2cn2 + k′2)(1 − cn2) in agreement with [8, p. 196].
Proposition 3.2. Differential equations involving a single Jacobian function and its second deriv-
ative are:
ps′′ = 2 ps3 + ((q,p) + (r,p))ps, (3.4)
sp′′ = 2(q,p)(r,p) sp3 + ((q,p) + (r,p)) sp, (3.5)
pq′′ = 2(r,q)pq3 + ((p, r) + (q, r))pq. (3.6)
Proof. Each of (3.1) to (3.3) has a quartic polynomial on the right side. Differentiate both sides
and cancel the first derivative. 
Example. cn′′ = 2(d,n) cn3 + ((c,d)+(n,d)) cn = −2k2cn3 + (2k2 − 1) cn, in agreement
with [6, 13.17(4)].
4. Indefinite integrals
In equations involving indefinite integrals, “=” means equality modulo an additive constant
that may depend on k. For example ln(ps − qs) = ln(ps2 − qs2) − ln(ps + qs) = − ln(ps + qs)
because ps2 − qs2 = (p,q) is a constant.
4.1. Integrals of first powers
The elementary function RC(x, y), which includes the six inverse circular functions, the log-
arithm, and the six inverse hyperbolic functions [3, pp. 163, 186], is a degenerate case of the
symmetric elliptic integral RF of the first kind:
RC(x, y) = RF (x, y, y) = 12
∞∫
dt√
t + x (t + y) , (4.1)0
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y − x arccos
√
x
y
, 0 x < y, (4.2)
= 1√
x − y acosh
√
x
y
= 1√
x − y atanh
√
x − y
x
, 0 < y < x, (4.3)
= 1√
x − y ln
√
x + √x − y√
y
, 0 < y < x. (4.4)
We shall use RC to find the integrals of first powers in unified form instead of merely verify-
ing values by differentiation. They will be expressed also in terms of more familiar elementary
functions by using (4.2)–(4.4).
Proposition 4.1. With {p,q, r} = {c,d,n} let α = (r,p), β = (r,q), and γ = (q,p), whence
α − β = γ = α qr2 − β pr2 by (2.5). Then (modulo additive constants)∫
psdu = −RC
(
rq2, rq2 − 1) (4.5)
= − atanh(qr) = 1
2
ln
1 − qr
1 + qr =
1
2
ln
rs − qs
rs + qs (4.6)
= ln(qs − rs) = ln(rs − qs) = − ln(qs + rs). (4.7)
∫
spdu = 1√
α
RC
(
α qr2, β pr2
) (4.8)
= 1√
α
RC
(
β pr2 + γ, β pr2) (4.9)
= 1√−αγ arccos
(√
α/β qp
) (4.10)
= 1√
αγ
atanh
(√
γ /α rq
) (4.11)
= 1√
αγ
ln
(√
α qp + √γ rp), (4.12)
where √αγ < 0 < √γ /α if both α and γ are negative.
∫
pqdu = RC
(
rs2,qs2
) (4.13)
= 1√−β arccos(rq) (4.14)
= 1√
β
acosh(rq) (4.15)
= 1√
β
ln
(
rq +√β sq). (4.16)
Proof. If a is a constant, it follows from [4, (2.2)], or [3, (9.2-1) and (5.9-2)], that
d
RC(x, x + a) = d RF (x, x + a, x + a) = −1√ . (4.17)
dx dx 2 x(x + a)
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first term on the right side of (2.2), (2.5), and (2.1), respectively. Then y = x + a, where a is a
constant, and
d
du
RC(x, x + a) = −x
′
2
√
x (x + a) =
−(√x )′
y
, (4.18)
where (
√
x )′ is given by (1.3) in each case.
In (2.2), for example, taking x = pq2 and y = (p,q) sq2 = pq2 − 1, we find
d
du
RC
(
pq2,pq2 − 1)= −pq′
(p,q) sq2
= − (rq)(sq)
sq2
= −rs.
Thus
∫
rsdu = −RC(pq2,pq2 − 1), which becomes (4.5) by exchange of r and p. Then (4.6)
follows by (4.3). 
Comments
Equation (4.12) and the last expression in (4.7) show the expected symmetry in q and r. Equa-
tion (4.7) provides an alternative proof of (4.6) and can be verified by (1.3), which shows that
qs′ − rs′
qs − rs =
rs′ − qs′
rs − qs = ps and
qs′ + rs′
qs + rs = −ps.
Although (4.12) and (4.16) follow from (4.8) and (4.13), respectively, they too can be verified by
defining g = √α qp + √γ rp and h = rq + √β sq and then differentiating by (1.3) to show that
g′/g = √αγ sp and h′/h = √β pq.
The special case of (4.13) with (p,q, r) = (d,n, c) is ∫ dndu = RC(cs2,ns2) = arccos(cn) =
arcsin(sn) = am(u).
Choice of familiar functions
Although Proposition 4.1 offers various ways of expressing the integrals in terms of famil-
iar elementary functions, the following choices seem relatively concise. Recall that {p,q, r} =
{c,d,n} and (α,β, γ ) = ((r,p),(r,q),(q,p)).∫
psdu = − atanh(qr) = − ln(qs + rs), (4.19)
∫
spdu =
{
atanh(
√
γ /α rq)/√αγ , p = c,n,
arccos(k cd)/kk′, (p,q, r) = (d, c,n), (4.20)
where √αγ < 0 < √γ /α if both α and γ are negative. However, if (p,q, r) = (d,n, c) then
both α and β are negative, and agreement with (4.20) surprisingly requires √α/β < 0 in (4.10).∫
pqdu =
{
acosh(rq)/
√
β, β > 0,
arccos(rq)/
√−β, β < 0. (4.21)
Equations (4.19)–(4.21) can be verified by differentiation with the help of (1.3). Agreement with
the values in [1, §16.24], [7, §2.7], and [2, 3XX.01, XX = 10–21] is sometimes obvious but often
requires return to Proposition 4.1. A rare disagreement occurs in the following example:
Example. Taking (p,q, r) = (n,d, c), we need only β = (r,q) = (c,d) = −k′2 to find from
(4.21) that∫
nddu = 1′ arccos(cd).k
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stant), but the minus sign is missing in [7, (2.7.10)]. A correct but cumbersome expression as an
arctangent is given by [2, 315.01]; it can be reconciled with arccos(cd) = arctan(k′/cs) by using
the addition formula for a tangent.
4.2. Recurrence relations
Proposition 4.2. Define
(PS)j =
∫
(ps)j du, (SP)j =
∫
(sp)j du, (PQ)j =
∫
(pq)j du, j ∈ Z. (4.22)
Let {p,q, r} = {c,d,n} and (α,β, γ ) = ((r,p),(r,q),(q,p)). Then
(j + 1)(PS)j+2 + j (α + γ )(PS)j + (j − 1)αγ (PS)j−2 + psj−1qs rs = 0, (4.23)
(j + 1)αγ (SP)j+2 + j (α + γ )(SP)j + (j − 1)(SP)j−2 − ps−j−1qs rs = 0, (4.24)
(j + 1)β(PQ)j+2 − j (α + β)(PQ)j + (j − 1)α(PQ)j−2 + γ pqj−1rq sq = 0. (4.25)
Proof. As in [7, p. 87] we start from a second derivative,
d2
du2
psj = j d
du
(
psj−1ps′
)= j (j − 1)psj−2(ps′)2 + j psj−1ps′′,
substitute (3.1) and (3.4), combine terms, and integrate once to obtain
d
du
psj = j (j + 1)(PS)j+2 + j2(α + γ )(PS)j + j (j − 1)αγ (PS)j−2.
Since the left side is j psj−1ps′ = −j psj−1qs rs by (1.3), a factor j can be cancelled to
yield (4.23). Then (4.24) follows by changing the sign of j and noting that (PS)−j = (SP)j .
To prove (4.25) we start from the second derivative of pqj and follow the same procedure. 
Remarks. Since (QP )−j = (PQ)j the simultaneous exchanges of P with Q, j with −j ,
p with q, and (α,β, γ ) with (β,α,−γ ) leave (4.25) unchanged.
Equations (4.23), (4.24), and (4.25) agree with and can replace [2, 3XX.05] for XX = 11,
17, and 19; XX = 10, 16, and 18; and XX = 12, 13, 14, 15, 20, and 21, respectively. In each
case 3XX.06 is the same as 3XX.05 with 2m replaced by 2m+ 1, except for 318.06 where M2m
should obviously be M2m−1. When XX = 16, tn stands for sc.
Although the integrals in (4.22) are elementary functions if j = 1,3,5, . . . , they are elliptic
integrals of the second kind if j = 2,4,6, . . . . In the latter case they can be expressed in terms
of the standard elliptic integral RD(x, y, z) of the second kind. For small even values of j they
are included in [5, Table 1], where both the notation and the method of proof are different from
those in the present paper. As cases of
∫
psm1qsm2 rsm3 du the values of
∫
(ps)j du, j = 2,4, are
listed there as (m1,m2,m3) = (2,0,0) and (4,0,0); those of
∫
(sr)j du, j = 2,4,6, as (0,0,−2),
(0,0,−4), and (0,0,−6); and those of ∫ (pr)j du, j = 2,4,6, as (2,0,−2), (4,0,−4), and
(6,0,−6). The recurrence relations (4.23)–(4.25) were not used in [5] but are valid for even j ,
although if j = 2 they involve ∫ du = u, the integral of the first kind, which can be expressed as
a linear combination of three RD’s (see [5, (1.14)]).
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If j = 1 the recurrence relations (4.23)–(4.25) reduce to
2
∫
ps3 du = −(α + γ )
∫
psdu − qs rs, (4.26)
2αγ
∫
sp3 du = −(α + γ )
∫
spdu + qp rp, (4.27)
2β
∫
pq3 du = (α + β)
∫
pqdu − γ rq sq, (4.28)
where (α,β, γ ) = ((r,p),(r,q),(q,p)). Substituting (4.5), (4.8), and (4.13), we find
2
∫
ps3 du = (α + γ )RC
(
rq2, rq2 − 1)− qs rs, (4.29)
2αγ
∫
sp3 du = −α + γ√
α
RC
(
α qr2, β pr2
)+ qp rp, (4.30)
2β
∫
pq3 du = (α + β)RC
(
rs2,qs2
)− γ rq sq. (4.31)
Alternatively, substituting (4.19)–(4.21) we find
2
∫
ps3 du = (α + γ ) atanh(qr) − qs rs = (α + γ ) ln(qs + rs) − qs rs, (4.32)
2αγ
∫
sp3 du = −(α + γ )
{
atanh(
√
γ /α rq)/√αγ , p = c,n,
arccos(k cd)/kk′, (p,q, r) = (d, c,n)
}
+ qp rp, (4.33)
where √αγ < 0 if both α and γ are negative.
2β
∫
pq3 du = (α + β)
{
acosh(rq)/
√
β, β > 0,
arccos(rq)/
√−β, β < 0
}
− γ rq sq. (4.34)
Examples. In (4.32) let (p,q, r) = (d,n, c), whence α = (c,d) = −k′2 and γ = (n,d) = k2.
Then
2
∫
ds3 du = (k2 − k′2) ln(ns + cs) − ns cs,
which is easily seen to agree with [2, 319.03].
In (4.33) let (p,q, r) = (n, c,d), whence α = (d, n) = −k2, γ = (c,n) = −1, and√
αγ = −k. Then
2k2
∫
sn3 du = (1 + k2) atanh(dc/k)/(−k) + cn dn,
2k3
∫
sn3 du = −(1 + k2) atanh(dc/k) + k cn dn.
Modulo additive constants we have
− atanh(dc/k) = −1
2
ln
k + dc
k − dc =
1
2
ln
kcn − dn
kcn + dn = ln(kcn − dn) = ln(dn − kcn)
because (kcn + dn)(kcn − dn) = −k′2 is a constant. Thus we find agreement with [2, 310.03].
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(c,d) = −k′2. Then
2
∫
dc3 du = (1 + k2) acosh(nc) + k′2nc sc.
This agrees with [2, 321.03] because
acosh(nc) = ln(nc +√nc2 − 1 )= ln(nc + sc√ns2 − cs2 )= ln(nc + sc).
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