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Einleitung
Es ist allgemein bekannt, daÿ sich die Stärke der komplexen Funktionentheo-
rie wunderbar bei der Behandlung zweidimensionaler partieller Dierentialglei-
chungen einsetzen läÿt. Die Möglichkeiten, die sich aus der Faktorisierung des
Laplaceoperators  =
1
4
@
@z
@
@z
bzw. der Verwendung konformer Abbildungen
ergeben, sind nahezu unbegrenzt. Selbst solche schwierigen Probleme, wie das
freie Randwertproblem der Stokes-Gleichungen, lassen sich im zweidimensiona-
len Fall unter Benutzung konformer Abbildungen auf einfachere Probleme, wie
die Lösung der Hopper-Gleichungen oder der Löwner-Kufareev-Gleichungen zu-
rückführen [DeG], [KO]. Auÿerdem lassen sich mit Hilfe funktionalanalytischer
Methoden viele Resultate für holomorphe Funktionen auf Funktionenklassen
verallgemeinern, die wesentlich mehr als nur die holomorphen Funktionen ent-
halten [Vek].
Andererseits zeigte sich durch die Arbeiten von R. Fueter [Fue], R. Delang-
he [D], K. Habetha [Ha] und anderen, daÿ die Methoden der Funktionentheorie
nicht auf die komplexe Ebene beschränkt bleiben müssen, sondern sich auch mit
Erfolg auf den n-dimensionalen euklidischen Raum IR
n
übertragen lassen.
Das Problem dabei ist nur, daÿ im Gegensatz zum IR
2
, der mit der kom-
plexen Zahlenebene identiziert werden kann, der IR
n
nur noch ein Teilraum
der zugehörigen Cliordalgebra C`
0;n
ist. Gerade dieses psychologische Problem
erforderte eine neue Denkweise, so daÿ es nicht verwundert, daÿ die Geschich-
te der Anwendung der hyperkomplexen Funktionentheorie auf die Lösung von
partiellen Dierentialgleichungen noch sehr jung ist, wie die Arbeiten von W.
Spröÿig [Sp1] 1979, B. Goldschmidt [Gold] 1982, H. Malonek/B. Müller [MalMü]
1992, Z. Xu/C. Zhou [XZ] 1993 und C. Zhou [Z] 1993 zeigen.
Insbesondere die von K. Gürlebeck und W. Spröÿig entwickelte Methode der
Behandlung von Randwertproblemen partieller Dierentialgleichungen [GSp2],
die auf der orthogonalen Zerlegung des Raumes L
2
(
) basiert, zeigt die Vorteile,
die die hyperkomplexe Funktionentheorie liefert. Sie ermöglicht einen einheitli-
chen Zugang zur Lösung aller Fragen, die bei der Behandlung von Randwertpro-
blemen elliptischer partieller Dierentialgleichungen auftreten, wie Existenz und
Eindeutigkeit der Lösung, Regularitätsaussagen und Darstellungsformeln. Sie
ermöglicht auch eine entsprechende numerische Behandlung des Problems durch
die Ausnutzung einer zugehörigen diskreten Funktionentheorie [GSp1], [Ho]. Die
Autoren zeigen die leichte Anwendbarkeit dieser Theorie an einer Reihe von Bei-
spielen (Dirichlet-Problem für die Laplace-Gleichung, die Helmholtz-Gleichung,
das Stokes-System, das Navier-Stokes-System, das Lame-System, u.a).
Leider beschränkt sich diese Theorie auf den Fall beschränkter Gebiete und
derW
k
2
-Skala. Aufgrund der leichten Anwendbarkeit dieser Theorie gab es aber
sogleich Bemühungen, diese Methode auch auf den Fall unbeschränkter Gebiete
zu verallgemeinern, S. Bernstein [Ber] 1993 und J. Ryan [R1] 1995. Während J.
Ryan dabei konforme Abbildungen benutzt, die leider nur in Form der Möbius-
Transformationen im IR
n
existieren, verwendet S. Bernstein gewichtete Räume.
Diese haben jedoch den Nachteil, daÿ bei gewissen Randwertproblemen, wie z.B.
dem Navier-Stokes-Problem, nur quasibeschränkte Gebiete, d.h. Gebiete, die in
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mindestens einer Raumdimension beschränkt sind, betrachtet werden können.
Der wichtigste Grund hierfür ist eine notwendige Raumäquivalenz zu Räumen
ohne Gewicht, um die nichtlinearen Anteile des Problems behandeln zu können.
Wir sehen also, daÿ es recht vorteilhaft wäre, gleich mit den üblichen Räumen
arbeiten zu können.
Im ersten Teil dieser Arbeit wollen wir uns der Lösung dieses Problems wid-
men. Nachdem wir uns zunächst den Fall des beschränkten Gebietes ansehen
und die orthogonale Zerlegung für den allgemeinen Fall L
p
(
); 1 < p < 1;
unter Zuhilfenahme des Dirichletproblems der Laplacegleichung als eine direkte
Zerlegung beweisen, sowie deren Anwendbarkeit am Beispiel des Stokes-Systems
zeigen, wenden wir uns dem Fall eines unbeschränkten Gebietes 
 zu. Mit Hilfe
einer Modikation des Cauchy-Kernes können wir eine Funktionentheorie auf-
bauen, deren Operatoren, insbesondere die Teodorescu-Transformation, auch im
allgemeinen Fall eines unbeschränkten Gebietes zwischen den zugehörigen unge-
wichteten Räumen beschränkt sind. Diese Theorie wenden wir im weiteren auf
Randwertprobleme der mathematischen Physik, insbesondere auf das Stokes-
System und das Navier-Stokes-System, an. Das Problem der Lösung der Stokes-
und der Navier-Stokes-Gleichungen gehört zu den wichtigsten Problemen in der
Theorie partieller Dierentialgleichungen, die jedoch selbst im einfachsten Fall
des stationären inhomogenen Stokes-Systems mit homogenen Randdaten ein
nicht zu unterschätzendes Problem darstellen. Eine vollständige Theorie für die
Lösung dieses Problems existierte bis Anfang der 90-er Jahre nur für den Fall ei-
nes beschränkten Gebietes (L. Cattabriga [Cat] 1964 für n = 3, G.P. Galdi/C.G.
Simader [GaSi] 1990 und H. Kozono/H. Sohr [KoSo1], [KoSo2] 1992 für n  2).
Erst seit dieser Zeit wurde auch der Fall des Auÿengebietes intensiv betrachtet
(vgl. W. Varnhorn [Va]). Die dabei verwendete Methode der Zerlegung des Pro-
blems als ein Problem über dem ganzen Raum und ein Problem über einem be-
schränkten Gebiet mittels eines Lokalisierungsprinzips läÿt sich leider nicht auf
den allgemeinen Fall eines unbeschränkten Gebietes verallgemeinern. Dieselbe
Einschränkung haben auch die darauf basierenden Arbeiten von A. Novotny/M.
Padula [NoPa] und W. Borchers/M. Miyakawa [BorMiy] 1995 zur Lösung des
stationären Navier-Stokes-Problems für kleine äuÿere Kräfte. Wir werden hier
mit Hilfe unserer hyperkomplexen Operatoren den allgemeinen Fall des unbe-
schränkten Gebietes betrachten, wobei die einzige Einschränkung ist, daÿ das
Komplement unseres Gebietes 
 eine oene Menge enthalten muÿ, die nicht in

 liegt, und alle mit der Lösung des stationären Stokes- bzw. Navier-Stokes-
Systems in Zusammenhang stehenden Fragen, wie Existenz, Eindeutigkeit und
Regularität der Lösung beantworten.
Eine weitere Problematik ist die Betrachtung von elliptischen Randwertpro-
blemen höherer Ordnung. Gerade hier zeigt sich der Vorteil unserer Methode,
da wir solche Probleme geradezu nach dem Baukastenprinzip lösen können, was
wir am Beispiel der biharmonischen Gleichung demonstrieren werden. Dabei
stellt für uns der Fall des unbeschränkten Gebietes kein Problem dar, der sonst
aufgrund des Wachsens der Fundamentallösung von 
2
gegen unendlich nur mit
einem groÿen Aufwand zu behandeln ist. Dies erlaubt eine völlig neue Herange-
hensweise selbst an klassische Probleme. So läÿt sich mit Hilfe der hyperkomple-
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xen Analysis z.B. das Stokes-Problem als hyperkomplexe Dierentialgleichung
dritter Ordnung DDDF = 0 betrachten [KO], die entsprechend der hier vorge-
stellten Methode gelöst werden kann.
Im zweiten Teil der Arbeit beschäftigen wir uns mit nichtlinearen Dierential-
gleichungen erster Ordnung.
In der Mitte unseres Jahrhunderts führte eine neue Entwicklung der komple-
xen Analysis zu einem neuen Verhältnis zwischen reeller und komplexer Analy-
sis. Diese Entwicklung zeigt sich vor allem an I.N. Vekua's Arbeiten über ver-
allgemeinerte analytische Funktionen. Verallgemeinert analytische Funktionen
sind Lösungen des Systems
@u
@x
 
@v
@y
+ au+ bv = f
@u
@y
+
@v
@x
+ cu+ dv = g;
welches äquivalent zur partiellen komplexen Gleichung
@w
@z
+Aw +Bw = F
ist. Die Theory von Vekua's verallgemeinert analytischen Funktionen brachte
neue Anwendungen der komplexen Analysis, die unter anderem Randwertpro-
bleme, quasikonforme Abbildungen, Mechanik, Hydrodynamik und die Elasti-
zitätstheorie betreen.
Andere Verallgemeinerungen des Konzeptes der holomorphen Funktionen
sind die pseudoanalytischen Funktionen im Sinne von L. Bers oder die (p; q)-
analytischen Funktionen von G.N. Poloshi.
Diese Verallgemeinerungen der komplexen Funktionentheorie erlauben nicht
nur die Untersuchung linearer Dierentialgleichungen. Auch im Falle nichtlinea-
rer (elliptischer) Dierentialgleichungen ist es möglich, eins-eins-Abbildungen
zwischen den Lösungen dieser Dierentialgleichungen und den holomorphen
Funktionen zu nden. Diese Abbildungen ermöglichen das Reduzieren der Kon-
struktion spezieller Lösungen auf die Konstruktion holomorpher Funktionen.
Damit führt die komplexe Analysis zu einer neuen Methode der Linearisierung,
die auf dem Konzept der Holomorphie basiert.
Dieses Konzept, wie u.a. [BDSo], [GSp2] und [KravS] zeigen, ist aber nicht
auf den komplexen Fall beschränkt, so daÿ wir uns hier mit einer höherdimen-
sionalen Verallgemeinerung dieser Methode beschäftigen werden.
Da der Ausgangspunkt dieser Methode oftmals die Transformation von
partiellen Dierentialgleichungen zu Integralgleichungen unter Benutzung des
schwach singulären komplexen T -Operators
T


h(z) =  
1

Z Z


h()
   z
dd
bzw. des stark singulären komplexen -Operators [BeGi], [Tut2]



h(z) =  
1

Z Z


h()
(   z)
2
dd
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ist, benötigen wir entsprechende hyperkomplexe Verallgemeinerungen dieser Ope-
ratoren.
Wir werden uns also als erstes mit hyperkomplexen Verallgemeinerungen
des komplexen -Operators beschäftigen. Insbesondere der hyperkomplexe -
Operator im Sinne von W. Spröÿig [Sp1] erweist sich nicht nur für die An-
wendung auf nichtlineare Dierentialgleichungen, sondern auch für die Theorie
der singulären Integraloperatoren als äuÿerst interessant. Dieser Operator hat
vom Standpunkt der allgemeinen Theorie singulärer Operatoren vom Michlin-
Calderon-Zygmund-Typ die besten Eigenschaften, so daÿ wir alle Resultate, die
diese Theorie für solche Operatoren liefern kann, erhalten. Trotzdem ergibt eine
direkte Ausnutzung der unterliegenden algebraischen Struktur eine Reihe von
neuen und überraschenden Resultaten, die wir aus der allgemeinen Theorie nicht
gewinnen können. So hat dieser -Operator die Norm eins, besitzt nur einen tri-
vialen Kern und ist immer invertierbar. Dies zeigt auch, daÿ die hyperkomplexe
Funktionentheorie nicht einfach nur eine Verallgemeinerung der komplexen ist,
wo der -Operator einen nichttrivialen Kern besitzt.
Diese und weitere Verallgemeinerungen des komplexen -Operators ermög-
lichen uns im folgenden die Untersuchung von hyperkomplexen Beltramiglei-
chungen. Die Beltramigleichung ist eine der wichtigsten komplexen Dierenti-
algleichungen und ihre Bedeutung im höherdimensionalen Fall ist nicht zu un-
terschätzen. Insbesondere durch das Fehlen des Riemannschen Abbildungssatzes
ist die Bedeutung quasikonformer Abbildungen im räumlichen und höherdimen-
sionalen Fall ungleich gröÿer als im komplexen Fall. Auÿerdem spielt diese Frage
durch die Probleme, die die Klassikation vierdimensionaler Mannigfaltigkeiten
mit sich bringt, eine ganz besondere Rolle im IR
4
[DoSu].
So ist es auch nicht verwunderlich, daÿ sich eine ganze Reihe von Arbeiten
mit n-dimensionalen Verallgemeinerungen der komplexen Beltramigleichung be-
faÿt (vgl. [IMar], [Tar] und Referenzen darin). So betrachten z.B. T. Iwaniec und
G. Martin Beltramigleichungen der Form
D
T
f(x)Df(x) = J(x; f)
2=n
G(x);
wobei
Df(x) =

@f
i
@x
j

i;j
die Jacobi-Matrix, D
T
ihre Transponierte und J(x; f) die Jacobi-Determinante
ist, für Funktionen mit nichtnegativer Jacobi-Determinate. Dabei sichert die
Bedingung an J(x; f) von vornherein die Quasiregularität der Lösung. Einen
anderen Zugang untersucht R. DeCampo [DeC]. Er betrachtet für Funktionen
f : IR
n
7! , die in die Grassmann-Algebra  abbilden, die Beltamigleichung
@f = @f:
Hierbei ist @ = d   d

und @ = d + d

, wobei d das äuÿere Dierential und d

der zu d formal duale Operator ist.
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Bei der Lösung aller dieser nicht hyperkomplexen Beltramigleichungen und
besonders bei der Frage nach quasikonformen Lösungen dieser Gleichungen tre-
ten eine Reihe von Schwierigkeiten auf, die hauptsächlich darauf zurückzuführen
sind, daÿ die unterliegende algebraische Struktur keine Verallgemeinerung der
komplexen Struktur darstellt.
Wir besitzen aber eine solche Struktur in Form der Cliord-Algebren, so
daÿ wir in der Lage sind, Beltramigleichungen im hyperkomplexen Sinne auf
eine relativ einfache Art und Weise zu betrachten. Neben einer Lösungstheorie
sind wir in der Lage, für den praktisch interessantesten Fall n = 4 auch die
Frage der quasikonformen Lösungen zu beantworten.
Dies stellt aber nur einen Ausblick auf die Möglichkeiten dar, die unsere
Theorie bei der Untersuchung quasikonformer Abbildungen und der damit im
Zusammenhang stehenden Anwendungen bietet.
Im letzten Abschnitt gehen wir noch einmal intensiver auf den allgemeinen
Fall nichtlinearer partieller Dierentialgleichungen erster Ordnung ein. Dabei
ermöglicht uns eine ähnliche Herangehensweise wie im Fall der hyperkomple-
xen Beltramigleichungen eine Zurückführung des Problems der Lösung unserer
nichtlinearen partiellen Dierentialgleichung auf die Lösung eines Fixpunktpro-
blems.
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Kapitel 1
Grundlagen
1.1 Cliordalgebren
Das Erste, was jeder Schüler eingetrichtert bekommt, wenn er sich in der Schu-
le mit Vektorrechnung beschäftigt, ist, niemals Vektoren zu dividieren. Diese
Grundregel ist wahrscheinlich eine der am häugsten von Schülern (und Stu-
denten) nicht beachteten Regeln.
Andererseits gibt es in der Mathematik algebraische Strukturen, in denen es
durchaus möglich und üblich ist, Vektoren zu dividieren. Die einfachste dieser
Strukturen ist der Körper der komplexen Zahlen. Wir können jeden Vektor (x; y)
des IR
2
als komplexe Zahl z = x+iy auassen, wobei wir nichts weiter tun, als in
dem linearen Vektoraum IR
2
eine Multiplikation derart einzuführen, daÿ für die
Elemente der Orthonormalbasis e
0
; e
1
gilt e
0
e
1
= e
1
e
0
; e
2
0
= e
0
und e
2
1
=  e
0
.
Oensichtlich führt diese Multiplikation nicht aus dem IR
2
hinaus und bildet
eine abelsche Gruppe mit dem Einselement e
0
.
Vor über 150 Jahren nahm diese Idee der irische Mathematiker Hamilton
zum Anlaÿ, dieses Konzept auch auf den IR
3
zu übertragen. Obwohl er in diese
Idee 10 Jahre seines Lebens investierte, blieb sie ein unerfüllter Traum. Anderer-
seits gestattete ihm diese Arbeit, im Falle des IR
4
zu einem positiven Resultat zu
kommen. Ihm war es zwar auch nicht möglich, in dem IR
4
einen Körper einzu-
führen, aber nachdem er die für die damalige Zeit überraschende Idee hatte, auf
die Kommutativität der Multiplikation zu verzichten, konnte er den Schiefkörper
der Quaternionen in die Mathematik 1844 einführen [H]. Ihm zu Ehren wird er
heute mit IH bezeichnet. Die Idee der Nichtkommutativität der Quaternionen-
multiplikation erscheint uns heute ganz natürlich, schlieÿlich beschreibt diese
Multiplikation Drehstreckungen im IR
3
. Man muÿ aber berücksichtigen, daÿ da-
mals noch nicht einmal klar war, was eigentlich der IR
n
ist. Den Quaternionen
war aber kein groÿer Durchbruch in der Mathematik beschieden, hauptsächlich
wegen einer Entwicklung, bei der sie selbst Pate gestanden haben, der Vektor-
rechnung. Die Verfechter der Vektorrechnung waren in den Diskussionen mit
Hamilton einfach die wortgewandteren.
9
Eine ganz andere Idee stellte Grassmann 1844 in seinem Buch Die lineare
Ausdehnungslehre vor [Gra]. Er versuchte gar nicht erst, in den IR
n
eine Kör-
perstruktur einzuführen, sondern führte eine ebenfalls nicht kommutative Mul-
tiplikation in den IR
n
ein, die ganz bewuÿt aus dem IR
n
hinausführte. Für das
Produkt zweier Basiselemente e
i
und e
j
wird ein neues Basiselement e
ij
= e
i
^e
j
deniert, oder, mit anderen Worten, es wird eine Algebra erstellt, bei der der
IR
n
nur noch ein linearer Teilraum der Algebra ist. Speziell mit der Sichtweise
auf geometrische Anwendungen wählte Grassmann seine Multiplikation so, daÿ
e
i
^ e
i
= 0 ist. Diese Idee einer Algebra war damals zu revolutionär. Grass-
manns Buch geriet in Vergessenheit und sein Werk wird erst in der heutigen
Zeit gebührend gewürdigt, in der die Grassmann-Algebra besonders in der Dif-
ferentialgeometrie Verwendung ndet.
Einer der wenigen, die sich in der Vergangenheit doch intensiv mit der Ar-
beit von Grassmann beschäftigt haben, war William Kingdon Cliord (1845 
1879). Er kombinierte die Ideen von Grassmann mit denen von Hamilton [Cl].
Speziell konstruierte er eine Algebra über dem IR
n
, die ebenfalls aus dem linea-
ren Vektorraum hinausführte, aber bei der im Gegensatz zur Grassmannschen
e
i
e
i
=  e
0
ist. Dieser kleine Unterschied ermöglicht es uns Vektoren im Rahmen
der Cliordalgebra zu dividieren.
Sei nun V ein endlich-dimensionaler Vektorraum. Eine Funktion B : V V 7!
IR ist eine nichtdegenerierte symmetrische Bilinearform, wenn für alle  2 IR
and x; y; z in V gilt
B(x; y) = B(y; x);
B(x + y; z) = B(x; z) +B(y; z) und
B(x; y) = 0 8y ) x = 0:
Eine solche Bilinearform wird auch Skalarprodukt genannt. Aus einem Skalar-
produkt erhält man mittels der Beziehung
Q(x) = B(x; x)
eine quadratische Form Q. Andererseits kann man aus der quadratischen Form
Q über die Beziehung
B(x; y) =
1
2
(Q(x) +Q(y) Q(x  y))
die Bilinearform B zurückgewinnen.
Den mit dem Skalarprodukt B ausgestatteten Vektorraum V nennen wir
auch orthogonalen Vektorraum. In einem solchen orthogonalen Vektorraum kön-
nen wir immer eine Orthonormalbasis e
1
; : : : ; e
n
nden, wobei n die Raumdi-
mension ist. Für diese Basis gilt
B(e
i
; e
j
) = 0 für i 6= j und
B(e
i
; e
i
) = 1
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Ohne Beschränkung der Allgemeinheit können wir annehmen
B(e
i
; e
i
) =  1; i = 1; : : : ; p;
B(e
i
; e
i
) = 1; i = p+ 1; : : : ; n;
wobei p nur von der Bilinearform B, nicht aber von der speziellen Wahl der
Orthonormalbasis, abhängt. Im weiteren nennen wir das Paar (p; q), mit q =
n  p, die Signatur des orthogonalen Raumes V .
Zum Beispiel besitzt der Raum IR
n
mit der Bilinearform
B(x; y) =  
p
X
i=1
x
i
y
i
+
n
X
i=p+1
x
i
y
i
die Signatur (p; q). Wir werden ihn mit IR
p;q
bezeichnen. Speziell haben wir
den euklidischen Raum IR
0;n
mit der Signatur (0; n) oder den Minkowski-Raum
IR
1;n 1
mit der Signatur (1; n   1). Für den euklidischen Raum schreiben wir
kurz IR
n
.
Denition 1.1.1 Die Cliordalgebra C`
p;q
ist die freie Algebra generiert durch
den IR
p;q
modulo der Relation
x
2
=  B(x; x)e
0
für jedes x 2 IR
p;q
, wobei e
0
das Einselement der Algebra ist.
Mit anderen Worten, die Cliordalgebra C`(V;Q) ist deniert als der Quo-
tient aus der Tensoralgebra 
V und dem zweiseitigen Ideal, das durch alle
Elemente v 
 v +Q(v) mit v 2 V generiert wird. Für die Zusammenhänge zwi-
schen Tensoren und Cliordzahlen verweisen wir auf das Buch Quaternionic
and Cliord Calculus for Physicists and Engineers von K. Gürlebeck und W.
Spröÿig [GSp2].
Bei dieser Denition kann V im übrigen jede Dimension haben. Wenn wir
über dem Körper der komplexen Zahlen arbeiten, dann bestimmt der Rang von
Q die Cliordalgebra bis auf Isomorphismen. Andererseits spielt im Falle der
reellen Zahlen die Signatur eine ganz entscheidende Rolle.
Beispiele für Cliordalgebren sind unter anderem
 C ' C`
0;1
der Körper der komplexen Zahlen
 IH ' C`
0;2
der Schiefkörper der Quaternionen
 C`
1;3
die sogenannte Spacetime-Algebra aus der Relativitätstheorie
Von besonderer Bedeutung für diese Arbeit ist IH, der Schiefkörper der Qua-
ternionen. Dieser Schiefkörper besitzt die Basiselemente i = e
1
; j = e
2
; k = e
3
.
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Die Besonderheit bei der Multiplikation ist, daÿ k = ij gilt, so daÿ wir jedes
Quaternion z in der Form
z = z
0
+ z
1
i+ z
2
j + z
3
k; z
0
; z
1
; z
2
; z
3
2 IR;
schreiben können. Für die Multiplikation der Basiselemente gilt im einzelnen
i
2
= j
2
= k
2
=  1; ij =  ji = k.
Wenden wir uns im weiteren wieder der Cliordalgebra C`
p;q
zu. Oensicht-
lich ist C`
p;q
eine 2
n
-dimensionale Algebra mit der Basis
e
A
= e
k
1
;::: ;k
r
: A = k
1
; : : : ; k
r
; 1  k
1
< : : : < k
r
 n;
wobei e
;
= e
0
ist. Die Multiplikation auf C`
p;q
ist deniert durch
e
A
e
B
= ( 1)
card((A\B)nS)
( 1)
c(A;B)
e
AB
mit S = f1; :::; pg, card(A) bezeichnet die Anzahl der Elemente von A und
c(A;B) =
P
j2B
p(A; j), p(A; j) = card(i 2 A : i > j), AB = (A[B)n(A\B).
Insbesondere gilt für die Multiplikation der Basiselemente der Orthonormalba-
sis:
e
i
e
j
+ e
j
e
i
=  2B(e
i
; e
j
)e
0
;
oder im einzelnen
e
2
i
= e
0
; i = 1; : : : ; p;
e
2
i
=  e
0
; i = p+ 1; : : : ; p+ q;
e
i
e
j
=  e
j
e
i
; i 6= j:
Für das Basiselement e
A
gilt
e
A
= e
k
1
;::: ;k
r
= e
k
1
 e
k
2
 : : :  e
k
r
:
Die Elemente der Algebra C`
p;q
werden wir im weiteren als Cliordzahlen
bezeichen. Wenn die Menge A r Elemente hat, nennen wir e
A
einen r-Vektor.
Genauso werden wir auch jede Linearkombination aus r-Vektoren als r-Vektor
bezeichen. Den Raum aller r-Vektoren bezeichnen wir mit
V
r
C`
p;q
. Oensicht-
lich ist die Cliordalgebra C`
p;q
die direkte Summe aller
V
r
C`
p;q
. Die Pro-
jektion einer Cliordzahl a auf
V
r
C`
p;q
bezeichnen wir mit < a >
r
. Anstatt
von 1-Vektoren und 2-Vektoren sprechen wir von Vektoren und Bivektoren. Es
ist leicht einzusehen, daÿ diese Bezeichnung sinnvoll ist, da wir jeden Vektor
~a = (a
1
; : : : ; a
n
) als 1-Vektor
a =
n
X
i=1
e
i
a
i
schreiben können. Mit anderen Worten, es existiert ein Isomorphismus zwischen
dem Raum IR
p;q
und dem Raum aller 1-Vektoren
V
1
C`
p;q
, so daÿ wir im weite-
ren diese beiden Räume miteinander identizieren werden. Der n-Vektor e
1;:::;n
12
wird auch Pseudoskalar genannt.
Eine der wichtigsten Fragen beim Betrachten einer Algebra von der analyti-
schen Seite ist die Frage nach der Invertierbarkeit der Elemente bzgl. der Multi-
plikation. Genauer gesagt, es interessiert uns, wann existiert zu einem gegebenen
Element a 2 C`
p;q
ein Element b 2 C`
p;q
, so daÿ ab = e
0
oder ba = e
0
gilt. Hier
gibt es jedoch eine wesentliche Schwierigkeit. Im Allgemeinen ist die Cliordal-
gebra C`
p;q
nicht nullteilerfrei, daÿ heiÿt das Elemente a 2 C`
p;q
und b 2 C`
p;q
mit ab = 0 existieren. Es gilt z.B. in der Algebra C`
0;3
(1 + e
123
)(1  e
123
) = 0.
Glücklicherweise ist aber der Teilraum aller Vektoren in jeder Cliordalgebra
C`
p;q
nullteilerfrei. Dies bedeutet, daÿ alle e
i
notwendigerweise invertierbar sind.
Das zu e
i
inverse Element hat die Form e
 1
i
=
 e
i
B(e
i
;e
i
)
.
Da die Multiplikation innerhalb der Cliordalgebra nicht notwendigerweise
kommutativ ist, hat das übliche Symbol
a
b
keine Bedeutung. Es wird allerdings
manchmal zu ästhetischen Zwecken verwendet und bedeutet dann
a
b
= a=b = ab
 1
:
Der Vektorraum C`
p;q
kann in zwei Unterräume zerlegt werden:
C`
+
p;q
= 
r gerade
^
r
C`
p;q
C`
 
p;q
= 
r ungerade
^
r
C`
p;q
Wir werden C`
+
p;q
die gerade Unteralgebra nennen. C`
 
p;q
ist oensichlich kei-
ne Algebra.
Innerhalb dieser Arbeit werden wir uns im weiteren ausschlieÿlich mit den
Cliordalgebren C`
0;n
befassen. Für Vektoren x 2 IR
n
gilt die Beziehung
x
2
=  jxj
2
e
0
;
wobei jxj
2
= x
2
1
+: : :+x
2
n
die euklidische Norm im IR
n
ist. Für die Multiplikation
der Elemente der Orthonormalbasis in IR
n
gilt die Beziehung
e
i
e
j
+ e
j
e
i
=  2
ij
:
Dabei ist 
ij
das Kronecker-Symbol.
Der Vorteil dieser Cliordalgebren liegt in der Paravektorschreibweise von
Vektoren. Nehmen wir den n+1-dimensionalen euklidischen Raum mit der Or-
thonormalbasis e
0
; e
1
; : : : ; e
n
. Betrachten wir nun in der Cliordalgebra C`
0;n+1
die Elemente 
i
=  e
1:::n
e
i
, i = 1; :::; n. Diese Elemente erfüllen die Deniti-
onsbeziehung einer Cliordalgebra

i

j
+ 
j

i
=  2B(e
i
; e
j
):
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Die Unteralgebra generiert durch die 
i
ist C`
+
0;n+1
. Es läÿt sich leicht beweisen,
daÿ sie isomorph zu C`
0;n
ist. Die Elemente der Form
x = x
0
+ x
1

1
+ : : :+ x
n

n
nennen wir Paravektoren von C`
0;n
. Das klassische Beispiel für die Benutzung
dieser Schreibweise ist der Raum IR
2
, welcher mit dem Raum der Paravektoren
von C`
0;1
identiziert wird, der, setzt man 
1
= i, mit dem Körper der komple-
xen Zahlen identiziert werden kann.
Im folgenden werden wir Vektoren immer in ihrer Paravektorschreibweise
benutzen, daÿ heiÿt jeder Vektor x 2 IR
n+1
läÿt sich in der Form
x = x
0
e
0
+
n
X
i=1
e
i
x
i
schreiben, wobei wir zur Vereinfachung e
0
weglassen werden, da wir es als Eins-
element mit 1 identizieren können. Dabei nennen wir x
0
e
0
den skalaren Teil
Scx von x und
P
n
i=1
e
i
x
i
den vektoriellen Teil Vecx von x. Mittels
a =
X
A
a
A

e
A
;
wobei

e
A
=

e
i
k
: : :

e
i
1
und

e
j
=  e
j
; j 6= 0, bzw.

e
0
= e
0
gilt, denieren wir
das konjugierte Element zu a 2 C`
0;n
. Insbesondere gilt
x = x
0
e
0
 
n
X
i=1
e
i
x
i
:
Mit Hilfe dieses konjugierten Elementes können wir das zu x inverse Element
x
 1
auch als
x
 1
=
x
jxj
2
schreiben.
1.2 Funktionenräume
Ein linksseitiges Modul über C`
0;n
ist ein Vektorraum V , so daÿ für jedes
a 2 C`
0;n
eine Lineartransformation L(a) aus V derart existiert, daÿ L ein
Algebramorphismus ist, d.h. daÿ
L(ab+ c) = L(a)L(b) + L(c)
mit a; b; c 2 C`
0;n
gilt. Dabei werden wir im weiteren nur Module mit Einsele-
ment betrachten, d.h. L(1) ist der Einheitsoperator. L wird Linksmultiplikation
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genannt. Analog gilt, daÿ V ein rechtsseitiges Modul ist, wenn eine sogenannte
Rechtsmultiplikation existiert, die ein Antimorphismus ist:
R(ab+ c) = R(b)R(a) + R(c)
für alle a; b; c 2 C`
0;n
. Hier haben wir wiederum R(1) als Einselement. Selbst-
verständlich können wir unter Nutzung irgendeines Antiautomorphismus der
Algebra eine Rechtsmultiplikation aus einer Linksmultiplikation ableiten. Ge-
nauer gesagt, ist L eine Linksmultiplikation, erhalten wir über die Beziehung
R(a) = L(a) eine Rechtsmultiplikation.
Ein Modul V nennen wir Bimodul, wenn es eine Links- und eine Rechtsmul-
tiplikation besitzt, die miteinander kommutieren, d.h. es gilt
L(a)R(b) = R(b)L(a) 8 a; b 2 C`
0;n
:
Eine Abbildung B zwischen zwei (z.B. rechtsseitigen) Modulen V und W
heiÿt C`
0;n
  linear, wenn für beliebige a,f und g gilt
B(fa+ g) = B(f) a+B(g):
Sei nun V ein rechtsseitiges Modul über C`
0;n
. Ein Skalarprodukt in V ist eine
Abbildung
(:; :)
V
: V  V 7! C`
0;n
;
für die die folgenden Axiome 8a; b; c 2 V und 8 2 C`
0;n
erfüllt sind:
I. (a; a) = 0, a = 0
II. (a; b) = (b; a)
III. (a; b  ) = (a; b)  
IV. (a; b+ c) = (a; b) + (a; c):
Für den Fall, daÿ V ein linksseitiges Modul ist, gilt Axiom III in der Form
( a; b) =  (a; b). Weiterhin erhalten wir für den Fall, daÿ V ein rechtsseitiges
Modul ist, die Beziehung (a; b) =

(a; b). Analoges gilt auch für den linkssei-
tigen Fall. Aus diesem Skalarprodukt läÿt sich über die Beziehung (a; b)
IR
=
h(a; b)i
0
ein reellwertiges Skalarprodukt ableiten.
Ist ein rechtsseitiges Modul V bzgl. des Skalarproduktes vollständig, so nen-
nen wir V ein rechtsseitiges Hilbertmodul.
Ein grundlegender Satz aus der Funktionalanalysis ist der Rieszsche Darstel-
lungssatz [BDSo].
Satz 1.2.1 Sei V ein rechtsseitiges Hilbertmodul und V
0
der algebraische Dual-
raum zu V , d.h. der Raum aller links-C`
0;n
-linearen Funktionale über V . Sei
weiter F 2 V
0
. Dann ist F genau dann beschränkt, wenn ein eindeutig be-
stimmtes Element h 2 V existiert, so daÿ F (f) = (f; h) 8f 2 V gilt.
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In dieser Arbeit werden wir im weiteren V als Vektorraum von Funktio-
nen deniert über dem IR
n
bzw. IR
n+1
mit Werten in der Cliordalgebra C`
0;n
betrachten, wobei die Links-(Rechts-) multiplikation durch die punktweise Mul-
tiplikation deniert wird:
(L(a)f)(x) = a (f(x)) (R(a)f)(x) = (f(x)) a:
Sei 
  IR
n+1
ein Gebiet,   = @
 der Rand von 
. Im weiteren interessieren
uns die folgenden Regularitätseigenschaften für 
.
Denition 1.2.1 Wir sagen, daÿ 
 die Segmenteigenschaft besitzt, wenn eine
lokale endliche oene Überdeckung fU
j
g von   = @
 und eine zugehörige Folge
fy
i
g von Vektoren (y
i
6= 0) existiert, so daÿ wenn x 2 
 \ U
j
für irgendein j
gilt, dann x+ ty
i
2 
 für 0 < t < 1 ist.

 besitzt die Kegeleigenschaft, wenn ein endlicher Kegel C existiert, so daÿ
jeder Punkt x 2 
 der Scheitelpunkt eines endlichen Kegels C
x
ist, der in 

enthalten und kongruent zu C ist.

 besitzt die gleichmäÿige Kegeleigenschaft, wenn eine lokale endliche oene
Überdeckung fU
j
g von   und eine zugehörige Folge fC
j
g von endlichen Kegeln,
von denen jeder kongruent zu einem festen endlichen Kegel C ist, existiert, so
daÿ
 Für irgendein festes M hat jedes U
j
einen Durchmesser kleiner als M .
 Für irgendein  > 0 gilt 


= fx 2 
 : dist (x; ) < g  [
1
j=1
U
j
.
 Für jedes j [
x2
\U
j
(x+ C
j
) = 

j
 
.
 Für ein festes R besitzt jede Ansammlung von R+1 der Mengen 

j
einen
leeren Durchschnitt.
Denition 1.2.2 Wir sagen, daÿ 
 die stark lokale Lipschitzeigenschaft besitzt,
vorausgesetzt es existieren positive Zahlen  und M , eine lokale endliche oene
Überdeckung fU
j
g von   und für jedes U
j
eine reellwertige Funktion f
j
von n 1
reellen Variablen, so daÿ die folgenden Bedingungen erfüllt sind:
 Für ein endliches R besitzen jeweils R+1 der U
j
einen leeren Durchschnitt.
 Für jedes Paar von Punkten x; y 2 


= fx 2 
 : dist (x; ) < g mit
jx  yj <  existiert ein j, so daÿ
x; y 2 V
j
= fx 2 U
j
: dist (x; @U
j
) > g:
 Jede Funktion f
j
erfüllt eine Lipschitzbedingung mit der Konstanten M :
jf(
1
; : : : ; 
n 1
)  f(
1
; : : : ; 
n 1
)j M j(
1
  
1
; : : : ; 
n 1
  
n 1
)j:
16
 Für ein gewisses kartesisches Koordinatensystem (
j;1
; : : : ; 
j;n
) in U
j
kann
die Menge 
 \ U
j
durch die Ungleichung

j;n
< f(
j;1
; : : : ; 
j;n 1
)
dargestellt werden.
Wir weisen darauf hin, daÿ sich, wenn 
 beschränkt ist, die obigen doch etwas
komplizierteren Bedingungen zu der einfachen Bedingung reduzieren lassen, daÿ

 einen lokalen Lipschitzrand besitzt, d.h. jeder Punkt x auf dem Rand von 

besitzt eine Umgebung U
x
, so daÿ   \ U
x
der Graph einer Lipschitz-stetigen
Funktion ist.
Denition 1.2.3 
 besitzt die gleichmäÿige C
m
-Regularitätseigenschaft, wenn
eine lokale endliche oene Überdeckung fU
j
g von 
 und eine zugehörige Folge
f
j
g von m-glatten eins-zu-eins Transformationen existieren, wobei 
j
U
j
auf
B = fy 2 IR
n
: jyj < 1g abbildet, so daÿ
 Für ein  > 0 ist 


 [
1
j=1
	
j
(fy 2 IR
n
: jyj <
1
2
g), wobei 	
j
= 
 1
j
.
 Für irgendein endliches R besitzen jeweils R + 1 der Mengen U
j
einen
leeren Durchschnitt.
 Für jedes j gilt 
j
(U
j
\ 
) = fy 2 B : y
n
> 0g.
 Wenn (
j;1
; : : : ;
j;n
) und (	
j;1
; : : : ;	
j;n
) die Komponenten von 
j
und
	
j
bezeichnen, dann existiert ein endliches M , so daÿ für alle ; jj  m,
für jedes i; 1  i  n; und für jedes j gilt
jD


j;i
(x)j  M; x 2 U
j
jD

	
j;i
(y)j  M; y 2 B:
Wichtig für diese Arbeit ist die Tatsache, daÿ die gleichmäÿige C
m
-Regularität
(m  1) die starke lokale Lipschitzeigenschaft, die gleichmäÿige Kegelbedin-
gung und die Segmenteigenschaft impliziert. Interessanterweise genügt es bei
den meisten beschränkten Gebieten, nur die Kegeleigenschaft zu fordern, falls
die starke lokale Lipschitzeigenschaft gewünscht wird [A].
Im folgenden werden wir Funktionen f : 
 7! C`
0;n
betrachten. Solche Funk-
tionen können wir in der Form f(x) =
P
A
e
A
f
A
(x) schreiben. Damit lassen sich
die üblichen Funktionenräume C(
; C`
0;n
), L
p
(
; C`
0;n
), W
k
p
(
; C`
0;n
), usw.
entweder koordinatenweise oder direkt über 
 einführen, d.h. wir können zum
Beispiel den Raum L
p
(
; C`
0;n
) sowohl über die Beziehung ff
i
g  L
p
(
; C`
0;n
)
als auch über das Integral
R


jf(x)j
p
d

x
einführen.
In dieser Arbeit werden wir im folgenden eine vereinfachende Schreibweise
für Funktionenräume benutzen, in dem wir C`
0;n
weglassen. So schreiben wir
z.B. für C(
; C`
0;n
) C(
) bzw. für L
p
(
; C`
0;n
) L
p
(
). Wir weisen trotzdem noch
einmal darauf hin, daÿ wir bei allen Funktionenräumen, soweit es nicht explizit
anders angegeben ist, Räume über Funktionen mit Werten in der zugehörigen
Cliordalgebra verstehen.
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Im einzelnen benutzen wir die folgenden Räume:
C
k;
(
) Raum der k-fach, k 2 IN [ f0g, stetig dierenzierbaren Funk-
tionen, deren k-te Ableitungen hölderstetig vom Grade , 0 <
  1, sind, mit der Norm jjf jj
C
k;
(
)
= sup
jjk;x2

j@

f(x)j +
sup
jj=k;x;y2
;x6=y
j@

f(x) @

f(y)j
jx yj

,
C
k
(
) = C
k;0
(
); k 2 IN[f0g, der Raum aller k-fach stetig dierenzierba-
ren Funktionen mit der Norm jjf jj
C
k;
(
)
= sup
jjk;x2

j@

f(x)j,
C
k;
0
(
) Raum aller Funktionen aus C
k;
(
) mit kompakten Träger in 
,
D(
) = C
1
0
(
), der Raum der beliebig oft dierenzierbaren Funktionen
mit kompaktem Träger in 
,
D
0
(
) Menge aller Funktionen aus D(
), deren Träger den Ursprung
nicht enthält,
D
0
(
) Raum aller stetigen Funktionale über D(
),
W
k
p
(
) Raum aller Funktionen, die verallgemeinerte Ableitungen der Ord-
nung k; k 2 IN [ f0g; besitzen, mit der Norm jjf jj
p
W
k
p
(
)
=
R


P
jjk
j@

f j
p
d
 bzw. im Falle k 2 IR
+
jjf jj
2
W
k
p
(
)
=
jjf jj
W
[k]
p
(
)
+
R


R


P
jj=[k]
j@

f(x) @

f(y)j
p
jx yj
n+p[k]
d

x
d

y
, wobei 1 <
p <1,

W
k
p
(
) die Abschlieÿung von D(
) in W
k
p
(
),
H
k
(IR
n
) Raum aller Funktionen aus D
0
(IR
n
), deren Norm jjf jj
H
k
(IR
n
)
=
R
IR
n
(1 + jj
2
)
k
jFf j
2
dIR
n

, wobei F die Fouriertransformierte ist,
endlich ist,
H
k
(
) Raum der Funktionen über 
, die eine stetige Fortsetzung nach
H
s
(IR
n
) gestatten, wobei die Norm das Inmum über dieH
k
(IR
n
)-
Normen aller möglichen Fortsetzungen ist,
L
p
(
) Raum aller zur p-ten Potenz, 1 < p <1, integrierbaren Funktio-
nen mit der Norm jjf jj
p
L
p
(
)
=
R


jf j
p
d
,
L
loc
p
(
) Raum aller Funktionen, die in jeder kompakten Teilmenge von 

L
p
-Funktionen sind.
Damit sind die obigen Räume zweiseitige Module über 
, während der Raum
L
2
(
; C`
0;n
) mit dem Skalarprodukt
(u; v) =
Z


uv d
 8u; v 2 L
2
(
; C`
0;n
)
ein rechtsseitiges Hilbertmodul ist. Mit dem inneren Produkt
[u; v] =
Z


uv d
 8u; v 2 L
2
(
; C`
0;n
)
kann der Raum L
2
(
) auch zu einem linksseitigen Modul gemacht werden, den
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wir im weiteren mit L
l
2
(
) bezeichen werden. (Aus Symmetriegründen schreibt
man oft für das rechtsseitige Hilbertmodul dann in Analogie L
r
p
(
), aber wir
wollen hier bei rechtsseitigen Hilbertmodulen das r generell weg lassen.)
Betrachten wir nun den Raum W
k
2
(
); k 2 IN [ f0g. Dieser Raum ist, versehen
mit dem inneren Produkt
(u; v) =
X
jjk
Z


@

u@

vd
;
ein rechtsseitiges Hilbertmodul. Analog zum Raum L
2
(
) wird dieser Raum
mittels des inneren Produktes
[u; v] =
X
jjk
Z


@

u@

vd
;
zum linksseitigen Hilbertmodul W
k;l
2
(
). Es ist leicht einzusehen, daÿ zwischen
den inneren Produkten die Beziehungen [u; v] = (v; u) und (u; v) = [v; u] gelten.
Nach dem Rieszschen Darstellungssatz läÿt sich nun jedes beschränkte lineare
Funktional über dem rechtsseitigen HilbertmodulW
k
2
(
) bzw. dem linksseitigen
Hilbertmodul W
k;l
2
(
) mit Hilfe des inneren Produktes darstellen:
Ist F 2 (W
k
2
(
))
0
, so existiert ein f 2 W
k
2
(
) mit F () = (f; ), bzw. ist
G 2 (W
k;l
2
(
))
0
, so existiert ein g 2 W
k;l
2
(
) mit G() = [; g].
Damit erhalten wir die folgenden Lemmata:
Lemma 1.2.1 Sei F 2 (W
k
2
(
))
0
, dann gibt es f

2 L
l
2
(
); jj  k, so daÿ
F () =
X
jjk
Z


f

@

d
:
Beweis: Nach dem Rieszschen Darstellungsatz existiert ein f 2 W
k
2
(
) so,
daÿ F () =
P
jjk
R


@


f@

d
 gilt. Aus f 2 W
k
2
(
) folgt

f 2 W
k;l
2
(
) und
damit f

= @


f 2 L
l
2
(
).
Lemma 1.2.2 Sei G 2 (W
k;l
2
(
))
0
, dann gibt es g

2 L
2
(
); jj  k, so daÿ
G() =
X
jjk
Z


@


g

d
:
Der Beweis ist analog zum vorherigen Lemma. Entprechend dem reellwerti-
gen Fall (vgl. [T]) gilt der folgende Satz:
Satz 1.2.2 Die Einbettung (

W
k
2
(
))
0
7! D
0
(
) ist injektiv und stetig. Die Dis-
tribution F =
P
jjk
( 1)
jj
@

f

2 D
0
(
) mit f

2 L
l
2
(
) läÿt genau eine
stetige Fortsetzung
~
F auf (

W
k
2
(
))
0
zu und es gilt
jjF jj
(

W
k
2
(
))
0

0
@
X
jjk
jjf

jj
2
L
2
(
)
1
A
1
2
:
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Ein analoger Satz gilt für (

W
k;l
2
(
))
0
.
Damit erkennen wir, wenn wir das innere Produkt nicht berücksichtigen,
daÿ die Räume (

W
k
2
(
))
0
und (

W
k;l
2
(
))
0
aus den gleichen Elementen F =
P
jjk
( 1)
jj
@


f

mit f

2 L
2
(
) bestehen. Dies ermöglicht uns die folgende
Denition:
Denition 1.2.4 Das normierte zweiseitige Modul W
 k
2
(
) sei der Raum aller
Distributionen F 2 D
0
(
), die die Darstellung
F =
X
jjk
( 1)
jj
@


f

mit f

2 L
2
(
) gestatten. Weiterhin sei
jjF jj
W
 k
2
(
)
= inf
0
@
X
jjk
jjf

jj
2
L
2
(
)
1
A
1
2
;
wobei das Inmum über alle möglichen Darstellungen zu nehmen ist.
Dies bedeutet W
 k
2
(
) = (

W
k
2
(
))
0
.
Diese Überlegungen folgten ähnlichen Überlegungen in [Ber] für den Fall
quaternionenwertiger Funktionen.
Wenden wir uns nun dem allgemeineren Fall W
k
p
; 1 < p < 1; k 2 IN [ f0g;
zu. Dazu führen wir die Räume H
s
p
ein. Sei 1 < p <1 und  1 < s <1, dann
ist
H
s
p
(IR
n
) := ff jf 2 S
0
(IR
n
); jjf jj
H
s
p
= jjF
 1
(1 + jxj
2
)
s
2
Ff jj
L
p
<1g:
Den Raum H
s
p
(
) denieren wir einfach als Einschränkung des ensprechenden
H
s
p
(IR
n
) auf 
 mit der Norm jjf jj
H
s
p
(
)
gleich dem Inmum derH
s
p
(IR
n
)-Normen
aller möglichen g 2 H
s
p
(IR
n
), für die gilt f = gj


. Wenn das Gebiet 
 eine
gleichmäÿige Kegelbedingung erfüllt, gilt für 1 < p < 1 und k 2 IN [ f0g
H
k
p
(
) =W
k
p
(
). Damit können wir die negativen RäumeW
 k
p
(
); k 2 IN[f0g;
einführen. Wir denieren W
 k
p
(
) := H
 k
p
(
).
Satz 1.2.3 Sei 1 < p < 1, 1 < q < 1,
1
p
+
1
q
= 1 und  1 < s < 1. Dann
gilt
(H
s
p
(IR
n
))
0
= H
 s
q
(IR
n
):
Beweis: Da der Raum S(IR
n
) dicht liegt in H
s
p
(IR
n
) genügt es  2 S(IR
n
) zu
betrachten. Sei nun zunächst f 2 (H
s
p
(IR
n
))
0
. Dann haben wir
jF
 1
(1 + jj
2
)
 
s
2
Ff(F(1 + jj
2
)
s
2
F
 1
)j = jf()j  jjf jj
(H
s
p
)
0
jjjj
H
s
p
= jjf jj
(H
s
p
)
0
jjF(1 + jj
2
)
s
2
F
 1
jj
L
p
;
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wobei (F
 1
)() = (F)( ) gilt. Da I
s
 = F
 1
(1 + jj
2
)
s
2
F eine stetige
eineindeutige Abbildung nicht nur von S(IR
n
) auf S(IR
n
) sondern auch von
H

p
(IR
n
) nach H
 s
p
(IR
n
) (1 <  < 1) ist und wir von [BDSo] wissen, daÿ
(L
p
(IR
n
))
0
= L
q
(IR
n
) mit
1
p
+
1
q
= 1, erhalten wir
jjf jj
H
 s
q
 jjf jj
(H
s
p
)
0
:
Analog erhalten wir für f 2 H
 s
q
(IR
n
)
jf()j  jjf jj
H
 s
q
jjjj
H
s
p
woraus
jjf jj
(H
s
p
)
0
 jjf jj
H
 s
q
folgt.
q.e.d.
Dieser Satz zeigt uns, daÿ die Räume H
s
p
(IR
n
) und damit auch die Räume
W
k
p
(IR
n
) reexive Banachräume sind. Weiterhin zeigt uns dieser Satz, daÿ die
obige Denition der negativenW
k
p
-Räume sinnvoll ist. Insbesondere gilt für den
Laplaceoperator [T]
 :W
1
p
(
) 7! W
 1
p
(
):
Es stellt sich nun die Frage, wie sehen eigentlich die Elemente des Raumes
W
 k
p
(
); k 2 IN; aus? Nach [BDSo] können wir jedes cliordwertige Funktional
F (g) aus (L
p
(
))
0
in der Form
(f; g) =
Z


fgd

mit f 2 L
q
(
) und jedes reellwertige Funktional F (g) aus (L
p
(
))
0
in der Form
(f; g)
Sc
= Sc
Z


fgd

darstellen. Analoge Überlegungen, wie im Fall der W
 k
2
(
)-Räume, k 2 IN,
führen uns zu dem folgenden Satz:
Satz 1.2.4 Jedes Element f 2 W
 k
p
(
); 1 < p < 1; k 2 IN gestattet die Dar-
stellung
f =
X
jjk
( 1)
jj
@


f

mit f

2 L
p
(
). Weiterhin gilt für die Norm von f
jjf jj
W
 k
2
(
)
= inf
0
@
X
jjk
jjf

jj
2
L
2
(
)
1
A
1
2
;
wobei das Inmum über alle möglichen Darstellungen zu nehmen ist.
Im weiteren werden wir uns die Denitionen und Eigenschaften einiger für
die Cliord-Analysis und diese Arbeit wichtiger Operatoren ansehen.
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1.3 Hyperkomplexe Funktionentheorie
Eines der mächtigsten und schönsten Werkzeuge in der Mathematik ist die kom-
plexe Funktionentheorie. Insbesondere die riesige Stärke der komplexen Die-
renzierbarkeit liefert uns solche bekannten und staunenswerten Resultate, wie
die Tatsache, daÿ eine einmal dierenzierbare Funktion beliebig oft dierenzier-
bar ist oder daÿ eine solche Funktion schon durch die Angabe ihrer Randwerte
eindeutig deniert ist.
Gerade diese Schönheit komplexer Funktionen brachte sofort die Frage auf,
ob solche Sätze auch für cliordwertige Funktionen gelten. Doch trotz der vie-
len Ansätze und Bemühungen eine hyperkomplexe Funktionentheorie zu ent-
wickeln, wie es detailiert in [Ha] beschrieben ist, durch Mathematiker wie K.
Th. Vahlen [V], A.C. Dixon [Di] und R. Fueter [Fue], wobei letzterer bereits in
den dreiÿiger Jahren eine Funktionentheorie für quaternionenwertige Funktio-
nen aufstellte, war gerade durch das Schattendasein, daÿ die Cliordalgebren
insbesondere in der ersten Hälfte unseres Jahrhunderts fristeten, der Entwick-
lung einer solchen Funktionentheorie kein Erfolg beschienen.
Der Durchbruch einer Funktionentheorie für cliordwertige Funktionen kam
erst Anfang der siebziger Jahre durch R. Delanghe [D] und K. Habetha [Ha].
Zum einen zwang das Interesse der Physiker an den Cliordalgebren zur ma-
thematischen Beschreibung von Vorgängen in der Quantenmechanik auch die
Mathematiker, sich mit solchen Fragestellungen zu befassen. K. Habetha zeigte
dabei, wann überhaupt eine Verallgemeinerung der komplexen Funktionentheo-
rie in höheren Dimensionen möglich ist. Zum anderen gelang es R. Delanghe in
der Folge an seiner Universität in Ghent eine Gruppe aufzubauen, die auch heu-
te noch als eine der Zentren der mathematischen Forschung auf dem Gebiet der
Cliordanalysis gilt. Durch diese Gruppe, wie auch durch die Arbeiten von T.
Sudbery [Sud] und W. Spröÿig [Sp2] wurde eine Lawine ins Rollen gebracht, die
bis heute so richtig in Schwung zu kommen scheint, wie sich an dem steigenden
Interesse an den Konferenzen Cliordalgebras and it's Applications, die seit
1985 alle 4 Jahre stattnden, leicht erkennen läÿt. Bei der ersten Tagung der
ISAAC, die 1997 in Newark (Delaware) stattfand, stellten die Cliord-Leute
die zahlenmäÿig stärkste Sektion (Analysis of the Dirac-operator).
Das Hauptproblem beim Aufbau einer hyperkomplexen Funktionentheorie
stellt naturgemäÿ die Verallgemeinerung des Begries der holomorphen Funkti-
on dar. Im komplexen Fall gibt es im wesentlichen drei zueinander äquivalente
Ansätze zur Denition:
1. mittels der komplexen Dierenzierbarkeit, d.h. der Existenz des Grenz-
wertes des Dierenzenquotienten
f(z + h)  f(z)
h
für h gegen 0,
22
2. über die Erzeugung durch konvergente Potenzreihen der Form
P (z; a) =
1
X
k=0
c
k
(z   a)
k
;
3. bzw. mittels der Tatsache, daÿ eine Funktion f den Cauchy-Riemannschen
Dierentialgleichungen genügt (in ihrer komplexen Form
@f
@z
= 0).
Versuchen wir nun diese Denitionen zu verallgemeinern, entstehen naturgemäÿ
Schwierigkeiten, wie man bereits beim einfachsten Fall einer Verallgemeinerung,
dem Fall der Quaternionen, sofort sieht.
Bei dem ersten Ansatz sollte man sich die Zunahme der Mächtigkeit des Be-
gries Dierenzierbarkeit beim Übergang von der reellen zur komplexen Ana-
lysis vor Augen halten. Während in der reellen Analysis die Dierenzierbarkeit
noch ein relativ schwacher Begri ist und im wesentlichen nicht viel mehr als
eine gewisse anschauliche Glattheit der Funktion sichert, ist die Dierenzier-
barkeit in der komplexen Analysis ein von seiner Stärke schon beeindruckender
Begri, was solche Folgerungen wie die gesicherte Dierenzierbarkeit der Ablei-
tung zeigen. Diese Stärke der komplexen Dierenzierbarkeit hat natürlich auch
Nebeneekte. Eine der wesentlichsten ist die kleinere Zahl von dierenzierba-
ren Funktionen.
Diese Eekte setzen sich auch beim Übergang von der komplexen in die
hyperkomplexe Dierenzierbarkeit fort. Wie Melihkzon [Me] 1948 und Sudbe-
ry [Sud] 1979 bewiesen haben, sind die einzigen Funktionen, deren Dieren-
zenquotient (f(z + h)   f(z))(h)
 1
einen Grenzwert besitzen könnte, von der
Gestalt f(z) = az+b, also lineare Funktionen. Diese Zunahme der Stärke dieses
Begries (bzw. im eigentlichen Sinne der Stärke des Grenzwertbegries) führt
uns zu einer Klasse von Funktionen, die als Basis einer hyperkomplexen Funk-
tionentheorie viel zu klein ist.
Der zweite Ansatz führt aufgrund der fehlenden Kommutativität zu Po-
tenzen der Form a
0
qa
1
q : : : a
n 1
qa
n
mit den Koezienten a
0
; : : : ; a
n
bezüglich
einer quaternionischen Veränderlichen q. Aber, da die Koordinaten t; x; y; z von
q selber als Summen
t =
1
4
(q   iqi  jqj   kqk) x =
1
4i
(q   iqi+ jqj + kqk)
y =
1
4j
(q + iqi  jqj + kqk) z =
1
4k
(q + iqi+ jqj   kqk)
von solchen Potenzen dargestellt werden können, erhalten wir, daÿ jede reell
analytische Funktion quaternionisch holomorph sein würde, eine ebenfalls für
uns untragbare Situation.
Es bleibt demnach nur der dritte Ansatz als mögliche Basis einer Verall-
gemeinerung des Begries holomorphe Funktion. Mit anderen Worten, wir be-
nötigen einen Dierentialoperator erster Ordnung, der die Funktion von
@
@z
in
Analogie zum Komplexen ausfüllt. Wenn wir uns erinnern, daÿ im Komplexen
@
@z
=
1
2
(
@
@x
+ i
@
@y
) gilt, haben wir schon einen Ansatz für eine formelle Verallge-
meinerung eines solchen Operators gefunden.
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Denition 1.3.1 Sei 
 ein Gebiet im IR
4
und f : 
 7! IH eine quaternionen-
wertige Funktion deniert über 
. f heiÿt links- respective rechts-regulär, wenn
D
l
f =
@f
@x
0
+ i
@f
@x
1
+ j
@f
@x
2
+ k
@f
@x
3
D
r
f =
@f
@x
0
+
@f
@x
1
i+
@f
@x
2
j +
@f
@x
3
k
über 
 gilt.
Diese Denition geht u.a. auf R. Fueter [Fue] zurück. An dieser Denition
erkennen wir nicht nur die Ähnlichkeit zum Komplexen, sondern auch den
wesentlichen Unterschied. Aufgrund der fehlenden Kommutativität haben wir
zwei Dierentialoperatoren, die dieselbe Rolle spielen könnten, wie der Cauchy-
Riemannsche Dierentialoperator in der komplexen Funktionentheorie, wenn-
gleich auch nur in verschiedenen Räumen (vgl. Abschnitt 1.2).
Dies ist aber eine rein mechanische Verallgemeinerung. Eine andere Möglich-
keit ergibt sich, wenn wir uns erinnern, was das Wesentliche an den holomor-
phen Funktionen in Bezug auf mögliche Anwendungen im Bereich der partiellen
Dierentialgleichungen ist. Die besondere Bedeutung der holomorphen Funktio-
nen ist hier, daÿ sie gleichzeitig harmonisch sind, also Lösungen der Gleichung

2
u =
@
2
u
@x
2
+
@
2
u
@y
2
= 0. Dies liegt begründet in der Tatsache, daÿ
2
=
1
4
@
@z
@
@z
. Es
wäre also von groÿem Vorteil für uns, wenn wir den Cauchy-Riemann-Operator
in einer Weise verallgemeinern könnten, so daÿ wir wieder eine solche Zerlegung
des Laplaceoperators erhalten. Wir möchten im übrigen darauf hinweisen, daÿ
gerade diese Tatsache der Faktorisierung des Laplaceoperators eine der Haupt-
schwierigkeiten der Verallgemeinerung komplexer Methoden in der Theorie meh-
rerer komplexer Veränderlicher ist.
Schauen wir uns nun die obige Denition nach Fueter unter diesem Gesichts-
punkt an, so erhalten wir

4
= D
l
D
l
= D
r
D
r
;
mit D
l
=
@f
@x
0
  i
@f
@x
1
  j
@f
@x
2
  k
@f
@x
3
(analog D
r
).
Damit erscheint uns diese Denition gar nicht mehr so mechanisch, so daÿ
wir sie als Grundlage für eine allgemeine Denition benutzen können.
Denition 1.3.2 Der verallgemeinerte Cauchy-Riemann-Operator D bzgl. des
orthogonalen Vektorraums IR
n
ist der Dierentialoperator
D =
n
X
k=0
e
k
@
@x
k
über C
1
(
; C`
0;n
).
Für diesen Operator gilt DDf = DDf = f , wenn wir den konjugierten
Cauchy-Riemann-Operator
Df =
n
X
k=0
e
k
@f
@x
k
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einführen. In der Cliordanalysis wird auch relativ häug der sogenannte Dirac-
Operator benutzt. Es handelt sich dabei um den Operator
Df =
n
X
k=1
e
k
@f
@x
k
:
Zwischen der Denition von D und D scheint kein grosser Unterschied zu be-
stehen, wenn man von der fehlenden Dierentiation nach x
0
absieht. Aber ge-
rade dieses Fehlen bringt es mit sich, daÿ für den konjugierten Dirac-Operator
D =  D gilt, was sich in der Folgezeit als wesentlicher Unterschied herausstellen
wird.
Weiterhin gelten die folgenden Beziehungen
Df +Df = 2
@
@x
0
f
Df  Df =  2Df
Denition 1.3.3 Eine Funktion heiÿt links-monogen, wenn Df = 0 gilt.
Normalerweise bezeichnet man eine Funktion f , für dieDf = 0 gilt, als links-
monogen und benutzt für ähnliche Denitionen Begrie wie hyperholomorph,
regulär, usw. . Da aber zwischen D und D eine einfache algebraische Beziehung
besteht, halten wir es für angebracht, diesen Begri auch hier zu verwenden. Im
weiteren werden wir auch für beide das Symbol D verwenden, wenn aus dem
Kontext klar ersichtlich ist, welcher der beiden Operatoren gemeint ist.
Ein bedeutendes Beispiel einer links-monogenen Funktion ist die Funktion
e(x) =
1
!
x
jxj
n+1
:
Dabei ist ! die Oberäche der Einheitskugel im IR
n+1
. Diese Funktion ist links-
monogen für x 6= 0.
Diese Funktion ist eine Fundamentallösung des Cauchy-Riemann-Operators.
Vermöge dieser Fundamentallösung können wir die folgenden Integraloperatoren
einführen.
Denition 1.3.4 Sei 
  IR
n
ein Gebiet mit einem hinreichend glatten Rand
  = @
. Mit (y) bezeichnen wir die äuÿere Normale im Punkt y. Für f 2
C
0;
(
); 0 <   1 seien die folgenden Operatoren erklärt:
 die Teodorescu-Transformation (oder der T -Operator)
Tf(x) =
Z


e(x  y)f(y)d

y
;
 der Randoperator F
 
F
 
f(x) =
Z
 
e(x  y)(y)f(y)d 
y
mit x =2  , sowie
25
 der singuläre Randoperator S
 
Sf(x) = 2
Z
 
e(x  y)(y)f(y)d 
y
wobei x 2  .
Weiterhin benötigen wir noch die folgenden Operatoren:
 das Volumenpotential
Kf(x) =
1
!
Z


f(y)
jx  yj
n 1
d

y
;
und
 das Potential der Einfachschicht
V

f(x) =
1
!
Z
 
(y)
jx  yj
n 1
f(y)d 
y
;
wobei wieder x =2  .
Im weiteren werden wir unter dem konjugierten Operator eines hyperkom-
plexen Integraloperators
Af = af +
Z


k(x; y)f(y)d

y
den Operator
Af = af +
Z


k(x; y)f(y)d

y
verstehen. Als konjugierten Operator eines hyperkomplexen Randintegralopera-
tors
A
 
f = af +
Z
 
k(x; y)(y)f(y)d 
y
denieren wir den Operator
A
 
f = af +
Z
 
k(x; y)(y)f(y)d 
y
:
Damit haben wir zu den obigen Operatoren auch die zugehörigen konjugierten
Operatoren T , F
 
, S
 
und V

. Der konjugierte Operator zum Volumenpotential
K ist K selber.
Für unsere Integraloperatoren gelten die folgenden Abbildungseigenschaften
in Sobolevräumen (k 2 IN [ f0g; 1 < p <1):
 T :W
k
p
(
) 7! W
k+1
p
(
)
 F
 
:W
k+1 
1
p
p
( ) 7! W
k+1
p
(
)
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 S
 
: L
p
( ) 7! L
p
( )
 K :W
k
p
(
) 7! W
k+2
p
(
)
 V

:W
k+1 
1
p
p
( ) 7! W
k+2
p
(
)
Zum Beweis dieser Eigenschaften verweisen wir auf [GSp1] und [GSp2]. A.
McIntosh [Mc] bewies die Abbildungseigenschaft des S
 
-Operators für den Fall
des Randes eines starken Lipschitz-Gebietes. Interessanterweise wurden die Ab-
bildungseigenschaften des T -Operators, der eine direkte Verallgemeinerung des
komplexen T -Operators darstellt, zwischen Sobolev-Räumen gefunden [GSp1],
bevor sie im komplexen Fall untersucht wurden [Msh].
Innerhalb dieser Arbeit benötigen wir noch eine weitere Abbildungseigen-
schaft bzgl. T .
Satz 1.3.1 Der Operator
T :W
 1
p
(
) 7! L
p
(
); 1 < p <1;
ist ein beschränkter Operator.
Beweis: Die übliche Methode zum Beweis der Beschränktheit ist die Unter-
suchung des Symbols, d.h. der Fouriertransformation des Kernes. Wir wollen
hier jedoch einen anderen Weg beschreiten. Nach Satz 1.2.4 können wir jedes
Element f 2 W
 1
p
(
) in der Form
f = f
0
+
n
X
k=0
@
k
f
k+1
mit f
0
; f
k
2 L
p
(
). Wählen wir nun
v = v
0
+
n
X
k=0
@
k
v
k+1
mit v
0
; v
k
2 C
1
0
(
), so können wir
Tv =
Z


e(x  y)v(y)d

y
betrachten. Wir haben
Tv =
Z


e(x  y)
 
v
0
(y) +
n
X
k=0
@
k
v
k+1
(y)
!
d

y
=
Z


e(x  y)v
0
(y)d

y
+
n
X
k=0
Z


@
k
e(x  y)v
k+1
(y)d

y
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Die Integrale
R


@
k
e(x   y)v
k+1
(y)d

y
sind für alle k stark singuläre Integrale
vom Calderon-Zygmund-Typ [GSp2], d.h. es gilt
jjTvjj
L
p
(
)
 jj
Z


e(x  y)v
0
(y)d

y
jj
L
p
(
)
+
n
X
k=0
jj
Z


@
k
e(x  y)v
k+1
(y)d

y
jj
L
p
(
)
 C
0
jjv
0
jj
L
p
(
)
+
n
X
k=0
C
k+1
jjv
k
jj
L
p
(
)
;
wobei die C
k
; k = 0; : : : ; n; konstant sind.
Wir erhalten somit aufgrund der Dichtheit von C
1
0
(
) in L
p
(
), daÿ für
f 2 W
 1
p
(
)
jjTf jj
L
p
(
)
 C
 
jjf
0
jj
L
p
(
)
+
n
X
k=0
jjf
k+1
jj
L
p
(
)
!
für jede beliebige Darstellung von f ist. Daraus folgt
jjTf jj
L
p
(
)

^
C jjf jj
W
 1
p
(
)
:
q.e.d.
Weiterhin gelten noch die folgenden Eigenschaften (für die Beweise verweisen
wir auf [GSp2]):
Satz 1.3.2 Sei f 2 L
p
(
); 1 < p <1, dann gilt
DTf = f;
d.h. T ist ein rechtsinverser Operator zu D. Im Falle f 2 C
0;
(
); 0 <   1;
gilt
DTf(x) =

f(x) in x 2 

0 in x 2 IR
n
n

Satz 1.3.3 Für f 2 W
1
p
(
); 1 < p < 1; besteht die folgende Beziehung zwi-
schen dem Volumenpotential, dem Einfachschichtpotential und dem T -Operator:
V

f = Tf +KDf:
Satz 1.3.4 (Formel von Borel und Pompeiu)
Für f 2 W
1
p
(
); 1 < p <1; gilt
F
 
f + TDf = f:
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Bemerkung 1.3.1 Die Formel von Borel und Pompeiu zerlegt eineW
1
p
-Funktion
in einen monogenen und einen nichtmonogenen Anteil. Als Folgerung aus dieser
Formel erhalten wir die Cauchysche Integralformel (f 2 kerD \W
1
p
(
)):
F
 
f = f:
Satz 1.3.5 (Satz von Liouville)
Sei f 2 (kerD)(IR
n
). Wenn jf(x)j M für alle x 2 IR
n
, dann ist f konstant.
Satz 1.3.6 (Formeln von Plemelj und Sokhotski)
Sei f 2 C
0;
( ) (0 <   1). Dann gilt in jedem regulären Punkt x
0
2  
n.t.- lim
x 7! x
0
x 2 


; x
0
2  
F
 
f(x) =
1
2
(f(x
0
) + S
 
f(x
0
));
wobei 

+
:= 
 und 

 
:= IR
n
n 

+
. Die Bezeichnung n.t.-lim bedeutet nicht-
tangentialer Grenzwert. Im Falle f 2 W
l
p
(
); l >
1
2
; 1 < p <1, hat die Formel
von Plemelj und Sokhotski die Form
trF
 
f =
1
2
f +
1
2
S
 
f:
Da für S
 
die algebraische Eigenschaft S
2
 
= I gilt, erhalten wir für die
Operatoren P
 
=
1
2
I+
1
2
S
 
und Q
 
=  
1
2
I+
1
2
S
 
die algebraische Eigenschaften
P
2
 
= P
 
und Q
2
 
= Q
 
, d.h. die Operatoren P
 
und Q
 
sind Projektoren. Dabei
ist P
 
die Projektion auf den Raum aller C`
0;n
-wertigen Funktionen, die sich
links-monogen in das Gebiet 
 fortsetzen lassen und Q
 
die Projektion auf den
Raum aller C`
0;n
-wertigen Funktionen, die eine links-monogene Fortsetzung in
das Auÿengebiet IR
n
n
 besitzen.
1.4 Anwendung der orthogonalen Zerlegung auf
die Lösung von elliptischen Randwertproble-
men über beschränkten Gebieten
In dem im Jahre 1989 erschienenen Buch Quaternionic Analysis and Elliptic
Boundary Value Problems ( [GSp1]) trieben die Autoren die Idee der Potenti-
altheorie weiter bis zum Beweis der orthogonalen Zerlegung des Raumes L
2
(
)
(
 beschränkt) für quaternionenwertige Funktionen. Wir wollen diese orthogo-
nale Zerlegung für cliordwertige Funktionen angeben:
Satz 1.4.1 Das rechtsseitige Hilbertmodul L
2
(
) erlaubt die orthogonalen Zer-
legungen
L
2
(
) = kerD(
) \ L
2
(
)D(

W
1
2
(
)) (1.1)
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L2
(
) = kerD(
) \ L
2
(
)D(

W
1
2
(
)) (1.2)
Der Beweis basiert auf demselben Grundgedanken wie der Beweis in [GSp1]
für den Fall quaternionenwertiger Funktionen. Zum besseren Verständnis wollen
wir ihn für die Zerlegung (1.1) angeben.
Beweis: Betrachten wir die Mengen
X
1
= L
2
(
) \ kerD(
) und X
2
= L
2
(
)	X
1
:
Oensichtlich sind dies Unterräume von L
2
(
). Für jedes u 2 L
2
(
) gilt
Tu 2 W
1
2
(
). Daraus folgt, daÿ ein v 2 W
1
2
(
) existiert, so daÿ u = Dv.
Sei nun u 2 X
2
. Dann gilt für alle g 2 X
1
Z


Dv g d
 = 0: (1.3)
Betrachten wir nun für g die Funktionen
g
l
=
(x   y
l
)
jx  y
l
j
n+1
l 2 IN; y
l
2 IR
n+1
n
:
Oensichtlich sind die g
l
2 kerD(
)\L
2
(
). Nehmen wir weiterhin an, daÿ die
Menge fy
l
; l 2 INg dicht ist in IR
n+1
n
. Damit erhalten wir für jedes y
l
Z


Dv g
l
d
 =
n
X
i;j=0
Z



e
i
@
@x
i
v
j
e
j
g
l
d

=  
n
X
i;j=0
Z



e
j
e
i
v
j
@
@x
i
g
l
d
+
n
X
i;j=0
Z
 

e
j
e
i
v
j

i
g
l
d 
=  
Z


v Dg
l
d
+
Z
 
v g
l
d 
=
Z
 
g
l
 v d 
=
Z
 
(x   y
l
)
jx  y
l
j
n+1
 v d 
=  !(F
 
(tr v))(y
l
):
Aufgrund der Beziehung (1.3) erhalten wir F
 
(tr v) = 0 in IR
n+1
n 
, so daÿ
wir tr v 2 imP
 
\W
1
2
2
( ) haben. Folglich existiert eine Funktion h 2 W
1
2
(
) \
kerD(
) mit der Eigenschaft, daÿ trh = tr v. Betrachten wir nun die Funktion
w = v   h 2

W
1
2
(
). Für diese Funktion gilt Dw 2 D(

W
1
2
(
)). Da auÿerdem
noch u = Dv = Dw gilt, erhalten wir daraus unsere Behauptung.
q.e.d.
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Das Interessante an diesem Beweis ist die Nutzung der Eigenschaften der
Randprojektoren, die es ermöglicht, den Beweis ausschlieÿlich im Rahmen dieser
Theorie zu führen.
Diese orthogonale Zerlegung hat vielfältige Anwendungsmöglichkeiten [Dub].
Von den Autoren wurde sie genutzt, um elliptische Randwertprobleme der ma-
thematischen Physik, wie z.B. für die Laplacegleichung, die Lame-Gleichungen
oder die Helmholtzgleichung, zu lösen. Dies resultierte in einer Theorie, die es
ermöglicht alle Fragen, die Untersuchung von Randwertproblemen betreend,
in einem einheitlichen Zugang zu lösen und zwar bis hin zur Darstellung der
Lösung mit Hilfe obiger Operatoren.
Von besonderem Vorteil ist dabei, daÿ man beim Beweis der orthogonalen
Zerlegung, wie wir oben gesehen haben, nur Elemente dieser Theorie benötigt,
so daÿ man mit Fug und Recht von einer wunderschönen Theorie sprechen kann.
(Der Kernpunkt bei der Frage nach der Schönheit einer Theorie ist für uns die
Frage, ob sich alle Sätze im Rahmen dieser Theorie beweisen lassen oder man
artfremde Sätze, Methoden oder Resultate benötigt.)
Man kann jedoch diese Zerlegung weitaus allgemeiner betrachten, wobei wir
leider die oben angesprochene Schönheit verlieren. Wie wir jedoch noch sehen
werden, gewinnen wir soviele neue und interessante Resultate, daÿ wir mit die-
sem Verlust durchaus leben können. Dazu wollen wir das Dirichletproblem der
Laplacegleichung mit homogenen Randbedingungen
 u = f in 
;
u = 0 auf  
für f 2 W
 1
p
(
); 1 < p < 1; als gelöst ansehen und den Lösungsoperator mit

 1
0
bezeichnen [T]. Vermöge der Eigenschaft, daÿ  :W
1
p
(
) 7! W
 1
p
(
); 1 <
p <1; eine beschränkte Abbildung ist, erhalten wir für den Cauchy-Riemann-
Operator D = T , daÿ D : L
p
(
) 7! W
 1
p
(
) beschränkt ist.
Damit können wir die folgenden Zerlegungen beweisen:
Satz 1.4.2 Der Raum L
p
(
); 1 < p <1; erlaubt die direkte Zerlegungen
L
p
(
) = kerD(
) \ L
p
(
)

+ D(

W
1
p
(
)) (1.4)
L
p
(
) = kerD(
) \ L
p
(
)

+ D(

W
1
p
(
)) (1.5)
Beweis: Sehen wir uns zunächst den Durchschnitt der beiden Teilräume
kerD \ L
p
(
) und D(

W
1
p
(
)) an. Betrachten wir dazu eine Funktion f 2
kerD\L
p
(
)\D(

W
1
p
(
)) und wenden den OperatorD darauf an. Oensichtlich
gilt Df = 0. Andererseits, da f 2 D(

W
1
p
) ist, existiert eine Funktion g 2

W
1
p
(
)
mit Dg = f und g = 0. Aus der Eindeutigkeit des Operators 
 1
0
erhalten
wir g = 0 und damit f = 0, d.h. der Durchschnitt enthält nur die Nullfunktion
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oder mit anderen Worten unsere Summe ist eine direkte Summe. Sei f 2 L
p
(
).
Oensichtlich ist f
2
= D
 1
0
Df 2 D(

W
1
p
(
)). Betrachten wir nun f
1
= f   f
2
und wenden den Operator D an. Dann gilt
Df
1
= Df  Df
2
= Df  DD
 1
0
Df = Df  
 1
0
Df = Df  Df = 0;
d.h. f
1
2 kerD\L
p
(
). Da f 2 L
p
(
) beliebig gewählt war, bedeutet dies, daÿ
unsere Zerlegung eine Zerlegung des Raumes L
p
(
) ist.
q.e.d.
Ausgehend von dieser Zerlegung erhalten wir die Projektoren
P : L
p
(
) 7! kerD \ L
p
(
)
Q : L
p
(
) 7! D(

W
1
p
(
))
P
D
: L
p
(
) 7! kerD \ L
p
(
)
Q
D
: L
p
(
) 7! D(

W
1
p
(
))
Für den Fall der Zerlegungen von L
2
(
) ((1.1) und (1.2)) sind die Projekto-
ren P, Q, P
D
und Q
D
Orthoprojektoren.
Bezüglich des Laplaceoperators gilt noch die folgende Zerlegung:
Satz 1.4.3 Das Banachmodul L
p
(
); 1 < p <1; erlaubt die direkte Zerlegung
L
p
(
) = ker \ L
p
(
)

+ (

W
2
p
(
)):
Im Fall des rechten Hilbertmoduls L
2
(
) ist diese Zerlegung eine orthogonale
Zerlegung.
Diese Zerlegung deniert uns die Projektoren
P

: L
p
(
) 7! ker \ L
p
(
)
Q

: L
p
(
) 7! (

W
2
p
(
));
die für den Fall des L
2
(
) Orthoprojektoren sind.
Ausgehend von diesen Projektoren können wir auch die dualen Räume zu
den entsprechenden Teilräumen beschreiben:
Satz 1.4.4 Sei 1 < p; q <1;
1
p
+
1
q
= 1. Dann gilt
(L
p
(
) \ im P)
0
= L
q
(
) \ im P
D
(L
p
(
) \ im Q)
0
= L
q
(
) \ im Q
D
(L
p
(
) \ im P
D
)
0
= L
q
(
) \ im P
(L
p
(
) \ im Q
D
)
0
= L
q
(
) \ im Q
(L
p
(
) \ im P

)
0
= L
q
(
) \ im P

(L
p
(
) \ im Q

)
0
= L
q
(
) \ im Q

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Beweis: Nach [BDSo] können wir jedes cliordwertige Funktional F (g) aus
(L
p
(
))
0
in der Form
(f; g) =
Z


fgd

mit f 2 L
q
(
); 1=p+ 1=q = 1; darstellen.
Sei zunächst g 2 im P \ L
p
(
). Dann können wir jedes f 2 L
q
(
) in zwei
Funktionen f
1
2 im P \ L
q
(
) und f
2
2 im Q \ L
q
(
) zerlegen. Aufgrund
der Eigenschaften des Teilraumes im Q \ L
q
(
) existiert ein v 2

W
1
q
(
) mit
f
2
= Dv. Dann gilt
(f
2
; g) = (Dv; g) = (v;Dg) = 0
bzw.
(f; g) = (f
1
+ f
2
; g) = (f
1
; g) + (f
2
; g) = (f
1
; g);
woraus folgt
(L
p
(
) \ im P)
0
= L
q
(
) \ im P
D
:
Betrachten wir weiter den Fall g 2 im Q \ L
p
(
), dann existiert ein u 2

W
1
p
(
) mit g = Du. Nun können wir wieder jedes f 2 L
q
(
) in zwei Funktionen
f
1
2 im P \ L
q
(
) und f
2
2 im Q \ L
q
(
) zerlegen und erhalten
(f
1
; g) = (f
1
; Du) = (Df
1
; u) = 0
bzw.
(f; g) = (f
1
+ f
2
; g) = (f
1
; g) + (f
2
; g) = (f
2
; g);
d.h.
(L
p
(
) \ im Q)
0
= L
q
(
) \ im Q
D
Die weiteren Eigenschaften folgen ganz analog.
q.e.d.
Eine interessante Frage ist die Frage nach Darstellungsformeln für unsere
Projektoren. Aus dem Beweis der direkten Zerlegung (1.1) erhalten wir unmit-
telbar für Q die Darstellung
Qf = D
 1
0
Df:
Eine analoge Beziehung gilt für Q
D
. Interessanterweise gilt diese Darstellung in
jedem Raum L
p
(
); 1 < p <1, d.h. die Darstellung fürQ ist unabhängig von p.
Da gleichzeitig noch L
q
(
)  L
p
(
) für q  p gilt, bedeutet das nichts anderes,
als das unser Projektor Q und damit auch der Projektor P als Operator über
dem Raum L
p
(
) die Teilmenge L
q
(
) in sich selbst abbildet.
Weiterhin läÿt sich mit Hilfe dieser Zerlegungen eine höchst interessante
Eigenschaft des T -Operators beweisen.
Satz 1.4.5 Es gilt trTf = 0 genau dann, wenn f 2 im Q
D
. Analog gilt
trTf = 0, f 2 im Q
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Beweis: Sei f 2 im Q
D
, dann existiert ein u 2

W
1
p
(
) mit f = Du. Nach
der Borel-Pompeiu Formel gilt u = F
 
u+ TDu = TDu = Tf . Da u 2

W
1
p
(
)
gilt trTf = 0. Sei nun trTf = 0. Die Funktion f können wir nun mit Hilfe
unserer Projektoren zerlegen: f = P
D
f +Q
D
f . Dies führt uns zu
trTP
D
f + trTQ
D
f = 0:
Wie wir bereits bewiesen haben, gilt immer trTQ
D
f = 0. Vermöge dessen
haben wir
trTP
D
f = 0:
TP
D
f ist aber harmonisch und damit infolge der Eindeutigkeit des Dirichlet-
problems der Laplacegleichung gleich Null. Wenden wir jetzt den Operator D
an, ergibt sich 0 = DTP
D
f = P
D
f = 0 oder mit anderen Worten f 2 im Q
D
.
q.e.d.
Wir werden uns im Kapitel über nichtlineare Dierentialgleichungen erster Ord-
nung mit einigen überraschenden Folgerungen aus diesem Satz auseinanderset-
zen.
Wie bereits erwähnt, wurden in [GSp1] und [GSp2] die orthogonalen Zer-
legungen dazu verwendet, Randwertprobleme der mathematischen Physik zu
lösen. Wir wollen dies hier an einem einfachen Beispiel in Form eines Stokes-
Problems illustrieren. Dazu wollen wir im weiteren zur besseren Verständlichkeit
den Fall des Dirac-Operators betrachten. D möge also im weiteren den Dirac-
und nicht den Cauchy-Riemann-Operator bezeichnen. Der einzige wesentliche
Unterschied besteht darin, daÿ wir nun Funktionen f : IR
n
7! C`
0;n
betrachten
und DD =   gilt. Für die zugehörigen Operator T , F
 
und S
 
gelten die
gleichen Resultate wir für die zum Cauchy-Riemann-Operator zugehörigen In-
tegraloperatoren. Die Zerlegung des Raumes L
q
(
); 1 < q <1; besitzt nun die
Form
L
q
(
) = kerD(
) \ L
q
(
)D(

W
1
q
(
)):
Wir müssen uns zunächst jedoch etwas intensiver das Dirichletproblem der La-
placegleichung ansehen. Wir wir bereit vorausgesetzt haben, besitzt das Problem
 u = f in 
;
u = 0 auf  
eine eindeutige Lösung für f 2 W
 1
q
(
). Diese Lösung läÿt sich in der Form u =
TQTf mit Hilfe unseres Projektors darstellen, d.h. wir erhalten die Identität

 1
0
f = TQTf:
Damit erhalten wir (analog zum Fall q = 2 in [GSp2]) für das allgemeine Problem
 u = f in 
;
u = g auf  ; (1.6)
34
mit f 2 W
k
q
(
) und g 2 W
k+3=2
q
( ), k   1; 1 < q <1, die Lösungsdarstellung
u = F
 
g + TPDh+ TQTf;
wobei h eine W
k+2
q
-Erweiterung von g in das Gebiet 
 ist.
Mit Hilfe dieser Darstellung können wir den folgenden Satz beweisen.
Satz 1.4.6 Sei k 2 IN; 1 < q <1. Dann ist
trTF
 
:W
k 
1
q
q
( ) \ im P
 
7! W
k+1 
1
q
q
( ) \ im Q
 
ein Isomorphismus.
Beweis: Oensichtlich gilt
(trTF
 
)(W
k 1=q
q
( ))  W
k+1 1=q
q
( ):
Zeigen wir nun, daÿ ker trTF
 
= f0g. Dazu sei v eine Funktion ausW
k 1=q
q
( )\
im P
 
mit trTF
 
v = 0. DaDDTF
 
v = 0 erhalten wir aus der Eindeutigkeit der
Lösung des Dirichletproblems der Laplacegleichung TF
 
v = 0. Da T nur einen
trivialen Kern hat, folgt daraus F
 
v = 0 und damit unter Berücksichtigung von
v 2 im P
 
v = 0.
Sei nun w 2 im Q
 
, d.h. w = Q
 
v. Aus der Lösungsdarstellung des Rand-
wertproblems
DDu = 0 in 
;
u = w auf  ;
ergibt sich u = F
 
w + TPDh, wobei h eine W
k+2
q
-Erweiterung von w in 
 ist.
Da selbstverständlich im Falle von w 2 im Q
 
F
 
w = 0 und TPDh = TF
 
PDh
gilt, erhalten wir w 2 trTF
 
. Aus der bewiesenen Injektivität und Surjektivität
der Abbildung trTF
 
ergibt sich die Behauptung.
q.e.d.
Aus diesem Satz ergibt sich als Folgerung die folgende Darstellung für unse-
ren Projektor P
Pf = F
 
(trTF
 
)
 1
trTf
für f 2 W
k
q
(
); k 2 IN; 1 < q < 1. Für den Fall q = 2 ist diese Darstellung
bereits in [GSp1] enthalten.
Wenden wir uns nun unserem angesprochenen Beispiel zu. Betrachten wir
das System
 u+
1

Dp =


f in 
; (1.7)
ScDu = 0 in 
; (1.8)
u = 0 auf  : (1.9)
Wie wir später noch sehen werden, ist dieses System ein Spezialfall des all-
gemeinen Stokesschen Dierentialgleichungssystems.
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Bemerkung 1.4.1 Für den Fall q = 2 wurde das System (1.7)(1.9) bereits
in [GSp1] untersucht.
Lemma 1.4.1 Sei f 2 W
 1
q
(
); p 2 L
q
(
), 1 < q <1. Dann besitzt jede Lö-
sung des Stokesschen Dierentialgleichungssystems (1.7)-(1.9) die Darstellung
u =


TQTf  
1

TQp:
Beweis: Sei p
n
2 W
1
q
(
) mit p
n
! p in L
q
(
). Dann gilt unter Zuhilfenahme
der Borel-Pompeiu-Formel
TQT (Dp
n
) = TQ(p
n
  F
 
p
n
) = TQp
n
Aufgrund der Dichtheit von W
1
q
(
) in L
q
(
) ergibt sich für p
TQTDp = TQp
Damit gilt für u 2

W
1
q
(
) und p 2 L
q
(
)
TQT (DDu+
1

Dp) = u+
1

TQp
woraus
u =


TQTf  
1

TQp
folgt. Es sei dem geneigten Leser überlassen sich zu überzeugen, daÿ die Bedin-
gungen (1.8) and (1.9) erfüllt sind.
q.e.d.
Dieses Resultat liefert uns, daÿ unser System (1.7)(1.9) äquivalent zu fol-
gendem System ist:
u+
1

TQp =


TQTf (1.10)
1

ScQp =


ScQTf (1.11)
Zur Lösung unseres Problems genügt es also, daÿ System (1.10)(1.11) zu
betrachten.
Sei u 2

W
1
q
(
) \ ker div, f 2 W
 1
q
(
) und p 2 L
q
(
; IR) (1 < q < 1).
Nun folgt aus Du = Qp, daÿ ScQp = 0 gilt, da Qp = Dv mit v 2

W
1
q
(
) und
ScDu = 0. Das bedeutet aber, daÿ u = 0 und p = 0, d.h. Du + Qp ist eine
direkte Summe, die eine Teilmenge von im Q ist.
Die Frage ist nun, existiert ein Funktional H 2 (L
q
(
) \ im Q)
0
, so daÿ
H(Du) = 0 und H(Qp)=0, aber H(QTf) 6= 0 ?
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Mit anderen Worten, existiert ein h 2 W
 1
r
(
); 1=r + 1=q = 1; so daÿ
(Du;QTh)
Sc
= 0 8u 2

W
1
q
(
) \ ker div
(Qp;QTh)
Sc
= 0 8p 2 L
q
(
)
aber (QTf;QTh)
Sc
6= 0, wobei
(w; v)
Sc
= Sc
Z


wvd

mit w 2 L
q
(
); v 2 L
r
(
); 1=q + 1=r = 1?
Hierbei haben wir benutzt, daÿ (L
q
(
)\im Q)
0
= L
r
(
)\im Q, 1=q+1=r =
1, auch für reellwertige Funktionale gilt. Dies läÿt sich analog zum Beweis von
Satz 1.4.4 zeigen, da aus
(f; g) = 0 f 2 L
q
(
) \ im Q; g 2 L
r
(
) \ im P
folgt
(f; g)
Sc
= 0 f 2 L
q
(
) \ im Q; g 2 L
r
(
) \ im P:
Betrachten wir nun das System
(Du;QTh)
Sc
= 0 8u 2

W
1
q
(
) \ ker div
(Qp;QTh)
Sc
= 0 8p 2 L
q
(
; IR)
wobei h 2 W
 1
r
(
) ist.
Nun gilt
(Du;QTh)
Sc
= (u;DQTh)
Sc
= (u; h)
Sc
= 0:
Daraus folgt (vgl. [Tem]) h = gradg = Dg, mit g 2 L
r
(
).
Weiterhin gilt
(Qp;QTh)
Sc
= (Qp;QTDg)
Sc
= (Qp;Q(g   F
 
g)) = (Qp;Qg) = 0
für alle p 2 L
q
(
; IR). Damit ist Qg = 0 bzw. h = DQg = 0 und wir erhalten
(QTf;QTh) = 0 8f 2

W
1
q
(
):
Wir erhalten als Resultat, daÿ wir jede Funktion


QTf , f 2 W
 1
q
(
); 1 <
q <1; in die Form
Du+
1

Qp =


QTf
mit u 2

W
1
q
(
)\ ker div und p 2 L
q
(
; IR) zerlegen können. Durch Anwendung
des T -Operators folgt, daÿ
u+
1

TQp =


TQTf
und damit der Satz:
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Satz 1.4.7 Das System der Stokesschen Gleichungen (1.7)-(1.9) besitzt eine
eindeutige Lösung fu; pg in der Form
u+
1

TQp =


TQTf:
Der hydrostatische Druck p ist dabei bis auf eine reelle Konstante eindeutig.
Bemerkung 1.4.2 Die Eindeutigkeit der Lösung läÿt sich auf genau dieselbe
Weise wie in [GSp1] beweisen.
Sei nun f 2 W
k
q
(
), k  0; 1 < q < 1. Dann hat die einzige Lösung fu; pg
von (1.7)-(1.9) die Darstellung
u =


TVecTf  


TVecF
 
(trTVecF
 
)
 1
trTVecTf;
p = ScTf   ScF
 
(trTVecF
 
)
 1
trTVecTf:
Konsequenterweise haben wir u 2 W
k+2
q
(
)\

W
1
q
(
) und p 2 W
k+1
q
(
). Der
Beweis dieser Darstellung ist analog zum Beweis eines ähnlichen Resultates
in [GSp1] im Falle q = 2.
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Kapitel 2
Elliptische Randwertprobleme
der mathematischen Physik
über unbeschränkten
Gebieten
Wie wir im vorherigen Abschnitt gesehen haben, resultiert die Anwendung der
hyperkomplexen Funktionentheorie auf elliptische Randwertprobleme durch K.
Gürlebeck und W. Spröÿig [GSp1] in einer wunderschönen, in sich geschlos-
senen und leicht anwendbaren Theorie. Leider ist diese Theorie auf den Fall
beschränkter Gebiete reduziert. Der Hauptgrund für diese Einschränkung ist
der T -Operator als rechtsinverser Operator zu D. Dieser schwachsinguläre Ope-
rator hat den unerwünschten Nebeneekt, daÿ er als Operator über Funktionen,
die über einem unbeschränkten Gebiet deniert sind, selbst in dem einfachsten
Fall, daÿ diese der L
2
-Norm genügen, ein unbeschränkter Operator ist, wie das
folgende Beispiel zeigt [Ber]:
Betrachten wir dazu den Fall f(x) =
P
3
k=0
e
k
f
k
(x) : IR
3
7! IH, wobei
e
0
; : : : ; e
3
die Basisvektoren der Quaternionen sind. In diesem Fall hat der
Dirac-OperatorD die GestaltDf =
P
3
k=1
e
k
@
k
f und der zugehörige T -Operator
ist gegeben durch
Tf =  
1
4
Z
IR
3
x  y
jx  yj
3
f(y)dIR
3
:
Sei weiter
v
a
=

Q
3
i=1
sin
3 x
i
a
;  
a
2
 x
i

a
2
8i
0; sonst
Oensichtlich ist v
a
2

W
1
2
(IR
3
). Wählen wir nun u
a
= Dv
a
, so gilt Tu
a
=
39
TDv
a
= v
a
, und für die Norm von u
a
respektive Tu
a
ergibt sich
jju
a
jj
2
L
2
(IR
3
)
= jjDv
a
jj
2
L
2
(IR
3
)
= ( v
a
; v
a
) = C
1
a; C
1
= const
jjTu
a
jj
2
L
2
(IR
3
)
= jjv
a
jj
2
L
2
(IR
3
)
= C
2
a
3
; C
2
= const
Daraus folgt
jjTu
a
jj
2
L
2
(IR
3
)
jju
a
jj
2
L
2
(IR
3
)
=
C
2
C
1
a
2
!1 für a!1:
Die Hauptursache für diesen Eekt ist das zu langsame Abklingen des Ker-
nes gegen unendlich. Zwar ist der T -Operator ein beschränkter Operator von
L
p
(IR
n
) 7! L
q
(IR
n
) für q = np=(n  p), wie eine Abschätzung des T -Operators
durch das Riesz-Potential I
1
: L
p
(IR
n
) 7! L
q
(IR
n
) [St]
I
1
f(x) =
1
!
Z
IR
n
1
jx  yj
n 1
f(y)dIR
n
zeigt, jedoch hilft uns diese Eigenschaft und die daraus resultierende Idee der
Einführung von Räumen [DeC]
^
W
1
p
(IR
n
) = fu : jjujj
L
q
(IR
n
)
 1; jj@
i
ujj
L
p
(IR
n
)
 1; q = np=(n  p)g
hier nicht, da wir bei der Betrachtung von Randwertproblemen partieller Die-
rentialgleichungen zweiter und höherer Ordnung unbedingt Regularitätseigen-
schaften des T -Operators benötigen.
Wie wir bereits angemerkt haben, wollen wir im weiteren die im vorherigen
Kapitel beschriebene Theorie der Anwendung hyperkomplexer Funktionentheo-
rie auf die Lösung von Randwertproblemen elliptischer partieller Dierential-
gleichungen über beschränkten Gebieten auf den Fall unbeschränkter Gebiete
erweitern. Aufgrund der angesprochenen Schönheit dieser Theorie gab es von
Anfang an Bemühungen zur Anwendung dieser auch im Fall unbeschränkter Ge-
biete. Unter anderem versuchte es J. Ryan mit der Verwendung von konformen
Abbildungen [R1], die aber leider durch das Fehlen des Riemannschen Abbil-
dungssatzes nur sehr beschränkt anwendbar sind. Eine andere Idee verfolgte
S. Bernstein mit der Benutzung von gewichteten Räumen [Ber]. Dabei werden
Räume w
k
2;
quaternionenwertiger Funktionen mit der Norm
jjf jj
2
w
k
2;
(IR
3
)
=
Z
IR
3
X
jjk
p
 2(k jj)
j@

f(x)j
2
dIR
3
x
und dem Gewicht p

(x) = (1 + jxj
2
)
=2
;  2 IR; k 2 IN; betrachtet, zwischen
denen der T -Operator wieder beschränkt ist. Zum einen bringt dies jedoch na-
turgemäÿ Einschränkungen an die Wahl der Randbedingungen sowie der rechten
Seiten, die in der Praxis nicht immer zu gewährleisten sind. Zum anderen be-
nötigt man bei der Betrachtung der Navier-Stokes-Gleichungen eine Äquivalenz
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des gewichteten Raumes

w
1
2;0
(
) mit dem üblichen

W
1
2
(
), die nur in Gebieten
gilt, die in mindestens einer Dimension beschränkt sind.
Dies führt zu der Frage, ob es nicht trotz der angesprochenen Schwierigkei-
ten die Möglichkeit gibt, die obige Theorie auch in unbeschränkten Gebieten
für die üblichen Funktionenräume zu entwickeln. Wie schon angesprochen, ist
die Hauptursache der Probleme das schlechte Abklingverhalten des Kernes des
T -Operators gegen unendlich. Dies läÿt sich nur dadurch beheben, daÿ wir die
Räume modizieren, zwischen denen der Operator wirkt, was für uns hier in-
diskutabel ist, oder in dem wir den Kern selbst modizieren.
Diese zweite Möglichkeit scheint im ersten Augenblick eine Sackgasse zu
sein. Wenn wir uns jedoch erinnern, daÿ der Kern nichts weiter als die Funda-
mentallösung des verallgemeinerten Cauchy-Riemann-Operators ist und diese
Fundamentallösung keineswegs eindeutig ist, erhalten wir eine gewisse Bewe-
gungsfreiheit bezüglich einer solchen Modikation.
In der Tat ist die Modifkation von Fundamentallösungen eine relativ alte
Idee, die in ihren Anwendungen jedoch sehr jung ist. 1965 ersetzte L. Bers [Bers]
den üblichen Cauchy-Kern ((z   w))
 1
in der komplexen Funktionentheorie
durch den Kern
k(z; w) =
1

(w   a)(w   b)
(z   w)(z   a)(z   b)
:
Die Integrierbarkeit von k(z; w) über C erlaubt die Denition einer verallgemei-
nerten Cauchytransformation [Bers]. L. Bers benutzte diese, um zu beweisen,
daÿ die Menge der rationalen analytischen Funktionen mit Polen auÿerhalb von

 eine dichte Menge in L
1
a
(
) = L
1
(
) \ ff : @f = 0g ist. 1981 benutzte
M. Sakai den Realteil dieses Kernes bezüglich w, um ein verallgemeinertes lo-
garithmisches Potential zu denieren [Sa]. 1976 verwendeten W. Hayman und
P. Kennedy die Technik der Modikation von Fundamentallösungen durch das
Subtrahieren endlich vieler Glieder ihrer Taylorreihe, um einen Darstellungssatz
für subharmonische Funktionen zu nden [HayKe]. Unabhängig davon zeigten
L. Nirenberg und H. Walker die Anwendbarkeit dieser Technik für jeden ellip-
tischen homogenen Operator mit konstanten Koezienten [NiWa]. Sie bewie-
sen, daÿ die Gleichung P (@)u = f; f 2 L
p
(IR
n
) eine Lösung u so besitzt, daÿ
(1 + jxj)
 m
u 2 L
p
(IR
n
), wobei m die Ordnung von P (@) ist und vorausgesetzt
wird, daÿ m   n=p eine nichtnegative ganze Zahl mit 1 < p < 1 ist. 1993
benutzte L. Karp diese Technik, um ein verallgemeinertes Volumenpotential zu
denieren [Ka].
Wir wollen im weiteren mit Hilfe dieser Technik eine Funktionentheorie über
unbeschränkten Gebieten des IR
n
entwickeln. Dabei werden wir uns nur dem
Fall der W
k
2
-Skala zuwenden und den allgemeinen Fall W
k
p
(
) im Hinblick auf
eine bessere Verständlichkeit auÿen vor lassen. Auÿerdem werden wir als zweite
Konzession an die Verständlichkeit wiederum nur den Fall des Dirac-Operators
und nicht des Cauchy-Riemann-Operators betrachten, dies aber ebenfalls ohne
Beschränkung der Allgemeinheit. D möge also auch in diesem Abschnitt den
Dirac-Operator bezeichnen.
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2.1 Hyperkomplexe Funktionentheorie über un-
beschränkten Gebieten
Innerhalb dieses Abschnittes soll 
 immer ein unbeschränktes Gebiet bezeich-
nen, dessen Komplement ein nichtleeres Gebiet enthält. Weiterhin soll 
 einen
hinreichend glatten Rand   = @
 haben und eine gleichmäÿige Kegelbedingung
erfüllen. Dies ist selbst bei glatten Rändern von 
 nicht selbstverständlich, da
z.B. unbeschränkte Gebiete mit endlichem Volumen keine gleichmäÿige Kegelbe-
dingung erfüllen. Dies bedeutet, daÿ 
 im Zweifelsfalle ein C
2
-reguläres Gebiet
sein soll.
Ausserdem wollen wir zur besseren Verständlichkeit ein beschränktes Gebiet
mit einem ebenfalls hinreichend glatten Rand mit U bezeichnen.
Wie wir bereits angesprochen haben, besitzt der Kern des T -Operators die
unangenehme Eigenschaft, nicht schnell genug gegen unendlich zu fallen, von
der wir uns mit Hilfe eines entsprechenden Korrekturtermes befreien wollen.
Das Problem ist, einen Korrekturterm zu nden, der uns einen besseres Fal-
len gegen unendlich ermöglich, gleichzeitig aber im Kern von D liegt. Die ge-
nerell benutzte Idee der Taylorreihenentwicklung scheitert an dem bereits im
Abschnitt über hyperkomplexe Funktionentheorie gezeigten Problem der Po-
tenzreihenentwicklung. Sehen wir uns jedoch das Abklingverhalten des Cauchy-
Kerns etwas genauer an, stellen wir fest, daÿ er wie
1
jxj
n 1
gegen unendlich fällt,
d.h. mit der Ordnung n 1. Wenn wir uns nun daran erinnern, daÿ der Kern eines
stark singulärer Operators vom Calderon-Zygmund-Typ mit der Ordnung n ge-
gen unendlich fällt und dieser Operator von L
p
(IR
n
) nach L
p
(IR
n
) (1 < p <1)
beschränkt ist, erkennen wir, daÿ eigentlich ein Korrekturterm, der mit der glei-
chen Ordnung wie unser Kern gegen unendlich fällt, ausreichen sollte.
In [GKRSp] wird als Korrekturterm G(x + y) benutzt, aber dieser Term
funktioniert nur in unbeschränkten Gebieten, die in einem Halbraum liegen.
Wir wollen hier einer Idee von J. Ryan [GKRSp] folgen und einen beliebigen,
aber festen Punkt z, der zusammen mit einer Umgebung U

(z) dieses Punktes im
Komplement der Abschlieÿung unseres Gebietes 
 liegt, wählen. Damit können
wir den folgenden Operator betrachten:
~
Tf =
Z


K
z
(x; y)f(x)d

x
;
wobei K
z
(x; y) = G(x  y) G(x  z).
Für das Problem des Fallens gegen unendlich ergibt sich für den neuen Kern
das folgende Lemma.
Lemma 2.1.1 Angenommen es sei jxj > 2max(jyj; jzj), dann gilt




x  y
jx  yj
n
 
x  z
jx  zj
n




 C(n)
jy   zj+max(jyj; jzj)
jxj
n
(2.1)
wobei C(n) = 2
n+1
(n  1) eine dimensionsabhängige Konstante ist.
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Beweis: Sei nun jxj > 2max(jyj; jzj), dann gilt
jxj
2




1
jx  yj
 
1
jx  zj




 jxj
2




jx  zj   jx  yj
jx  yjjx  zj





jxj
2
jx  yjjx  zj
jy   zj 
jxj
2
jjxj   jyjjjjxj   jzjj
jy   zj

jy   zj



1 
jyj
jxj






1 
jzj
jxj



 4jy   zj:
Mittels dieses Resultates erhalten wir die folgende Abschätzung




x

jxj
jx  yj

n
 

jxj
jx  zj

n

  y

jxj
jx  yj

n
+ z

jxj
jx  zj

n









x

jxj
jx  yj

n
 

jxj
jx  zj

n





+max(jyj; jzj)

jxj
jx  yj

n
+

jxj
jx  zj

n

 jxj





jxj
jx  yj

n
 

jxj
jx  zj

n




+max(jyj; jzj)

jxj
jx  yj

n
+

jxj
jx  zj

n

 jxj





jxj
jx  yj

 

jxj
jx  zj










n 1
X
i=1

jxj
jx  yj

i

jxj
jx  zj

n 1 i





+max(jyj; jzj)

jxj
jx  yj

n
+

jxj
jx  zj

n

 4jy   zj





n 1
X
i=1
2
i
2
n 1 i





+max(jyj; jzj)(2
n
+ 2
n
)
 4jy   zj(n  1)2
n 1
+max(jyj; jzj)2
n+1
 4jy   zj(n  1)2
n 1
+max(jyj; jzj)(n  1)2
n+1
 2
n+1
(n  1) (jy   zj+max(jyj; jzj))
unter Benutzung der Tatsache, daÿ

jxj
jx yj

 2 und

jxj
jx zj

 2.
q.e.d.
Dieses Lemma zeigt uns, daÿ der Kern unseres Operators wirklich mit der
Ordnung n gegen unendlich fällt. Die dadurch entstehenden Vorteile illustriert
am besten der Beweis des folgenden Satzes.
Satz 2.1.1 Nehmen wir an, daÿ z ein Punkt mit einer Umgebung U
r
(z), die für
ein gewisses r > 0 innerhalb des Komplementes der Abschlieÿung von 
 liegt,
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ist. Nehmen wir weiterhin an, daÿ f : 
 7! C`
0;n
eine hölderstetige Funktion
ist, für die gilt, daÿ für ein gewisses s 2 (0;1) jf(x)j  Cjxj
 s
für jedes x 2 

ist. Dann deniert der Operator
~
Tf(y) =
Z


K
z
(x; y)f(x)d

x
eine dierenzierbare Funktion über 
.
Beweis: Betrachten wir einen Punkt y 2 
. Für genügend groÿes r gilt
y 2 U
r
(0). Das bedeutet
Z


K
z
(x; y)f(x)d

x
=
Z

\U
r
(0)
K
z
(x; y)f(x)d

x
+
Z

nU
r
(0)
K
z
(x; y)f(x)d

x
:
Oensichtlich deniert
Z

\U
r
(0)
K
z
(x; y)f(x)d

eine dierenzierbare Funktion auf 
 \ U
r
(0).
Ausserdem, haben wir für r gröÿer als 2max(jxj; jyj)mittels der Abschätzung
(2.1)










Z

nU
r
(0)
K
z
(x; y)f(x)d

x










 C
Z
1
r
R
 1 s
dR;
für eine positive Konstante C. Es folgt sofort durch die gleichmäÿige Konvergenz,
daÿ das Integral
R

nU
r
(0)
K
z
(x; y)f(x)d

x
eine links-monogene Funktion in einer
Umgebung von y deniert.
q.e.d.
Da unser Ziel die Verallgemeinerung von Hilbertraummethoden ist, interes-
sieren uns die Abbildungseigenschaften des
~
T -Operators zwischen Sobolevräu-
men. Dazu betrachten wir den folgenden Satz:
Satz 2.1.2 Mögen z und 
 dieselben Bedingungen wie im vorherigen Satz er-
füllen. Dann ist der Operator
~
T , deniert durch
~
Tf =
Z


K
z
(x; y)f(x)d

x
eine beschränkte Abbildung aus dem Raum W
k
2
(
) in den Raum W
k+1
2
(
), k 2
IN [ f0g.
Beweis: Da wir wissen, daÿ der
~
T -Operator ein schwachsingulärer Integral-
operator ist, erhalten wir ( [MiP] Kapitel IX,7), daÿ
~
Tf eine dierenzierbare
44
L2
-Funktion ist, wenn nur f 2 L
2
(
). Betrachten wir nun den Operator
@
@y
i
~
T .
Für diesen Operator gilt
@
@y
i
~
Tf =
1
!
Z


0
@
e
i
  n(x
i
  y
i
)
(x y)
jx yj
2
jx  yj
n
 
e
i
  n(x
i
  z)
(x z)
jx zj
2
jx  zj
n
1
A
f(x)d

 
e
i
n
f(y):
Die Frage nach der Beschränktheit dieses Operators als ein Operator aus dem
Raum L
2
(
) in den Raum L
2
(
) bedeutet, daÿ wir uns den Operator
@
@y
i
~
Tf =
1
!
Z
IR
n
0
@
e
i
  n(x
i
  y
i
)
(x y)
jx yj
2
jx  yj
n
 
e
i
  n(x
i
  z
i
)
(x z)
jx zj
2
jx  zj
n
1
A
f(x)dIR
n
 
e
i
n
f(y):
als ein Operator von L
2
(IR
n
) nach L
2
(IR
n
) ansehen müssen. Es ist klar, daÿ wir
unseren Operator erhalten, wenn wir alle Funktionen aus L
2
(
) durch Null zu
Funktionen über dem ganzen Raume IR
n
fortsetzen und dann nach Anwendung
des Operators wieder auf das Gebiet 
 einschränken. Im Falle des Operators
über dem L
2
(IR
n
) brauchen wir uns nur das Symbol 
@
@y
i
~
T
() dieses Operator
anzusehen. Für dieses Symbol gilt die Formel

@
@y
i
~
T
() = 2
Z
S
(e
i
  n
0
i

0
)

ln
1
j cos j
+
i
2
sign cos 

dS

0
 
e
i
n
:
Unter Benutzung des Satzes von Calderon und Zygmund [MiP] erhalten wir
@
@y
i
~
T : L
2
(
) 7! L
2
(
):
Sei nun f 2 W
k
2
(
); k 2 IN. Da 
 einen hinreichend glatten Rand   hat,
können wir f stetig in den Raum W
k
2
(IR
n
) mit REf = f fortsetzen. Hierbei
bezeichnen wir mit E den Erweiterungsoperator und mit R den zugehörigen
Einschränkungsoperator [T]. Weiterhin können wir den Operator
~
T


in der Form
~
T


f = R
~
T
IR
n
Ef  R
~
T
IR
n
n

Ef:
schreiben. Vermöge der Theorie von Calderon und Zygmund [MiP] erhalten wir,
daÿ
@
@y
i
~
T
IR
n
ein beschränkter Operator vonW
k
2
(IR
n
) inW
k
2
(IR
n
) ist. Oensicht-
lich gilt dieselbe Aussage für
~
T
IR
n
:W
k
2
(IR
n
) 7! W
k+1
2
(IR
n
):
Damit bekommen wir die Beschränktheit des Operators R
~
T
IR
n
E : W
k
2
(
) 7!
W
k+1
2
(
).
Auf dieselbe Weise ergibt sich die Beschränktheit für den OperatorR
~
T
IR
n
n

E,
einem Integraloperator mit einem unendlich glatten Kern als einer Abbildung
von W
k
2
(
) in W
k+1;loc
2
(
). Unter Benutzung dieser Resultate wissen wir, daÿ
der Operator
~
T


eine stetige Abbildung von W
k
2
(
) in W
k+1;loc
2
(
) ist.
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Betrachten wir nun den push-forward-Operator H(;
~
T ) : W
k
2
(IR
n
) 7!
W
k
2
(IR
n
) unseres Operators
~
T [LaRoW]. Dieser Operator besitzt das Symbol
H(; x) =  i
x
jxj
2
welches zur Klasse
~
J
 1
gehört, d.h. zur Klasse aller klassischen
Symbole, die homogen von der Ordnung eins und unabhängig von x für hinrei-
chend groÿe x sind. Wenden wir nun Korollar 7.30 in [LaRoW] an, erhalten wir,
daÿ H(;
~
T ) :W
k
2
(IR
n
) 7! W
k+1
2
(IR
n
) stetig ist. Da H(;
~
T ) der push-forward
Operator von
~
T ist, erhalten wir ebenfalls, daÿ
~
T : W
k
2
(
) 7! W
k+1
2
(
) stetig
ist.
q.e.d.
Auÿerdem wissen wir, daÿ für alle Funktionen f 2 L
2
(
) die Gleichung
D
~
Tf = f
gilt, oder mit anderen Worten der
~
T -Operator ist ein rechtsinverser Operator
zu D.
Bemerkung 2.1.1 In derselben Weise wie beim Beweis zum Satz 1.3.1 läÿt
sich beweisen, daÿ der Operator
~
T :W
 1
2
(
) 7! L
2
(
)
ein beschränkter Operator ist.
Satz 2.1.3 Angenommen es sei f 2 W
k
2
(
); k 2 IN, dann gilt die Formel von
Borel und Pompeiu
~
F
 
f = f  
~
TDf;
wobei
~
F
 
f =
R
 
K
z
(x; y)(x)f(x)d 
x
und (x) ist die äuÿere Normale von  
im Punkt x.
Beweis: Bezeichnen wir mit D
IR
n
(
) den Raum aller Einschränkungen der
Funktionen aus C
1
0
(
) auf 
. Sei weiter  2 D
IR
n
(
). Betrachten wir einen
Punkt y 2 
 und die oene Kugel B
r
(0) um den Ursprung 0 mit dem Radius
r und dem Rand S
r
(0). Wenn r hinreichend groÿ ist, liegt y im Gebiet 
(r) =

 \ B
r
(0). Für dieses Gebiet gilt
~
F
@
(r)
(y) = (y) 
~
T

(r)
D(y):
Dies läÿt sich in der Form
Z
 \D(0;r)
K
z
(x; y)(x)(x)d 
x
=
(y) 
~
T

(r)
D(y) 
Z
S(0;r)\

K
z
(x; y)(x)(x)d 
x
:
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Daraus erhalten wir
lim
r!1
Z
 \D(0;r)
K
z
(x; y)(x)(x)d 
x
= (y)  lim
r!1
~
T

(r)
D(y)
  lim
r!1
Z
S(0;r)\

K
z
(x; y)(x)(x)d 
x
:
Nun gilt weiter
lim
r!1
Z
 \D(0;r)
K
z
(x; y)(x)(x)d 
x
=
Z
 
k(x; y)(x)(x)d 
x
und
lim
r!1
~
T

(r)
D(y) =
~
T


D(y):
Analog zum Beweis von Lemma 2.1.1 läst sich zeigen, daÿ das Integral
Z
S(0;r)\

K
z
(x; y)(x)(x)d 
x
für r 7! 1 verschwindet.
Damit erhalten wir unsere Borel-Pompeiu-Formel für  2 D(
). Unser Re-
sultat ergibt sich dann aus dem Dichtheitschluÿ.
q.e.d.
Bemerkung 2.1.2 Im Falle von C
1
(
)-Funktionen mit einem langsamen Fal-
len gegen unendlich ist die Formel von Borel und Pompeiu in [GKRSp] bewiesen.
Folgerung 2.1.1 Für den
~
F
 
-Operator gilt (k 2 IN)
~
F
 
:W
k+1=2
2
( ) 7! W
k
2
(
) \ kerD:
Beweis: Sei v 2 W
k+1=2
2
( ); k 2 IN. Dann existiert eine Funktion u 2
W
k
2
(
) mit tru = v. Unter Verwendung der Formel von Borel und Pompeiu
und Satz 2.1.2 erhalten wir F
 
v = u 
~
TDu 2 W
k
2
(
).
q.e.d.
Dies bringt uns zur Frage der Formeln von Plemelj und Sokhotzki.
Satz 2.1.4 Sei f 2 C
0;
( ); 0 <  < 1: Dann gilt für alle ~y 2  
(i) n:t:  lim
y!~y
y2

~
F
 
f(y) =
1
2
f(~y) +
1
2
~
S
 
f(~y);
(ii) n:t:  lim
y!~y
y2IR
n
n(


[U
"
(z))
~
F
 
f(y) =  
1
2
f(~y) +
1
2
~
S
 
f(~y);
wobei
~
S
 
f(~y) = 2
R
 
K
z
(x; ~y)(x)f(x)d 
x
, U
"
(z) eine hinreichend kleine Um-
gebung von z ist und n:t:  lim nicht-tangentialer Grenzwert bedeutet.
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Beweis: Die generelle Idee des Beweises ist eine Ausnutzung der Kennt-
nis der Plemelj-Sokhotzki-Formel über einem beschränkten Gebiet und der Ab-
schätzung der Integrale auÿerhalb dieses Gebietes. Wir wollen ihn hier nur für
die Formel (i) zeigen. Der Beweis von (ii) ist vollkommen analog.
Oensichtlich ist
~
S
 
: C
0;
( ) 7! C
0;
( ), 0 <  < 1, oder
~
S
 
: L
2
( ) 7!
L
2
( ), da für das Symbol des singulären Integrals von
~
S
 

~
S
 
() = i gilt.
Betrachten wir nun ~y 2  ; " > 0 und einen Punkt y 2 
, sowie die Kugelober-
äche S
r
(0), der Kugel B
r
(0) um den Ursprung mit dem Radius r = r(y). Wenn
r hinreichend groÿ ist, liegt y im Gebiet 
(r) = 
\B
r
(0). Sei nun f 2 C
0;
( ).
Dann existiert eine Funktion u 2 C
0;
(
) mit tru = f . Für diese Funktion u
gilt
~
F
 
u(y) =
Z
 \B
r
(0)
K
z
(x; y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; y)(y)u(y) d 
x
+
Z
 nB
r
(0)
K
z
(x; y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; y)( (x))u(x) d 
x
;
~
S
 
u(~y) =
Z
 \B
r
(0)
K
z
(x; ~y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; ~y)(x)u(x) d 
x
+
Z
 nB
r
(0)
K
z
(x; ~y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; ~y)( (x))u(x) d 
x
:
Da r hinreichend groÿ ist, haben wir





Z
 nB
r
(0)
K
z
(x; y)(x)u(x) d 
x





<
"
8
;





Z

\S
r
(0)
K
z
(x; y)( (x))u(x) d 
x





<
"
8
;





Z
 nB
r
(0)
K
z
(x; ~y)(x)u(x) d 
x





<
"
8
;





Z

\S
r
(0)
K
z
(x; ~y)( (x))u(x) d 
x





<
"
8
;
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wegen jK
z
(x; y)j < C
jy zj+max(jyj;jzj)
jj
n
nach Lemma 2.1.1. Damit erhalten wir





Z
 nB
r
(0)
K
z
(x; y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; y)( (x))u(x) d 
x
 
Z
 nB
r
(0)
K
z
(x; ~y)(x)u(x) d 
x
 
Z

\S
r
(0)
K
z
(x; ~y)( (x))u(x) d 
x





<
"
2
: (2.2)
Weiterhin folgt aus [GSp1], daÿ ein  > 0 existiert, so daÿ für alle y mit jy ~yj < 





Z
 \B
r
(0)
K
z
(x; y)(x)u(x) d 
x
+
Z

\S
r
(0)
K
z
(x; y)(x)u(x) d 
x
 
1
2
u(~y)
 
1
2
Z
 \B
r
(0)
K
z
(x; ~y)(x)u(x) d 
x
 
1
2
Z

\S
r
(0)
K
z
(x; ~y)(x)u(x) d 
x





<
"
2
: (2.3)
Aus (2.2) und (2.3) folgt nun
8" > 0 9 : j
~
F
 
u(y) 
1
2
u(~y) 
1
2
~
S
 
u(~y)j < " 8y : jy   ~yj < :
Da ~y 2   beliebig ist und f = tru gilt, erhalten wir unsere Formel (i).
q.e.d.
Ein ähnlicher Beweis ist in [GKRSp] enthalten. Unter Benutzung dieses Sat-
zes erhalten wir:
Folgerung 2.1.2 Unter Benutzung der Stetigkeit des Spur-Operators tr aus
dem Gebiet 
 zum Rand   (vgl. [W]) können wir unsere Formeln von Plemelj
und Sokhotzki auf den Fall der Sobolevräume W
l
2
( ); l > 0; in der Form
tr
~
F
 
f =
1
2
f +
1
2
~
S
 
f
für f 2 W
l
2
( ); l > 0; erweitern.
Beweis: Sei u 2 W
l
2
( ); l > 0. Dann existiert eine Folge u
n
von höldersteti-
gen Funktionen mit u
n
! u in W
l
2
( ); l > 0. Für diese Funktionen u
n
gilt nach
unserem vorherigen Satz
(tr
~
F
 
)u
n
=
1
2
(I +
~
S
 
)u
n
:
Dabei ist der Operator I +
~
S
 
eine stetige Abbildung des W
l
2
( ); l > 0, in den
W
l
2
( ); l > 0 ([MiP]).
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Unser Resultat ergibt sich nun aus dem Dichtheitsschluÿ.
q.e.d.
Diese Folgerung und Satz 2.1.4 bedeutet, daÿ
~
S
 
f(~y) = f(~y) notwendig und
hinreichend dafür ist, daÿ f(~y) Randwerte einer C`
0;n
-wertigen Funktion sind,
die linksmonogen in 
 ist.
Damit führen wir die Operatoren
P
 
=
1
2
(I +
~
S
 
) und Q
 
=
1
2
(I  
~
S
 
)
ein. P
 
und Q
 
besitzen die algebraischen Eigenschaften P
2
 
= P
 
, Q
2
 
= Q
 
,
und P
 
Q
 
= Q
 
P
 
= 0, d.h. P
 
und Q
 
sind Projektionsoperatoren. Für den
Beweis wollen wir nur anmerken, daÿ
~
S
2
 
= I gilt. Interessanterweise ist dabei
P
 
die Projektion in den Raum aller (hölderstetigen oder W
l
2
; l > 0;) C`
0;n
-
wertigen Funktionen, die sich linksmonogen in das Gebiet 
 fortsetzen lassen.
Eine ähnliche Aussage für Q
 
, wie sie auch im Falle eines beschränkten Gebietes
gilt, ist hier leider nicht möglich, da der
~
F
 
-Operator im Gebiet IR
n
n 
 ein
singulärer Operator ist.
Diese Untersuchungen ermöglichen uns nun ebenfalls eine orthogonale Zerle-
gung zu beweisen, die uns in die Lage versetzten wird, elliptische Randwertpro-
bleme analog zu der Herangehensweise von K. Gürlebeck und W. Spröÿig [GSp1]
zu behandeln.
Satz 2.1.5 Das rechte Hilbertmodul L
2
(
) erlaubt die orthogonale Zerlegung
L
2
(
) = kerD(
) \ L
2
(
)D(W
1
2

(
)) (2.4)
bzgl. des inneren Produktes
(u; v) =
Z


uvd
:
Beweis: Die rechtslinearen Mengen
X
1
= L
2
(
) \ kerD(
) und X
2
= L
2
(
)	X
1
sind Unterräume von L
2
(
). Für jedes u 2 L
2
(
) gilt
~
Tu 2 W
1
2
(
). Daraus
folgt es existiert eine Funktion v 2 W
1
2
(
) mit u = Dv. Sei u 2 X
2
. Dann haben
wir für alle g 2 X
1
Z


Dv g d
 = 0
und en detail für jedes l 2 IN
Z


Dv g
l
d
 = 0 (2.5)
mit
g
l
(x) =
(x  y
l
)
jx  y
l
j
n
 
(x  z)
jx  zj
n
l 2 IN; y
l
2 IR
n
n (
 [ U

(z));
50
wobei der Abstand dist(
; U

(z)) zwischen 
 und U

gröÿer Null ist. Oen-
sichtlich gilt g
l
2 kerD(
) \ L
2
(
). Weiterhin können wir annehmen, daÿ die
Menge fy
l
; l 2 INg dicht in IR
n
n (
 [ U

(z)) ist. Dann erhalten wir für jedes
y
l
2 IR
n
n (
 [ U

(z))
Z


Dv g
l
d

x
=
n
X
i=1;j=0
Z


e
i
@
@x
i
v
j
e
j
g
l
d

x
=  
n
X
i=1;j=0
Z



e
j

e
i
v
j
@
@x
i
g
l
d

x
+
n
X
i=1;j=0
Z
 

e
j

e
i
v
j

i
g
l
d 
x
=  
Z


v Dg
l
d

x
+
Z
 
v g
l
d 
x
=
Z
 
g
l
 v d 
x
=
Z
 

(y
l
  x)
jx  y
l
j
n
+
x  z
jx  zj
n

 v d 
x
=  !(
~
F
 
(tr v))(y
l
);
wobei tr v die Spur von v bedeutet. Unter Benutzung von Gleichung (2.5) ist
~
F
 
(tr v) = 0 in IR
n
n (
 [ U

(z)) . Daraus folgt tr v 2 imP
 
\W
1
2
2
( ). Dies be-
deutet, daÿ eine Funktion h 2 W
1
2
(
) \ kerD(
) existiert mit der Eigenschaft,
daÿ trh = tr v ist. Betrachten wir nun die Funktion w = v h 2 W
1
2

(
). Es gilt
Dw 2 D(W
1
2

(
)). Unsere Behauptung folgt nun aus u = Dv = Dw.
q.e.d.
Bemerkung 2.1.3 Bezüglich dieser Zerlegung des Raumes L
2
(
) erhalten wir
die Orthoprojektoren
P : L
2
(
) 7! L
2
(
) \ kerD
Q : L
2
(
) 7! D(

W
1
2
(
)):
Der Orthoprojektor Q besitzt die nützliche Eigenschaft, daÿ er den Raum
W
k
2
(
) in den Raum W
k;loc
2
(
) abbildet. Um dies zu beweisen, genügt es die
Gleichung Qf = f  Pf zu betrachten, wobei Pf 2 ker(
)  C
1
(
) gilt.
2.2 Lineare elliptische Randwertprobleme
Als ein erstes Beispiel eines elliptischen Randwertproblems der mathematischen
Physik sehen wir uns das Dirichletproblem für die Laplacegleichung an. Dieses
Problem ist das einfachste Beispiel eines solchen Randwertproblems und ist
in ausgezeichneter Weise dazu geeignet, das Wesen dieser Herangehensweise
zur Lösung solcher Probleme darzustellen. In den nachfolgenden Abschnitten
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werden wir uns dann komplizierteren Gleichungen wie dem Stokes- oder dem
Navier-Stokes-System zuwenden.
Nehmen wir an es sei f 2 W
k
2
(
); g 2 W
k+3=2
2
( ); k  0; und betrachten als
erstes das Problem der inhomogenen Gleichung mit homogenen Randbedingun-
gen
 u
1
= f in 
;
u
1
= 0 auf  : (2.6)
Da der Orthoprojektor Q den Raum W
k
2
(
) in den Raum W
k;loc
2
(
) abbildet,
sehen wir unmittelbar, daÿ die Funktion
~
TQ
~
Tf im Raum W
k+2;loc
2
(
) liegt.
Weiterhin gilt für die Spur dieser Funktion tr
~
TQ
~
Tf = 0, d.h. die Randwerte
dieser Funktion sind Null. Wenden wir nun   = DD auf diese Funktion an,
so wird unmittelbar klar, daÿ
~
TQ
~
Tf eine Lösung von (2.6) ist.
Benutzen wir nun dieses Resultat, um das Randwertproblem
 u
2
= 0 in 
;
u
2
= g auf   (2.7)
zu lösen. Da g 2 W
k+3=2
2
( ) ist, existiert eineW
k+2
2
-Erweiterung h mit trh = g.
Setzen wir nun u
2
= v + h, so transformiert sich das Randwertproblem (2.7) in
das Problem
 v = h in 
;
v = 0 auf  ;
daÿ vom selben Typ wie (2.6) ist.
Unsere Lösung des Randwertproblems (2.6) liefert uns v =
~
TQ
~
Th. Die
Anwendung der Formel von Borel und Pompeiu, von P = I Q und von DD =
  liefert uns v =  
~
TQDh +
~
TQ
~
F
 
Dh =  h +
~
TPDh +
~
F
 
h. Damit ergibt
sich u
2
= v + h =
~
F
 
g +
~
TPDh.
Da wir das allgemeine Randwertproblem
 u = f in 
;
u = g auf  ; (2.8)
so in die Randwertprobleme (2.6) und (2.7) zerlegen können, daÿ u = u
1
+ u
2
ist, wobei u
1
und u
2
die Lösungen der entsprechenden Randwertprobleme sind,
ergibt sich der folgende Satz:
Satz 2.2.1 Sei f 2 W
k
2
(
) und g 2 W
k+3=2
2
( ), k  0, dann besitzt das Di-
richletsche Randwertproblem für die Laplacegleichung
 u = f in 

u = g auf  
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eine Lösung u 2 W
k+2;loc
2
(
), gegeben durch
u =
~
F
 
g +
~
TPDh+
~
TQ
~
Tf;
wobei h eine W
k+2
2
-Erweiterung von g in das Gebiet 
 ist.
Wir weisen darauf hin, daÿ u =
~
F
 
g +
~
TPDh +
~
TQ
~
Tf die einzige Lösung
des Randwertproblems (2.8) ist.
Lemma 2.2.1 Im Fall k 2 IN [ f0g ist der Operator
tr
~
T
~
F
 
:W
k+1=2
2
( ) \ im P
 
7! W
k+3=2
2
( ) \ im Q
 
ein Isomorphismus.
Beweis: Oensichtlich gilt
(tr
~
T
~
F
 
)(W
k+1=2
2
( ))  W
k+3=2
2
( ):
Sei nun u 2 W
k+1=2
2
( ) \ im P
 
und tr
~
T
~
F
 
u = 0. Unser obiges Randwertpro-
blem liefert
~
T
~
F
 
u = 0 und
~
T
~
F
 
u 2 (ker)(
), woraus
~
F
 
u = 0 folgt. Nutzen
wir nun die Tatsache, daÿ für jedes u 2 im P
 
tr
~
F
 
u = u gilt, erhalten wir
u = 0. Sei weiterhin w 2 im Q
 
. Das bedeutet
~
F
 
w = 0. Dann existiert nach
Satz 2.2.1 eine Funktion v 2 (ker)(
) mit w = tr v. Die Formel von Borel und
Pompeiu liefert v =
~
TDv. Insbesondere gilt u =
~
F
 
tru, wenn u = Dv 2 kerD.
Daraus folgt v =
~
T
~
F
 
tru und somit w = tr
~
T
~
F
 
(tru) 2 im tr
~
T
~
F
 
.
q.e.d.
Nehmen wir an u 2 W
k
2
(
); k  1, und setzen P

=
~
F
 
(tr
~
T
~
F
 
)
 1
tr
~
T .
Ausgehend von der Tatsache, daÿ tr
~
Tu 2 W
k+1=2
2
( ) \ im Q
 
, erhalten wir
(tr
~
T
~
F
 
)
 1
tr
~
Tu 2 W
k 1=2
2
( ) \ im P
 
:
Die Abbildungseigenschaften von
~
F
 
bedeuten
P

u 2 W
k
2
(
) \ kerD:
Es ist leicht zu sehen, daÿ P
2

u = P

u. Das bedeutet auch (I  P

)
2
= (I  P

).
Weiterhin gilt
(I   P

)u = u  P

u = D(
~
Tu 
~
T
~
F
 
(tr
~
T
~
F
 
)
 1
tr
~
Tu):
Damit haben wir
tr(
~
Tu 
~
T
~
F
 
(tr
~
T
~
F
 
)
 1
tr
~
Tu) = 0:
Aufgrund der Eindeutigkeit unserer Orthoprojektoren P und Q erhalten wir:
Satz 2.2.2 Sei u 2 W
k
2
(
); k  1. Dann besitzen die Orthoprojektoren P und
Q die Darstellung
Pu =
~
F
 
(tr
~
T
~
F
 
)
 1
tr
~
Tu;
Qu = (I  
~
F
 
(tr
~
T
~
F
 
)
 1
tr
~
T )u:
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2.3 Das Stokes-System
In der mathematischen Theorie und der numerischen Analysis von Strömun-
gen viskoser inkompressibler Flüssigkeiten, die durch die nichtlinearen Navier-
Stokes-Gleichungen beschrieben werden, spielt die Untersuchung des linearen
Stokes-Systems eine entscheidende Rolle. Ohne Übertreibung kann gesagt wer-
den, daÿ nahezu jede oene Frage im Hinblick auf die Navier-Stokes-Gleichungen
(globale Existenz starker Lösungen, Eindeutigkeit und Regularität schwacher
Lösungen, Stabilität und asympotisches Verhalten) eng mit den qualitativen
und quantitativen Eigenschaften der Lösungen der Stokes-Gleichungen zusam-
menhängt.
In [GSp1] wird das Stokes-System in der Form
 u^+
1

grad p =


~
f in 
; (2.9)
div u^ = f
0
in 
; (2.10)
u^ = ~g auf   (2.11)
betrachtet. Dieses System beschreibt den stationären Fluÿ einer homogenen vis-
kosen Flüssigkeit für kleine Reynolds-Zahlen. u^ bezeichnet dabei die Geschwin-
digkeit und p den hydrostatischen Druck. Die skalare Funktion f
0
ist ein Maÿ
für die Kompressibilität der Flüssigkeit. Die Randbedingung (2.11) beschreibt
die Adhesion auf dem Rand des Gebietes für ~g = 0. Weiterhin bezeichnen wir
mit  die Dichte,  die Viskosität und
~
f den Vektor der äuÿeren Kräfte.
Bekanntermaÿen ist das System nur dann lösbar, wenn
R


f
0
d
 =
R
 
~gd 
gilt.
Eine vollständige Theorie für die Lösung der Stokes-Gleichungen in Sobolev-
RäumenW
k
p
(
) existierte bis Anfang der 90-er Jahre nur für den Fall beschränk-
ter Gebiete (L. Cattabriga [Cat] für n = 3, Galdi/Simader [GaSi] und Kozo-
no/Sohr [KoSo1], [KoSo2] für n  2). Erst seit dieser Zeit wurde auch der Fall
des Auÿengebietes intensiv betrachtet (siehe dazu [Va] und Referenzen darin).
Auÿerhalb dieser Betrachtungen benutzten K. Gürlebeck und W. Spröÿig er-
folgreich hyperkomplexe Methoden zur Entwicklung einer anderen Lösungstheo-
rie des Stokes-Systems in Sobolevräumen über beschränkten Gebieten. Insbeson-
dere erhielten sie, daÿ für gegebene Daten
~
f 2 L
2
(
); f
0
2 W
1
2
(
); g 2 W
3=2
2
( )
es exakt eine Lösung (u; p) mit u 2 W
2
2
(
) und p 2 W
1
2
(
) des Stokes-Problems
gibt. Die ist zwar auf den ersten Blick nicht so allgemein wie Cattabrigas Resul-
tat (f 2 L
p
(
); f
0
2 W
1
p
(
) und g 2 W
2 1=p
p
( )), aber sie erhielten zusätzlich
getrennte Lösungsdarstellungen für u und p. Auÿerdem läÿt sich ihre Methode,
wie im vorherigen Kapitel gezeigt, auch auf den allgemeinen L
p
-Fall verallge-
meinern.
Dies wirft natürlich auch die Frage auf, ob sich diese Herangehensweise auch
im Fall unbeschränkter Gebiete verwenden läÿt, zumal hier die Frage einer
Lösungtheorie in Sobolev-Räumen nicht leicht zu beantworten ist. So erhält
W. Varnhorn [Va], daÿ für f 2 L
p
(
); f
0
2 V
1;p
(
) und g 2 W
2 1=p
p
( ) ei-
ne Lösung u 2 V
2;p
(
); p 2 V
1;p
(
; IR) existiert. Dabei ist V
l;p
(
) := fv 2
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Lloc
p
(
)j jjr
l
vjj
L
p
< 1g. Diese Lösung ist im allgemeinen nicht eindeutig, da
z.B. u = (u
1
; u
2
; u
3
) und p deniert in 0 6= x = (x
1
; x
2
; x
3
) 2 IR
3
durch
u(x) := (jxj
3
  1)
0
@
x
3
  x
2
x
1
  x
3
x
2
  x
1
1
A
; p(x) = const
eine Lösung des homogenen Stokes-Problems
 u+ grad p = 0 in 
; div u = 0 in 
; u = 0 auf  
in V
2;r
(
)V
1;r
(
; IR) für 
 = IR
3
nB
1
(0) ist. Oensichtlich liegen aber weder
irgendeine der u
k
(k = 1; 2; 3) noch der partiellen Ableitungen @
i
u
k
(i 6= k) oder
der Druck p in irgendeinem L
p
(
) (1 < p <1).
Mit dem Fall unbeschränkter Gebiete haben sich auch Galdi/Simader [GaSi]
und Kozono/Sohr [KoSo2] beschäftigt. Die in diesen Arbeiten verwendete Me-
thode der Zerlegung des Problems in ein Problem über dem ganzen Raum und
in ein Problem über einem beschränkten Gebiet läÿt sich jedoch nur auf den
Fall eines Auÿengebietes anwenden.
Wir wollen im weiteren zeigen, wie hilfreich die Ausnutzung hyperkomplexer
Methoden bei der Bearbeitung solcher Probleme sein kann.
Nach [GSp1] können die Stokesschen Gleichungen in der hyperkomplexen
Schreibweise
 u+
1

Dp =


f in 
; (2.12)
ScDu = f
0
in 
; (2.13)
u = g auf  ; (2.14)
geschrieben werden.
Auf der einen Seite ist u^ = Vecu eine schwache Lösung des Systems (2.9)-
(2.11), falls u 2

W
1
2
(
); p 2 L
2
(
) eine Lösung des Systems (2.12)-(2.14) ist.
Auf der anderen Seite gilt, falls u^ eine schwache Lösung des Systems (2.9)-
(2.11) ist, dann existiert eine Funktion p 2 L
2
(
), so daÿ das Paar fu; pg mit
u = u^ das System (2.12)-(2.14) löst. Das bedeutet die beiden Systeme (2.9)-
(2.11) und (2.12)-(2.14) sind äquivalent.
Betrachten wir zunächst das System
 u+
1

Dp =


f in 
; (2.15)
ScDu = 0 in 
; (2.16)
u = 0 auf  : (2.17)
Dies ist ein Spezialfall des Systems (2.12)-(2.14) mit f
0
= 0 und g = 0.
Lemma 2.3.1 Sei f 2 W
 1
2
(
); p 2 L
2
(
). Dann besitzt jede Lösung des
Stokesschen Dierentialgleichungssystems (2.15)-(2.17) die Darstellung
u =


~
TQ
~
Tf  
1

~
TQp:
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Der Beweis dieses Lemmas ist volkommen analog zum Beweis von Lemma
(1.4.1).
Dieses Resultat liefert uns:
Satz 2.3.1 Das System der Stokesschen Gleichungen (2.15)-(2.17) besitzt für
f 2 W
 1
2
(
) eine eindeutige Lösung fu; pg in der Form
u+
1

~
TQp =


~
TQ
~
Tf;
die die Abschätzung
jjDujj
L
2
(
)
+
1

jjQpjj
L
2
(
)

p
2


jj
~
Tf jj
L
2
(
)
erfüllt.
Beweis: Bezeichnen wir mit M
2
(
) den Raum aller C`
0;n
-wertigen Funk-
tionen, die verallgemeinerte D-Ableitungen besitzen, welche im Raum W
 1
2
(
)
liegen. Der Raum QM
2
(
)  L
2
(
) erlaubt die orthogonale Zerlegung
QM
2
(
) = D(

W
1
2
(
) \ kerdiv )
Sc
L
2
(
; IR)
bzgl. des inneren Produktes
(u; v)
Sc
= Sc
Z


uvd
:
Der Beweis dieser orthogonalen Zerlegung verläuft in genau derselben Wei-
se wie der Beweis im Falle eines beschränkten Gebietes in [GSp2]. Sei nun
z 2 QM
2
(
), dann ist z =


Q
~
Tf . Aufgrund unserer orthogonalen Zerlegung
existieren u 2

W
1
2
(
) \ kerdiv und p 2 L
2
(
; IR), so daÿ
Du+
1

Qp =


Q
~
Tf
Wenden wir nun die Formel von Borel und Pompeiu an, erhalten wir
u+
1

~
TQp =


~
TQ
~
Tf:
Nach unserem vorherigen Lemma ist dies eine Lösung unseres Stokes' Problems
(2.15)-(2.17).
Da Du 2 im Q; ScDu = 0 und Vec p = 0, ergibt sich (Du;Qp)
Sc
=
(Du; p)
Sc
  (Du;Pp)
Sc
= 0. Damit haben wir
jjDujj
L
2
(
)
+
1

jjQpjj
L
2
(
)

p
2


jj
~
Tf jj
L
2
(
)
:
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Aus dieser Eigenschaft folgt auch die Eindeutigkeit unserer Lösung, wenn wir
beachten, daÿ für unbeschränkte Gebiete aus p
1
; p
2
2 L
2
(
) und D(p
1
 p
2
) = 0
folgt p
1
  p
2
= 0 bzw. p
1
= p
2
.
q.e.d.
Bemerkung 2.3.1 Im Gegensatz zum beschränkten Gebiet ([GSp1]
oder [GSp2]), wo hydrostatische Druck p bis auf eine reelle Konstante eindeutig
ist, haben wir hier die volle Eindeutigkeit.
Sei nun f 2 W
k
2
(
), k  0. Dann hat die einzige Lösung fu; pg von (2.15)-
(2.17) die Darstellung
u =


~
TVec
~
Tf  


~
TVec
~
F
 
(tr
~
TVec
~
F
 
)
 1
tr
~
TVec
~
Tf;
p = Sc
~
Tf   Sc
~
F
 
(tr
~
TVec
~
F
 
)
 1
tr
~
TVec
~
Tf:
Konsequenterweise haben wir u 2 W
k+2
2
(
)\

W
1
2
(
) und p 2 W
k+1
2
(
; IR). Der
Beweis dieser Darstellung ist vollkommen analog zum Beweis eines ähnlichen
Resultates in [GSp1] im Falle eines beschränkten Gebietes.
Wenn wir uns die allgemeine Situation (2.12)-(2.14) ansehen, haben wir zu
beachten, daÿ es unmöglich ist, die Funktionen f
0
und g unabhängig voneinander
zu wählen. Wir müssen immer die notwendige Bedingung
R


f
0
d
 =
R
 
gd 
erfüllen.
Auf der einen Seite, wenn wir f und f
0
gegeben haben, erhalten wir das
folgende System:
 u+
1

Dp =


f in 
;
ScDu = f
0
in 
;
u = tr
~
T
~
F
 
f
0
auf  :
Es sei bemerkt, daÿ die Lösung dieses Systems konstruiert werden kann, wenn
wir von der Lösung fu; pg des Systems (2.15)-(2.17) ausgehen. Damit erhalten
wir die Lösung fu
0
; p
0
g in der Form
u
0
= u+
~
Tf
0
;
p
0
= p  f
0
:
Auf der anderen Seite haben wir unter der Bedingung, daÿ f und g gegeben ist,
das System
 u+
1

Dp =


f in 
;
ScDu = ScPDh in 
;
u = g auf  ;
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wobei h die zugehörige glatte Erweiterung von g in das Gebiet 
 bezeichnet.
Die Lösung fu
0
; p
0
g ist gegeben durch
u
0
= u+
~
F
 
g +
~
TPDh;
p
0
= p;
wobei fu; pg die Lösung des Stokes-Systems (2.15)-(2.17) ist.
Bemerkung 2.3.2 Für den Fall, daÿ 
 Auÿengebiet eines beschränkten Ge-
bietes und g 2 W
3=2
2
(
); f = 0, f
0
= 0 ist, wurde in [Va] gezeigt, daÿ es genau
eine Lösung u 2 V
2;2
(
) \ C
1
(
); p 2 V
1;2
(
; IR) \ C
1
(
; IR) des Problems
(2.9)(2.11) gibt, die die Bedingung
r
k
u(x) = O(jxj
2 n k
); k = 0; 1
p(x) = O(jxj
1 n
)
erfüllt. DaW
2
2
(
)  V
2;2
(
) undW
1
2
(
; IR)  V
1;2
(
; IR) ist, fällt diese Lösung
mit unserer zusammen.
Wir wir bereits angesprochen haben, ist die Lösung des Stokes-Problems
wesentlich für die Behandlung des nichtlinearen Navier-Stokes-Problems. Wir
wollen nun demonstrieren, wie man ausgehend von unserer Lösung des Stokes-
Problems über unbeschränkten Gebieten auch Navier-Stokes-Probleme erfolg-
reich untersuchen kann. Dazu wählen wir als Beispiel die stationären Navier-
Stokes-Gleichungen über einem unbeschränkten Gebiet 
.
2.4 Das stationäre Navier-Stokes-Problem
Bei Untersuchungen in der Hydrodynamik und dem damit im Zusammenhang
stehenden Studium der instationären Navier-Stokes-Gleichungen spielt die Theo-
rie des stationären Problems eine wichtige Rolle. Speziell das Studium des Ver-
haltens der Lösungen der instationären Navier-Stokes-Gleichungen für t 7! 1
und das Verstehen von Turbulenzen wäre ohne die Lösung des stationären Pro-
blems undenkbar. Dieses Problem hat die folgende Form:
 u^+


(u^  grad)u^+
1

grad p =


^
f in 
; (2.18)
div u^ = 0 in 
; (2.19)
u^ = 0 auf   (2.20)
Dabei ist u^ die Geschwindigkeit des Feldes, p der hydrostatische Druck,  die
Dichte,  die Zähigkeit und
^
f der Vektor der äuÿeren Kräfte.
Dieses Problem erregte die Aufmerksamkeit der Mathematiker seit der Ar-
beit von Leray [Le] 1934, der die Existenz einer Lösung mit endlichem Dirichlet-
Integral des Problems (2.18)  (2.20) unter der zusätzlichen Bedingung u(x)! 0
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für jxj ! 0 (die sogenannte Leray-Lösung) im Fall des IR
3
zeigte. 1965 zeigte
R. Finn [Fi] (für kleine äuÿere Kräfte) die Existenz von Lösungen mit einem
räumlichen Fallen gegen unendlich der Ordnung jxj
 1
(sogenannte physikalisch
sinnvolle Lösungen) ebenfalls für den Fall n = 3. Er benutzte dabei ein Banach-
sches Kontraktionsprinzip.
In den letzten 10 Jahren beschäftigten sich eine bedeutende Zahl von Ma-
thematikern mit der Frage nach schwachen Lösungen bzw. Lösungen in L
p
- und
Sobolev-Raum-Skalen (vgl. Novotny/Padula [NoPa] und Referenzen darin).
Die Lösung des Systems (2.18)  (2.20) ist um einiges schwerer als das Stokes-
Problem, da über unbeschränkten Gebieten die Einbettungen der W
k
2
-Räume
nicht kompakt sind und der Operator des Problems im allg. kein Fredholm-
Operator ist [Tem]. Das Hauptproblem ist dabei, daÿ die Lösung dieses Problems
sehr stark von der Lösung des zugehörigen Stokes-Problems abhängig ist. So un-
tersuchten Borchers/Miyakawa [BorMiy] sowie Novotny/Padula [NoPa] (2.18) 
(2.20) für den Fall eines Auÿengebietes eines beschränkten Gebietes. Unter den
Bedingung, daÿ
^
f 2 ff 2 C
1
(
) : sup jxj
 1
jf j + sup jxj

jrf j < 1g hinrei-
chend klein ist, erhalten sie eine eindeutige Lösung u mit juj  C=jxj
 1
und
jruj  C=jxj

, wobei sich Novotny/Padula auf den Fall n = 3 beschränken. Da
diese Arbeiten auf der Lösung des zugehörigen Stokes-Problems [GaSi], [KoSo2]
basieren, war die Betrachtung allgemeiner unbeschränkter Gebiete nicht mög-
lich. S. Bernstein [Ber] löste diese Gleichung im IR
3
unter Verwendung gewich-
teter Räume, wobei dadurch nur Gebiete behandelt werden konnten, die in min-
destens einer Raumdimension beschränkt sind.
Wir wollen uns hier dem allgemeinen Fall eines unendlichen Gebietes mit
Hilfe der Lösung des Stokes-Problems widmen. Dazu können wir nach [GSp1]
das System (2.18)(2.20) in der hyperkomplexen Form
 u+


M(u) +
1

Dp = 0 in 
; (2.21)
ScDu = 0 in 
; (2.22)
u = 0 auf  ; (2.23)
mit M(u) = [Sc (uD)]u  f schreiben.
Betrachten wir zunächst den physikalisch interessanteren Fall n = 3 bzw.
n = 4. Hier haben wir den Vorteil, daÿ das Produkt zweier W
1
2
(
)-Funktionen
in L
2
(
) liegt.
Lemma 2.4.1 Der Operator M :

W
1
2
(
) 7! W
 1
2
(
) ist ein stetiger Operator.
Beweis: Betrachten wir zunächst den Operator M

(u) = [Sc (uD)]u. Dann
gilt
M

(u) =
X
i;j
u
i
@
i
u
j
=
X
i;j
@
i
(u
i
u
j
) 
X
i;j
(@
i
u
i
)u
j
:
Damit haben wir unseren Operator M

in zwei Operatoren M
1
(u) =
P
i;j
@
i
(u
i
u
j
) und M
2
(u) =
P
i;j
(@
i
u
i
)u
j
zerlegt, von denen M
1
:

W
1
2
(
) 7!
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W 1
2
(
) oensichtlich ein stetiger Operator ist, da das Produkt zweier W
1
2
(
)-
Funktionen in L
2
(
) liegt.
Nach [MazSha] 1.5. Satz 1 ist auch M
2
:

W
1
2
(
) 7! W
 1
2
(
) ein stetiger
Operator, d.h. M

:

W
1
2
(
) 7! W
 1
2
(
) ist ein stetiger Operator. Aus M(u) =
M

(u) f folgt sofort unsere Behauptung. Auÿerdem erhalten wir von [MazSha]
die Normabschätzung
jjM

(u)jj
W
 1
2
(
)
 Cjjujj
2
W
1
2
(
)
:
q.e.d.
Bemerkung 2.4.1 Die Behandlung des nichtlinearen Operators M ist ein ent-
scheidender Vorteil des hier dargestellten Verfahrens gegenüber dem üblichen
Verfahren der Verwendung gewichteter Räume [Ber] bei der Untersuchung von
Randwertproblemen partieller Dierentialgleichungen in unbeschränkten Gebie-
ten. Dort benötigt man nämlich für den Beweis der Stetigkeit des Operators
M eine Äquivalenz des entsprechenden gewichteten Raumes mit dem Raum

W
1
2
(
), die sich nur mit Hilfe der Poincaréschen Ungleichung beweisen läÿt.
Da diese jedoch nur in quasibeschränkten Gebieten gilt [A], d.h. in Gebieten,
die in mindesten einer Raumdimension beschränkt sind, ist die Behandlung der
stationären Navier-Stokes-Gleichung mit diesen Methoden auch nur in solchen
Gebieten möglich.
Bemerkung 2.4.2 Im Gegensatz zu der vorliegenden Betrachtung von M als
ein Operator von W
1
2
(
) nach W
 1
2
(
) untersuchen die Autoren in [GSp1]
und [NoPa] den nichtlinearen Anteil M(u) als eine Abbildung von W
1
2
(
) nach
L
q
(
). An der letzten Arbeit sieht man sehr gut die Schwierigkeiten, die eine
solche Betrachtung im Fall eines unbeschränkten Gebietes mit sich bringt. So
führen Novotny/Padula [NoPa] Räume der Form
X
2
= fu 2
^
H
1;q
(
) \W
k
q
(
); jxju 2 L
1
; jxj
2
juj 2 L
1
(
)g
mit 3=2 < q < 3; k = 0; 1; : : : ; und
^
H
1;q
(
) = C
1
0
(
)
jj
1;q
, j  j
1;q
= jjr  jj
L
q
(
)
,
ein. Sie können dann beweisen, daÿ
jM(u)j
 1;q
+ jjM(u)jj
W
k
q
(
)
 C(jjujj
2
X
2
+ jjf jj
W;W
k
q
(
)
)
wobei jjf jj
W;W
k
q
(
)
= jjW (jxj)f jj
L
1
(
)
+ jjf jj
W
k
q
(
)
für eine gewisse stetige, po-
sitive, wachsende Funktion W über [1;1) und j  j
 1;q
die Norm des zu
^
H
1;q
(
)
dualen Raumes ist.
Analog zum Stokeschen Problem erlaubt jede Lösung von (2.21)(2.23) die
Darstellung
u =  


~
TQ
~
TM(u) 
1

~
TQp
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und
Sc


Q
~
TM(u) +
1

ScQp = 0
für f 2 W
 1
2
(
) und p 2 L
2
(
; IR). Diese Lösungsdarstellung liefert uns analog
zum Stokes-Problem die Normabschätzung:
Lemma 2.4.2 Sei u 2

W
1
2
(
) \ ker div und p 2 L
2
(
; IR) eine Lösung des
Systems (2.21)(2.23). Dann gilt
jjDujj
L
2
(
)
+
1

jjQpjj
L
2
(
)



jj
~
TM(u)jj
L
2
(
)
: (2.24)
Damit können wir unser Problem (2.21)(2.23) mittels des folgenden Itera-
tionsverfahrens lösen:
u
n
=  
~
TQ
~
TM(u
n 1
) 
1

~
TQp
n
(2.25)
1

ScQp
n
=  ScQ
~
TM(u
n 1
) (2.26)
Dabei haben wir in jedem Schritt ein Stokes-Problem zu lösen, dessen eindeu-
tige Lösbarkeit wir bereits im vorherigen Abschnitt bewiesen haben. Es bleibt
für uns also nur noch die Konvergenz dieses Verfahrens zu zeigen. Betrachten
wir dazu die folgende Abschätzung, die auf (2.24) basiert,
jju
n
  u
n 1
jj
W
1
2
(
)
 jj
~
TQ
~
T (M(u
n 1
) M(u
n 2
))jj
W
1
2
(
)
+
1

jj
~
TQ(p
n
  p
n 1
)jj
W
1
2
(
)
 2C
1
jjM(u
n 1
) M(u
n 2
)jj
W
 1
2
(
)
;
wobei C
1
=


jj
~
T jj
[L
2
(
)\im Q;W
1
2
(
)]
jj
~
T jj
[W
 1
2
(
);L
2
(
)]
. Weiterhin gilt aufgrund
von Lemma 2.4.1
jj[Sc (uD)]ujj
W
 1
2
(
)
 C
2
jjujj
2
W
1
2
(
)
:
Damit haben wir
jjM(u
n 1
) M(u
n 2
)jj
W
 1
2
(
)
= jj[Sc (u
n 1
D)]u
n 1
  [Sc (u
n 2
D)]u
n 2
jj
W
 1
2
(
)
 jj((u
n 1
  u
n 2
)  grad)u
n 1
jj
W
 1
2
(
)
+jj(u
n 2
 grad)(u
n 1
  u
n 2
)jj
W
 1
2
(
)
 C
2
jju
n 1
  u
n 2
jj
W
1
2
(
)
(jju
n 1
jj
W
1
2
(
)
+ jju
n 2
jj
W
1
2
(
)
):
Wenn wir nun L
n
= 2C
1
C
2
(jju
n 1
jj
W
1
2
(
)
+ jju
n 2
jj
W
1
2
(
)
) setzen, erhalten wir
jju
n
  u
n 1
jj
W
1
2
(
)
 L
n
jju
n 1
  u
n 2
jj
W
1
2
(
)
(2.27)
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Weiterhin gilt:
jju
n
jj
W
1
2
(
)
 jj
~
TQ
~
TM(u
n 1
)jj
W
1
2
(
)
+
1

jj
~
TQp
n
jj
W
1
2
(
)
 2C
1
C
2
jju
n 1
jj
2
W
1
2
(
)
+ 2C
1


jjf jj
W
 1
2
(
)
Um zu sichern, daÿ jju
n
jj
W
1
2
(
)
 jju
n 1
jj
W
1
2
(
)
ist, betrachten wir
2C
1
C
2
jju
n 1
jj
2
W
1
2
(
)
+ 2C
1


jjf jj
W
 1
2
(
)
 jju
n 1
jj
W
1
2
(
)
, jju
n 1
jj
2
W
1
2
(
)
 
1
2C
1
C
2
jju
n 1
jj
W
1
2
(
)
+
1
C
2


jjf jj
W
 1
2
(
)
 0
,

jju
n 1
jj
2
W
1
2
(
)
 
1
4C
1
C
2

2

1
16C
2
1
C
2
2
 
1
C
2


jjf jj
W
 1
2
(
)
:
Ist nun


jjf jj
W
 1
2
(
)
 (16C
2
1
C
2
)
 1
, dann gilt




jju
n 1
jj
W
1
2
(
)
 
1
4C
1
C
2




W
mit W = [(4C
1
C
2
)
 2
  jjf jj
W
 1
2
(
)
=(C
2
)]
1=2
. Daraus erhalten wir für
jju
n 1
jj
W
1
2
(
)
die Bedingung:
(4C
1
C
2
)
 1
 W  jju
n 1
jj
W
1
2
(
)
 (4C
1
C
2
)
 1
+W
Ist nun jju
n 1
jj
W
1
2
(
)
 (4C
1
C
2
)
 1
 W , so gilt
jju
n
jj
W
1
2
(
)
 2C
1
C
2

1
4C
1
C
2
 W

2
+ 2C
1


jjf jj
W
 1
2
(
)

1
4C
1
C
2
 W:
Weiter erhalten wir aus
jju
n 2
jj
W
1
2
(
)

1
4C
1
C
2
 W (2.28)
und (2.27) die Abschätzung
jju
n
  u
n 1
jj
W
1
2
(
)
 4C
1
C
2

1
4C
1
C
2
 W

jju
n 1
  u
n 2
jj
W
1
2
(
)
 (1  4C
1
C
2
W )jju
n 1
  u
n 2
jj
W
1
2
(
)
und damit
L
n
 (1  4C
1
C
2
W ) =: L < 1
Wie man leicht sieht, läÿt sich die Beziehung (2.28) auf
jju
n 2
jj
W
1
2
(
)
< R :=
1
4C
1
C
2
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verbessern. In diesem Fall gilt
jju
n
  u
n 1
jj
W
1
2
(
)
 L
n
jju
n 1
  u
n 2
jj
W
1
2
(
)
mit L
n
< 1    für ein gewisses  > 0. Die Anwendung des Banachschen Fix-
punktsatzes resultiert dann in folgenden Satz:
Satz 2.4.1 Unser System (2.21)(2.23) besitzt eine eindeutige Lösung
(u; p) 2

W
1
2
(
) \ ker divL
2
(
) falls f 2 W
 1
2
(
) die Bedingung


jjf jj
W
 1
2
(
)
 (16C
2
1
C
2
)
 1
mit C
1
=


jj
~
T jj
[L
2
(
)\im Q;W
1
2
(
)]
jj
~
T jj
[W
 1
2
(
);L
2
(
)]
erfüllt. Für jede Funktion
u
0
2

W
1
2
(
) \ ker div mit
jju
0
jj
W
1
2
(
)
 min((2C
1
C
2
)
 1
; 1=(4C
1
C
2
) +W );
W = [(4C
1
C
2
)
 2
 jjf jj
W
 1
2
(
)
=(C
2
)]
1=2
, konvergiert unser Iterationsverfahren
(2.25).
Bemerkung 2.4.3 Für den Fall eines quasibeschränkten Gebietes 
  IR
3
erhielt S. Bernstein [Ber] für hinreichend kleines f 2 L
6=5
(
) eine Lösung
(u; p) 2

w
1
2;0
(
)\ker div(
)L
2
(
). Aufgrund der Poincaréschen Ungleichung
und der Einbettung L
6=5
(
) ,!W
 1
2
(
) ist dieser Fall in unserem enthalten.
Betrachten wir nun den Fall n > 4. Das Problem ist analog zum Fall n = 3
bzw. n = 4 wieder die Untersuchung des nichtlinearen Anteils M(u). Dies stellt
in diesem Fall jedoch ein groÿes Problem dar. Eine Herangehensweise wie im
vorherigen Fall unter Benutzung von [MazSha] ist in diesem Fall nicht möglich,
da für n > 4 das Produkt zweier W
1
2
(
)-Funktionen nicht in L
2
(
) liegt.
Eine direkte Herangehensweise wie in [GSp1] oder [Ber] könnte einen Aus-
weg darstellen und liefert uns zunächst Aussagen zur Stetigkeit von M(u) bzw.
M

(u). Für diese Überlegungen benötigen wir erst einmal ein Ergebnis aus dem
Sobolevschen Einbettungssatz [A]:
Lemma 2.4.3 Die Einbettung
W
1
2
(
) ,! L
q
(
)
ist für 2  q  2n=(n  2) stetig.
Unter Benutzung dieses Resultates läÿt sich Lemma 4.96 aus [GSp2] auf
unseren Fall verallgemeinern.
Lemma 2.4.4 Sei u 2

W
1
2
(
), 1 < r  n=(n  1). Dann gilt
jjM

(u)jj
L
r
(
)
= jj[Sc (uD)]ujj
L
r
(
)
 Cjjujj
2
W
1
2
(
)
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Beweis: Unter Benutzung der Hölder-Ungleichung erhalten wir
jjM

(u)jj
r
L
r
(
)

n
X
i;j=1
Z


ju
i
@
i
u
j
j
r
d


n
X
i;j=1
jju
i
jj
r
L
q
(
)
jj@
i
u
j
jj
r
L
2
(
)

n
X
i;j=1
~
C
r
jju
i
jj
r
W
1
2
(
)
jju
j
jj
r
W
1
2
(
)
 n
2
~
C
r
jjujj
2r
W
1
2
(
)
;
wobei 2 < q < 2n=(n  2), r = 2q=(q + 2) und
~
C die Einbettungskonstante von
W
1
2
(
) nach L
q
(
) ist.
q.e.d.
Wir erhalten also eine Aussage für die Stetigkeit unseres nichtlinearen Ope-
rators M

und damit auch von M von

W
1
2
(
) nach L
r
(
), 1 < r  n=(n  1).
Leider ist eine Weiterführung dieser Ideen nicht möglich. Das Hauptpro-
blem ist dabei der
~
T -Operator. Für die entsprechenden Normabschätzungen
nach [GSp1] würden wir den
~
T -Operator als einen beschränkten Operator von
L
r
(
), 1 < r < n=(n  1) nach L
2
(
) benötigen. Eine Eigenschaft, die zumin-
dest für den üblichen T -Operator für n > 4 in unbeschränkten Gebieten nicht
gilt [St].
Für eine ähnliche Herangehensweise wie beim vorherigen Fall benötigen wir
noch eine entsprechende Einbettung L
r
(
) 7! W
 1
2
(
).
Aus der Cauchy-Schwarzschen Ungleichung




Z


fud





 jjf jj
L
r
(
)
jjujj
L
q
(
)
ergibt sich sofort für u 2

W
1
2
(
) aufgrund von Lemma 2.4.3 die Einbettung
L
r
(
) ,!W
 1
2
(
)
für 2n=(n+ 2)  r  2.
Leider gilt n=(n   1) < 2n=(n+ 2) für n > 4, so daÿ uns diese Einbettung
nicht hilft.
Einen Ausweg aus diesem Dilemma könnte die Verallgemeinerung unserer
Überlegungen zur direkten Zerlegung des L
r
(
), 1 < r < 1, im Fall des be-
schränkten Gebietes auf den hier vorliegenden Fall eines unbeschränkten Gebie-
tes sein. Eine solche Verallgemeinerung würde uns von der Notwendigkeit des
Festhaltens an den W
k
2
(
)-Räumen befreien.
Allerdings sind die damit verbundenen Schwierigkeiten insbesondere auf-
grund des Fehlens stetiger Einbettungen für die L
r
-Raum-Skala nicht zu unter-
schätzen.
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Kapitel 3
Elliptische Randwertprobleme
höherer Ordnung
Bis jetzt haben wir die hyperkomplexe Funktionentheorie nur zur Lösung von
Randwertproblemen partieller Dierentialgleichungen zweiter Ordnung verwen-
det. In diesem Abschnitt wollen wir zeigen, daÿ wir mit ihrer Hilfe auch Rand-
wertprobleme höherer Ordnung untersuchen können und unter Benutzung unse-
rer Idee der Modikation von Potentialen sogar über unbeschränkten Gebieten.
Wir werden diese Möglichkeiten anhand der wichtigsten partiellen Dieren-
tialgleichung höherer Ordnung, der biharmonischen Gleichung, diskutieren. Be-
trachten wir zunächst den Fall des beschränkten Gebietes.
3.1 Die biharmonische Gleichung über beschränk-
ten Gebieten
Wir werden im weiteren ein System von biharmonischen Gleichungen, die durch
Randbedingungen gekoppelt sind, mit Hilfe hyperkomplexer Ideen untersuchen.
Zur Vorbereitung dieser Untersuchungen benötigen wir einen Satz über spezi-
elle Erweiterungen von Vektorfunktionen, die auf dem Rand unseres Gebietes
deniert sind.
Satz 3.1.1 Sei 
 ein beschränktes Gebiet,   = @
. Für jedes Paar von Funk-
tionen w
1
2 W
3
2
2
( ); w
2
2 W
1
2
2
( ) existiert eine Fortsetzung h 2 W
2
2
(
) mit
hj
 
= w
1
und Dhj
 
= w
2
.
Bemerkung 3.1.1 Die Existenz dieser Fortsetzungen ist nicht oensichtlich,
da unsere Randbedingungen normale und tangentiale Komponenten enthalten.
Beweis: Für jede Funktion u 2 W
2
2
(
) gelten die folgenden Greenschen
Formeln
u(z) +Ku(z) = V

Du(z) + F
 
u(z)
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und
u(z) +Ku(z) = V
@u
@
(z) 
1
(n  1)!
Z
 
@
@
1
j   zj
n 1
u() d 

;
mit V f(x) =
1
(n 1)!
R
 
1
jx yj
n 1
f(y) d 
y
. Wenn wir diese beiden Gleichungen
gleichsetzen, erhalten wir
V

Du(z) + F
 
u(z) = V
@u
@
(z) 
1
(n  1)!
Z
 
@
@
1
j   zj
n 1
u() d 

:
Betrachten wir nun z 7! z
0
2  . Unter Ausnutzung der Formeln von Plemelj und
Sokhotzki, der Sprungformel für das Doppelschichtpotential und der Stetigkeit
des Einfachschichtpotentials beim Durchgang durch den Rand erhalten wir die
Randintegralgleichung
V

Du(z
0
) +
1
2
u(z
0
) +
1
2
S
 
u(z
0
) = V
@u
@
(z
0
) +
1
2
u(z
0
)
 
1
(n  1)!
Z
 
@
@
1
j   z
0
j
n 1
u() d 

:
Mit anderen Worten wir haben
V
@u
@
= g;
wenn wir u = w
1
und Du = w
2
auf dem Rand   setzen. Weiterhin bekommen
wir mittels der bekannten Abbildungseigenschaften der obigen Randoperatoren
g 2 W
3
2
2
( ).
Für das weitere benötigen wir die Invertierbarkeit von V als einer Abbildung
von W
1
2
2
( ) nach W
3
2
2
( ). In [Cos] wurde bewiesen, daÿ
V :W
 
1
2
2
( ) 7! W
1
2
2
( )
ein invertierbarer Operator ist. Auÿerdem haben wir das bekannte Ergebnis von
Ne£as [N], daÿ der Operator
N : uj
 
7!
@u
@
j
 
stetig zwischen W
s
2
( ) 7! W
s 1
2
( ); s 
1
2
, ist.
Betrachten wir nun das Problem u = 0; uj
 
= g; g 2 W
s
2
( ); s 
1
2
. Mit
Hilfe der üblichen Argumente der Potentialtheorie ist es leicht einzusehen, daÿ
u = V v mit v =

@u
@

(

@u
@

bedeutet dabei der Sprung von
@u
@
). Das Resultat
von Ne£as liefert uns v 2 W
s 1
2
( ); s 
1
2
, so daÿ wir die Invertierbarkeit von
V als einer Abbildung zwischen W
s 1
2
( ) 7! W
s
2
( ); s 
1
2
, erhalten.
Benutzen wir nun obige Resultate, können wir
@u
@
j
 
berechnen. Wir weisen
darauf hin, daÿ eine W
2
2
(
)-Fortsetzung h mit hj
 
= uj
 
= w
1
existiert und
@h
@
j
 
=
@u
@
j
 
. Auÿerdem hat diese Fortsetzung h
h(z) +Kh(z) = V
@u
@
(z) 
1
(n  1)!
Z
 
@
@
1
j   zj
n 1
u() d 

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und
h(z) +Kh(z) = V

Dh(z) + F
 
u(z):
zu erfüllen.
Unter Benutzung derselben Ideen wie oben haben wir
V

Dh(z
0
) +
1
2
u(z
0
) +
1
2
S
 
u(z
0
) = V
@u
@
(z
0
) +
1
2
u(z
0
)
 
1
(n  1)!
Z
 
@
@
1
j   z
0
j
n 1
u() d 

:
Damit erhalten wir
V

Dh = V

Du:
Analog zum Beweis der Invertierbarkeit von V können wir beweisen, daÿ V

auch invertierbar ist. Hieraus erhalten wir leicht unsere Behauptung, da
Dh = Du = w
2
auf  
gilt.
q.e.d.
Jede biharmonische Funktion besitzt die Integraldarstellung
u(z) =
1
(n  2)!
Z
 
1
j   zj
n 2
D(u) d  
1
(n  2)!
Z
 
(   z)
j   zj
n 1
u d 
 V

Du(z) + F
 
u(z):
Wenn wir die Spuren von u und Du betrachten, erhalten wir die folgenden
Randintegralgleichungen (z
0
2  )
u(z
0
) =
1
(n  2)!
Z
 
1
j   z
0
j
n 2
D(u) d 
 
1
(n  2)!
Z
 
(   z
0
)
j   z
0
j
n 1
u d   V

Du(z
0
)
+
1
2
u(z
0
) +
1
2
S
 
u(z
0
); (3.1)
Du(z
0
) =  
1
(n  2)!
Z
 
(   z
0
)
j   z
0
j
n 1
D(u) d   V

u(z
0
)
 
1
2
Du(z
0
) 
1
2
S
 
Du(z
0
):
Betrachten wir nun alle biharmonischen Funktionen u, die auch harmonisch
sind. Ausgehend von (3.1) bedeutet das
u(z
0
) = V

Du(z
0
) +
1
2
u(z
0
) +
1
2
S
 
u(z
0
);
Du(z
0
) =
1
2
Du(z
0
) +
1
2
S
 
Du(z
0
):
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oder mit anderen Worten

u
Du

=

P
 
V

0 P
 

u
Du

:
Damit können wir die Projektionen
P

 
=

P
 
V

0 P
 

und
Q

 
=

Q
 
 V

0 Q
 

ableiten.
Führen wir nun den Randoperator
F

 
u =
 
F
 
u V

u

ein, haben wir eine Borel-Pompeiu-ähnliche Formel für den Laplaceoperator in
der Form
F

 
Tr u = u Ku (3.2)
mit der verallgemeinerten Spur Tr u =

tr u
tr Du

.
Schauen wir uns nun alle Lösungen des Problems

2
u = 0 in 

Tr u = g auf   (3.3)
an.
Satz 3.1.2 Sei k 2 IN[f0g; g 2 W
k+7=2
2
( )W
k+5=2
2
( ); dann hat das Problem
(3.3) die Lösung u 2 W
k+4
2
(
)
u = F

 
g +KP

h;
wobei h eine beliebige W
k+4
2
-Fortsetzung von g ist.
Beweis: Da g 2 W
k+7=2
2
( ) W
k+5=2
2
( ) existiert ein h 2 W
k+4
2
(
) mit
Tr h = g.
Sei nun u = v + h, dann hat unser Problem (3.3) die Form

2
v = 
2
h in 

Tr v = 0 auf   (3.4)
Oensichtlich hat (3.4) eine Lösung v 2 W
k+4
2
(
) in der Form
v =  KQ

K
2
h:
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Unter Benutzung von (3.2) erhalten wir
v =  KQ

h+KQ

F

 
h
=  Kh+KP

h =  h+ F

 
h+KP

h:
Auÿerdem gilt
v + h = F

 
g +KP

h
und damit
u = F

 
g +KP

h:
q.e.d.
Folgerung 3.1.1 Das Problem

2
u = f in 

Tr u = g auf   (3.5)
mit f 2 W
k
2
(
) und g 2 W
k+7=2
2
( )  W
k+5=2
2
( ); k 2 IN [ f0g; besitzt eine
Lösung mit der Darstellung
u = F

 
g +KP

h+KQ

Kf;
wobei h eine W
k+4
2
-Fortsetzung von g ist.
Folgerung 3.1.2 Angenommen es gelte f 2 W
k
2
(
) und g 2 W
k+7=2
2
( ) 
W
k+5=2
2
( ); k 2 IN [ f0g, dann ist das Randwertproblem (3.5) eindeutig lösbar.
Beweis: Betrachten wir das Randwertproblem f
2
u = 0;Tr u = 0g. Aus-
gehend von unserer Borel-Pompeiu-ähnlichen Formel für den Laplace-Operator
und der Tatsache, daÿ u 2 im Q

, erhalten wir u = Ku = KQ

u: Unter
Benutzung, daÿ u harmonisch ist, folgt u = Ku = KP

u. Wir haben nun
P

u = Q

u, woraus u = 0 und damit konsequenterweise u = 0 folgt.
q.e.d.
Satz 3.1.3 Nehmen wir an k 2 IN [ f0g. Dann ist der Operator
Tr KF

 
:W
k+3=2
2
( )W
k+1=2
2
( )\im P

 
7! W
k+7=2
2
( )W
k+5=2
2
( )\im Q

 
ein Isomorphismus.
Der Beweis dieses Satzes nutzt die gleichen Ideen wie der Beweis von Lem-
ma 2.2.1. Konsequenterweise erhalten wir analog zu diesem Fall eine algebraische
Darstellung des Projektors P

.
Folgerung 3.1.3 Der Orthoprojektor P

besitzt die algebraische Darstellung
P

f = F

 
(Tr KF

 
)
 1
TrKf
für jede Funktion f 2 W
k
2
(
); k 2 IN.
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3.2 Die biharmonische Gleichung über unbe-
schränkten Gebieten
Werfen wir noch einen speziellen Blick auf den Fall des unbeschränkten Gebie-
tes. Wie beim Fall partieller Dierentialgleichungen zweiter Ordnung ist auch
hier wieder das Problem der Unbeschränktheit der Rechtsinverse, in diesem Fall
des Volumenpotentials. Nur das hier das Problem etwas schwieriger ist als beim
T -Operator. Das Fallen des Kernes gegen unendlich ist von der Ordnung n  2.
Wenn wir dieselbe allgemeine Idee der Nutzung von Korrekturtermen wie im Fall
des T -Operators anwenden wollen, brauchen wir einen Korrekturterm, der har-
monisch ist und der uns ein um zwei Ordnungen besseres Fallen des korrigierten
Kernes gegenüber dem üblichen Kern liefert. Eine Möglichkeit ist das Subtra-
hieren endlich vieler Terme der Taylorentwicklung der Fundamentallösung [Ka].
Die damit verbundenen Schwierigkeiten sind allerdings nicht zu unterschätzen.
Eine andere Möglichkeit besteht darin, die Probleme mit dem Volumen-
potential komplett zu vergessen. Wir können nämlich die Faktorisierung des
Laplace-Operators durch den Dirac-Operator benutzen. Das bedeutet, daÿ wir
den Operator
~
T
~
T als Rechtsinverse von  benutzen können.
Auf den ersten Blick klingt das etwas paradox. Wir nutzen zwei Integralope-
ratoren anstatt von einem?
Aber wir sollten uns erinnern, daÿ wir nahezu alles über
~
T wissen, z.B. Ab-
bildungseigenschaften und Randverhalten, und das ist alles, was wir benötigen,
zumindest für den analytischen Teil.
Wir wollen dies an zwei Beispielen illustrieren, die in vorzüglicher Weise zei-
gen, daÿ wir mit unserer Methode die Lösungen solcher Probleme geradezu nach
dem Baukastenprinzip analog zur Lösung der Laplacegleichung (2.8) gewinnen
können.
Satz 3.2.1 Sei f 2 W
k
2
(
), w
1
2 W
k+7=2
2
( ) und w
2
2 W
k+3=2
2
( ), k  0,
dann hat das Problem

2
u = f in 

u = w
1
auf  
u = w
2
auf   (3.6)
eine eindeutige Lösung in der Form
u =
~
F
 
w
1
+
~
TPDh+
~
TQ
~
T
~
F
 
w
2
 
~
TQ
~
T
~
TPDh 
~
TQ
~
T
~
TQ
~
Tf;
wobei h eine W
k+4
2
-Erweiterung von w
1
und w
2
ist.
Beweis: Betrachten wir zunächst das Problem

2
u = f in 

u = 0 auf  
u = 0 auf   (3.7)
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Wie wir leicht sehen, ist
u =
~
TQ
~
T
~
TQ
~
Tf
eine Lösung dieses Randwertproblems, denn 
2
u = DDDDu = f . Speziell für
die Randwerte gilt, da Qg für jedes g 2 L
2
(
) immer die Darstellung Dv mit
v 2

W
1
2
(
) gestattet,
tru = tr
~
TDv = tr v   tr
~
F
 
v = 0
bzw.
tru = tr
~
TQ
~
T
~
TDv =   trDD
~
TQ
~
T
~
TDv = tr
~
TDv = tr v   tr
~
F
 
v = 0;
da jedesmal tr v = 0 gilt.
Dieses Resultat können wir nun zur Lösung des Randwertproblems

2
u = 0 in 

u = w
1
auf  
u = w
2
auf   (3.8)
benutzen, wobei sich dann die allgemeine Lösung aus den Lösungen beider Rand-
wertprobleme zusammensetzt. Dazu benötigen wir jedoch die Existenz einer
Fortsetzung h unserer Randdaten w
1
und w
2
. Der Beweis dieser ist jedoch ganz
einfach. Wir setzen w
2
nach innen als W
2
2
-Funktion fort und haben damit das
Problem unserer Fortsetzung auf das Problem der Lösung der Laplacegleichung
mit Dirichlet-Daten (2.8) zurückgeführt, woraus die Existenz (und sogar eine
Darstellung) von h folgt.
Setzen wir nun u = v + h, erhalten wir das Randwertproblem

2
v =  
2
h in 

v = 0 auf  
v = 0 auf  ;
das die Lösung
v =  
~
TQ
~
T
~
TQ
~
T
2
h
besitzt. Nun gilt
v =  
~
TQ
~
T
~
TQ
~
T
2
h =  
~
TQ
~
T
~
TQ
~
TDDDDh
Die Anwendung der Borel-Pompeiu-Fomel
~
TD = I  
~
F
 
liefert
v =  
~
TQ
~
T
~
TQDDDh+
~
TQ
~
T
~
TQ
~
F
 
DDDh:
Da Q
~
F
 
f = 0 (
~
F
 
f  kerD) für alle f 2 W
1=2
2
( ) und Q = I  P erhalten wir
v =  
~
TQ
~
T
~
TDDDh+
~
TQ
~
T
~
TPDDDh
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bzw.
v =  
~
TQ
~
T
~
TDDDh 
~
TQ
~
T
~
TPDh:
Eine erneute Anwendung der Borel-Pompeiu-Formel liefert
v =  
~
TQ
~
TDDh 
~
TQ
~
T
~
F
 
h 
~
TQ
~
T
~
TPDh:
Im ersten Term können wir wieder die Borel-Pompeiu-Formel anwenden:
v =  
~
TQDh+
~
TQ
~
F
 
Dh 
~
TQ
~
T
~
F
 
h 
~
TQ
~
T
~
TPDh
und erhalten mit derselben Argumentation wie am Anfang unserer Rechnung
v =  h+
~
F
 
h+
~
TPDh 
~
TQ
~
T
~
F
 
h 
~
TQ
~
T
~
TPDh:
Unter Verwendung, daÿ trh = w
1
und trh = w
2
, bekommen wir
v + h =
~
F
 
w
1
+
~
TPDh 
~
TQ
~
T
~
F
 
w
2
 
~
TQ
~
T
~
TPDh:
Damit erhalten wir für die Lösung unseres Randwertproblems (3.8) bezüglich u
u = v + h =
~
F
 
w
1
+
~
TPDh 
~
TQ
~
T
~
F
 
w
2
 
~
TQ
~
T
~
TPDh:
Die Lösung unseres allgemeinen Randwertproblems (3.6) ergibt sich nun aus
den Lösungen unserer Randwertprobleme (3.7) und (3.8).
q.e.d.
Wir haben diese Rechnung so ausführlich gemacht, um zu zeigen, daÿ in dieser
Theorie die Lösung solcher Probleme fast wie ein Algorithmus abläuft. Wir ge-
hen vom inhomogenen Randwertproblem mit homogenen Randdaten aus und
basteln uns eine Lösung unter Verwendung von
~
T und unserer Projektoren Q
bzw. Q

, wobei wir die Darstellung der entsprechenden Teilräume im Q und
im Q

als D(

W
1
2
(
)) bzw. (

W
2
2
(
)) zur Erfüllung der Randbedingungen
verwenden. Dies passiert im allgemeinen auf eine geradlinige Art und Weise.
Wir nehmen unsere Dierentialgleichung, z.B. 
2
u = f , stellen sie mit Hilfe
unseres Operators D dar (DDDDu = f) und konstruieren eine Lösung unter
Verwendung von
~
T (u =
~
T
~
T
~
T
~
Tf). Danach fügen wir an den Stellen die Pro-
jektoren Q bzw. Q

ein, an denen wir die homogenen Randbedingungen erfüllt
haben wollen (unter Berücksichtigung der Borel-Pompeiu-Formel), so z.B. bei
tru = 0, tru =  DDu in der Form u =
~
TQ
~
T
~
TQ
~
Tf .
Dann führen wir das homogene Randwertproblemmit inhomogenen Randbe-
dingungen unter Verwendung einer Fortsetzung h der Randdaten auf das inho-
mogene Randwertproblem mit homogenen Randdaten zurück. Dies ist zugleich
die eigentliche Schwierigkeit in diesem Algorithmus (die andere, daÿ Basteln
der Lösung des inhomogenen Problems erfordert eigentlich nur etwas Kreativi-
tät). Wir müssen uns den entsprechenden Fortsetzungssatz entweder besorgen
oder beweisen, was im Einzelfall extrem schwierig sein kann. Der Rest ist dann
nichts weiter als eine wiederholte Anwendung der Borel-Pompeiu-Formel und
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der entsprechenden Eigenschaften der Projektoren, wobei wir die Lösung des
allgemeinen Randwertproblems am Ende aus der Lösung des homogenen und
des inhomogenen Randwertproblems zusammensetzen.
Wir wollen dies noch einmal an folgendem Beispiel illustrieren, wobei wir 

als Auÿengebiet eines beschränkten Gebietes wählen, um zu zeigen, daÿ auch
dieser in der Praxis so wichtige Fall mit dieser Methode leicht zu behandeln ist.
Weiter wählen wir als Randdaten tru und trDu. Dadurch läÿt sich sehr schön
die Wirkung des Projektors Q

zeigen.
Satz 3.2.2 Sei 
 das Auÿengebiet eines beschränkten Gebietes G.
Wenn f 2 W
k
2
(
), w
1
2 W
k+7=2
2
( ) und w
2
2 W
k+5=2
2
( ), k  0, dann hat das
Problem

2
u = f in 

u = w
1
auf  
Du = w
2
auf  
eine eindeutige Lösung
u =
~
F
 
w
1
+
~
T
~
F
 
w
2
 
~
T
~
TP

h+
~
T
~
TQ

~
T
~
Tf;
wobei h eine W
k+4
2
-Erweiterung von w
1
und w
2
ist.
Beweis:Wie bereits oben beschrieben, betrachten wir zunächst das inhomogene
Problem mit homogenen Randdaten

2
u = f in 

u = 0 auf  
Du = 0 auf  :
Dann erhalten wir eine Lösung in der Form
u =
~
T
~
TQ

~
T
~
Tf:
Wir gehen dabei wieder von der Gleichung u =
~
T
~
T
~
T
~
Tf aus und fügen zur
Erfüllung der Randbedingungen den Projektor Q

ein. Da für jede Funktion
g 2 L
2
(
) Q

g eine Darstellung v =  DDv mit v 2

W
2
2
(
) besitzt, gilt
tru = tr
~
T
~
Tv =   tr
~
T
~
TDDv:
Eine zweimalige Anwendung der Borel-Pompeiu-Formel liefert
tru =   tr v + tr
~
F
 
v + tr
~
T
~
F
 
Dv = 0;
da tr v = 0 und trDv = 0. Damit können wir wieder das homogene Randwert-
problem mit inhomogenen Randwerten

2
u = 0 in 

u = w
1
auf  
Du = w
2
auf  
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betrachten. Nach Satz 3.1.1 existiert eine Fortsetzung
^
h der Randdaten w
1
und
w
2
ins beschränkte Gebiet, die wir nach [T] alsW
2
2
-Funktion stetig auf den gan-
zen Raum fortsetzen können. Setzen wir nun h =
^
hj


haben wir eine Funktion
in W
2
2
(
), für die gilt trh = w
1
und trDh = w
2
, d.h. eine Fortsetzung.
Wir setzen nun wieder u = v + h und erhalten das Randwertproblem

2
v =  
2
h in 

v = 0 auf  
Dv = 0 auf  
mit der Lösung
v =  
~
T
~
TQ

~
T
~
T
2
h
Eine zweimalige Anwendung der Borel-Pompeiu-Formel liefert nun
v =  
~
T
~
TQ

DDh+
~
T
~
TQ

~
F
 
DDh+
~
T
~
TQ

~
T
~
F
 
DDDh
DaQ

~
F
 
= 0,Q

~
T
~
F
 
= 0 (
~
T
~
F
 
f  ker 8f 2 W
1=2
2
( )) undQ

= I P

,
folgt
v =  
~
T
~
TDDh+
~
T
~
TP

DDh
und damit
v =  h+
~
F
 
w
1
+
~
T
~
F
 
w
2
 
~
T
~
TP

h:
Wir erhalten als Lösung für u
u = v + h =
~
F
 
w
1
+
~
T
~
F
 
w
2
 
~
T
~
TP

h:
Die Lösung unseres allgemeinen Randwertproblems läÿt sich nun wieder aus den
Lösungen des inhomogenen und des homogenen Randwertproblems zusammen-
setzen.
q.e.d.
Wie wir sehen, erfolgt die Lösung solcher Randwertprobleme wirklich nach
dem Baukastenprinzip.
Wie schon angesprochen, läÿt sich diese Methode ganz analog auch auf andere
Randwertaufgaben partieller Dierentialgleichungen höherer Ordnung anwen-
den. Das ermöglicht uns sogar eine eine Behandlung klassischer Probleme der
mathematischen Physik auf eine völlig neue Art und Weise. So läÿt sich z.B.
das Stokes-System nach B. Klein Obbink [KO] in der Form DDDu = 0 schrei-
ben, die wir mit unserer Methode in derselben Weise wie die biharmonische
Gleichung behandeln können.
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Kapitel 4
Nichtlineare partielle
Dierentialgleichungen erster
Ordnung
In den sechziger Jahren gewann die komplexe Funktionentheorie vor allem durch
die Arbeiten von I.N. Vekua [Vek] eine groÿe Bedeutung für die Lösung parti-
eller Dierentialgleichungen, insbesondere für die Lösung von linearen parti-
ellen Dierentialgleichungen erster Ordnung. Mit Hilfe funktionalanalytischer
Methoden ist es möglich, viele Resultate der klassischen Funktionentheorie auf
Funktionenklassen zu verallgemeinern, die wesentlich mehr als nur die holomor-
phen Funktionen enthalten. Der Ausgangspunkt für solche Methoden ist oftmals
die Transformation von partiellen Dierentialgleichungen zu Integralgleichungen
unter Benutzung von singulären Integraloperatoren (vgl. [Vek], [Tut1], [Tut2],
[BeGi], [KraKre]). Besondere Bedeutung haben dabei der komplexe T -Operator
T


h(z) =  
1

Z Z


h()
   z
dd
und der stark singuläre komplexe -Operator



h(z) =
@
@z
T


h(z) =  
1

Z Z


h()
(   z)
2
dd:
In der mehrdimensionalen komplexen Analysis gehen jedoch viele dieser Me-
thoden und Konzepte, wie z.B. die Nutzung der Theorie verallgemeinert analy-
tischer Funktionen zur Lösung linearer partieller Dierentialgleichungssysteme
erster Ordnung oder die von W. Tutschke entwickelten Methoden zur Lösung
nichtlinearer partieller Dierentialgleichungen, verloren. Hauptursache hierfür
ist die Tatsache, daÿ es in der Theorie mehrerer komplexer Variablen keine
sinnvollen Analoga der partiellen komplexen Dierentialoperatoren
@
@z
und
@
@z
gibt. Mit sinnvoll meinen wir, daÿ sie die Eigenschaft der partiellen komplexen
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Dierentialoperatoren widerspiegeln, den Laplaceoperator  in der Form
@
@z

@
@z
=
1
4

faktorisieren zu können. Aber wie wir bereits gesehen haben, existieren diese
Analoga in der hyperkomplexen Analysis, so daÿ durchaus die Möglichkeit be-
steht, diese Methoden unter Berücksichtigung der uns bereits bekannten Proble-
me zu verallgemeinern. Einen ersten Schritt zur Verbindung der hyperkomplexen
Funktionentheorie mit den funktionalanalytischen Methoden in Vekua's Theorie
der verallgemeinert analytischen Funktionen tat B. Goldschmidt 1978 [Gold]. Er
ging dabei nicht über den Fall linearer Dierentialgleichungen mit konstanten
Koezienten im Hauptteil hinaus. Der Hauptgrund dafür war, daÿ ihm nur ei-
ner der beiden von Vekua benutzten Integraloperatoren, der T -Operator, zur
Verfügung stand [Sp2]. Zwar hatte sich schon W.I. Schevtschenko [Sh1] Anfang
der sechziger Jahre mit Verallgemeinerungen des komplexen -Operators und
ihrer Anwendung auf die Lösung von verallgemeinerten Beltramigleichungen im
Falle der Quaternionenanalysis beschäftigt, aber diese Arbeiten gerieten weitest-
gehend in Vergessenheit. W. Spröÿig fand dann 1979 eine Verallgemeinerung des
-Operators im allgemeinen Fall cliordwertiger Funktionen, da er aber keine
Anwendungen für diesen Operator angab und die Methoden zur Lösung von par-
tiellen Dierentialgleichungen unter alleiniger Nutzung des T -Operators eben-
falls für den hyperkomplexen Fall in den Kinderschuhen steckten, geriet dieser
Zugang ebenfalls in Vergessenheit. Erst zu Beginn der neunziger Jahre begann
sich das Interesse an einer Verallgemeinerung des komplexen-Operators haupt-
sächlich durch die Arbeiten von H. Malonek, M.V. Shapiro und N.L. Vasilevski
zu regen. Zum einen ergab sich durch das Konzept der hyperkomplexen Die-
renzierbarkeit von H. Malonek [Mal] die Möglichkeit, auch nichtlineare partielle
Dierentialgleichungen mit variablen Koezienten zu betrachten. Zum anderen
führten die Arbeiten von M.V. Shapiro/N.L. Vasilevski zum Interesse an der
Darstellung des hyperkomplexen Bergman-Operators durch Verallgemeinerun-
gen des komplexen -Operators. Diese Darstellung ist vor allem wichtig für das
Studium verschiedener Algebren, die den Bergman-Operator bzw. den Toeplitz-
Bergman-Operator enthalten. In diesem Abschnitt wollen wir uns im weite-
ren mit der Lösung von nichtlinearen partiellen Dierentialgleichungen erster
Ordnung beschäftigen, wobei wir uns dabei an den Arbeiten von I.N. Vekua
und W. Tutschke zum komplexen Fall orientieren wollen. Wie wir bereits ange-
sprochen haben, ist dafür die hyperkomplexe Verallgemeinerung des komplexen
-Operators eine Grundvoraussetzung.
4.1 Hyperkomplexe Verallgemeinerungen des
komplexen -Operators
Unsere erste Aufgabe bei der Entwicklung von Methoden zur Lösung nicht-
linearer partieller Dierentialgleichungen ist also die hyperkomplexe Verallge-
meinerung des komplexen -Operators. Obwohl dies auf den ersten Blick keine
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groÿe Sache zu sein scheint, zeigt sich doch gerade hier mit aller Macht, daÿ der
hyperkomplexe Fall nicht nur eine einfache Verallgemeinerung des komplexen
Falles ist. Wir werden im weiteren sehen, daÿ die hyperkomplexe Funktionen-
theorie nicht nur völlig neue Eekte und Resultate hervorbringt, sondern sogar
bekannte Eekte der komplexen Funktionentheorie negiert.
Das erste Problem ergibt sich bereits bei einem ersten Versuch der Übertra-
gung der Denition aus dem Komplexen. Dort ist der -Operator bekanntermas-
sen als die Ableitung des T -Operators deniert. Die Denition eines hyperkom-
plexen Ableitungsbegries ist aber neben der Verallgemeinerung des Begries
der konformen Abbildung eines der schwierigsten Probleme der hyperkomplexen
Funktionentheorie. Lange Zeit existierten nur die negativen Resultate zur De-
nition des Ableitungsbegries über den Grenzwert des Dierenzenquotienten
im Quaternionenfall von A. S. Mehlikzon [Me] und A. Sudbery [Sud]. Erst H.
Malonek [Mal] konnte 1986 einen sinnvollen Ableitungsbegri einführen.
Er führte dazu im IR
n+1
eine neue Basis z
i
; i = 0; : : : ; n mit z
0
= x
0
und
z
i
= x
i
e
0
 x
0
e
i
; i = 1; : : : ; n; ein. Ausgehend von dieser neuen hyperkomplexen
Struktur des IR
n+1
läÿt sich das totale Dierential
df = dx
0
@f
@x
0
+ dx
1
@f
@x
1
+ : : :+ dx
n
@f
@x
n
einer Funktion f in der Form
df = dz
0
Df + dz
1
@f
@x
1
+ : : :+ dz
n
@f
@x
n
schreiben. Wenn wir uns daran erinnern, daÿ im Komplexen die Formel
df = dz
@f
@z
+ dz
@f
@z
(4.1)
gilt, wobei dann
df
dz
=
@f
@z
für
@f
@z
= 0 gilt, können wir obige Formel zur Denition
einer hyperkomplexen Ableitung verwenden. Wir erhalten als Ergebnis, daÿ eine
Funktion genau dann dierenzierbar ist, wenn sie monogen ist. Die Ableitung
von f ist dann
f
0
(z) = r
~x
f =

@f
@x
1
; : : : ;
@f
@x
n

:
Einen anderen Weg beschritten A. Sudbery [Sud] bzw. I.M. Mitelman und
M.V. Shapiro [MitS].
Durch die Einführung von Dierentialformen dritter Stufe als quaternioni-
sche Analoga der komplexen partiellen Dierentiale dz und dz gelang es ihnen,
die Beziehung (4.1) auf den Fall der Quaternionenanalysis zu verallgemeinern.
Dadurch können sie als Ableitung einer monogenen Funktion f die Funktion
Df auassen.
Diesen Zugang bauten K. Gürlebeck und H. Malonek zu einem Ableitungs-
begri im Falle der Cliordanalysis aus [GMal].
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Wie wir gesehen haben, gibt es in der hyperkomplexen Analysis keinen ein-
heitlichen Ableitungsbegri. Demzufolge gibt es zunächst auch nicht den -
Operator, sondern eine Vielzahl von Operatoren, die man alle mehr oder weni-
ger als -Operatoren bezeichnen könnte. Der Ableitungsbegri von H. Malonek
führt uns z.B. zu der folgenden Denition [MalMü]. Dabei soll im folgenden 

immer ein beschränktes Gebiet bezeichen, dessen Rand hinreichend glatt ist.
Denition 4.1.1 Sei f 2 C
0;
(
); 0 <   1, dann heiÿt der Operator
~
,
deniert durch
~
f = r
~x
Tf;
verallgemeinerter -Operator im Sinne von H. Malonek.
In dieser Denition wenden wir den Operator r
~y
komponentenweise auf
unseren T -Operator an, so daÿ wir einen Vektor von cliordwertigen Funk-
tionen erhalten. Das bedeutet, daÿ der
~
-Operator eigentlich ein Vektor
~
 =
(
1
; : : : ;
n
) von Operatoren 
k
: C
0;
(
) 7! C
0;
(
); 0 <   1; ist.
Als Integraldarstellung erhalten wir
~
f = (
1
f; : : : ;
n
f) =
1
!
Z


~
K(x; y)f(y) d
 +
~
i
n+ 1
f
mit
~
K(x; y) = r
~x
 
(x  y)
jx  yj
n+1
!
=
1
2jx  yj
n+3
((1  n)
~
i(x  y) + (1 + n)(x  y)
~
i )(x  y)
und
~
i = (

e
1
; : : : ;

e
n
).
Wie wir aus dieser Integraldarstellung erkennen, handelt es sich bei den 
k
und damit auch bei
~
 um stark singuläre Operatoren vom Michlin-Calderon-
Zygmund-Typ. Das bedeutet aufgrund des berühmten Satzes von Calderon und
Zygmund [MiP], daÿ
~
 :W
k
p
(
) 7! (W
k
p
(
))
n
für 1 < p <1 und k 2 IN [ f0g ein beschränkter Operator ist.
Als Folgerung aus diesem Satz erhalten wir auch die folgende Normabschät-
zung [K1].
Satz 4.1.1 Für den Operator
~
 :W
k
2
(
) 7! W
k
2
(
) gilt
jj
~
jj
[W
k
2
(
);W
k
2
(
)]
 C
(n+ 2)
p
nc
4
4
p
!
;
wobei
c
4
=

Z
S
j ln
1
j cos j
+
i
2
sign cos  j
4
dS

0

1
2
ist (vgl [MiP]).
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Eine andere Möglichkeit der Verallgemeinerung gab W. Spröÿig an [Sp1].
Seine Denition nutzt die Möglichkeit, den D-Operator als Ableitungsoperator
auassen zu können.
Denition 4.1.2 Der Operator , deniert durch
f = DTf
heiÿt verallgemeinerter -Operator im Sinne von W. Spröÿig.
Der wichtigste Vorteil dieser Denition ist, daÿ wir einen Operator haben,
der den Raum C
0;
(
); 0 <   1; in den Raum C
0;
(
); 0 <   1; abbil-
det [Sp1].
Die erste Frage, die sich auch hier bei der Betrachtung des Operators ergibt,
ist die Frage nach der Integraldarstellung dieses Operators. Unter Anwendung
von [MiP] Kap.IX 7 erhalten wir
@
@z
k
Z


(   z)
j   zj
n+1
f() d


=
Z


 

e
k
+ (n+ 1)(
k
  z
k
)
( z)
j zj
2
j   zj
n+1
f() d


+ !

e
k
n+ 1
f(z);
wobei
@
@z
k
"
(   z)
j   zj
n+1
#
=
 

e
k
+ (n+ 1)(
k
  z
k
)
( z)
j zj
2
j   zj
n+1
und
Z
S
(   z)
j   zj
cos (r; z
k
) dS = !

e
k
n+ 1
ist. Damit gewinnen wir unter Anwendung der Denitionsgleichung für unseren
Operator D die Integraldarstellung
f =
n
X
k=0

e
k

 
1
!

2
4
Z


 

e
k
+ (n+ 1)(
k
  z
k
)
( z)
j zj
2
j   zj
n+1
f() d


+!

e
k
n+ 1
f(z)

=  
1
!
Z


(n  1) + (n+ 1)
( z)
2
j zj
2
j   zj
n+1
f() d


+
1  n
1 + n
f(z):
Diese Darstellung liefert uns zwei interessante Fakten. Zum einen ist auch dieser
-Operator ein Operator vom Michlin-Calderon-Zygmund-Typ und damit ein
beschränkter Operator von W
k
p
(
) nach W
k
p
(
) (1 < p < 1; k 2 IN [ f0g).
Zum anderen ist hier im Gegensatz zum komplexen Fall der integralfreie Term
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der Darstellung nicht Null. Dies ist, wie wir noch sehen werden, der Grund für
einige völlig neue Eekte, die in der hyperkomplexen Analysis auftreten.
Doch zunächst noch einige Beziehungen zwischen dem -Operator und par-
tiellen Ableitungen des T -Operators, die uns später zum Beweis einiger interes-
santer Eigenschaften des -Operators dienlich sein werden:
Lemma 4.1.1 Es gelten für f 2 W
k
p
(
); 1 < p < 1; k 2 IN [ f0g; folgende
Beziehungen
f =  f + 2
@
@z
0
Tf; (4.2)
f = f + 2
n
X
k=1

e
k
@
@z
k
Tf: (4.3)
Beweis: zu (4.2): f = DTf = ( D + 2
@
@z
0
)Tf =  f + 2
@
@z
0
Tf
zu (4.3): f = DTf = (D + 2
n
P
k=1

e
k
@
@z
k
)Tf = f + 2
n
P
k=1

e
k
@
@z
k
Tf
q.e.d.
Weiterhin erhalten wir für den konjugierten Operator  die Beziehung:
Satz 4.1.2 Für  gilt die Formel
f = DTf f 2 C
0;
(
); 0 <  < 1:
Beweis: Aus der Darstellungsformel für den -Operator ersehen wir, daÿ
im Falle f 2 C
0;
(
); 0 <  < 1, für den konjugierten Operator gilt
f =  
1
!
Z


(n  1) + (n+ 1)
( z)
2
j zj
2
j   zj
n+1
f() d


+
1  n
1 + n
f(z):
Wenden wir nun den Cauchy-Riemann-Operator auf T an, so erhalten wir
DTf =
n
X
k=0
e
k

 
1
!

Z


 e
k
+ (n+ 1)(
k
  z
k
)
( z)
j zj
2
j   zj
n+1
f() d


+
n
X
k=0
e
2
k
n+ 1
f(z)
=  
1
!
Z


(n  1) + (n+ 1)
( z)
2
j zj
2
j   zj
n+1
f() d


+
1  n
1 + n
f(z);
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woraus folgt
f = DTf:
q.e.d.
Betrachten wir nun zunächst den Fall des 
IR
n+1
-Operators, d.h. des -
Operators für 
 = IR
n+1
. Seien dazu u
0
; v
0
2 C
1
0
(IR
n+1
). Oensichtlich gilt
(Du
0
; v
0
) =  (u
0
; Dv
0
) und (Tu
0
; v
0
) =  (u
0
; Tv
0
), wenn wir uns erinnern, daÿ
(u
0
; v
0
) =
Z
IR
n+1
u
0
v
0
dIR
n+1
:
Sehen wir uns nun das innere Produkt
(u
0
;v
0
)
an, das gleichbedeutend mit
(DTu
0
; DTv
0
) = (u
0
; TDDTv
0
)
ist. Aufgrund der Beziehung DD =  = DD und der Tatsache, daÿ T ein
rechtsinverser Operator zu D ist, erhalten wir
(u
0
;v
0
) = (u
0
; v
0
):
Seien jetzt u; v 2 L
2
(IR
n+1
). Da der Raum C
1
0
(IR
n+1
) dicht in L
2
(IR
n+1
) liegt,
existieren Folgen u
0
n
und v
0
n
mit u
0
n
; v
0
n
2 C
1
0
(IR
n+1
) und u
0
n
! u; v
0
n
! v für
n ! 1. Da der -Operator ein beschränkter Operator ist, gilt damit auch
u
0
n
! u und v
0
n
! v. Nutzen wir jetzt noch die Stetigkeit des inneren
Produktes aus, erhalten wir
(u;v) = (u; v):
Wir hatten u und v beliebig gewählt, d.h. wir können auch v = u setzen und
erhalten
(u;u) = (u; u)
bzw.
jjujj
L
2
(IR
n
)
= jjujj
L
2
(IR
n
)
oder mit anderen Worten der -Operator ist eine Isometrie über L
2
(IR
n+1
).
Kehren wir jetzt wieder zum Fall des -Operators über W
k
p
(
); 1 < p <1,
k 2 IN [ f0g; zurück. Eine interessante Beziehung erhalten wir, wenn wir den
Operator D auf f anwenden, natürlich vorausgesetzt unsere Funktion f liegt
in W
1
p
(
); 1 < p <1. Es ist leicht zu sehen, daÿ
Df = DDTf = DDTf = Df:
Was bedeutet diese Beziehung? Nun, nehmen wir zunächst mal an, daÿ f im
Kern von D liegt. Dann gilt
Df = 0;
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d.h. f liegt im Kern von D (ist links-monogen). Nehmen wir weiterhin an
g 2

W
1
p
(
); 1 < p <1, dann gilt
Dg = DTDg = D(g   F
 
g) = Dg;
da die Randwerte von g Null sind. Unter Benutzung unserer direkten Zerlegun-
gen
L
p
(
) = kerD(
) \ L
p
(
)

+ D(

W
1
p
(
));
L
p
(
) = kerD(
) \ L
p
(
)

+ D(

W
1
p
(
))
und der daraus resultierenden Projektoren P;Q;P
D
und Q
D
können wir aus
den obigen Beziehungen den folgenden Satz gewinnen:
Satz 4.1.3 Sei k 2 IN [ f0g; 1 < p < 1. Dann besitzen die Operatoren  und
 die folgenden Abbildungseigenschaften
 : im P
D
7! im P;
 : im Q
D
7! im Q;
 : im P 7! im P
D
;
 : im Q 7! im Q
D
:
Dieser Satz bedeutet nichts anderes, als daÿ der - und der -Operator
unsere Zerlegungen in einem gewissen Sinne bewahren, oder genauer gesagt, die
Zerlegung bzgl. D wird transformiert in die Zerlegung bzgl. D und umgekehrt.
Auÿerdem wirft dieser Satz die Frage nach der Invertierbarkeit des -Operators
auf. Wie wir gesehen haben, bilden der -Operator und der -Operator die
entsprechenden Teilräume genau entgegengesetzt ab.
Könnte es nun nicht sein, daÿ der zu  konjugierte Operator  gleichzeitig
der inverse Operator ist? Zumal W. Spröÿig gezeigt hat, daÿ der -Operator
über dem ganzen Raum IR
n+1
ein unitärer Operator ist [Sp1] und dort natürlich
 = 

(

ist der zu  adjungierte Operator) gilt [GK1]. Betrachten wir dazu
die Ausdrücke f bzw. f für f 2 L
p
(
); 1 < p <1. Dann gilt
f = DT DTf = D(I   F
 
)Tf = I  DF
 
Tf;
f = DTDTf = D(I   F
 
)Tf = I  DF
 
Tf:
Es gilt also f = f (f = f) genau dann, wenn DF
 
Tf = 0 (DF
 
Tf =
0) ist. Tf = 0 würde gleichzeitig f = 0 bedeuten, da T nur einen trivialen
Kern besitzt. Nach Satz 1.4.5 wissen wir, daÿ trTf = 0 genau dann gilt, wenn
f 2 im Q
D
gilt. In diesem Fall erhalten wir also DF
 
Tf = 0 oder mit anderen
Worten
f = f f 2 im Q
D
:
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Analog läÿt sich ebenso beweisen
f = f f 2 im Q:
Im weiteren wollen wir zeigen, daÿ diese Bedingungen sowohl notwendig als auch
hinreichend für die einseitige Invertierbarkeit von  sind.
Den ersten Ansatzpunkt hierfür bildet der folgende Satz:
Satz 4.1.4 Sei f 2 L
p
(
); 1 < p <1, dann gilt
f = 0 in co 
() f 2 im Q:
Dieser Satz hat interessante Konsequenzen auch für numerische Anwendun-
gen. Er besagt nämlich, daÿ der -Operator auf im Q bzw. analog der -
Operator auf im Q
D
Funktionen mit beschränktem Träger wieder in Funktionen
mit beschränktem Träger abbildet, eine für einen Integraloperator doch etwas
überraschende Eigenschaft.
Beweis: Sei f = 0 in co 
. Dann haben wir DTf = 0 in co 
. Unter
Benutzung unserer Beziehungen zwischen  und den partiellen Ableitungen von
T bedeutet dies 2
@
@x
0
Tf   D Tf = 0 in co 
. Daraus folgt sofort
@
@x
0
Tf = 0
in co 
, da D Tf = 0 in co 
, d.h. Tf liegt im Kern von D im Auÿengebiet.
Das bedeutet aber nichts weiter, als daÿ Tf = (Tf)(x
1
; :::; x
n
) nur von den
Variablen x
1
bis x
n
abhängt. Nun gilt auch lim
jxj!1
(Tf)(x) = 0. Wählen wir
uns nun einen beliebigen Punkt z 2 
 und gehen ausgehend von z auf der
Geraden x
1
= z
1
; x
2
= z
2
; : : : ; x
n
= z
n
gegen unendlich, d.h. wir halten x
1
bis x
n
fest und lassen x
0
gegen unendlich laufen. Dann muÿ Tf(x) auf der
gesamten Geraden konstant sein, da Tf(x) nicht von x
0
abhängt. Gleichzeitig
ist aber der Grenzwert von Tf Null. Damit ist Tf(x) = 0 auf der gesamten
Geraden, insbesondere aber in unserem beliebig gewählten Punkt z. Aufgrund
des Identitätssatzes für monogene Funktionen folgt
Tf = 0 in co 

Betrachten wir nun die Spur, erhalten wir
trTf = 0
und dies ist nach Satz 1.4.5 äquivalent zu
f 2 im Q:
Auf der anderen Seite können wir für f 2 im Q wie folgt schluÿfolgern:
f 2 im Q) trTf = 0) Tf = 0 in co 

da Tf im Kern von D in co 
 liegt und somit dort auch eine harmonische
Funktion ist. Damit gilt auch
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DTf = 0 in co 
:
q.e.d.
Dieselbe Idee können wir auch für den -Operator selbst benutzen und er-
halten
Folgerung 4.1.1
f = 0 in co 
 () f 2 im Q
D
Nun können wir das gleiche auch für  und  tun.
Folgerung 4.1.2 Unter den obigen Bedingungen haben wir
f = 0 in co 
 () f 2 im Q

+ ker
Beweis: Aus der vorhergehenden Folgerung erhalten wir
f = 0 in co 
 () f 2 im Q
D
: (4.4)
Zerlegen wir nun f = Pf + Qf und wenden  auf Pf + Qf , dann gilt nach
unseren Abbildungseigenschaften des -Operators f 2 im Q
D
genau dann,
wenn Pf 2 ker.
q.e.d.
Es stellt sich hier nun die Frage, ob der -Operator einen nichttrivialen
Kern hat. Interessanterweise liefert dazu die allgemeinen Theorie singulärer In-
tegraloperatoren keine Aussage und selbst im Komplexen ist diese Frage eine
lange Zeit unbeantwortet geblieben. Das ist umso erstaunlicher, als daÿ der
-Operator, nachdem er von I.N. Vekua in die komplexe Analysis eingeführt
wurde, auf breitester Ebene benutzt wurde. Andererseits muÿ natürlich gesagt
werden, daÿ das Problem auch nicht so leicht in den Gri zu kriegen ist. Wie
schon erwähnt, helfen einem allgemeine Sätze und Überlegungen aus der Theorie
der Integraloperatoren nicht weiter. Das ist auch der Grund, warum erst K. Gür-
lebeck und H. Malonek 1998 das Problem entgültig [GMal] lösen konnten und
zwar im allgemeinen Fall der hyperkomplexen Analysis für die n+1-dimensionale
Kugel. Das Resultat ist überraschenderweise so, daÿ der komplexe -Operator
ganz im P als Kern besitzt, während seine hyperkomplexe Verallgemeinerung
nur einen trivialen Kern hat. Dies zeigt eigentlich gleich zwei Dinge auf. Zum
einen liefert die Untersuchung der hyperkomplexen Funktionentheorie durchaus
auch neue Resultate im komplexen Fall, und zum anderen ist die hyperkomplexe
Funktionentheorie in all ihren Spielarten und Betrachtungsweisen doch mehr als
nur eine (auf die eine oder andere Weise) räumlich verallgemeinerte komplexe
Funktionentheorie. Nebenbei gesagt, liefert das Ergebnis über den Kern des -
Operators eine ganze Reihe von überraschenden Nebenresultaten. Eines davon
ist eine Aussage über die von S. Bergman gefundene Beziehung zwischen dem
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komplexen -Operator und dem Bergman-Operator P [Berg]. Für den Raum
L
2
(G), G  C, gilt
P = I  + C;
wobei C ein kompakter Operator ist. Diese Beziehung ndet breiteste Verwen-
dung in der komplexen Analysis, so z.B. beim Studium verschiedener Algebren,
die durch den Bergman- bzw. den Bergman-Töplitz-Operator erzeugt werden.
Wie wir noch sehen werden, läÿt sich ausgehend vom obigen Resultat über den
Kern des komplexen -Operators für den Fall der Einheitskugel im IR
2
zeigen,
daÿ C der Nulloperator ist.
Zunächst bedeutet dieses Resultat aber, daÿ
f = 0 in co 
 () f 2 im Q
gilt.
In Analogie dazu haben wir:
Folgerung 4.1.3
f = 0 in co 
 () f 2 im Q
D
(4.5)
Dies versetzt uns in die Lage, ein notwendiges und hinreichendes Kriterium
für die Existenz eines rechtsinversen Operators zum -Operator zu beweisen.
Satz 4.1.5 Es gilt
f = f in 
 () f 2 im Q (4.6)
Beweis: Wie wir bereits wissen, gilt f = f für f 2 im Q. Nehmen wir
nun an, daÿ f = f in 
. Jede Funktion aus f können wir in f = f
1
+ f
2
mit
f
1
2 im Q und f
2
2 im P zerlegen. Da f
1
= f
1
in 
 ist, müssen wir nur
den Fall f
2
2 im P untersuchen. Nach (4.4) gilt f
2
6= 0 in co 
. Daraus folgt
jj





f
2
jj
L
2
(
)
< jj





f
2
jj
L
2
(IR
n+1
)
= jj


proj





f
2
jj
L
2
(IR
n+1
)
=
= jj
IR
n+1
proj





f
2
jj
L
2
(IR
n+1
)
= jj


f
2
jj
L
2
(
)
 jj


f
2
jj
L
2
(IR
n+1
)
= jjf
2
jj
L
2
(
)
=) jjf
2
jj
L
2
(
)
< jjf
2
jj
L
2
(
)
;
dabei ist proj





f
2
die Einschränkung von 


f
2
auf das Gebiet 
. Damit ist
f
2
= f
2
in 
 unmöglich, womit wir unsere Behauptung bewiesen haben.
q.e.d.
Auf dieselbe Weise können wir zeigen:
Satz 4.1.6
f = f in 
 () f 2 im Q
D
Beide Sätze zusammen ergeben die zweiseitige Invertierbarkeit von .
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Satz 4.1.7 Der Operator
 : im Q
D
\ im Q
D
 ! im Q
D
\ im Q
D
ist invertierbar.
Unsere Untersuchungen zur Invertierbarkeit des -Operators liefern auch ein
verblüendes Ergebnis zur L
2
-Norm des -Operators. Da der -Operator über
dem ganzen Raum eine Isometrie ist, gilt
jjujj
L
2
(
)
 jjujj
L
2
(
)
:
Ansonsten hätten wir die Funktion mit 0 auf den ganzen IR
n+1
fortsetzen kön-
nen. Wählen wir nun speziell u 2 im Q, und bezeichnen wir mit ~u die Funktion,
die über 
 gleich u und ansonsten identisch 0 ist. Dann haben wir
jjujj
L
2
(
)
= jj
IR
n+1
~ujj
L
2
(IR
n+1
)
= jj~ujj
L
2
(IR
n+1
)
= jjujj
L
2
(
)
:
Dies resultiert im folgenden Satz:
Satz 4.1.8 Für den -Operator gilt:
jjjj
L
2
(
)
= 1:
Folgerung 4.1.4 Der T -Operator erfüllt die folgende Normabschätzung
jjT jj
[L
2
(
);W
1
2
(
)]
> 1:
Beweis: Es gilt die Ungleichung
jjjj
L
2
(
)
=





n
X
i=0
e
i
@
i
T





L
2
(
)

n
X
i=0
jj@
i
T jj
L
2
(
)

n
X
i=0
jj@
i
T jj
L
2
(
)
+ jjT jj
L
2
(
)
 jjT jj
[L
2
(
);W
1
2
(
)]
:
Aus unserem vorherigen Satz folgt nun die Behauptung.
q.e.d.
Wie wir gesehen haben, ist der -Operator nicht nur einfach ein singulärer
Operator, sondern besitzt einige überaus interessante Eigenschaften, die nicht
einfach aus der üblichen Theorie singulärer Integraloperatoren folgen. Bevor wir
uns jedoch den Vorteilen, die diese Eigenschaften bei den Anwendungen des -
Operators bringen, zuwenden, wollen (und können) wir nicht verschweigen, daÿ
sich diese Eigenschaften für eine ganze Klasse von Operatoren beweisen lassen.
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Der -Operator läÿt sich nämlich auch in der folgenden Weise verallgemei-
nern. Wir bezeichnen mit
V
k
IR
n
die Menge aller k-Vektoren von C`
0;n
. Sei
 := f 
0
;  
1
; : : : ;  
n
g 
^
0
IR
n

^
1
IR
n
:
Weiterhin sei die Bedingung
 
i
  
j
+  
j
  
i
= 2
ij
für alle i; j 2 f0; 1; : : : ; ng erfüllt, wobei 
ij
das Kroneckersymbol ist. Natürlich
bedeutet das, daÿ  damit ein Orthonormalsystem in IR
n+1
=
V
0
IR
n

V
1
IR
n
ist.  bezeichnen wir im folgenden als Strukturmenge. Damit können wir für
hinreichend glatte Funktionen den Operator
 
D, gegeben durch
 
Df =
n
X
k=0
 
k
@f
@x
k
einführen. In diesem Falle hat der Laplace-Operator  die folgende Faktorisie-
rung
 =
 
D 

 
D =

 
D 
 
D:
Damit stellt der Operator
 
D eine Verallgemeinerung unseres bis jetzt be-
trachteten Cauchy-Riemann-Operators dar. (Unseren Cauchy-Riemann-Operator
erhalten wir für  
k
= e
k
.) Die Menge aller Funktionen f , für die f 2 ker
 
D gilt,
nennen wir links- -hyperholomorph. Diesen Namen werden wir in den Fällen,
wo keine Miÿverständnisse auftauchen können, abkürzen.
MitK
 
bezeichnen wir die  - Verallgemeinerung unseres Cauchy-Kerns, d.h.
K
 
(x) =
1
!  jxj
n+1

n
X
k=0
 
k
 x
k
:
Hiermit können wir den
 
T -Operator in der Form
 
Tf(x) =  
Z


K
 
(y   x) f(y) d

einführen. Analog zu unserem bis dato betrachteten Fall des D-Operators kön-
nen wir eine hyperkomplexe Funktionentheorie für
 
D aufbauen, wobei wir
diesen Fall immer auf D mit Hilfe einer orthogonalen Transformation der Struk-
turmenge  
k
auf unsere übliche Basis e
k
zurückführen können. Wir erhalten also
dasselbe Kalkül.
Diese Betrachtungen gehen auf Betrachtungen aus [SV1] zurück.
Nun könnte hier die Frage aufkommen, wozu wir eigentlich eine Verallgemei-
nerung des Cauchy-Riemann-Operators einführen, wenn wir im Endeekt die-
selbe Funktionentheorie erhalten. Der Unterschied liegt beim Betrachten zweier
Strukturmengen  = ( 
0
; : : : ;  
n
) und ' = ('
0
; : : : ; '
n
). Damit können wir
den komplexen -Operator in der folgenden Weise verallgemeinern:
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Denition 4.1.3 Für ein Paar ';  von Strukturmengen denieren wir den
Operator
'; 
 durch
'; 
 :=
'
D
 
T: (4.7)
Dieser Operator wurde für den Fall f : IR
4
7! IH von M.V. Shapiro und N.L.
Vasilevski [SV1] betrachtet.
Für die Integraldarstellung dieses Operators erhalten wir:
Satz 4.1.9 Sei f eine Funktion aus C
0;
(
; C`
0;n
), 0 <   1. Dann ist
'; 
f(x) =
Z


 
n+ 1
!
(   x)
'
 (   x)
 
j   xj
n+3
 
1
!
P
n
k=0
'
k
  
k
j   xj
n+1
!
f()d
+
P
n
k=0
'
k
  
k
n+ 1
f(x)
=:
Z



'; 
(   x)f()d +
1
n+ 1
 
n
X
k=0
'
k
 
k
!
f(x):
Es ist leicht zu sehen, daÿ

'; 
(   x) =
'
D
x

 
D


n+1
(   x);
wobei
n+1
( x) =  
1
(n 1)!
1
jxj
n 1
die Fundamentallösung des Laplace-Operators
und ! die Oberäche der Einheitskugel im IR
n+1
ist.
Beweis: Sei f 2 C
0;
(
; C`
0;n
), 0 <   1. Betrachten wir
@
@x
k
 
Tf .
Nach [MiP] haben wir für k 2 f0; 1; : : : ; ng:
@
@x
k
 
Tf(x) =
@
@x
k
Z


1
!
(   x)
 
j   xj
n+1
f()d
=
1
!
Z


  
k
+ (n+ 1)  (
k
  x
k
)
( x)
 
j xj
2
j   xj
n+1
f()d +
 
k
n+ 1
f(x)
da
@
@x
k
 
(   x)
 
j   xj
n+1
!
=
  
k
+ (n+ 1)(
k
  x
k
)
( x)
 
j xj
2
j   xj
n+1
und
Z
S
(   x)
 
j   xj
cos(r; x
k
)dS =  !
 
k
n+ 1
:
q.e.d.
Wir weisen darauf hin, daÿ wir auf diese Weise eine Klasse von Operatoren
f
'; 
g so deniert haben, daÿ alle diese Operatoren stark singuläre Operatoren
vom Michlin-Calderon-Zygmund-Typ sind.
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Insbesondere gilt für ' =  :
'; 
f(x) =
Z


 
n+ 1
!
(   x)
2
 
j   xj
n+3
 
1
!
P
n
k=0
( 
k
)
2
j   xj
n+1
!
f()d
+
1
n+ 1
n
X
k=0
( 
k
)
2
f(x):
Im Falle der Standardbasis  = fe
0
; e
1
; : : : ; e
n
g; ' =  erhalten wir unseren
bisher betrachteten -Operator:
f(x) =
Z


 
n+ 1
!
(   x)
2
j   xj
n+3
+
1
!
n  1
j   xj
n+1
!
f()d  
n  1
n+ 1
f(x):
Weiterhin haben wir im Falle ' =  oensichtlich
'; 
f(x) =
Z



n+ 1
!
1
j   xj
n+1
 
1
!
n+ 1
j   xj
n+1

f()d + f(x) = f(x);
d.h. eine Übereinstimmung mit dem bekannten Resultat, daÿ
 
T ein rechtsin-
verser Operator zu
 
D ist. In [SV1] wurde eine Situation untersucht, wo ' und
 die Bedingung
n
X
k=0
'
k
  
k
= 0; (4.8)
erfüllten, d.h.
'; 
f(x) =
n+ 1
!
Z


(   x)
'
(   x)
 
j   xj
n+3
f()d: (4.9)
Gerade dieser Operator erweist sich als sehr nützlich beim Betrachten wichti-
ger Eigenschaften des Bergman-Projektors ([SV1]). In [SV1] wurde (4.9) für die
Denition von
'; 
 unter der zusätzlichen Bedingung (4.8) benutzt, und unsere
Denitionsgleichung (4.7) wurde als Satz bewiesen. Hier sehen wir auch, daÿ eine
mögliche Denition einer Verallgemeinerung des komplexen -Operators mit-
tels des singulären Integrales, d.h. durch formales Dierenzierens des Cauchy-
Kernes, nur im Falle des Erfülltseins der Bedingung (4.8) äquivalent zu der
obigen Herangehensweise ist.
Auÿerdem wollen wir noch anmerken, daÿ M.V. Shapiro und N.L. Vasilevski
den
'; 
-Operator eigentlich für Funktionen f : 
  IR
4
7! IH, also für Fall der
Quaternionenanalysis deniert haben, was aber an den obigen Betrachtungen
nichts ändert. Wichtig für uns ist, daÿ sie unter Benutzung der Bedingung (4.8)
in der Lage waren, die Beziehung
 
P = I  
 ;'

'; 
+ C; (4.10)
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wobei C ein kompakter Operator ist, zu beweisen. Dies stellt eine Verallgemei-
nerung der berühmten Beziehung
B = I  

+ C
aus der komplexen Analysis dar. Beim Beweis nutzen M.V. Shapiro und N.L.
Vasilevski Integraldarstellungen des Bergman-Kerns und ganz wesentlich das
durch Bedingung (4.8) sichergestellte Verschwinden des integralfreien Terms.
Für uns hier stellt sich nun die Frage, inwieweit sich die Beweise zu den Eingen-
schaften des vorher betrachteten -Operators, insbesondere die Invertierbarkeit,
auf den Fall des
'; 
-Operators übertragen lassen. Dabei wollen wir zur besse-
ren Verständlichkeit ebenfalls auf die Quaternionenanalysis beschränken, wobei
wir anmerken, daÿ sich dies analog zu [RaSV] auch allgemeiner betrachten läÿt.
Gehen wir die Beweise zur Invertierbarkeit von  der Reihe nach durch,
stellen wir fest, daÿ eigentlich nur an einer Stelle die Übertragung auf
'; 

dizil bzw. als direkte Übertragung (d.h. einfaches Hinschreiben) unmöglich
wird. Das passiert beim Beweis, daÿ
f = 0 in co 
 () f 2 im Q
D
Hier benutzen wir, daÿ D + D = 2
@
@x
0
. Dies gilt natürlich nicht für
 
D +
'
D beim beliebigem  und '. Verlangen wir die Erfüllung dieser Bedingung,
landen wir wieder beim üblichen Fall  = (e
0
; : : : ; e
n
), ' = (

e
0
; : : : ;

e
n
) [GKS],
was durchaus nicht im Sinne des Ernders ist. Wir müssen uns also nach einer
weniger restriktiven Bedingung umsehen.
Satz 4.1.10 Mögen  = ( 
0
;  
1
;  
2
;  
3
) und ' = ('
0
; '
1
; '
2
; '
3
) die folgenden
Bedingungen erfüllen:
'
0
:=   
0
+ ;
'
1
:=   
1
+ ;
'
2
:=   
2
;
'
3
:=   
3
;
wobei  :=  
0
 
1
ein rein imaginäres Quaternion und  := a
0
 
0
+ a
1
 
1
6= 0
mit fa
0
; a
1
g  IR, so daÿ (a
0
  1)
2
+ a
2
1
= 1, ist. Dies sichert, daÿ ' eine
Strukturmenge ist. Dann gilt
f 2 im
 
Q()
'; 
f = 0 in co 
:
Beweis:
()) Die Bedingung f 2 im
 
Q ist äquivalent zu tr
 
Tf = 0. Das bedeutet
 
Tf = 0 in co 
 und damit
'
D
 
Tf = 0 in co 
.
(() Betrachten wir nun
 
D und
'
D. Wir haben
'
D +
 
D = 

@
@x
0
+ 
@
@x
1

:
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Wir weisen darauf hin, daÿ  die Eigenschaften einer imaginären Einheit besitzt:
jj = 1, 
2
=  1. Aus
'; 
f = 0 in co 
 folgt
'
D
 
Tf = 0 in co 
. Oensichtlich
gilt auch
 
D
 
Tf = 0 in co 
 und damit
 
'
D +
 
D

 
Tf = 0 in co 
;


@
@x
0
+ 
@
@x
1

 
Tf = 0 in co 
: (4.11)
Fixieren wir x
2
= x

2
, x
3
= x

3
so, daÿ (x
0
; x
1
; x

2
; x

3
) in co 
 für jedes (x
0
; x
1
)
liegt, und bezeichnen wir die zugehörige Menge mit  
x

2
;x

3
= f(x
0
; x
1
; x

2
; x

3
)g.
Dann
 
Tf(x
0
; x
1
; x

2
; x

3
)! 0
wenn nur (x
0
; x
1
) 2  
x

2
;x

3
! 1. Führen wir nun in die 2-dimensionale Ebe-
ne  
x

2
;x

3
eine komplexe Struktur ein, in dem wir z := x
0
+ x
1
setzen und
betrachten

x

2
;x

3
(z) :=
 
Tf(x
0
; x
1
; x

2
; x

3
):
Die Beziehung (4.11) bedeutet, daÿ  holomorph ist, d.h.
@
x

2
;x

3
@z
= 0 8x

2
; x

3
Auÿerdem ist  eine ganze Funktion auf  
x

2
;x

3
, die im Unendlichen verschwin-
det, d.h.

x

2
;x

3
= 0
auf  
x

2
;x

3
. Sei pr
x
2
;x
3
(
) die Projektion von 
 auf die Ebene (x
2
; x
3
) und sei
weiter W ein gerader Zylinder mit der Basis pr
x
2
;x
3
(
). Wählen wir ~y als einen
Punkt auÿerhalb vonW , dann ist 
~y
2
;~y
3
(z) = 0 für alle ~y
2
; ~y
3
. Damit haben wir,
daÿ
 
Tf identisch Null auÿerhalb von W ist. Aber
 
Tf ist hyperholomorph in
ganz co 
. Somit ist
 
Tf identisch Null in ganz co 
 und tr
 
Tf = 0. tr
 
Tf = 0
bedeutet f 2 im
 
Q.
q.e.d.
Mit Hilfe dieses Satzes lassen sich nun alle Eigenschaften des -Operators
auch für den
'; 
-Operator beweisen. Interessant ist, daÿ das Paar aus Stan-
dardbasis und konjugierter Standardbasis nicht die Bedingungen des obigen Sat-
zes erfüllt, so daÿ wir eigentlich eine völlig neue Klasse von Operatoren erhalten
haben, die zusätzlich noch die Beziehung (4.10) zum Bergman-Operator erfüllt.
Wenden wir uns nach diesen interessanten Betrachtungen zur hyperkom-
plexen Verallgemeinerung des -Operators seinen Anwendungen bei der Lö-
sung nichtlinearer partieller Dierentialgleichungen erster Ordnung zu. Eines
der wichtigsten Beispiele einer solchen Gleichung ist die Beltramigleichung.
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4.2 Die Beltramigleichung und die Frage nach
globalen und lokalen Homöomorphismen
Eine der wichtigsten partiellen Dierentialgleichungen in der komplexen Funk-
tionentheorie ist die Beltramigleichung
@f
@z
= q(z)
@f
@z
:
Die Bedeutung dieser Gleichung unterstreicht am Besten die folgende Liste der
Gebiete, in denen die Beltramigleichung benutzt wird. Sie erhebt dabei keinen
Anspruch auf Vollständigkeit.
 Die allgemeine Theorie linearer und quasilinearer elliptischer Systeme, z.B.
in Beziehung zur nichtlinearen zweidimensionalen Hydrodynamik
 Probleme konformer Abbildungen von Riemannschen Mannigfaltigkeiten
 Die Einführung sogenannter isothermaler Koordinaten auf allgemeinen
Riemannschen Flächen
 Die Theorie der Teichmüller-Räume
 Durch die letzte Theorie tritt die Beltramigleichung in verschiedenen Pro-
blemen der Deformation von komplexen Strukturen auf zweidimensionalen
Oberächen auf
 Die Theorie komplexer dynamischer Systeme oder das Studium von Ite-
rationen eindimensionaler komplexer rationaler Abbildungen
 Die Theorie quasikonformer Abbildungen
Mehr noch als alle anderen Anwendungen brachte die Theorie der verallge-
meinert analytischen Funktionen von I.N. Vekua die Beltramigleichung in den
Blickpunkt. Die Möglichkeit, jede zweidimensionale lineare partielle Dierenti-
algleichung erster Ordnung mittels einer Koordinatentransformation, die eine
zugehörige Beltramigleichung erfüllen muÿ, auf eine verallgemeinerte Cauchy-
Riemannsche Dierentialgleichung zurückzuführen, weckte schon von Anfang
an das Interesse an einer hyperkomplexen Verallgemeinerung der Beltramiglei-
chung und der dazugehörigen Anwendungen. W. I. Schevtschenko wendete sich
als erster 1962 [Sh1] einer höherdimensionalen Verallgemeinerung von Vekua's
Theorie zu und betrachtete Beltramigleichungen im Quaternionenfall. Dann wa-
ren es jedoch erst wieder H. Malonek und B. Müller 1992, die sich ausgehend
von den Arbeiten von B. Goldschmidt [Gold], mit der Lösung von Beltramiglei-
chungen im Hyperkomplexen beschäftigt haben [MalMü]. Dies lag nicht zuletzt
daran, daÿ die Lösung einer Beltramigleichung eng mit der Untersuchung des
zugehörigen -Operators verknüpft ist.
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Eine ganz andere Herangehensweise an höherdimensionalen Verallgemeine-
rungen der komplexen Beltramigleichung wurde durch die Arbeit von S.K. Do-
naldson und D.P. Sullivan über quasikonforme 4-dimensionale Mannigfaltigkei-
ten [DoSu] von 1989 initiiert.
Eine homöomorphe Abbildung f : 
 7! IR
n
heiÿt "-quasikonform, wenn
H
f
(x) = lim sup
r!0
maxfjf(y)  f(x)j : jy   xj = rg
minfjf(y)  f(x)j : jy   xj = rg
 ":
Wir nennen sie quasikonform, wenn sie "-quasikonform für irgendein "  1 ist.
Die mit diesen quasikonformen Abbildungen in Zusammenhang stehenden
Fragestellungen brachten auch auÿerhalb der hyperkomplexen Analysis die Pro-
blematik der n-dimensionalen Verallgemeinerung der komplexen Beltramiglei-
chung in den Blickpunkt [IMar], [Tar]. So betrachten z.B. T. Iwaniec und G.
Martin Beltramigleichungen der Form
D
T
f(x)Df(x) = J(x; f)
2=n
G(x);
wobei
Df(x) =

@f
i
@x
j

i;j
die Jacobi-Matrix, D
T
ihre Transponierte und J(x; f) die Jacobi-Determinante
ist, für Funktionen mit nichtnegativer Jacobi-Determinate. G ist hier eine meÿ-
bare Funktion. Dabei sichert die Bedingung an J(x; f) von vornherein die Qua-
siregularität der Lösung. Einen anderen Zugang untersucht R. DeCampo [DeC].
Er betrachtet für Funktionen f : IR
n
7! , die in die Grassmann-Algebra 
abbilden, die Beltamigleichung
@f = @f:
Hierbei ist @ = d   d

und @ = d + d

, wobei d das äuÿere Dierential und d

der zu d formal duale Operator ist.
Bei der Lösung dieser Beltramigleichungen und besonders bei der Frage nach
quasikonformen Lösungen treten eine Reihe von Schwierigkeiten auf, die haupt-
sächlich darauf zurückzuführen sind, daÿ die unterliegende algebraische Struktur
keine Verallgemeinerung der komplexen Struktur darstellt.
In letzter Zeit begann sich das Interesse an der Lösung von hyperkomplexen
Beltramigleichungen weiter zu regen, so z.B. in [K4] unter Benutzung des -
Operators im Sinne von W. Spröÿig.
Wir wollen hier im weiteren zwei verschiedene Möglichkeiten der hyperkom-
plexen Verallgemeinerung der komplexen Beltramigleichung untersuchen.
Die erste basiert auf [MalMü]:
Dazu führen wir die linearen Abbildungen J
j
: IH 7! IH; j = 1; : : : ; 3,
gegeben durch
J
j
(e
j
) =

e
j
; J
j
(e
k
) = e
k
; k; j = 1; : : : ; 3; k 6= j;
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ein. Insbesondere sei die Abbildung
J
0
:
3
X
k=0
a
k
e
k
7!
3
X
k=0
a
k

e
k
;
gegeben. Weiterhin sei A = f
1
; : : : ; 
i
g; 0  
1
< : : : < 
i
 3, und
J
A
= J

1
: : : J

i
eine Komposition von Abbildungen J
j
und J
;
die identische
Abbildung. Unter Nutzung dieser Abbildungen J
A
können wir jede reell-lineare
Abbildung L : IH 7! IH in der Form
L(x) =
X
A
c
A
J
A
(x)
mit entsprechend gewählten Koezienten c
A
2 IH; A  f0; : : : ; 3g, darstellen.
Mit Hilfe dieser Abbildungen haben wir das folgenden Verfahren:
Satz 4.2.1 Sei 
  IH ein beschränktes, einfach zusammenhängendes Gebiet,
  = @
 ein Ljapunov-Rand. Weiterhin seien Vektorfunktionen
~
Q
A
= (Q
1A
; Q
2A
; Q
3A
) : IH 7! IH
3
mit
~
Q
A
2 L
p
(
); 1 < p <1; A  f0; : : : ; 3g gegeben. Wenn gilt
X
i;A
jjQ
iA
jj
p
<
4
4 jj
~
jj+ 1
; (4.12)
wobei jj
~
jj die Norm des Operators
~
 : L
p
(
) 7! (L
p
(
))
3
, 1 < p < 1, ist,
dann hat die Gleichung
Dw =
X
A

~
Q
A
;r
~x
J
A
w  (4.13)
eine Lösung in der Form
w =  + Th (4.14)
mit w 2 W
1
p
(
); 1 < p <1 und D = 0. Dabei bedeutet  u; v =
P
3
i=1
u
i
v
i
,
u; v 2 IH
3
und
~
 ist der verallgemeinerte -Operator im Sinne von H. Malonek.
h ist eine Lösung der Gleichung
h =
X
A

~
Q
A
; J
A
(
~
h +
~
i
4
h + r
~x
)  (4.15)
Beweis: Aus (4.14) folgt
) Dw = h
r
~x
w =
~
h +
~
i
4
h + r
~x

)
X
A

~
Q
A
;r
~x
J
A
w  =
X
A

~
Q
A
; J
A
(
~
h +
~
i
4
h + r
~x
) 
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Wenn h eine Lösung von (4.15) ist, dann ist w eine Lösung von (4.13).
Die Gleichung (4.15) ist aufgrund unserer Bedingung (4.12) lösbar mittels des
Banachschen Fixpunktsatzes, da gilt
jj
X
A

~
Q
A
;r
~x
J
A
w  jj
p

X
i;A
jjQ
iA
jj
p


jj
~
jj +
1
4

jjhjj
p
< jjhjj
p
:
q.e.d.
Diese Gleichung bildet die notwendige Basis für die Transformation eines
räumlichen partiellen Dierentialgleichungsystems erster Ordnung in die hyper-
komplexe Form Dw =
P
A
J
A
w von B. Goldschmidt [Gold].
Die zweite Möglichkeit einer hyperkomplexen Verallgemeinerung basiert auf
den Arbeiten von W.I. Schevtschenko [Sh1], [Sh2], der, wie schon angesprochen,
eine mögliche Verallgemeinerung der komplexen Beltramigleichung für den Fall
der Quaternionenanalysis untersucht hat.
Denition 4.2.1 Seien  , ' Strukturmengen, q : 
 7! C`
0;n
eine meÿbare
Funktion und w 2 W
1
p
(
); 1 < p <1. Dann heiÿt die Gleichung
 
Dw = q
'
Dw (4.16)
verallgemeinerte Beltramigleichung.
Eine spezielle Form dieser Beltramigleichung ergibt sich für  = (e
0
; : : : ; e
n
)
und ' =  [K1], [K4]:
Dw = qDw (4.17)
W.I. Schevtschenko [Sh2] selbst benutzte im Quaternionenfall Kombinatio-
nen der Strukturmengen
 
1
= (e
0
; e
1
; e
2
; e
3
)
 
2
= (e
0
; e
1
; e
2
; e
3
)
 
3
= (e
0
; e
1
; e
2
; e
3
)
 
4
= (e
0
; e
1
; e
2
; e
3
)
Interessanterweise erfüllt jede Kombination dieser Strukturmengen unsere
Bedingung (4.8).
Analog zum obigen Fall der verallgemeinerten Beltramigleichung läÿt sich
auch diese mit Hilfe des Ansatzes
w = +
 
Th;
wobei  2 ker
 
D ist, in die iterierfähige Form einer singulären Integralgleichung
h = q
'
D+ q
'; 
h
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bringen. Für jjqjj < 1=jj
'; 
jj können wir auch diese Gleichung mit Hilfe des
Banachschen Fixpunktsatzes lösen, da der Operator q
'; 
 kontraktiv ist. Ins-
besondere gilt, falls  und ' die Bedingungen des Satzes (4.1.10) erfüllen oder
' =  ist, die Bedingung
jjqjj < 1:
Bemerkung 4.2.1 Für den Fall, daÿ unsere Beltramigleichung die spezielle
Form (4.17) hat, können wir für n ungerade
(x) = x
0
+ e
1
x
1
  e
2
x
2
+ e
3
x
3
  : : :+ e
n
x
n
bzw. für n gerade
(x) = 2x
0
+ e
1
x
1
  e
2
x
2
+ e
3
x
3
  : : :+ e
n 1
x
n 1
+ e
n
x
n
setzen und erhalten unsere singuläre Integralgleichung in der Form
h = q(2 + h):
Korollar 4.2.1 Falls 
  IR
4
ein beschränktes Gebiet ist, ergibt sich für den
Fall der Beltramigleichung (4.17) mit w : 
 7! IH und q : 
 7! IH, jjqjj  q
c
< 1,
die Normabschätzung
jjwjj
W
1
2
(
)
 j
j
1
2

max
x2

jxj+ 4

+ j
j
1
2
2
1  q
c
 

1
2
2

1
4
j
j
1
4
+ 1 + 2
4
p
104
r
c
4

!
;
wobei
c
4
=

Z
S
j ln
1
j cos j
+
i
2
sign cos  j
4
dS

0

1
2
eine Konstante ist.
Beweis: Oensichtlich gilt
jjwjj
W
1
2
(
)
 jjjj
W
1
2
(
)
+ jjThjj
W
1
2
(
)
mit (x) = x
0
+ e
1
x
1
  e
2
x
2
+ e
3
x
3
. Für jjjj
W
1
2
(
)
haben wir
jjjj
W
1
2
(
)
 max
x2

jxjj
j
1
2
+ 4j
j
1
2
:
Es bleibt nur noch, jjThjj
W
1
2
(
)
= jjT jj
[L
2
(
);W
1
2
(
)]
jjhjj
L
2
(
)
abzuschätzen. Da-
bei gilt
jjThjj
W
1
2
(
)
= jjThjj
L
2
(
)
+
3
X
i=0
jj@
i
Thjj
L
2
(
)
=
 
jjT jj
L
2
(
)
+
3
X
i=0
jj@
i
T jj
L
2
(
)
!
jjhjj
L
2
(
)
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Analog zu [Kip] gilt
jjT jj
L
2
(
);


1
2
2

1
4
j
j
1
4
:
Weiterhin haben wir für i = 0; : : : ; 3 nach [MiP]:
jj@
i
T jj
L
2
(
)
= supessj	
i
()j;
wobei 	
i
() das Symbol des singulären Operators @
i
T ist und  die Oberäche
der 4-dimensionalen Einheitskugel durchläuft. Nutzen wir nun die Darstellung
des Symbols 	
i
() =
1
4
+
~
	
i
() durch die Charakteristik 
i
(), erhalten wir die
Abschätzung
j
~
	
i
()j
2
=




Z
S

i
()

ln
1
j cos j
+
i
2
sign cos 

dS




2

Z
S
j
i
()j
2




ln
1
j cosj
+
i
2
sign cos 




2
dS  !


Z
S
j
i
()j
4
dS

1
2
 
Z
S




ln
1
j cos j
+
i
2
sign cos 




4
dS
!
1
2
 !


Z
S
j
i
()j
4
dS

1
2
 c
4
 !;
wobei c
4
eine Konstante ist. Der Term
 
R
S
j
i
()j
4
dS

1
2
läÿt sich exakt berechnen
(vgl. [K1]). Im einzelnen erhalten wir für i = 0; : : : ; 3:
j
~
	
i
()j
2

r
13
2
2
c
4
:
Dies liefert uns
jj@
i
T jj
L
2
(
)

1
4
+
s
r
13
2
2
c
4
:
Alles zusammen ergibt die Normabschätzung
jjT jj
[L
2
(
);W
1
2
(
)]


1
2
2

1
4
j
j
1
4
+ 1+ 2
4
p
104
r
c
4

:
Aus h = (I   q)
 1
D folgt
jjhjj
L
2
(
)
 jj(I   q)
 1
jj
L
2
(
)
jjDjj
L
2
(
)
bzw.
jjhjj
L
2
(
)
 jj(I   q)
 1
jj
L
2
(
)
2j
j
1
2
:
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Da jj(I   q)
 1
jj
L
2
(
)

1
1 q
c
ist, folgt
jjhjj
L
2
(
)

1
1  q
c
2j
j
1
2
und damit unsere Normabschätzung für w.
q.e.d.
Bemerkung 4.2.2 Ähnliche Normabschätzungen lassen sich auch im allgemei-
nen Fall des IR
n
gewinnen, wobei das Hauptproblem das Finden geeigneter Ab-
schätzungen von jjT jj
[L
2
(
);W
1
2
(
)]
darstellt.
Bemerkung 4.2.3 Die im Beweis des obigen Korollars angegebene Möglich-
keit der Normabschätzung des T -Operators, die über die in [Kip] angegebene
Methode hinausgeht, verbessert für den Fall des IR
3
auch die [GSp1] angegebene
Abschätzung des ersten Eigenwertes des Dirichletproblems der Laplacegleichung.
Bemerkung 4.2.4 Die explizite Angabe von a-priori-Normabschätzungen ist
ein groÿer Vorteil der hier gezeigten Methode. So ist z.B. in [DeC] für die Lö-
sung der Beltramigleichung f nur angegeben werden, daÿ f   g 2
^
W
1
2
(IR
n
;)
mit einer unbekannten harmonischen Funktion g, so daÿ in diesem Fall Norm-
abschätzungen der Lösung unmöglich sind.
Die für Anwendungen interessante Frage ist nun, wann die Lösung einer
solchen Beltramigleichung einen globalen oder lokalen Homöomorphismus dar-
stellt, insbesondere im Hinblick auf eine Verwendung als Koordinatentransfor-
mation.
Dazu wäre zunächst einmal festzustellen, daÿ man einen globalen Homöo-
morphismus nur im Falle der Quaternionen (bzw. allgemein nur im IR
m
mit
m = 2
n
) erwarten kann, da ansonsten die Dimension unserer Lösung w(x) nicht
mit der Dimension unserer Ausgangsvariablen x übereinstimmt.
Für den Quaternionenfall selbst gilt der folgende Satz [Sh2]:
Satz 4.2.2 Sei 
  IR
4
ein beschränktes Gebiet. Es möge q 2 W
1
p
(
; IH); 4 <
p <1; die Bedingung
jjq(x)jj
W
1
p
 q
c
< 1
erfüllen. Dann existiert eine Lösung w der Beltramigleichung (4.16), die einen
globalen Homöomorphismus von 
 auf ein Gebiet 

w
 IR
4
deniert, wenn
nur unsere Strukturmengen  ; ' die Bedingungen des Satzes (4.1.10) oder die
Bedingung ' =  erfüllen. Diese Abbildung ist "-quasikonform und gehört zur
Klasse C
1;
(
) mit  =
p 4
p
. Falls q 2 W
1
p
(IR
4
); 4 < p <1, jjq(x)jj
W
1
p
 q
c
< 1
ist und auÿerhalb irgendeiner hinreichend groÿen Kugel verschwindet, ist die
Lösung w ein vollständiger "-quasikonformer Homöomorphismus von IR
4
nach
IR
4
und gehört der Klasse C
1;
(IR
4
) mit  =
p 4
p
an.
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Die Bedeutung dieses Satzes illustieren am besten die folgenden Sätze
aus [DoSu]:
Satz 4.2.3 Falls n 6= 4 ist, erlaubt jede topologische n-Mannigfaltigkeit eine
quasikonforme Struktur. Auÿerdem sind zwei beliebige quasikonforme Strukturen
äquivalent bzgl. eines Homöomorphismus isotopisch zur Identität.
Satz 4.2.4 Es gibt topologische 4-Mannigfaltigkeiten, die keine quasikonforme
Struktur erlauben.
Satz 4.2.5 Es existieren quasikonforme 4-Mannigfaltigkeiten, die homöomorph
aber nicht quasikonform äquivalent sind.
Diese drei Sätze zeigen, daÿ gerade der Fall n = 4 eine Sonderrolle in der
Theorie der Mannigfaltigkeiten spielt. Während im allgemeinen Fall n 6= 4 die
quasikonformen Mannigfaltigkeiten keine besondere Rolle spielen, stellen sie im
Fall n = 4 eine eigene Klasse von Mannigfaltigkeiten dar. Zum Beweis der
obigen Sätze und zur Untersuchung dieser quasikonformen Mannigfaltigkeiten
entwickelten die Autoren eine quasikonforme Yang-Mills Theorie mittels ellip-
tischer Index-Theorie mit meÿbaren Koezienten in vier Dimensionen. Unser
obiger Satz gibt Anlaÿ zur Honung, daÿ sich diese Untersuchungen viel einfa-
cher mit Hilfe der Quaternionenanalysis durchführen lassen.
Generell ist die Frage nach quasikonformen Lösungen von allergröÿter Be-
deutung im Fall des IR
n
; n  3. Denn hier gilt der folgende Satz von Liouville:
Satz 4.2.6 Jede konforme Abbildung eines Gebietes 
  IR
n
; n  3; ist entwe-
der konstant oder die Einschränkung einer Möbius-Transformation des IR
n
auf

.
Aufgrund dieses Satzes ist eine Verallgemeinerung der komplexen Metho-
den zur Lösung von Randwertaufgaben partieller Dierentialgleichungen, die
auf konformen Koordinatentransformationen basieren [DeG] und [KO], mit hö-
herdimensionalen konformen Abbildungen im allgemeinen nicht möglich. Einen
Ausweg könnte die Verwendung quasikonformer Abbildungen sein.
Damit stellt sich das Problem der Gewinnung dieser quasikonformen Abbil-
dungen über die Lösung entsprechender Beltramigleichungen. Hier sind jedoch
die Schwierigkeiten, die bei der notwendigen Auswertung der entsprechenden
Jacobi-Determinante entstehen, nicht zu unterschätzen. Von den oben erwähn-
ten Arbeiten hat nur W. I. Schewtschenko [Sh1], [Sh2] solche Auswertungen im
Falle des IR
3
und IR
4
treen können. Bei [IMar] ist die Bedingung an die Jacobi-
Determinante in die Denition der entsprechenden Beltramigleichung aufgenom-
men worden. Leider sind die Autoren trotzdem nicht in der Lage, Aussagen über
homöomorphe Lösungen zu treen.
Wie wir sehen, sind diese Untersuchungen von gröÿter Wichtigkeit für die
Untersuchungen der Beltramigleichungen und sollten insbesondere mit Hinblick
auf den Fakt, daÿ im IR
3
die Lösungen unserer Beltramigleichung (4.16) lo-
kale Homöomorphismen sind [Sh1], für den n-dimensionalen Fall durchgeführt
werden.
99
Nichtsdestotrotz lassen sich die hier verwendeten Ansatzmethoden zur Lö-
sung der entsprechenden Beltramigleichung auch auf allgemeinere Klassen nicht-
linearer partieller Dierentialgleichungen anwenden.
4.3 Nichtlineare Beltrami-ähnliche Dierential-
gleichungen erster Ordnung
Wie wir schon erwähnt haben, lassen sich die im vorherigen Abschnitt ver-
wendeten Methoden zur Lösung von Beltramigleichungen auch auf allgemeinere
nichtlineare Dierentialgleichungssysteme anwenden.
Sei w : 
  IR
n
7! C`
0;n
. Betrachten wir nun das nichtlineare System von
partiellen Dierentialgleichungen erster Ordnung
Dw = F (z; w;
@w
@z
1
; : : : ;
@w
@z
n
): (4.18)
Sei weiterhin w = w(z) eine Lösung von (4.18), dann können wir die Funktion
 := w   TF (z; w;
@w
@z
1
; : : : ;
@w
@z
n
)
denieren.
Oensichtlich ist  links-monogen und wir erhalten die Gleichung
w = + TF (z; w;
@w
@z
1
; : : : ;
@w
@z
n
) (4.19)
Aus dieser Gleichung ersehen wir, daÿ zu jeder Lösung w eine links-monogene
Funktion  existiert, so daÿ (4.19) erfüllt ist.
Auÿerdem gilt auch die Umkehrung:
Falls  beliebig (natürlich links-monogen) gewählt wurde und (4.19) lösbar
mit diesem  ist, dann ist w eine Lösung von (4.18).
Das bedeutet, daÿ wir die Möglichkeit besitzen, Randwertprobleme für (4.18)
in Randwertprobleme für links-monogene Funktionen zu transformieren.
Führen wir nun den Operator
Ww = + TF (z; w;
@w
@z
1
; : : : ;
@w
@z
n
)
in W
1
2
(
) ein.  hängt dabei natürlich von w ab. Lösungen von (4.19) sind
Fixpunkte dieses Operators. Unter Benutzung der Bedingung, daÿ der Raum
W
1
2
(
) in sich selbst abgebildet werden muÿ, erhalten wir:
DWw = 0 + F (z; w;
@w
@z
1
; : : : ;
@w
@z
n
);
r
~x
Ww = r
~x
 +
~
F (z; w;
@w
@z
1
; : : : ;
@w
@z
n
);
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wobei
~
 der verallgemeinerte -Operator im Sinne von H. Malonek ist.
Weiterhin, falls F nur von z, w und D abhängt, haben wir die Gleichung:
Dw = F (z; w;Dw): (4.20)
Unter Benutzung des Operators
Ww = + TF (z; w;Dw)
erhalten wir
DWw = 0 + F (z; w;Dw);
DWw = D+F (z; w;Dw);
wobei  der -Operator im Sinne von W. Spröÿig ist.
In beiden Fällen haben wir die Lösung der entsprechenden nichtlinearen
partiellen Dierentialgleichung auf die Lösung eines Fixpunktproblems zurück-
geführt, womit uns die gesamte Breite der Fixpunktsätze zur Verfügung steht.
Betrachten wir z.B. die obigen Fixpunktgleichungen unter dem Gesichts-
punkt der Anwendung des Banachschen Fixpunktsatzes, erhalten wir, wenn wir
h
j
=
@w
@z
j
setzen, für die Lösung unserer ersten Fixpunktgleichung das Iterati-
onsverfahren
w
m
= + TF (z; w
m 1
; h
1;m 1
; : : : ; h
n;m 1
)
(h
1;m
; : : : ; h
n;m
) = r
~x
+
~
F (z; w
m 1
; h
1;m 1
; : : : ; h
n;m 1
) (4.21)
bzw. für die Lösung unserer zweiten Fixpunktgleichung das Verfahren
w
m
= + TF (z; w
m 1
; h
m 1
)
h
m
= D +F (z; w
m 1
; h
m 1
); (4.22)
wobei h = Dw ist.
Bei diesen Verfahren interessiert uns zunächst nur die allgemeine Lösung
ohne Berücksichtigung der Randwerte, d.h. wir können  beliebig wählen.
Eine entsprechende Normuntersuchung wie im Fall des Iterationsverfahrens
zur Lösung der Navier-Stokes-Gleichungen führt uns zu folgenden Resultaten.
Satz 4.3.1 Möge der Operator
F :W
1
2
(
)L
2
(
) : : :L
2
(
) 7! L
2
(
)
lipschitzstetig mit der Lipschitzkonstanten
L <
1
jjT jj
[L
2
(
);W
1
2
(
)]
bzgl. w; h
1
; : : : ; h
n
sein. Dann ist der Operator
U :W
1
2
(
)L
2
(
) : : :L
2
(
) 7! W
1
2
(
)L
2
(
) : : :L
2
(
)
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mit
U(w; h
1
; : : : ; h
n
) =

+ TF (z; w; h
1
; : : : ; h
n
);r
~x
+
~
F (z; w; h
1
; : : : ; h
n
)

eine kontrahierende Selbstabbildung. Nach dem Banachschen Fixpunktsatz kon-
vergiert unser Iterationsverfahren (4.21) gegen eine eindeutige Lösung
(w; h
1
; : : : ; h
n
) im Raum W
1
2
(
)  L
2
(
)  : : :  L
2
(
), bei der w eine ein-
deutige Lösung der Gleichung (4.18) darstellt.
Satz 4.3.2 Falls der Operator
F :W
1
2
(
)L
2
(
) 7! L
2
(
)
lipschitzstetig bzgl. w; h mit der Konstanten
L <
1
jjT jj
[L
2
(
);W
1
2
(
)]
ist, so konvergiert unser Iterationsverfahren (4.22) zur zweiten Fixpunktglei-
chung gegen eine eindeutige Lösung (w; h) im Raum W
1
2
(
)  L
2
(
). Hier ist
natürlich w eine eindeutige Lösung unserer Gleichung (4.20).
Bemerkung 4.3.1 In beiden Fällen reicht für die Bedingung an die jeweilige
Lipschitzkonstante L die Bedingung
L <
1
jjT jj
[L
2
(
);W
1
2
(
)]
;
da sowohl
1
jjT jj
[L
2
(
);W
1
2
(
)]
<
1
jj@
i
T jj
[L
2
(
);L
2
(
)]
für i = 0; : : : ; n als auch
1
jjT jj
[L
2
(
);W
1
2
(
)]
<
1
jjjj
[L
2
(
);L
2
(
)]
= 1
gilt.
Bemerkung 4.3.2 Bei beiden Iterationsverfahren können wir unseren Start-
punkt beliebig wählen, insbesondere auch w = 0.
Bemerkung 4.3.3 Da wir dieselben Überlegungen auch für den Fall w : 
 
IR
4
7! IH durchführen können, sind unsere verallgemeinerten Beltramigleichun-
gen (4.13) und (4.17) sind Spezialfälle der nichtlinearen partiellen Dierential-
gleichungen
w = + TF (z; w;
@w
@z
1
;
@w
@z
2
;
@w
@z
3
)
und
Dw = F (z; w;Dw);
bei denen die Gleichungen der zugehörigen Iterationsverfahren entkoppelt sind.
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Bemerkung 4.3.4 An den obigen Sätzen zur Lösung unserer Probleme (4:18)
und (4:19) mittels der Iterationsverfahren (4.21) und (4.22) sehen wir auch die
Notwendigkeit genauer Normabschätzungen für T bzw. @
i
T .
So erhalten wir für den Fall w : 
  IR
4
7! IH, der sich ganz genauso
behandeln läÿt, die hinreichenden Bedingung
L <
1
 
1
2
2

1
4
j
j
1
4
+ 1 + 2
4
p
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p
c
4

für die jeweilige Lipschitzkonstante.
In [Rü] untersucht W. Rüprich das allgemeine nichtlineare partielle Dieren-
tialgleichungssystem
D
0
(w) = f

; w;
@
@x
1
w; : : : ;
@
@x
n
w

für Funktionen w, die auf einem beschränkten Gebiet des IR
n
deniert sind, mit
Hilfe des Banachschen Fixpunktsatzes. Dabei ist D
0
ein auf einem Banachraum
B(G) denierter linearer Dierentialoperator, der einen stetigen rechtsseitigen
inversen Operator besitzt. Für diese allgemeinen Untersuchungen benötigt er
im Gegensatz zu dem hier vorliegenden Fall neben den Bedingungen für die
Lipschitzstetigkeit auch noch Einschränkungen an die Räume, zwischen denen
der nichtlineare Operator f abbildet. So muÿ eine Menge
M
r
= f(w; h
1
; : : : ; h
n
) 2 B(G) : jjw   w
0
jj  r
0
; jjh
i
  h
i;0
jj  r
i
; i = 1; : : : ; ng
mit einem n+1-dimensionalen Vektor mit positiven reellen Komponenten r
i
exi-
stieren, auf der f zusätzliche Bedingungen erfüllt. Auÿerdem ist hier die Wahl
eines beliebigen Startpunktes für das Iterationsverfahren nicht möglich, da die-
ser Startpunkt hinreichend nahe an der Lösung liegen muÿ.
Ein noch ungelöstes Problem ist die Frage nach zulässigen Randbedingun-
gen, d.h. bei welcher Angabe von Randbedingungen das nichtlineare Dieren-
tialgleichungssystem (4.18) bzw. (4.20) lösbar ist. So ist dieses System z.B. bei
der vollständigen Angabe einer Randfunktion nicht unbedingt lösbar. Auch eine
Untersuchung dieses Problems mit Hilfe unserer Randprojektoren P
 
und Q
 
führt nicht zum Ziel.
Andererseits können wir die monogene Funktion  im Fall des Dierential-
gleichungsystems ohne die Betrachtung von Randbedingungen völlig frei wählen,
so daÿ durchaus Anlaÿ zur Honung besteht.
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