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Abstract—This paper proposes a static k-ary n-tree inter-
connection network. This network is based on traditional
k-ary n-tree network. Different from the traditional k-ary
n-tree network which contains compute nodes only in the
leaf nodes at the lowest layer and the rest of layers contains
only switches, our network consists of identical nodes that
contain both the switches and compute nodes. In other
words, the traditional k-ary n-tree is an indirect dynamic
network and the static k-ary n-tree is a direct static network.
Our network has a better diameter than other networks.
However, in our network, the shortest-path routing algorithm
may cause deadlocks. In this paper, we describe the structure
of the static k-ary n-tree, derive its topological properties.
We also give a formal shortest-path routing algorithm and a
routing algorithm considering deadlock. Finally, we evaluate
the cost/performance of the static k-ary n-tree with the
comparisons to other networks.
1. 序論
近年，高性能コンピューティングにおいて，インター
コネクションの研究が重要視されている．特に大規模並
列コンピューティングが注目されている．これらのトポ
ロジは大きく２つに分類され，直接網と間接網と呼ば
れる．まず，直接網とは，すべてのノードがプロセッサ
とルータから構成されるネットワークであり，また，間
接網はコンピュータノードとスイッチングハブをノード
として構成されるネットワークである．直接網のトポロ
ジの例として，Hypercube[1]や k-ary n-cube[2]が挙げ
られる．この直接網の特徴として，ノード間の距離を短
くしやすく，直径を低くなりやすい点があるが，実際の
運用の際にデッドロックが起きやすいという点もある．
一方，間接網においては，Fat tree[3]や Closというも
のが例として挙げられる．Fat treeは様々な研究がされ
ており，データセンタのネットワークに対して採用され
ている．この間接網の特徴として，実際の構築が容易で
あり，構築にかかるコストが低く抑えられる点が挙げら
れるが，一つ以上のスイッチングハブを通して転送処理
を行うため，直径が大きくなりやすい点がある．現代の
スーパーコンピュータにおいて，これらのネットワーク
は実装や構築の際のコストを抑え，より計算性能の良
いものが求められる．
現代のスーパーコンピュータにおいて，間接網の Fat
treeは広く利用されている傾向にある．この Fat treeは
完全２分木からなる間接網ネットワークであり，伝統的
な木構造とは違い，実際の木と同じような構造と類似し
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ている．この木構造は層が高いほど，各々の枝が冗長性
を持たせるために太くなる．Fat treeは最下層のみにコ
ンピュータノードがあり，それ以外の層はスイッチング
ハブしか存在しない．また，完全２分木を基にしている
ため，ノード数は 2の乗数で求められる．これにノード
数の柔軟性を向上させるため，F. Petriniらは完全 k分
木を基にした k-ary n-tree[4]を提唱した．これらのパラ
メータの kは木構造における枝の数の表し，nは層の数
を表す．例として，4-ary 3-treeは層の高さが３である
完全４分木を基にしたネットワークである．また，k-ary
n-treeには，転送間の競合の改善や対故障経路探索アル
ゴリズム [5]も研究されている．しかしながら，Fat tree
と同様に k-ary n-treeはコンピュータノードの数に対し
て，スイッチングハブの数が多く必要であり，実装に対
するコストが大きいという特徴がある．そこで私はす
べての層をコンピュータノードで構成した static k-ary
n-tree[6]を提案した．しかし，この static k-ary n-treeに
は，デッドロックを考慮したルーティングが提案されて
いないため，本論文ではデッドロックを考慮した経路探
索アルゴリズムを提案する．
2. Static k-ary n-tree
Static k-ary n-treeは完全 k分木からなる直接網ネッ
トワークであり，伝統的な k-ary n-treeと同じように根
に近くなるほど，冗長性を持たせるため，各々の枝が太
くなる．言い換えると，子ノードと親ノードは同数個あ
り，それぞれの親ノードを根とする完全 k 分木で構成
される．伝統的な k-ary n-treeとは異なり，このネット
ワークはすべての層において，コンピュータノードが含
まれ，間接網から直接網になる．このトポロジのパラ
メータ kは各親ノードと結合する子ノードの数であり，
nは層の数を表している．本論文では，便宜上，これら
のパラメータである kを枝の数，nを層の高さと表現す
る．提案するトポロジはパラメータ nに対して，再帰
的構造をしており，static k-ary n-treeは，子ノードとし
て static k-ary n-1-treeを k個持つ k-ary 2-treeから構成
される．例として，図 1に表すように，2-ary 3-treeは
2-ary 2-treeを子ノードとする 2-ary 2-treeと同じ構造に
なっている．
提案するトポロジでは経路探索アルゴリズムのため
に各ノードに対して固有の IDを割り当てる．この ID
は高さ部分と枝部分の２つから構成され，n桁の数字で
表される．高さ部分の IDは１桁の数値で表され，枝部
分の IDは n-1桁の数値を示される．高さ部分は最下層
を０としたノードの高さを示し，枝部分は n-1桁の k進
数の数値を各層ごとに０から順番に割り当てる．ノー
ドの IDは最上位桁を高さ部分の IDとし，残りの桁を
枝部分の IDとするように結合した数値である．例とし
て，4-ary 3-treeの場合において，高さ部分は０から２
までの数値，枝部分の数値は 00から 33までの数値と
なるため，各ノードは 000から 233までの 48個の ID
が割り与えられる．また，以下の条件が成り立っている
ときに，それらのノードは結合する．
1) ２つのノードの高さ部分の数値の差が１である．
2) ２つのノードのうち高さ部分の数値が大きい方
の数値を xとし，枝部分の x桁目の数字が異な
り，それ以外の桁の数字が同じである．
4-ary 3-treeの場合は 111のノードに対して，001, 011,
021, 031, 210, 211, 212, 213と結合する (図 2)．
図 1. 2-ary 2-tree を子ノードとして持つ 2-ary 3-trees
n
k
233232230 231220 221 222 223210 211 212 213201 202 203200
100 101 102 103
000 001 002 003
110 111 112 113
010 011 012 013
120 121 122 123
020 021 022 023
130 131 132 133
030 031 032 033
図 2. 4-ary 3-tree
3. ルーティングアルゴリズム
インターコネクションネットワークにおいて，ルー
ティングアルゴリズムは重要である．また，そのルー
ティングアルゴリズムによって，通信性能が左右され
る．本論文では，送信元ノードから宛先ノードの最短経
路探索アルゴリズムを説明し，新たにデッドロックを考
慮した経路探索アルゴリズムを提案する．
3.1. 最短経路探索アルゴリズム
最短経路探索アルゴリズムとは送信元ノードから宛
先ノードまでの経路の中で最も短い経路を導くアルゴ
リズムのことである．まず，全体のアルゴリズムの流れ
を以下に示す．
Step 1: 送信元ノードと宛先ノードの高さ部分の
数値を比較し，次に行う枝部分の差異検
索の順序を決める．送信元ノードの高さ
が宛先ノードよりも低い場合は最下位の
桁から検索し，それ以外の場合は最上位
の桁から検索を行う．
Step 2: Step 1の検索順で枝部分の差異検索を行
う．初めて見つけた差異の桁がある高さ
に移動し，その差異がある桁を宛先ノー
ドの数値に変更する．
Step 3: 枝部部の差異がなくなるまで，Step 1 - 2
を繰り返す．枝部分の差異がなくなった
場合は，高さを宛先ノードと同じにする
ように移動を行い，ルーティングを終了
する．
Step１では，送信元ノードの高さが宛先ノードの高
さより大きければ降順となり，小さければ昇順となる．
この検索順は送信元ノードと宛先ノードから一番離れ
ている差異を見つけるため必要になる．送信元ノードと
宛先ノードの高さが同じ場合はどちらでも構わないが，
本論文では昇順としている．Step 2において，はじめ
ての差異に高さを合わせる際に，経由ノードで他の差
異を修正できる場合には，その差も修正する．より詳細
な最短経路探索アルゴリズムは，Algrithm 1で形式的に
示す．
ここでこの最短経路探索アルゴリズムの例を挙げて，
より細かい動作について説明する．まず static 4-ary 3-
treeを対象として，送信元ノード sを 2012とし，宛先
ノード tを 1311とする．高さの比較を行うと送信元ノー
ドの高さ部分 shは 2であり，宛先ノードの高さ部分 th
は 1であるため，降順で検索を行う．最初に枝部部の 3
桁目が差異であり，送信元の高さが 2であるため，高
さ部分を 3 にし，枝部分を 012 から 312 に変更する．
(!x;y は 2と 3の間の高さ移動を表す．)
2012 !2;3 3312
次に高さの比較を行い，送信元のノードの高さの方
が大きいため，降順で検索を行う．一つ目の差異が 1桁
目の数字であることがわかるため，同じ高さになるま
で移動し，枝部分を変更する．
3312 !2;3 2312 !1;2 1312 !0;1 0311
最後に枝部分の差異がないため，高さを合わせる．
0311 !0;1 1311
これによって最短経路探索アルゴリズムを終了する．
このアルゴリズムの計算量は O(n)であり，層の高
さに比例する．また，最短経路に関しては，枝部部分の
変更のタイミングをずらすことで，kn 1個の迂回路が
存在する．
3.2. デッドロックを考慮した経路探索アルゴリズム
前節で提案した最短経路探索アルゴリズムは多くの
デッドロックが発生する．経路探索アルゴリズムにおけ
るデッドロックとは，ルータ内のバッファなどのネット
ワークリソースが飽和したために，それ以上のパケット
の転送が行えない状態のことを指す．例を挙げると，4
つのルータがそれぞれリング型に接続しているとして，
時計回りにパケットの転送を同時に行う．ルータ内の
バッファがパケットで満杯である場合，それぞれのルー
タは送信先のルータのバッファに格納することができな
いため転送を完了できず，また時間経過などで回復す
ることが出来ない．この例のようにネットワークに一
Algorithm 1: shortest-path routing algorithm static k-ary n-tree
Input : A source node s = (sh; sb[n  2]; sb[n  3]; :::; sb[0]); /* d is height in k-ary n-tree*/
Input : A destination node t = (th; tb[n  2]; tb[n  3]; :::; tb[0]); /* b is branch in k-ary n-tree*/
Output: A shortest path P is the list of via-node;
P = [s];
while s 6= t do
if sb == tb then
sh  (sb[sh] 6= tb[sh]) ? sh   1 : sh + 1;
end
else
/* setting searching order */
start; end = (sh  th) ? (0; n  2) : (n  2; 0);
for i = start to end do
if sb[i] 6= tb[i] then
if i < sh then
if sb[sh] 6= tb[sh] then
sb[sh] tb[sh]; /* changing branch part */
end
sh  sh   1; /* changing height part */
end
else
if sb[sh + 1] 6= tb[sh + 1] then
sb[sh + 1] tb[sh + 1]; /* changing branch part */
end
sh  sh + 1; /* changing height part */
end
break for;
end
end
end
P:append(s);
end
return P ;
周する循環構造がある場合、デッドロックが発生する．
デッドロックの解決方法として，デッドロックを検出し，
デッドロック回復処理を行う事が挙げられるが，検出や
回復処理にかかる時間が大きいため，全体の通信性能
を低下する．そのため，経路探索アルゴリズムをデッド
ロックが発生しないように設計する必要がある．
デッドロックの回避方法として，C.J. GlassとL.M.Ni
はパケットの動作に制限を入れ，循環構造を消す手法で
デッドロックフリー経路探索アルゴリズム [7]を提案し
ている．また，A. Robles-Gomezらは，Up*/Down*ルー
ティングと呼ばれる上方向に転送してから下方向に転送
する手法でデッドロックフリー経路探索アルゴリズム [8]
を提案している．これらの研究から循環構造をパケット
の動作の制限することで，デッドロックフリー経路探索
アルゴリズムを確立できる可能性がある．そのため，ま
ず，Static k-ary n-treeの循環構造について注目する．提
案している static k-ary n-treeの最短経路探索アルゴリズ
ムでは，デッドロックの原因となる循環構造が複数存在
する．デッドロックの原因となる循環構造のパターンは
図 3に示されるように，４つの動作のみから成立する．
これらの動作をそれぞれ、Left-up-down, Left-down-up,
Right-up-down, Right-down-upとする．それぞれの動作
には２つの経路が存在するため，static k-ary n-treeの循
環構造は最低でも 24 = 16通りで存在する．これらの
循環構造には 4つのノードで構成されているものとそ
れ以上の数のノードで構成されているものがあり，図 3
の横に並んでいる動作群の場合は，4つのノードで構成
される．また，4つのノードで構成されるパターンは 2
つのみである．循環構造が少ないノードで構成されて
いるほど，バッファが満杯になりやすく，デッドロック
が起きやすい．
デッドロックは循環構造がある場合に発生するため，
16通りの循環構造を成立させないように動作を制限す
ることで，デッドロックを回避することができる．例と
して，Left-up-downの動作を制限することでデッドロッ
クを回避することができる．しかしながら，static k-ary
n-treeはこれらの動作の一つ以上制限した際，データを
転送が行えない送信元ノードと宛先ノードの組み合わ
せが出来る．この原因として，木構造を基にしているた
め，up-downと down-upによる枝部分の移動が経路作
成に必要であるということが挙げられる．結果として，
static k-ary n-treeはデッドロックフリーの経路探索アル
ゴリズムが作成できないということが示された．
本研究では，デッドロックフリーな経路探索アルゴ
リズムが作成不可能という事から，デッドロックの発生
を抑えた経路探索アルゴリズムを提案する．循環構造の
中でも少ないノードで構成されているものを対象に，動
作の制限によって循環構造をなくすことでデッドロック
の発生を抑える．少ないノードで構成されている循環構
造は図 3の横に並んでいる動作の２つのみである．この
２つの動作の制限の入れ方として，上段の動作群からは
Right-up-downを下段の動作群からは Right-down-upを
制限する Left-firstモデルを本論文で提案する．Left-first
モデルを利用したデッドロックを考慮した経路探索アル
ゴリズムの流れを以下に示す．
Step 1: 宛先ノードと送信元ノードの枝部分を最
上位から各桁毎に比較し，送信元ノード
よりも宛先ノードの枝部分が低い高さま
で移動し，送信元ノードの枝部分を宛先
ノードの枝部分の数値に修正する．これ
を送信元ノードよりも低い宛先ノードの
枝部分がなくなるまで繰り返す．
Step 2: 宛先ノードと送信元ノードの枝部分を最
上位から各桁毎に比較し，送信元ノード
よりも宛先ノードの枝部分が高い高さま
で移動し，送信元ノードの枝部分を宛先
ノードの枝部分の数値に修正する．これ
を送信元ノードよりも高い宛先ノードの
枝部分がなくなるまで繰り返す．
Step 3: 高さ部分をそろえるように移動する．
このLeft-firstモデルを用いた経路探索の特徴として，
最短経路探索アルゴリズムと比べ、直径が増加してし
まう点があげられる．
òĊċęÓĚĕÓĉĔĜē òĊċęÓĉĔĜēÓĚĕ øĎČčęÓĉĔĜēÓĚĕøĎČčęÓĚĕÓĉĔĜē
図 3. デッドロックの発生する循環構造のパターン
òĊċęÓĚĕÓĉĔĜē òĊċęÓĉĔĜēÓĚĕ øĎČčęÓĉĔĜēÓĚĕøĎČčęÓĚĕÓĉĔĜē
図 4. デッドロックの発生を抑えた循環構造のパターン
4. Static k-ary n-treeの性質
この説では，本論文で提案する static k-ary n-treeの
位相幾何学的性質について説明する．
4.1. 位相幾何学的性質における定義
Static k-ary n-treeの位相幾何学的性質について示す
前にインターコネクションにおける基礎的な定義につ
いて以下に説明する．また，本論文ではインターコネ
クションネットワークは無向グラフを対象にしている．
したがって，ノードはプロセッサとルータに対応し，枝
は双方向通信リンクに対応する．
定義 1. インターコネクションネットワークは有限グラ
フ G = N;B であり，N と B はそれぞれ，ノード
の集合体とリンクの集合体を表している．
定義 2. Gにおけるノード nの次数は枝の数と等しい.
定義 3.DGで表されるGの直径は，max(dG(x; y)jx; y 2
B)というように定義され，dGが２つのノード x，y
の間の距離である．
定義 4. すべてのノードが同じ次数を持つとき，そのグ
ラフは規則的である．
定義 5. あるグラフG(N;B)任意のノード x，yにおい
て，xが y(x; y 2 N )に対応する自己同型写像が存
在する場合，このグラフは対称である．
4.2. 位相幾何学的性質
以下に提案した static k-ary n-treeの位相幾何学的性
質の示す．これらの結果は表 1に要約される．また，そ
れぞれのパラメータに対する定理と証明を次に示す．
表 1. 位相幾何学的性質の比較
Parameters m-cube k-ary n-cube Static k-ary n-tree
Nodes 2m kn nk(n 1)
Degree m 2n 2k
Diameter m n bk=2c 2(n  1)
Cost mm 2n2  bk=2c 4k(n  1)
定理 1. Static k-ary n-treeのノードの総数は nk(n 1)で
ある．
証明 1. Static k-ary n-treeは完全 k分木を基に作られて
いるため，最下層のノード数は kn  1である．さら
に static k-ary n-treeは根に近いほど枝が太くなる構
造であり，各層のノード数は kn   1である．Static
k-ary n-treeは層は n個であり，各層のノード数と層
の総数の積により，ノードの総数は nk(n 1)となる．

定理 2. Static k-ary n-treeの次数は nが 2の時は kであ
り，それ以外の時は 2kである．
証明 2. 中間層（最上層と最下層ではない層）のノード
は親ノードを k個持ち，また子ノードを k個もつた
め，次数は 2kとなる．しかし，nが 2の場合は，中
間層が存在しない．最下層と最上層は親ノードか子
ノードのどちらか一方を k個だけもつため，nが 2
の場合は次数は kとなる． 
定理 3. static k-ary n-treeの直径は 2(n  1)である．
証明 3. 最も離れている送信元ノードと宛先のノードの
組は，高さ部分が同じで枝部分が全て異なっている．
この時，最短経路は最低でも一度，全ての高さの層
に移動する必要がある．最も離れている高さへの移
動に n  1掛かり，元の高さに戻る必要があるため，
2(n  1)が直径である． 
5. 位相幾何学的性質の比較
この節では static k-ary n-treeの位相幾何学的性質に
ついて，他のトポロジと比較し，static k-ary n-treeの有
用性を示す．評価の対象として，一般的に優れていると
されている Hypercubeと現代のスーパーコンピュータ
によく使われている k-ary n-cubeを選択した．伝統的な
k-ary n-treeとの比較は重要であるということは明白で
あるが，間接網と直接網との比較のため，単純に比べら
れない問題がある．そのため，本論文では直接網のトポ
ロジのみを対象として比較している．
5.1. 次数
次数の比較結果を図 5に示す．このグラフの横軸は
ノード数を表し，縦軸は次数を表している．この次数
は実装費用と密接に関係し，低いほど安くネットワー
クを構築することが出来る．図 5より，提案した static
k-ary n-treeは Hypercubeや k-ary n-cubeよりも低い次
数を示している場合があるが，他のトポロジよりも広く
分布しているため，一概にはこのトポロジの次数が優
れているとは断言できない．結果として，Hypercubeや
k-ary n-cubeよりも static k-ary n-treeの次数は優れては
いない．
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図 5. 次数の比較結果
5.2. 直径
直径の評価結果を図 6に示す．このグラフの横軸は
ノード数であり，縦軸は直径を表している．この直径は
最短経路のノードの経由回数の事であり，直径が低いほ
ど通信にかかる時間が少なくなる．通信にかかる時間
が少ないほど，データ通信が早くなるため，全体とし
ての処理性能が上がる．図 6から，static k-ary n-treeは
Hypercubeや k-ary n-cubeよりも低い値を示している点
が多く，一部の点は他のトポロジよりも高い値を示して
いるが，全体として低いという事が分かる．結果とし
て，static k-ary n-treeの直径は他のトポロジよりも優れ
ており，低い数値に多く分布している．
5.3. コスト
コストは次数と直径の積で表され，コストの値が低
いほど，コストパフォーマンスが良いとされている指標
である．このコストは簡単な指標であり，実装や構築な
どを踏まえた詳しいコストを表す事はできない．しかし
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図 6. 直径の比較結果
ながら，次数と直径はトレードオフの関係にあるため，
単純に比べるためにこのコストという指標が良く利用
される．このコストの評価結果を図 7に示す．このグラ
フの横軸はノード数であり，縦軸はコストである．図 7
より static k-ary n-treeのコストは他のトポロジに大き
く差をつけて良い値を得られた．この理由は，次数の悪
い値よりも，直径の良い値の方が影響力が大きかったと
いうことであると推察できる．
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図 7. コストの比較結果
5.4. Relative Cost Performance
Static k-ary n-treeはコストが優れていることが示さ
れたが，実際のコストはルータやプロセッサ数によって
も変わってきてしまう．したがって，もっと詳細な比較
を行うべきである．このために，Liと Chuによって提
案された Relative Cost Performance (RCP) [9]というイ
ンターコネクションのための指標を使う．まず，RCPを
説明する前に CPについて説明する．この CPはルータ
の複雑度 とプロセッサ数 pを含めたコストパフォー
マンスの指標である．CPの定義を以下に示す．
CP = (Degree + p) Diameter (1)
クロスバースイッチで構成されるネットワークの場
合，ルータのコストは，ポートの数をmとして，m2で
評価できる．実際は，ルータ内にバッファやスイッチ
コントローラなどのコンポーネントがある事から，m
(1:0    2:0)で表す．これはルータのコストにポー
トの数mがどれほど関わってくるかを数値化したもの
であり，最大でもm2以上の影響力はないということを
示している．
RCPは Hypercubeの CPに対して，相対的に表され
る指標であり，以下に定義を示す．
RCP =
(Degree + p) Diameter
(log2N + p)  log2N
(2)
RCPは Hypercubeに相対的な関係を持つため，Hy-
percubeの各パラメータをこの RCPに代入すると１と
なる．また，この RCPは小さいほどコストパフォーマ
ンスが良いとされる．
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図 8. k-ary n-cube と Hypercube の RCP
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図 9. Static k-ary n-tree と Hypercube の RCP
図 8は k-ary n-cubeの RCPを示し，図 9は提案した
static k-ary n-treeの RCPを表している．このグラフの
横軸はノードの数であり，縦軸は RCPの数値を表して
いる．パラメータ nが４以上である場合，k-ary n-cube
よりも static k-ary n-treeの方がコストパフォーマンス
が優れているという結果になった．しかしながら，nが
３以下の場合では static k-ary n-treeのコストパフォー
マンスが悪くなる現象が見られた．特に nが２の時の
コストパフォーマンスが他に比べて著しく悪く，また，
他の nの値のグラフと比較すると異なる形状をしてい
る．この原因は定理 2のあるように，n = 2の時，次
数が k になるためである．Static k-ary n-treeの直径が
2(n  1)であり，他のトポロジよりも低いことから，コ
ストパフォーマンスに nの値が大きく影響する．つま
り，nが大きいほど Static k-ary n-treeのコストパフォー
マンスは良くなる．
6. 結論
本論文では，static k-ary n-treeネットワークについ
て提案した．また，その位相幾何学的性質を説明し，最
短経路探索アルゴリズムとデッドロックを考慮した経路
探索アルゴリズムを提案した．Static k-ary n-treeの位相
幾何学的性質において，次数は他のトポロジとあまり大
差ないが直径は他のトポロジよりも小さい．次数と直径
の積からなるコストから，static k-ary n-treeは他のトポ
ロジよりもコストパフォーマンスが良い．さらに RCP
において，nが 4以上の場合，k-ary n-cubeよりもコス
トパフォーマンスが優れている事を示した．
Static k-ary n-treeにはいくつかの課題点が存在する．
１つ目の課題はそれぞれのノードの次数が異なっている
という点である．Static k-ary n-treeの最下層と最上層の
次数は kであり，それ以外の層では次数が 2kとなって
いるため，nが３以上の場合は各ノードにおける次数が
異なる．よって，このトポロジは規則的ではなく，非対
称なトポロジである．この事はルーティングアルゴリズ
ムの難化を引き起こすだけでなく，トラフィック量の偏
りも引き起こす．この問題に対して，最下層と最上層を
結合した新たなトポロジの設計，もしくは階層的ネット
ワークを用いて解決を図れると考えている．２つ目の課
題は，デッドロックの回避方法が動作制限ルーティング
手法では確立できないという点である．本論文ではデッ
ドロックの発生しやすい循環構造を制限することによっ
て，デッドロックの発生確率を抑えた経路探索アルゴリ
ズムを提案したが，デッドロックからの回復処理や混雑
度を用いた耐デッドロック経路探索アルゴリズムの設計
が今後の課題である．
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