Prices for the same flight change substantially depending on the time of purchase.
of the buyers when posting their fares, we implicitly observe the behavior of buyers. Borenstein and Rose (1994) explain how price dispersion in the airline industry comes from multiple sources. The data collection and the estimation approach controls for these multiple sources and allows us to isolate the price differences across purchase times within the same flight and within the same day to departure. We keep track of the price of the non-refundable economy-class ticket at every hour prior to departure. This controls for the existence of tickets sold with frequent flier miles, different fare classes, and refundable tickets (see, e.g., Escobari and Jindapon, 2014) . The existence of price differences associated with Saturday-night stayover, minimum and maximum stay are controlled for by focusing on one-way flights. 6 Moreover, selecting non-stop flights is helpful to control for connecting flights and more complicated itineraries (e.g., open jaws). Note that while we focus on oneway tickets, extending our results to round-trip tickets would need to follow the standard assumption in the literature where the price of a round-trip ticket is assumed to be two times the price of a one-way ticket (see, e.g., Borenstein and Rose, 1994, p. 677; and Gerardi and Shapiro, 2009, p. 5) . Our data does not allow us to test this assumption.
Generalizing our results to the U.S. airline industry would require more assumptions as the existence of different ticket characteristics make price discrimination in airlines a complex multidimensional screening problem (Armstrong, 1996) . Our data on one-way fares greatly helps us to simplify the complexity of pricing strategies and is in line with the vast majority of the single-leg (i.e., one-way) theoretical models that help explain price dispersion (see, e.g., Gallego and van Ryzin, 1994; and Dana, 1998) .
Empirical Strategy

Pricing Equation
We estimate the following equation to capture the hour-of-day purchase effect on prices:
where i denotes the flight, j the airport pair, and t is time. LnFare ijt is the logarithm of the price and Hour t is the matrix with the hour-of-day dummies with the hour of the day corresponding to the time at the departing airport. Hence, β is the vector of coefficients of interest. I [Advt=k] is an indicator variable equal to one if the number of days prior to departure (Adv t ) is equal to k, zero otherwise. v ij is the flight and airport-pair specific effect, while ε ijt is the remaining disturbance.
Notice that despite its very simple structure, Equation 1 is actually very powerful.
Because we have twenty-four observations within the same day prior to departure, we can estimate the model while controlling for the effect of days in advance with daily dummies.
This takes into account any (linear or nonlinear) effect that Adv t can have on fares -e.g., intertemporal price discrimination based on advance purchase requirements and any dayof-the-week purchase effect. Moreover, the fixed effect v ij controls for time-invariant flight-, carrier-, and airport-pair-specific characteristics. This includes all of the controls included in price dispersion models that use either Bureau of Transportation Statistics data (e.g., Borenstein and Rose, 1994, and Gerardi and Shapiro, 2009) or posted prices data (e.g., Stavins, 2001, and Gaggero and Piga, 2011) . Examples of flight-specific characteristics include aircraft size, departure time, hub effect at the flight level, and systematic peak-load pricing. 7 Carrier-specific characteristics include managerial capacity, while airport-pairspecific characteristics include the Herfindal index, distance between airport pairs, and any hub effect that affects prices at the airport level.
Dynamic Pricing
One constraint with the estimation of Equation 1 via OLS or fixed effects is that it would assume that sellers and buyers are myopic. This means that sellers do not consider previous prices when posting the current price and do not have any beliefs about future prices either.
Likewise, buyers that observe the current posted price must make a buying decision with no information about previous prices nor any beliefs about future prices. This is an important constraint because the airline pricing problem is dynamic in nature and agents can behave dynamically. Consumers can easily search posted prices through online travel agencies and observe part of the pricing sequence before deciding to buy. In fact, online travel metasearch engine Kayak (acquired by Priceline.com in 2012) now provides consumers with both a price trend and a buy recommendation. Beliefs are important because when consumers observe the current price they may decide to postpone their purchase decision if they believe that prices are likely to be lower in the future.
A model consistent with agents behaving dynamically, as explained in Arellano and Bond (1991) (see also Bun and Kiviet, 2006) , involves the estimation of the following dynamic pricing equation:
While the coefficient α is not of direct interest, the variable LnFare ij,t−1 is needed to incorporate dynamics. Equation 2 indicates that current prices depend on previous prices (lagged prices), but given the nature of the autoregressive term current prices depend on all previous prices and previous shocks. In the estimation of Equation 2 we treat LnFare ij,t−1 as endogenous. Hence LnFare ij,t−1 is allowed to be correlated with ε ijt and earlier shocks, but not with ε ij,t+1 and future shocks. Of course, both the hour-of-the-day and the dayin-advance dummies are treated as strictly exogenous.
While we do not model agents' beliefs and we cannot conclude that agents are forward looking, endogenous LnFare ij,t−1 along with a no serial correlation assumption of ε ijt implies that our estimation is consistent with agents (buyers and sellers) that can behave dynamically. Sellers use Equation 2 to set prices, while buyers can use previous and current posted prices (and Equation 2 under rational expectations) to form beliefs about future prices. Heterogeneity across consumers on arrival rates and expectation formations determines whether consumers purchase the airline ticket and when they buy. Serially uncorrelated ε ijt does not prevent buyers from forming expectations about future prices, rather it suggests that buyers cannot predict future price shocks based on previous information.
To obtain consistent estimates of (α, β, γ), equation 2 is estimated using the methods described in Arellano and Bond (1991) . We take the first differences of Equation 2 to eliminate the fixed effect term v ij . Then we use the resulting error term ∆ε ijt to construct the moments E(∆ε ijt M), where we need a matrix of instruments M to obtain (α,β,γ) via GMM. Because Hour t and 59 k=0 γ k I [Adv=k] are treated as strictly exogenous, they serve as their own instruments. The endogeneity assumption of LnFare ij,t−1 along with lack of serial correlation of ε ijt implies that lagged values of LnFare ijt are valid instruments for ∆ LnFare ij,t−1 .
Dynamic Price Discrimination
Two necessary conditions must be satisfied for price discrimination to exist: (i) different valuations across consumer types, and (ii) the seller's ability to prevent arbitrage. Airlines can restrict arbitrage by not allowing low valuation consumers to resell tickets to high valuation consumers. To completely avoid arbitrage, however, the airline also needs to prevent high valuation types from buying tickets marketed for low valuation consumers.
Price discrimination models based on mechanism design call this the incentive compatibility constraint. In a simple two-type model, the pricing scheme should be such that high valuation consumers are forced to reveal their type and can only buy higher priced tickets.
Airlines price discriminate in multiple dimensions and aim to separate consumer types in different categories by using 'fences' such as refundability of the ticket, Saturday-night stayover, or fare classes. 8 In this paper we control for these multiple fences and focus on a single price discrimination dimension, the hour-of-day purchase of homogeneous tickets for the same flight within the same number of days before departure.
We follow McAfee and te Velde (2007) and refer to dynamic price discrimination as the practice of charging different consumer types distinct markups over marginal cost based on the time of purchase. The price dispersion within the same flight and within the same number of days before departure are captured by the vector β in Equations 1 and 2, with the 1:00 a.m. dummy serving as the omitted category.
To motivate the empirical approach and findings consider the existence of two consumer types. On the one hand, we have business travelers -or high type-who have high reservation values for a ticket and usually buy tickets through their offices representatives or travel agents during normal office hours. On the other hand, there are leisure travelers -or low type-who have lower valuations and lower costs for searching and buying tickets during the evening. Of course, leisure travelers are not restricted to buy tickets only in the 8 Multidimensional screening problems are difficult to characterize theoretically because of the continuum of boundary conditions (see, e.g., Armstrong, 1996) .
evening. They could purchase airline tickets before going to work, however, mobile web browsing traffic immediately before office hours (7-8 a.m.) is only half the level compared to evening hours (9 pm). 9 A more likely scenario is that leisure travelers search for airfares during their lunch break while at work. Given that consumers are visiting an average of 38 web sites before booking a trip, 10 it is unlikely that a leisure traveler will complete their travel booking during a lunch break. Instead, we believe that leisure passengers will continue their search and complete their travel booking in the evening. The mechanism that sellers use to prevent arbitrage is simple, offer higher priced tickets during office hours and lower priced tickets during the evening. Discrimination based on hour-of-the-day purchase is considered third-degree price discrimination, since the seller knows the distribution of consumers' valuations. Table 1 presents the summary statistics. The initial results from the estimation of Equation 1 appear in Table 2 . To gain a better understanding of the problem, the different columns of Table 2 include different sets of fixed effects and controls for days to departure and day-of-week dummies. Because office hours are only relevant Monday through Friday, we begin the analysis by restricting the sample to include only weekdays. We later include weekend data in additional specifications to provide some robustness checks on the main findings. The first three specifications do not include the days-to-departure fixed effects, hence we are able to identify the day-of-the-week and the day-in-advance effects on pricing.
Estimation Results
Pricing Equation
Note that because these specifications do not control for day-in-advance effects, it would be difficult to generalize the observed price differences to flights that do not depart on Thursdays.
[ Table 1 , about here] Different prices over different days of the week can be interpreted as price discriminatory only under strong assumptions. First, there needs to be a mechanism to prevent highvaluation consumers from imitating the behavior of lower valuation consumers. That is, a mechanism that prevents people from easily switching their purchase days. Second, capacity costs across different days must be the comparable. This may be a concern because capacity constraints along with uncertain demand means that the opportunity cost of a seat changes depending on the expected demand (see Escobari, 2012) . Expectations are updated as the departure date nears, hence inducing cost variation across different days.
[ Table 2 , about here]
Our main focus on Table 2 are the hour-of-day coefficients. The estimates in the last column show that when compared to 1:00 a.m. -the omitted category-fares are 1.0% more expensive at 3:00 a.m., with higher fares being statistically significant until 10:00 a.m. 11 The spike at 3:00 a.m. is consistent with airlines updating their fares upward after midnight when few travelers search for tickets (information we received from people in the industry). Between 11:00 a.m. and 7:00 p.m., fares are not significantly different to fares at 1:00 a.m. Finally, we find the lowest fares between 8:00 p.m. (0.3% lower) and midnight (0.1% lower). There are two plausible scenarios that could potential explain what we are observing in these hourly price changes. One scenario is that carriers adjust prices upward in the early morning hours (at 3 a.m. EST) in hopes that these price increases will stick. 12 Our findings suggest that such increases do not consistently "stick" since we find prices are declining throughout the day reaching a bottom in the evening. A second plausible scenario which is consistent with the observed pricing patterns is that carriers are charging higher prices during the day when price inelastic consumers are shopping for fares (business travelers) and lower fares in the evening when more price sensitive consumers are fare shopping (leisure travelers).
The easiest way to interpret these coefficients is as within-day and within-flight price dispersion. With constant costs and if consumers do not wait to purchase later within the same day, the observed price dispersion in Table 2 can be interpreted as price discrimination 11 The interpretation takes into account that the dependent variable is LnFareijt × 1000. 12 For more information on price leadership in the airline industry see Morrison and Winston (2010) .
based on time-of-day purchase. 13 This is in line with Basso et al. (2009) , where agency problems' incentives make the demand of business travelers more inelastic. 14 The difference in fares between office hours and evening hours is at its largest of 1.0% when comparing prices at 9:00 a.m. versus 10:00 p.m. At the average one-way ticket price of $375.30, this difference represents $3.74. From the point of view of many buyers, these differences might not be economically significant. From the perspective of the sellers, however, a nearly $4
higher ticket price has large revenue implications given the size of the market -with 813 million U.S. passenger enplanements in 2012 (Bureau of Transportation Statistics).
Our discussion later on focuses on the existence of two consumer types when we aggregate the hourly dummies to capture an office-hours effect. This is helpful to motivate the incentive compatibility constraint that prevents high valuation consumers from buying tickets marketed to low valuation types. However, airlines have many years of information on prices and sales patterns for different flights and departure dates. Based on the estimates on Table 2 that show within-day and within-flight price variation, it is reasonable to argue that airlines have good estimates of the different expected consumer price sensitiveness for purchases at different hours of the day. The observe price differentials are consistent with the claim that airlines price discriminate based on a continuum of traveler types with price sensitiveness that continuously change throughout the day. During early hours of the day higher posted fares suggest that consumers are less price sensitive. It is in the nature of yield management that the pricing strategies work on expectations but they do not have to work for every consumer or even every flight. 15 This means that airlines will still have some low valuation consumers, for example, buying early in the morning or some high valuation consumers buying at 11:00 pm when fares are at its lowest (based on column 1). However, on expectations the price variation reported in Table 2 is consistent with airlines having a 13 We also control for capacity costs within the same day to departure to support the existence of a particular dynamic price discrimination component. 14 In their model Frequent Flier Programs "bribe" employees to book flights at higher prices. This occurs because an employee selecting the airline will not necessarily have the right incentives to find the lowest possible price when an employer is paying the bill. 15 For example, based on aggregate demand expectations airlines might follow an particular overbooking policy. Yet, after they observe the aggregate demand realization they might still need to offer compensation to passengers who did not get a seat or might still fly with empty seats.
good idea of the variation in the price sensitiveness within the same day to departure.
Note that the error in Equation 1 is unlikely to be independent across observations.
Having day-in-advance fixed effects and flight fixed effects will absorb away common shocks (e.g., common cost shocks), and this is helpful if the potential within day-in-advance and within flight correlation of errors is driven by a common shock process. To further allow for correlation between errors within clusters Table 2 reports White heteroscedasticityconsistent estimates of the asymptotic standard errors, clustered at the carrier level. Cameron and Miller (2015) explain that there is no formal test to assess the clustering level. The consensus described in Cameron and Miller (2015) is to be conservative by aggregating clusters when possible and that a reasonable approach is to cluster at progressively higher levels and stop when there is little change in the standard errors. Our clustering level follows this argument as we progressively clustered at the flight, route and carrier levels.
Days to Departure Dynamics and Consumers' Heterogeneity
Days to departure plays an important role in our analysis because of the heterogeneity across consumers that buy at different points prior to departure, and because consumers can behave dynamically by forming expectations and delaying their purchase decisions. To address how consumers' heterogeneity affects our results, Table 3 and also evenly splits the sample in half (before and after Adv = 29.6). The differences in the estimates across columns show strong evidence that price dispersion or price discrimination (under stronger assumptions) through hour-of-day is larger the closer to departure.
For example, during the last two weeks (when 0 ≤ Adv < 14.8) there are significant price differences between 6:00 a.m. and 6:00 p.m. of 0.51% (or $2.11) in the average priced ticket (purchased within 14 days of departure), while this difference is smaller for ticket purchases made further in advance (column 3).
[ Table 3 , about here]
The explanation behind these results is simple and intuitive. The proportion of leisure travelers making advance purchases is larger earlier in the sales season, hence the seller has little incentive to try to separate across types and rather opts to pool traveler types together by charging nearly the same price throughout the day. As the departure date nears, however, the proportion of business travelers becomes larger, and hence it becomes advantageous for an airline to follow a separating strategy. During the last two weeks fares are more expensive early in the morning and during office hours, while they are lower in the evening (between 9:00 p.m. and 11:00 p.m.) With constant costs we interpret this difference as price discriminatory because of the difficulty that business travelers have in purchasing tickets in the evening (outside of typical office hours).
Because the estimates in Table 3 (2015), in a similar conservative approach than in the static estimation we use the Windmeijer finite-sample correction because it provides larger standard errors.
The estimates for the hour-of-day dummies in the first column (within two weeks prior to departure) show that fares are the least expensive at 9:00 p.m. followed by 6:00 p.m.
Fares are the most expensive in the early morning hours, reaching a peak at 3:00 a.m. The range of prices reaches its maximum when comparing fares between 9:00 p.m. and 3:00 a.m.
where the difference is about 2.30% or $9.56 -as evaluated at the mean Fare of $415.8
16 As a robustness check we also use a different selection of instruments in the matrix M and find similar results.
within two weeks to departure. After the peak, fares remain high during office hours, yet continue to decline during the day, with the lowest fares occurring in the evening (after 6 p.m.). As the departure date nears and the proportion of business travelers increase, we observe higher airline prices during normal office hours. Moreover, lower fares are found later in the evening when leisure travelers typically search for tickets. The estimates across different columns reveal that the pattern of price discrimination is not the same at different days prior to departure. For example, well in advance of departure (column 3), when the proportion of business travelers is small, we find the lowest hourly ticket prices occur at 11 a.m. This result, however, is not robust when comparing models 2 and 3, and it is difficult to interpret due to the large number of dummy variables.
[ Table 4 , about here] Table 4 consolidates the twenty-three hour dummies into three categories in an effort to capture the office-hours effect. The idea is to group the potentially continuum of different consumers types and focus on the difference between office and evening prices. Office is a dummy variable which equals one between 9:00 a.m. and 4:59 p.m., zero otherwise.
The variable Evening equals one between 5:00 p.m. and 11:59 p.m., zero otherwise. The omitted category is Morning (from 12:00 a.m. to 8:59 a.m.). All nine sets of estimates across columns pass both of the specification tests; there is no serial correlation and Sargan tests provide strong evidence that we have valid instruments.
The second half of shows no evidence of a price discrimination effect. Overall when using the entire sample of fares, the effect is small -fares are 0.037% ($0.14) more expensive (column 7)-mainly because early in the selling season there is no effect. To further analyze the role of days to departure we include the interaction terms Office×Adv and Evening×Adv in columns 2, 5, and 8 of Table 4 . 17 The results show that price discrimination is greater closer to 17 The omitted category is Morning×Adv. Since we control for the day in advance effect by using day dummies we allow for a very flexible nonlinear relationship between Adv and LnFare. As a result, the departure when the proportion of business travelers is greater. The estimates in column 2 indicate that at one week to departure (Adv= 7) fares during office hours are 0.25% ($1.04) more expensive. 18 At earlier dates the effect is smaller.
Note that the negative and statistically significant coefficients on Office and Evening (e.g., in columns 1, 4, and 7), mean that early morning prices are higher. There is nothing that prevents leisure travelers (that perhaps hold a regular nine-to-five job) from buying tickets early in the morning or at anytime during the day. However, given the pricing structure, leisure travelers reveal their type and buy at lower prices during the evening (when comparing to higher prices they face early in the morning or during office hours).
This flexibility on when tourist travelers can buy is easy to understand in a simple price discrimination framework with two consumer types (Varian, 1989) . In a two-type model we can characterize the problem with two participation constraints and two incentivecompatibility constraints. 19 The seller adopts a pricing strategy such that one participation constraint and one incentive-compatibility constraint are binding. In our setting the pricing strategy makes the tourists' incentive compatibility constrain to be binding -tourists reveal their unobserved (to the seller) type by buying at lower prices during the evening. Of course, tourists do not want to pretend to be business travelers and buy at higher prices during the office hours. The key element to be able to interpret our results as price discrimination is that business travelers cannot pretend to be tourists and benefit from lower prices. This is achieved due to the restriction that business travelers can only buy during office hours.
To determine which intraday price fluctuation scenario better fits our data, we also examine weekend fares separately. If airlines are trying to pass along price increases by hiking fares early in the morning only to see them fall throughout the day when other carriers fail to match the increase, then we should also expect to see similar price dynamics on the weekend. However, if the airlines are charging different prices based on consumer types (business or leisure traveler) then on days when a single type of traveler is searching for coefficients on the interaction terms do not capture the marginal effect relative to the omitted category. airline tickets (i.e., leisure travelers on the weekend), then the hourly posted prices should not change on the weekend. In sum, our argument of business and leisure travelers buying at different times of the day does not work for weekends, hence our approach is to focus on the weekday portion of the data. Prior research has found larger price dispersion for posted prices of airfares occurs on weekends (Mantin and Koo, 2010). Therefore we use weekends as an interesting exogenous factor that affects pricing dynamics and our weekend results can help us validate our findings. Based on our description of leisure and business travelers, only leisure travelers buy on weekends with no restriction on the hour of the day they can buy. Columns 3, 6, and 9 in Table 4 present the results for one-month in advance, twomonths in advance and the whole sample respectively. When compared to the weekdays, the weekend estimates of Office and Evening are smaller in magnitude, suggesting that the differences between prices during Morning the rest of the day is much smaller during the weekends. Moreover, the difference between Office and Evening is now negative and statistically significant for the last month to departure (column 3) and for the whole sample (column 9). This suggests that weekend shoppers of airline ticket prices can find slightly lower prices one month prior to departure during office hours -0.064% ($0.25) compared to evenings. For the entire sample, once again compared to evenings lower weekend prices can also found during offices hours -0.028% ($0.11). There is no difference two months prior to departure (column 6). These weekend findings are consistent with the price discrimination scenario since we document an office hour premium occurs solely during weekdays. 20
Carrier's Identity and Market Structure
To further explore the factors that can affect the observed price discrimination we run three additional specifications. In the first specification we separate legacy carriers from low-cost carriers (LCC). The second specification assesses the role of market structure, while the third explores the identity of the carriers. Evening is the omitted category and price discrimination is directly captured by γ. If Load is omitted, δ is the slope when regressing Load on Office, andγ is the OLS estimator, then E(γ) = γ + θ × δ. Escobari (2012) and Alderighi et al. (2015) find that θ > 0. Moreover, δ < 0 as airlines sell tickets throughout the day. Hence, θ × δ < 0 means that γ would underestimate the price discrimination effect.
[ Table 5 , about here]
Columns 1 and 2 of Table 5 report the estimates for the legacy carries (American, Alaska, Delta, United, and US Airways), while columns 3 and 4 represent LCCs (JetBlue, Frontier, Airtran, and Virgin). The distinction in this table is important as low-cost carriers have a lower operating cost structure and typically offer lower fares than legacy carriers.
Consistent with the previous estimates, price discrimination based on office-hours is positive, statistically significant, and becomes more prevalent the closer to departure. We find that price discrimination is more pronounced for LCCs than legacy carriers. Specifically, when interpreted as a percentage change the magnitude of the price discrimination point estimate at Adv = 7 during the month prior to departure for the LCC is about four times larger ($6.05) than the estimate for the legacy carriers ($1.58). From columns 1 and 3 we see that at Adv = 7 the legacy fare is about 0.16% ($0.65) more expensive during office hours compared to the larger 0.6% ($1.36) for the LCC. 21
[ Table 6 , about here]
To assess the role of competition on price discrimination the specifications reported on In this section we further discuss four elements behind our price discrimination interpretation of the results. First, our price discrimination interpretation holds as long as business travelers buy tickets during normal business hours and leisure travelers buy tickets later in the evening. As we discuss throughout the document, it is reasonable to argue that business travelers buy during office hours at higher prices since they buy their tickets via their workplaces. On the other hand, tourists have more flexibility on the time of the day at which they can buy; hence, is it easy to see why they would buy in the evening taking advantage of the lower prices offered at that time of the day. Notice that none of these two groups of travelers have incentives to buy early in the morning as those prices are higher (see Table 4 ).
Second, airlines use historical data and have a good idea of the different price sensitiveness of consumers that buy at different times of the day. This means that they know that they can charge higher prices during business hours and lower prices later in the evening.
While we provide various robustness checks in the empirical analysis (e.g., costs, weekdays vs. weekends, days to departure, market concentration, legacy vs. low cost carriers), there might be other changing market conditions not controlled for in our empirical specification that we are not aware of. The ATPCO, a leader in the collection and distribution of airline fare data worldwide to online travel agents, indicates on their web site that fare distribution "occurs as often as once an hour, allowing airlines to respond to market conditions as they change". 23
Third, we interpret the price differences as price discrimination. As argued throughout the paper, we believe this is the case because we control for costs and we focus on an homogeneous product -an economy class ticket. One potential alternative explanation that might drive price differences could be differences in quality (e.g., if business travelers were buying tickets of a higher quality than tourists). This might occur if the seller systematically changes the booking (sub)class within the same economy class at the same time we observe price changes between office hours and evening. However, we do not believe that is the case as the main differences in tickets within economy class are restrictions on 23 www.atpco.net/life-cycle-fare accessed 19 May 2017.
the days to departure, refundability, high-season tickets, and long-haul. Our empirical approach is already controlling for days to departure, refundability, departure date and route characteristics.
Fourth, we follow the large and growing literature that uses posted prices and assume that the observed prices from the OTA are the prices at which a ticket can be purchased. Of course, this also includes the (implicit) assumption common in the literature that airlines are the ones that decide prices, not the OTA. Even though the contractual arrangements between airlines and the OTA are confidential, it is reasonable to argue that airlines will not let the OTA have the power to change prices. 24 During the time period of the data collection the major OTA we used did not charge a booking fee, which means that the price we recorded from the OTA was the same price found in the carriers' websites. 25
Conclusion
Capturing dynamic price discrimination for a perishable good that sells in advance under demand uncertainty is a challenging task because the marginal cost of a seat changes daily in advance of departure depending on demand expectations. Hence any variation in fares between days cannot be labeled as price discriminatory due to fluctuating seat inventories and demand expectations. In this paper we follow a novel approach to measure price discrimination by using an original data set that tracks hourly posted airline prices for sixty days prior to depature. We use these data to estimate price differences based on time-of-day purchase within the same flight and within the same day to departure.
We find that fares increase by approximately $6.50 between 2 a.m. and 3 a.m., with the highest average hourly posted fares occuring at 3 a.m. (EST) or midnight (PST). Average hourly posted fares steadily decline throughout the day reaching their lowest levels at 9 p.m.
(EST). These findings suggest two plausible scenarios for these hourly price changes. One 24 It makes little sense to believe that the OTA has the power to control prices. It would be difficult to imagine that a single agent (an OTA) will be given the power to change prices of different airlines that are expected to compete with each other. Moreover, it is also difficult to believe that a carrier will give the OTA the power to change prices and shift potential consumers to the competition. 25 For evidence that airlines and OTA have the same prices, see, e.g., S. Pascarella, USA Today, 27 Aug 2009 -"Face-off: Airline websites vs. online travel agencies." scenario is that carriers initiate fare increases during the early morning hours. Declining fares during the day suggests that competing carriers have chosen not to match these fare
increases. An alternative scenario is that these results are in line with the theoretical prediction of textbook price discrimination models. The sellers separate between consumer types based on the time of day that they purchase the ticket. We find that as the departure date nears higher posted prices occur during office hours (between 9 a.m. and 5 p.m.), while lower prices are found later in the evening (between 5pm and midnight). This result is consistent with airfares being higher for business travelers which make ticket purchases during working hours and leisure travelers with lower valuations who purchase tickets in the evening.
We also note that this price discrimination effect appears larger for tickets purchased closer to departure when the proportion of business travelers is higher. Specifically, we find that fares at seven days to departure during office hours are 0.25% ($1.04) higher compared to evening posted fares. Hence for a consumer making a round-trip purchase, doing so during office hours (rather than in the evening) adds about $2.08 to the ticket price. 26 Even if business travelers are forward looking and have beliefs of lower prices later in the evening, dynamic price discrimination on the part of the carriers is effective because business travelers will likely continue to buy airline tickets during office hours through their office representatives. While we have provided two plausible scenarios above to describe the observed hourly fluctuations in posted prices, there is one additional piece of evidence which favors the price discrimination scenario instead of airlines unsuccesfully attempting to raise prices early in the morning. Examining weekend posted prices data, when leisure travelers have no restrictions on when they can browse the Internet for airfares, we find no difference between office hours and evening posted fares. Hence the office hours premium is solely a weekday phenomena and the price dispersion estimates are much larger within two weeks of departure, e.g., fares for the same flight are $9.56 more expensive ($19.12 for round-trip tickets) at 3:00 a.m. than at 9:00 p.m. of the same day. In sum, our findings are consistent with the claim that carriers are price discriminating as we find slightly higher (1) (2) (3) The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation (valid specification). e The null hypothesis is that the instruments are not correlated with the residuals (valid specification). The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation (valid specification). e The null hypothesis is that the instruments are not correlated with the residuals (valid specification). zero. ‡ significant at 10%; † significant at 5%; * significant at 1%. a Omitted category is Morning. b The null hypothesis is that the errors in the first-difference regression exhibit no second-order serial correlation (valid specification). c The null hypothesis is that the instruments are not correlated with the residuals (valid specification).
