This paper proposes an object-tracking algorithm with multiple randomlygenerated features. We mainly improve the tracking performance which is sometimes good and sometimes bad in compressive tracking. In compressive tracking, the image features are generated by random projection. The resulting image features are affected by the random numbers so that the results of each execution are different. If the obvious features of the target are not captured, the tracker is likely to fail. Therefore the tracking results are inconsistent for each execution. The proposed algorithm uses a number of different image features to track, and chooses the best tracking result by measuring the similarity with the target model. It reduces the chances to determine the target location by the poor image features. In this paper, we use the Bhattacharyya coefficient to choose the best tracking result. The experimental results show that the proposed tracking algorithm can greatly reduce the tracking errors. The best performance improvements in terms of center location error, bounding box overlap ratio and success rate are from 63.62 pixels to 15.45 pixels, from 31.75% to 64.48% and from 38.51% to 82.58%, respectively.
changing target. In [2] , the target model is decomposed into several basic target models constructed by sparse principal component analysis. The tracker tracks the target with a set of additional basic motion models. It can deal with appearance transformation or movement. However, these methods have a huge amount of computation and make it difficult to run in real time.
The compressive tracking method [3] is a fast tracking algorithm using com- To solve the problem, an object-tracking algorithm with multiple randomlygenerated features is proposed in the present paper. Tracking with the additional and different image features can produce a number of different tracking results.
If we choose the most ideal tracking result as the final target position, there will be more opportunities to produce a better result than the original algorithm.
Proposed Method
In this paper, the proposed tracking algorithm is showed in Figure 1 . In order to solve the drift problem caused by occlusion, we refer to [4] and apply the subregion classifiers to our algorithm. We reduce the number of sub-region classifiers to speed up the algorithm. Only nine sub-region classifiers are used for tracking. In addition to this, the locations of the sub-region classifiers are evenly distributed in order to avoid excessive concentration or excessive dispersion of the sub-region classifiers. In the process of tracking, each sub-region classifier independently tracks the specified part of the target. If the target is partially occluded, only the occluded part of the tracking will be affected. As a result, the drift problem due to occlusion can be avoided. In the classifier update phase, each sub-region classifier is decided whether to update based on the respective classifier scores in order to prevent the target model from being updated by occlusions. If the score of the classifier is less than zero, it indicates that the probability of the region being judged as belonging to a non-target object is relatively large. Therefore, the target model of the sub-region is not updated to retain the object information. Figure 2 shows the distribution of sub-regions. Figure 2 , , 0~2, 0~2 2 2
During the establishment of the target model stage, we use the method proposed in [5] to assign different weightings according to the importance of the positive samples. The target and background model is established as Equations ( (2) and (4)). Where ( )
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is the posterior probability for sample v 1j . N is the number of positive samples and L is the number of negative samples.  is the location function and c is a normalization constant. w is a constant.
In the proposed tracking algorithm, we use multiple sets of randomly-generated and different image features to track respectively. After each time the highest classifier scores for candidate positions are calculated, we select the optimal tracking result as the final target location. Because of the multiple sets of image features, there are additional opportunities to produce the better results than the original. Therefore, if the best candidate can be selected from the candidate images, it is possible to obtain a better tracking performance than the conventional one. In the proposed tracking algorithm, the optimal tracking result is determined by calculating the Bhattacharyya coefficient between the candidate image and the reference image. The Bhattacharyya coefficient is defined as Equation (5), where N is the total number of indices of the histogram. The target image and the candidate image model are proposed in [6] and shown in Equations ( (6) and (8) [ ]
The low-dimensional image features used in [3] have scale invariance. This paper also integrates the multi-scale tracking function into the proposed algorithm. In this paper, we also use the image features of large, invariant and small scale to track. To avoid changes in target size is very small and cannot be de-
tected, we use an additional target model for scale detection and tracking. The second target model is updated less frequently and will not be updated until the end of every fifth frame. Slower update frequency is intended to preserve the target image information before the five frames. The detected image will be more different from the second target model and it is relatively easy to detect changes in the target size.
The proposed multi-scale tracking algorithm is showed in Figure 3 . Multiscale detection is performed at the end of the trace phase and executes once 
Experimental Results
The Car_scooter. In the testing video Bus, the target has undergone the changes in the light and shadow caused by the bridge and the short-term occlusion caused by the scooter. In the testing video Car_silver, the small target and the large shadow area make the tracking difficulty greatly increased. The difficulty of the testing video Car_silver is from the long-term partial occlusion caused by the scooter. In the last two cases, the results with two features are worse than the re-sults with single feature. Because we use the image color as a discriminant method, It is easy to select an erroneous candidate image when a similar color appears in the background. Testing video Freeway is an obvious example. The tracker drifts away because of the interference caused by the background color.
It causes the classifier to update by the background image, so there are poor results. 
Conclusion
The tracking algorithm proposed in this paper is mainly aimed at improving the tracking resulting in compressive tracking. We use a number of different sets of image features to track and produce better tracking performance by selecting the best tracking results. For the choice of tracking results, we experiment with the Bhattacharyya coefficient. According to the experimental results, using the Bhattacharyya coefficient to judge the results can produce very good experimental results. The color information of the object is usually no dramatic change. Therefore, most tracking such as occlusion, deformation, or similar background can be overcome by selecting best tracking result. Significant improvements can be seen in the three metrics used to measure performance. The Moreover, when the image size is not large, it will be able to achieve real-time computing.
