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Abstract
A method for approximate solution of initial value and spectral problems for one dimensional
Dirac equation based on an analytic approximation of the transmutation operator is presented.
In fact the problem of numerical approximation of solutions is reduced to approximation of the
potential matrix by a finite linear combination of matrix valued functions related to generalized
formal powers introduced in [14]. Convergence rate estimates in terms of smoothness of the
potential are proved. The method allows one to compute both lower and higher eigendata with
an extreme accuracy.
1 Introduction
In the present paper we consider a one-dimensional Dirac equation, that is, the system of linear
differential equations of the form{
y′2 + p(x)y1 + q(x)y2 = λy1,
−y′1 + q(x)u− p(x)y2 = λy2,
(1.1)
or in the matrix form,
B
dY
dx
+Q(x)Y = λY, Y (x) =
(
y1(x)
y2(x)
)
, (1.2)
where
B =
(
0 1
−1 0
)
, Q(x) =
(
p(x) q(x)
q(x) −p(x)
)
, (1.3)
p, q ∈ L1[0, b] are given complex-valued functions of the real variable x, and λ (called the spectral
parameter) is an arbitrary complex constant.
∗The authors acknowledge the support from CONACYT, Mexico via the project 222478. N. Gutie´rrez Jime´nez
would like to express his gratitude to the Mathematical department of Cinvestav where he completed the PhD
program (the presented paper contains part of the obtained results) and to CONACYT, Mexico for the financial
support making it possible.
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Due to its importance, the one-dimensional stationary Dirac equation has been the object of
study in various areas of mathematics and mathematical physics ([3], [9], [15], [38]). And since
the discovery of the fact that the one-dimensional Dirac equation appears during the solution of
the modified Korteweg-de Vries equation by the inverse scattering method [1], [2] there is a strong
interest in solution of direct and inverse spectral problems related to (1.1). For an introduction to
the Dirac equation see, for example, [5], [6], [13], [36], [39].
We are looking for a method of approximate solution of (1.1) which can be efficiently used
to obtain large sets of eigenvalues and eigenfunctions of spectral problems associated with (1.1).
That is, we are interested in a method where some coefficients may need to be precomputed, but
afterwards obtaining an approximate value of Y (x, λ) for each additional λ can be done in almost
no cost. Additionally, we would like to have an error bound uniform for all λ ∈ R and exponentially
decreasing as a function of a parameter N describing the approximation. In [14] we presented a
representation for the solution of (1.1) in the form of spectral parameter power series allowing fast
computation of approximation YN (x, λ) but whose accuracy deteriorates rapidly as λ→∞.
In [29] we proposed a method of approximate solution of one-dimensional stationary Schro¨dinger
equation based on an approximation of the transmutation operator. The method possesses all
sought-for properties: efficient evaluation for each additional λ, uniform error bound and exponen-
tially fast convergence. See [30], [22], [34], [23], [33], [25], [31], [32] for further development. The
aim of the present paper is to extend the method to the system (1.1).
A transmutation operator for the Dirac equation can be realized as a Volterra integral operator.
The integral kernel of this operator satisfies a certain Goursat problem for hyperbolic matrix
equation. Using the generalized formal powers introduced in [14] we construct a complete system of
solutions for this hyperbolic matrix equation (in the sense that any solution can be approximated
in the uniform norm by a finite linear combination of solutions from the complete system), see
Section 4. In order to find coefficients of a linear combination approximating the integral kernel
we utilize the Goursat data, see Section 5. We prove the decay rate estimates depending on the
smoothness of the potential, see Section 6. Finally, we show how constructed approximation for
the integral kernel leads to an efficient approximation of the solutions of (1.1), see Section 7. We
illustrate the results with several numerical examples.
We would like to mention that the developed theory also provides different view on the results
from [29] and [30]. In particular, we do not need an inverse of the transmutation operator in the
proofs. Moreover, a one dimensional stationary Schro¨dinger equation from [29] can be transformed
into a Dirac equation. Applying the proposed method for this Dirac equation, we obtained an
analytic approximation of transmutation operator which is different to those of [29].
Throughout the paper we use the notation |A| for matrix norm, from which we require to
be submultiplicative, that is, to satisfy |AB| ≤ |A| · |B|. From several possible norms we chose
the one induced by the matrix scalar product 〈A,B〉 = tr(AB∗), where trA is the trace and
A∗ denotes the conjugate transpose of a matrix A. This norm is known as the Frobenius norm,
‖A‖2 = ∑mi=1∑nj=1 |aij |2. Also we denote by C([a, b],M2) the space of continuous 2 × 2-matrix
functions F equipped with the norm ‖F‖
C
(
[a,b],M2
) = max[a,b] |F | and by L2((a, b),M2) the space
of integrable 2× 2-matrix functions equipped with the scalar product
〈F,G〉L2((a,b),M2) =
∫ b
a
〈F (x), G(x)〉 dx =
∫ b
a
tr (F (x)G∗(x)) dx.
If there is no ambiguity, we will simply write C[a, b] and L2(a, b) for the spaces and ‖F‖ for the
norm.
2
2 Transmutation operators
Following Levitan [35], let E be a linear topological space and E1 its linear subspace (not necessarily
closed). Let A1,A2 : E1 → E be linear operators.
Definition 2.1. A linear invertible operator T defined on the whole E such that E1 is invariant
under the action of T is called a transmutation operator for the pair of operators A1 and A2 if it
fulfills the following two conditions.
1. Both the operator T and its inverse T−1 are continuous in E;
2. The following operator equality is valid
A1T = TA2
or which is the same
A1 = TA2T−1.
Let us denote by
AQ := B d
dx
+Q(x), (2.1)
a differential operator related to the system (1.2), and by A0 the differential operator (2.1) having
Q as the null matrix-valued function.
Unless otherwise stated, in this section we assume that Q is a continuously differentiable matrix-
valued function on [0, b]. We will denote the class of such functions by C1([0, b],M2). Here we
would like to mention that the approximation constructed further in this paper requires Q to be
defined only on [0, b], but the definition of the transmutation operator either requires the symmetric
segment [−b, b] or some initial condition at 0 (which we would like to avoid). Since neither the
expression defining the transmutation operator nor the final result depend on the values of the
potential outside of the segment [0, b], we will consider such extended potential when necessary in
the paper.
Let the operators A0 and AQ act on the space
C1([−b, b] ,C2) = {Y (t) = (y1(t), y2(t))T | y1, y2 ∈ C1[−b, b]} .
The following result holds.
Theorem 2.2. Suppose that Q is a continuously differentiable matrix-valued function on [−b, b].
Then a transmutation operator T , relating the operators A0 and AQ in the sense of Definition 2.1
for all Y ∈ C1([−b, b] ,C2), can be realized in the form of a Volterra integral operator
TY (x) = Y (x) +
∫ x
−x
K(x, t)Y (t) dt, (2.2)
where K(x, t) is a 2× 2 matrix-valued function satisfying the partial differential equation
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t) (2.3)
with the Goursat conditions
BK(x, x)−K(x, x)B = −Q(x), (2.4)
BK(x,−x) +K(x,−x)B = 0. (2.5)
Conversely, if K(x, t) is a solution of the Goursat problem (2.3)–(2.5), then the operator T
determined by formula (2.2) is a transmutation operator for the pair of operators AQ and A0.
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The proof can be done similarly to those of [36, Theorem 10.3.1], however we opted for a
different proof of existence and uniqueness of the solution of the Goursat problem (2.3), (2.4),
(2.5). The main reason is that the proof from [36] requires continuation of the potential to the
whole axis followed by solving two integral equations Instead, we transformed the Goursat problem
to an equivalent integral equation similar to [37, (Section 1.2, problem 5)] and adapted the proof
from [37]. Please see Appendix A for details.
Note that for the definition of the transmutation operator (2.2) one requires knowledge of the
integral kernel K only in the union Ω of the sets
Ω+ = {(x, t) : 0 ≤ x ≤ b, |t| ≤ x} and Ω− = {(x, t) : −b < x ≤ 0, |t| ≤ |x|} . (2.6)
The Goursat problem (2.3)–(2.5) can be solved independently in the domains Ω+ and Ω−.
Remark 2.3. Under the condition of the potential to be continuously differentiable the Goursat
problem (2.3)–(2.5) possesses a classical solution, i.e., the solution is a differentiable function sat-
isfying equation (2.3) in every point. It is well known that such restriction can be weakened. For
potentials belonging to L1((0, b),M2) it is sufficient to ask that K satisfies an equivalent integral
equation and, when necessary, approximate Q by a sequence of continuously differentiable poten-
tials and pass to the limit, see [3, Theorem 2.1], [36], [37], [15] for details. Further in this paper,
when only the existence of the continuous operator T and its property to map solution into solution
are necessary, we will formulate the results for larger class of potentials.
Consider the equation A0V = λV , V = (v1, v2)T . Its general solution is given by
V (x) =
(
v1(x)
v2(x)
)
= c1
(
cosλx
sinλx
)
+ c2
(− sinλx
cos λx
)
, c1, c2 ∈ C. (2.7)
If one knows the transmutation operator for the pair A0, AQ, then the vector-valued function
Y = TV (2.8)
is a solution of the Dirac equation (1.1).
Unfortunately, transmutation operator is known in an explicit form only for few potentials.
However, suppose we can find an approximate integral kernel KN in a form
KN (x, t) =
N∑
n=0
Kn(x)tn,
where Kn are 2×2 matrix-valued functions. Then we may approximate the solutions of the system
(1.1) by the vector-valued functions
CN (x, λ) =
(
cos λx
sinλx
)
+
N∑
n=0
Kn(x)
∫ x
−x
(
tn cos λt
tn sinλt
)
dt
and
SN (x, λ) =
(− sinλx
cos λx
)
+
N∑
n=0
Kn(x)
∫ x
−x
(−tn sinλt
tn cos λt
)
dt.
Note that the integrals can be easily evaluated in the closed form. The error of approximation can
be estimated uniformly with respect to λ ∈ R. Indeed, let
ε(x) = ‖K(x, ·)−KN (x, ·)‖L2(−x,x) . (2.9)
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Then using the Cauchy-Schwarz inequality we obtain∣∣∣∣T (cos λxsinλx
)
− CN (x, λ)
∣∣∣∣ = ∣∣∣∣∫ x−x (K(x, t)−KN (x, t))
(
cos λt
sinλt
)
dt
∣∣∣∣
=
∣∣∣∣∫ x−x
(
(K11 −KN,11)(x, t) cos λt+ (K12 −KN,12)(x, t) sin λt
(K21 −KN,21)(x, t) cos λt+ (K22 −KN,22)(x, t) sin λt
)
dt
∣∣∣∣
≤
√
2ε(x)
(∫ x
−x
(
cos2 λt+ sin2 λt
)
dt
)1/2
≤ 2√xε(x).
(2.10)
Similarly for the second solution.
We utilize the following scheme to construct an approximation KN .
• Even though the transmutation operator can not be obtained explicitly, we show that by
using a simple recurrent integration procedure one can obtain the images of the powers of x,
i.e., the equalities
T
(
xk
0
)
= Φk(x) and T
(
0
xk
)
= Ψk(x), k = 0, 1, 2, . . . .
• There exist matrix-valued functions Ojm, j ∈ 0, 1, 2, 3, m ∈ N0 (obtained as images of so
called wave polynomial matrices under the action of transmutation operator T ) which form
a complete system of solutions for equation (2.3) in the sense that any solution of (2.3) can
be approximated by a finite linear combination of the functions Ojm. Moreover, each function
Ojm is a polynomial in t whose coefficients are the functions Φk and Ψk multiplied by some
binomial coefficients.
• We look for an approximate integral kernel in the form
KN (x, t) =
N∑
n=0
(
anO1n(x, t) + bnO2n(x, t) + cnO3n(x, t) + dnO4n(x, t)
)
.
Since each Ojm is a solution of (2.3), the function KN is also a solution of (2.3).
• The coefficients of the approximation are obtained from the Goursat data (2.4), (2.5). More-
over, we show that by taking the half sum of the Goursat data, it is sufficient to solve only
one minimization problem, cf. [29, Theorem 5.1]. By using the least squares method, we
reduce the problem of finding the coefficients to solution of two linear systems of equations.
• An estimate (2.9) immediately follows from the well-posedness of the Goursat problem.
• Finally, we show that if Q is a matrix-valued function of class Cr on [0, b], the function ε(x)
in (2.9) can be bounded by Cr/N
r for all N > r, where the constant Cr depends on Q and
x and does not depend on N .
3 Recurrence integrals, the SPPS representation and mapping
property
3.1 Spectral parameter power series
Following [14], let (f, g)T be a solution of the homogeneous Dirac equation B dYdx +Q(x)Y = 0, i.e.,
g′ + p(x)f + q(x)g = 0, (3.1)
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−f ′ + q(x)f − p(x)g = 0, (3.2)
and suppose that both functions f and g are non-vanishing on [0, b]. Suppose additionally that
f(0)g(0) = 1. Consider the following systems of functions defined by recurrence relations:
X(0)(x) = −
∫ x
0
p(s)
f2(s)
ds, Y (0)(x) = 1 +
∫ x
0
p(s)
g2(s)
ds, (3.3)
Z(n)(x) =
∫ x
0
(
f2(s)X(n)(s) + g2(s)Y (n)(s)
)
ds, (3.4)
X(n+1)(x) = −(n+ 1)
∫ x
0
( p(s)
f2(s)
Z(n)(s) +
g(s)
f(s)
Y (n)(s)
)
ds, (3.5)
Y (n+1)(x) = (n+ 1)
∫ x
0
( p(s)
g2(s)
Z(n)(s) +
f(s)
g(s)
X(n)(s)
)
ds, n = 0, 1, 2, . . . (3.6)
Similarly we use as the initial functions
X˜(0)(x) = 1 +
∫ x
0
p(s)
f2(s)
ds, Y˜ (0)(x) = −
∫ x
0
p(s)
g2(s)
ds (3.7)
and define the functions Z˜(n), X˜(n) and Y˜ (n), n ≥ 0 by formulas (3.4)–(3.6) replacing X(n), Y (n)
and Z(n) by X˜(n), Y˜ (n) and Z˜(n), correspondingly.
The following result obtained in [14] establishes the relation of the systems of functions {X(n)}∞n=0,
{Y (n)}∞n=0, {X˜(n)}∞n=0 and {Y˜ (n)}∞n=0 to the Dirac equation.
Theorem 3.1 ([14]). Suppose that both functions f and g are absolutely continuous, non-vanishing
on [0, b] and satisfy the homogeneous Dirac equation (3.1)–(3.2) a.e. on [0, b]. Assume that pf2 ,
p
g2 ,
f
g
and gf are integrable functions and λ be an arbitrary complex parameter. Then the general solution
of the Dirac equation (1.1) has the form
Y = c1Y1 + c2Y2 = c1
(
u1
v1
)
+ c2
(
u2
v2
)
,
where c1 and c2 are arbitrary complex constants and(
u1
v1
)
=
∞∑
n=0
λn
n!
(
fX˜(n)
gY˜ (n)
)
and
(
u2
v2
)
=
∞∑
n=0
λn
n!
(
fX(n)
gY (n)
)
. (3.8)
Both series converge uniformly to vector-valued functions (ui, vi)
T , ui, vi ∈ AC[0, b], i = 1, 2. The
solutions Y1 and Y2 satisfy the following initial conditions:
Y1(0) =
(
f(0)
0
)
, Y2(0) =
(
0
g(0)
)
. (3.9)
Representation (3.8), also known as the SPPS method (Spectral Parameter Power Series),
present an efficient and highly competitive technique for solving a variety of spectral and scattering
problems related to Dirac equation. The first work implementing an analogue of Theorem 3.1 for
numerical solution of Sturm-Liouville spectral problems was [24] and later on the SPPS method
was used in a number of publications (see [17], [14] and references therein).
Remark 3.2. It is worth mentioning that the existence and construction of the required solution
(f, g)T presents no difficulty. Indeed, let p and q be real valued and continuous on [0, b]. Then
(3.1)–(3.2) possesses two linearly independent real-valued solutions (f1, g1)
T and (f2, g2)
T such
that neither f1 and f2 nor g1 and g2 can have common zero. Thus, one may choose (f, g)
T =
(f1, g1)
T+i(f2, g2). Moreover, for the construction of (f1, g1)
T and (f2, g2)
T the same SPPS method
may be used, see [14, Section 2.3] for details. In the case of complex-valued coefficients the existence
of a non-vanishing solution was shown in [14, Proposition 2.9].
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3.2 Mapping property
Unfortunately the integral kernel of the operator T can be found in closed form only for a few
particular potentials, in general it is unknown. So there is no way to determine the result of T
acting on an arbitrary vector-valued function. However, it is possible to determine the result of
T acting on an arbitrary vector function of the form (xk, xm)T , and, hence, on arbitrary vector-
function (p1, p2)
T , where p1 and p2 are polynomials.
Under the assumptions of Subsection 3.1, recalling that f(0)g(0) = 1, the following mappings
are valid, c.f., (2.7), (2.8), (2.2) and (3.9).
T
(
cos λx
sinλx
)
=
1
f(0)
Y1(x) = g(0)Y1(x) = g(0)
∞∑
k=0
λk
k!
(
f(x)X˜(k)(x)
g(x)Y˜ (k)(x)
)
, (3.10)
and
T
(− sinλx
cos λx
)
=
1
g(0)
Y2(x) = f(0)Y2(x) = f(0)
∞∑
k=0
λk
k!
(
f(x)X(k)(x)
g(x)Y (k)(x)
)
. (3.11)
Furthermore, the solutions of the Dirac equation are analytic in the spectral parameter. Therefore,
by representing sinλx and cos λx as power series, and by comparing coefficients near the powers of
λ in (3.10) and (3.11), we obtain the above assertion.
We introduce the infinite sequences of vector-valued functions {Φk}∞k=0 and {Ψk}∞k=0 given
respectively by
Φk =

(−1)(k+1)/2g(0)
(
fX(k)
gY (k)
)
, k odd,
(−1)k/2f(0)
(
fX˜(k)
gY˜ (k)
)
, k even
(3.12)
and
Ψk =

(−1)(k−1)/2g(0)
(
fX˜(k)
gY˜ (k)
)
, k odd,
(−1)k/2f(0)
(
fX(k)
gY (k)
)
, k even.
(3.13)
Finally, we obtain the following theorem.
Theorem 3.3 (Mapping theorem). Let p, q ∈ L1 (0, b) be complex valued functions. Let f and g be
as in Theorem 3.1 normalized according to the condition f(0)g(0) = 1. Let T be the transmutation
operator for A0 and AQ, and let Φk and Ψk be vector-valued functions defined by (3.12) and (3.13)
respectively. Then
T
(
xk
0
)
= Φk(x) and T
(
0
xk
)
= Ψk(x), k = 0, 1, 2, . . . . (3.14)
4 Generalized wave polynomials: a complete system of solutions
of (2.3)
Following ideas from [18, Section 4] let us first consider the simplest hyperbolic equation of the
form (2.3) having Q ≡ 0,
Bkx(x, t) + kt(x, t)B = 0. (4.1)
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It is easy to see that having a solution k of equation (4.1) in the square [−b, b] × [−b, b], the
function
K = T [k]
is a solution of (2.3) in the same square [−b, b]× [−b, b]. Let us study first the solutions of (4.1).
We denote by H(X) the space of 2 × 2 matrix-valued functions whose entries belongs to a
functional space X. If it does not cause ambiguity, we will simply write H. Consider the operators
P+ and P− acting on H as follows
P− [A] := 1
2
(A−BAB) and P+ [A] := 1
2
(A+BAB) , (4.2)
where A ∈ H and B is the matrix in (1.3).
The operators P− and P+ are projectors and decompose the space H in the direct sum of the
spaces H− = kerP− and H+ = kerP+. H− corresponds to the subspace of matrix-valued functions
that anti-commute with B and H+ corresponds to the subspace of matrix-valued functions that
commute with B . It should be noted that −B2 equals to the identity matrix and Q ∈ H−.
Proposition 4.1. The general solution of equation (4.1) has the following form
k(x, t) = P+[h1]
(
x+ t
2
)
+ P−[h2]
(
x− t
2
)
, (4.3)
where h1 and h2 are arbitrary absolutely continuous functions in H.
Proof. An easy computation shows that the right hand side of (4.3) satisfy (4.1). On the other hand,
let k be a solution of equation (4.1). Define h(ξ(x, t), η(x, t)) = k(x, t) via the change of coordinates
given by ξ = (x + t)/2 and η = (x − t)/2. It follows that 2kx = (hξ + hη) and 2kt = (hξ − hη).
Substituting these into (4.1) yields P− [hξ] (ξ, η) + P+ [hη ] (ξ, η) = 0. Applying the projectors P+
and P− we have P+ [hη] (ξ, η) = 0 and P− [hξ ] (ξ, η) = 0. From the last equalities, integrating with
respect to the variables η and ξ we obtain that P+ [h] (ξ, η) = c1(ξ) and P− [h] (ξ, η) = c2(η) for
some c1 ∈ H− and c2 ∈ H+. Thus,
k(x, t) = P+ [h] (ξ, η) + P− [h] (ξ, η) = c1
(
x+ t
2
)
+ c2
(
x− t
2
)
.
Finally, we have c1 = P+ [h1] and c2 = P− [h2], for some h1, h2 ∈ H, because the image of P+ is
H− and the image of P− is H+, which completes the proof.
Remark 4.2. SinceH− = kerP− andH+ = kerP+ we can consider as a general solution of equation
(4.1) the formula
k(x, t) = P+[h] (x+ t) + P−[h] (x− t) , (4.4)
where h is arbitrary absolutely continuous matrix-valued function. We observe that if we substitute
h(x) = P+h1(x/2) + P−h2(x/2) into (4.4) we recover (4.3).
We introduce the system of wave matrices
{
P im, i = 1, 2, 3, 4
}∞
m=0
as a result of applying formula
(4.4) to four matrix-valued functions(
xm 0
0 0
)
,
(
0 xm
0 0
)
,
(
0 0
xm 0
)
,
(
0 0
0 xm
)
, m = 0, 1, 2, . . .
Specifically,
P 1m(x, t) =
(
p2m−1(x, t) 0
0 −p2m(x, t)
)
, P 2m(x, t) =
(
0 p2m−1(x, t)
p2m(x, t) 0
)
,
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P 3m(x, t) =
(
0 p2m(x, t)
p2m−1(x, t) 0
)
, P 4m(x, t) =
(−p2m(x, t) 0
0 p2m−1(x, t)
)
,
where
p−1 ≡ 0, p0 ≡ 1, p2m−1(x, t) =
m∑
even k=0
(
m
k
)
xm−ktk, p2m(x, t) =
m∑
odd k=1
(
m
k
)
xm−ktk. (4.5)
Remark 4.3. Each of the wave matrix not only satisfies equation (4.1) but also the wave-matrix
equation ∂2tK(x, t) = ∂
2
xK(x, t). In addition, the functions in (4.5) are known as wave polynomials,
the fact that they arise here does not cause us any surprise since the wave polynomials form a
complete system of solutions of the wave equation with respect to the maximum norm, see [18] for
more details.
Due to Proposition 4.1 and the Weierstrass Approximation theorem, we establish that the wave
matrices form a complete system of solutions for equation (4.1).
Proposition 4.4. Let k be a solution of equation (4.1). Given any ε > 0, there exists a linear
combination of wave matrices in the form
km(x, t) =
m∑
n=0
(
anP
1
n(x, t) + bnP
2
n(x, t) + cnP
3
n(x, t) + dnP
4
n(x, t)
)
such that for every (x, t) ∈ [−b, b]× [−b, b],
|k(x, t)− km(x, t)| < ε.
Having disposed of this preliminary step, we are in position to introduce a complete system of
solutions for equation (2.3). Recall that the transmutation operator T in (2.2) acts on vector-valued
functions of one real variable, however in a natural way T acts on 2 × 2 matrix-valued functions,
acting by column with respect to the variable x for each fixed t.
Definition 4.5 (Generalized Wave Matrices). We introduce the following matrix-valued functions
being the images under the transmutation operator T of the wave matrices P im.
O1m(x, t) =
[U2m−1(x, t) −V2m(x, t)] , O2m(x, t) = [V2m(x, t) U2m−1(x, t)] ,
O3m(x, t) =
[V2m−1(x, t) U2m(x, t)] , O4m(x, t) = [−U2m(x, t) V2m−1(x, t)] , (4.6)
where m ≥ 0 and the vector-valued functions U2m−1, U2m, V2m−1 and V2m are given by
U2m−1(x, t) =
m∑
even k=0
(
m
k
)
Φm−k(x)tk, U2m(x, t) =
m∑
odd k=1
(
m
k
)
Φm−k(x)tk, (4.7)
V2m−1(x, t) =
m∑
even k=0
(
m
k
)
Ψm−k(x)tk, V2m(x, t) =
m∑
odd k=1
(
m
k
)
Ψm−k(x)tk. (4.8)
In what follows we are interested in linear combinations of the form
KN (x, t) =
N∑
n=0
(
anO1n(x, t) + bnO2n(x, t) + cnO3n(x, t) + dnO4n(x, t)
)
. (4.9)
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Let us collect the coefficients {an, bn, cn, dn} in a 2× 2 matrix as follows
Cn =
(
an bn
cn dn
)
, n = 0, . . . , N. (4.10)
Observe that each generalized wave matrix Oin, i = 1 . . . 4, contains terms with powers of t whose
degree is less than or equal to n. Hence a linear combination of wave matrices in (4.9) is actually a
matrix-valued polynomial function in the variable t. From a long but simple procedure we obtain
the lemma below.
Lemma 4.6. Let KN be a linear combination of generalized wave matrices of the form (4.9). For
each fixed x ∈ [0, b], KN is a polynomial in the variable t whose degree is less than or equal to N .
To be more precise,
KN (x, t) =
N∑
n=0
Kn(x)tn, (4.11)
where
K2n(x) =
N−2n∑
k=0
(
2n+ k
2n
)[
Φk(x) Ψk(x)
]
C2n+k, (4.12)
K2n+1(x) =
N−2n−1∑
k=0
(
2n+ 1 + k
2n + 1
)[
Φk(x) Ψk(x)
]
BC2n+1+kB. (4.13)
Due to the transmutation property the generalized wave matrices satisfy the integral kernel
equation (2.3). In addition, based on the properties of operators T , T−1 and Proposition 4.4 we
obtain that the generalized wave matrices are a complete system of solutions for equation (2.3) in
the square [−b, b]× [−b, b]. However the integral kernel K is the solution of (2.3) only in the region
Ω+, see (2.6) (and in Ω− if we consider extension of the potential Q onto [−b, b]), and is not defined
in the whole square (x, t) ∈ [−b, b]× [−b, b]. It is possible to continue K as a solution of (2.3) onto
the whole square [−b, b]× [−b, b] similarly to [26], we left the details for the reader. In the present
paper we give the proof for stronger result considering solutions of (2.3) in the domain Ω+ only,
without any need for continuation.
Theorem 4.7. The system of matrix-valued functions
{Oim, i = 1, 2, 3, 4}∞m=0 is a complete system
of solutions of the equation
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t) (4.14)
in Ω+. That is, let K˜ be a solution of (4.14). Then for any ε > 0 there exist a constant N and
coefficients {an, bn, cn, dn}Nn=0 such that
sup
(x,t)∈Ω+
∣∣∣∣∣K˜(x, t)−
N∑
n=0
(
anO1n(x, t) + bnO2n(x, t) + cnO3n(x, t) + dnO4n(x, t)
)∣∣∣∣∣ < ε. (4.15)
Remark 4.8. It should be noted that K˜ can be a mild solution, i.e., to be a solution of an equivalent
integral equation. We only need that K˜ is continuous in the region Ω+.
Proof. Consider the values of the solution K˜ at x = b. It is a continuous matrix valued function
of the variable t, hence by the Weirstrass approximation theorem there exists a constant N and a
2× 2 matrix PN whose entries are polynomials of degree less or equal to N such that
sup
t∈[−b,b]
|K˜(b, t)− PN (t)| ≤ ε
2
exp
(
−
∫ b
0
|Q(s)|ds
)
. (4.16)
Let
PN (t) =
N∑
n=0
tn
(
a˜n b˜n
c˜n d˜n
)
. (4.17)
Now we consider the following Cauchy problem for equation (2.3) in the region Ω+{
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t),
K(b, t) = F (t),
(4.18)
where F ∈ C([−b, b],M2). As it is shown in Appendix C, this Cauchy problem is well-posed and
its solution satisfies
sup
(x,t)∈Ω+
|K(x, t)| < 2 sup
s∈[−b,b]
|F (s)| · eb
∫ b
0 |Q(τ)|dτ . (4.19)
Note that K˜ is the solution of Cauchy problem (4.18) with F (t) = K˜(b, t). Let K2 denote the
solution of Cauchy problem (4.18) with F = PN . The difference K˜ −K2 is the solution of Cauchy
problem (4.18) with F (t) = K˜(b, t)− PN (t). Then it follows from (4.16) and (4.19) that
sup
(x,t)∈Ω+
|K˜(x, t)−K2(x, t)| < ε,
hence it is sufficient to show that K2 is a linear combination of the generalized wave polynomials
to finish the proof. For that we show that the equation
PN (t) =
N∑
n=0
(
anO1n(b, t) + bnO2n(b, t) + cnO3n(b, t) + dnO4n(b, t)
)
(4.20)
possesses a solution {an, bn, cn, dn}Nn=0. Due to Lemma 4.6
N∑
n=0
(
anO1n(b, t) + bnO2n(b, t) + cnO3n(b, t) + dnO4n(b, t)
)
=
N∑
n=0
Kntn,
where
K2n =
N−2n∑
k=0
(
2n+ k
2n
)[
Φk(b) Ψk(b)
]
C2n+k, (4.21)
K2n+1 =
N−2n−1∑
k=0
(
2n + 1 + k
2n+ 1
)[
Φk(b) Ψk(b)
]
BC2n+1+kB. (4.22)
Suppose that N is even. By equating the coefficients at tN from (4.21) and (4.17) we obtain the
following equation (
a˜N b˜N
c˜N d˜N
)
=
[
Φ0(b) Ψ0(b)
](aN bN
cN dN
)
. (4.23)
Since the vectors Φ0(b), Ψ0(b) are linearly independent, the 2×2 matrix
[
Φ0(b) Ψ0(b)
]
is invertible.
Hence, in a unique way, we determine the coefficients aN , bN , cN and dN from (4.23). For an odd
N the procedure is similar, the only difference is that equation (4.22) is used. Now we proceed
by induction: by subtracting the terms corresponding to N from (4.20), we obtain the problem
containing powers of t of degree at most N − 1 and similar reasoning works.
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Consider the function
N∑
n=0
(
anO1n(x, t) + bnO2n(x, t) + cnO3n(x, t) + dnO4n(x, t)
)
. (4.24)
As a linear combination of generalized wave polynomials, it is a solution of (2.3), and by construc-
tion satisfies (4.20). Hence (4.24) is the solution of the Cauchy problem (4.18) and coincides with
the function K2.
5 Approximation of the integral kernel K
Theorem 4.7 guarantees the existence of coefficients {an, bn, cn, dn}Nn=0 ⊆ C and a linear combina-
tion in the form (4.9) approximating the integral kernel K.
To convert this existence result into a practical scheme for obtaining the coefficients {an, bn, cn, dn}Nn=0
for any given potential matrix Q, we are going to utilize the Goursat conditions (2.4), (2.5). Re-
stricting the inequality (4.15) to the characteristic curves t = x and t = −x one can see that
arbitrary close approximation of the Goursat data is always possible. In Appendix A we show that
having sufficiently good approximation of the Goursat data on the characteristics curves t = x and
t = −x, a good approximation of the integral kernel K in form (4.9) is guaranteed on the whole
Ω+.
In this section we show that by considering the half-sum and half-difference of the Goursat con-
ditions, the problem of obtaining coefficients {an, bn, cn, dn}Nn=0 from two conditions (2.4), (2.5) can
be reduced to the problem of obtaining the coefficients {an, bn, cn, dn}Nn=0 from only one condition,
for which the least squares method can be applied.
First of all, note that B2 = −I, hence for any matrix-valued function K(x, t) one has
BK(x, x)−K(x, x)B = BK(x, x) +BBK(x, x)B = 2BP+[K(x, x)], (5.1)
BK(x,−x) +K(x,−x)B = BK(x,−x)−BBK(x,−x)B = 2BP−[K(x,−x)]. (5.2)
Using the definitions (4.6), (4.7), (4.8) and the parity properties, one can obtain the following
result.
Lemma 5.1. Under the same notation as in (4.10), one has
P+ [KN (x, x)] =
N∑
n=0
(
Mn(x)Cn
2
+Nn(x)Cn
2
B
)
, (5.3)
P− [KN (x,−x)] =
N∑
n=0
(
Mn(x)Cn
2
−Nn(x)Cn
2
B
)
, (5.4)
where the matrix valued functions Nn and Mn are given by
Mn(x) =
[U2n−1(x, x) +BV2n(x, x) V2n−1(x, x)−BU2n(x, x)] , (5.5)
Nn(x) =
[−V2n(x, x) +BU2n−1(x, x) U2n(x, x) +BV2n−1(x, x)] . (5.6)
Moreover, the following relations hold:
BNn(x) = −Mn(x) and BMn(x) = Nn(x). (5.7)
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Proof. Equalities (5.7) follows directly from (5.5) and (5.6) by using B2 = −I.
Let us verify (5.3), the second equality is similar. Note that
CnB =
(
an bn
cn dn
)(
0 1
−1 0
)
=
(−bn an
−dn cn
)
.
Thus
MnCn =
[
an(U2n−1 +BV2n) + cn(V2n−1 −BU2n) bn(U2n−1 +BV2n) + dn(V2n−1 −BU2n)
]
,
NnCnB =
[−bn(−V2n +BU2n−1)− dn(U2n −BV2n−1) an(−V2n +BU2n−1) + cn(U2n −BV2n−1)]
and finally
MnCn +NnCnB = an
[U2n−1 +BV2n −V2n +BU2n−1]+ bn [V2n −BU2n−1 U2n−1 +BV2n]
+ cn
[V2n−1 −BU2n U2n −BV2n−1]+ dn [−U2n +BV2n−1 V2n−1 −BU2n] .
Note that
an
[U2n−1 +BV2n −V2n +BU2n−1]
= an
[U2n−1 −V2n]+ anB [V2n U2n−1]
= anO1n + anB
[U2n−1 −V2n]B = anO1n + anBO1nB,
similarly for the other terms. Hence
MnCn +NnCnB = anO1n + bnO2n + cnO3n + dnO4n +B
(
anO1n + bnO2n + cnO3n + dnO4n
)
B,
exactly twice the expression in the left-hand side of (5.3).
Expressions (5.3) and (5.4) suggest to consider half-sum and half-difference.
Lemma 5.2. The half-sum and half-difference of the Goursat data corresponding to KN have the
following form:
BP+ [KN (x, x)] +BP− [KN (x,−x)] =
N∑
n=0
Nn(x)Cn, (5.8)
BP+ [KN (x, x)]−BP− [KN (x,−x)] =
N∑
n=0
BNn(x)CnB, (5.9)
The principal significance of this lemma is that the two conditions (5.8) and (5.9) are equivalent.
Indeed, using (5.1) and (5.2) one easily verifies that
B
[
BP+ [KN (x, x)] +BP− [KN (x,−x)]
]
B = BP+ [KN (x, x)]−BP− [KN (x,−x)] ,
showing that the condition (5.9) is nothing more than (5.8) multiplied by the matrix B from both
sides. As we show below, this fact allows one to obtain the coefficients {an, bn, cn, dn}Nn=0 from one
condition only.
Lemma 5.3. Suppose that {an, bn, cn, dn}Nn=0 be complex numbers such that∣∣∣∣∣−12Q(x)−
N∑
n=0
Nn(x)
(
an bn
cn dn
)∣∣∣∣∣ < ε (5.10)
and let KN be defined by (4.9). Then∣∣−Q(x)− (BKN (x, x)−KN (x, x)B)∣∣ < 2ε and |BKN (x,−x) +KN (x,−x)B| < 2ε.
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Proof. Taking into account that BQ(x)B = Q(x) we obtain from (5.10) that∣∣∣∣∣12Q(x)−
N∑
n=0
BNn(x)
(
an bn
cn dn
)
B
∣∣∣∣∣ < ε. (5.11)
Using (5.8) and (5.9) we obtain, taking half-sum and half-difference of the expressions in (5.10)
and (5.11), that ∣∣Q(x)− 2BP+[KN (x, x)]∣∣ < 2ε,∣∣BP− [KN (x,−x)]∣∣ < 2ε,
exactly the expressions from the statement of Lemma, c.f., (5.1), (5.2).
Theorem 5.4. Let Q ∈ C([0, b],M2). Suppose that {an, bn, cn, dn}Nn=0 be complex numbers such
that for every x ∈ [0, b] , ∣∣∣∣∣−12Q(x)−
N∑
n=0
Nn(x)
(
an bn
cn dn
)∣∣∣∣∣ < ε
Then the integral kernel K is approximated by the linear combination (4.9) in such a way that the
following inequality holds
sup
(x,t)∈Ω+
|K(x, t)−KN (x, t)| < CQε, (5.12)
here the constant CQ depends on the potential Q, but does not depend on N .
Proof. The proof immediately follows from Lemma 5.3 and well-posedness of the Goursat problem
(2.3)–(2.5), see Appendix A.
6 Least squares approximation and convergence rate estimate
Despite Lemma 5.3 shows how to find the coefficients of the approximation KN , there exists a
disadvantage from the practical point of view since minimizing (5.10) in a uniform norm is not a
simple task, even more in the context of matrix-valued functions, see [11]. While the least squares
method can be used to minimize (5.10), it does not need to produce nice uniform approximation
(Gibbs phenomenon can occur, for example). In this section we present error estimates for the
approximate integral kernel obtained using the least squares minimization. Additionally, we prove
decay rate estimates depending on the smoothness of the potential matrix Q.
Consider the Goursat problem
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t), (6.1)
BK(x, x)−K(x, x)B = E1(x), (6.2)
BK(x,−x) +K(x,−x)B = E2(x), (6.3)
where E1 and E2 satisfy the compatibility conditions E1 ∈ H− and E2 ∈ H+.
Any difference [K −KN ] (x, t) satisfies a problem having the form (6.1)–(6.3). The least
squares method minimizes the L2((0, b),M2) norm of the difference in (5.10), and by Lemma
5.3, L2((0, b),M2) norms of the functions E1,2 are bounded by twice the norm of (5.10). Naturally
we are interested in estimating the solution of the Goursat promlem (6.1)–(6.3) in terms of the
norms of the functions E1,2. The following proposition holds.
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Proposition 6.1. Let E1, E2, Q ∈ L2
(
(0, b),M2
)
. Let E1 and E2 satisfy the compatibility condi-
tions E1 ∈ H− and E2 ∈ H+. Then the Goursat problem (6.1)–(6.3) possesses a solution K such
that for all x ∈ [0, b] the following estimate holds∫ x
−x
|K(x, t)|2 dt ≤ 1
2
(
‖E1‖2L2(0,b) + ‖E2‖2L2(0,b)
)(
1 +
√
b‖Q‖L2(0,b) · e
√
b‖Q‖L2(0,b)
)
. (6.4)
Proof. For the proof of this proposition we refer the reader to Appendix A.
Now, suppose that potential matrix Q is a smooth function. Let Q ∈ Cr([0, b],M2) for some
r ∈ N0. Than the statement of Theorem 4.7 can be made more precise.
Proposition 6.2. Let Q ∈ Cr([0, b],M2) for some r ∈ N0 and K be the integral kernel of transmu-
tation operator. Then there exist a constant C > 0 such that for every N > r there exist coefficients
{an, bn, cn, dn}Nn=0 such that
sup
(x,t)∈Ω+
∣∣∣∣∣K(x, t)−
N∑
n=0
(
anO1n(x, t) + bnO2n(x, t) + cnO3n(x, t) + dnO4n(x, t)
)∣∣∣∣∣ < CN r . (6.5)
Proof. Under the condition Q ∈ Cr([0, b],M2) the integral kernel K ∈ Cr(Ω+,M2), see Ap-
pendix B. Hence K(b, ·) ∈ Cr([−b, b],M2). Consider the polynomial-matrix PN of best uniform
approximation of the function K(b, ·). As it follows from [11, Chapter 7, Theorem 6.2],
sup
t∈[−b,b]
|K(b, t)− PN (t)| < C
N r
for every N > r, where the constant C does not depend on N . Now the proof can be finished
identically to the proof of Theorem 4.7.
Remark 6.3. Actually, the right-hand side in (6.5) can be changed to o
(
1
Nr
)
, N →∞.
Corollary 6.4. Let Q ∈ Cr([0, b],M2) for some r ∈ N0 and K be the integral kernel of the
transmutation operator. Then for every N > r there exists an approximate kernel KN of the form
(4.9) such that
sup
(x,t)∈Q+
∣∣K(x, t)−KN (x, t)∣∣ ≤ C
N r
, (6.6)
sup
x∈[0,b]
∣∣−Q− (BKN (x, x)−KN (x, x)B)∣∣ < 2C
N r
, (6.7)
sup
x∈[0,b]
∣∣BKN (x,−x) +KN (x,−x)B)∣∣ < 2C
N r
, (6.8)
where the constant C does not depend on N .
Proof. Inequality (6.6) immediately follows from Proposition 6.2. To obtain (6.7), we apply the
triangle inequality∣∣−Q− (BKN −KNB)∣∣ = ∣∣−Q− (BK −KB)− (B(KN −K)− (KN −K)B)∣∣
≤ ∣∣−Q− (BK −KB)∣∣+ ∣∣B(KN −K)∣∣+ ∣∣(KN −K)B)∣∣ < 2C
N r
,
where we have used that K satisfies (6.2) and that multiplication by the matrix B does not change
the matrix norm. Similarly for (6.8).
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Consider the following minimization problem
{an, bn, cn, dn}Nn=0 = argmin
{an,bn,cn,dn}Nn=0⊂C
∥∥∥∥∥12Q(x) +
N∑
n=0
Nn(x)
(
an bn
cn dn
)∥∥∥∥∥
2
L2(0,b)
. (6.9)
We refer the reader to Appendix D for reduction of this minimization problem to the solution of
two systems of linear equations.
Theorem 6.5. Let Q ∈ Cr([0, b],M2) for some r ∈ N0 and K be the integral kernel of the
transmutation operator. For every N > r, let the coefficients {an, bn, cn, dn}Nn=0 ⊂ C be obtained as
the least squares solution of (6.9) and let us define the approximate kernel KN by (4.9). Then for
every x ∈ [0, b] the following estimate holds
‖K(x, ·t)−KN (x, ·t)‖L2(−x,x) <
2C
N r
, (6.10)
where the constant C does not depend on x and N .
Proof. Let N > r be fixed. By Corollary 6.4 there exist a constant C1, independent on N , and coef-
ficients {a˜n, b˜n, c˜n, d˜n}Nn=0 ⊂ C such that the approximate kernel K˜N defined from these coefficients
via (4.9) satisfies
sup
x∈[0,b]
∣∣−Q− (BK˜N (x, x)− K˜N (x, x)B)∣∣ < 2C
N r
,
sup
x∈[0,b]
∣∣BK˜N (x,−x) + K˜N (x,−x)B)∣∣ < 2C
N r
.
Hence the half-sum of the Goursat data satisfies (see (5.8))∣∣∣∣∣−12Q(x)−
N∑
n=0
Nn(x)
(
a˜n b˜n
c˜n d˜n
)∣∣∣∣∣ < 2CN r (6.11)
for every x ∈ [0, b]. Integrating (6.11) from 0 to x we obtain that∥∥∥∥∥−12Q(t)−
N∑
n=0
Nn(t)
(
a˜n b˜n
c˜n d˜n
)∥∥∥∥∥
L2(0,b)
<
2C
√
b
N r
,
that is, we have a set of coefficients guaranteing at least 2C
√
b
Nr as the result of the minimization
problem (6.9). The least squares method provides coefficients {an, bn, cn, dn}Nn=0 ⊂ C for which the
right-hand side in the problem (6.9) can not be larger, and the statement follows from Proposition
6.1 and Lemma 5.3.
7 Approximation of the solutions of Dirac equation
Let C(x, λ) and S(x, λ) be the solutions of the Dirac equation (1.1) satisfying the initial conditions
(1, 0)T and (0, 1)T at x = 0 respectively. It follows from the definition of the transmutation operator
that
C(x, λ) = T
(
cosλx
sinλx
)
and S(x, λ) = T
(− sinλx
cosλx
)
.
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Consider the following approximations to C(x, λ) and S(x, λ)
CN (x, λ) =
(
cos λx
sinλx
)
+
∫ x
−x
KN (x, t)
(
cos λt
sinλt
)
dt,
SN (x, λ) =
(− sinλx
cos λx
)
+
∫ x
−x
KN (x, t)
(− sinλt
cosλt
)
dt,
where KN is an approximation of the form (4.9) of the integration kernel K. According to Lemma
4.6, the function KN has the following form
KN (x, t) =
N∑
n=0
Kn(x)tn,
where the coefficients Kn are given by (4.12) and (4.13). Hence
CN (x, λ) =
(
cos λx
sinλx
)
+
N∑
n=0
Kn(x)
∫ x
−x
(
tn cos λt
tn sinλt
)
dt, (7.1)
SN (x, λ) =
(− sinλx
cos λx
)
+
N∑
n=0
Kn(x)
∫ x
−x
(−tn sinλt
tn cos λt
)
dt. (7.2)
The integrals here can be easily calculated explicitly. For example, the following formulas can be
used [12, 2.633] ∫
tk sinλt dt = −
k∑
j=0
j!
(
k
j
)
tk−j
λj+1
cos
(
λt+
jpi
2
)
,
∫
tk cos λt dt =
k∑
j=0
j!
(
k
j
)
tk−j
λj+1
sin
(
λt+
jpi
2
)
,
or alternatively the integrals can be calculated recursively.
The errors of approximations of the solutions can be bounded independently on the size of the
spectral parameter, see (2.10). More precisely, the following result holds.
Proposition 7.1. Let Q ∈ Cr([0, b],M2) for some r ∈ N0. For every N > r, let the coeffi-
cients {an, bn, cn, dn}Nn=0 ⊂ C be obtained as the least squares solution of (6.9) and let us define
approximate solutions by (7.1) and (7.2). Then for every λ ∈ R the following estimates hold
∣∣C(x, λ)− CN (x, λ)∣∣ ≤ 2C√x
N r
and
∣∣S(x, λ) − SN (x, λ)∣∣ ≤ 2C√x
N r
, (7.3)
where the constant C does not depend on N , λ and x.
Proof. The proof follows from Theorem 6.5 and (2.10).
8 Application to one-dimensional Schro¨dinger equation
Consider the equation
− y′′ + q1(x)y = ω2y, x ∈ [0, b], (8.1)
17
where q1 ∈ C[0, b] is a complex valued function. Let f be a solution of (8.1) corresponding to
ω = 0, i.e.,
−f ′′ + q1f = 0,
and such that f(0) = 1 and f does not vanish on the whole [0, b]. Such solution always exists, see
[24, Remark 5] and [8]. Consider new functions u = y and v = 1ωf
(
y
f
)′
. Then (see [14, Example
2.1]) equation (8.1) is equivalent to the following Dirac equation
v′ + q(x)v = ωu, −u′ + q(x)u = ωv, (8.2)
where q := f
′
f . The system (8.2) is also known as one-dimensional Dirac equation with a Lorentz
scalar potential, see [27] and references therein.
In this section we compare the results obtained for equation (8.1) in [29] with those obtained
using the Dirac equation approach. Even though the integral kernel of the transmutation operator
for the Dirac equation (8.2) is formed by the integral kernels of the transmutation operators for
(8.1) and its Darboux transformed equation, see [26], obtained analytic approximations result to
be different.
Let us first briefly summarize some facts from [29]. Let h := f ′(0). There exists a transmutation
operator Tf for the pair of operators − d2dx2 + q1(x) and − d
2
dx2
given by
Tfu(x) = u(x) +
∫ x
−x
Kf (x, t)u(t) dt. (8.3)
Its integral kernel Kf satisfies the following Goursat problem(
d2
dx2
− q1(x)
)
Kf (x, t) =
d2
dx2
Kf (x, t),
Kf (x, x) =
h
2
+
1
2
∫ x
0
q(s) ds, Kf (x,−x) = h
2
.
Let us consider together with equation (8.1) its Darboux transformed equation
− d
2y
dx2
+ q2(x)y = ω
2y, (8.4)
where q2(x) = 2 (f
′/f)2− q1(x). Note that 1/f is a particular solution of (8.4). By T1/f we denote
the transmutation operator for (8.4) and let K1/f be its integral kernel. The meaning of the indices
f and 1/f is in the following: the functions f and 1/f uniquely identify the potentials via q1 = f
′′/f
and q2 = (1/f)
′′/(1/f) and the transmutation operators via
Tf [1] = f and T1/f [1] =
1
f
.
Consider two sequences of recursive integrals (see [20], [24])
X(0) ≡ 1, X(n)(x) = n
∫ x
0
X(n−1)(s)
(
f2(s)
)(−1)n
ds, n = 1, 2, . . .
and
X˜(0) ≡ 1, X˜(n)(x) = n
∫ x
0
X˜(n−1)(s)
(
f2(s)
)(−1)n−1
ds, n = 1, 2, . . . .
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The families of functions {ϕk}∞k=0 and {ψk}∞k=0, called the systems of formal powers associated with
f , are constructed according to the rules
ϕk(x) =
{
f(x)X(k)(x), k odd,
f(x)X˜(k)(x), k even
and ψk(x) =
{
X˜(k)(x)/f(x), k odd,
X(k)(x)/f(x), k even.
The following mapping properties are established in [7]
Tfx
k = ϕk(x) and T1/fx
k = ψk(x), k ∈ N0. (8.5)
Recall also the following definitions of generalized wave polynomials [29]
u0 = ϕ0(x), u2n−1(x, t) =
n∑
even k=0
(
n
k
)
ϕn−k(x)tk, u2n(x, t) =
n∑
odd k=1
(
n
k
)
ϕn−k(x)tk, (8.6)
v0 = ψ0(x), v2n−1(x, t) =
n∑
even k=0
(
n
k
)
ψn−k(x)tk, v2n(x, t) =
n∑
odd k=1
(
n
k
)
ψn−k(x)tk. (8.7)
We notice that a non-vanishing solution (f0, g0)
T of (8.2) corresponding to ω = 0 can be chosen
as
f0(x) = exp
(∫ x
0
q(s) ds
)
= f(x) and g0(x) = exp
(
−
∫ x
0
q(s) ds
)
=
1
f(x)
. (8.8)
Consider the formal powers {Φk}∞k=0 and {Ψk}∞k=0 given by (3.12) and (3.13). One can easily verify
that
Φk =
(
ϕk
0
)
and Ψk =
(
0
ψk
)
, k = 0, 1, 2, . . . (8.9)
Consider transmutation operator T for the Dirac equation (8.2). Theorem 3.3 gives us
T
(
xk
0
)
=
(
ϕk(x)
0
)
and T
(
0
xk
)
=
(
0
ψk(x)
)
, k = 0, 1, 2, . . . (8.10)
Proposition 8.1. The integral kernel K of the transmutation operator T has the form
K(x, t) =
(
Kf (x, t) 0
0 K1/f (x, t)
)
(8.11)
Proof. Consider the following operator T
T
(
y1(x)
y2(x)
)
=
(
y1(x)
y2(x)
)
+
∫ x
−x
(
Kf (x, t) 0
0 K1/f (x, t)
)(
y1(t)
y2(t)
)
dt,
let K denotes its integral kernel.
Due to (8.5), (8.9) and (8.10) we have
T
(
xm
xn
)
=
(
ϕm(x)
ψn(x)
)
= Φm(x) + Ψn(x) = T
(
xm
xn
)
.
Therefore (
0
0
)
= (T − T )
(
xm
xn
)
=
∫ x
−x
(K(x, t)−K(x, t))
(
tm
tn
)
dt.
Since each row of matrix-valued functionK(x, t)−K(x, t) is orthogonal to all vector-valued functions
in the form (xm, xn)T , we obtain that continuous functions K(x, t) and K(x, t) coincide.
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Proposition 8.1 makes it possible to apply the analytic approximation method developed in this
paper for the integral kernels Kf and K1/f . A question arises naturally, what is the appearance
of the functions Nn involved in Theorem 6.5. While it is true that the construction of Theorem
6.5 is based on the ideas from [29], it is worth mentioning that Theorem 6.5 does not match
Theorem 5.1 from [29]. In fact, Theorem 6.5 offers a different possibility to approximate the
integral kernel in (8.3). Namely, the approximation of the data at x = t and x = −t is obtained by
utilizing generalized derivatives of the systems {cn(x)}∞n=1 := {u2n−1(x, x)}∞n=1 and {sn(x)}∞n=1 :=
{u2n(x, x)}∞n=1 from [29].
By induction on n and using the already known relations
∂xϕk =
f ′
f
ϕk + kψk−1, k = 0, 1, . . .
f∂x
( 1
f
(xlϕk)
)
= lxl−1ϕk + kxlψk−1, k = 0, 1, . . . and l ≥ 0.
we obtain
Nn(x) = 1
n+ 1
f∂
1
f
(
0 cn+1
−sn+1 0
)
. (8.12)
Hence the minimization problem (6.9) reduces to two independent problems
min
a0,...,aN
∥∥∥∥∥ f ′2f −
N∑
n=0
an
n+ 1
f∂
1
f
sn+1
∥∥∥∥∥
L2(0,b)
and min
d0,...,dN
∥∥∥∥∥ f ′2f +
N∑
n=0
dn
n+ 1
f∂
1
f
cn+1
∥∥∥∥∥
L2(0,b)
.
(8.13)
Then we obtain from Theorem 6.5 the following result.
Corollary 8.2. Let q1 ∈ Cp[0, b] for some p ∈ N0. For every N > r, let the coefficients {an}Nn=0 ⊂
C and {dn}Nn=0 ⊂ C be obtained as the least squares solutions of (8.13) and let us define approximate
kernels Kf,N and K1/f,N by
Kf,N = a0u0+
N∑
n=1
anu2n−1+
N∑
n=1
dnu2n and K1/f,N = −d0v0−
N∑
n=1
anv2n−
N∑
n=1
dnv2n−1. (8.14)
Then for every x ∈ [0, b] the following estimates hold
‖Kf (x, ·t)−Kf,N (x, ·t)‖L2(−x,x) <
C
N r+1
,
∥∥K1/f (x, ·t)−K1/f,N (x, ·t)∥∥L2(−x,x) < CN r+1 ,
(8.15)
where the constant C does not depend on x and N .
Proof. Note that for q1 ∈ Cr[0, b] one has f ∈ Cr+2[0, b], hence the potential matrix Q in the Dirac
equation belongs to Cr+1([0, b],M2). Now the result directly follows from Theorem 6.5.
Remark 8.3. Corollary 8.2 provides L2 analogue of Theorem 7.1 from [30].
9 Numerical illustration
Consider a one-dimensional Dirac equation (1.1) with an initial condition
Y (0) =
(
y1(0)
y2(0)
)
=
(
a
b
)
, (9.1)
20
or a boundary condition(
u11 u12
u21 u22
)(
y1(0)
y2(0)
)
+
(
u13 u14
u23 u24
)(
y1(b)
y2(b)
)
=
(
0
0
)
. (9.2)
Based on the results of the previous sections, we propose the following algorithm for numerical
solution of initial value and spectral problems for (1.1).
1. Find a non-vanishing solution Y = (f, g)T of the equation B dYdx +Q(x)Y = 0, see [14, Section
2.3] for details.
2. Compute the vector functions Φk and Ψk, k = 0, . . . , N using (3.3)–(3.7) and (3.12)–(3.13).
3. Compute the matrix functions Nk, k = 0, . . . , N , using (4.7), (4.8) and (5.6).
4. Find coefficients {an, bn, cn, dn}Nn=0 as the least squares solution of (6.9). Here we would like
to mention that the system of functions Nk, k = 0, . . . , N , considered in machine precision,
can be almost linearly dependent. Some regularization, e.g., Tikhonov regularization, may
be helpful, see [19, Sections 2.2 and 2.5–2.7] and [21, Section 7.5] for details.
5. Compute the matrix functions K2n and K2n+1 using (4.12) and (4.13) respectively.
6. Compute the approximate solutions CN and SN using (7.1) and (7.2).
7. An approximation to the solution of the initial value problem (9.1) is given by YN (x, λ) =
aCN (x, λ) + bSN (x, λ).
8. To solve the spectral problem defined by the boundary condition (9.2) one has to find zeros
of an approximate characteristic function of the problem which has the form
det (MN (λ)) = 0, (9.3)
where
MN (λ) =
(
u11 u12
u21 u22
)
+
(
u13 u14
u23 u24
)[
CN (b, λ) SN (b, λ)
]
. (9.4)
All the steps of the proposed algorithm can be performed numerically, there is no need to
calculate the integrals involved analytically. We refer the reader to [14], [29] and [23] for additional
implementation details.
9.1 Example: integral kernel for one-dimensional Dirac system with Lorentz
scalar potential.
Consider the following Dirac system with Lorentz scalar potential (Example 3.4 from [28])(
0 1
−1 0
)
dY
dx
+
(
0 tanh(x)
tanh(x) 0
)
Y = λY, Y =
(
y1
y2
)
. (9.5)
A non-vanishing solution of equation (9.5) for λ = 0 is given by y = (f, g)T , where f(x) = coshx,
g(x) = 1/ cosh x = sech x. According to Proposition 8.1 and [28], the integral kernel K for this
example is known in the following form
K =
(
Kcosh 0
0 Ksech
)
,
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where
Kcosh(x, t) = −1
2
√
x2 − t2I1(
√
x2 − t2)
x− t ,
Ksech(x, t) = − 1
2 cosh x
∫ x
−t
(
I0(
√
s2 − t2)t
s− t +
√
s2 − t2I1(
√
s2 − t2)
s− t
)
cosh s ds,
and I0, I1 are the modified Bessel functions of the first kind. Even though the integral in the
expression for Ksech can not be calculated in a closed form, it can be evaluated numerically which
is sufficient for comparison. On Figure 1 we show the combined error of the approximation of Kcosh
and Ksech by Kcosh,10 and Ksech,10 respectively.
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Figure 1: The combined absolute error of approximation of the integral kernels Kcosh and Ksech
obtained using the proposed method with N = 10
9.2 Example: spectral problem for a Dirac equation.
Consider the following spectral problem (Example 3.4 from [4], see also [14, Section 4.2])(
0 1
−1 0
)
dZ
dx
+
(−x 0
0 1
)
Z = λZ, Z =
(
u(x)
v(x)
)
, 0 ≤ x ≤ 1, (9.6)
with boundary conditions
u(0) = u(1) = 0. (9.7)
Although this system does not have the form (1.1) we can transform (9.6) into (1.1) using the
orthogonal transformation
Z(x) =
(
cos(ϕ(x)) − sin(ϕ(x))
sin(ϕ(x)) cos(ϕ(x))
)
Y (x), ϕ(x) =
x(x− 2)
4
,
22
see [36]. It follows that the boundary value problem (9.6)–(9.7) is equivalent to(
0 1
−1 0
)
dY
dx
+
(
− (x+1)2 cos(2ϕ(x)) (x+1)2 sin(2ϕ(x))
(x+1)
2 sin(2ϕ(x))
(x+1)
2 cos(2ϕ(x))
)
Y = λY,
with the boundary conditions(
1 0
0 0
)
Y (0) +
(
0 0
cos(1/4) sin(1/4)
)
Y (1) = 0.
It can be seen from (9.4) that an approximate characteristic equation reduces to(
cos(1/4) sin(1/4)
)
SN (1, λ) = 0. (9.8)
We computed the eigenvalues λn of the problem for |n| ≤ 100 taking N = 10 for the approximate
solution and compared obtained results with those from [14]. On Figure 2 we present the graph of
the absolute errors of eigenvalues obtained by both methods. As expected, the precision achieved by
the method from [14] based on the truncated SPPS representation with 100 terms and the spectral
shift technique is better for the first eigenvalues, but the precision of λn having |n| ≥ 12 is better for
the proposed method. We would like to point out that errors of the computed eigenvalues do not
deteriorate for large indices n. Also it is worth mentioning that the truncated SPPS representation
with the spectral shift technique requires recalculation of the formal powers (3.12) and (3.13) for
each eigenvalue, while the proposed method needs to calculate these formal powers only once.
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10-15
10-10
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Figure 2: Absolute errors of the eigenvalues of problem (9.6), (9.7) obtained by the proposed method
(called AATO from analytic approximation of transmutation operators) with N = 10 (solid black
line) and obtained by using the SPPS method with N = 100 and the spectral shift technique from
[14] (dashed blue line).
A Well-posedness of the Goursat problem
Consider the following Goursat problem in the domain Ω+ = {(x, t) : 0 ≤ x ≤ b, |t| ≤ x}
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t), (A.1)
BK(x, x)−K(x, x)B = E1(x), (A.2)
BK(x,−x) +K(x,−x)B = E2(x), (A.3)
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where E1 and E2 satisfy the compatibility conditions E1 ∈ H− and E2 ∈ H+.
Similar to [37], consider a change of variables ξ = 12 (x + t), η =
1
2(x − t) and set K(x, t) =
H(ξ(x, t), η(x, t)) in order to obtain an equivalent integral equation. It follows that
Kx =
1
2
(Hξ +Hη) and Kt =
1
2
(Hξ −Hη). (A.4)
Substituting (A.4) into (A.1), multiplying on the left by −B and taking into account (4.2) we get
P− [Hξ] (ξ, η) + P+ [Hη] (ξ, η) = BQ(ξ + η)H(ξ, η).
Also note that the left hand sides in (A.2) and (A.3) have the form
BH(ξ, 0)−H(ξ, 0)B = 2BP+ [H] (ξ, 0),
BH(0, η) +H(0, η)B = 2BP− [H] (0, η).
From the above, one can see that the problem (A.1)–(A.3) becomes
P− [Hξ] (ξ, η) + P+ [Hη] (ξ, η) = BQ(ξ + η)H(ξ, η), (A.5)
P+ [H] (ξ, 0) = −1
2
BE1(ξ), (A.6)
P− [H] (0, η) = −1
2
BE2(η), (A.7)
in the domain
Ξ+ = {(ξ, η) | 0 ≤ ξ < b, 0 ≤ η < b− ξ} .
Applying P− on both sides of (A.5) and integrating with respect to ξ yields
P− [H] (ξ, η) = P− [H] (0, η) +
∫ ξ
0
P− [BQ(u+ η)H(u, η)] du.
Similarly, applying P+ and integrating respect to η yields
P+ [H] (ξ, η) = P+ [H] (ξ, 0) +
∫ η
0
P+ [BQ(ξ + v)H(ξ, v)] dv.
Since the product BQ belongs to H− it is easy to check that
P− [BQ(u+ η)H(u, η)] = BQ(u+ η)P+ [H] (u, η),
P+ [BQ(ξ + v)H(ξ, v)] = BQ(ξ + v)P− [H] (ξ, v).
Since P− [H] + P+ [H] = H, it follows that
H(ξ, η) = −1
2
BE1(ξ)− 1
2
BE2(η) +
∫ ξ
0
BQ(u+ η)P+ [H] (u, η) du+
∫ η
0
BQ(ξ + v)P− [H] (ξ, v) dv,
(A.8)
is an equivalent integral equation to the Goursat problem (A.1)–(A.3).
Remark A.1. In the case of Theorem 2.2, E1(ξ) = −Q(ξ) and E2(η) = 0. Moreover, we do not
need additional assumptions on the potential in order to transform problem (A.1)–(A.3) into (A.5)–
(A.7), see [10], [16], [36], [40]. Thus, K(x, t) is a solution of the problem (A.1)–(A.3) if and only if
H(ξ, η) is a solution of (A.5)–(A.7)
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The existence of a solution of the integral equation (A.8) can be established by the method of
successive approximations.
Theorem A.2. Let Q,E1, E2 ∈ L2
(
(0, b),M2
)
. Then the integral equation (A.8) has a unique
solution belonging to L2
(
Ξ+,M2
)
and the following estimate holds
‖H(ξ, η)‖L2(Ξ+) ≤
‖E1‖L2(0,b) + ‖E2‖L2(0,b)
2
(√
b+
b2
2
‖Q‖L2(0,b) exp
(√
b‖Q‖L2(0,b)
))
. (A.9)
Moreover, if the matrix-valued functions Q, E1 and E2 are continuous, then the kernel H(ξ, η) is
continuous and satisfies the inequality
|H(ξ, η)| ≤ ‖E1‖C[0,b] + ‖E2‖C[0,b]
2
exp
(
b ‖Q‖C[0,b]
)
, (ξ, η) ∈ Ξ+.
Proof. The proof is standard by the method of successive approximations. Let {Hn}∞n=0 be a
sequence of matrix-valued functions given by
Hn(ξ, η) =
∫ ξ
0
BQ(u+ η)P+ [Hn−1(u, η)] du+
∫ η
0
BQ(ξ + v)P− [Hn−1(ξ, v)] dv, (A.10)
where
H0(ξ, η) = −1
2
BE1(ξ)− 1
2
BE2(η). (A.11)
Let us proceed by induction in order to get the following estimate
|Hn(ξ, η)| ≤ CE(ξ + η)
n−1
2 σ
n
2 (ξ + η)
2
√
(n− 1)!n! , n = 1, 2 . . . , (A.12)
where
CE := ‖E1‖L2(0,b) + ‖E2‖L2(0,b) and σ(ξ + η) :=
∫ ξ+η
0
|Q(θ)|2 dθ.
Indeed, due to the compatibility conditions of the functions E1 and E2 we have P+[H0(ξ, η)] =
−12BP+[E1(ξ)] = −12BE1(ξ) and P−[H0(ξ, η)] = −12BP−[E2(η)] = −12BE2(η), hence
H1(ξ, η) = −1
2
∫ ξ
0
BQ(u+ η)BE1(u) du − 1
2
∫ η
0
BQ(ξ + v)BE2(v) dv
= −1
2
∫ ξ
0
Q(u+ η)E1(u) du − 1
2
∫ η
0
Q(ξ + v)E2(v) dv,
to obtain the last equality we used BQ = −QB. It follows that
|H1(ξ, η)| ≤ 1
2
(∫ ξ
0
|Q(u+ η)|2 du
)1/2 (∫ ξ
0
|E1(u)|2 du
)1/2
+
1
2
(∫ η
0
|Q(ξ + v)|2 dv
)1/2(∫ η
0
|E2(v)|2 dv
)1/2
≤ 1
2
(‖E1‖L2(0,b) + ‖E2‖L2(0,b))(∫ ξ+η
0
|Q(θ)|2 dθ
)1/2
=
CE
2
σ1/2(ξ + η).
Note that σ′(ξ + η) = |Q(ξ + η)|2 and that σ(u) is a monotonically increasing function. Similarly,
as H1 is the sum of two terms, one corresponding to E1 and other to E2, one belonging to H+ and
the other to H−, we see that
|H2(ξ, η)| ≤ ‖E2‖
2
∫ ξ
0
|Q(u+ η)|σ1/2(u+ η)du+ ‖E1‖
2
∫ η
0
|Q(ξ + v)|σ1/2(ξ + v)dv
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≤ CE
2
∫ ξ+η
0
|Q(u)|σ1/2(u)du ≤ CE
2
(∫ ξ+η
0
dv
)1/2 (∫ ξ+η
0
|Q(u)|2σ(u)du
)1/2
=
CE
2
√
ξ + η
(
w2
2
∣∣∣σ(ξ+η)
σ(0)
)1/2
=
CE
2
√
2
√
ξ + η σ(ξ + η),
which coincides with the right-hand side in (A.12).
Now we proceed by induction. Similarly, Hn is the sum of two terms, one corresponding to E1
and other corresponding to E2, belonging to H+ and H−. Supposing that (A.12) holds for n, we
get for n+ 1
|Hn+1(ξ, η)| ≤ CE
2
√
(n− 1)!n!
∫ ξ+η
0
|Q(u)|un−12 σ n2 (u) du
≤ CE
2
√
(n− 1)!n!
(∫ ξ+η
0
un−1 du
)1/2(∫ ξ+η
0
|Q(u)|2σn(u) du
)1/2
=
CE
2
√
(n− 1)!n!
(
(ξ + η)n
n
)1/2(σn+1(ξ + η)
n+ 1
)1/2
,
which gives exactly expression (A.12) for n+ 1.
Consider the series
H(ξ, η) := H0(ξ, η) +
∞∑
n=1
Hn(ξ, η). (A.13)
Each term Hn, n ≥ 1, is a continuous function possessing an estimate (due to (A.12))
|Hn(ξ, η)| ≤
CE‖Q‖L2(0,b)
2
b
n−1
2 ‖Q‖n−1L2(0,b)
(n − 1)! .
As for the first term, we obtain from (A.11) that
‖H0(ξ, η)‖L2(Ξ+) ≤
1
2
(∫
Ξ+
|E1(ξ)|2dξdη
)1/2
+
1
2
(∫
Ξ+
|E2(η)|2dξdη
)1/2
≤ CE
√
b
2
.
Finally we conclude that the series (A.13) converges in L2(Ξ
+,M2) to the solution H of (A.8)
and the following estimate holds
‖H(ξ, η)‖L2(Ξ+) ≤
CE
√
b
2
+
CEb
2
4
‖Q‖L2(0,b) exp
(√
b‖Q‖L2(0,b)
)
,
where we used that the area of Ξ+ is equal to b2/2. The same estimate proves the uniqueness of the
solution H (assuming there are two solutions, their difference satisfies (A.8) having E1 = E2 ≡ 0).
For the case when the functions Q, E1 and E2 are continuous, note that the term H0 is also
a continuous function. Let us denote for brevity ‖ · ‖ the C([0, b],M2) norm. Then similarly to
(A.12) we obtain that
|Hn(ξ, η)| ≤ ‖E1‖+ ‖E2‖
2
‖Q‖n(ξ + η)n
n!
, n = 0, 1, . . .
and that the solution H satisfies
|H(ξ, η)| ≤ ‖E1‖+ ‖E2‖
2
exp (b‖Q‖) .
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Now we can present proof of Proposition 6.1.
Proof of Proposition 6.1. We have from (A.13) and (A.11) that
K(x, t) = H
(
x+ t
2
,
x− t
2
)
= −1
2
BE1
(
x+ t
2
)
− 1
2
BE2
(
x− t
2
)
+
∞∑
n=1
Hn
(
x+ t
2
,
x− t
2
)
.
Hence
‖K(x,·)‖L2(−x,x) ≤
1
2
(∫ x
−x
∣∣∣∣E1(x+ t2
)∣∣∣∣2 dt
)1/2
+
1
2
(∫ x
−x
∣∣∣∣E2(x− t2
)∣∣∣∣2 dt
)1/2
+
∞∑
n=1
(∫ x
−x
∣∣∣∣Hn(x+ t2 , x− t2
)∣∣∣∣2 dt
)1/2
=
1
2
(
2
∫ x
0
|E1(z)|2 dz
)1/2
+
1
2
(
2
∫ x
0
|E2(z)|2 dz
)1/2
+
∞∑
n=1
(∫ x
−x
C2Ex
n−1σn(x)
4(n− 1)!n! dt
)1/2
≤ CE√
2
(
1 +
∞∑
n=1
xn/2σn/2(x)
(n− 1)!
)
=
CE√
2
(
1 +
√
xσ(x) exp(
√
xσ(x))
)
,
from which, recalling that
√
σ(x) ≤ ‖Q‖L2(0,b), the statement follows .
B Smoothness of the integral kernel K.
Proposition B.1. Let Q ∈ Cr([0, b],M2) for some r ∈ N0. Then the integral kernel K satisfies
K ∈ Cr(Ω+,M2).
Proof. According to Remark A.1 the function H(ξ, η) = K(ξ + η, ξ − η) satisfies the following
integral equation
H(ξ, η) =
1
2
BQ(ξ) +
∫ ξ
0
BQ(u+ η)P+ [H(u, η)] du+
∫ η
0
BQ(ξ + v)P− [H(ξ, v)] dv. (B.1)
The proof is by induction on r. In fact, we need only consider r ≥ 1.
If Q is continuously differentiable, one can deduce from (A.11) and (A.10) that the matrix-
valued functions Hn are differentiable and as a consequence, H(ξ, η) can be differentiated with
respect to both variables (we left the details to the reader). Hence, differentiating and using (A.5)
and integration by parts leads to
Hξ(ξ, η) =
1
2
BQ′(ξ) +BQ(ξ + η)P+H(ξ, η) +
∫ η
0
BQ′(ξ + v)P−[H(ξ, v)]dv
+
∫ η
0
BQ(ξ + v)P−[Hξ(ξ, v)]dv
=
1
2
BQ′(ξ) +BQ(ξ + η)P+H(ξ, η) +
∫ η
0
BQ′(ξ + v)P−[H(ξ, v)]dv
+
∫ η
0
BQ(ξ + v)BQ(ξ + v)H(ξ, v)dv −
∫ η
0
BQ(ξ + v)P−[Hv(ξ, v)]dv
=
1
2
BQ′(ξ) +BQ(ξ + η)P+H(ξ, η) +
∫ η
0
BQ′(ξ + v)P−[H(ξ, v)]dv
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+∫ η
0
Q2(ξ + v)H(ξ, v)dv − BQ(ξ + v)P+[H(ξ, v)]∣∣η
v=0
+
∫ η
0
BQ′(ξ + v)P+[H(ξ, v)]dv
=
1
2
BQ′(ξ) +
1
2
Q2(ξ) +
∫ η
0
(
BQ′(ξ + v) +Q2(ξ + v)
)
H(ξ, v) dv, (B.2)
where we used (A.6). Similarly,
Hη(ξ, η) =
∫ ξ
0
(
BQ′(u+ η) +Q2(u+ η)
)
H(u, η) du. (B.3)
Assume the statement holds for some k, that is, there exists continuous derivatives ∂lξ∂
k−l
η H
for all 0 ≤ l ≤ k. The equalities (B.2)–(B.3) are our tools to show that H(ξ, η) has continuous
derivatives with respect to both variables up to the order k + 1 ≤ r. Given that
∂r+1ξ H(ξ, η) = ∂
r
ξHξ(ξ, η) and ∂
l
ξ∂
r+1−l
η H(ξ, η) = ∂
l
ξ∂
r−l
η Hη(ξ, η), l ≤ r,
substituting the right-hand sides of (B.2) and (B.3) and utilizing the induction hypothesis and the
condition Q ∈ Cr[0, b] we obtain that the above expressions are well defined, which finishes the
proof.
C Cauchy problem associated with the kernel equation
Consider the following Cauchy problem for equation (2.3) in domain Ω+ with initial condition given
at x = b. {
BKx(x, t) +Kt(x, t)B = −Q(x)K(x, t), (x, t) ∈ Ω+,
K(b, t) = F (t), t ∈ [−b, b], (C.1)
where F ∈ C([−b, b],M2). Similar Cauchy problem was considered in [36], however requiring
additional differentiability condition on Q and F . We present the proof of the well-posedness of
this problem which neither rely on transforming the problem into a system of non-homogeneous
wave equations nor require differentiability of Q or F .
We transform this problem to an equivalent integral equation similarly to Appendix A. Consider
a change of variables ξ = 12(x + t), η =
1
2 (x − t) and set H(ξ, η) = K(x, t). Than equation (2.3)
transforms into equation (A.5), and the initial condition into
H
(
b+ t
2
,
b− t
2
)
= F (t), t ∈ [−b, b]. (C.2)
Applying P− on both sides of (A.5) and integrating with respect to ξ from ξ to b− η yields∫ b−η
ξ
P−[BQ(u+ η)H(u, η)]du = P−[H](b− η, η) − P−[H](ξ, η) = P−[F ](b− 2η) − P−[H](ξ, η).
Similarly, applying P+ and integrating respect to η from η to b− ξ yields∫ b−ξ
η
P+[BQ(ξ + v)H(ξ, v)]dv = P+[H](ξ, b− ξ)− P+[H](ξ, η) = P+[F ](2ξ − b)− P+[H](ξ, η).
And similarly to (A.8) we obtain an integral equation equivalent to Cauchy problem (C.1).
H(ξ, η) = P+[F ](2ξ − b) + P−[F ](b− 2η)
−
∫ b−η
ξ
BQ(u+ η)P+[H(u, η)]du −
∫ b−ξ
η
BQ(ξ + v)P−[H(ξ, v)]dv. (C.3)
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Theorem C.1. Let Q ∈ C([0, b],M2) and F ∈ C([−b, b],M2). Then the integral equation (C.3)
has a unique solution belonging to C
(
Ξ+,M2
)
and the following estimate holds
|H(ξ, η)| ≤ 2‖F‖C[−b,b] exp
(
b‖Q‖C[0,b]
)
. (C.4)
Proof. The proof is by the successive approximations method. Let
H0(ξ, η) = P+[F ](2ξ − b) + P−[F ](b− 2η)
and
Hn(ξ, η) = −
∫ b−η
ξ
BQ(u+ η)P+[Hn−1(u, η)]du −
∫ b−ξ
η
BQ(ξ + v)P−[Hn−1(ξ, v)]dv.
Then similarly to the proof of Theorem A.2 one easily obtains that
|Hn(ξ, η)| ≤ 2‖F‖‖Q‖
n(b− ξ − η)n
n!
, n = 0, 1, . . . ,
where ‖F‖ and ‖Q‖ denotes uniform norm. Hence the matrix valued function H =∑∞n=0Hn is a
solution of (C.3) and satisfies the following estimate
|H(ξ, η)| ≤ 2‖F‖ exp(b‖Q‖), (ξ, η) ∈ Ξ+.
The last estimate proves also the uniqueness of the solution.
D Least squares solution of minimization problem (6.9)
The procedure described in this appendix follows the general theory from [19, Section 2.2].
Consider two Hilbert spaces. X =Mn+12 , consisting of columns whose entries are 2×2 matrices,
equipped with the scalar product
〈
(A0, . . . , AN )
T , (B0, . . . , BN )
〉
=
N∑
n=0
tr
(
AnB
∗
n
)
,
and Y = L2((0, b),M2). Let
C =

(
a0 b0
c0 d0
)
...(
aN bN
cN dN
)
 and N(x) =

N0(x)
N1(x)
...
NN(x)
 .
Then C is the solution of the minimization problem
min
Z∈X
∥∥∥∥KZ + 12Q
∥∥∥∥
Y
, (D.1)
where K : X → Y is the operator given by K[Z](x) = NT (x)Z. Let G ∈ Y . Then it is easy to see
that the adjoint operator K∗ : Y → X is given by
K∗[G] =
∫ b
0
N(x)G(x) dx.
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According to Lemma 2.10 from [19] the solution of minimization problem (D.1) coincides with
the solution of the normal equation K∗KZ = −12K∗[Q], or∫ b
0
N(x)NT (x) dx · Z = −1
2
∫ b
0
N(x)Q(x) dx.
Let us introduce the 2(N +1)× 2(N +1) matrix A consisting of the 2× 2 blocks ∫ b0 Ni(x)Nj(x) dx,
i, j = 0 . . . N . Also let us denote the first column vector of the matrix −12
∫ b
0 N(x)Q(x) dx by b1
and the second column vector by b2. Then the vector (a0, c0, a1, c1, . . . , aN , cN )
T (the first column-
vector of C) is the solution of the linear system Ax = b1 and the vector (b0, d0, b1, d1, . . . , bN , dN )
T
(the second column-vector of C) is the solution of the linear system Ax = b2.
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