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CURVATURE INVARIANT AND GENERALIZED CANONICAL
OPERATOR MODELS - II
RONALD G. DOUGLAS, YUN-SU KIM, HYUN-KYOUNG KWON, AND JAYDEB SARKAR
Dedicated to the memory of our colleague Yun-Su Kim
Abstract. In [11], the authors investigated a family of quotient Hilbert modules in the
Cowen-Douglas class over the unit disk constructed from classical Hilbert modules such as
the Hardy and Bergman modules. In this paper we extend the results to the multivariable
case of higher multiplicity. Moreover, similarity as well as isomorphism results are obtained.
1. Introduction
In [11], we reported on some results obtained in comparing the canonical model of Sz.-Nagy
and Foias with the complex geometric model of M. J. Cowen and the first author. These
models are first recast in the language of Hilbert modules as in [13]. In [11], we considered
only the simplest non-trivial cases of quotient modules, first of the Hardy module mapped
into the C2-valued Hardy module. Afterwards we extended the results by replacing the Hardy
module by other Hilbert modules over C[z] related to the unit disk D such as the Bergman
and weighted Bergman modules. We also took up the question of when two such quotient
modules are isomorphic.
In this paper we proceed to the more general cases of these phenomena in higher multiplicity
and for Hilbert modules over C[z1, · · · , zn] and again, determine when two such quotient
Hilbert modules are (isometrically) isomorphic and, in some cases, similar. Here we represent
the associated hermitian anti-holomorphic vector bundle as a twisted tensor product of the
vector bundle for the basic Hilbert module by a vector bundle determined by the multiplier
used to define the quotient. A version of this representation was used earlier by Uchiyama [18]
and Treil and the third author [15]. (See [20] also for some related results concerning Hilbert
modules over C[z].) We observe that although the vector bundles in the short exact sequence
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of vector bundles defining the quotient module are all pull-backs from an infinite dimensional
Grassmanian and hence, appear to be built using an infinite dimensional Hilbert space, they
are all actually the tensor product of a quotient of finite rank, trivial vector bundles by the
fixed line bundle for the basic Hilbert module. Thus, all calculations and proofs can be carried
out in this finite dimensional context.
After some preliminaries in Section 2, we describe the results in [11] and take up the issue
of isomorphism for a more general case of multiplicity one. In Section 3, we extend the
definitions of Section 2 to the multivariate case and then proceed to extend and generalize
the key results from Section 2 to cases of higher multiplicity.
In Section 4, we explore some similarity questions for quotient Hilbert modules in this
context drawing on the research of two earlier groups. First, we use results on the similarity
question in the Hardy space context which originated in the research of Sz.-Nagy and Foias
[17] and, more recently, of Treil and the third author [15]. In the latter work, similarity
is shown to be equivalent to the existence of a certain bounded function whose Laplacian
is related to the curvature of the quotient vector bundle. Second, a study by a group of
Chinese researchers (cf. [14]) showed that in the case of contractive Hilbert modules over
C[z], some results for similarity are independent of the particular basic Hilbert module used
to construct the quotient Hilbert module. For example, a quotient Hilbert module defined
using the Bergman module is similar to the Bergman module itself if and only if the same is
true for the analogous quotient Hilbert module defined using the Hardy module. Our proof of
this fact rests on the tensor product factorization mentioned above since the finite dimensional
vector bundles involved do not depend on the basic Hilbert module used. A related result
based on techniques from function theory appears in [12]. Finally in Section 5, we raise some
questions suggested by these results and point out further connections with other work.
2. Preliminaries
We first consider several definitions and facts concerning Hilbert modules. We denote by
C[z1, . . . , zn] the algebra of polynomials in n commuting variables z1, . . . , zn.
Now let H be a Hilbert space and let {T1, . . . , Tn} ⊆ B(H) be an n-tuple of commuting
operators on H. Then the operators {T1, . . . , Tn} induce a module action on the Hilbert space
H over C[z1, . . . , zn] as follows (see [13]):
p · h := p(T1, . . . , Tn)h,
for all p ∈ C[z1, . . . , zn] and h ∈ H. Denote by Mp : H → H the bounded linear operator
Mph = p · h = p(T1, . . . , Tn)h,
for h ∈ H. In particular, for p = zi ∈ C[z1 . . . , zn], i = 1, . . . , n, we obtain the module
multiplication operators Mzi defined by
Mzih = zi · h = Tih,
for h ∈ H. In what follows, we will use the notion of a Hilbert module H over C[z1, . . . , zn]
in place of an n-tuple of commuting operators {T1, . . . , Tn} ⊆ B(H), where the operators are
determined by module multiplication by the coordinate functions, and vice versa.
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The notion of intertwining maps between operators on Hilbert spaces can be formulated in
terms of module maps between Hilbert modules.
Definition 2.1. A bounded linear map X : H → H˜ between two Hilbert modules H and
H˜ over C[z1. . . . , zn] is said to be a module map if XMzi = MziX for i = 1, . . . , n, or
equivalently, if XMp = MpX for p ∈ C[z1, . . . , zn]. Two Hilbert modules are said to be
isomorphic if there exists a unitary module map between them, and similar if there exists an
invertible module map between them.
A natural source of Hilbert modules is the family of reproducing kernel Hilbert spaces [1]
on domains in Cn with bounded multiplication operators defined by the coordinate functions.
Recall that for a non-empty set X and a Hilbert space E , an operator-valued function
K : X ×X → B(E) is said to be a positive definite kernel if
k∑
i,j=1
〈K(zi, zj)ηj, ηi〉 > 0,
for all ηi ∈ E , zi ∈ X, i = 1, · · · , k, and all k ∈ N. Given such a positive definite kernel K
on X , one can construct a Hilbert space HK of E-valued functions on X as the completion of
the linear span of the set {K(·, w)η : w ∈ X, η ∈ E} with respect to the inner product
〈K(·, w)η,K(·, z)ζ〉HK = 〈K(z, w)η, ζ〉E,
for all z, w ∈ X and η, ζ ∈ E . The kernel function K has the reproducing property so that
for f ∈ HK and η ∈ E , one has
〈f,K(·, z)η〉HK = 〈f(z), η〉E .
Hence, the evaluation operator evz : HK → E defined by
〈evz(f), η〉E = 〈f,K(·, z)η〉HK
is bounded for all z ∈ X , where η ∈ E and f ∈ HK .
Conversely, given a Hilbert space H of functions from X to E with bounded evaluation
operators evz for each z ∈ X , one can define a kernel function K corresponding to H as
K(z, w) = evz ◦ ev
∗
w ∈ B(E),
for all z, w ∈ X . If X is a domain Ω in Cn and K : Ω × Ω → E is holomorphic in the
first variable and anti-holomorphic in the second variable, then H is a space of holomorphic
functions on Ω. If, in addition, the multiplication operators Mz1 , . . . ,Mzn by the coordinate
functions are bounded on H, then we say that H is a reproducing kernel Hilbert module over
Ω. In this case, it is easy to verify that
M∗zi(K(·, w)η) = w¯iK(·, w)η,
for all w = (w1, . . . , wn) ∈ Ω, η ∈ E , and i = 1, . . . , n. It is easy to show that a necessary
condition for H to be a Hilbert module is for Ω to be bounded.
Given E- and E∗-valued reproducing kernel Hilbert modules H and H∗, respectively, over
the domain Ω, a function ϕ : Ω→ B(E , E∗) is said to be a multiplier if ϕf ∈ H∗ for all f ∈ H,
where (ϕf)(z) = ϕ(z)f(z) for all z ∈ Ω. The set of all such multipliers is denotedM(H,H∗),
4 DOUGLAS, KIM, KWON, AND SARKAR
or simply M(H), if H = H∗. By the closed graph theorem, each ϕ ∈ M(H,H∗) induces a
bounded linear map Mϕ : H → H∗. Consequently, M(H,H∗) is a Banach space with
‖ϕ‖M(H,H∗) = ‖Mϕ‖B(H,H∗).
For H = H∗, M(H) is a Banach algebra with this norm. One can also view a multiplier as a
module map Θ ∈ B(H,H∗) since such an operator is given by pointwise multiplication by a
function from Ω to B(E , E∗).
A class of reproducing kernel Hilbert modules over Ω ⊆ C, denoted by Bm(Ω), was in-
troduced by M. J. Cowen and the first author in [4]. This notion was extended to the
multivariable setting (Ω ⊆ Cn) in [5], by Curto and Salinas [6], and by Chen and the first
author [2] to the Hilbert module context. We focus on the dual B∗m(Ω) of Bm(Ω).
Definition 2.2. Let Ω be a domain in Cn and let m be a positive integer. Then B∗m(Ω) is
the set of all Hilbert modules H over C[z1, . . . , zn] such that
(i) The column operator (Mz − wIH)
∗ : H → Hn defined by
(Mz − wIH)
∗h = (Mz1 − w1IH)
∗h⊕ · · · ⊕ (Mzn − wnIH)
∗h, (h ∈ H)
has closed range for all w = (w1, · · · , wn) ∈ Ω, where H
n = H⊕ · · · ⊕ H.
(ii) dim ker (Mz − wIH)
∗ = dim[ ∩ni=1ker (Mzi − wiIH)
∗ ] = m for all w ∈ Ω, and
(iii)
∨
w∈Ω ker (Mz − wIH)
∗ = H.
Note that these modules are the duals of those in Bm(Ω) defined in [4]. The use of this class
results in anti-holomorphic objects as opposed to holomorphic ones but there is no essential
difference.
Given a Hilbert module H in B∗m(Ω), the mapping w 7→ E
∗
H(w) := ker (Mz − wIH)
∗
defines a rank m hermitian anti-holomorphic vector bundle over Ω which will be denoted by
E∗H. If E
∗
H is trivial, there exists a B(C
m)-valued kernel function on Ω. More precisely, let
{siz : 1 ≤ i ≤ m} be an anti-holomorphic frame for the vector bundle E
∗
H. A kernel function
for H can be obtained as the Gram matrix of the frame {siw : 1 ≤ i ≤ m}; that is,
K(z, w) =
(
〈sjw, s
i
z〉E∗H(w))
m
i,j=1.
If E∗H is not trivial, then we can use an anti-holomorphic frame over an open subset U ⊆ Ω
to define a kernel function KU on U . Since a domain is connected, one can show that
HKU
∼= H. One way to obtain a local frame is to identify the fiber of the dual vector bundle
EH with H/Iw · H ∼= C
m ∼= span{siw : 1 ≤ i ≤ m}, as hermitian Hilbert modules where
Iw = {p ∈ C[z1, . . . , zn], p(w) = 0} and w ∈ Ω.
Although one usually considers the Chern connection for hermitian holomorphic vector
bundles, an analogous definition can be used for hermitian, anti-holomorphic vector bundles.
Once one identifies a fixed basis in a fiber locally, the difference between the two notions
amounts to taking the complex conjugate.
The curvature of the bundle E∗H for the Chern connection determined by the metric defined
by the Gram matrix, or, if E∗H is not trivial, then with the inner product on E
∗
H(w) =
ker (Mz − wIH)
∗ ⊆ H, is given by
KE∗
H
(w) = (∂¯j{K(w,w)
−1∂iK(w,w)})
n
i,j=1,
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for all w ∈ Ω. Note that the representation of the curvature matrix defined above is with
respect to the basis of two-forms {dzi ∧ dz¯j : 1 ≤ i, j ≤ n}. In particular, for a line bundle,
that is, when m = 1, the curvature form is given by
KE∗
H
(w) = ∂¯K(w,w)−1∂K(w,w)
= −∂∂¯ log ‖K(·, w)‖2
= −
n∑
i,j=1
∂
∂wi
∂
∂w¯j
logK(w,w)dwi ∧ dw¯j,
for all w ∈ Ω.
Since curvature has a coordinate free meaning, we can use a local frame for calculations.
Moreover, curvature is given by a self-adjoint matrix. Once we fix the basis for the two-forms
and identify the dual of a fiber with itself in the usual manner, it follows that the curvature
for the Chern connection on the dual vector bundle E∗H is the same as that for EH.
The Hardy module H2(Bn), the Bergman module A2(Bn), the weighted Bergman modules
A2α(B
n) over the unit ball Bn and the Drury-Arveson module H2n are all in B
∗
1(B
n). A fur-
ther source of Hilbert modules in B∗m(Ω) is a family of quotient Hilbert modules, where the
standard examples are used as building blocks. In particular, in [11], the authors considered
certain quotient Hilbert modules of H2(D), A2(D) and A2α(D) which are all in B
∗
1(D) and de-
termined when two such quotient Hilbert modules are similar and isomorphic. More precisely,
given a pair of functions {θ1, θ2} in the algebra H
∞(D) of bounded holomorphic functions on
D, which satisfies the corona condition
|θ1(z)|
2 + |θ2(z)|
2 ≥ ǫ > 0,
for all z ∈ D, one can define Θ ∈ H∞(D)⊗B(C,C2) by the row matrix Θ(z) = (θ1(z), θ2(z)).
Then for H = H2(D), A2(D), or A2α(D), the quotient Hilbert module HΘ given by the short
exact sequence
0 −→ H⊗ C
MΘ−→ H⊗ C2
piΘ−→ HΘ −→ 0,
is in B∗1(D). Here MΘ is the operator defined as MΘh = θ1h ⊗ e1 + θ2h ⊗ e2 for h ∈ H,
where {e1, e2} is an orthonormal basis for C
2, and πΘ is the quotient map. Results concerning
similarity and isomorphism of such quotient modules were obtained where the notion of
curvature played a crucial role.
3. Certain quotient modules in B∗1(Ω)
One can extend the results described in the previous section to the case of the quotient
Hilbert module HΘ, where H ∈ B
∗
1(Ω) for Ω ⊆ C
n and Θ takes values in B(Cl,Cl+1) for l ∈ N.
We assume that the function Θ is a multiplier for H, which is equivalent to saying that
MΘMzi = MziMΘ,
for all i = 1, . . . , n. Two hermitian holomorphic vector bundles EH and EH˜ over Ω are said to
be equivalent if there exists a biholomorphic bundle map between EH and EH˜ which defines
an isometric isomorphism between the fibers. We will denote this notion of isomorphism by
EH ∼= EH˜.
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We finesse the issue of the corona condition used above by assuming that Θ has a left
inverse which is also in the multiplier algebra.
Theorem 3.1. Let H ∈ B∗1(Ω) for Ω ⊆ C
n and let Θ : Ω → B(Cl,Cl+1) for some positive
integer l be such that Θ ∈M(H)⊗ B(Cl,Cl+1) with a left inverse Ψ ∈M(H)⊗ B(Cl+1,Cl).
Denote by HΘ the quotient Hilbert module HΘ = (H⊗ C
l+1)/MΘ(H⊗ C
l). Then
(1) HΘ ∈ B
∗
1(Ω),
(2) LΘ(w) = C
l+1/Θ(w)Cl defines a holomorphic line bundle LΘ =
∐
w∈Ω LΘ(w) such
that E∗HΘ
∼= E∗H ⊗ L
∗
Θ, where L
∗
Θ is the hermitian anti-holomorphic vector bundle dual to the
hermitian holomorphic vector bundle LΘ, and
(3) KE∗
HΘ
−KE∗
H
= KL∗
Θ
as two-forms.
Proof. Since the statements are all local, we can proceed pointwise as follows. The fact that
MΘ is left invertible implies that MΘ has closed range. Thus one obtains the short exact
sequence
0 −→ H⊗ Cl
MΘ−→ H⊗ Cl+1
piΘ−→ HΘ −→ 0,
where
MΘ


h1
...
hl

 = [θi,j ](l+1)×l


h1
...
hl

 =


∑l
j=1 θ1,jhj
...∑l
j=1 θl+1,jhj

 ,
for hi ∈ H, i = 1, . . . , l, and πΘ is the quotient map. Localizing this module sequence at
w ∈ Ω, that is, taking quotients by Iw · (H⊗ C
l), Iw · (H⊗ C
l+1), and Iw · HΘ, respectively,
we have that the sequence
Cw ⊗ C
l ICw⊗Θ(w)−→ Cw ⊗ C
l+1 piΘ(w)−→ HΘ/Iw · HΘ −→ 0
is exact [13]. Here, Cw is the Hilbert module with module multiplication defined by p · λ =
p(w)λ for all p ∈ C[z1, . . . , zn] and λ ∈ C. Since dim ran Θ(w) = l for all w ∈ Ω, it follows
that dim ker πΘ(w) = l, and thus
dim HΘ/Iw · HΘ = dim HΘ
/( n∑
i=1
(Mzi − wiIH)HΘ
)
= 1,
for all w ∈ Ω. Consequently,
dim [
n
∩
i=1
ker (Mzi − wiIH)
∗|HΘ ] = 1.
To show that HΘ ∈ B
∗
1(Ω), we must also demonstrate that
∨
w∈Ω
[
n
∩
i=1
ker (Mzi − wiIH)
∗|HΘ] = HΘ.
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To this end, let {ei}
l+1
i=1 be the standard orthonormal basis for C
l+1 and let ∆Θ be the formal
determinant
∆Θ(w) = det


e1 θ1,1(w) · · · θ1,l(w)
...
...
...
...
el+1 θl+1,1(w) · · · θl+1,l(w)

 ∈ Cl+1,
for w ∈ Ω. Since Θ(w) has a left inverse Ψ(w), it follows that rank Θ(w) = l, and hence
∆Θ(w) 6= 0 for all w ∈ Ω. Set γw := fw ⊗ ∆Θ(w) 6= 0 for all w ∈ Ω, where fw is any
non-zero vector in E∗H(w) ⊆ H and ∆Θ(w) is the complex conjugate of ∆Θ(w) relative to the
basis {ei}
l+1
i=1. (Note that since dim E
∗
H(w) = 1, γw is well-defined up to a non-zero scalar.)
Moreover, consider the inner product of γw with
MΘ


h1
...
hl

 =


∑l
j=1 θ1,jhj
...∑l
j=1 θl+1,jhj

 ∈ H ⊗ Cl+1,
for {hi}
l
i=1 ⊆ H. Evaluating the resulting functions at w ∈ Ω, we get that these functions are
the sum of the products of hi(w) with coefficients equal to the determinants of matrices with
repeated columns and hence
〈MΘ


h1
...
hl

 , γw〉 = 0.
Thus, γw ⊥ ran MΘ for all w ∈ Ω. Also, it is easy to see that
(M∗zi ⊗ ICl+1)γw = w¯iγw,
for w ∈ Ω and for all i = 1, . . . , n, so that
n
∩
i=1
ker (Mzi ⊗ ICl+1 − wiIH⊗Cl+1)
∗|HΘ = C · γw,
for all w ∈ Ω.
Now we prove that
∨
w∈Ω fw ⊗∆Θ(w) = HΘ. (Note that this space is independent of the
particular fw’s chosen.) For all g =
∑l+1
i=1 gi ⊗ ei ∈ H ⊗ C
l+1 with g ⊥ γw for every w ∈ Ω,
we must exhibit the representation gi(w) =
∑l
j=1 ηj(w)θij(w) for i = 1, ..., l + 1, where the
{ηj}
l
j=1 are functions in H. Fix w0 ∈ Ω. The assumption 〈g, γw0〉 = 0 implies that
(3.1) det


g1(w0) θ1,1(w0) · · · θ1,l(w0)
...
...
...
...
gl+1(w0) θl+1,1(w0) · · · θl+1,l(w0)

 = 0.
Now view the matrix
Θ(w0) =


θ1,1(w0) · · · θ1,l(w0)
...
...
...
θl+1,1(w0) · · · θl+1,l(w0)


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as the coefficient matrix of a linear system of (l + 1) equations in l unknowns. Since
rank Θ(w0) = l, some principal minor (which means taking some l rows) has a non-zero
determinant. Hence, using Cramer’s rule, we can uniquely solve for {ηj(w0)}
l
j=1 ⊆ C
l, at
least for these l rows. But by (3.1), the solution must also satisfy the remaining equation.
Hence we obtain the {ηj(w0)}
l
j=1 ⊆ C
l and define
Ξ(w0) =
l∑
j=1
ηj(w0)⊗ ej ,
so that
g(w0) = Θ(w0)Ξ(w0),
for each w0 ∈ Ω. After doing this for each w ∈ Ω, we use the left inverse Ψ(w) for Θ(w) to
obtain
Ξ(w) = (Ψ(w)Θ(w))Ξ(w) = Ψ(w)(Θ(w)Ξ(w)) = Ψ(w)g(w) ∈ H ⊗ Cl.
Consequently, {ηj}
l
j=1 ⊆ H and
∨
w∈Ω γw = HΘ.
Lastly, the closed range property of HΘ follows from that of H. In particular, since the
column operator M∗z − w¯IH of Definition 2.2 acting on H⊗C
l+1 has closed range and a finite
dimensional kernel, it follows that restricting it to the invariant subspace HΘ ⊆ H ⊗ C
l+1
yields an operator with closed range.
The proofs of parts (2) and (3) are identical to those of the analogous statements of Theorem
3.3 below.
Corollary 3.2. Let H ∈ B∗1(Ω), where Ω ⊆ C
n, and assume that Θi : Ω→ B(C
l,Cl+1),Θi ∈
M(H)⊗B(Cl,Cl+1), for i = 1, 2, have left inverses inM(H)⊗B(Cl+1,Cl). Then the quotient
Hilbert modules HΘ1 and HΘ2 are isomorphic if and only if
▽2log ‖∆Θ1‖ = ▽
2log ‖∆Θ2‖.
Proof. We can choose a kw so that kw ⊗ ∆Θi(w), i = 1, 2, are anti-holomorphic local cross-
sections of E∗HΘ1
and E∗HΘ2
, respectively, over some open subset U ⊆ Ω. Since every w0 ∈ Ω
is contained in such an open subset U of Ω, we can use (3) of Theorem 3.1 and the result of
[4] stating that two Hilbert modules HΘ1 ,HΘ2 ∈ B
∗
1(Ω) are isomorphic if and only if
KE∗
HΘ1
(z) = KE∗
HΘ2
(z),
for every z ∈ Ω to complete the proof.
For finite dimensional spaces E and E∗, and a multiplier Θ : Ω → B(E , E∗) with constant
rank, one can define the holomorphic kernel and co-kernel bundles with fibers kerΘ(w) and
coker Θ(w) = E∗/Θ(w)E for w ∈ Ω, respectively. Moreover, related Hilbert modules with
H ∈ B∗m(Ω) can be defined for an arbitrary m ≥ 1. Here we consider the simplest case, when
m = 1 and ker Θ(w) = {0}, and obtain only some of the most direct results.
Theorem 3.3. Let H ∈ B∗1(Ω) for Ω ⊆ C
n and let Θ : Ω → B(Cp,Cq),Θ ∈ M(H) ⊗
B(Cp,Cq), have a left inverse Ψ ∈ M(H) ⊗ B(Cq,Cp), where 1 ≤ p < q < ∞. Then there
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exists a hermitian anti-holomorphic vector bundle V ∗Θ of dimension q−p over Ω with the fiber
V ∗Θ(w) = (ran Θ(w))
⊥ = ker Θ(w)∗ such that
E∗HΘ
∼= E∗H ⊗ V
∗
Θ,
where HΘ = (H⊗C
q)/MΘ(H⊗C
p). Moreover, HΘ ∈ B
∗
q−p(Ω). Finally, one has the identity
KE∗
HΘ
−KE∗
H
⊗ IV ∗
Θ
= IE∗
H
⊗KV ∗
Θ
.
Proof. Let {ei}
p
i=1 and {eˆj}
q
j=1 be the standard orthonormal bases of C
p and Cq, respectively.
We first show that ker (Mz − wIH)
∗ ⊗ ker Θ(w)∗ ⊆ H ⊗ Cq is orthogonal to ran MΘ.
For B =
∑p
i=1 bi ⊗ ei ∈ H⊗C
p, kw ∈ ker (Mz −wIH)
∗ and Ξw =
∑q
j=1 αj eˆj ∈ ker Θ(w)
∗, we
have
〈MΘB, kw ⊗ Ξw〉H⊗Cq = 〈B,M
∗
Θ(kw ⊗ Ξw)〉H⊗Cp =
q∑
j=1
p∑
i=1
bi(w)θj,i(w)αj = 0,
because
p∑
i=1
bi(w){
q∑
j=1
θj,i(w)αj}ei = Θ(w)
∗Ξw = 0 ∈ C
p.
Next, we show that∨
w∈Ω
{ker (Mz − wIH)
∗ ⊗ ker Θ(w)∗} = (H⊗ Cq)⊖ ran MΘ.
Let C =
∑q
j=1 cj⊗eˆj ∈ H⊗C
q be such that 〈C, kw⊗Ξw〉H⊗Cq = 0 for all kw ∈ ker (Mz−wIH)
∗
and Ξw ∈ ker Θ(w)
∗. We want to show that there exists an H =
∑p
i=1 hi ⊗ ei ∈ H⊗C
p such
that C = MΘH , which would complete the proof that the eigenspaces of Mz on HΘ span HΘ.
We have C = MΘH if and only if cj(w) =
∑p
i=1 θj,i(w)hi(w) for j = 1, . . . , p and w ∈ Ω. Let
w0 ∈ Ω. Since rank{θj,i(w0)} is p, there exist integers 1 ≤ j1 < j2 . . . < jp ≤ q such that the
p× p matrix made up of the p rows {θjk,i(w0)}
p
k=1 has a non-zero determinant. Hence, there
exists a unique p-tuple, denoted by {hi(w0)}
p
i=1 ∈ C
p, such that cj(w0) =
∑p
i=1 θj,i(w0)hi(w0)
for j = j1, . . . , jp. For any other row j0, there exists a p-tuple {γjk}
p
k=1 ∈ C
p such that
θj0,i(w0) =
p∑
k=1
γjkθjk,i(w0),
for k = 1, . . . , p. Thus the vector Γ =
∑p
k=1 γjk eˆjk − eˆj0 ∈ H ⊗ C
q satisfies Θ(w0)
∗Γ = 0 ∈
H ⊗ Cp, and hence, kw0 ⊗ Γ ∈ ker (Mz − w0IH)
∗ ⊗ ker Θ(w0)
∗. Therefore,
〈C, kw0 ⊗ Γ〉H⊗Cq = 0,
and hence
0 = 〈
q∑
j=1
cj ⊗ eˆj, kw0 ⊗ (
p∑
k=1
γjk eˆjk − eˆj0)〉 =
p∑
j=1
〈cjk , kw0〉Hγ¯jk − 〈cj0, kw0〉H
=
p∑
k=1
cjk(w0)γ¯jk − cj0(w0),
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or
cj0(w0) =
p∑
k=1
cjk(w0)γ¯jk .
Thus,
C(w0) = Θ(w0)F (w0).
Since w0 ∈ Ω is arbitrary, we have defined a function H =
∑p
i=1 hi ⊗ ei on all of Ω but we
need to show that H ∈ H ⊗ Cp. Recall that Θ has a left inverse Ψ ∈ M(H) ⊗ B(Cq,Cp).
Thus we have H(w) = Ψ(w)Θ(w)F (w) = Ψ(w)C(w) which implies that
H = MΨC ∈ H ⊗ C
p.
The closed range condition for HΘ follows as in the proof of Theorem 3.1 and hence HΘ ∈
B∗1(Ω).
To establish the curvature formula, we first recall that the formula for the curvature of the
Chern connection on an open subset U ⊆ Ω for a hermitian anti-holomorphic vector bundle
is ∂¯[G−1∂G], where G is the Gramian for an anti-holomorphic frame {fi}
q−p
i=1 for the vector
bundle on U (cf. [6]). We assume that U is chosen so that the {kw} for w ∈ Ω can be
chosen to be an anti-holomorphic function on U . Denoting by GΘ the Gramian for the frame
{kw ⊗ fi(w)}
q−p
i=1 , GΘ(w) equals the (q − p)× (q − p) matrix
GΘ(w) =
(
〈kw ⊗ fi(w), kw ⊗ fj(w)〉
)q−p
i,j=1
= ‖kw‖
2
(
〈fi(w), fj(w)〉
)q−p
i,j=1
= ‖kw‖
2Gf(w),
where Gf is the Gramian for the anti-holomorphic frame {fi(w)}
q−p
i=1 for V
∗
Θ. Then
∂¯[G−1Θ (∂GΘ)] = ∂¯[
1
‖kw‖2
G−1f (∂(‖kw‖
2Gf))]
= ∂¯[
1
‖kw‖2
G−1f (∂(‖kw‖
2)Gf + ‖kw‖
2∂Gf )]
= ∂¯[
1
‖kw‖2
∂(‖kw‖
2) +G−1f ∂Gf ]
= ∂¯[
1
‖kw‖2
∂(‖kw‖
2)] + ∂¯[G−1f ∂Gf ].
Hence, expressing these matrices in terms of the respective frames and using the fact that the
coordinates of a bundle and of its dual can be identified using the basis given by the frame,
one has
KE∗
HΘ
(w)−KE∗
H
(w)⊗ IV ∗
Θ
(w) = IE∗
H
(w) ⊗KV ∗
Θ
(w),
for all w ∈ U . Since the coordinate free formula does not involve U , this completes the proof.
Based on the Theorem just stated, we can say that the isomorphism of quotient Hilbert
modules is independent of the choice of the basic Hilbert module ”building blocks” from which
they were created.
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Corollary 3.4. Let H, H˜ ∈ B∗1(Ω) for Ω ⊆ C
n. For i = 1, 2, assume that Θi : Ω →
B(Cp,Cq) is in both M(H)⊗ B(Cp,Cq) and M(H˜) ⊗ B(Cp,Cq). Moreover, assume that Θi
has a left inverse multiplier for both H and H˜ and for i = 1, 2. Then HΘ1 is isomorphic to
HΘ2 if and only if H˜Θ1 is isomorphic to H˜Θ2.
Proof. The statement is obvious from the tensor product representations E∗HΘi
∼= E∗H ⊗ V
∗
Θi
and E∗
H˜Θi
∼= E∗
H˜
⊗V ∗Θi, for i = 1, 2 ; that is, isomorphic as hermitian anti-holomorphic bundles,
and the result that KE∗
HΘ1
= KE∗
HΘ2
if and only if KVΘ1 = KVΘ2 as two forms.
In [11] we showed that for H and H˜ in the standard family of contractive Hilbert modules
over the disk algebra A(D) and multipliers Θ and Θ˜ that, if HΘ and H˜Θ˜ are isomorphic, then
so are H and H˜. (Recall that the disk algebra A(D) consists of all continuous functions on the
closure of D that are holomorphic on D with the supremum norm.) Therefore, for this family of
quotient Hilbert modules, the isomorphism question reduced to an earlier version of Corollary
3.2. It seems possible that such a result might hold in greater generality. Establishing it,
however, would depend on having a better understanding of how the curvatures of Hilbert
modules in B1(Ω) are related to those of the holomorphic sub-bundles of the product bundles
Ω× Cq.
4. Similarity of Quotient Hilbert modules
In this section, we investigate conditions for certain quotient Hilbert modules to be similar
to the reproducing kernel Hilbert modules from which they are constructed. We begin with
the case in which the existence of a left inverse for the multiplier depends only on a positive
answer to the corona problem for the domain.
Theorem 4.1. Let H be a scalar-valued reproducing kernel Hilbert module over C[z1, · · · , zn]
related to Ω ⊆ Cn. Assume that θ1, θ2, ψ1, ψ2 are in M(H) and that θ1ψ1 + θ2ψ2 = 1.
Then the quotient Hilbert module HΘ = (H ⊗ C
2)/MΘH is similar to H, where MΘf =
θ1f ⊗ e1+ θ2f ⊗ e2 ∈ H⊗C
2 and f ∈ H, with {e1, e2} the standard orthonormal basis for C
2.
Proof. Let RΨ : H⊕H → H be the bounded module map defined by RΨ(f ⊕ g) = ψ1f +ψ2g
for f, g ∈ H. Note that
RΨMΘ = IH,
or that RΨ is a left inverse for MΘ. Then for any f ⊕ g ∈ H ⊕H, we have
f ⊕ g = (MΘRΨ(f ⊕ g)) + (f ⊕ g −MΘRΨ(f ⊕ g)),
with MΘRΨ(f ⊕ g) ∈ ranMΘ and f ⊕ g−MΘRΨ(f ⊕ g) ∈ kerRΨ. This decomposition, along
with
ranMΘ ∩ kerRΨ = {0}
implies that
H⊕H = ranMΘ
·
+ kerRΨ.
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Thus, there exists a module idempotent Q ∈ B(H⊕H) with matrix entries inM(H) such that
Q(Θf + g) = g for f ∈ H and g ∈ ker RΨ. Moreover, ranMΘ = kerQ and kerRΨ = ranQ.
The composition Q◦π−1Θ : HΘ →H is well-defined and is the required invertible module map
establishing the similarity of HΘ and H.
It has been observed by earlier authors that the case for n = 2 is much simpler than for
n > 2 (cf. [16]).
Corollary 4.2. Let θ1, θ2 ∈ M(H
2
n) satisfy |θ1(z)|
2 + |θ2(z)|
2 ≥ ǫ for all z ∈ Bn and some
ǫ > 0. Then the quotient Hilbert module (H2n)Θ = (H
2
n ⊗ C
2)/MΘH
2
n is similar to H
2
n.
Proof. The corollary follows from Theorem 4.1 using the corona theorem for M(H2n) (see [3]
or [16]).
We next show that the similarity criterion for a certain class of quotient Hilbert modules is
independent of the choice of the basic Hilbert module “building blocks” as in the isomorphism
case, so long as the multiplier algebras are the same.
Recall that a short exact sequence of Hilbert modules
0 −→ H⊗ Cp
MΘ−→ H⊗ Cq
piΘ−→ HΘ −→ 0,
is said to split if πΘ is right invertible; that is, if there exists a module map σΘ : HΘ → H⊗C
q
such that
πΘσΘ = IHΘ .
In the algebraic context, splitting is equivalent to MΘ being left invertible. In [9] and [10],
this fact was extended to Hilbert modules with a straightforward proof.
Thus the question of similarity of a quotient Hilbert module to the building block Hilbert
module can be raised in the context of a split short exact sequence. In general, splitting is
not equivalent to similarity. The question is related to the corona problem (cf. [9]) and the
commutant lifting theorem (cf. [10]). However, somewhat surprisingly, the relation doesn’t
depend on the Hilbert module so long as the multiplier algebra remains the same.
Theorem 4.3. Let H, H˜ ∈ B∗1(Ω) for Ω ⊆ C
n, be such that M(H) ⊆ M(H˜) and let Θ ∈
M(H) ⊗ B(Cp,Cq) , for 1 ≤ p < q, be left invertible. Then the similarity of HΘ = (H ⊗
Cq)/MΘ(H ⊗ C
p) to H ⊗ Cq−p implies the similarity of H˜Θ = (H˜ ⊗ C
q)/MΘ(H˜ ⊗ C
p) to
H˜ ⊗ Cq−p.
Proof. Since M(H) ⊆M(H˜), Θ ∈ M(H˜)⊗ B(Cp,Cq) and H˜Θ is well-defined. Moreover, by
Theorem 3.1, we have HΘ, H˜Θ ∈ B
∗
q−p(Ω).
Let σΘ be a module cross-section for HΘ; that is, σΘ : HΘ → H⊗ C
q such that
πΘσΘ = IHΘ .
If we set
Q = σΘπΘ,
we obtain a module idempotent on H⊗ Cq such that
ran Q
.
+ ran MΘ = H⊗ C
q.
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But there exists a Φ ∈M(H)⊗ B(Cq) such that
MΦ = Q,
and Φ(z) is an idempotent on B(Cq) for z ∈ Ω. An easy argument using localization shows
that
ran Φ(z)
.
+ ran Θ(z) = Cq,
for z ∈ Ω. But this fact is independent of H.
Thus, if we set
σ˜Θ =MΦπ˜
−1
Θ
on H˜ ⊗ Cq, where π˜Θ is the quotient map of the short exact sequence for H˜Θ, then σ˜Θ is a
module map from H˜Θ to H˜ ⊗ C
q. Moreover, the idempotent Q˜ = σ˜Θπ˜Θ is again represented
by MΦ.
Suppose that HΘ is similar to H ⊗ C
q−p. Then there exists an invertible module map
X : H⊗Cq−p → HΘ. Compose the module maps σΘ and X to obtain Y = σΘX : H⊗C
q−p →
H ⊗ Cq and let Γ ∈ M(H) ⊗ B(Cq−p,Cq) so that Y = MΓ. Since M(H) ⊆ M(H˜), we can
use Γ to define
MΓ : H˜ ⊗ C
q−p → H˜ ⊗ Cq.
Composing M−1Γ and σ˜Θ, we obtain an invertible module map M
−1
Γ σ˜Θ from H˜Θ to H˜ ⊗C
q−p,
which shows that H˜Θ is similar to H˜ ⊗ C
q−p.
Corollary 4.4. Let H˜ ∈ B∗1(D) be a bounded Hilbert module over C[z1, · · · , zn]; that is, a
Hilbert module H˜ for which there exists a constant C such that ‖p · f‖ ≤ C‖p‖A(D)‖h‖H˜ for
all p ∈ C[z1, · · · , zn] and h ∈ H˜. Moreover, let Θ ∈ H
∞(D)⊗B(Cp,Cq) have a left inverse in
H∞(D)⊗ B(Cq,Cp). Then H˜Θ is similar to H˜ ⊗ C
q−p.
Proof. We use Theorem 4.3 with H = H2(D) and H˜ the given Hilbert module. We observe
following [9] that for a bounded Hilbert module related to D, M(H) = H∞(D). The proof is
completed by appealing to a result of Sz.-Nagy and Foias about a left invertible Θ (cf. [17]).
The question of similarity is equivalent to a problem in complex geometry (cf. [9]). In
general, for a split short exact sequence
0 −→ H⊗ Cp
MΘ−→ H⊗ Cq
piΘ−→ HΘ −→ 0,
one can define the idempotent function Γ : Ω → B(Cq), where ran Γ yields a hermitian
holomorphic subbundle F of the trivial bundle Ω×Cq. If Ω is contractible, then F is trivial.
The question of similarity is equivalent to whether one can find a trivializing frame for which
the corresponding Gramian G is uniformly bounded above and below whenM(H) = H∞(Ω),
or it and its inverse lie in the multiplier algebra when it is smaller. As mentioned above, this
question is related to the corona problem and the commutant lifting theorem.
Corollary 4.4 along with Theorem 0.1 in [15] provide a connection between the quotient
Hilbert modules of the Hardy module and those of any other “reasonable” reproducing kernel
Hilbert modules over A(D) such as the weighted Bergman modules. (See [12] for a more
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detailed account of this phenomenon for the Bergman space based on function theory. The
results there expand on the following result.)
Corollary 4.5. Under the assumptions of Corollary 4.4, the following statements are equiv-
alent, where Π(z) denotes the orthogonal projection of HΘ onto ker (Mz−wI)
∗|HΘ, the local-
ization of πΘ at z. F is the same finite-dimensional Hilbert space throughout these statements:
(1) HΘ is similar to H⊗F .
(2) (H2(D))Θ is similar to H
2(D)⊗ F .
(3) The eigenvector bundles of HΘ and H⊗F are uniformly equivalent; that is, there exists
an anti-holomorphic pointwise invertible bundle map Φ : E∗HΘ → E
∗
H ⊗ F and a scalar c > 0
such that 1
c
‖f‖ ≤ ‖Φ(w)f‖ ≤ c‖f‖ for all w ∈ D and f ∈ E∗HΘ .
(4) There exists a bounded subharmonic function ϕ defined on D such that
∇2ϕ(z) ≥ −KE∗
HΘ
(z) +KE∗
H
⊗F(z)
for all z ∈ D.
(5) The measure
[−KE∗
HΘ
(z) +KE∗
H
⊗F(z)](1− |z|)dxdy
is a Carleson measure, and the estimate
−KE∗
HΘ
(z) +KE∗
H
⊗F(z) ≤
C
(1− |z|)2
holds for some C > 0.
Proof. One considers the previous Theorem along with the results in [15] to establish these
equivalences.
5. Concluding Remark
The results and techniques in this paper raise many questions on possible extensions and
generalizations. We mention a few.
First, one could attempt to generalize Theorem 3.3 to the case in which Θ(z) has constant
rank but a nontrivial kernel. If we assume that the kernel of Θ(z) has constant dimension,
then two bundles are defined, one by the kernel and the other by the co-kernel of Θ(z), and the
quotient Hilbert module HΘ would have a resolution by a tensor product of Hilbert modules
in the form H ⊗ Cl, for some positive integers l, of longer length depending on resolving
the kernel bundle. Probably in this case, a curvature formula would exist and involve an
alternating sum of curvatures of the modules in the resolution. These questions are most
likely related to the results in [10].
Second, characteristic operator functions, of which Θ(z) is an example, do not, in general,
have constant rank. Still the techniques of this paper might be useful in studying them, at
least for isomorphism questions, since curvatures need to be equal on only an open set to
conclude isomorphism. Similarity would be another matter, however.
Further, for a Hilbert module H ∈ B∗m(Ω), 1 ≤ m < ∞, and Ω ⊆ C
n, the multiplier
Banach algebra M(H) can be identified with the commutant of the algebra of operators
defined by C[z1, . . . , zn] acting on H. For many results in this paper concerning two Hilbert
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modules, H and H∗, the important assumption is that M(H) = M(H∗). Moreover, if H
and H˜ are in B∗m(Ω), the question of whether M(H, H˜) 6= {0} is closely related to that of
the similarity of H and H˜, or of “parts” of them, which is closely related to the “similarity”
of the corresponding hermitian anti-holomorphic rank m vector bundles E∗H and E
∗
H˜
. A key
difficulty in making these relationships precise concerns the question of when bundle maps
between bundles, obtained as pull backs from the Grassmaninan for a complex Hilbert space,
can be realized as the result of global maps on the Hilbert space. At present, there are
no geometric criteria known guaranteeing that this is possible. For unitary equivalence, the
situation is much simpler which is one of the key observations in [4] allowing one to relate
operator theory to complex geometry.
Finally, a necessary condition for the quotient Hilbert module HΘ to be similar to H ⊗
Cq−p (using the notation of the previous section) is that the bundle E∗HΘ be trivial as a
hermitian anti-holomorphic vector bundle. Therefore, the first step in establishing similarity
is to construct a bounded anti-holomorphic bundle map η : Ω × Cq−p → Ω × Cq so that
ran η(z)
.
+ ran Θ(z) = Cq for z ∈ Ω. Next, one would need a module map Ξ : H ⊗ Cq−p →
H⊗ Cq so that Ξ(z) = η(z) for z ∈ Ω. But to get started the bundle E∗HΘ must be trivial.
If there exist hermitian anti-holomorphic vector bundles E and F so that E and E⊕F are
trivial with bounded trivializations but F is not trivial, then we could construct an example
of a quotient Hilbert module for which E∗HΘ is not trivial. This would provide an example for
which there is a topological obstruction to similarity. Can this happen?
For many domains Ω such as the unit ball or the polydisk, all vector bundles are trivial. But
there still is a more subtle possible obstruction to similarity. In particular, the bundle could
be trivial but not posses a bounded trivialization. Can this happen? We mean by a bounded
trivialization a bounded bundle map ψ : Ω× Cq−p → E∗HΘ with
1
c
‖f‖ ≤ ‖Ψ(z)f‖ ≤ c‖f‖ for
some c > 0, and for all f ∈ Cq−p and z ∈ Ω.
A detailed discussion of the relation of these notions is in [9] and the case H = H2n is given
at the beginning of Section 3 in [10].
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