This paper deals with necessary conditions for optimal control problem governed by some semilinear parabolic differential equation which may be non-well-posed. State constrained problem is considered. Finally, under some suitable assumptions, we obtain the existence of optimal pairs.
Introduction
In this paper, we study an optimal control problem of semilinear parabolic differential equations which may have no global solution, or have more than one solution for each control. We call such systems non-well-posed systems and call the optimal control problems governed by such systems non-well-posed optimal control problems. The problem of optimal control of system governed by parabolic equations has been studied by many authors (for instance [1] [2] [3] [4] [5] [6] [7] ). However, all works mentioned above deal with the state equations which is well posed.
In [9] , Lions studied a non-well-posed optimal control problem where the state constraint is not involved, the control set is a Hilbert space and the cost functional is given by
and the state system reads   in Ω. Recently, G.S. Wang and L.J. Wang [11] have obtained maximum principle for state constrained control problems governed by some non-well-posed parabolic differential equations, where the cost functional is given by
However, in the current work, the cost functional J = Q l(x, t, y, u) dx dt is more general. Thus we cannot use the method in [11] to obtain the maximum principle for the current problems. Maximum principle for optimal control of non-well-posed elliptic differential equations was discussed by G.S. Wang and L.J. Wang in [12] .
In this paper, the technique used here is Ekeland variational principle and is different from those used in [11] , even though the basic idea is from [11] . We introduce a kind of new penalty functional to transform the original optimal control problem (P ) into optimization problem (P ε ), and one can use the method in [1, 2] to obtain the necessary conditions for problem (P ε ), and then the maximum principle for problem (P ) can be proved.
The purpose of this paper is to obtain optimality conditions in the form of Pontryagin's maximum principle. The existence of an optimal pair is assumed a priori. To be more precise, we consider the following optimal control problem:
and
Here the final time T > 0 and the initial condition y 0 ∈ L 2 (Ω) is fixed. Ω is a bounded open subset of R n (n 3) with smooth boundary ∂Ω. We set a ij ∈ C 2 (Ω) with a ij = a ji for all x ∈ Ω, satisfying
. . , n and x ∈ Ω, where Λ > 0. Set
, where
We set
Throughout this paper, we make the following assumptions:
where
Let X be Banach space with dual X * strictly convex, and F : L 2 (Q) → X is in the class of C 1 . W ⊂ X is a closed and convex subset.
Let (y * , u * ) be an optimal pair for problem (P ), i.e., (y * , u * ) ∈ Y × U and satisfies (1) and (2); moreover, J (y * , u * ) J (y, u) for all (y, u) ∈ Y × U . In order to get the necessary conditions for (y * , u * ) and the existence of optimal pairs for problems (P ), we need the following additional assumptions:
It is clear that for each r > 0, D r = ∅ and S = ∅ because 0 ∈ D r and 0 ∈ S. (1) and (2) 
For each λ ∈ R, we define the Hamiltonian
From now on, we shall omit x, t in all function of x, t, if there is no ambiguity. The main result in this paper is the following theorem.
Remark. The solution p of (7) is understood in the following sense:
The existence of optimal pairs for problems (P ) is the following theorem:
This paper is organized as follows. Section 2 gives an approximating control process. In Section 3, we prove the necessary conditions on optimality for the problem (P ) and the existence of optimal pairs for problems (P ). Section 4 shows two examples.
The approximating control process
The following results are useful in discussing the approximating control problems.
where 
Using Sobolev's imbedding theorem, we obtain that for ε > 0 small enough:
where C > 0 is independent of ε.
On the other hand, by Holder inequality and by (10) and (11), we have that
This completes the proof. 2
Proof. It is clear that
where h ε (x, t) = 1 0 f y (x, t, y + θ(y ε − y)) dθ . By (H 1 ), we have that
Using Sobolev's imbedding theorem, we get that {h 2 ε } is bounded in L n/2 (Q). Then by Holder's inequality, we obtain that Proof. Since y ε → y strongly in Y as ε → 0 and u ε → u in U , we have that
Thus, we obtain that f (x, t, y ε ) → f (x, t, y) strongly in
By (H 2 ), we get that
On the other hand, by (H 2 ) and Sobolev's imbedding theorem, we have that
where C is a constant independent of ε. 
The proof of the main results
In this section, we shall prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. With lose of generality, we may assume that J (y * , u * ) = 0. Let Z = {z ∈ Y : z(x, 0) = 0}. Then the space Z is a Hilbert space endowed with the norm of Y . We define the penalty functional on Y × U by
where [9, 10] 
Using Ekeland's variational principle, for every ε > 0, there exists (y ε , u ε ) ∈ Y × U such that
and 
Since y ρ ε (x, 0) = y ε (x, 0), we have that
By the same argument as in [8] , we obtain that
where ξ ε ∈ ∂d W (F (y ε )) and
Let
It is obvious that p ε ∈ L 2 (Q) and
On the other hand, by (17)- (22) and by taking the limit for ρ → 0, we obtain that
Taking v = u ε in (25), we have that
By taking z = 0 in (25), we get that
(26) and (27) can be regarded as necessary conditions for (y ε , u ε ). Now, we shall prove necessary conditions for (y * , u * ). By (24), we can find a subsequence of ε (still denoted by itself), such that
By (16), we get that
By (28)- (31) and Lemmas 2.3-2.4, passing to the limit as ε → 0 in (26) gives
for all z ∈ Z. By (H 1 ) and (H 2 ), using Sobolev's imbedding theorem and Holder's inequality, we get that
It follows from (31) that y ε − y * r for ε small enough, where r is given in (H 4 ). Thus for any h ∈ S, which is defined in (H 4 ), and for ε small enough, there exists (z ε , v ε ) ∈ Z × U with z ε Y r such that ∂z ε ∂t
By (37) and (39), we obtain that
for all (ψ, h) ∈ W × S. Thus by (38), we have that
On the other hand, since λ ε → 0, it follows from (24) that there exists δ > 0 such that
for all ε small enough. This completes the proof. 2
The proof of Theorem 1.2 is similar to that of Theorem 1.3 in [11] , we omit it.
Examples
We 
where Ω ∈ R 3 is a bounded domain with smooth boundary. Let f (x, t) = −y 3 (x, t). One can check that f satisfies the conditions in (H 1 ). Let U = L 2 (Q), for each u ∈ U , system (42) has in general no global solution. This is an non-well-posed system. More generally, we may consider the following system:   
where 1 q n n−2 , n 3. Let f (x, t, y) = −y(x, t)|y(x, t)| q−1 ; one can check that f satisfies all conditions in (H 1 ).
