The paper deals with the impulsive nonlinear boundary value problem
Introduction
The nonlinear impulsive boundary value problem (IBVP) of the second order with nonlinear boundary conditions has been studied by many authors by the lower and upper functions method. For instance, the paper [1] considers such problem provided the nonlinearity in the equation satisfies the Nagumo growth conditions. In [2] the Nagumo conditions are replaced with other ones, which allow more than the quadratic growth of the right-hand side of the differential equation in the third variable. Both these works deal with well-ordered lower and upper functions. Until now there are no existence results available for the above problem such that its lower and upper functions are not well-ordered. The aim of this paper is to fill in this gap. The arguments are based on the ideas of papers [4] and [5] , where the periodic nonlinear IBVP in the non-ordered case is investigated.
The paper is organized as follows. The first section contains basic notation and definitions. In the second section the Leray-Schauder Degree Theorem is established (Theorem 9) for the well-ordered case, which is used to prove the main existence result in the third section. As a secondary result the existence theorem with Nagumo conditions is obtained (Theorem 8 
and
Note that the set C 1 D becomes a Banach space when equipped with the norm · D and with the usual algebraic operations. By the symbol R + we denote the set of positive real numbers and
Let k ∈ N. We say that f : [0, T ] × S → R, S ⊂ R k satisfies the Carathéodory conditions on [0, T ] × S if f has the following properties: (i) for each x ∈ S the function f (·, x) is measurable on [0, T ]; (ii) for almost each t ∈ [0, T ] the function f (t, ·) is continuous on S; (iii) for each compact set K ⊂ S there exists a function We study the following boundary value problem with nonlinear boundary value conditions and impulses:
where
and u (t i ) are understood in the sense of (1) for i = 1, . . . , m. 
where k = 1 (k = 2), are satisfied.
Well-ordered lower and upper functions
Throughout this section we assume: σ 1 and σ 2 are lower and upper functions, respectively, of the problem (2) -(4) and
x ≥ σ 1 (0) and
Remark 3 If we put
for x, y ∈ R, then (4) reduces to the periodic conditions
From (14) we see that g 1 is one-to-one in x, which implies that g 1 satisfies (11). Moreover, g 1 fulfils (12) because g 1 is increasing in y. Similarly, since g 2 is increasing in x and decreasing in y, we have that g 2 satisfies (13).
. . , m having the following properties:
Next, we consider
We define an auxiliary impulsive boundary value problem
where 
Proof. Let u be a solution to the problem (20 
Then there exists a solution u to the problem (2) -(4) satisfying (23).
Proof.
Step 1. We define = min i=0,...,m
for a. e. t ∈ [0, T ] and all x, y ∈ R. It follows from [2] , Lemma 4 thatf ∈ Car([0, T ] × R 2 ). We consider the problem (20), (21) and
Step 2. We will prove solvability of the problem (20), (21), (30). We define a function G :
and a totally continuous operatorF :
Obviously, u is a solution to the problem (20), (21), (30) if and only if u is a fixed point of the operatorF .
We consider the family of equations
For R > 0 we define B(R) = {u ∈ C 
Thus there exists a fixed point ofF in B(R) and the problem (20), (21), (30) is solvable.
Step 3. Let u be a solution to (20), (21), (30). The definitions of the functions f ,J i ,M i for i = 1, . . . , m and (10) imply that (16), (17), (18) are valid. We put
is satisfied. We are allowed to use Lemma 5 and get (23). This fact together with (29) and (28) implies that u satisfies (2) and the first condition in (3) . From the Mean Value Theorem it follows that for i = 1, . . . , m there exists
Due to (24) and (26) we can see that u ∞ ≤ c, which together with (28) implies that u satisfies the second condition in (3).
Step 4. It remains to prove the validity of (4). It is sufficient to prove the inequalities
Let us suppose that the first inequality in (35) is not true. Then
In view of (27) and (30) we have u(0) = σ 1 (0), thus it follows from (12) and (23) 
which contradicts (7). We prove the second inequality in (35) similarly. Let us suppose that the first inequality in (36) is not valid, i. e. let
It follows from (27) and (30) that
and by (37) we obtain that 0 > g 2 (u (0), u (T )). Further, by virtue of (7), (30), (35) and (38), we have
In view of (23) and (11) we get
It follows from (23), (38) and (39) that σ 1 (T ) ≥ u (T ) and u (0) ≥ σ 1 (0). Finally, by (13), we get the inequalities
contrary to (7). The second inequality in (36) can be proved by a similar argument. Due to (30), the conditions (35) and (36) imply (4) . 2 We can combine Proposition 6 with lemmas on a priori estimates to get the existence of solutions to the problem (2) -(4) when f does not fulfil (24). Here we will use the following lemma from the paper [3] . The existence result is contained in Theorem 8.
Lemma 7 Assume that r > 0 and that
Then there exists r * > 0 such that for each function u ∈ AC
for a. e. t ∈ [0, T ] and for |u (t)| > 1, the estimate
holds.
Theorem 8 Assume that (8) - (13) hold. Further, let
for a. e. t ∈ [0, T ] and for each x ∈ [σ 1 (t), σ 2 (t)], |y| > 1, where k and ω fulfil (40) and (41). Then the problem (2) -(4) has a solution u satisfying (23).
Proof. It is formally the same as the proof of Theorem 3.1 in [3] . We use Proposition 6 instead of Proposition 3.2 in [3] . 2
Now consider an operator F :
The main result of this section is the computation of the Leray-Schauder topological degree of the operator I − F on a certain set Ω which is described by means of lower and upper functions σ 1 , σ 2 . The degree will be denoted by "deg".
The degree computation will be used in the next section.
. . , m and let σ 1 , σ 2 be lower and upper functions of the problem (2) -(4) such that
We define the (totally continuous) operator F by (45) and c by (26) and denote
Then deg(I − F, Ω) = 1 whenever F u = u on ∂Ω.
Proof. We considerJ i ,M i , i = 1, . . . , m defined by (28) andf by (29). Definẽ F by (32). We can see (use Step 4 from the proof of Proposition 6) that
We suppose that F u = u for each u ∈ ∂Ω. Theñ F u = u on ∂Ω.
It follows from
Step 3 of the proof of Proposition 6 that each fixed point u ofF satisfies (23) and consequently,
If u ∈ Ω is a fixed point of F , then u ∈ Ω 1 . Hence F and (by (47))F have no fixed points in cl(Ω) \ Ω 1 . Moreover,
Therefore, by the excision property,
This completes the proof. 2
Non-ordered lower and upper functions
We consider the following assumptions: σ 1 , σ 2 are lower and upper functions of the problem (2) - (4),
for i = 1, . . . , m, g 1 (x, y) is strictly decreasing in x, strictly increasing in y, g 2 (x, y) is strictly increasing in x, strictly decreasing in y,
Remark 10 The assumptions (51) allow us to write (4) in the form
where h j : (a j , b j ) → R is increasing, −∞ ≤ a j < b j ≤ ∞ for j = 1, 2. In this case, conditions (7) can be replaced by
Definition 11 We define an operator K :
For the sake of simplicity of notation we will writeÑ (x; A, q) = K(N, A, q)(x) for each x ∈ R, N ∈ C(R), A > 0, q ≥ 0.
Lemma 12 Let N ∈ C(R). Then the condition
thus, the constantL does not depend on A, but it does on q. 
whereM i (y; b, 0) is defined in the sense of Definition 11 for i = 1, . . . , m.
Proof. Let us denote
for all a > 0, i = 1, . . . , m. Let ξ u ∈ (t j , t j+1 ] for some j ∈ {0, . . . , m}. Then in view of (59), (61) we get
Case A. If j < m, then due to (60) the inequalities |u (t j+1 +)| < b j+1 (a j ) and |u (t)| < b j+1 (a j ) + h 1 = a j+1 are valid for t ∈ (t j+1 , t j+2 ]. We can proceed in this way till j = m. We get |u (t)| < max{a j , . . . , a m } + 1 for t ∈ (t j , T ].
Case B. If j > 0, then we will establish an estimate of |u | on [0, t j ]. If follows from (62) and (60) that
The assumption (53) implies that for every K > 0 and for every i = 1, . . . , m there exists L > 0 such that for y ∈ R
Due to Lemma 12,M i (y; b, 0) has the same property as M i independently of b. Thus, there exists c j−1 = c j−1 (a j + 1) > 0 such that
We proceed till j = 1. If ξ u = 0, we can proceed in the estimation in the same way as in Case A. We put d = max{a j : j = 0, . . . , m} + 1. 2
Lemma 15 Let ρ 0 , d, q > 0 and J i ∈ C(R), i = 1, . . . , m satisfy (52). Then there exists c > ρ 0 + q such that the estimate
is valid for every a > q and every u ∈ C 1 D satisfying conditions (58),
whereJ i (x; a, q) is defined in the sense of Definition 11 for i = 1, . . . , m.
Proof. We argue in the same way as in the proof of Lemma 14. 2
Lemma 16 Let J i , M i ∈ C(R), i = 1, . . . , m, and (49), (50) be valid, let q > 0,
D satisfy the equalities in (6), let a, b ∈ R be such that
and letJ i (x; a, q),M i (y; b, 0) be defined in the sense of Definition 11. Then the implications
are valid for i = 1, . . . , m.
Proof. Obviously, (68) is valid for |x| ≤ a. Let x > a. Then
and it is sufficient to prove the first implication in (68). The fact that |σ
. From the first inequality in (66) we get x − q > a − q > σ 1 ∞ and thus (49) and (6) yield
for x ∈ (a, a + 1). If x ≥ a + 1, theñ
Similarly, if x < −a, it is sufficient to prove the second implication in (68). The implications in (69) are obvious for |y| ≤ b. Otherwise, due to (66) and (67) we getM Let us consider functions g 1 , g 2 ∈ C(R 2 ) satisfying (51) and a, b > 0. We put
for each (x, y) ∈ R 2 .
Remark 18
The functionsg 1 (x, y; a) andg 2 (x, y; b) defined by (70) and (71) preserve the properties of g 1 and g 2 , respectively, in (51).
For arbitrary a, b > 0, we consider the conditions
u ≤ σ 2 on [0, T ] and inf
D be lower and upper functions of the problem (2) -
, whereρ is defined in (67). We defineJ i (x; a, q) andM i (y; b, 0) in the sense of Definition 11,g 1 (x, y; a),g 2 (x, y; b) by (70), (71), respectively and B = {u ∈ C Then each function u ∈ B satisfies
Proof. Part 1. Let u ∈ B satisfy (73). We consider three cases.
it follows from the Mean Value Theorem that there exists ξ u ∈ (0, t 1 ) such that v(t) < 0 and sup
We will prove that
Suppose, on the contrary, that (79) does not hold. Let v (0) > 0. In view of (66), (7), (72) and Remark 18 we havẽ
Thus the monotony ofg 2 yields σ 1 (T ) < u (T ), i. e. v (T ) > 0. Due to the fact that (79) does not hold and by virtue of (60) and (6) we get
In view of (69) we get v (t m ) > 0. Continuing by induction we have
If v(0) ≥ 0, then due to (80) we have v > 0 on (0, t 1 ]. The first implication in (68) implies u(t 1 +) > σ 1 (t 1 +). We proceed till t = t m+1 . We get v ≥ 0 on [0, T ], which contradicts (78). If v(0) < 0 then in view of Remark 18, (7), (72) and (66) we getg
Thus v(T ) < 0. Due to (80) we have v < 0 on (t m , T ] and the relations (65) and (6) implyJ m (u(t m ); a, q) < J m (σ 1 (t m )). Due to (68) we get u(t m ) ≤ σ 1 (t m ). We proceed in the same way till t = t 0 . The inequality v ≤ 0 on [0, T ] contradicts (78). Let v (0) < 0, then v (t 1 ) < 0. In view of (60), (69) and (6) we have
and (79) implies v (t 1 +) < 0. We proceed till t = t m+1 again and get
We distinguish two cases v(0) ≥ 0 and v(0) < 0.
In an analogous way we get a contradiction to (78). Assertion (79) implies that there exists ξ u ∈ [0, T ] such that 
and (77) is valid. If α u = 0 then u(0) = σ 1 (0) and
according to (66), (7) and (72). The monotony ofg 1 implies σ 1 (T ) = u(T ) and (74) gives
Due to (72), Remark 18, (66) and (7), we get
and from (74) we get the inequality u (t j +) ≥ σ 1 (t j +) and u (t j ) ≤ σ 1 (t j ). From (69) we haveM j (u (t j ); b, 0) ≤ M j (σ 1 (t j )), i. e. u (t j +) ≤ σ 1 (t j +). We get σ 1 (t j +) = u (t j +). The estimate (77) is valid for ξ u sufficiently close to t j . Case B. If the second possibility occurs, i. e. u(t j +) = σ 1 (t j +) for some t j ∈ D, thenJ j (u(t j ); a, q) = J j (σ 1 (t j )). We get u(t j ) ≤ σ 1 (t j ) and due to (74) we have u(t j ) = σ 1 (t j ). Arguing as before, we get (77). Part 3. Assume that u ∈ B satisfies (75). We argue analogously to Part 2. 2
We need the following lemma from the paper [4] (Lemma 2.4.), where the periodic problem was considered. The proof for our problem is formally the same.
Lemma 20 Each u ∈ B satisfies the condition
for some τ u ∈ [0, T ). Now, we are ready to prove the main result of this paper concerning the case of non-ordered lower and upper functions which is contained in the next theorem. Proof.
Step 1. Let σ 1 , σ 2 be lower and upper functions of (2) - (4) and let ρ 1 be defined by (77). We puth = 2h + 1 a. e. on [0, T ]. By Lemma 14 we find d > ρ 1 satisfying (58). Provided d > ρ 1 +ρ, whereρ is defined in (67), the properties of the constant d remain valid. We put ρ 0 = σ 1 ∞ + σ 2 ∞ + 1 and
Lemma 15 guarantees the existence of c > ρ 0 +q such that (63) is valid. Obviously,
We definẽ
for a. e. t ∈ [0, T ] and each (x, y) ∈ R 2 ,
and consider the problem u =f (t, u, u ), 
Step 2. We construct lower and upper functions σ 3 , σ 4 of the problem (89) -(91). We put
It is obvious that σ 3 , σ 4 ∈ AC 1 D and
. From these facts we can prove that σ 3 and σ 4 are lower and upper functions of the problem (89) -(91).
Step 3. We define G by (31), the operator F by
and its domain
( is defined in (25)). It is clear that u is a solution to the problem (89) -(91) if and only if F u = u.
Step 4. We will prove that for every solution to (89) -(91) the implication
be valid. For each i = 1, . . . , m there exists ξ i ∈ (t i , t i+1 ) such that
Hence we get u ∞ < C * . It remains to show that σ 3 < u < σ 4 on [0, T ] and
Assume the contrary, i. e. let there exists k ∈ {3, 4} such that We have u (t) > u (0) = σ 4 (t) for every t ∈ (0, δ], thus u > σ 4 on (0, δ], which contradicts assumption (99).
(ii) If ξ ∈ (t i , t i+1 ) for some i ∈ {0, . . . , m}, then u (ξ) = σ 4 (ξ) = mq T = σ 4 (t) for t ∈ [0, T ]. (iii) If ξ = t i ∈ D then u(t i ) = σ 4 (t i ) and u(t i +) = σ 4 (t i ) − q > c + 1 − q > σ 1 ∞ + σ 2 ∞ .
From (99) we get u (t i +) ≤ σ 4 (t i +) and u (t i ) ≥ σ 4 (t i ). This implies u (t i +) ≥ σ 4 (t i +) and u (t i +) = σ 4 (t i +) = mq T = σ 4 (t) for each t ∈ [0, T ].
We get a contradiction as in (i). Case B. Let (101) be valid for k = 4, i. e. u(t i +) = σ 4 (t i +). Theñ J i (u(t i ); c, q) = σ 4 (t i +) = σ 4 (t i ) − q > A * − q and (94) yields u(t i ) > c + 1. We getJ i (u(t i ); c, q) = u(t i ) − q, thus u(t i ) = σ 4 (t i ).
We get a contradiction as in (iii). We prove (100) and (101) for k = 3 analogously.
Step 5. We define Ω 1 = {u ∈ Ω 0 : u(t) > σ 1 (t) for t ∈ [0, T ], u(τ +) > σ 1 (τ +) for τ ∈ D}, Ω 2 = {u ∈ Ω 0 : u(t) < σ 2 (t) for t ∈ [0, T ], u(τ +) < σ 2 (τ +) for τ ∈ D} andΩ = Ω 0 \ cl(Ω 1 ∪ Ω 2 ).
We see thatΩ = {u ∈ Ω 0 : u satisfies (73)}.
Now, we will prove the implication u ∈ cl(Ω) =⇒ ( u ∞ < c and u ∞ < d) Step 6. Finally, we will prove the existence result for the problem (2) -(4). We consider the operator F defined by (96). Case A. Let F have a fixed point u on ∂Ω, i. e. u ∈ ∂Ω. Then (102) implies that u is a solution to the problem (2) -(4). Case B. Let F u = u for each u ∈ ∂Ω. Then F u = u for each u ∈ ∂Ω 0 ∪∂Ω 1 ∪∂Ω 2 . Therefore F has a fixed point u ∈Ω. From (102) we conclude that u ∞ < c and u ∞ < d. From (84) -(91) we see that u is a solution to the problem (2) -(4). The proof is complete. 2
