Deformations of Frobenius structures on Hurwitz spaces by Shramchenko, Vasilisa
ar
X
iv
:m
at
h-
ph
/0
40
80
26
v2
  1
2 
N
ov
 2
00
4
Deformations of Frobenius structures on Hurwitz spaces
Vasilisa Shramchenko
Department of Mathematics and Statistics, Concordia University
7141 Sherbrooke West, Montre´al H4B 1R6, Que´bec, Canada
e-mail: vasilisa@mathstat.concordia.ca
Abstract. Deformations of Dubrovin’s Hurwitz Frobenius manifolds are constructed. The
deformations depend on g(g+1)/2 complex parameters where g is the genus of the corresponding
Riemann surface. In genus one, the flat metric of the deformed Frobenius manifold coincides
with a metric associated with a one-parameter family of solutions to the Painleve´-VI equation
with coefficients (1/8,−1/8, 1/8, 3/8) . Analogous deformations of real doubles of the Hurwitz
Frobenius manifolds are also found; these deformations depend on g(g + 1)/2 real parameters.
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1
1 Introduction
The structure of a Frobenius manifold was introduced in [3] (see also [12]) to give a geometric re-
formulation of the Witten-Dijkgraaf-Verlinde-Verlinde (WDVV) system of differential equations
on the function F of n variables ([2, 16]):
FiF
−1
1 Fj = FjF
−1
1 Fi , i, j = 1, . . . , n , (1.1)
where Fi is the matrix
(Fi)mn =
∂3F
∂ti∂tm∂tn
, (1.2)
and the function F is such that F1 is a constant nondegenerate matrix, and there exist constants
ν1, . . . , νn, νF such that for any nonzero constant κ the following relation (quasihomogeneity)
holds:
F (κν1t1, . . . , κνntn) = κνFF (t1, . . . , tn) + quadratic terms . (1.3)
The function F is called the prepotential of the corresponding Frobenius manifold.
Here we consider the so-called semisimple Frobenius structures on Hurwitz spaces (a Frobe-
nius manifold is called semisimple if the associated algebra in the tangent space does not have
nilpotents). The Hurwitz space is the space of pairs (L , λ) modulo an equivalence relation
(see Section 2.1) where L is a Riemann surface of genus g and λ is a function on the surface,
λ : L → CP 1, of a fixed degree. The finite critical values of the function λ (semisimplicity im-
plies they are all simple) serve as local coordinates on the Hurwitz space. Frobenius structures
on Hurwitz spaces in any genus were originally found in [3]. Local coordinates on the Hurwitz
space become canonical coordinates on the Frobenius manifold. In [3], App. I, it is shown that
any Frobenius manifold, under some genericity assumption, can be locally described in terms
of Hurwitz spaces: for any Frobenius manifold there exists a function of one complex variable
(called the superpotential) meromorphic in some domain in C and such that canonical coordi-
nates on the Frobenius manifold are given by critical values of this function. If the superpotential
can be analytically continued to a meromorphic function on a compact Riemann surface then
the corresponding Frobenius manifold is isomorphic to a Hurwitz Frobenius manifold; in this
case the Hurwitz space is the space of coverings defined by the superpotential. Therefore, one
might expect that any natural result concerning Hurwitz Frobenius manifods can be extended
to an arbitrary Frobenius manifold. In [14] new semisimple Frobenius structures which can be
considered as real doubles of the semisimple Hurwitz Frobenius manifolds of Dubrovin [3] were
found. Those Frobenius structures are built on Hurwitz spaces considered as real manifolds.
For the simplest Hurwitz space in genus one the Frobenius structure of [3] gives the following
solution to the WDVV system:
F = −1
4
t1t
2
2 +
1
2
t21t3 −
πi
32
t42 γ (2πit3) , (1.4)
where γ(µ) = θ′′′1 /(3πiθ
′
1) ; and θ1(z) = −θ[12 , 12 ](z) is the odd elliptic Jacobi theta function. The
function γ(µ) satisfies the Chazy equation
γ′′′ = 6γγ′′ − 9(γ′)2 . (1.5)
It is known ([3], App. C) that the function of the form (1.4) will still satisfy the WDVV system
if the function γ in (1.4) is replaced by an arbitrary solution to the Chazy equation (1.5). The
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general solution to the Chazy equation has the form:
f(µ) = γ
(
aµ+ b
cµ + d
)
1
(cµ + d)2
− 2c
cµ+ d
(1.6)
where
(
a b
c d
)
∈ SL(2,C) .
In particular, in the case of SL(2,C)-transformations of the form
(
1 0
−1/q 1
)
we get the
following solution to WDVV equations:
F = −1
4
t1t
2
2 +
1
2
t21t3 −
πi
32
t42
(
1
(1− 2πit3/q)2 γ
(
2πit3
1− 2πit3/q
)
+
2
q(1− 2πit3/q)
)
, (1.7)
This function is obtained from (1.4) by replacing the function γ(2πit3) by f(2πit3) from (1.6)
with
(
a b
c d
)
=
(
1 0
−1/q 1
)
. If (1/q) ∈ Z then the solutions (1.4) and (1.7) coincide due to
the modular invariance of the function γ ; for (1/q) /∈ Z we obtain a one-parameter deformation
of the solution (1.4).
The main result of this paper is a generalization of this deformation procedure to semisimple
Hurwitz Frobenius manifolds in any genus. Namely, we construct a g(g + 1)/2-parametric
deformation of Dubrovin’s Frobenius structures [3] on Hurwitz spaces. For the simplest Hurwitz
space in genus one our deformation coincides with the deformation (1.7) of the prepotential (and
corresponding Frobenius manifold) (1.4).
The idea of the construction is the following. All ingredients of semisimple Hurwitz Frobenius
manifolds of Dubrovin can be conveniently described in terms of the canonical meromorphic
bidifferential W on a Riemann surface L . The bidifferential W is defined as follows. Introduce
on L a canonical basis of cycles {ak; bk} . Then W (P,Q) is a symmetric bidifferential which has
a second order pole with biresidue 1 on the diagonal P ∼ Q and has vanishing a-periods; it can
be expressed in terms of the prime form E(P,Q) as follows W (P,Q) := dP dQ logE(P,Q) . For a
Hurwitz space of coverings (L , λ) with simple ramification points {Pj} , the dependence of the
bidifferential W on the branch points {λj} is given by the Rauch variational formulas [9, 13]:
∂W (P,Q)
∂λj
=
1
2
W (P,Pj)W (Q,Pj) , (1.8)
where W (P,Pj) := (W (P,Q)/dxj(Q)) |Q=Pj .
The main ingredient of Frobenius structures is a Darboux-Egoroff metric. A diagonal metric
ds2 =
∑
i gii(dλi)
2 is called a Darboux-Egoroff metric if it is flat (its curvature tensor vanishes)
and potential (there exists a function U such that gii = ∂λiU holds for any i). The Darboux-
Egoroff lemma states that a diagonal metric is potential and flat if its rotation coefficients βij
defined for i 6= j by βij = (∂λj
√
gii)/
√
gjj are symmetric, βij = βji, and satisfy the system of
equations:
∂λkβij = βikβkj , i, j, k are distinct, (1.9)∑
k
∂λkβij = 0 for all βij . (1.10)
For the family of Hurwitz Frobenius manifolds introduced in [3], the rotation coefficients of
the corresponding Darboux-Egoroff metrics are given by βij = W (Pi, Pj)/2 . These rotation
coefficients satisfy equations (1.9) due to the Rauch formulas (1.8).
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In this work we introduce the following deformation of the bidifferential W :
Wq(P,Q) :=W (P,Q)− 2πi
g∑
k,l=1
(B+ q)−1kl ωk(P )ωl(Q) ,
where g is the genus of the Riemann surface; ωl(Q) :=
∮
bl
W (P,Q)/(2πi) form the basis of
holomorphic differentials normalized by
∮
ak
ωl = δkl ; Bkl :=
∮
bk
ωl is the matrix of b-periods;
and q is a symmetric matrix of parameters constant with respect to {λj} and λ . The matrix q
must be chosen such that the sum (B + q) is not degenerate.
The bidifferentialWq(P,Q) turns out to satisfy the following variational formulas which look
identical to the variational formulas (1.8) for W :
∂λjWq(P,Q) =
1
2
Wq(P,Pj)Wq(Q,Pj) . (1.11)
Therefore, the quantitiesWq(Pi, Pj)/2 give rotation coefficients of some Darboux-Egoroff metric:
the bidifferential W is symmetric, i.e. W (P,Q) = W (Q,P ) ; the variational formulas (1.11)
imply relations (1.9) for the rotation coefficients; the equations (1.10) can be proven analogously
to the case of rotation coefficients given by the bidifferential W . The variational formulas (1.11)
hold for the points of the Hurwitz space which do not belong to the divisor defined by the
equation det (B+ q) = 0 . The corresponding Darboux-Egoroff metrics are also defined outside
this divisor. Analogously to [3] (see also [14]) we find a family of Darboux-Egoroff metrics
on Hurwitz spaces with rotation coefficients Wq(Pi, Pj)/2 and build corresponding Frobenius
structures. In the limit as some entries of the matrix q tend to infinity so that all entries of the
matrix (B + q)−1 tend to zero (in particular this condition holds if all diagonal entries of the
matrix q tend to infinity and nondiagonal entries remain finite) the bidifferential Wq turns into
W and our Frobenius structures coincide with those of [3].
The second result of the paper is a construction of real doubles [14] of the deformed semi-
simple Hurwitz Frobenius manifolds. This is done by introducing deformations of the Schiffer
and Bergman kernels. The Schiffer and Bergman kernels were used in the construction of real
doubles in [14]; they are defined by the following formulas:
Ω(P,Q) :=W (P,Q)− π
g∑
k,l=1
(ImB)−1kl ωk(P )ωl(Q) ,
B(P, Q¯) := π
g∑
k,l=1
(ImB)−1kl ωk(P )ωl(Q) ,
respectively. In the case of a genus zero Riemann surface the Schiffer kernel coincides with W
and the Bergman kernel vanishes.
The following alternative definitions [5] independent of the choice of a canonical basis of
cycles {ak; bk}gk=1 on the Riemann surface can be given for the two kernels. The Schiffer kernel
is the symmetric bidifferential which has a second order pole along the diagonal P = Q and is
such that p.v.
∫∫
L
Ω(P,Q) ω(P ) = 0 holds for any holomorphic differential ω on the surface. The
Bergman kernel is a regular bidifferential on L holomorphic with respect to its first argument
and antiholomorphic with respect to the second one which (up to a factor of 2πi) is a kernel of an
integral operator acting in the space L(1,0)2 (L) of (1,0)-forms as an orthogonal projector onto the
subspace H(1,0)(L) of holomorphic (1,0)-forms. In particular, for any holomorphic differential ω
on the surface L the following relation holds: ∫∫
L
B(P, Q¯) ω(Q) = 2πi ω(P ) .
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In contrast to the bidifferential W , which is holomorphic with respect to the moduli coordi-
nates {λk} , the Schiffer and Bergman kernels depend on the complex structure of the Riemann
surface through the branch points {λk} of the covering (L , λ) and their complex conjugates
{λ¯k} . Therefore, in [14] the Hurwitz space was considered as a real manifold, i.e. a manifold
with coordinates {λk; λ¯k} . A family of Darboux-Egoroff metrics on this real space was found;
the rotation coefficients of those metrics are given by the Schiffer and Bergman kernels suitably
evaluated at ramification points of the covering. The flatness for the metrics is provided by
variational formulas for the kernels Ω and B . Some of the Darboux-Egoroff metrics proved
to correspond to Frobenius structures on the Hurwitz space with coordinates {λk; λ¯k} . Those
Frobenius structures were called the real doubles of Dubrovin’s Hurwitz Frobenius structures.
We introduce the following deformations Ωq(P,Q) and Bq(P,Q) of the Schiffer and Bergman
kernels. Consider the holomorphic differentials vk(P ) :=
∮
bk
Ω(P,Q)/(2πi) . The differential
vk is normalized by the condition that all its a- and b-periods are purely imaginary except
the ak-period: Re{
∮
aj
vk} = δjk/2 and Re{
∮
bj
vk} = 0 for j, k = 1, . . . , g . The matrix
B
Ω of b-periods of differentials vk (which is symmetric and imaginary) is given by: B
Ω :=
B¯(B¯−B)−1B ; it is the matrix of pairwise scalar products of differentials vk in the space L(1,0)2 (L) ,
i.e.
∫∫
L
vk(P ) ∧ vl(P ) = BΩkl . Then, if a constant matrix q is such that q = qT , q¯ = −q and
the matrix (BΩ + q) is invertible, we can define the deformed Schiffer and Bergman kernels by:
Ωq(P,Q) := Ω(P,Q)− 2πi
g∑
k,l=1
(BΩ + q)−1kl vk(P )vl(Q) ,
Bq(P, Q¯) := B(P, Q¯)− 2πi
g∑
k,l=1
(BΩ + q)−1kl vk(P )vl(Q) ,
(1.12)
respectively. The integral operator with the deformed kernel Bq(P, Q¯)/(2πi) maps the space
L(1,0)2 (L) onto the space H(1,0)(L) and acts in the space H(1,0)(L) of holomorphic differentials as a
linear operator which in the basis {vk} is given by the matrix q(BΩ+q)−1 . Similarly, the action
of the integral operator with the kernel Ωq(P,Q)/(2πi) in the space H(1,0)(L) is defined by the
matrix −BΩ(BΩ + q)−1 (see formula (2.21)).
The motivation for the definition (1.12) is that variational formulas for the bidifferentials
Ωq(P,Q) and Bq(P,Q) defined in this way are similar to variational formulas for the Schiffer
and Bergman kernels. Therefore, the deformations Ωq and Bq , analogously to the kernels Ω
and B , define rotation coefficients of some Darboux-Egoroff metrics on the Hurwitz space with
coordinates {λk; λ¯k}. We find a family of such metrics; they are defined on the Hurwitz space
outside the subspace of codimension one given by the equation det (BΩ + q) = 0 . It turns out
that this family also contains a class of metrics which correspond to new Frobenius structures.
We call these structures the real doubles of the deformed Frobenius manifolds.
The paper is organized as follows. In the next section we define the Hurwitz spaces and sev-
eral families of Darboux-Egoroff metrics on them constructed using the bidifferentials introduced
above. In Section 3 we give a definition of Frobenius structures and construct deformations of
Dubrovin’s Hurwitz Frobenius manifolds [3]. In Section 4 we construct the real doubles of
the deformations. In Section 5 we compute expressions for the G-function on each constructed
Frobenius manifold. Section 6 is devoted to a calculation of prepotentials and G-functions of the
deformations of Frobenius manifolds and their real doubles in the case of the simplest Hurwitz
space in genus one. In that section we also describe the relationship of the example of prepoten-
tial, the Chazy equation and isomonodromic deformations related to the Painleve´-VI equation.
We show that in genus one the constructed one-parameter deformations have a two-parametric
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generalization which can be possibly extended to Hurwitz spaces in any genus which we hope
to address in the future.
2 Darboux-Egoroff metrics on Hurwitz spaces
2.1 Hurwitz spaces
Consider a compact Riemann surface L of genus g and a meromorphic function λ : L → CP 1 of
degree N . The equation
ζ = λ(P ) , P ∈ L
(ζ is a coordinate on CP 1) represents the surface as an N -fold ramified covering of CP 1 . The
covering is a collection of N copies of CP 1 which are glued together along the cuts connecting
the ramification points to form a connected manifold. The ramification points Pj ∈ L are the
critical points of the function λ(P ) , i.e. they satisfy λ′(Pj) = 0 ; their projections λj = λ(Pj)
on the base of the covering CP 1 are called the branch points.
We assume that the function λ has m + 1 poles at some points ∞0, . . . ,∞m ∈ L , and we
denote by ni + 1 the order of the pole at ∞i . In other words, there are m + 1 points on the
covering which project to ζ = ∞ on the base; in the point ∞i there are {ni + 1} sheets glued
together (n0, . . . , nm ∈ N are such that
∑m
i=0(ni + 1) = N). The numbers {ni} are called the
ramification indices. We assume the remaining ramification points which have finite projections
on the base, λj < ∞, to be simple ( i.e. there are exactly two sheets glued together at the
corresponding point on the covering) and denote their number by L .
The local parameter near a simple ramification point Pj ∈ L (which is not a pole of λ)
is xj(P ) =
√
λ(P )− λj and in a neighbourhood P ∼ ∞i the local parameter zi is such that
z−ni−1i (P ) = λ(P ) .
For each genus g of the surface, the Riemann-Hurwitz formula gives the possible values of
degree N of the function λ , number L of simple finite branch points and the ramification indices
ni over infinity:
2g − 2 = −2N + L+
m∑
i=0
ni . (2.1)
Two coverings are called equivalent if one of them can be obtained from the other by a
permutation of sheets. The space of equivalence classes of described coverings is the Hurwitz
space; we denote it by M = Mg;n0,...,nm . We shall work with the following covering M̂ =
M̂g;n0,...,nm of the Hurwitz space. A point of the space M̂ is a triple {L, λ, {ak, bk}gk=1}, where
{ak, bk}gk=1 is a canonical basis of cycles on L . The branch points {λi} give a set of local
coordinates on the space M̂ .
2.2 Symmetric bidifferentials on Riemann surfaces
On a Riemann surface L of genus g with a canonical basis of cycles {ak; bk}gk=1 , let {ωk(P )}gk=1
be the set of holomorphic differentials normalized by
∮
ak
ωj = δjk . The symmetric matrix B of
b-periods of the surface is defined by Bkj =
∮
bk
ωj ; its imaginary part is positive definite.
Now we shall introduce the following bidifferentials on the Riemann surface L .
1. The canonical meromorphic bidifferential W (P,Q) is defined by
W (P,Q) := dPdQ logE(P,Q), (2.2)
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where E(P,Q) is the prime form on the surface. The bidifferential can be uniquely characterized
by the following properties: it is symmetric; it has a second-order pole on the diagonal P = Q
with biresidue 1 ; and its a-periods vanish:∮
ak
W (P,Q) = 0 , k = 1, . . . , g . (2.3)
The b-periods of W (P,Q) are given by the holomorphic normalized differentials:
∮
bk
W (P,Q) =
2πi ωk(P ) , k = 1, . . . , g. For a covering (L, λ) the bidifferential W depends on the simple
branch points {λj} of the covering according to the Rauch variational formulas [9, 13]:
∂W (P,Q)
∂λj
=
1
2
W (P,Pj)W (Q,Pj) , (2.4)
whereW (P,Pj) denotes the evaluation of W (P,Q) at Q = Pj with respect to the standard local
parameter xj(Q) =
√
λ(Q)− λj near a ramification point Pj :
W (P,Pj) =
W (P,Q)
dxj(Q)
∣∣∣
Q=Pj
. (2.5)
Being integrated over b-cycles of the surface, the Rauch formulas (2.4) give the variational
formulas for holomorphic differentials and the matrix B of b-periods:
∂ωk(P )
∂λj
=
1
2
ωk(Pj)W (P,Pj) ,
∂Bkl
∂λj
= πi ωk(Pj)ωl(Pj) . (2.6)
2. For a covering (L , λ) of genus g ≥ 1 consider a symmetric nondegenerate matrix q which
is independent of the branch points {λj} and such that the inverse (B + q)−1 exists. Then, we
define a symmetric bidifferentialWq(P,Q) which is the following deformation of the bidifferential
W (P,Q) :
Wq(P,Q) :=W (P,Q)− 2πi
g∑
k,l=1
(B+ q)−1kl ωk(P )ωl(Q) . (2.7)
This bidifferential has the same singularity structure as the W-bidifferential and satisfies the
normalization condition:∮
ak
Wq(P,Q) +
g∑
j=1
(q−1)jk
∮
bj
Wq(P,Q) = 0 . (2.8)
The bidifferential Wq turns into W , for example, in the limit when all diagonal entries qii
of the matrix q tend to infinity while the off-diagonal entries remain finite. In this limit, the
matrix (B+ q)−1 tends to the zero matrix.
Consider now the Hurwitz space Mg;n0,...,nm of pairs (L , λ) . The equation
det (B + q ) = 0 (2.9)
defines a divisor in Mg;n0,...,nm , which we denote by Dq . A simple computation shows that
Wq(P,Q) satisfies the variational formulas which formally look exactly as variational formulas
(2.4) for W (P,Q) :
∂Wq(P,Q)
∂λj
=
1
2
Wq(P,Pj)Wq(Q,Pj) . (2.10)
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These formulas hold at the points of the Hurwitz space where the bidifferential Wq is well
defined, i.e. outside of divisor Dq (2.9).
Note that both bidifferentials W and Wq , as well as the differentials ωk and the matrix B ,
are holomorphic with respect to branch points {λk}, i.e. they do not depend on λ¯k ([5], p. 54).
3. The Schiffer and Bergman bidifferentials (kernels) are defined on a Riemann surface of
genus g ≥ 1 by
Ω(P,Q) :=W (P,Q)− π
g∑
k,l=1
(ImB)−1kl ωk(P )ωl(Q) , (2.11)
B(P, Q¯) := π
g∑
k,l=1
(ImB)−1kl ωk(P )ωl(Q) , (2.12)
respectively. The following equivalent definitions can be given for these bidifferentials, which, in
particular, show that the bidifferentials are independent of the choice of a canonical basis of cycles
{ak; bk} . Namely, Ω(P,Q) can be defined as a symmetric bidifferential having a second order pole
with biresidue 1 at the diagonal P ∼ Q , such that for any holomorphic differential ω the following
holds:
∫∫
L
Ω(P,Q)ω(Q) = 0 . The bidifferential B(P, Q¯) is a regular bidifferential holomorphic
with respect to one of its arguments and antiholomorphic with respect to the other one. The
integral operator with the kernel B(P, Q¯)/(2πi) acts in the space L(1,0)2 (L) of (1, 0)-forms as an
orthogonal projector onto the subspace H(1,0)(L) of holomorphic (1, 0)-forms [5]. In particular,
in the space H(1,0)(L) it acts as the identity operator, i.e. ∫∫
L
B(P, Q¯)ω(Q)/(2πi) = ω(P ) .
The periods of bidifferentials (2.11) and (2.12) are related to each other as follows:∮
ak
Ω(P,Q) = −
∮
ak
B(P¯ ,Q) ,
∮
bk
Ω(P,Q) = −
∮
bk
B(P¯ ,Q) , (2.13)
where the integrals are taken with respect to the first argument. The variational formulas for
the Schiffer and Bergman kernels have the form:
∂Ω(P,Q)
∂λj
=
1
2
Ω(P,Pj)Ω(Q,Pj) ,
∂Ω(P,Q)
∂λ¯j
=
1
2
B(P, P¯j)B(Q, P¯j) ,
∂B(P, Q¯)
∂λj
=
1
2
Ω(P,Pj)B(Pj , Q¯) ,
∂B(P, Q¯)
∂λ¯j
=
1
2
B(P, P¯j)Ω(Q,Pj) .
(2.14)
The notation here is analogous to that in (2.5), i.e. Ω(P,Pj) stands for (Ω(P,Q)/dxj(Q))
∣∣∣
Q=Pj
and B(P, P¯j) :=
(
B(P, Q¯)/dxj(Q)
) ∣∣∣
Q=Pj
.
Note that the Schiffer and Bergman kernels depend on both, {λk} and {λ¯k} (holomorphic
and anti-holomorphic coordinates on the Hurwitz space), in contrast to bidifferentials W (2.2)
and Wq (2.7), which depend only on holomorphic coordinates {λk} .
4. As an analogue of the deformation Wq (2.7) of the bidifferential W , we shall define
deformations of the Schiffer and Bergman kernels, the bidifferentials Ωq(P,Q) and Bq(P,Q) .
Let us first introduce the holomorphic differentials
vk(P ) :=
1
2πi
∮
bk
Ω(P,Q) (2.15)
and the matrix BΩ of their b-periods BΩkj =
∮
bk
vj :
B
Ω := B¯(B¯− B)−1B .
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This matrix is symmetric as can be seen from the following representation of BΩ as a sum of
two symmetric matrices: BΩ = B(B¯− B)−1B+ B . Therefore, since BΩ is also anti-Hermitian, it
is a purely imaginary matrix.
The differentials vk can be characterized as holomorphic differentials on the Riemann sur-
face of genus g whose all a- and b-periods are purely imaginary except one. Namely, for the
differentials (2.15) we have Re{∮bj vk} = 0 and Re{∮aj vk} = δjk/2 for j, k = 1, . . . , g . (Recall
that by virtue of the Riemann bilinear relations, a holomorphic differential whose all periods
are imaginary is zero.)
Remark 1 The differentials given by a-periods of the Schiffer kernel,
uk(P ) := −
∮
ak
Ω(P,Q)/(2πi), can be described as holomorphic differentials satisfying the con-
dition Re{∮bj uk} = δjk/2 and Re{∮aj uk} = 0 .
The matrix BΩ can also be expressed as the scalar product of the differentials vk in the space
L(1,0)2 (L) of (1, 0)-forms, i.e. BΩkl =
∫∫
L
vk(P ) ∧ vl(P ) .
The variational formulas for the differentials vk and the matrix B
Ω are analogous to the
Rauch formulas (2.6):
∂vk(P )
∂λj
=
1
2
Ω(P,Pj)vk(Pj) ,
∂vk(P )
∂λ¯j
=
1
2
B(P, P¯j)vk(Pj) , (2.16)
∂BΩkl
∂λj
= πi vk(Pj) vl(Pj) ,
∂BΩkl
∂λ¯j
= πi vk(Pj) vl(Pj) . (2.17)
The following deformed differentials Ωq and Bq satisfy variational formulas which are similar
to those for the kernels Ω and B (2.14). Consider a constant nondegenerate matrix q such that
q = qT , q¯ = −q and the inverse (BΩ + q)−1 exists. Then, we define
Ωq(P,Q) := Ω(P,Q)− 2πi
g∑
k,l=1
(BΩ + q)−1kl vk(P )vl(Q) , (2.18)
Bq(P, Q¯) := B(P, Q¯)− 2πi
g∑
k,l=1
(BΩ + q)−1kl vk(P )vl(Q) . (2.19)
The bidifferentials Ωq and Bq turn into the Schiffer and Bergman kernels, respectively, when all
entries of the matrix (BΩ + q)−1 tend to zero. This happens, for example, if all diagonal entries
of the matrix q tend to infinity, and all off-diagonal entries remain finite.
The bidifferentials (2.18) and (2.19) are defined for the points of the Hurwitz space which
do not belong to the subspace DΩq of real codimension one given by the equation
det (BΩ + q ) = 0 . (2.20)
Similarly to the integral operator with the kernel B(P, Q¯)/(2πi) , the integral operator with
the deformed kernel Bq(P, Q¯)/(2πi) also maps the space L
(1,0)
2 (L) onto H(1,0)(L) . In the space
H(1,0)(L) it acts as a linear operator which in the basis {vk} (2.15) is represented by the matrix
q(BΩ + q)−1 . Namely, if we denote by v(P ) the vector of differentials whose k-th component is
the differential vk(P ) , then the following holds:
1
2πi
∫∫
L
Bq(P¯ ,Q)v(P ) = q(B
Ω + q)−1v(Q) .
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The integral operator with the kernel Ωq(P,Q)/(2πi) acts in H(1,0)(L) as follows:
1
2πi
∫∫
L
Ωq(P,Q)v(P ) = −BΩ(BΩ + q)−1v(Q) . (2.21)
Note that when the matrix of parameters q tends to infinity so that the deformed bidifferential
Ωq tends to the Schiffer kernel, the right hand side of (2.21) vanishes and this formula turns
into the characteristic property of the Schiffer kernel Ω .
Periods of the bidifferentials (2.18) and (2.19) are related as follows: for any k = 1, . . . , g∮
ak
(
Ωq(P,Q) +Bq(P, Q¯)
)
+
g∑
j=1
(q−1)kj
∮
bj
Ωq(P,Q) = 0 ,∮
bk
(Ωq(P,Q) + Bq(P, Q¯)
)
= 0 ,
(2.22)
where the integrals are taken with respect to Q . The following variational formulas for Ωq
and Bq can be derived from (2.18), (2.19) by a straightforward computation using variational
formulas (2.14), (2.16) and (2.17). They hold outside the subspace DΩq (2.20):
∂ Ωq(P,Q)
∂λj
=
1
2
Ωq(P,Pj)Ωq(Q,Pj) ,
∂ Ωq(P,Q)
∂λ¯j
=
1
2
Bq(P, P¯j)Bq(Q, P¯j) ,
∂Bq(P, Q¯)
∂λj
=
1
2
Ωq(P,Pj)Bq(Pj , Q¯) ,
∂Bq(P, Q¯)
∂λ¯j
=
1
2
Bq(P, P¯j)Ωq(Q,Pj) .
(2.23)
Remark 2 All defined bidifferentials except the Schiffer and Bergman kernels Ω and B , depend
on the choice of a canonical basis of cycles {ak; bk} .
2.3 Darboux-Egoroff metrics defined by the bidifferentials
A diagonal metric ds2 =
∑
i gii(dλi)
2 is called potential if there exists a function U({λj}) whose
derivatives give the metric coefficients: gii = ∂λiU for any i . A metric is called flat if its
curvature tensor vanishes. A diagonal potential flat metric is called a Darboux-Egoroff metric.
The Darboux-Egoroff lemma states that a diagonal metric ds2 =
∑
i gii(dλi)
2 is Darboux-Egoroff
if its rotation coefficients βij defined for i 6= j by
βij =
∂λj
√
gii√
gjj
(2.24)
are symmetric, βij = βji, (this implies ds
2 is potential) and satisfy the system of equations:
∂λkβij = βikβkj , i, j, k are distinct, (2.25)∑
k
∂λkβij = 0 for all βij . (2.26)
Consider the Hurwitz space M̂g;n0,...,nm of coverings (L, λ) described in Section 2.1. Let us
fix an arbitrary contour l on the surface L which does not pass through ramification points {Pj}
of the covering and whose projection on CP 1 does not change under small variations of the
branch points {λj}. Let us also fix a function h(P ) defined in a neighbourhood of the contour
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l ; asume this function to be independent of {λj}. Then the following formula defines (see [9]) a
family of Darboux-Egoroff metrics on the Hurwitz space:
ds2 =
L∑
j=1
(∮
l
h(Q)W (Q,Pj)
)2
(dλj)
2 . (2.27)
Following [3], we use the word “metric” for a bilinear quadratic (not necessary real and positive)
form.
The variational formulas (2.4) for the W -bidifferential immediately imply that rotation co-
efficients for the metrics (2.27) are given by
βij =
1
2
W (Pi, Pj) , (2.28)
where, as usual, the W -bidifferential is evaluated at ramification points with respect to the
standard local parameter xj(P ) =
√
λ(P )− λj .
The following proposition was proven in [9]. Here we reproduce the proof given in [9] since
an analogous procedure will be used in our present context.
Proposition 1 [9] Rotation coefficients (2.28) are symmetric and satisfy equations (2.25),
(2.26) and therefore metrics (2.27) are the Darboux-Egoroff metrics.
Proof. The symmetry of the rotation coefficients follows from the symmetry of the bidiffer-
ential W (P,Q) with respect to the arguments P and Q . Variational formulas (2.4) with P = Pi,
Q = Pk , for different i, j, k imply relations (2.25) for rotation coefficients (2.28).
To verify relations (2.26) let us note that the differential operator
∑
k ∂λk in (2.26) can
be represented as follows. Consider a biholomorphic map (L, λ) → (L, λ + δ) of the covering
which takes a point P to the point P δ belonging to the same sheet and having projection
λ + δ on the base of the covering. Then, for a function of branch points f({λk}) we have∑
k ∂λkf = (df
δ/dδ)|δ=0 , where f δ is the analog of the function f on the covering (L, λ+ δ) .
Note also that the definition of W (P,Q) implies its invariance with respect to the map
(L, λ) → (L, λ + δ) : if W δ is the bidifferential W defined on the covering (L, λ + δ) we have
W (P,Q) = W δ(P δ, Qδ) . Since the local parameters xi(P ) =
√
λ(P )− λi in neighbourhoods of
ramification points also do not change under a simultaneous shift of all branch points and λ ,
we have
∑
k ∂λkW (Pi, Pj) = 0 . ✷
Analogously, there exist families of Darboux-Egoroff metrics whose rotation coefficients are
given by the other bidifferentials defined above.
Theorem 1 Let a contour l and a function h be as in (2.27). Then the following formulas define
the Darboux-Egoroff metrics on the Hurwitz space M̂g;n0,...,nm outside the divisor Dq (2.9):
ds2 =
L∑
j=1
(∮
l
h(Q)Wq(Q,Pj)
)2
(dλj)
2 . (2.29)
The rotation coefficients of metrics (2.29) are given by βij =Wq(Pi, Pj)/2 for i 6= j .
Proof. The proof of Proposition 1 obviously holds for βij = Wq(Pi, Pj)/2 , therefore the
metrics (2.29) are Darboux-Egoroff. ✷
The following bilinear quadratic forms were introduced in [14]; they can be considered as
metrics on the real Hurwitz space, i.e. the moduli space of coverings with local coordinates
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{λk; λ¯k}. We shall denote the real Hurwitz space by M realg;n0,...,nm . Let now the function h and
the projection of the contour l onto the λ-sphere be independent of the coordinates {λk; λ¯k}.
Consider the following two metrics:
ds2 =
L∑
j=1
(∮
l
h(Q)Ω(Q,Pj)
)2
(dλj)
2 +
L∑
j=1
(∮
l
h(Q)B(Q, P¯j)
)2
(dλ¯j)
2 (2.30)
and
ds2 = Re

L∑
j=1
(∮
l
h(Q)Ω(Q,Pj) +
∮
l
h(Q)B(Q¯, Pj)
)2
(dλj)
2
 . (2.31)
Both families, (2.30) and (2.31), have rotation coefficients given by
βij =
1
2
Ω(Pi, Pj) , βij¯ =
1
2
B(Pi, P¯j) , βi¯j¯ = βij , (2.32)
where i, j = 1, . . . , L and the index j¯ corresponds to differentiation with respect to λ¯j .
The proof of the flatness of these metrics is analogous to the proof of Proposition 1. The
variational formulas (2.14) give relations (2.25) for rotation coefficients. To prove relations (2.26)
we note that all bidifferentials are invariant with respect to the biholomorphic map (L, λ) →
(L, λ+δ) since all of them can be written in terms ofW (P,Q) (for example 2πi ωk =
∮
bk
W ). On
the space M real (we skip the indices for brevity), equations (2.26) read
∑
L
k=1(∂λk +∂λ¯k)βij = 0 ;
to prove them we apply the method of the proof of Proposition 1 with δ ∈ R to the kernels Ω
and B .
Since for finding rotation coefficients and proving the flatness of the metrics (2.30)-(2.31)
we only used variational formulas for the Schiffer and Bergman kernels, which look identical to
those for the bidifferentials Ωq and Bq , the similar metrics can be written in terms of Ωq and
Bq . Therefore, we have the following theorem.
Theorem 2 Let a contour l and a function h be as in (2.30), (2.31). Then the following
formulas define Darboux-Egoroff metrics on the Hurwitz space M̂ realg;n0,...,nm outside the subspace
DΩq (2.20):
ds2 =
L∑
j=1
(∮
l
h(Q)Ωq(Q,Pj)
)2
(dλj)
2 +
L∑
j=1
(∮
l
h(Q)Bq(Q, P¯j)
)2
(dλ¯j)
2 (2.33)
and
ds2 = Re

L∑
j=1
(∮
l
h(Q)Ωq(Q,Pj) +
∮
l
h(Q)Bq(Q¯, Pj)
)2
(dλj)
2
 . (2.34)
The rotation coefficients of metrics of both families (2.33) and (2.34) are given by
βij =
1
2
Ωq(Pi, Pj) , βij¯ =
1
2
Bq(Pi, P¯j) , βi¯j¯ = βij . (2.35)
Note that coefficients of metrics (2.30), (2.31), written in terms of the Schiffer and Bergman
kernels, do not depend on the choice of basis of cycles {ak; bk} . Therefore, those metrics are
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defined on the Hurwitz spaceM real , whereas the metrics (2.33), (2.34) are defined on the covering
M̂ real of the Hurwitz space, i.e. in order to define metrics (2.33), (2.34) one must specify the
choice of a canonical basis of cycles.
Each family of metrics (2.27), (2.29), (2.30)-(2.31) and (2.33)-(2.34) contains a class of met-
rics which correspond to Frobenius structures on the Hurwitz space. Such structures for metrics
(2.27) were found in [3] (see also [14]). For the family (2.30)-(2.31) Frobenius structures were
described in [14]. In this paper we shall construct Frobenius manifolds corresponding to the met-
rics (2.29) and (2.33)-(2.34). Thereby we shall construct deformations of the Hurwitz Frobenius
manifolds of [3] and [14].
2.4 Systems of hydrodynamic type
A Darboux-Egoroff metric defines (see, for example, [15]) an integrable system of hydrodynamic
type for the branch points {λk} considered as functions of two independent coordinates x and t :
∂xλm = Vm({λk})∂tλm . (2.36)
where the functions {Vm} , called the characteristic speeds, are related to the Christoffel symbols
Γknm of the metric by:
∂λmVn = Γ
n
nm(Vm − Vn) , m 6= n . (2.37)
The nonvanishing Christoffel symbols for a diagonal metric ds2 =
∑
j gjj(dλj)
2 are given by:
Γkii = −
1
2
∂λkgii
gkk
, Γiii =
1
2
∂λigii
gii
, Γiij =
1
2
∂λjgii
gii
i, j, k are distinct . (2.38)
If the metric ds2 is Darboux-Egoroff, then the equations (2.37) for characteristic speeds are
compatible. In particular, for the metrics (2.27) the systems of hydrodynamic type (2.36)
were constructed and solved in [9]. Here we note that analogous systems are associated with
the Darboux-Egoroff metrics (2.29). Namely, if the metric ds2 belongs to the family (2.29),
corresponding to the bidifferential Wq , then the system (2.37) is defined on the Hurwitz space
outside the divisor Dq (2.9). Solutions to (2.37) are given by
Vm({λk}) =
∮
l1
h1(Q)Wq(Q,Pm)∮
l h(Q)Wq(Q,Pm)
; (2.39)
where the contour l and function h are those which define the metric ds2 as in (2.27); and l1 and
h1 are such that the projection of the contour l1 on the base of the covering and the function h1
are independent of branch points {λj}. Relations (2.37) for the functions (2.39) can be verified
by a simple calculation using the variational formulas (2.10) for the bidifferential Wq .
Solutions to the system of hydrodynamic type (2.36) are constructed by the generalized
hodograph method [15]. Namely, for the functions Vm({λm}) which satisfy equations (2.37)
consider an arbitrary solution {Um({λk})} to the system
∂λnUm
Um − Un =
∂λnVm
Vm − Vn , m, n = 1, . . . L . (2.40)
Then, the system of equations
Um({λk}) = t+ Vm({λk})x (2.41)
defines an implicit solution {λm(x, t)} to the system of hydrodynamic type (2.36). A solution
to the system (2.40) is obviously given by formulas (2.39) with some other pair (l2 , h2) instead
of (l1 , h1) .
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Let us assume l1 = l2 = l . Then, the hodograph method for the system (2.36), (2.39) is
summarized in the following theorem.
Theorem 3 Let us fix a contour l on the covering which does not pass through ramification
points. Consider functions h, h1, h2 defined in a neighbourhood of the contour. Assume that
the functions and the projection of the contour l on CP 1 are independent of the branch points
{λj} . Then, a solution {λm(x, t)} to the system of hydrodynamic type (2.36), (2.39) can be
implicitly defined on Mg;n0,...,nm \ Dq (where Dq is the divisor (2.9)) by the following system:∮
l
(h2(Q)− h(Q)t− h1(Q)x)Wq(Q,Pm) = 0 , m = 1, . . . , L .
For families (2.30)-(2.31), (2.33)-(2.34) of Darboux-Egoroff metrics a naive definition, anal-
ogous to (2.36), of systems of hydrodynamic type does not lead to a compatible system on
variables {λk} and {λ¯k}. In this case the equations on λk and λ¯k are not complex conjugate to
each other. However, an analogous procedure may work in the sense of analytic continuation, if
λk and λ¯k are considered as independent complex variables.
3 Deformations of Hurwitz Frobenius structures
3.1 Definition of Frobenius manifold
Definition 1 A commutative associative algebra over C with a unity e is called a Frobenius
algebra if it is supplied with a C-bilinear symmetric nondegenerate inner product 〈·, ·〉 which
has the property 〈x · y, z〉 = 〈x,y · z〉 for arbitrary elements x,y, z of the algebra.
Definition 2 M is a Frobenius manifold of charge ν if a structure of a Frobenius algebra is
defined in any tangent plane TχM ; this structure should smoothly depend on the point χ ∈ M
and be such that
F1 the inner product 〈·, ·〉 is a flat metric on M (not necessarily real positive definite);
F2 the unit vector field e is covariantly constant with respect to the Levi-Civita connection ∇
of the metric 〈·, ·〉 , i.e. the covariant derivative in the direction of any vector field x on
M vanishes: ∇x e = 0 ;
F3 the tensor (∇wc)(x,y, z) is symmetric in four vector fields x,y, z,w on M , where c is
the following symmetric 3-tensor: c(x,y, z) = 〈x · y, z〉 ;
F4 there exists a vector field E (the Euler vector field) such that for any pair of vector fields
x and y on M
∇x(∇yE) = 0 , (3.1)
[E,x · y]− [E,x] · y − x · [E,y] = x · y , (3.2)
LieE〈x,y〉 := E〈x,y〉 − 〈[E,x],y〉 − 〈x, [E,y]〉 = (2− ν)〈x,y〉 . (3.3)
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The structure described in Definition 2 is equivalent to the WDVV system (1.1)-(1.3). Re-
quirement F3 implies the existence of a function F depending on flat coordinates t = {tA} of
the metric from F1 whose third order derivatives give the tensor c :
∂3F (t)
∂tA∂tB∂tC
= c(∂tA , ∂tB , ∂tC ) = 〈∂tA · ∂tB , ∂tC 〉 . (3.4)
The associativity conditions of the Frobenius algebra are equivalent to the equations (1.1) and
the existence of the vector field E from F4 provides the quasihomogeneity (1.3) for the function
F .
The function F defined by (3.4) up to a quadratic polynomial in flat coordinates is called
the prepotential of the Frobenius manifold M .
Definition 3 A Frobenius manifold M is called semisimple if for any point χ ∈M the Frobe-
nius algebra in the tangent space TχM has no nilpotents.
For semisimple Frobenius manifolds, the flat metric in the definition of a Frobenius manifold
is also diagonal and potential ([3], Lemmas 3.6-3.7), hence it is in fact a Darboux-Egoroff metric.
In this paper we only consider semisimple Frobenius manifolds.
3.2 Flat metrics
The Frobenius structures on Hurwitz spaces which correspond to the Darboux-Egoroff metrics
of the type (2.27) were found by Dubrovin [3]. In [14] the construction of [3] was reformulated
in terms of the bidifferential W (P,Q) (2.2). Analyzing this construction one can see that it is
essentially based on the following properties of W (P,Q) .
• The variational formulas (2.4) forW (P,Q) which provide the flatness for the metrics (2.27).
• Invariance of W (P,Q) with respect to two maps of coverings: (L, λ) → (L, λ + δ) and
(L, λ) → (L, (1 + ǫ)λ) which take a point P of the surface to the points P δ and P ǫ which
lie on the same sheet of the covering and have projections λ + δ and (1 + ǫ)λ on CP 1 ,
respectively. The bidifferential W (P,Q) is invariant under the action of these two maps,
i.e. we have W δ(P δ , Qδ) = W (P,Q) and W ǫ(P ǫ, Qǫ) = W (P,Q) , where W δ and W ǫ are
the bidifferentials W defined on the corresponding coverings.
These properties provide the validity of conditions (F2) and (F4) for a certain class of the
metrics (2.27).
• The type of singularity of W (P,Q) at P ≃ Q (quadratic pole with biresidue 1).
• The normalization ∮ak W (P,Q) = 0 for all k = 1, . . . , g .
Let us notice that the bidifferential Wq(P,Q) (2.7) possesses a similar set of properties.
The variational formulas (2.10) for Wq(P,Q) are identical to those for W (P,Q) . Furthermore,
Wq(P,Q) is invariant with respect to the maps (L, λ) → (L, λ + δ) and (L, λ) → (L, (1 + ǫ)λ)
since it is expressed in terms of the bidifferential W (P,Q) , holomorphic normalized 1-forms
{ωk}gk=1 and the matrix of b-periods B . Finally, Wq(P,Q) has the same singularity structure as
W (P,Q) at P ≃ Q and is normalized by (2.8).
Therefore, we conclude that in analogy with the construction of [3] it should be possible
to find Frobenius structures for Darboux-Egoroff metrics from the family (2.29). Then g(g +
1)/2 parameters contained in the bidifferential Wq(P,Q) will be inherited by the corresponding
Frobenius manifolds.
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Consider now the limit in which some of the entries of the matrix q tend to infinity in such a
way that for any matrix B independent of q the matrix (B+ q)−1 tends to the zero matrix (for
example, let qii → ∞ for any i and qij be finite for i 6= j). In this limit the bidifferential Wq
turns into W , and our construction coincides with that of [3]. For a finite constant symmetric
matrix q it gives a g(g + 1)/2-parametric deformation of Frobenius manifolds of [3].
Each matrix q defines by the equation (2.9) the divisor Dq on the Hurwitz space M̂ =
M̂g;n0,...,nm . We shall describe structures of the Frobenius manifolds corresponding to some
metrics of the type (2.29). These Frobenius structures are defined on the Hurwitz space outside
the divisor Dq .
The associative algebra is defined on each tangent space by
∂λi · ∂λj := δij∂λi ; (3.5)
the coordinates {λj} are thus canonical for multiplication. As is easy to see, the algebra (3.5)
does not have nilpotents. The unit vector field is given by
e =
L∑
i=1
∂λi . (3.6)
For this multiplication a bilinear quadratic form 〈, 〉 has the property 〈x · y, z〉 = 〈x, y · z〉 if it
is diagonal in the coordinates {λj} . Therefore the metrics (2.29) define a Frobenius algebra in
the tangent space at each point of the Hurwitz space outside the divisor Dq .
The Euler vector field has the following standard form:
E :=
L∑
i=1
λi∂λi . (3.7)
It is easy to see that condition (3.2) is satisfied for the multiplication (3.5). The condition (3.3)
for a diagonal metric ds2 =
∑
i gii(dλi)
2 reduces to E(gjj) = −νgjj . To verify the requirement
∇xe = 0 (F2) we note that the metrics (2.29) are potential, i.e. ∂λjgii = ∂λigjj, and therefore,
as is easy to check by a straightforward calculation, ∇xe = 0 holds if e(gjj) = 0 . Thus, among
the metrics (2.29), we need to find those which for some constant ν satisfy
E(gjj) = −νgjj and e(gjj) = 0 . (3.8)
The action of the vector fields e and E on a function of the canonical coordinates {λj} only
can be represented via the maps of coverings: (L, λ) → (L, λ + δ) and (L, λ) → (L, (1 + ǫ)λ) ,
respectively. These maps take a point P of the surface to the points P δ and P ǫ which lie on the
same sheet of the covering and have projections λ+δ and (1+ǫ)λ on CP 1 (i.e. λ(Qδ) = λ(Q)+δ
and λ(Qǫ) = (1+ ǫ)λ(Q)). The bidifferential Wq(P,Q) is invariant under the action of these two
maps, i.e. we haveW δq(P
δ, Qδ) =Wq(P,Q) andW
ǫ
q(P
ǫ, Qǫ) =Wq(P,Q) , whereW
δ
q andW
ǫ
q are
the bidifferentials Wq defined on the corresponding coverings. For the evaluation of Wq(P,Q)
at P = Pj we have to take into account transformations of the standard local parameter near a
ramification point: xδj(P
δ) = xj(P ) and x
ǫ
j(P
ǫ) =
√
1 + ǫ xj(P ) .
Then it is easy to see that the requirement E(gjj) = −νgjj is satisfied for a metric of the
type (2.29) if h(Q) = const λn(Q) and the contour l is invariant under the map λ → (1 + ǫ)λ ,
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i.e. if it is either a closed contour or a contour connecting points ∞i and ∞j :
E(gjj) =
d
dǫ
∣∣∣
ǫ=0
(∮
lǫ
λn(Qǫ)
W ǫq(Q
ǫ, P ǫ)
dxǫj(P
ǫ)
∣∣∣
P=Pj
)2
=
d
dǫ
∣∣∣
ǫ=0
(1 + ǫ)2n−1
(∮
l
λn(Q)
Wq(Q,P )
dxj(P )
∣∣∣
P=Pj
)2
= (2n − 1)gjj . (3.9)
The condition e(gjj) = 0 holds if the combination of a contour l and a function h(Q) =
const λ(Q) in (2.29) is one of the following combinations. Let us write these combinations
in the form of integral operations applied to some (1, 0)-form f(Q) on the surface:
1. Iti;α [f(Q)] :=
1
α
res
∞i
λ(Q)
α
ni+1 f(Q) i = 0, . . . ,m ; α = 1, . . . , ni .
2. Ivi [f(Q)] := res
∞i
λ(Q)f(Q) i = 1, . . . ,m .
3. Iwi [f(Q)] := v.p.
∫ ∞i
∞0
f(Q) i = 1, . . . ,m .
4. Irk [f(Q)] := −
∮
ak
λ(Q)f(Q)−
g∑
n=1
(q−1)nk
∮
bn
λ(Q)f(Q) k = 1, . . . , g .
5. Isk [f(Q)] :=
1
2πi
∮
bk
f(Q) k = 1, . . . , g .
Here the principal value near infinity is defined by omitting the divergent part of an integral
as a function of the local parameter zi (such that λ = z
−ni−1
i ) . The number of operations is
L =
∑m
i=0 ni + 2m+ 2g , where
∑m
i=0(ni + 1) = N , according to the Riemann-Hurwitz formula
(2.1).
We shall denote the set of operations 1.-5. by {ItA}, i.e. we define tA ∈ {ti;α ; vi , wi ; rk , sk}.
Here, tA is used as a formal index, however, later it will denote a flat coordinate of the flat metric
of a Frobenius manifold.
Theorem 4 Let us choose a point P0 on the surface which is mapped to zero by the function
λ , i.e. λ(P0) = 0 , and let all basic contours {ak, bk} on the surface start at this point. Let
the constant matrix q be symmetric nondegenerate and such that det(B + q) 6= 0 . Then, the
operations ItA applied to fP (Q) :=Wq(P,Q) give a set of L differentials, called primary, whose
characteristic properties are listed below.
Primary differential Characteristic property
1. φti;α(P ):= Iti;α [Wq(P,Q)] ∼ z−α−1i (P )dzi(P ) , P ∼ ∞i ; i = 0, ...,m ;
single valued on L ; α = 1, ..., ni .
2. φvi(P ) := Ivi [Wq(P,Q)] ∼ −dλ(P ) , P ∼ ∞i ; i = 1, . . . ,m .
single valued on L ;
3. φwi(P ) := Iwi [Wq(P,Q)] : res
∞i
φwi = 1 ; res
∞0
φwi = −1 ; i = 1, . . . ,m .
single valued on L ;
4. φrk(P ) := Irk [Wq(P,Q)] : has no poles, k = 1, . . . , g .
φrk(P
aj )− φrk(P ) = −2πi(q−1)kjdλ(P ) ,
φrk(P
bj )− φrk(P ) = δkj2πidλ(P ) ;
5. φsk(P ) := Isk [Wq(P,Q)] : holomorphic differential on L . k = 1, . . . , g .
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Here zi is the local parameter near ∞i such that z−ni−1i = λ ; ni is the ramification index at ∞i ;
φ(P aj )− φ(P ) and φ(P bj )− φ(P ) denote the transformations of a differential φ under analytic
continuation along cycles aj and bj , respectively.
The primary differentials 1.-5. satisfy the following normalization condition (δ is the Kro-
necker symbol): ∮
ak
φtA +
g∑
n=1
(q−1)nk
∮
bn
φtA = δtA,sk . (3.10)
Let φ be one of the primary differentials. Then, the following metrics
ds2φ =
1
2
L∑
i=1
φ2(Pi)(dλi)
2 (3.11)
belong to the family (2.29). Their diagonal entries gii = φ
2(Pi)/2 satisfy the relation e(gii) = 0 .
We shall denote the set of differentials by {φtA}, i.e. we assume that the index tA belongs
to the set of indices {ti;α ; vi , wi ; rk , sk} .
Proof. According to the assumption made in the theorem, the cycles ak and bk intersect
each other at the point P0 such that λ(P0) = 0 . Therefore, as can be verified by a simple local
calculation in a neighbourhood of the point P0 , the order of integration can be changed in the
integral
∮
ak
∮
bk
λ(P )Ω(P,Q) . Similarly, one can prove that the following change of order of
integration is valid:∮
ak
ItA[Wq(P,Q)] = ItA
[∮
ak
Wq(P,Q)
]
+ δtA,sk ;
∮
bk
ItA [Wq(P,Q)] = ItA
[∮
bk
Wq(P,Q)
]
. (3.12)
Therefore, the normalization (2.8) of Wq(P,Q) implies the normalization (3.10) of the primary
differentials.
Now we shall use the invariance of the bidifferentialW under the biholomorphic map of cove-
rings (L , λ)→ (L , λ+δ) to prove that the unit vector field annihilates coefficients of the metrics
(3.11). The action of the vector field e on φ(Pj) is given by the derivative (d/dδ)φ
δ(P δj )|δ=0,
where φδ and P δ are the corresponding objects on the covering (L, λ + δ) . For the primary
differential φti;α we have:
e(φti;α(Pj)) =
d
dδ
∣∣∣
δ=0
{
φδti;α(P
δ
j )
}
=
d
dδ
∣∣∣
δ=0
{
1
α
res
∞i
(λ(P ) + δ)
α
ni+1W δq(P
δ, P δj )
}
=
d
dδ
∣∣∣
δ=0
{
1
α
res
∞i
(
z−αi (P ) +
α
ni + 1
(zi(P ))
−α+ni+1δ +O(δ2)
)
Wq(P,Pj)
}
=
1
ni + 1
(zi(P ))
−α+ni+1Wq(P,Pj) ,
which is zero for α = 1, . . . , ni + 1 (for α = ni+ 1 this computation shows that e(φvi(Pj)) = 0).
For primary differentials φwi and φsk the relation e(φ(Pj)) = 0 follows from the invariance of
Wq(P,Q) and the path of integration under the map λ→ λ+ δ . For φ = φrk this relation easily
follows from the vanishing of the combination of periods (2.8) for Wq(P,Q) . ✷
Thus, we have L (see the Riemann-Hurwitz formula (2.1)) Darboux-Egoroff metrics (3.11)
which satisfy the requirements of the definition of a Frobenius manifold.
The next lemma shows that one uniquely specifies a holomorphic differential by fixing the
values of combinations of its periods which appear in the right hand side in (3.10) .
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Lemma 1 Let L be a Riemann surface and B be its matrix of b-periods. Consider a constant
symmetric nondegenerate matrix q such that the sum (B + q) is also nondegenerate. Then a
holomorphic differential ω on the surface L vanishes if for every k = 1, . . . , g∮
ak
ω +
g∑
n=1
(q−1)nk
∮
bn
ω = 0 . (3.13)
Proof. A holomorphic differential ω can be represented as a linear combination of the holo-
morphic differentials ωk normalized by the condition
∮
aj
ωk = δjk . Then, the lemma can be
proved by a simple calculation using the well-known fact that a holomorphic differential van-
ishes if all its a-periods vanish. ✷
Proposition 2 Let w be a differential on the Riemann surface having only poles with a given
singular part and (or) a given non-singlevaluedness of additive type along basic cycles. Then
the differential w can be uniquely fixed by specifying the values of the combinations
∮
ak
w +∑g
n=1(q
−1)nk
∮
bn
w of its periods for each k = 1, . . . , g , where the constant symmetric matrix q
is such that det(B+ q) 6= 0 .
Proof. Suppose there exist two differentials with identical singularity structures of the type
described in the proposition. Then, their difference is zero by virtue of Lemma 1. ✷
3.3 Flat coordinates
For a flat metric there exists a set of flat coordinates. These are coordinates in which coefficients
of the metric are constant. The Christoffel symbols in flat coordinates vanish and the covariant
derivative ∇tA along the vector field in the direction of the flat coordinate tA coincides with the
usual partial derivative ∂tA . Therefore, flat coordinates can be found from equations ∇x∇y t = 0
where x and y are arbitrary vector fields on the manifold. The next theorem shows that flat
coordinates of the metric (3.11) can be found by applying the operations ItA to the primary
differential φ which defines the metric.
Theorem 5 The following functions form a set of flat coordinates of the metric ds2φ (3.11):
ti;α:= − (ni + 1) Iti;1+ni−α [φ] =
ni + 1
α− ni − 1 res∞i z
α−ni−1
i φ i = 0, . . . ,m ; α = 1, . . . , ni
vi := − Iwi[φ] =− v.p.
∫ ∞i
∞0
φ i = 1, . . . ,m
wi := − Ivi [φ] =− res
∞i
λφ i = 1, . . . ,m
rk := Isk [φ] =
1
2πi
∮
bk
φ k = 1, . . . , g
sk := Irk [φ] =−
∮
ak
λφ−
g∑
n=1
(q−1)kn
∮
bn
λφ k = 1, . . . , g .
As before, we denote the above functions by {tA} , i.e. we assume tA ∈ {ti;α ; vi , wi ; rk , sk} .
Proof. Let us verify that the functions {tA} satisfy equations ∇x∇y t = 0 defining flat
coordinates of the metric ds2φ . These equations can be rewritten for the basis vector fields
x,y ∈ {∂λj} in canonical coordinates {λk} as follows:
∂λi∂λj t =
L∑
k=1
Γkij∂λkt , i, j = 1, . . . , L , (3.14)
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where Γkij denote the Christoffel symbols for the Levi-Civita connection of the metric ds
2
φ .
The variational formulas (2.10) for Wq(P,Q) imply the following expressions for derivatives
of primary differentials:
∂φtA(P )
∂λj
=
1
2
φtA(Pj)Wq(P,Pj) . (3.15)
Using (3.15) we find the nonzero Christoffel symbols for the diagonal metric ds2φ in terms of the
primary differential φ :
Γkik = βik
φ(Pi)
φ(Pk)
= −Γkii for k 6= i ; and Γkkk = −
∑
j,j 6=k
Γkkj .
To prove the last equality one uses the fact that the unit vector field annihilates coefficients of
the metric ds2φ (3.11). Then, system (3.14) takes the form:
∂λi∂λj t = βij
(
φ(Pj)
φ(Pi)
∂it+
φ(Pi)
φ(Pj)
∂jt
)
, i 6= j , (3.16)
e(t) = const . (3.17)
To show that the system (3.16)-(3.17) is equivalent to (3.14) we differentiate (3.17) with respect
to λj and use the expressions for Christoffel symbols in terms of the primary differential φ .
A straightforward differentiation using (3.15) shows that the functions listed in the theorem
satisfy (3.16). To prove that (3.17) holds for the functions {tA} we again consider the transfor-
mations {tAδ} of these functions under the map λ→ λ+ δ . Then, we find the action of the unit
vector field on {tA} using the relation e(tA) = (d/dδ)tAδ|δ=0 (see the proof of Theorem 4). ✷
The constant in (3.17) can be found by the method described in the proof of Theorem 5; it
is nonzero (equals −1) only if t is the flat coordinate of the same type as the primary differential
φ which defines the metric ds2φ . Therefore we have the following corollary which shows again
that the unit vector field is covariantly constant (F2).
Corollary 1 The unit vector field e (3.6) in the flat coordinates {tA} of the metric ds2φ defined
by the primary differential φ = φtA0 has the form: e = −∂tA0 .
Let us denote by t1 the flat coordinate tA0 of the metric defined by the primary differential
φtA0 so that e = −∂t1 .
For each primary differential φ it is convenient to consider a multivalued differential Ψφ
defined by:
Ψφ(P ) :=
(
v.p.
∫ P
∞0
φ
)
dλ , (3.18)
where the principal value near ∞0 is defined by omitting the divergent part as a function of the
local parameter z0 . This differential
• is singular at the points ∞i . The nonconstant coefficients in expansions near ∞i are given
by the flat coordinates {tA} of the corresponding metric ds2φ . For i 6= 0 we have
Ψφ(P ) =
P∼∞i
singular part +
(
vi(ni + 1)z
−ni−2
i +
ni∑
α=1
ti;αz−α−1i + w
iz−1i +O(1)
)
dzi . (3.19)
The coordinates t0;α appear similarly in expansion in a neighbourhood of ∞0 .
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• transforms as follows under analytic continuation along the cycles {ak; bk} :
Ψφ(P
ak)−Ψφ(P ) = −2πi
g∑
n=1
(q−1)knr
ndλ+ δφ,φ
sk
dλ− 2πi(q−1)kkδφ,φ
rk
dλ , (3.20)
Ψφ(P
bk)−Ψφ(P ) = 2πirkdλ+ δφ,φ
rk
2πidλ . (3.21)
• is such that the combinations from (3.10) of its a- and b-periods are given by coordinates sk :∮
ak
Ψφ +
g∑
n=1
(q−1)kn
∮
bn
Ψφ = s
k . (3.22)
For each φ the multivalued differential Ψφ generates the set of primary differentials according
to the following theorem.
Theorem 6 Derivatives of the multivalued differential Ψφ (3.18) with respect to the flat coordi-
nates tA from Theorem 5 of the metric ds2φ are given by the corresponding primary differentials:
∂Ψφ
∂tA
= φtA (3.23)
(we notice the independence of this derivative of the choice of a primary differential φ).
Proof. Consider the differential ∂tAΨφ . From formulas (3.19) - (3.22) we see that its pro-
perties (expansions near the points ∞i, transformations along the cycles {ak; bk} and the nor-
malization (3.10)) coincide with analogous properties of the primary differential φtA . Thus, the
differentials ∂tAΨφ and φtA are equal by virtue of Proposition 2. ✷
Corollary 2 The derivatives of canonical coordinates {λj} with respect to the flat coordinates
{tA} of the metric ds2φ are given by
∂λj
∂tA
= −φtA(Pj)
φ(Pj)
. (3.24)
Proof. We shall use the reciprocity identity ∂α(fdg)g=const = −∂α(gdf)f=const . It holds for
two functions f and g which can be locally expressed as functions of each other and some param-
eters {pα} , i.e. f = f(g; p1, . . . , pn) and g = g(f ; p1, . . . , pn) ; where ∂α stands for a derivative
with respect to the parameter pα . The reciprocity identity can be proven by differentiation of
the identity f(g(f ; p); p) ≡ f with respect to pα , i.e. ∂αgdf/dg + ∂αf = 0 . For f(P ) =
∫ P
∞0
φ
and g(P ) = λ(P ) we have
(∂tA
∫ P
∞0
φ)dλ = −(∂tAλ(P ))φ(P ) . (3.25)
Using (3.23) and λ′(Pj) = 0 we evaluate (3.25) at the critical points P = Pj to obtain (3.24). ✷
3.4 Prepotential of Frobenius structures
To complete the construction of Frobenius manifolds we need to show that requirement F3
holds. This can be done by constructing a prepotential, i.e. a function F of flat coordinates
{tA} of the corresponding metric dsφ such that
∂3Fφ
∂tA∂tB∂tC
= c(∂tA , ∂tB , ∂tC ) = ds
2
φ(∂tA · ∂tB , ∂tC ) . (3.26)
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First, we need to define a pairing of differentials. Let ω(1) and ω(2) be two differentials on the
surface L holomorphic outside of the points ∞0, . . . ,∞m with the following behaviour at ∞i :
ω(α) =
∞∑
n=−n(α)
c
(α)
n,i z
n
i dzi +
1
ni + 1
d
(∑
n>0
r
(α)
n,i λ
n log λ
)
, P ∼ ∞i , (3.27)
where n(α) ∈ Z and c(α)n,i , r(α)n,i are some coefficients; zi = zi(P ) is a local parameter near ∞i.
Denote also for k = 1, . . . , g the coefficients A
(α)
k to be
A
(α)
k :=
∮
ak
ω(α) +
g∑
n=1
(q−1)kn
∮
bn
ω(α) . (3.28)
Again for k = 1, . . . , g , denote the transformations of differentials under analytic continuation
along the cycles {ak; bk} of the Riemann surface by:
dp
(α)
k (λ(P )):= ω
(α)(P ak)− ω(α)(P ) , p(α)k (λ)=
∑
s>0
p
(α)
sk λ
s , (3.29)
dq
(α)
k (λ(P )) := ω
(α)(P bk)− ω(α)(P ) , q(α)k (λ)=
∑
s>0
q
(α)
sk λ
s . (3.30)
Note that the coefficients defined by (3.27) - (3.30) for the primary differentials do not depend
on coordinates {tA} in contrast to the analogous coefficients for the differential Ψφ .
Definition 4 Let ω(α) and ω(β) be differentials which do not have singularities other than those
described by (3.27)-(3.30). The pairing F [ , ] of such differentials is defined by:
F [ω(α) , ω(β)] :=
m∑
i=0
∑
n≥0
c
(α)
−n−2,i
n+ 1
c
(β)
n,i + c
(α)
−1,iv.p.
∫ ∞i
P0
ω(β) − v.p.
∫ ∞i
P0
∑
n>0
r
(α)
n,i λ
nω(β)

+
1
2πi
g∑
k=1
(
−
∮
ak
q
(α)
k (λ)ω
(β) +
∮
bk
p
(α)
k (λ)ω
(β) +A
(α)
k
∮
bk
ω(β)
)
,
(3.31)
where P0 is a point on the surface such that λ(P0) = 0 .
Note that the pairing is defined so that the following holds:
F [φtA , ω(β)] = ItA [ω(β)] and F [Ψφ, φtA ] = ItA [Ψφ] . (3.32)
Here ω(β) is any differential for which the pairing is defined.
The last relation can be checked by a straightforward computation using (3.12) and Propo-
sition 2. Now it is easy to prove the next theorem.
Theorem 7 Let us choose one of the primary differentials φ given by Theorem 4 and build the
multivalued differential Ψφ (3.18). The following function gives a prepotential of the Frobenius
structure defined by the metric ds2φ , multiplication (3.5) and the Euler field (3.7) on the Hurwitz
space M̂g;n0,...,nm outside the divisor Dq (2.9):
Fφ =
1
2
F [Ψφ , Ψφ] . (3.33)
The second derivatives of the prepotential Fφ with respect to flat coordinates are given by the
pairing of the corresponding primary differentials:
∂tA∂tBFφ = F [φtA , φtB ] . (3.34)
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Proof. Differentiating the function Fφ (3.33) using (3.32) we obtain:
∂tAFφ =
1
2
F [φtA ,Ψφ] +
1
2
F [Ψφ, φtA ] = F [φtA ,Ψφ] . (3.35)
Since the coefficients defined by (3.27) - (3.30) for a primary differential do not depend on
coordinates, the differentiation of both sides in (3.35) gives (3.34). To find the third order
derivatives of the function Fφ let us write the vector ∂tA (using Corollary 2) in the form:
∂tA = −
L∑
i=1
φtA(Pi)
φ(Pi)
∂λi . (3.36)
A straightforward computation using (3.34), (3.36) and the expression (3.15) for derivatives
of primary differentials with respect to canonical coordinates shows that the third derivatives
coincide with the tensor c :
∂3Fφ(t)
∂tA∂tB∂tC
= c(∂tA , ∂tB , ∂tC ) = −
1
2
L∑
i=1
φtA(Pi)φtB (Pi)φtC (Pi)
φ(Pi)
.
✷
The prepotential Fφ satisfies the WDVV system (1.1) with respect to the flat coordinates
{tA} . Corollary 1 implies that ∂3
t1tAtB
(Fφt1 )=−ds2φt1 (∂tA , ∂tB ) . Therefore, the matrix F1 (1.2)
is constant since metric coefficients are constant in flat coordinates of the metric.
Let us denote by M̂φ,q the Frobenius structure on the Hurwitz space M̂ defined by the metric
ds2φ , where φ is one of the primary differentials from Theorem 4.
Theorem 8 Consider the flat metric ds2φ given by (3.11). The nonvanishing matrix entries of
this metric in the flat coordinates given by Theorem 5 are the following:
ds2φ(∂ti;α , ∂tj;β ) =
1
ni + 1
δijδα+β,ni+1 ; ds
2
φ(∂vi , ∂wj ) = δij ; ds
2
φ(∂rk , ∂sl) = −δkl .
Proof. The proof is given in [3], p. 163 (see also [14]); it uses the relation ds2φ(∂tA , ∂tB ) =
e (F [φtA , φtB ]) and the representation of the unit vector field e via the action of the map (L, λ)→
(L, λ+ δ) as in Proposition 1. ✷
The existence of the Euler vector field E provides the quasihomogeneity (1.3) for the prepo-
tential. Coefficients νA of quasihomogeneity coincide with those of the Frobenius structures in
[3] (see also [14]); these coefficients are the coefficients of the Euler vector field written in the
flat coordinates: E =
∑
A
νAt
A∂tA . They can be found by computing the action of E on the
flat coordinates {tA} as in (3.9). The charges ν of the constructed Frobenius manifolds can be
computed from (3.9); they are given by ν = 1− 2α/(ni + 1) for φ = φti;α ; ν = −1 for φ = φvi
and φ = φrk ; ν = 1 for φ = φωi and φ = φsk . A linear combination of the differentials corre-
sponding to the same charge ν can be taken as a new primary differential for which a Frobenius
structure can be built in the described way.
4 Real doubles of the deformed Frobenius structures
Here we shall construct real doubles of the deformed semisimple Hurwitz Frobenius structures
found in Section 3. We use ideas of the work [14] where the real doubles were found for the non-
deformed Hurwitz Frobenius structures of [3]. The construction of [14] is based on the properties
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of the Schiffer and Bergman kernels Ω(P,Q) and B(P,Q) given by (2.11), (2.12). Analogous
structures for the deformations of Frobenius manifolds are obtained using the “deformed” ker-
nels Ω and B , i.e. the bidifferentials Ωq(P,Q) and Bq(P, Q¯) (2.18), (2.19). Here we simply state
main theorems; an essential part of the proofs can be found in [14] and Section 3.
In this section we consider the Hurwitz space M̂g;n0,...,nm as a space with local coordi-
nates {λ1, . . . , λL; λ¯1, . . . , λ¯L}. We shall denote it by M̂ realg;n0,...,nm . The multiplication in the
tangent space is again defined by ∂λi · ∂λj := δij∂λj . The indices i and j range now in the set
{1, . . . , L; 1¯, . . . , L¯} and we define λi¯ := λ¯i . This algebra obviously does not have nilpotents.
The Euler vector field has the standard form: E :=
∑
L
i=1
(
λi∂λi + λ¯i∂λ¯i
)
.
Let us fix a point P0 on the surface L such that λ(P0) = 0 , and let all basis cycles {ak, bk}gk=1
start at this point. Let us fix a constant symmetric nondegenerate matrix q such that the matrix
B
Ω+q is invertible (see (2.20)). Denote by f(1,0) and f(0,1) the holomorphic and antiholomorphic
parts of a differential f which can be represented in the form f = f(1,0) + f(0,1) . We say that a
differential is of the (1, 0)-type if in a local coordinate z it has the form f(1,0) = f1(z)dz , and a
differential is of the (0, 1)-type if in a local coordinate it has the form f(0,1) = f2(z¯)dz¯ .
Consider the following set of operations. Let ˜res stand for the coefficient in front of dz¯/z¯ in
the Laurent expansion of a differential. As before, zi is the local parameter in a neighbourhood
of ∞i defined by z−ni−1i (Q) = λ(Q) , Q ∼ ∞i .
For i = 0, . . . ,m; α = 1, . . . , ni we define:
1. Iti;α [f(Q)] :=
1
α
res
∞i
z−αi (Q)f(1,0)(Q) 2. Iti;α [f(Q)] :=
1
α
˜res
∞i
z¯−αi (Q)f(0,1)(Q) .
For i = 1, . . . ,m we define:
3. Ivi [f(Q)] := res
∞i
λ(Q)f(1,0)(Q) 4. Ivi¯ [f(Q)] := ˜res
∞i
λ¯(Q)f(0,1)(Q)
5. Iwi [f(Q)] := v.p.
∫ ∞i
∞0
f(1,0)(Q) 6. Iwi¯ [f(Q)] := v.p.
∫ ∞i
∞0
f(0,1)(Q) .
As before, the principal value near infinity is defined by omitting the divergent part of an inte-
gral as a function of the corresponding local parameter.
For k = 1, . . . , g we define:
7. Irk [f(Q)] := −
∮
ak
λ(Q)f(1,0)(Q)−
∮
ak
λ¯(Q)f(0,1)(Q)−
L∑
j=1
(q−1)kj
∮
bj
λ(Q)f(1,0)(Q)
8. Iuk [f(Q)] :=
∮
bk
λ(Q)f(1,0)(Q) +
∮
bk
λ¯(Q)f(0,1)(Q)
9. Isk [f(Q)] :=
1
2πi
∮
bk
f(1,0)(Q)
10. Itk [f(Q)] := −
1
2πi
∮
ak
f(1,0)(Q)− 1
2πi
L∑
j=1
(q−1)kj
∮
bj
f(1,0)(Q) .
Let us denote the set of operations by {IξA}, i.e. assume the index ξA to belong to the set
{ti;α, ti;α; vi, vi¯, wi, wi¯; rk, uk, sk, tk}. Here we use ξA as a formal index; later by ξA we shall
denote a flat coordinate on the Frobenius manifold.
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The operations IξA define primary differentials ΦξA as follows.
ΦξA(P ) := IξA
[
Ωq(P,Q) +Bq(P¯ ,Q)
]
for ξA /∈ {rk, uk} ;
ΦξA(P ) := IξA
[
2Re
{
Ωq(P,Q) +Bq(P¯ ,Q)
}]
for ξA ∈ {rk, uk} .
(4.1)
Variational formulas (2.23) imply the dependence of primary differentials (4.1) on canonical
coordinates:
∂ΦξA(P )
∂λk
=
1
2
ΦξA(1,0)(Pk)
(
Ωq(P,Pk) +Bq(P¯ , Pk)
)
;
∂ΦξA(P )
∂λ¯k
=
1
2
ΦξA(0,1)(Pk)
(
Bq(P, P¯k) + Ωq(P,Pk)
)
.
(4.2)
Here ΦξA(1,0) and ΦξA(0,1) are holomorphic and antiholomorphic parts of the differential ΦξA ,
respectively. Relations (2.22) for the periods of bidifferentials Ωq and Bq imply similar relations
on periods of differentials ΦξA (δ is the Kronecker symbol):∮
ak
ΦξA +
g∑
j=1
(q−1)kj
∮
bj
ΦξA(1,0) = δξA,sk and
∮
bk
ΦξA = δξA,tk . (4.3)
To prove relations (4.3) we integrate both sides of equalities (4.1) over a- and b-cycles. Due to
the choice of the point P0, one can interchange integration and the operations IξA according to
the rule (3.12) (note that Wq(P,Q) and the sum Ωq(P,Q)+Bq(P¯ ,Q) have the same singularity
structure).
The primary differentials {ΦξA} (4.1) are alternatively specified as follows. They are differ-
entials of the form ΦξA = ΦξA(1,0) +ΦξA(0,1) which are normalized by relations (4.3) and possess
the following properties (for proof see Theorem 2 of [14]):
1. Φti;α(P ) ∼ (z−α−1i +O(1))dzi +O(1)dz¯i , P ∼ ∞i ; Φti;α is single valued on L .
2. Φti;α(P ) = Φti;α(P ) .
3. Φvi(P ) ∼− dλ+O(1) (dzi + dz¯i) , P ∼ ∞i ; Φvi¯ is single valued on L .
4 . Φvi¯(P ) = Φvi(P ) .
5. Φwi(P ) : res
∞i
Φwi = 1 ; res
∞0
Φwi = −1 . Φwi is single valued on L .
6. Φwi¯(P ) = Φwi(P ) .
7. Φrk(P ) : has no poles;
Φrk(P
bj )−Φrk(P ) = 2πi δkj(dλ− dλ¯);
Φrk(P
aj )− Φrk(P ) = −2πi (q−1)kjdλ .
8. Φuk(P ) : has no poles;
Φuk(P
aj )− Φuk(P ) = 2πi δkj(dλ− dλ¯) .
9. Φsk(P ) : single valued on L and has no poles.
10. Φtk(P ) : single valued on L and has no poles.
Here, as before, λ=λ(P ), and zi=zi(P ) is the local parameter at P ∼∞i such that λ=z−ni−1i .
The indices i , k and i;α take values specified in the definition of operations IξA .
The next theorem gives the Darboux-Egoroff metrics which satisfy requirements F2 and F4
(for proof see (3.9), Theorem 4, and [14] Propositions 7 and 9).
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Theorem 9 The metrics of the form
ds2Φ =
1
2
L∑
i=1
Φ2(1,0)(Pi)(dλi)
2 +
1
2
L∑
i=1
Φ2(0,1)(Pi)(dλ¯i)
2 , (4.4)
belong to the family (2.33), (2.34) of Darboux-Egoroff metrics. Here Φ(1,0) and Φ(0,1) are respec-
tively the holomorphic and antiholomorphic parts of one of the primary differentials: Φ(P ) =
Φ(1,0)(P ) + Φ(0,1)(P ) . The metric coefficients satisfy e(Φ
2
(1,0)(Pi)) = 0, e(Φ
2
(0,1)(Pi)) = 0 and
E(Φ2(1,0)(Pi)) = −νΦ2(1,0)(Pi), E(Φ2(0,1)(Pi)) = −νΦ2(0,1)(Pi) for some constant ν .
A set of flat coordinates {ξA} := {ti;α, ti;α; vi, vi¯, wi, wi¯; rk, uk, sk, tk} (see Section 3.3) of the
metrics ds2Φ (4.4) is given by operations IξA applied to the primary differential Φ which defines
the metric (see Theorem 5, and [14] Theorem 7). Namely, the flat coordinates of ds2Φ are given
by:
for i = 0, . . . ,m; α = 1, . . . , ni : t
i;α := −(ni+1)I
ti;1+ni−α
[Φ]; ti;α := −(ni+1)I
ti;1+ni−α
[Φ];
for i = 1, . . . ,m : vi := −Iwi [Φ] ; vi¯ := −Iwi¯[Φ] ; wi := −Ivi [Φ] ; wi¯ := −Ivi¯ [Φ] ;
for k = 1, . . . , g : rk := Isk [Φ] ; u
k := −Itk [Φ] ; sk := Irk [Φ] ; tk := −Iuk [Φ] .
As before, the unit vector field e is a vector field in the direction of the flat coordinate which
has the same type as the differential defining the metric. Namely, in the flat coordinates of the
metric ds2Φ with Φ = ΦξA0 , the unit field is given by e = −∂ξA0 . We shall denote this coordinate
by ξ1 so that e = −∂ξ1 .
Lemma 2 In the Hurwitz space outside the submanifold DΩq defined by (2.20), the derivatives of
canonical coordinates {λi ; λ¯i} with respect to flat coordinates {ξA} of the metric ds2Φ are given
by
∂λi
∂ξA
= −ΦξA(1,0)(Pi)
Φ(1,0)(Pi)
,
∂λ¯i
∂ξA
= −ΦξA(0,1)(Pi)
Φ(0,1)(Pi)
,
where Φ(P ) is the primary differential which defines the metric.
The proof of this lemma repeats the proof of Lemma 4 in [14].
The analog of the multivalued differential (3.18) in the construction of real doubles is
ΨΦ(P ) =
(
v.p.
∫ P
∞0
Φ(1,0)
)
dλ+
(
v.p.
∫ P
∞0
Φ(0,1)
)
dλ¯ . (4.5)
The multivalued differential ΨΦ again generates the set of primary differentials ΦξA according
to the relation ∂ξAΨΦ = ΦξA .
A prepotential of the Frobenius structure can be found with the help of the pairing of
differentials which we shall define now.
Let ω(α)(P ) , α = 1, 2 . . . be a differential on L which can be written as a sum of holomorphic
and antiholomorphic differentials, ω(α) = ω
(α)
(1,0) + ω
(α)
(0,1) , which are analytic outside of infinities
and have the following behaviour at P ∼ ∞i (zi = zi(P ) is a local parameter at P ∼ ∞i such
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that z−ni−1i = λ ):
ω
(α)
(1,0)(P ) =
∞∑
n=−n
(α)
1
c
(α)
n,i z
n
i dzi +
1
ni + 1
d
(∑
n>0
r
(α)
n,i λ
n log λ
)
,
ω
(α)
(0,1)(P ) =
∞∑
n=−n
(α)
2
c
(α)
n¯,i z¯
n
i dz¯i +
1
ni + 1
d
(∑
n>0
r
(α)
n¯,i λ¯
n log λ¯
)
,
(4.6)
where n
(α)
1 , n
(α)
2 ∈ Z ; and c(α)n,i , r(α)n,i , c(α)n¯,i , r(α)n¯,i are some complex numbers. Denote also for
k = 1, . . . , g the combinations of periods:
A
(α)
k :=
∮
ak
ω(α) +
g∑
j=1
(q−1)kj
∮
bj
ω(α)(1,0) , B
(α)
k :=
∮
bk
ω(α) ; (4.7)
and the transformations along basis cycles:
dp
(α)
k (λ(P )) := ω
(α)
(1,0)(P
ak)− ω(α)(1,0)(P ) , p(α)k (λ) =
∑
s>0
p
(α)
sk λ
s ,
dp
(α)
k¯
(λ¯(P )) := ω
(α)
(0,1)(P
ak)− ω(α)(0,1)(P ) , p(α)k¯ (λ¯) =
∑
s>0
p
(α)
s¯k¯
λ¯s ,
dq
(α)
k (λ(P )) := ω
(α)
(1,0)(P
bk)− ω(α)(1,0)(P ) , q(α)k (λ) =
∑
s>0
q
(α)
sk λ
s ,
dq
(α)
k¯
(λ¯(P )) := ω
(α)
(0,1)(P
bk)− ω(α)(0,1)(P ) , q(α)k¯ (λ¯) =
∑
s>0
q
(α)
s¯k¯
λ¯s .
(4.8)
Note that if the differential ω(α) is one of the primary differentials ΦξA (4.1), the coefficients
defined by (4.6) - (4.8) do not depend on coordinates {ξA}.
Definition 5 For any two differentials ω(α) and ω(β) which can be represented as a sum of
holomorphic and antiholomorphic differentials, ω(α) = ω
(α)
(1,0)+ω
(α)
(0,1) , and have only singularities
of the type (4.6), (4.8), the pairing F [ , ] is defined by:
F [ω(α) , ω(β)] :=
m∑
i=0
∑
n≥0
c
(α)
−n−2,i
n+ 1
c
(β)
n,i + c
(α)
−1,iv.p.
∫ ∞i
P0
ω
(β)
(1,0) − v.p.
∫ ∞i
P0
∑
n>0
r
(α)
n,i λ
nω
(β)
(1,0)
+
∑
n≥0
c
(α)
−n−2,i
n+ 1
c
(β)
n¯,i + c
(α)
−1¯,i
v.p.
∫ ∞i
P0
ω
(β)
(0,1) − v.p.
∫ ∞i
P0
∑
n>0
r
(α)
n¯,i λ¯
nω
(β)
(0,1)

+
1
2πi
g∑
k=1
(
−
∮
ak
q
(α)
k (λ)ω
(β)
(1,0) +
∮
ak
q
(α)
k¯
(λ¯)ω
(β)
(0,1) +
∮
bk
p
(α)
k (λ)ω
(β)
(1,0)
−
∮
bk
p
(α)
k¯
(λ¯)ω
(β)
(0,1) +A
(α)
k
∮
bk
ω
(β)
(1,0) −B(α)k
∮
ak
ω
(β)
(1,0) +
g∑
j=1
(q−1)kj
∮
bj
ω
(β)
(1,0)
 . (4.9)
As before, P0 is a point on L such that λ(P0) = 0, and the cycles {ak, bk} all pass through P0 .
The next theorem gives a prepotential of the Frobenius manifold, i.e. a function of flat coordi-
nates {ξA} which satisfies the WDVV system.
Theorem 10 For each primary differential Φ consider the differential ΨΦ(P ) (4.5), multivalued
on the surface L . Consider the Frobenius structure defined by the metric ds2Φ (4.4), multiplication
law ∂λi · ∂λj = δij∂λj ; i, j ∈ {1, . . . , L; 1¯, . . . , L¯} , λi¯ := λ¯i , and the Euler vector field E =∑
L
i=1
(
λi∂λi + λ¯i∂λ¯i
)
. This Frobenius structure is defined on the manifold M̂ realg;n0,...,nm outside
the submanifold DΩq of codimension one given by the equation det (BΩ+q) = 0 . The prepotential
FΦ for this Frobenius manifold is given by the pairing (4.9) of the differential ΨΦ with itself:
FΦ =
1
2
F [ΨΦ , ΨΦ] . (4.10)
The second order derivatives of the prepotential are given by:
∂ξA∂ξBFΦ = F [ΦξA , ΦξB ]−
1
4πi
δξA,skδξB,tk +
1
4πi
δξA,tkδξB ,sk . (4.11)
Two last terms in (4.11) do not vanish only for the primary differentials Φsk and Φtk when
the pairing F is not commutative. The third order derivatives coincide with the tensor c :
∂ξA∂ξB∂ξCFΦ = c(∂ξA , ∂ξB , ∂ξC ) := ds
2
Φ
(
∂ξA · ∂ξB , ∂ξC
)
.
The proof of this theorem is analogous to proofs of Theorem 7 and [14], Theorem 11.
The quasihomogeneity factors {νA} (1.3) for the constructed deformations of real doubles of
Frobenius manifolds coincide with those for the undeformed real doubles ([14], Proposition 11).
Let us denote the constructed deformations of real doubles of Frobenius structures by
M̂ realΦ ,qg;n0,...,nm .
The charges ν (see Definition 2) of the manifolds M̂ realΦ ,qg;n0,...,nm are as follows: if one chooses
Φ := Φti;α or Φ := Φti;α the charge is ν = 1−2α/(ni + 1) ; for Φ := Φvi , Φ := Φvi¯ , Φ := Φrk
or Φ := Φuk the charge is ν = −1 ; for Φ := Φωi , Φ := Φωi¯ , Φ := Φsk or Φ := Φtk the charge
is ν = 1 .
5 G-function of the deformed Frobenius manifolds
The G-function is a solution to the Getzler system introduced in [6]. The system is defined on
an arbitrary semisimple Frobenius manifold. It was shown in [4] that the Getzler system has a
unique quasihomogeneous solution and that this solution has the form:
G = log
τI
J1/24
. (5.1)
Here J is the Jacobian of transformation from canonical to the flat coordinates, J = det (∂λit
α) ;
and τI is the isomonodromic tau-function of the L-dimensional Frobenius manifold defined by
∂ log τI
∂λi
=
1
2
L∑
j 6=i,j=1
β2ij(λi − λj) , i = 1, . . . , L . (5.2)
The G-function (5.1) of Dubrovin’s Hurwitz Frobenius manifolds [3] for the space of two-fold
genus one coverings was computed in [4]. In [10] the G-function was computed for an arbitrary
Hurwitz Frobenius manifold of [3]. As it was proven in [11], the isomonodromic tau-function τI
for Hurwitz Frobenius manifolds can be expressed in terms of the so-called Bergman tau-function
τW on Hurwitz spaces: τW = τ
−2
I , where the Bergman tau-function is defined as follows. Denote
by SW the following term in the asymptotics of the kernel W (P,Q) (2.2) near the diagonal
P ∼ Q :
W (P,Q) =
Q∼P
(
1
(x(P )− x(Q))2 + S
W (x(P )) + o(1)
)
dx(P )dx(Q)
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(the quantity 6SW (x(P )) is called the Bergman projective connection [5]). Choosing the local
parameter to be xi(P ) =
√
λ− λi , we denote by SWi the value of SW at a ramification point
Pi :
SWi = S
W (xi)
∣∣∣
xi=0
. (5.3)
Since the singular part of the W -kernel in a neighbourhood of the point Pi does not depend
on coordinates {λj}, the Rauch variational formulas (2.4) imply ∂λjSWi = W 2(Pi, Pj)/2 . The
symmetry of this expression with respect to the indices i and j provides the compatibility for
the system of differential equations which defines the tau-function τW :
∂ log τW
∂λi
= −1
2
SWi , i = 1, . . . , L . (5.4)
The G-function of the deformed Hurwitz Frobenius manifolds can be computed analogously
to the method of [11].
Theorem 11 The G-function (5.1) of the deformed Hurwitz Frobenius structures M̂φ,q is given
by
G = −1
2
log
{
τW
det(B+ q)
detq
}
− 1
24
log
L∏
i=1
φ(Pi) + const , (5.5)
the Bergman tau-function τW on the Hurwitz space is given by formula (1.5) from the paper
[10]. The G-function (5.5) is defined on the Hurwitz space M̂ outside the divisor Dq given by
the equation det (B + q) = 0 .
The constant 12 log {detq} is added in the right hand side to normalize the G-function so
that it coincides with the G-function of [3] as q tends to infinity in such a way that Wq tends
to W (the function G is defined up to an additive constant).
Proof. According to the general formula ([4], p.36) the Jacobian of a Frobenius manifold
is up to a constant given by the product of square roots of all nonvanishing coefficients of the
Darboux-Egoroff metric ds2. Therefore, the Jacobian J for the Hurwitz Frobenius manifold
M̂φ,q is given by J = 2−L/2
(∏L
i=1 φ(Pi)
)
.
To compute the isomonodromic tau-function (5.2) for deformed Hurwitz Frobenius mani-
folds M̂φ,q we introduce a deformed Bergman tau-function τWq . The analogous to S
W coeffi-
cient SWq(x(P )) in the expansion of Wq(P,Q) near P ≃ Q ≃ Pi is given by SWqi = SWi −
2πi
∑
L
k,l=1(B+ q)
−1
kl ωk(Pi)ωl(Pi) . As a corollary of the variational formulas (2.10), we have
∂λjS
Wq
i =
1
2
W 2q(Pi, Pj) = 2β
2
ij , (5.6)
which allows to consistently define the tau-function τWq as follows:
∂ log τWq
∂λi
= − 1
2
S
Wq
i , i = 1, . . . , L . (5.7)
As is easy to verify using the definitions (5.4) and (5.7) of τW and τWq , the “deformed” and
“undeformed” tau-functions are related as follows:
τWq = τW det(B+ q) .
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Indeed, differentiation of the logarithm of this expression with respect to a branch point gives:
∂λj log{τW det(B + q)} = −SWi /2 + tr{(B + q)−1∂λi(B + q)} . The matrix q is independent of
the branch points; using the derivatives of the matrix B given by the Rauch variational formulas
(2.6) we prove that ∂λj log{τW det(B+ q)} = −SWqi /2 .
Now, let us prove that the isomonodromic tau-function τI,q defined by (5.2) for the manifolds
M̂φ,q is given by τI,q = (τWq)
−1/2 . First, we use relations (5.6) to rewrite the definition (5.2)
of τI,q in terms of the quantities S
Wq
i . To complete the proof it remains to use the equations
e(S
Wq
i ) ≡
∑
L
j=1 ∂λjS
Wq
i = 0 and E(S
Wq
i ) ≡
∑
L
j=1 λj∂λjS
Wq
i = −SWqi which can be proven
analogously to the similar relations (3.8) for coefficients of metrics (3.11). ✷
The following theorem gives an expression for the G-function of the manifolds M̂ realΦ,q .
Theorem 12 The G-function of the deformations M̂ realΦ,q of real doubles of Hurwitz Frobenius
manifolds has the form:
G = −1
2
log
{ |τW |2 det (ImB(BΩ + q)q−1)}− 1
24
log
{
L∏
i=1
Φ(1,0)(Pi)Φ(0,1)(Pi)
}
+ const , (5.8)
where τW is given by formula (1.5) of [10]. The G-function (5.8) is defined on the Hurwitz space
M̂ real outside the submanifold given by the equation det (BΩ + q) = 0 .
The constant 12 log {detq} is added in the right hand side to make the G-function (5.8) coin-
cide with the G-function of real doubles of [14] in the limit when the construction of deformations
reduces to that of [14].
Proof. The G-function (5.8) can be computed analogously to the G-function (5.5) of the
Frobenius manifolds M̂φ,q by proving (similarly to [11], see also [14]) the following expression
for the isomonodromic tau-function defined by (5.2): τI,q = (τΩq)
−1/2 . (Note that the dimension
of the Frobenius manifold M̂ realΦ,q is 2L .) The function τΩq is another analogue of the Bergman
tau-function on Hurwitz spaces; it is defined as follows. Denote by S
Ωq
i the analogous to S
W
i
coefficient in expansion of the bidifferential Ωq(P,Q) when both arguments are in a neighbour-
hood of the ramification point Pi . Then, the following differential equations define the function
τΩq :
∂ log τΩq
∂λi
= −1
2
S
Ωq
i ,
∂ log τΩq
∂λ¯i
= −1
2
S
Ωq
i . (5.9)
Using differentiation formulas (2.6) and (2.17) for the matrices B and BΩ , respectively, we prove
that
τΩq = |τW |2 det(ImB) det(BΩ + q) .
According to the general formula ([4], p.36), the Jacobian J for the manifolds M̂ realΦ,q has
the form: J =2−L
∏L
i=1Φ(1,0)(Pi)Φ(0,1)(Pi) . Substitution of this expression and the expression
for the isomonodromic tau-function τI,q =
(|τW |2 det(ImB) det(BΩ + q))−1/2 into (5.1) proves
the theorem. ✷
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6 Examples in genus one
The bidifferential Wq(P,Q) (2.7) is only different from W (P,Q) in genus g ≥ 1, therefore the
deformations of Hurwitz Frobenius structures are constructed only in positive genera.
Consider the simplest Hurwitz space of two-fold coverings of genus one. According to the
Riemann-Hurwitz formula (2.1), such coverings have four ramification points. Let one of them
be over the point at infinity and denote the remaining three by P1, P2, P3 . These coverings
can be defined as the pairs (L, λ(ζ)) where L is the torus L = C/{2w, 2w′}, w,w′ ∈ C, and
λ : L → CP 1 is the function
λ(ς) = ℘(ς) + c ,
℘ is the Weierstrass elliptic function and c is a constant with respect to ς . The ratio µ = w′/w
is the period of the torus, it is the b-period of the unique normalized holomorphic differential
ω(ς) = dς/(2w) , i.e. µ =
∮
b ω(ς) . The pair (L, λ) depends on three parameters: w,w′ and c .
The branch points λ1, λ2, λ3 of the covering can be expressed in terms of these parameters.
The ς-coordinates of ramification points are solutions to the equation λ′(ς) = 0 . This equation
has three solutions in the domain C/{2w, 2w′} due to the following relation on the ℘-function:(
℘′(z)
)2
= 4 (℘(z)− ℘(w)) (℘(z)− ℘(w′)) (℘(z)− ℘(w + w′)) ,
where ℘(w) + ℘(w′) + ℘(w + w′) = 0 . Hence, the branch points of the covering are given by
λ1 = ℘(w) + c; λ2 = ℘(w
′) + c; λ3 = ℘(w + w
′) + c . The local parameter in a neighbourhood
of a ramification point Pi is xi(P ) =
√
λ(P )− λi . The branch points λ1, λ2, λ3 play the role
of local coordinates on the space of pairs (L, λ) ; they are canonical coordinates on Frobenius
manifolds.
6.1 3-dimensional Frobenius manifold and Chazy equation
Here we give explicit formulas for ingredients of the Frobenius structure M̂φs,q1;1 on the Hurwitz
space M̂1;1 outside the divisor Dq defined by the equation µ = −q for some nonzero constant
q ∈ C . The differential φs (see Theorem 4) is given by
φs(ς) =
1
2πi
∮
b
Wq(ς, ς˜) =
q
µ+ q
ω(ς). (6.1)
The set of flat coordinates from Theorem 5 of the metric ds2φs (3.11) is formed by the following
three functions:
t1 := s = −
∮
a
λφs = − 1
2w
∫ x+2w
x
(℘(ς) + c)dς = − πi
4w2
γ − c− πi
µ+ q
1
2w
,
t2 := t
0;1 = res
ς=0
1√
λ
(∫ P
∞0
φs
)
dλ =
q
µ+ q
1
w
,
t3 := r =
1
2πi
∮
b
φs =
1
2πi
qµ
µ+ q
.
(6.2)
Here γ is such that
∫ x+2w
x ℘(ς)dς = πiγ/(2w) for any x ∈ C , i.e.
γ(µ) =
1
3πi
θ′′′1 (0;µ)
θ′1(0;µ)
. (6.3)
31
The metric ds2φs in coordinates (6.2) is constant: ds
2
φs = (1/2)(dt2)
2−2dt1dt3 . The prepotential
(3.33) has the form
F = −1
4
t1t
2
2 +
1
2
t21t3 −
πi
32
t42
(
1
(1− 2πit3/q)2 γ
(
2πit3
1− 2πit3/q
)
+
2
q(1− 2πit3/q)
)
. (6.4)
This is a quasihomogeneous function: it satisfies Fφs(κt1, κ
1/2t2, κ
0t3) = κ
2Fφs(t1, t2, t3) for
any nonzero constant κ . The Euler vector field (3.7) in coordinates (6.2) has the form: E =
t1∂t1 + (1/2)t2∂t2 .
To compute the function G (5.5) for the manifold M̂φs,q1;1 we use the following expression
for the function τW on the space M̂1;1 (see [10]): τW = η
2(µ) (2w)−1/4
(∏L
i=1 ω(Pi)
)−1/12
where
η(µ) is the Dedekind eta-function η(µ) = (θ′1(0))
1/3 . Then, we have for the G-function:
G = − log
{
η
(
2πit3
1− 2πit3/q
)
(t2)
1
8 (2πit3/q− 1)−
1
2
}
.
In [3] a relationship was established between the 3-dimensional WDVV system and the Chazy
equation
f ′′′ = 6ff ′′ − 9f ′ 2. (6.5)
Namely, the function of the form
F = −1
4
t1t
2
2 +
1
2
t21t3 −
πi
32
t42f(2πit3) (6.6)
satisfies the WDVV system iff the function f is a solution to the Chazy equation. The function
γ (6.3) satisfies the Chazy equation, and the Frobenius manifold M̂ω1;1 of [3] has the prepotential
(6.6) with f = γ . We shall call the Frobenius manifold M̂ω1;1 [3] the Chazy Frobenius manifold.
The group SL(2,C) maps one solution f(µ) of the Chazy equation to another solution f˜(µ)
as follows:
f˜(µ) = f
(
aµ+ b
cµ + d
)
1
(cµ + d)2
− 2c
cµ+ d
,
(
a b
c d
)
∈ SL(2,C) . (6.7)
Therefore there exists a 3-parametric family of Frobenius manifolds of the form (6.6):
F = −1
4
t1t
2
2 +
1
2
t21t3 −
πi
32
t42
(
γ
(
a2πit3 + b
c2πit3 + d
)
1
(c2πit3 + d)2
− 2c
c2πit3 + d
)
. (6.8)
In the case of integer coefficients a , b , c , d , (6.8) coincides with (6.6) with f = γ .
The manifold M̂φs,q1;1 (6.4) gives a realization of a one-parameter subfamily of manifolds (6.8)
for a = 1 , b = 0 , c = −1/q , d = 1 . Thus we call it the deformed Chazy Frobenius manifold.
6.2 Relationship to isomonodromic deformations
It was shown in [1] that the functions
Ω1 = − 1
πθ22θ
2
3
(
2dµ log θ4 +
1
µ+ q
)
, Ω2 = − 1
πθ23θ
2
4
(
2dµ log θ2 +
1
µ+ q
)
,
Ω3 = − 1
πiθ22θ
2
4
(
2dµ log θ3 +
1
µ+ q
) (6.9)
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satisfy the system of equations
dΩ1
dx
=
1
x
Ω2Ω3 ,
dΩ2
dx
= − 1
x− 1Ω1Ω3 ,
dΩ3
dx
=
1
x(x− 1)Ω1Ω2 ,
Ω21 +Ω
2
2 +Ω
2
3 = −1/4 ,
(6.10)
where
x =
λ3 − λ1
λ2 − λ1 .
The correspondence of notation in [1] to the one we use here is as follows: Ω
[1]
1 = Ω3, Ω
[1]
2 = iΩ1,
Ω
[1]
3 = −iΩ2, λ[1]1 = λ3, λ[1]2 = λ2, λ[1]3 = λ1 and iµ[1] = µ . The one-parameter solutions (6.9)
were obtained as a certain limit of the general two-parametric family of solutions of (6.10) found
in [7, 1].
For any solution {Ω1,Ω2,Ω3} to the system (6.10) the formulas
β12 =
Ω3
λ1 − λ2 , β23 =
Ω1
λ2 − λ3 , β13 =
Ω2
λ3 − λ1 (6.11)
give rotation coefficients of some metric on the space M̂1;1 which corresponds to a locally defined
Frobenius structure ([3], Proposition 3.5). The above system (6.10) implies the flatness of this
metric (equations (2.25)-(2.26)) and the following relation on the rotation coefficients:
3∑
k=1
λk∂λkβij = −βij . (6.12)
Proposition 3 The rotation coefficients of the deformations M̂φ,q1;1 of Frobenius structures M̂
φ
1;1
coincide with the coefficients (6.11) built from the solutions Ωi (6.9) to system (6.10).
Proof. The space M̂1;1 is the space of coverings of CP
1 which have four simple ramification
points P1, P2, P3 and ∞0 . The Frobenius structures M̂φ,q1;1 described in Section 3 have rotation
coefficients β12 = Wq(P1, P2)/2, β13 = Wq(P1, P3)/2 and β23 = Wq(P2, P3)/2 . Let us choose
the a-cycle to encircle points P1 and P3, and the b-cycle to encircle P2 and P3 . Then we have∫ P1
∞0
ω =
µ
2
,
∫ P2
∞0
ω =
1
2
,
∫ P3
∞0
ω =
µ
2
+
1
2
, (6.13)
where ω is the normalized holomorphic differential ω = dλ
/(
4w
√
(λ− λ1)(λ− λ2)(λ− λ3)
)
.
For the bidifferential W (P,Q) := dPdQ log θ1(
∫ Q
P ω) , using relations (6.13), we get
W (P1, P2) = −ω(P1)ω(P2)θ
′′
3
θ3
, W (P1, P3) = −ω(P1)ω(P3)θ
′′
2
θ2
,
W (P2, P3) = −ω(P2)ω(P3)θ
′′
4
θ4
,
where θ1(z) = −θ[1/2, 1/2](z) and θ2 = θ[1/2, 0](0), θ3 = θ[0, 0](0), θ4 = θ[0, 1/2](0) are the
standard theta-constants. Then, using the Thomae formulas [5]
π2θ42 = (2ω)
2(λ3 − λ1) , π2θ44 = (2ω)2(λ2 − λ3) , π2θ43 = (2ω)2(λ2 − λ1) ,
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and the heat equation for theta functions, ∂2zzθ[p, q](z) = 4πi∂µθ[p, q](z) , we find that the
rotation coefficients βij =Wq(Pi, Pj)/2 are given by (6.9), (6.11). ✷
The system (6.10) arises in the context of isomonodromic deformations of the matrix differ-
ential equation
dΨ
∂λ
=
(
A0
λ
+
A1
λ− 1 +
Ax
λ− x
)
Ψ,
where A0, A1, Ax ∈ sl(2,C) and Ψ ∈ SL(2,C) . A solution Ψ to this system has regular
singularities at the points λ = 0, λ = 1, λ = x and λ = ∞ . Monodromy matrices Mγ are
defined for a closed path γ : [0, 1]→ C \ {0, 1, x} encircling a singularity by
Ψ(γ(1)) = Ψ(γ(0))Mγ .
The isomonodromy condition is the requirement for monodromy matrices to remain constant as
x varies. This is equivalent to the Schlesinger system for the matrices A :
dA0
dx
=
[Ax, A0]
x
,
dA1
dx
=
[Ax, A1]
x− 1 ,
dAx
dx
= − [A
x, A0]
x
− [A
x, A1]
x− 1 . (6.14)
This system implies that the functions tr(A0)2, tr(A1)2, tr(Ax)2 are constant. If we fix them to
be all equal 1/8 then the functions
Ω21 = −(
1
8
+ trA1Ax), Ω22 = −(
1
8
+ trA0Ax), Ω23 = −(
1
8
+ trA0A1)
give a solution to the system (6.10). The system (6.10) is also equivalent to the Painleve´-VI
equation with coefficients (1/8,−1/8, 1/8, 3/8) , see [3], Appendix E, and [7, 1, 8].
6.3 Real double of deformed Chazy Frobenius manifold
Let us fix an imaginary constant q and consider the real Hurwitz space M̂ real1;1 with coordinates
{λk; λ¯k} outside the subspace defined by µΩ = −q , where µΩ := µµ¯/(µ¯ − µ) =
∮
b
∮
bΩ(P,Q) .
The construction of a real double M̂ realΦs,q1;1 of the deformed Chazy Frobenius manifold M̂
φs,q
1;1
is based on the primary differential Φs (see (4.1)). The differential Φs on a genus one surface is
given by
Φs(ς) =
q
µΩ + q
(
µ¯
µ¯− µω(ς) +
µ
µ− µ¯ω(ς)
)
. (6.15)
The set of flat coordinates {ξA} of the corresponding metric ds2Φs (4.4) is given by the following
six functions:
t1 := s = − q
µΩ + q
Re
{
µ¯
µ¯− µ
∫ x+2ω
x
(℘(ς) + c)
dς
w
}
− q
µΩ + q
µ¯
µ¯− µ
∮
b
(℘(ς) + c) ,
t2 := t
0;1 =
q
µΩ + q
µ¯
µ¯− µ
1
w
, t3 := r =
q
µΩ + q
µΩ
2πi
,
t4 := t = − q
µΩ + q
Re
{
µ¯
µ¯− µ
∫ x+2ω′
x
(℘(ς) + c)
dς
w
}
,
t5 := t
0;1 = t¯2 , t6 := u =
q
µΩ + q
1
2πi
µ¯
µ¯− µ .
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The metric ds2Φs in these coordinates is constant: ds
2
Φs = (dt2)
2/2+(dt5)
2/2−2dt1dt3+2dt4dt6 .
The prepotential (4.10) has the form:
FΦs = −
1
4
t1t
2
2 −
1
4
t1t
2
5 +
1
2
t21t3 −
1
2
t1t4(2t6 − 1
2πi
)
+ t−13
(
1
4
t22t4(t6 −
1
2πi
) +
1
4
t4t
2
5t6 +
1
2
t24t6(t6 −
1
2πi
) +
1
16
t22t
2
5
)
+
1
32
t42
(
− 1
4πi(t6 − t3/q)2 γ
(
t3
t6 − t3/q
)
+ t−13 −
1
2πit3(t6 − t3/q)
)
+
1
32
t45
(
− πi
(2πit6 − 1)2 γ
(
2πit3
1− 2πit6
)
+ t−13 + t
−1
3 (2πit6 − 1)−1
)
.
(6.16)
The prepotential FΦ is a quasihomogeneous function: for any nonzero constant κ it satisfies
Fφs(κt1, κ
1/2t2, κ
0t3, κt4, κ
1/2t5, κ
0t6) = κ
2Fφs(t1, . . . , t6) .
The Euler vector field (3.7) in coordinates (6.2) is given by: E = t1∂t1+t2/2∂t2+t4∂t4+t5/2∂t5 .
The G-function (5.8) up to an additive constant has the form:
G = − log
{
η
(
t3
t6 − t3/q
)
η
(
2πit3
1− 2πit6
)
(t2t5)
1
8
(
t3
(t6 − t3/q)(2πit6 − 1)
) 1
2
}
, (6.17)
where we used the following relation for the Dedekind function: η(µ) = η(−µ¯) .
The G-function (6.17) and the prepotential (6.16) coincide with the corresponding objects
of the real double construction of [14] in the limit q→∞ .
Open problems
Proposition 3 of Section 6.2 shows that rotation coefficients of the flat metric of the simplest
deformed Frobenius manifold M̂φs,q1;1 are given by formulas (6.11) with {Ω1,Ω2,Ω3} being a one-
parameter family (6.9) of solutions to the system (6.10). The general solution to the system
(6.10) which was found in [7, 1] depends on two parameters. For this solution, formulas (6.11)
define rotation coefficients which also correspond [3] to a Frobenius structure. The natural
question is to find those structures which give a two-parametric deformation of Dubrovin’s
Hurwitz Frobenius manifold in genus one. The second problem will be to possibly generalize such
deformations to Hurwitz spaces in arbitrary genus and find real doubles of obtained structures.
Present work provides an indication that the construction of “real doubles” of Dubrovin’s
Hurwitz Frobenius manifolds, proposed in [14], might have a universal character. To find a
natural real double construction for an arbitrary Frobenius manifold and to clarify its meaning
in applications to quantum cohomologies and other areas where Frobenius manifolds play a
significant role is an interesting direction for further study.
Acknowledgments. I thank D. Korotkin for useful discussions.
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