Advances in empirical population genetics have made apparent the need for models that simultaneously account for selection and demography. To address this need, we here study the Wright-Fisher diffusion under selection and variable effective population size. In the case of genic selection and piecewise-constant effective population sizes, we obtain the transition density function by extending a recently developed method for computing an accurate spectral representation for a constant population size. Utilizing this extension, we show how to compute the sample frequency spectrum (SFS) in the presence of genic selection and an arbitrary number of instantaneous changes in the effective population size. We also develop an alternate, efficient algorithm for computing the SFS using a method of moments. We apply these methods to answer the following questions:
Introduction
. Fisher (1930) derived the equilibrium solution for the allelic spectrum of L , which acts on f as
where the diffusion and drift terms are given by b(x; t) = x(1 − x)/ρ(t) and a(x) = σx(1 − x), 108 respectively. The dependence of the diffusion term on time introduces considerable challenges
while the speed density π i is given (up to a constant) by
(2)
Given real-valued functions f and g on [0, 1] that satisfy appropriate boundary conditions and 120 are square integrable with respect to some real positive density h, we use f, g h to denote For the epoch [t i , t i+1 ), let the transition density be denoted by p i (t; x, y), where t ∈ [t i , t i+1 ), 123 X t i = x and X t = y. Under the initial condition p i (t i ; x, y) = δ(x − y), the spectral representation 124 of p i (t; x, y) is given by
where −Λ i n and Φ i n are the eigenvalues and eigenfunctions of L i , respectively. That is,
It can be shown that the eigenvalues are all real and non-positive. Furthermore,
with Λ i n → ∞ as n → ∞. The associated eigenfunctions {Φ i n (x)} ∞ n=0 form an orthogonal basis of corresponding eigenvalues are −λ i n , with 135 λ i n = n + 2 2
Similar to Song and Steinrücken (2012) , define H i n (x) as
Then, {H i n (x)} ∞ n=0 form an orthogonal system with respect to the weight function π i (x). By directly 137 applying the full generator L i to H i n (x), we observe that H i n (x) are not eigenfunctions of L i .
138
Instead, we obtain
where Q(x; σ) = 1/2 · σ 2 x(1 − x). However, since both {H i n (x)} ∞ n=0 and {Φ i n (x)} ∞ n=0 are orthogonal 140 with respect to the same weight function π i (x), and {H i n (x)} ∞ n=0 form a basis of L 2 ([0, 1], π i ), we 
Furthermore, the fact that Φ i n (x) is an eigenfunction of L i with eigenvalue −Λ i n implies that 143 {u i n,m } ∞ m=0 and Λ i n satisfy the following equation: . . .
where λ i n is as defined in (4) The transition density expansion (3) can be obtained by numerically solving the eigensys-147 tem (8). Denote the infinite-dimensional matrix on the left hand side of (8) by W i . The eigenvalues Λ i n of W i correspond (up to a sign) to the eigenvalues of L i , and the associated eigenvectors 149 u i n = u i n,0 , u i n,1 , u i n,2 , . . . T of W i determine the eigenfunctions of L i via (7) . Let W i , respectively.
152
The truncated eigensystem
can then be used to approximate (8). This finite-dimensional linear system can be easily solved 154 numerically. Since the truncated versions of the eigenvalues and eigenvectors converge rapidly as 155 D increases, an accurate approximation of the transition density (3) can be efficiently obtained.
156
The rapid convergence behavior of the eigenvalues is illustrated in Figure 1 . As one would expect, 157 the truncation level D required for convergence is higher when modeling a large population (cf.
158 Figure 1b ) compared to the basic selection model (cf. Figure 1a ), while convergence is fast in 159 a model with smaller population size (cf. Figure 1c ). This is because the necessary truncation 160 level correlates with the effective strength of selection, which is higher in large populations and 161 lower in small populations. Therefore, for a fixed selection coefficient s, large populations are 162 computationally more demanding than small populations.
163
The transition density for the entire period [τ 0 , τ ) with K epochs 164 Suppose X τ 0 = x and X τ = y. The transition density p(τ 0 , τ ; x, y) for the entire period [τ 0 , τ ) is 165 obtained by combining the transition densities for the K epochs as follows:
where x i denotes the allele frequency at the change point t i . Using (3), we can write (10) as 
In general, S i is not a diagonal matrix since Φ i n (z) and Φ i+1 m (z) are not orthogonal with respect to
In the Appendix, we show that the entry (n, m) of S i is given by
Note that the last line of (12) does not depend on n or m, so it needs to be computed only once.
173
The overall computational time for evaluating p(τ 0 , τ ; x, y) scales linearly with the number K of 174 epochs.
175
To better understand the joint impact of selection and demography on the transition density 176 function, we consider two scenarios, where p(0, τ ; x, y) is simply denoted as p(τ ; x, y). whereas an additional phase of a reduced population size (cf. Figure 2c ) increases the variance 181 relative to a population of a constant size. Figure 3 illustrates the same scenarios with a fixed 182 transition time and varying selection coefficients.
183
The sample frequency spectrum (SFS)
184
The transition density function approach 185 The transition density function derived in the previous section can be employed to obtain the SFS 186 of a sample. Consider a sample of size n obtained at time t = τ . The probability that the A 1 allele with frequency x at time t = τ 0 is observed b times in the sample is (Griffiths 2003)
For piecewise-constant population size models with K epochs, a spectral representation of 189 p(τ 0 , τ ; x, y) can be found via (11) and evaluating (13) involves computing the integral
For l ≥ 0, using (2), (5), and (7), we obtain The sample frequency spectrum (SFS) q n,b (τ ) is the probability distribution on the number b of 194 mutant alleles in a sample of size n taken at time τ , conditioned on segregation. For 1 ≤ b ≤ n − 1, 195 q n,b (τ ) is given by
In (15) to describe population allele frequency changes and introduce mutations by an appropriate bound-210 ary condition. Slightly modifying their notation, we use f (y, t)dy to denote the expected number of 211 sites where the mutant allele has a frequency in (y, y + dy), with 0 < y < 1, at time t. The forward 212 equation is
where the diffusion term b(y; t) = y(1 − y)/ρ(t), the drift term a(y) = σy(1 − y), the scaled selection 214 coefficient σ, and the population size function ρ(t) are defined as before. The influx of mutations 215 is incorporated into this process via the boundary conditions
The resulting polymorphic sites follow the dynamics of (16) thereafter. Note that this differs from 217 the diffusion process studied in the previous section, as the influx of mutations is now explicitly 218 modeled.
219
Again, it is analytically more practical to consider the corresponding backward equation, which 220 is obtained by setting g(y, t) := y(1 − y)f (y, t). This substitution transforms the forward equation 221 for f (y, t) into a backward equation for g(y, t), which is essentially given by (1) for the moments µ j (t) = ∞ 0 y j g(y, t)dy:
where µ ′ j (t) = dµ j (t)/dt. A similar system of ODEs was derived and solved by Kimura (1955a) for 225 a neutral scenario with a constant population size and without mutations. For σ = 0, the above 226 system is finite and can be solved explicitly (Živković and Stephan 2011). In the case of selection (σ = 0), on the other hand, the system is infinite and obtaining an explicit solution for an arbitrary 228 ρ is a challenging problem, even if the system is truncated by setting µ j (t) = 0 for j ≥ D.
229
From now on, assume µ j (t) ≡ 0 for j ≥ D and rewrite the truncated system of ODEs in matrix 230 form as
where
The formal solution of (20) cannot be written in terms of a matrix exponential 234 but only as a Peano-Baker series (Baake and Schlägel 2011) for arbitrary ρ, which can be numer-235 ically quite demanding. Therefore, we focus on the case of piecewise constant ρ and develop an 236 efficient method to solve the truncated system of ODEs.
237
We first consider ρ(t) ≡ c 0 (i.e., a constant population size), for which the solution of (20) takes 238 the form of a matrix exponential given by 239
Let −λ k , (l k,0 , . . . , l k,D−1 ), and (r 0,k , . . . , r D−1,k ) T respectively denote the eigenvalues, row eigen- 
It is intractable to find closed-form expressions of −λ k , l ki , and r jk , but, for a given truncation level D, they can be computed numerically. Depending on the details of the model under consideration, it might be more efficient to solve (21) numerically rather than applying the more analytic form 244 given in (22). 245 We now investigate the equilibrium solution of (22), since it can be applied as an initial condi- i (0) ≡ 0, and letting t → ∞, we obtain the moments at equilibrium as
For D sufficiently large, this result is numerically close to the exact solutionμ j . The latter can also 250 be obtained as follows. The equilibrium population frequency spectrum is given by (Fisher 1930)
The sampled version can be easily found via binomial sampling as in (13):
For σ = 0, the momentsμ j ofĝ(y) = y(1 − y)f (y) are given by
which can be solved as in (21). For
where M (t i ), for 1 ≤ i ≤ K − 1, is recursively given by
The initial condition M (t 0 ) is either chosen as the equilibrium solution described above or the zero 259 vector, which corresponds to the case of all loci being monomorphic at time t 0 = τ 0 .
260
The accuracy of the above framework depends on how fast the truncated moments µ
verge to zero as D increases. In general, the truncated moments converge faster for negative than 262 for positive σ, and for instantaneous declines compared to instantaneous expansions (cf. Figure 4 ).
263
For a large positive σ, a higher truncation level D may be required to achieve the desired accuracy.
264
Finally, the allelic spectrum f n,b (τ ), for 1 ≤ b ≤ n − 1, of a sample of size n taken at time τ can be 265 obtained from the moments µ j (τ ) via (26) and by using the relationship
The SFS q n,b (τ ) at time τ is then given by
The joint impact of a population bottleneck and selection on the SFS is illustrated in Figure 5 Figure 5c) Under the assumption that the considered sites are independent, the log-likelihood of a model Consider the bottleneck model illustrated in Figure 6 . Note that the present relative size c S is 303 fixed to 1, i.e., here the present population size is used as the reference population size N ref . First, 304 we consider the scenario where the ancestral population size c 0 prior to the bottleneck is allowed to vary. In this case, the model has five free parameters: c 0 , the initial population size; c B , the population size during the bottleneck; t B , the duration of the bottleneck; t S = τ − t B , the time size on the SFS. In summary, we note that assuming a too simplistic demographic model can lead to large errors in parameter estimation.
370
Testing a dataset of Drosophila melanogaster 371 Here, we apply our method to analyze a dataset which has been recently used to estimate the 372 joint demographic history of several populations of Drosophila melanogaster (Duchen et al. 2013 ).
373
The dataset consists of 12 sequences from a Zimbabwe population comprising 197 non-coding loci; 374 and within each locus there are between 1 and 41 segregating sites (3234 polymorphic sites in 375 total). We carry out our analysis based on the bottleneck model of the previous section assuming 376 that the current and the ancestral population sizes are allowed to differ, assuming either neutrality 377 or selection on the derived variant. Since purifying selection is assumed to be more prevalent than 378 positive selection in intronic and intergenic regions of African Drosophila, we focus on a negative 379 selection coefficient in our analysis.
380
We primarily use all segregating sites in our analysis. However, whereas the loci are scattered 381 over the genome with at least tens of thousands of bases apart, the sites within each locus are 382 tightly linked and hence are not independent. To study the effect of this discrepancy between the 383 theoretical independence assumption underlying our method and the data, we also try using a 384 subset of presumably independent sites by sampling one from each locus.
385
To begin with, a coarse maximum likelihood estimate of (ĉ 0 ,σ,ĉ B ,t B ,t S ) = (1, 0, 0.05, 0.1, 0.1) MLEs from the bootstrap samples are shown in Table 6 , and, e.g., the confidence interval of the 390 estimate of the ancestral population size (ĉ 0 ) spans nearly the entire given parameter range.
391
This suggests to improve the parameter estimates by successively refining the grid. The param- It might be tempting to assume that the excess of high-frequency derived variants in the ob-433 served data might be a result of weak positive selection. Therefore, we conducted an equivalent 434 analysis as above, starting from the same grid with inverted signs for the selection coefficients. to severely counteract each other so that the requirements of both ends of the SFS can be met.
443
A model of human exponential population growth 444 We now demonstrate the utility of our method to investigate population size histories containing 445 epochs of exponential growth in combination with selection. To this end, we adopt the following 
where c is the ratio of population sizes after and before the instantaneous expansion, which can be 454 dated arbitrarily, so we set the time of this expansion to zero. R is the scaled exponential growth 455 rate, t e is the time at which the expansion started, and τ is the time of sampling (the present). can be chosen to approximate the exponential growth phase via a geometric growth function:
with times t i = t e + log (1 + δ) i−1 (2 + δ)/2 /R, i = 1, . . . , i τ . Here, the number of population size 462 changes during the phase of exponential growth is given by
Varying the growth rate δ determines the number of discretization intervals used.
464
The SFS (28) of the discretized version is obtained straightforwardly from (26) and (27). For 465 the demographic parameters given above, we computed the SFS for various sample sizes up to 466 200 and we used δ = 1/4, which was chosen large enough to provide reasonable fast computation 467 times but sufficiently small to provide a good approximation of the exponential growth model. In which intronic and intergenic loci were sequenced and used for the parameter estimation.
529
For the first part of Applications, we generated data for the estimation procedure by sampling 530 a large number of sites from the SFS of a bottleneck model varying the strength of selection. We 531 assumed the same and also a slightly less complex model with five and four free parameters, re-532 spectively, for the parameter estimation. We demonstrated that our method can accurately estimate 533 the parameters in the majority of the bottleneck scenarios, but less so, when the simpler model is 534 assumed. The time since the bottleneck was retrieved in most of the cases even when assuming the 535 simpler model. It is interesting to note that even when the datasets simulated with selection are an-536 alyzed assuming neutrality, the time since the bottleneck was quite robustly inferred except for the 537 briefest one being estimated under the simpler 4-parameter model. This result is quite promising 538 with respect to the many published demographic estimates that have been obtained assuming neu-539 trality, because the time since the last demographic change might not be subject to major changes.
540
However, this result has to be investigated further in more realistic models that also include phases 541 of exponential growth, which can be studied based on our results as well. Our results encourage 542 the application of rather complex than too simple demographic models anyway.
543
In the African Drosophila sample, no or barely any negative selection was inferred, which might 544 simply be a result of well chosen neutral markers that barely experienced selection. Furthermore,
545
it turned out to be difficult to pinpoint in particular the ancestral population size and the duration Appendix. Derivation of (12) Here, we derive the expression shown in (12). Using (2), (5), and (7), note that
is a polynomial of order k + l + 2, its jth 655 derivative vanishes for j ≥ k + l + 3. Using integration by parts recursively k + l + 2 times, we
Note that the summand for j = 0 in the previous equation is equal to zero and will be omitted in 658 the remainder.
The modified Gegenbauer polynomials are defined as 661 G n (x) = −x(1 − x)(n + 1) · 2 F 1 (−n, n + 3; 2; 1 − x), where 2 F 1 (a, b; c; z) = j≥0 a (j) b (j) /c (j) z j /j! is the Gauss hypergeometric function, 662 d (0) = 1, and d (j) = d(d + 1) · · · (d + j − 1), j ≥ 1. Applying this definition, we obtain
.
Note that the sums are finite, since (−a) (b) = 0 for integers a < b. It is simple to show that
By applying this result we obtain, after some algebra, The underlying bottleneck model is illustrated in Figure 6 . Grid values c 0 ≥ c B are considered for the 5parameter model, whereas c 0 = c S in the 4-parameter model. The grid values for the remaining parameters are applied in both scenarios. The ratio of two consecutive values remains constant between (and including the) two subsequent bold entries. SFS were computed for the true parameters and the demography illustrated in Figure 6 (c 0 = 1/2, c S = 1). Then, 10,000 sites were sampled according to the SFS of the neutral and the selective scenario, and this procedure was repeated 200 times each. The log-likelihood values were maximized over the parameter spaces as specified in the main text, and the table reports the median, the 0.05 and the 0.95 quantiles. The four cases correspond to assuming (A1) neutrality when σ = 0, (A2) neutrality when σ = −2, (A3) presence of selection when σ = −2, and (A4) presence of selection when σ = 0. 
Constant population size (0.500, 1.00, 1.10 −t S ,t S ) (0.100, 1.000, 0.523 −t S ,t S ) SFS were computed for the following demographic scenarios and selection coefficients. In terms of the demography, either a constant population size was assumed, or a bottleneck model according to Figure 6 with parameters c 0 = 1/2, c B = 1/10, c S = 1, t B = 1/10 and t S = 1/200, 1/20 or 1/2. The selection coefficients are σ = −1/2 and −2. The parameter estimates were obtained according to the procedure and the parameter spaces described in the main text and by assuming neutrality in each case. In the first row, and in the forth row, second column, we obtainedĉ B = 1, i.e. an instantaneous expansion occurs as the only size changet B +t S before sampling. Table 4 Parameter estimation results based on 10,000 sampled sites when the ancestral population size c 0 is incorrectly assumed to equal the current size c S , while the true model has c 0 = 1/2 and c S = 1. SFS were computed for the true parameters and the demography illustrated in Figure 6 (c 0 = 1/2, c S = 1). Then, 10,000 sites were sampled according to the SFS of the neutral and the selective scenario, and this procedure was repeated 200 times each. The log-likelihood values were maximized over the 4-parameter space (where c 0 = c S is assumed), and the table reports the median, the 0.05 and the 0.95 quantiles. The four cases correspond to assuming (A1) neutrality when σ = 0, (A2) neutrality when σ = −2, (A3) presence of selection when σ = −2, and (A4) presence of selection when σ = 0. The demographic history was estimated with and without selection for the demographic model illustrated in Figure 6 for the entire dataset of 3234 polymorphic sites. The estimation procedure is described in the main text. The estimated parameters given at the top of the table were used to generate 200 frequency spectra consisting of 3234 polymorphic sites each for the neutral and the selective model, respectively. We estimated the neutral demography for each neutral subsample and the demography with selection for each selective dataset, before the median, the 0.05 and the 0.95 quantiles were evaluated. The demographic history was analyzed with and without selection for the demographic model illustrated in Figure 6 for the entire dataset of 3234 polymorphic sites. The maximum likelihood estimates and their likelihood values L were obtained for various predefined ancestral population sizes and based on a gradually refined grid as described in the main text. 
