Opioid substitution and syringes exchange programs have drastically reduced hepatitis C virus (HCV) spread in France but HCV sexual transmission in men having sex with men (MSM) has recently arisen as a significant public health concern. The fact that the virus is transmitting in a heterogeneous population, with 'new' and 'classical' hosts, makes prevalence and incidence rates poorly informative.
those who are HIV-negative and do not use PrEP may remain undiagnosed and untreated for years. 23 In general, we know little about the population size and practices of HIV-negative MSM who do not 24 use PrEP. All these epidemiological events could jeopardize the goal of HCV elimination by creating 25 a large pool of infected and undiagnosed patients, which could fuel new infections in intersecting 26 populations. Furthermore, the epidemiological dynamics of HCV infection have mostly been studied 27 in intravenous drug users (IDU) [16] [17] [18] [19] and in the general population [20, 21] . Results from these 28 populations are not easily transferable to other populations, which calls for a better understanding 29 of the epidemiological characteristics of HCV sexual transmission in MSM. 30 Given the lack of knowledge about the focal population driving the increase in HCV incidence, 31 we analyse virus sequence data with phylodynamics methods. This research field has been blooming 32 over the last decade and hypothesizes that the way rapidly evolving viruses spread leaves 'footprints' 33 in their genomes [22] [23] [24] . By combining mathematical modelling, statistical analyses and phylogenies 34 of infections, where each leaf corresponds to the virus sequence isolated from a patient, current 35 methods can infer key parameters of viral epidemics. This framework has been successfully applied to 36 other HCV epidemics [25] [26] [27] [28] , but the ongoing one in Lyon is challenging to analyze because the focal 37 population is heterogeneous, with 'classical' hosts (typically HIV-negative patients infected through 38 nosocomial transmission or with a history of opioid intravenous drug use or blood transfusion) 39 and 'new' hosts (both HIV-infected and HIV-negative MSM, detected during or shortly after acute 40 HCV infection phase, potentially using recreational drugs such as cocaine or cathinones). Our 41 phylodynamics analysis relies on an Approximate Bayesian Computation (ABC, [29] ) framework 42 that was recently developed and validated [30] . 43 Assuming an epidemiological model with two host types, 'classical' and 'new' (see the Methods), 44 we use dated virus sequences to estimate the date of onset of the HCV epidemics in 'classical' and 45 'new' hosts, the level of mixing between hosts types, and, for each host type, the duration of the 46 infectious period and the effective reproduction ratio (i.e. the number of secondary infections, [31] ). 47 We find that the doubling time of the epidemics is one order of magnitude lower in 'new' than in 48 'classical' hosts, therefore emphasising the urgent need for public health action.
49

Results
50
The phylogeny inferred from the dated virus sequences shows that 'new' hosts (in red) tend to be 51 grouped in clades ( Figure 1 ). This pattern suggests a high degree of assortativity in the epidemics 52 (i.e. hosts tends to infect hosts from the same type). The ABC phylodynamics approach allows us 53 to go beyond a visual description and to quantify several epidemiological parameters. As for any Bayesian inference method, we need to assume a prior distribution for each parameter. 55
These priors, shown in grey in Figure 2 , are voluntarily designed to be large and uniformly distributed 56 so as to be as little informative as possible. One exception is the date of onset of the epidemics, 57
for which we use as a prior the output of the phylogenetic analysis conducted in Beast (see the 58
Methods). We also assume the date of the 'new' hosts epidemics to be posterior to 1997 based on 59 epidemiological data.
60
The inference method converges towards posterior distributions for each parameter, which 61 are shown in red in Figure 2 . The estimate for the origin of the epidemic in 'classical' hosts is 62 1977 [1966; 1981] 
78
To better apprehend the differences between the two host types, we compute the epidemic 79 doubling time (t D ), which is the time for an infected population to double in size. t D is computed 80 for each type of host, assuming complete assortativity (see the Methods). We find that for the 81 'classical' hosts, before 1997 t shown in Supplementary Figure S2 . 85 Supplementary Figure S3 shows the correlations between parameters based on the posterior 86 distributions. We mainly find that the R 0 in 'classical' hosts after the introduction of the third 87 generation of HCV detection tests (i.e. R is also slightly negatively correlated to γ 1 , 90 which probably comes from the fact that for a given R 0 , epidemics with a longer infection duration 91 have a lower doubling time and therefore a weaker epidemiological impact. Overall, these correlations 92 do not affect our main results, especially the pronounced difference in infection periods (γ 1 and γ 2 ). 93
To validate these results, we perform a parametric bootstrap analysis by simulating phylogenies 94 using the resulting posterior distributions to determine whether these are similar to the target 95 dataset (see the Methods). In Figure 3 (a), we see that the target data in red, i.e. the summary 96 statistics from the phylogeny shown in Figure 1 , lies in the middle of the phylogenies simulated 97 using the posterior data. If we use the 95% HPD of the posterior but assume a uniform distribution 98 instead of the true posterior distribution, we find that the target phylogeny lies outside the cloud of 99 simulations (see Figure 3 (b)). These results confirm that the posterior distributions we infer are 100 highly informative.
101
To further explore the robustness of our inference method, we use simulated data to perform 102 a 'leave one out' cross-validation (see the Methods). As shown in Supplementary Figure S5 , the 103 relative error made for each parameter inference is limited and comparable to what is found using a 104 simpler model [30] . Two exceptions are the rate at which 'new' hosts clear the infection (γ 2 ) and 105 their level of assortativity (a 2 ). This is likely a consequence of our choice of summary statistics, 106
which is optimised to analyse a phylogeny with a high degree of assortativity (high values of a 1 and 107 a 2 ).
108
Finally, to evaluate the impact of phylogenetic reconstruction uncertainty, we perform a supple-109 mentary analysis using 10 additional trees from the Beast posterior distribution. In Supplementary 110 figure S6, we show that the posterior distributions estimated by our ABC method are qualitatively 111 similar with all these trees. poorly informative with such a heterogeneous population. To circumvent this problem, we used HCV 120 sequence data, which we analysed using phylodynamics. In order to account for host heterogeneity, 121
we extended and validated an existing Approximate Bayesian Computation framework [30] .
122
From a public health point of view, our results have two major implications. First, we find a 123 strong degree of assortativity in both 'classical' and 'new' host populations. The virus phylogeny 124 does hint at this result ( Figure 1 ) but the ABC approach allows us to quantify the pattern and to 125
show that assortativity may be higher for 'classical' hosts. The second main result has to do with 126 the striking difference in doubling times. Indeed, the current spread of the epidemics in 'new' hosts 127 appears to be at least comparable to the spread in the 'classical' hosts in the early 1990s before the 128 advent of the third generation tests. That the duration of the infectious period in 'new' hosts is in the 129 same order of magnitude as the time until treatment suggests that the majority of the transmission 130 events may be occurring during the acute phase. This underlines the necessity to act rapidly upon 131 detection, for instance by emphasising the importance of protection measures such as condom use and 132 by initiating treatment even during the acute phase [34] . A better understanding of the underlying 133 contact networks could provide additional information regarding the structure of the epidemics and, 134
with that respect, next generation sequence data could be particularly informative [35] [36] [37] .
135
Some potential limitations of the study are related to the sampling scheme, the assessment of 136 the host type, and the transmission model. Regarding the sampling, the proportion of infected 137
'new' host that are sampled is unknown but could be high. For the 'classical' hosts, we selected 138 a representative subset of the patients detected in the area but this sampling is likely to be low. 139
However, the effect of underestimating sampling for the new epidemics would be to underestimate 140 its spread, which is already faster than the classical epidemics. In general, implementing a more 141 realistic sampling scheme in the model would be possible but it would require a more detailed model 142
and more data to avoid identifiability issues. Regarding assignment of hosts to one of the two types, 143 this was performed by clinicians independently of the sequence data. The main criterion used was 144 the infection stage (acute or chronic), which was complemented by other epidemiological criteria 145 resistance mutations on the R 0 of HIV strains [39] . Both of these are implemented in Beast2. 160
However,the birth-death model is unlikely to be directly applicable to our HCV epidemics because 161 it links the two epidemics via mutation (a host of type A becomes a host of type B), whereas in our 162 case the linking is done via transmission (a host of type A infects a host of type B).
163
Overall, we show that our ABC approach, which we validated for simple epidemiological models 164 such as Susceptible-Infected-Recovered [30] , can be applied to more elaborate models that current 165 phylodynamics methods have difficulties to capture. Further increasing the level of details in the 166 model may require to increase the number of simulations but also to introduce new summary statistics. 167
Another promising perspective would be to combine sequence and incidence data. Although this 168 could not be done here due to the limited sampling, such data integration can readily be done with 169 regression-ABC. We assume a Birth-Death model with two hosts types (Supplementary Figure S1) with 'classical' 211 hosts (numbered 1) and new hosts (numbered 2). This model is described by the following system 212 of ordinary differential equations (ODEs): Table 1 . Prior distributions for the birth-death model parameters over the three time intervals. t 0 is the date of origin of the epidemics in the studied area, t 1 is the date of introduction of 3 rd generation HCV tests, t 2 is the date of emergence of the epidemic in 'new' hosts and t f is the time of the most recent sampled sequence.
Interval
[t 2 , t 3 ] Unif(0, 10)
In the model, transmission events are possible within each type of hosts and between the two types 214 of hosts at a transmission rate β. Parameter ν corresponds to the transmission rate differential 215 between classical and new hosts. Individuals can be 'removed' at a rate γ 1 from an infectious 216 compartment (I 1 or I 2 ) via infection clearance, host death or change in host behaviour (e.g. condom 217 use). The assortativity between host types, which can be seen as the percentage of transmissions 218 that occur with hosts from the same type, is captured by parameter a i .
219
The effective reproduction number (denoted R 0 ) is the number of secondary cases caused by an 220 infectious individual in a fully susceptible host population [31] . We seek to infer the R 0 from the 221 classical epidemic, denoted R 
223
The doubling time of an epidemics (t D ) corresponds to the time required for the number of 224 infected hosts to double in size. It is usually estimated in the early stage of an epidemics, when 225 epidemic growth can assumed to be exponential. To calculate it, we assume perfect assortativity 226 (a 1 = a 2 = 1) and approximate the initial exponential growth rate by β − γ 1 for 'classical' hosts and 227 νβ − γ 2 for 'new' hosts. Following [45] , we obtain t The prior distributions used are summarized in Table 1 and shown in Figure 2 . 235 To simulate phylogenies, we use a simulator implemented in R via the Rcpp package. This is done 236 in a two-step procedure. First, epidemiological trajectories are simulated using the compartmental 237 model in equation 1 and Gillespie's stochastic event-driven simulation algorithm [46] . The number of 238 individuals in each compartment and the reactions occurring through the simulations of trajectories, 239 such as recovery or transmission events, are recorded. Using the target phylogeny, we know when 240 sampling events occur. For each simulation, each sampling date is randomly associated to a host 241 compartment using the observed fraction of each infection type (here 68% of the dates associated 242 with 'classical' hosts type and 32% with 'new' hosts). Once the sampling dates are added to the 243 trajectories, we move to the second step, which involves simulating the phylogeny. This step starts 244 from the last sampling date and follows the epidemiological trajectory through a coalescent process, 245 that is backward-in-time. Each backward step in the trajectory can induce a tree modification: 246 a sampling event leads to a labelled leaf in the phylogeny, a transmission event can lead to the 247 coalescence of two sampled lineages or to no modification of the phylogeny (if one of the lineages is 248 not sampled). 249 We implicitly assume that the sampling rate is low, which is consistent with the limited number 250 of sequences in the dataset. We also assume that the virus can still be transmitted after sampling. 251 We simulate 71, 000 phylogenies from known parameter sets drawn in the prior distributions 252 shown in Table 1 . These are used to perform the rejection step and build the regression model in 253 the Approximate Bayesian Computation (ABC) inference.
254
ABC inference
255
Summary statistics 256
Phylogenies are rich objects and to compare them we break them into summary statistics. These 257 are chosen to capture the epidemiological information of interest. In particular, following an earlier 258 study, we use summary statistics from branch lengths, tree topology, and lineage-through-time 259 (LTT) [30] . 260 We also compute new summary statistics to extract information regarding the heterogeneity of the population, the assortativity, and the difference between the two R 0 . To do so, we annotate each internal node by associating it with a probability to be in a particular state (here the host type, 'classical' or 'new'). We assume that this probability is given by the ratio
where Y is a state (or host type). Each node is therefore annotated with n ratios, n being the 261 number of possible states. Since in our case n = 2, we only follow one of the labels and use the 262 mean and the variance of the distribution of the ratios (one for each node) as summary statistics. 263
In a phylogeny, cherries are pairs of leaves that are adjacent to a common ancestor. There are 264 n(n + 1)/2 categories of cherries. Here, we compute the proportion of homogeneous cherries for each 265 label and the proportion of heterogeneous cherries. We also consider pitchforks, which we define as 266 a cherry and a leaf adjacent to a common ancestor, and introduce three categories: homogeneous 267 pitchforks, pitchforks whose cherries are homogeneous for a label and whose leaf is labelled with 268 another trait, and pitchforks whose cherries are heterogeneous.
269
The Lineage-Through-Time (LTT) plot displays the number of lineages of a phylogeny over time. 270
In this plot, the number of lineages is incremented by one every time there is a new branch in the 271 phylogeny, and is decreased by one every time there is a new leaf in the phylogeny. We use the 272 ratios defined for each internal node to build a LTT for each label type, which we refer to as 'LTT 273 label plot'. After each branching event in phylogeny, we increment the number of lineages by the 274 value of the ratio of the internal node for the given label. This number of lineages is decreased by 275 one every time there is a leaf in the phylogeny. In the end, we obtain n = 2 LTT label plots.
276
Finally, for each label, we compute some of our branch lengths summary statistics on homogeneous 277 clades and heterogeneous clades present in the phylogeny. Homogeneous clades are defined by 278 their root having a ratio of 1 for one type of label and their size being greater than N min . For 279 heterogeneous clades, we keep the size criterion and impose that the ratio is smaller than 1 but 280 greater than a threshold . After preliminary analyses, we set N min = 4 leaves and = 0.7. We 281 therefore obtain a set of homogeneous clades and a set of heterogeneous clades, the branch lengths of 282 which we pool into two sets to compute the summary statistics of heterogeneous and homogeneous 283
clades. Note that we always select the largest clade, for both homogeneous and heterogeneous cases, 284
to avoid redundancy.
285
Regression-ABC 286 We first measure multicollinearity between summary statistics using variance inflation factors (VIF). 287
Each summary statistic is kept if its VIF value is lower than 10. This stepwise VIF test leads to the 288 selection of 88 summary statistics out of 234. 289 We then use the abc function from the abc R package to infer posterior distributions generated 290 using only the rejection step. Finally, we perform linear adjustment using an elastic net regression. 291
The abc function performs a classical one-step rejection algorithm [29] using a tolerance parameter 292 P δ , which represents a percentile of the simulations that are close to the target. To compute the 293 distance between a simulation and the target, we use the Euclidian distance between normalized 294 simulated vector of summary statistics and the normalized target vector.
295
Prior to linear adjustment, the abc function performs smooth weighting using an Epanechnikov 296 kernel [29] . Then, using the glmnet package in R, we implement an elastic-net (EN) adjustment, 297 which balances the Ridge and the LASSO regression penalties [47] . The EN performing a linear 298 regression, it is not subject to the risk of over-fitting that may occur for non-linear regressions 299 (e.g. when using neural networks, support vector machines or random forests).
300
In the end, we obtain posterior distributions for t 0 , t 2 , a 1 , a 2 , ν, γ 1 , γ 2 , R PCA.
our BD model, we also perform a 'leave-one-out' cross-validation as in [30] . This consists in inferring posterior distributions of the parameters from one simulated phylogeny, assumed to be the target phylogeny, using the ABC-EN method with the remaining 60, 999 simulated phylogenies. We run the cross-validation 100 times with 100 different target phylogenies. We consider three parameter distributions θ: the prior distribution, the prior distribution reduced by the feasibility of the simulations and the ABC inferred posterior distribution. For each of these parameter distributions, we measure the median and compute, for each simulation scenario, the mean relative error (MRE) such as:
where Θ is the true value. 
