Self-conjugate differential operator Width Relative width Let W and V be centrally symmetric sets in a normed space X. The relative Kolmogorov n-width of W relative to V in X is defined by
Let W and V be centrally symmetric sets in a normed space X. The relative Kolmogorov n-width of W relative to V in X is defined by
where the infimum is taken over all n-dimensional subspaces L n of X. Let P r (t) = and f (r) ∈ L q (T ) .
Introduction
Let R, Z, Z + denote the set of all real numbers, all integral numbers and all positive integral numbers, respectively. (iv) , where means the term v = 0 disappears if P r (0) = 0. When all t j = 0, j = 1, 2, . . . ,l, G r (t) is the usual Bernoulli function B r (t) which can be expressed as (see [7] ) B r (t) = As in [12] , denote by K q (P r ) the generalized Sobolev class of 2π -periodic smooth functions defined by
It is well known (see, for example, [12] ) that f ∈ K q (P r ) if and only if that it satisfies the following relations:
here f * g denotes the convolution of f and g defined by
It is easy to see that when all t j = 0, j = 1, 2, . . . ,l, K q (P r ) coincides with the usual Sobolev class W r q (T ) (see [7] ) which consists of 2π -periodic continuous functions f for which the (r − 1)th derivatives are absolutely continuous and the rth derivatives satisfy f (r) q 1. The notion of relative width has been introduced by V.N. Konovalov [4] . Let W and V be centrally symmetric sets in a normed space X . The Kolmogorov relative n-width of W relative to V in X is defined by
where the infimum is taken over all n-dimensional subspaces L n of X . When V = X , the Kolmogorov relative n-width K n (W , X, X) coincides with the usual Kolmogorov n-width of W in X , which we shall denote by d n (W , X). Obviously,
On the relative Kolmogorov n-width, for each r ∈ Z + , Konovalov in [4] first obtained
Here and further, the notation a n b n for sequences {a n } and {b n } of positive numbers means the existence of constants 0 < c 1 c 2 such that c 1 a n b n c 2 a n for all n ∈ Z + . 
The indicated difference in the behavior of the Kolmogorov widths and relative widths aroused a certain interest in the problem of the behavior of relative widths [5, 6] , Konovalov established that the following relations hold: for each r ∈ Z + and 1 q ∞,
Babenko in [2] generalized the result in [1] to the multivariate case, and obtained the following estimate
Tikhomirov in [14] considered the relative widths of the classes W α ∞ (T ) for non-integer α > 0, and proved that
In [8] , Liu and Yang also generalized the results in [6] from the positive integral number r to the positive real number α, and obtained that
Sun in [12] studied the widths of the classes K ∞ (P r ) and K 1 (P r ). In this paper, we study the relative widths In what follows, for convenience, we shortly write
Main and auxiliary results
In this paper, our main results are the following two theorems.
Theorem 1.
If r ∈ Z + and 1 q ∞, then
Theorem 2. If r ∈ Z + , 1 q ∞, and (r, q) = (1, ∞), then
In the proofs of Theorems 1 and 2, we shall use the following three lemmas. For convenience, here and in what follows, by
we denote the best approximation of a set W by a set M ⊂ X .
The first lemma is the well-known duality theorem about best approximation in the space L q [a, b] (see, for example, [7] ).
Let w(t) be a function from L 2 (T ) having the Fourier series expansion
Then from [9, p. 416], we see the following fact which is a consequence of Ismagilov's theorem on Kolmogorov widths of curves in L 2 (T ).
Then x(t) y(t) dt A D( A,B) y(t) dt, ∀x(·) ∈ X, where D( A, B) is the set of t satisfying 0 y(t) C (A, B) with C (A, B) chosen so as to have A D( A,B) dt = B.
Lemma 3 may be found in [14] . For easier reading we also give its proof as follows.
Proof.
x(t) y(t) dt −
A dt
2
We shall also use the properties of the following function
which is called the standard function relating to the operator P r (D The definition and the properties of the standard function Φ r (t) may be seen in the book [13] .
Proof of Theorem 1
Upper estimate.
where
is the Jackson's kernel. It is well known that T 2n−2 ( f , t) is a trigonometric polynomial of degree not greater than 2n − 2 and the kernel J 2n−2 (τ ) has the following properties (see, for example, [3, p. 137]):
it is easy to prove that
Let r h f (t) denote the difference of f of order r with respect to the increment h ∈ R which is defined by
is absolutely continuous, we have the following equality (see [10] )
Now we can obtain the following relations
In the case r = 1, notice that P 1 (D) = D. By inequality (5), we get
where c is a constant independent of n. For notational convenience the constant c will be used throughout this paper as a generic constant, it may be different in different places.
Next, considering that f (2) 
where B r−2 (t) is the Bernoulli function (see [7] ) which is a polynomial of degree r − 2 on (0, 2π ).
Thus, by (6), we obtain
where the constant c is independent of n and the function f . In view of the following fact that for each constant c,
so, without loss of generality, we can assume f ⊥ R. In this case, we have (see [12, 
where c is a constant independent of the function f . In fact, let
where B r (t) is the Bernoulli function. Then
by the generalized Minkowski integral inequality, we have
From this, it is easy to obtain that there exits a constant c which is independent of the function f , such that
Because the subspace ofL
q,2π which is orthogonal with constant is a Banach space when it is normed f (r) p or P r (D) f p , by the inverse operator theorem, we obtain that there exits another constant c which is independent of the function f , such that
Then, taking into account the relation (8), we derive
where c is an absolute constant for all f ∈ K ∞ (P r ), this yields the estimate
with an absolute constant c. Since
from this fact and combining estimates (7) and (10), we complete the upper estimate of the asymptotic formula in Theorem 1.
Lower estimate. For r = 1, since 
Set ϕ 0 (t) = sgn sin t and Φ r (t) := G r * ϕ 0 (t) which is defined as in (3). Denote by
the curve generated by translations of the function Φ r (·).
where c = c(r, q). To do this, let L 2n be an arbitrary subspace of the space L q = L q (T ) with dimension 2n. By the duality theorem about best L q -approximation by convex sets, see Lemma 1, we find that for each fixed α 
where λ satisfies 0 λ < 1, and Φ r (λπ ) = 0. Obviously g q,α ∈ L q and g q,α q = 1. Therefore, we derive the relations
Because P r (D) is self-conjugate, it satisfies P r (−D) = (−1) σ P r (D), this yields the relation G r (t − τ ) = (−1) σ G r (τ − t).
From this and taking into account the definitions of the functions Φ r,α and g q,α , we can obtain the following relations
For each function f ∈ L 2n ∩ K ∞ (P r ), we use the representation
and also the property that the mean value of the function ϕ 0 over the period is equal to zero, we have
Combining the relations (13) and (14), we get
Since P r (D) f ∞ 1 and ϕ 0 ∞ = 1, for each α and for almost all t ∈ T , at least one of the relations
is valid. In addition, from the properties of the standard function Φ r (t), we can verify that ε 0 sgn Φ r (t + α + λπ ) = sgn ϕ 0 (t + α). Therefore, for almost all t ∈ [0, 2π ], the following relation is valid:
From relations (12)- (15), we derive the inequality
Now we prove the existence of a number α 0 and of an absolute constant c 0 > 0 such that for any f ∈ L 2n ∩ K ∞ (P r ) the following inequality is valid:
Suppose that L 2n r is the subspace of functions f from L 2n having absolutely continuous derivatives f (r−1) on T such that
r . It is easy to see that
From this inequality it follows that the curve k(ϕ 0 ) generated by translations of the function ϕ 0 satisfies the inequalities
Since
using Lemma 2, we obtain
where c is an absolute constant. In connection with the relation (18) we deduce that there exists c 0 > 0 such that
which implies the existence of a number α 0 for which inequality (17) holds. For fixed α 0 and c 0 , we assume
and x 1 c 0 n −1 , while y(t) ∈ C (T ) and y(t) 0, t ∈ T . It is also obvious that
To obtain a lower bound for the last integral, we use Lemma 3 with A = 2, and B = c 0 n −1 . It is readily verified that 
where c is independent of n and α 0 . Thus
T x(t) y(t) dt cn
Taking into account the relation (19), we obtain
Substituting this estimate into (16), we have
for any subspace L 2n . Since the choice of L 2n is arbitrary, the last inequality yields inequality (11), and from (11), we obtain the inequality
where c = c(r, q).
Thus the lower bound in (1) is proved and, therefore, the proof of Theorem 1 is finished.
Proof of Theorem 2
For the differential operator
In the case r = 1, or r 2 and all t j = 0, the assertion of Theorem 2 was established in [6] . So, we only need to prove the case r 2 and at least one t j = 0.
Upper estimate. In the case r = 2,
By [12] , we know that G(t) can be expressed as
Consequently,
For each f ∈ K 1 (P 2 ), let T 2n−2 ( f , ·) be defined as in (4). Then (1 q ∞) . Using the generalized Minkowski integral inequality and the properties of the Jackson's kernel (see [10] ), for each f ∈ K 1 (P 2 ), we have the following relations
with an absolute constant c.
. By (20) and (21), we have
where M 1 and M 2 are upper bounds of functions G 2 (t) and G 2 (t) on (0, 2π ) respectively. Combining relation (22), we complete the upper estimate for r = 2. Now we consider the case r 3. For each f ∈ K 1 (P r ), it is also easy to prove that
with an absolute constant c 2 . This yields the upper estimate for r 3.
Lower estimate. First, for the case r 3, set 1 , we only need to give a lower estimate of the relative width
Set ϕ 0 (t) := sgn sin t for t ∈ R. Since ϕ 0 (· + α) ∞ = 1 for each α ∈ R, we get Denote by t max a point from R such that Φ r (t max ) = Φ r ∞ . Next, we shall show that for all n > 1 the following estimate
Then, using the properties of the function Φ r (t) (see [13] for details), it is easy to obtain Φ r (t max ) = 0. Consequently, combining the relation (23) and by the Taylor formula of the function Φ r (t) at the point t max , we get
where c is an absolute constant.
So, we go to the proof of inequality (24). Applying an "in contrary" argument, assume that for each α ∈ R
Evidently, under the assumptions made, with any α there exists an element f α from
It is obvious that the properties of the function Φ r (t) imply that Φ r (t) achieves its extremum at two points t
), without loss of generality, we can assume that U n,α ⊂ T . Next, we shall prove that for each α,
Assuming the contrary, for a certain α, taking into account the definition of f α , we would have
where, according to the contrary of the assumptions (25
. , k ∈ Z, 1 k 2n − 1}. According to the definitions, it is easy to see that the sets U n,α , α ∈ M n , are mutually disjoint. Each of these sets is included in the interval T and their number card(M n ) is greater than n for each n > 1.
Since dim L n n and card(M n ) = 2n − 1 > n for each n > 1, consequently for these α, α ∈ M n , the functions P r (D) f α will be linearly dependent for all those n. Therefore, there are numbers A α , α ∈ M n , such that α∈M n A α (P r (D) f α ) ≡ 0 and α∈M n |A α | = 1.
Then, taking into account the definition and the properties of the element f α established above, we would have So, we arrived at the contradictory inequality 0 > 0. Therefore, the inequality (24) is proved and the estimate
is valid with an absolute constant c > 0.
Finally, it follows that
It remains to prove the lower bound in the case r = 2, P 2 (D) = D 2 −t 2 1 , t 1 > 0. For each f ∈ K 1 (P 2 ), it can be represented as f = G 2 * u, u 1 1. Applying resolve to the function f , we obtain f = G 2 * u = c + 
