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Abstract
This paper is concerned with the existence of bounded solutions to the system of equations Xn=
anXn−1+n, n∈Z, where n are uncorrelated constant variance zero mean random variables. We
give necessary and su"cient conditions for boundedness in the general case and then speci8cally
for periodic and almost periodic (an). This provides the 8rst step in extending the periodic
autoregressive models, for which boundedness is equivalent to the stationarity of the blocked
vector sequence X˜ k = (XkT ; XkT+1; : : : ; X(k+1)T−1); to the almost periodic case. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction
Let (n) be a sequence of uncorrelated complex random variables with mean 0 and
variance 1. Consider the equation
Xn = anXn−1 + n; n∈Z; (1)
where Xn’s are zero mean 8nite variance random variables, and {an: n∈Z} is a
sequence of nonzero complex numbers. It is well known that
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Theorem 1. If an = a is constant in n then system (1) has a bounded solution i3
|a| =1. The solution is stationary and unique. Moreover
1. If |a|¿ 1; then the solution is given by Xn =
∑∞
p=1−a−pn+p; and in this case n
is a backward innovation process for Xn;
2. If |a|¡ 1; then the solution is given by Xn =
∑∞
p=0 a
pn−p; and in this case n is
a forward innovation process for Xn;
In both cases the spectral measure  of (Xn) is absolutely continuous with respect to
the normalized Lebesgue measure d and
d
d
() =
1
|1− ae−i|2 ; d-a:e: (2)
The main purpose of this note is to discuss periodically and almost periodically cor-
related solutions to (1). In Section 2, we discuss the relationship between the existence
of bounded solutions to (1) and conditions on the sequence of nonzero numbers (an).
In Sections 3 and 4, periodic and almost periodic coe"cients are examined and ana-
logues of Theorem 1 are obtained. In the case of periodic coe"cients, a generalization
of (2) is provided.
In the following we will interpret zero mean complex random variables with 8nite
variance as vectors in a complex Hilbert space H with an inner product (· ; ·) and
the norm ‖ · ‖. Hence a stochastic sequence (Xn), n∈Z, is a sequence in H indexed
by the set of integers Z. Here and below we use H to denote the Hilbert space of
the sequence (Xn). Hilbert spaces used in other contexts will be denoted diGerently.
Denote MX = sp{Xk : k ∈Z} and M = sp{k : k ∈Z}. A stochastic sequence (n) is
said to be forward innovation for (Xn) if (n) is an orthonormal sequence and for
every n∈Z, sp{k : k6 n} = sp{Xk : k6 n}. A stochastic sequence (n) is said to
be a backward innovation for (Xn) if n is an orthonormal sequence and for every
n∈Z; sp{k : k¿ n}= sp{Xk : k¿ n− 1}:
If B is a Banach space, a B-valued sequence fn is said to be almost periodic (in
the Bohr sense) if for every ¿ 0 there corresponds an integer N (), such that among
any N () consecutive integers there exists an integer p with the property that |fn+p −
fn|¡, n∈Z (see Corduneau, 1968, p. 45). An equivalent condition de8ning almost
periodicity (see Corduneau, 1968, Theorem 6.6) is that of normality: for any sequence
of integers (nk) there is a subsequence (nkp) of (nk) such that (fn+nkp ) converges
uniformly in n as p → ∞. If B is the set of complex numbers C, then we will just
say that fn is almost periodic. If B=K, a Hilbert space, a sequence fn is called weakly
almost periodic if the scalar sequence (fn; f) is almost periodic for every f∈K (see
Corduneau, 1968, Theorem 6.17).
A stochastic sequence Xn is said to be
1. bounded, if supn ‖Xn‖¡∞,
2. stationary, if (Xn+k ; Xn) depends only on k,
3. periodically correlated (PC) with period T if for every k ∈Z, (Xn+k ; Xn) is periodic
in n with period T ,
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4. almost periodically correlated (APC) if for every k ∈Z, (Xn+k ; Xn) is almost
periodic in n,
5. almost periodically unitary (APU) if there is a unitary operator U in H and an
H-valued almost periodic sequence f such that Xn = Unfn, n∈Z.
Every PC sequence is APU with periodic f, and every APU sequence is APC.
Also observe that a PC sequence with period T = 1 is stationary. For more about
PC, APC and APU processes see Hurd (1992) and the bibliography therein. Periodic
correlation of a sequence Xn corresponds to the stationarity of the vector sequence
X˜ k = (XkT ; XkT+1; : : : ; X(k+1)T−1) (see Vecchia, 1985). The periodic case has been stud-
ied by several authors. Some of the many related results include diagnostic checking
for periodic autoregressions by McLeod (1994) and conditions for their causality by
Boshnakov (1997), and invertibility of periodic moving averages by Bentarzi and Hallin
(1994). For periodic ARMA, Sakai (1991) gives the spectral density, Adams and Good-
win (1995) discuss parameter estimation, Lund and Basawa (1999) give necessary and
su"cient conditions for solutions to PARMA equations to be causal. The innovations
algorithm for PC sequences is given in Anderson et al. (1999) and in Lund and Ba-
sawa (2000). Finite moving averages with almost periodic coe"cients are introduced
in Dandawate and Giannakis (1996).
The approach we have taken stresses the boundedness, existence and uniqueness of
solutions. In the body of the paper we will make connections, when we are able, to
know results.
2. Bounded solutions
In this section, we discuss bounded solutions (Xn) to the equation
Xn = anXn−1 + n; n∈Z; (3)
where (n) is a 8xed orthonormal sequence in H and (an) is a 8xed sequence of
nonzero complex numbers. Note that if (3) has a bounded solution (Xn) then the
orthogonal projection of (Xn) onto the space M is bounded and also satis8es (3). That
is, if we denote Zn = ProjM Xn and Yn = Xn − Zn, then Zn is bounded (because Xn is)
and satis8es (3). It also follows that Yn=anYn−1 from which it follows that dimMY is
at most 1. Hence the most general solution of (3) is only trivially more complicated
than solutions that are con8ned to M, and so we now restrict our attention to solutions
in M, the closed linear space generated by the n’s.
Let us denote
Asr =
s∏
j=r
aj (4)
with the convention that Asr = 1, if r ¿ s.
Suppose that Xn satis8es system (3). Iterating (3) k-times we obtain that for all
n∈Z and k¿ 1
Xn+k = An+kn+1Xn +
k∑
j=1
An+kn+1+jn+j (5)
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and (by replacing n with n− k)
Xn−k =
1
Ann−k+1
Xn −
k∑
j=1
1
An−k+jn−k+1
n−k+j; (6)
where we are reminded that we assume an =0 for all n.
The following lemmas and theorem are directed toward expressing the boundedness
of Xn in terms of the Asr .
Lemma 1. If supq |Aq1|=∞ and (3) has a bounded solution in M; then
sup
n
∞∑
j=1
|An+jn+1|−2¡∞: (7)
Proof. The condition supq |Aq1|=∞ means that there is a sequence of positive integers
sq →∞ such that |Asq1 | → ∞. Since for any n∈Z; Asqn is a nonzero multiple of Asq1 ; it
follows that An+kqn+1
q→∞ for some sequence kq¿ 1. If (3) has a bounded solution (Xn)
then from (5); using An+kqn+1+jA
n+j
n+1 = A
n+kq
n+1 ; it follows that:
Xn +
kq∑
j=1
(An+jn+1)
−1n+j = (A
n+kq
n+1 )
−1Xn+kq
q→0; (8)
where convergence is in the norm induced on MX ⊂ H by the inner product on H.
Hence Xn =−limq
∑kq
j=1 (A
n+j
n+1)
−1n+j: Since (n) forms an orthonormal basis
lim
q
kq∑
j=1
|An+jn+1|−2 =
∞∑
j=1
|An+jn+1|−2¡∞
and consequently the series
∑∞
j=1 (A
n+j
n+1)
−1n+j converges and the sum is Xn. The
expression of Xn in terms of the basis;
Xn =
∞∑
p=n+1
− 1
Apn+1
p =−
∞∑
j=1
(An+jn+1)
−1n+j
also shows that the solution is unique; any other solution will have the same coe"-
cients. Finally; since supn ‖Xn‖¡∞; then we have (7).
Remark. Note that if supq |Aq1| =∞ and Xn is bounded; then in fact limq |Aq1| =∞;
because (7) implies that |Aq1|−2 → 0.
Using arguments as in the proof of Lemma 1, with Eq. (6) instead of (5) we arrive
at the following lemma.
Lemma 2. If supq |A0q|−1 =∞ and (3) has a bounded solution in M; then
sup
n
∞∑
j=1
|Ann−j+1|2¡∞: (9)
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Remark. As before; this lemma also shows that if supq |A0−q|−1=∞ and Xn is bounded;
then in fact limq |A0−q|−1 =∞. Also; under the assumption of bounded solutions we
cannot simultaneously have (7) and (9). Indeed; if (7) is true and M ¿ 0 is an arbitrary
large number; then |An+mn+1 |−2¡ 1=M for m su"ciently large. Hence supn
∑∞
j=1 |Ann−j+1|2
¿M; contradicting the truth of (9).
Lemma 3. If supq |Aq1|¡∞ and supq |A0q|−1¡∞ and (3) has a bounded solution in
M; then
sup
n¿1
n∑
j=1
|Anj+1|2¡∞ and sup
n¿1
n∑
j=1
|Aj−n1−n|2¡∞: (10)
Proof. Suppose both sequences |An1| and |A0−n|−1; n¿ 1; are bounded by C. If (Xn) is
a bounded solution to (3) then letting n=0 in (5) and (6) yields that for every k¿ 1
k∑
j=1
|Akj+1|2 = ‖Xk − Ak1X0‖26 sup ‖Xn‖2(1 + C)2¡∞ (11)
and
k∑
j=1
|Aj−k1−k |−2 = ‖X−k − (A01−k)−1X0‖26 sup ‖Xn‖2(1 + C)2¡∞ (12)
as we have claimed.
Let us return now to the general case where we seek bounded solutions of (3) that
are not necessary elements of M. If Xn = Yn + Zn, where Zn = PM Xn ∈M and PM
denotes the orthogonal projection on M , then Xn is bounded if and only if both Yn and
Zn are bounded and
Yn = anYn−1 = a−1n+1Yn+1:
We now can 8nish the discussion of dimMY which is at most 1. If Xn is bounded
and supq |Aq1|=∞, then from the remark following Lemma 1
Yn = (An+kn+1)
−1Yn+k
k→0;
and hence Yn=0. This same argument holds if supq |A0q|−1=∞. So only if supq |Aq1|¡∞
and supq |A0q|−1¡∞ and the solution is bounded are we able to have dimMY =1, and
then any solution is of the form Xn = Yn + Zn, where Zn is any solution of (3) in M
and Yn = An1Y0 for n¿ 1 or Yn = [A
0
n+1]
−1Y0 for n6 0, with Y0 =0.
Theorem 2. System (3) has a bounded solution i3 one of the following conditions
holds:
(i) supn
∑∞
j=1 |An+jn+1|−2¡∞ or;
(ii) supn
∑∞
j=0 |Ann−j+1|2¡∞ or;
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(iii) supn¿1
∑n
j=1 |Anj+1|2¡∞ and supn¿1
∑n
j=1 |Aj−n1−n|−2¡∞.
Conditions (i)–(iii) are disjoint. Moreover;
1. if (i) holds; the solution is unique and given by
Xn =−
∞∑
j=1
(An+jn+1)
−1n+j (13)
and (n) is a backward innovation process for Xn;
2. if (ii) holds; the solution is unique and is given by
Xn =
∞∑
j=0
Ann−j+1n−j (14)
and (n) is a forward innovation process for Xn;
3. if (iii) holds; the solution is not unique. In this case a sequence
Xn =


An1X +
n∑
j=1
Anj+1j if n¿ 1;
X if n= 0;
(A0n+1)
−1X −
0∑
j=n+1
(Ajn+1)
−1j if n6− 1
(15)
is a bounded solution to (3) for any X ∈M; and each solution in M is of that
form.
Proof. If (i) holds then the series (13) converges and de8nes a process Xn; which is
bounded. A direct computation shows that Xn de8ned this way satis8es (3). Similarly
for (ii) and (iii) the sequence Xn de8ned by (14) and (15); respectively; is well de8ned
and serves as a bounded solution to (3).
Conversely, suppose (3) has a bounded solution (Xn). Then there are the following
three cases:
• supq |Aq1|=∞;
• supq |A0q|−1 =∞;
• supq |Aq1|¡∞ and supq |A0q|−1¡∞.
If supq |Aq1|=∞, then from Lemma 1 we get (i). In the other two cases, (ii) and (iii)
are similarly concluded from Lemmas 2 and 3, respectively.
Theorem 2 shows in particular that if the coe"cients an of a system (3) satisfy
condition (ii) of the theorem, then the system has a unique bounded and causal solution.
Now we show that the form of bounded solutions to (3) depends on the orthogonality
relationship between sequences (Xn) and (n).
Lemma 4. Let (Xn) be a bounded solution to
Xn = anXn−1 + n: (16)
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Then
1. k⊥Xn for all k6 n; n∈Z i3 the coe;cients an’s satisfy the condition (i) of
Theorem 2:
2. k⊥Xn for all k¿ n+ 1; n∈Z i3 the coe;cients an’s satisfy the condition (ii) of
Theorem 2:
Proof. Let Zn = PMXn; n∈Z . Then Zn satis8es (16) as well.
1. If k⊥Xn; k6 n, then k⊥Zn, k6 n, and hence Zn cannot be of the form (14).
Thus, the coe"cients an do not satisfy condition (ii) of Theorem 2. Write Zn =∑∞
k=n+1 ck(n)k ,
∑
k |ck(n)|2¡∞. Suppose the (Zn) has the form (15). Then Z0 =∑∞
k=1 ck(0)k and for n¿ 1
Zn =
n∑
k=1
(ck(0)An1 + A
n
k+1)k +
∞∑
k=n+1
An1ck(0)k :
Hence ck(0)=−(Ak1)−1, 16 k. Since
∑
k |ck(0)|2¡∞, |Ak1|2 →∞, the condition (iii)
of Theorem 2 is violated. Thus (Zn) satis8es condition (i) of Theorem 2. The converse
implication is a part of Theorem 2.
2. Assume now that k⊥Xn, k¿ n+1. Then Zn=
∑n
k=−∞ ck(n)k . An argument similar
to the one above shows that the coe"cients an cannot satisfy (i) of Theorem 2. If Zn
is of the form (15), then ck(0)=A0k+1, k6 0. Since
∑
k |ck(0)|2¡∞, |A0k+1|−2 →∞,
condition (iii) of Theorem 2 is violated and hence (Zn) satis8es condition (ii) of
Theorem 2. Again, the converse implication is a part of Theorem 2.
Remark. Let MX (k) = sp{Xj: j6 k}. A stochastic sequence is called regular if
⋂
k
MX (k)={0}. The orthogonal projection PMX (k)Xn of Xn onto MX (k); n¿k; is referred
to as the best linear predictor of Xn based on {: : : ; Xk−1; Xk}. Item 2 of Lemma 4
shows that any bounded solution to (3) that satis8es condition (ii) of Theorem 2 must
be regular because
MX (k) =M(k)
and hence⋂
k
MX (k) =
⋂
k
M(k) = {0}:
Further; we can easily compute the projection
PMX (k)Xn =
∞∑
j=n−k
Ann−j+1n−j;
which may be expressed as PMX (k)Xn = A
n
k+1Xk and hence is Markovian.
3. PC solutions
First let us consider the case when (an) is a periodic sequence with period T¿ 1,
i.e. an = an+T for all n. Denote P = AT1 = a1 · : : : · aT . For r; s∈Z and r¿ s we write
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r = NT + s+ k, where 06 k6T − 1 and N¿ 0 and observe that
Ars = P
NAs+ks : (17)
The following theorem provides an application of Theorem 1 to the periodic case.
Theorem 3. Suppose that (an) is periodic with period T and let P= a1 · : : : · aT . Then
the system Xn=anXn−1 +n has a bounded solution i3 |P| =1. The solution is unique
and periodically correlated with period T . Moreover:
1. If |P|¿ 1 then the solution is given by
Xn =−
∞∑
j=1
(An+jn+1)
−1n+j (18)
and in this case n is a backward innovation process for Xn;
2. If |P|¡ 1; then the solution is given by
Xn =
∞∑
j=0
Ann−j+1n−j (19)
and in this case n is a forward innovation process for Xn.
Proof. Assume |P| =1. Then there are two cases:
1. If |P|¿ 1; then for every n
∞∑
j=1
|An+jn+1|−26
∞∑
N=0
T−1∑
k=0
|An+NT+kn+1 |−2 =
∞∑
N=0
|P|−2N
T−1∑
k=0
|An+kn+1|−2
=
1
1− |P|−2
T−1∑
k=0
|An+kn+1|−26C¡∞:
Therefore condition (i) in Theorem 2 is satis8ed.
2. If |P|¡ 1; then we similarly have
∞∑
j=0
|Ann−j+1|2 =
∞∑
N=0
T−1∑
k=0
|Ann+1−(NT+k)|26C¡∞; (20)
and hence condition (ii) in Theorem 2 is satis8ed. Since (an) is periodic; the
sequences de8ned by (18) and (19) are PC.
Assume now that |P|= 1. It is easy to see that in this case
∞∑
j=1
|An+jn+1|−2 =
∞∑
j=0
|Ann+1−j|2 =∞
which violates conditions (i) and (ii) of Theorem 2. Since
NT+1∑
j=1
|ANT+1j+1 |2¿
N−1∑
k=0
|ANT+1kT+2 |2¿N × |P|= N →∞;
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then
sup
n¿1
n∑
j=1
|Anj+1|2¿ sup
n=NT+1
n∑
j=1
|Anj+1|2 =∞;
which violates condition (iii) of Theorem 2. Therefore, in view of that theorem, the
system Xn = anXn−1 + n has no bounded solution if |P|= 1.
From Theorem 3 it follows that the system (3) with T -periodic coe"cients has a
causal PC solution iG |P|¡ 1. Su"ciency of this condition was 8rst proved by Pagano
(1978).
An interesting and perhaps nontrivial question is whether or not, from the fact that
the system (3) has a PC solution, it is possible to conclude that the sequence (an) is
periodic. Below is a partial result in this direction.
Lemma 5. Let (Xn) be a PC solution to system (3). If n⊥Xn−1 for every n∈Z or
n⊥Xn for every n∈Z; then (an) is a periodic sequence.
Proof. If (Xn) is a PC solution to the system (3) and n⊥Xn−1; then ‖Xn‖2 = |an|2‖
Xn−1‖2 + 1¿ 1; n∈Z. Multiplying (3) by Xn−1 (in the sense of inner product) we
obtain that (Xn; Xn−1) = an‖Xn−1‖2; and because ‖Xn−1‖2 =0 we conclude that an is
periodic.
If n⊥Xn, then |an|2‖Xn−1‖2 = ‖Xn‖2 + 1¿ 1, n∈Z, and hence ‖Xn‖2 =0 for all
n. Multiplying (3) by Xn we obtain ‖Xn‖2 = an(Xn−1; Xn). Since ‖Xn‖2 is nonzero,
(Xn−1; Xn) =0, and hence an must be periodic.
Theorem 4. Suppose (3) has a PC solution. Then (an) is periodic if and only if
condition (i) or (ii) holds.
Proof. (⇐=): If (3) has a PC solution (and hence has a bounded solution) and (an)
is periodic then by Theorem 3 and its proof; only condition (i) or (ii) holds.
(⇒): Suppose (3) has a PC solution. If condition (i) or (ii) holds, then the general
solution forces Xn−1⊥n or Xn⊥n, respectively. Hence by Lemma 5 the sequence (an)
must be periodic.
Note that if (Xn) is given by (18) or (19) then M = MX . Let V :MX → MX be
de8ned by V (n)=n+1. Then V is unitary and Xn=VnPn, where (Pn) is an MX -valued
periodic function given by
Pn =


−
∞∑
j=1
(An+jn+1)
−1j if |P|¿ 1;
∞∑
j=0
Ann−j+1−j if |P|¡ 1:
(21)
176 H. Hurd et al. / Stochastic Processes and their Applications 100 (2002) 167–185
Let " be the unitary mapping de8ned by " : n → ein· " maps M onto L2 =
L2([0; 2$); dt), where dt is the normalized Lebesgue measure on [0; 2$), and denoting
fn ="(Xn) the system (3) takes the form
fn(·) = anfn−1(·) + ein·; n∈Z: (22)
Here and in the sequel [0; 2$) is regarded as a group with addition mod 2$. Applying
the operator " to (18) and (19) we see that "V"−1 is the operator of multiplication
ei· and that (Xn) is unitarily equivalent to the sequence fn = ein·gn in L2, where (gn)
is periodic and given by
gn() = [1− Pe−iT]−1Gn(); (23)
where Gn() =
∑T−1
k=0 A
n
n−k+1e
−ik. Indeed, if |P|¡ 1, then
gn() =
∞∑
j=0
Ann−j+1e
−ij =
∞∑
N=0
PN e−iNT
T−1∑
k=0
Ann−k+1e
−ik
= [1− Pe−iT]−1
(
T−1∑
k=0
Ann−k+1e
−ik
)
:
If |P|¿ 1, then
gn() =−
∞∑
j=1
(An+jn+1)
−1eij =−
∞∑
N=0
P−N eiNT
T∑
k=1
(An+kn+1)
−1eik;
=−[1− P−1eiT]−1
T∑
k=1
(An+kn+1)
−1eik;
= [1− Pe−iT]−1Pe−iT
T∑
k=1
(An+kn+1)
−1eik;
= [1− Pe−iT]−1
T∑
k=1
P(An+kn+1)
−1e−i(k−T );
= [1− Pe−iT]−1
T−1∑
j=0
P(An+T−jn+1 )
−1e−ij;
= [1− Pe−iT]−1
T−1∑
k=1
Ann−k+1e
−ik:
We use this identi8cation to compute the spectrum of (Xn).
Recall that a stochastic sequence is called strongly harmonizable if there is a
complex measure  on [0; 2$)× [0; 2$) such that
(Xn; Xm) =
∫ 2$
0
∫ 2$
0
ein1−im2 (d1; d2): (24)
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The measure  is unique and is called the spectral measure of the sequence (Xn).
The set [0; 2$)× [0; 2$) above is treated as a group with coordinate addition modulo
2$ (for example (3$=2 + $; $=2 − $) = ($=2; 3$=2)): Every PC sequence with period
T is strongly harmonizable and its spectral measure  has the form (d1; d2) =∑T−1
k=0 k(d1; d2) Gladyshev (1961), where k is supported on the “line” Lk =
{(1; 1 + 2$k=T ) : 1 ∈ [0; 2$)}; k = 0; : : : ; T − 1, treated as a subset of the group
[0; 2$) × [0; 2$). Each spectral line Lk is the image of the interval [0; 2$) through
the 1–1 mapping (k : → (; +2$k=T ). The Eq. (24) yields, therefore, the following
representation of the correlation of a PC sequence with period T :
(Xn+p; Xn) =
T−1∑
k=0
e−i2$nk=T
∫ 2$
0
eip)k (d); (25)
where )k(d)=k((k(d)). Applying the inverse discrete Fourier transform we obtain
that ∫ 2$
0
eip)k(d) =
1
T
T−1∑
n=0
ei2$nk=T (Xn+p; Xn): (26)
The family of measures )k , k = 0; 1; : : : ; T − 1, on [0; 2$) described above customarily
is called the spectrum of a PC sequence and we will do the same in the sequel.
Corollary 1. Let (an) be a T-periodic sequence of nonzero complex numbers with
|P| = |a1 · : : : · aT | =1. Let ()k); k = 0; : : : ; T − 1 be the spectrum of the PC solution
to system (3). Then the measures )k are absolutely continuous with respect to the
normalized Lebesgue measure d and
d)k
d
() = |1− Pe−iT|−2
T−1∑
l=0
Gˆl(+ 2$l=T )Gˆl−k(+ 2$l=T ); (27)
where Gn() =
∑T−1
k=0 A
n
n−k+1e
−ik and Gˆj() = 1T
∑T−1
n=0 Gn()e
i2$jn=T ; j∈Z.
Proof. Let gn be given by (23).
1
T
T−1∑
n=0
ei2$nk=T gn+pgn =
1
T
T−1∑
j=0
T−1∑
l=0
e−i2$pl=T gˆlgˆj
(
T−1∑
n=0
ei2$n( j−l+k)=T
)
=
T−1∑
l=0
e−i2$pl=T gˆlgˆl−k :
Hence; in view of (26) and the equivalence of (Xn) and (ein·gn)∫ 2$
0
eip)k(d) =
1
T
T−1∑
n=0
ei2$nk=T
∫ 2$
0
ei(n+p)e−ingn+p()gn() d;
=
∫ 2$
0
eip
T−1∑
l=0
e−i2$pl=T gˆl()gˆl−k() dt;
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=
T−1∑
l=0
∫ 2$
0
eip(−2$l=T )gˆl()gˆl−k() d;
=
∫ 2$
0
eip
(
T−1∑
l=0
gˆl(+ 2$l=T )gˆl−k(+ 2$l=T )
)
d:
Since gˆn(+2$l=T )=[1−Pe−iT]−1Gˆn(+2$l=T ) and the Fourier coe"cients determine
a measure; the corollary is proved.
Sakai (1991) gives a method for computing the spectral densities of a general
PARMA sequence by lifting to a stationary vector ARMA sequence. Our method is
more explicit and shows clearly the resemblance of (27) to formula (2) for the station-
ary case. In making this comparison, note the term
∑T−1
l=0 Gˆl(+2$l=T )Gˆl−k(+ 2$l=T )
is a trigonometric polynomial.
4. APC solutions
In this section we examine almost periodically correlated solutions of the
system (3).
In the following we use the fact that a sequence fn in a Hilbert space K is almost
periodic if and only if it is weakly almost periodic and it values {fn} are conditionally
compact in K (see Corduneau, 1968, Theorem 6.18).
Lemma 6. Let fn = (rj(n))∞j=1; n∈Z; be a sequence in ‘2 such that rj(·) is almost
periodic for each j. Then (fn) is almost periodic in ‘2 i3 (fn) is bounded and there
is a sequence Nk
k→∞ such that
sup
n

 ∞∑
j=Nk
|rj(n)|2

 k→0: (28)
Proof. If (fn) is almost periodic in ‘2 then it is bounded and the set {fn: n∈Z} is
conditionally compact in ‘2; and so (28).
Conversely, if rj(·) is almost periodic for each j and (fn) is bounded then for every
x∈ ‘2 and positive integer m there is an xm ∈ ‘2 supported on 8nitely many j’s such
that ‖x − xm‖¡ sup ‖fn‖=m. Hence (fn; x) = limm (fn; xm) uniformly in n and since
(fn; xm) is almost periodic in n for each m, in view of Corduneau (1968, Theorem
6.4) (fn) is weakly almost periodic. Thus from Corduneau (1968, Theorem 6.8), and
(Dunford and Schwartz, IV.13.34), we conclude that fn is almost periodic in ‘2.
Recall that if (an) is periodic then the system (3) has a bounded solution iG condition
(i) or (ii) of Theorem 2 holds true. We will show that also in the case of an almost
periodic sequence (an), condition (iii) cannot happen.
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Theorem 5. Suppose that (an) is an almost periodic sequence of nonzero complex
numbers. Then; system (3) has a bounded solution i3 either
(i) supn
∑∞
j=1 |An+jn+1|−2¡∞, and then the solution is unique and given by
Xn =−
∞∑
j=1
(An+jn+1)
−1n+j or (29)
(ii) supn
∑∞
j=0 |Ann−j+1|2¡∞, and then the solution is unique and given by
Xn =
∞∑
j=0
Ann−j+1n−j: (30)
Proof. We need to prove that if (an) is almost periodic then condition (iii) of Theorem
2 cannot occur; that is the conditions
(R) sup
n¿1
n∑
j=1
|Anj+1|26C¡∞
and
(L) sup
n¿1
n∑
j=1
|Aj−n1−n|26C¡∞
cannot be simultaneously satis8ed. For if (R) holds; then
|An+kn |26C (31)
for every n¿ 1; k¿ 0. And if (L) holds; then for every n¿ 1 there is an integer
06 kn6 n such that
|A−n+kn−n |−26
C
n+ 1
(32)
because one of the terms of the sum (L) must be so bounded. Taking reciprocals gives
|A−n+kn−n |2¿
n+ 1
C
: (33)
Let n0 be a positive integer such that
n0
C
¿C + 1
and k0 = kn0 ; so that from (33)
|A−n0+kn0−n0 |2¿
n0 + 1
C
¿
n0
C
¿C + 1;
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where 06 k06 n0. Now consider the almost periodic sequence
(0(n) = |An+k0n |2
which; on one hand by (31) satis8es
(0(n)6C; n¿ 1;
whereas on the other hand we just showed
(0(n)¿C + 1=2 for some n0¡ 0;
thus contradicting the fact that (0(n) is almost periodic.
If we de8ne U :MX → MX by Uj = j+1 then Un is a unitary group and the
formulas (29) and (30) take the form
Xn = UnYn where
Yn =


−
∞∑
j=1
(An+jn+1)
−1j under condition (i) of Theorem 5;
∞∑
j=0
Ann−j+1−j under condition (ii) of Theorem 5:
(34)
Note that all coe"cients (An+jn+1)
−1 and Ann−j+1 are almost periodic in n. Despite this
fact it is not clear that Yn is Bohr almost periodic in H. If it were, then the solution
(Xn) would be almost periodically unitary (APU). Now we show that Yn is Bohr almost
periodic under some additional conditions. Recall that in the case of periodic (an) the
existence of a bounded solution was expressed in terms of the product P of successive
terms of (an) over the period. To imitate this idea let us de8ne
IN = inf
n
|An+Nn+1 |; SN = sup
n
|An+Nn+1 |; N¿ 1;
0= sup
N
IN ; 1 = inf
N
SN :
Since (an) is bounded, SN ¡∞ for every N , however IN can be zero. Also observe
that SkN 6 (SN )k and IkN ¿ (IN )k ; N; k¿ 1. Hence 1¡ 1 yields 1=0 and 0¿ 1 implies
0=∞.
Theorem 6. Suppose that (an) is almost periodic. If 0¿ 1 or 1¡ 1, then the system
Xn = anXn−1 + n has a bounded solution. Moreover the solution is APU and is
given by
Xn = UnYn where Yn =


−
∞∑
j=1
(An+jn+1)
−1j if 0¿ 1;
∞∑
j=0
Ann−j+1−j if 1¡ 1:
(35)
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Proof. Observe that for any 8xed N¿ 1 and an arbitrary k ¿ 0
∞∑
j=kN+1
|An+jn+1|2 =
∞∑
j=1
|An+Nn+1 · : : : · An+kNn+(k−1)N+1︸ ︷︷ ︸
k
An+kN+jn+kN+1|2
6 S2kN sup
n
∞∑
j=1
|An+jn+1|26 S2kN sup
n
∞∑
p=0
∞∑
j=1
|An+j+pNn+1 |2
6 S2kN
∞∑
p=0
S2pN

sup
n
N∑
j=1
|An+jn+1|2


that is
sup
n

 ∞∑
j=kN+1
|An+jn+1|2

6CNS2kN ∞∑
p=0
S2pN ; (36)
where CN = supn
∑N
j=1 |An+jn+1|2¡∞ due to boundedness of the almost periodic
sequence (an).
A similar computation shows that if IN =0 then
sup
n

 ∞∑
j=kN+1
|An+jn+1|−2

6DNI−2kN ∞∑
p=0
I−2pN ; (37)
where DN = supn
∑N
j=1 |An+jn+1|−2¡∞. Indeed
DN = sup
n
n∑
j=1
|An+jn+1|−2 = sup
n
N∑
j=1
|An+Nn+j+1|2|An+Nn+1 |−2
6 I−2N sup
n

 N∑
j=1
|An+Nn+j+1|2

¡∞;
provided that IN =0:
Suppose 8rst that 0¿ 1, i.e. there is N is such that IN ¿ 1: From (37) it follows that
condition (i) of Theorem 2 is satis8ed and hence (3) has a unique bounded solution
given by (35). Moreover,
sup
n

 ∞∑
j=kN+1
|An+jn+1|−2

6DNI−2kN 11− I−2N k→0:
Hence by Lemma 6 the sequence Zn = −
∑∞
j=1 (A
n+j
n+1)
−1j, is almost periodic in M,
and so (Xn) is APU.
Suppose now that 1¡ 1, i.e. there is N is such that SN ¡ 1. Then (36) implies that
(3) has a unique bounded solution given by (35) and that
sup
n

 ∞∑
j=kN+1
|An+jn+1|2

6CNS−2kN 11− S2N k→0:
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Hence by Lemma 6 the sequence Wn=−
∑∞
j=0 (A
n
n−j+1)−j, is almost periodic in M,
and so (Xn) is APU.
If (an) is periodic then it follows from (17) that for N = kT + j; k¿ 0; 16 k6T ,
SN = |P|k supn |An+jn+1| and IN = |P|k inf n |An+jn+1|. It is not di"cult to conclude from this
that
0¿ 1 ⇔ |P|¿ 1
and
1¡ 1 ⇔ |P|¡ 1:
Lemma 7. Let (Xn) be an APC solution to the system (3). If n⊥Xn−1 for every
n∈Z then (an) is an almost periodic sequence. If n⊥Xn for every n∈Z and if (an)
is a bounded sequence; then (an) is an almost periodic sequence.
Proof. If (Xn) is an APC solution to the system (3) and n⊥Xn−1; then as in the
periodic case (Lemma 5) we conclude that
an =
(Xn; Xn−1)
‖Xn−1‖2
is almost periodic because (Xn; Xn−1) and ‖Xn−1‖2 are almost periodic and ‖Xn−1‖2¿ 1.
If n⊥Xn for every n∈Z then; as in the periodic case; we can write
an =
‖Xn‖2
(Xn; Xn−1)
;
which; along with the almost periodicity of the numerator and denominator imply that
an is almost periodic provided we show inf n |(Xn; Xn−1)|¿ 0. To show this we note
that ‖anXn−1‖2 = ‖Xn‖2 + ‖n‖2¿ 1 and ‖Xn−1‖2 = an−1(Xn−1; Xn−2) imply
16 |an|2‖Xn−1‖2 = |an|2an−1(Xn−1; Xn−2):
Since an is bounded this last expression implies inf n |(Xn; Xn−1)|¿ 0.
If (Dn) is almost periodic in Hilbert space K then a fundamental but nontrivial fact
is that the limit
Dˆ = lim
N
1
N
N∑
n=1
einDn (38)
exists for each ∈ [0; 2$) and is nonzero for only countably many ’s (cf. Corduneau,
1968, Theorem 6.13). Also denote
M(Dn) = lim
N
1
N
N∑
n=1
Dn and ‖(Dn)‖2M =M(‖Dn‖2): (39)
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If 7 is a discrete countable subgroup of [0; 2$), then the set AP(K; 7) of all almost
periodic functions on K for which Dˆ =0, if  ∈ 7, is under the ‖ · ‖M-norm an inner
product space, but not a Hilbert space in general. If (Dn)∈AP(K; 7), then
Dn =
∑
∈7
e−inDˆ; (40)
where the series converges in ‖ · ‖M-norm. A pointwise convergence can be achieved
through proper Fejer kernels (Corduneau, 1968).
Recall that the convergence of a series
∑
∈7 x of vectors in a Banach space means
that for every ¿ 0 there is a 8nite set I ⊂ 7 such that for every 8nite J disjoint
with I, ‖
∑
∈J x‖¡.
If (Xn) is a bounded APC sequence then denote
b(p; ) = lim
N
1
N
N∑
n=1
ein(Xn+p; Xn) = ( [X·+p; X·): (41)
One can show that for each  there is a complex 8nite measure ) on [0; 2$) such that
b(p; ) =
∫ 2$
0
eips)(ds): (42)
Let 7X be the set of those ’s for which ) is not zero and let 7 be the smallest
discrete subgroup of [0; 2$) that contains 7X . The family of measures ), ∈7, on
[0; 2$) is called the spectrum of an APC sequence (Xn).
The de8nition is consistent with the notion of spectrum introduced earlier for PC
sequences. Indeed, for each ∈7 the mapping ( : s → (s; s+) transports the measure
) onto the measure  sitting on the line L = {(s; s + ) : s∈ [0; 2$)} regarded as a
subset of the group [0; 2$) × [0; 2$). The sum  =∑  is a tempered distribution
whose Fourier transform at (n;−m) is equal (Xn; Xm).  is not a measure in general.
Next, we show that the spectrum of the sequence (Xn) given by (35) has the same
form as in PC case.
Corollary 2. Let (an)∈AP(C; 7) be a an almost periodic sequence of nonzero com-
plex numbers. Suppose that 0¿ 1 or 1¡ 1 and let ()) be the spectrum of the
sequence (Xn) de=ned by (35). Let (gn) be a K= L2-valued almost periodic sequence
given by
gn(t) =


−
∞∑
j=1
(An+jn+1)
−1eijt if 0¿ 1;
∞∑
j=0
Ann−p+1e
−ijt if 1¡ 1
(43)
and let gˆ be de=ned by (38). Then each ); ∈7 is absolutely continuous with
respect to the normalized Lebesgue measure ds and
d)
ds
(s) =
∑
:∈7
gˆ:(s+ :)gˆ:+(s+ :);
where the series converges in L1.
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Proof. Let  be 8xed; ¿ 0; and let I be a 8nite subset of 7 such that for every 8nite
J ⊂ 7 disjoint with I we have both∑
:∈J
‖gˆ:‖2L2 ¡ and
∑
:∈J
‖gˆ:+‖2L2 ¡;
then ∑
:∈J
‖gˆ:(·+ :)gˆ:+(·+ :)‖L16
∑
:∈J
‖gˆ:(·+ :)‖L2‖gˆ:+(·+ :)‖L2
6

∑
:∈J
‖gˆ:(·+ :)‖2L2

1=2

∑
:∈J
‖gˆ:+(·+ :)‖2L2

1=2¡
and hence the series
∑
:∈7 gˆ:(s+ :)gˆ:+(s+ :) converges in L
1. De8ne
h =
∑
:∈7
gˆ:(s+ :)gˆ:+(s+ :):
Let " : n → ein· be as previously. From (34) and (34) we see that "V"−1 is the
operator of multiplication ei· and that (Xn) is unitarily equivalent to the sequence
fn = ein·gn in L2; where (gn) is an almost periodic sequence in L2 given by (43).
Let p and  be 8xed. Then∣∣∣∣∣
∫ 2$
0
eips)(ds)−
∫ 2$
0
eipsh(s) ds
∣∣∣∣∣
6
∣∣∣∣∣∣b(p; )−
∫ 2$
0
eips
∑
:∈I∩(I−)
gˆ:(s+ :)gˆ:+(s+ :) ds
∣∣∣∣∣∣
+
∣∣∣∣∣∣
∫ 2$
0
eipsh(s) ds−
∫ 2$
0
eips
∑
:∈I∩(I−)
gˆ:(s+ :)gˆ:+(s+ :) ds
∣∣∣∣∣∣¡
for a proper choice of I . Hence )ˆ(p)= hˆ(p), and consequently )(ds)= h(s) ds.
Unfortunately in this case there does not seem to be a simple expression for the
spectrum as in the stationary [see Eq. (2)] and periodically correlated [see Eq. (27)]
cases.
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