The economic value of seasonal climate forecasting is assessed using a whole-of-chain analysis. The entire system, from sea surface temperature (SST) through pasture growth and animal production to economic and resource outcomes, is examined. A novel statistical forecast method is developed using the partial least squares spatial correlation technique with near-global SST. This method permits forecasts to be tailored for particular regions and industries. The method is used to forecast plant growth days rather than rainfall. Forecast skill is measured by performing a series of retrospective forecasts (hindcasts) over the previous century. The hindcasts are cross-validated to guard against the possibility of artificial skill, so there is no skill at predicting random time series. The hindcast skill is shown to be a good estimator of the true forecast skill obtained when only data from previous years are used in developing the forecast.
Introduction
Australia's agricultural output varies considerably from year to year due, in part, to climate variability. In a drought year the gross value of Australian farm production decreases by 10% or more on average. A recent example is the severe 2002 drought, which is estimated to have reduced Australia's agricultural output by 30%, decreased gross domestic product (GDP) by 1.6%, and lowered employment by 70 000 jobs (Adams et al. 2002) . In a good recovery year after a drought the value of farm production might increase by 30%-40% (B. . One of the challenges facing Australian farmers is to make appropriate management decisions in the face of climate variability. Although a great deal of importance is placed on avoiding losses in a drought year, it is even more important to make the most of good years. In some regions, 70%-80% of farm profit is made in just 30% of years (Egan and Hammer 1996) .
Seasonal climate forecasts produced by meteorological organizations have focused predominantly on rainfall in the season immediately ahead. However, management decisions can depend on many factors other than rainfall, such as pasture or crop growth, animal productivity, frost, or fire risk. Therefore, forecasting these intermediate variables may be of more value than forecasting rainfall. Taking this one step further, Nicholls (1988) discusses a number of examples of the direct prediction of impacts, such as crop yield, and cites a number of advantages and disadvantages of such an approach.
Even if a forecast predicts one of these elements well, it must do so with a useful lead time that appropriately matches relevant management decisions. For example, decisions on stock numbers in a pastoral enterprise may only be made once per year so forecasts are of no value unless they offer skill at this time for the next growing season. Another important aspect of using forecasts is to understand not only whether to respond to a forecast but also by how much Ash et al. 2000) . The scale of the response to a forecast should be related to the risk associated with that decision, and the skill of the forecast. A final consideration when applying forecasts is assessing their potential value in the context of other management decisions at the scale of the whole enterprise.
Many rural industries are skeptical of the value of existing forecasts and are reluctant to use them until their value is demonstrated in terms of economic benefits to their enterprises. Part of this skepticism is due to poor links between the forecast information and the timing and type of decisions made in agriculture. Also the failure to incorporate the probabilistic nature of forecasts into decision making leads to a lack of faith in their reliability. New forecasting techniques must therefore be developed in conjunction with industry needs; because these needs vary by industry and location, a collaborative approach is necessary. In addition, these forecasts and indices need to be linked to impact models to assess their value, and simple rules of thumb developed for adoption by industry. A forecast is only valuable if a useful and readily grasped management response can be based on it. Nicholls (2000) discusses these issues in greater depth. This paper explores the entire forecast chain, from ocean temperatures via a statistical forecast method through to economic value on the farm, for a number of agricultural enterprises in Australia. Management strategies based on the forecasts are tested through to economic outcomes to demonstrate the practical value of seasonal climate forecasts. This paper is structured as follows: the next section provides an overview of the main statistical forecast systems used in Australia. The ocean datasets used, and the type of agricultural data that are forecast, are discussed in section 3. The statistical method is described in section 4, and ways of measuring skill are discussed. The main northeast Queensland grazing example is studied in detail in section 5, with briefer information on two other regions and industries in Australia provided in section 6. A number of future research issues are discussed in section 7. The paper reaches the conclusion in section 8 that statistical seasonal climate forecasts based on sea surface temperatures show considerable potential for increased efficiency in management decisions for agricultural enterprises.
Background a. Prediction system
There is a long history of the development of seasonal climate forecasting in Australia, going back to Quayle (1929) . Much of the work has centered on establishing and understanding statistical relationships between the Southern Oscillation and rainfall (Stone and de Hoedt 2000) . McBride and Nicholls (1983) demonstrated the potential for seasonal forecasting for Australia by examining lagged correlations between district rainfall and various measures of the intensity of the Southern Oscillation.
One of the most useful prediction systems in Australia, particularly in the northeast of the country, is the Southern Oscillation index (SOI) "phase system" (Stone et al. 1996) . This method uses the fact that there are periods of the year when the rate of change of the SOI is correlated with rainfall in the following 3 months. The infinite range of possible trends are grouped into five categories called phases, which can then be used to define similar ("analog") years from the past to estimate the range of possible future rainfall. For example, the SOI phase determined from June and July values can be used to estimate the probability density function of August-October average rainfall.
There have also been a number of studies that use sea surface temperature (SST) rather than the SOI to provide a forecast (Drosdowsky 1993a; Drosdowsky and Chambers 2001; Drosdowsky 2002) . The problem here is in determining which location or region from which to use SST. The method used by Drosdowsky (1993a) was to define an SST index by averaging over a rectangular region in the Indian Ocean that was highly correlated with Australian rainfall. The later two studies calculated the rotated principal components of SST variations and used the first two of these in an SST phase system similar to the SOI phase system.
Methods based on the SOI or a limited regional average of SST have the advantage of being simple to understand and implement, but are not guaranteed to be applicable to all regions. For example, McBride and Nicholls (1983) show that there is little correlation between the Southern Oscillation and rainfall in the southwest of Australia. In addition, since there are a very large number of SST regions or pressure differences that might be chosen, there is the question of whether the forecast contains artificial skill. Drosdowsky and Chambers (2001) discuss this issue.
Methods based on principal components (also called empirical orthogonal eigenfunctions) use spatial patterns of SST over a wide region, weighted by the principal component time series. However, the patterns themselves do not necessarily have any physical significance or relationship to the predictand (such as rainfall). Furthermore, if the patterns are rotated to achieve spatial compactness, they lose the statistical property of optimum explanation of variance, and with some rotation techniques they also lose orthogonality.
One aim of the research reported here is to develop and test a novel method for combining a large number of predictors (such as SST on a global grid) in a weighted fashion. The weights are chosen in a simple and intuitive way and are tailored for the particular predictand. In this way, the method should be widely applicable to many regions, times of year, and predictand types.
Another aim of this research is to explore predictands other than rainfall. There are strong correlations between various measures of agricultural success and both the SOI and sea surface temperatures. For example, Nicholls (1985) demonstrates that small yearto-year differences in SST north of Australia are correlated with large changes in the value of Australian crops. An updated version of this work (N. Nicholls 2001, personal communication) shows that 1°C differences in SST are associated with 6 billion Australian dollar ($A) differences in the all-Australian crop value (in 1995 dollars). Although this correlation is simultaneous, it does hold promise that a lagged correlation, particularly involving the relatively slowly evolving SST field, might be useful as a direct forecast of some agricultural quantity. We develop such a forecast and compare its value in an agricultural context to existing forecast systems such as the SOI phase system, and also to theoretical "perfect" prediction systems to assess the maximum potential skill and value.
b. Application to agriculture
Application of seasonal forecasts in agriculture is a relatively recent phenomenon. Nicholls (1985 Nicholls ( , 1986 was among the first to demonstrate how the SOI, or its Darwin component, is related to crop yield at national scales and to suggest that the SOI had predictive skill that might be useful in agricultural management. Hammer et al. (1991 , Keating et al. (1993) and Marshall et al. (1996) subsequently showed how seasonal forecasts could be used in management decisions at the farm scale to reduce risk and increase crop yield and profitability. More recent examples of applying seasonal forecasts in agriculture are collected together in Hammer et al. (2000) and Power et al. (2001) .
A key feature of many of these early applications of seasonal forecasts was their systems-based approach to cropping or livestock management (Hammer 2000a) . A systems approach allows forecasts to be evaluated in the context of the whole value chain from climate to production to enterprise economics taking into account the wide array of factors that influence decision making in an agricultural environment. It highlights that a seasonal forecast is of no value unless it leads to changed decisions by farmers.
As a consequence of this systems approach, considerable emphasis has been placed on communicating the probabilistic nature of forecasts and articulating their value in managing risk over a number of years, rather than assessing a forecast as being "right" or "wrong" in any particular year. However, despite these efforts seasonal forecasts are, on the whole, still not widely used as a major input into agricultural management. Their increased use will depend on developing more skilful forecasts with lead times more appropriate to key decision points in farm management. Forecasts also need to be developed and evaluated in conjunction with industry needs. Hammer (2000b) summarized this challenge with five key issues: understanding and predicting the target system, applications and managing risks, relevance of information to the decision maker, communication of probabilistic information, and connecting agricultural and climate models.
Data for developing forecasts

a. SST data
The main SST dataset used here is the Hadley Centre Sea Ice and Sea Surface Temperature (HadISST) dataset (Rayner et al. 2003) . HadISST is a development of the well-known Global Sea Ice and Sea Surface Temperature (GISST) series of SST datasets (Parker et al. 1995; Rayner et al. 1996) . The dataset is global in extent, is produced on a 1°grid in both latitude and longitude and consists of monthly averages in time. Had-ISST covers the years from 1870 to 1999.
A second dataset owing to Kaplan has proved useful in testing (Kaplan et al. 1997 (Kaplan et al. , 1998 . It extends from 1856 to the present and is updated monthly. Its main advantage is that it is on a 5°grid; thus, many forecasting experiments can be undertaken very quickly. It has the disadvantage that it does not extend into the Southern Ocean, and so is of less use for the southern parts of Australia. For northern Australia we find that the Kaplan and HadISST datasets give very similar results.
The GISST dataset is known to have some problems (Hurrell and Trenberth 1999) . HadISST has corrected some of the problems in the GISST dataset, particularly the reduced variability in recent years.
Although global SST data are available, we place some limits on the region used based on physical arguments and data quality. The equatorial Pacific Ocean is likely to have the greatest influence on Australian climate, but there is evidence that Indian Ocean temperatures are important (Nicholls 1989; Drosdowsky 1993a,b) . There is also evidence that the Southern Ocean has an influence on Australian rainfall (W. . On the other hand, there is no apparent direct connection between the Atlantic Ocean SST and Australian rainfall (Nicholls 1989) . Therefore, we use the longitude range 30°-300°E. The Southern Ocean SST is not well observed prior to about 1981, particularly at high latitudes, so our southward limit is 55°S. The northward limit is 30°N, recognizing that direct physical effects of the Pacific Ocean on Australian climate may extend some way north of the equator.
b. Agricultural data
Conventionally, the most obvious agrometeorological variable to predict is rainfall. However, the total amount of rainfall received in a season may be above average but poorly distributed so that plant growth for that season is below average. In reality, rainfall becomes soil moisture, which in conjunction with temperature affects plant growth, and for livestock grazing enterprises is processed into animal production. For crops, factors such as length of growing season and extreme low or high temperatures can be important in determining crop yield and farm productivity. Thus, the ultimate variable that managers really need to predict is animal or crop production, or even cash flow. However, the further one moves down the production chain, the more context specific the measure becomes, losing the generality that makes rainfall appealing and widely applicable. We therefore test a number of different measures before settling on plant growth index days (GIDs, day yr Ϫ1 ) as a reasonable compromise between being too unintegrated (like rainfall) and being too specific (like animal live-weight gain). GIDs have a higher correlation than rainfall with agricultural outputs like animal production or crop yield (McCown et al. 1981) . GIDs are calculated as a function of rainfall, stored soil moisture, air temperature, and radiation-all factors that might be related to SST. Calculation of GIDs can in itself be quite complex if detailed plant growth and soil moisture processes are fully represented. We chose to use a relatively simple model for calculating GIDs that uses a single-layer soil model and plant growth represented fairly simply using evapotranspiration (McDonald 1994) ; the soil water holding capacity was adjusted to suit the soil types of the different case study regions, but all other parameters were held steady (more details are available from the authors). This simple model produces daily soil moisture and temperature indices and, when these combined indices exceed a threshold, it is deemed to be a growth index day. A growth index day implies there is adequate soil moisture and air temperature for plant growth to occur.
The precise way in which GIDs are used will depend on the agricultural region and industry. Key management decisions will need to be made at different times for different places and industries. We use GIDs averaged over a range of relevant months, thus producing one value per year. This averaging helps to reduce the effect of isolated events and focuses the prediction scheme on interannual variations rather than month-tomonth variations.
Methods
a. Partial least squares
The aim is to predict the agricultural variable, in this case GIDs, each year using prior monthly SST data. It is most likely that a single month of SST will be sufficient since the variation from month to month is not enormous because of the high heat capacity of the ocean. Hence our possible predictors are SST values on a 1°grid over the world's oceans in the chosen month. The immediate problem is that there are many more predictors than variables to predict. One possible solution is to find the single predictor (e.g., SST at a single grid point) that gives the most accurate predictions. However, with so many predictors such a method has a high probability of finding good correlation by chance. We adopt a different technique that combines the information from all predictors by forming a new predictor that is a weighted average of the original predictors.
The usefulness of SST at any grid point as a predictor can be assessed by performing a simple lagged correlation of the SST time series with the agricultural time series using historical data. Performing this correlation at all grid points produces a spatial pattern of correlation coefficients over the world's oceans. This pattern shows how SST anomalies in different regions of the ocean are related to anomalies in the agricultural variable (for this study, GIDs). Anomalies are defined as deviations from the seasonal mean. Where the correlation is large and positive, warm SST is strongly related to high GIDs; where the correlation is large and negative, cold SST is related to high GIDs.
To make a prediction in any one year, the SST anomaly in the chosen month of that year is compared to the correlation pattern. If it resembles the pattern, high GIDs are predicted; if it looks like the opposite of the pattern, low GIDs are predicted. Quantitatively, the predictor is calculated by multiplying each grid value of the SST anomaly by the pattern correlation coefficient at the same grid point. These values are then summed, forming a weighted average of SST anomalies. Hence SST anomalies from regions that historically have been highly correlated (positive or negative) with the agricultural variable get the most weight.
The technique just described is, in fact, a relatively recently developed statistical method known as partial least squares (PLS). It is a method developed precisely for the case when there are many more predictors than predictands and where the predictors themselves may be correlated. PLS has been used mainly in chemometrics and, to the authors' knowledge, has not been used before in climate prediction. It is related to, but not the same as, a number of other statistical methods such as least squares, canonical correlation analysis, and principal component analysis (Martens and Naes 1989; De Jong and Phatak 1997) .
Mathematically the algorithm is very simple. The n years of agricultural data, such as rainfall or GIDs, are stored in a column vector y. If there are l locations at which there is a time series of SST, then these can all be stored in the n ϫ l matrix X. In practice the time series are always centered; that is, the time mean at each point is removed and the time series is scaled to have unit standard deviation. Hence, y and X contain standardized anomalies. The pattern of SST anomalies associated with the agricultural data in y is then given by the correlation vector:
where the superscript T denotes the matrix transpose. Note that the l locations of SST data may be distributed in two dimensions (commonly longitude and latitude), so that visualizing the vector w will require care. Next the SST anomalies are projected onto the pattern to form a time series of the weighted average of SST anomalies:
Finally, this time series is fitted in a least squares sense to the original data so that the approximation to y is given by
where b is the coefficient determined by minimizing the root-mean-square error in this equation. If SST were available at only one grid point, then the method reduces to regressing GIDs against SST at that grid point. With SST available at two grid points, then GIDs are regressed against a weighted average of SST at the two grid points with the weights being the correlation coefficients of SST against GIDs. Note that this method differs from multiple linear regression and will lead to a different result ).
One refinement of the PLS method that we explored involved using only those elements of the correlation vector, w, that had significant values at some predefined confidence limit (we tried 1%, 5%, and 10%). The results were essentially unchanged, so we retained the whole pattern. The reason for this insensitivity is that these small correlations are used as weights and so contribute little to the projection defined in (2). However, we note that, if the correlation pattern has relatively small areas of significant correlation, the results will be more sensitive to large areas of small correlation.
b. Skill measurement
The issue of proper skill assessment, and in particular the treatment of artificial skill, is an important one. It is all too easy to construct a forecast scheme that has good apparent skill at predicting the past, but little or no skill at predicting the future. This section defines various measures of skill and discusses their attributes, and is a prelude to our rigorous assessment of skill for the Queensland grazing example in section 5.
The correlation between y a and y is one measure of the skill of the PLS method; other measures such as root-mean-square error or the Linear Error in Probability Space method (LEPS; Potts et al. 1996) can also be used. Independent of the precise measure used, it is important to draw a distinction between hindcast skill and predictive skill. It is also important to distinguish between the two types of hindcast skill: explanatory and cross-validated.
As written in (1)- (3), all of the data have been used in constructing y a . In particular, for any year t i , the data value from that year, y(t i ), has contributed to estimating y a (t i ). In a true forecast situation, this would not be possible since the value of y in that year would not be known in advance. In addition, data from years later than t i would not be available. Since data from all years are used to obtain y a , the correlation between y a and y is called the explanatory hindcast skill. This is the skill of the PLS method in explaining the dataset using all the data. It is called hindcast skill because the data have been used to make a prediction in past years.
True forecast skill can only be calculated by using data prior to year t i to obtain an estimate for that year. This is then repeated for all years, except possibly the first few for which there is insufficient prior data. The disadvantage of this skill definition is that the reliability of the forecast is a function of the amount of prior data, and early forecasts in particular could not be considered sufficiently reliable. It is, however, the skill measure that most accurately reflects the forecast ability of the system. An approximation to the forecast skill can be obtained from the cross-validated predictor y cv . This predictor is obtained from the algorithm (1)-(3) using data from years both before and after the forecast year, but leaving out data from the forecast year. Each forecast year has a slightly different SST pattern w and a slightly different z and b.
The correlation between y and y cv is called the crossvalidated hindcast skill. The cross-validated hindcast skill is likely to be a good estimate of the forecast skill if two conditions are met: first that the agricultural data has a small autocorrelation over one year so that data in the neighboring years do not introduce artificial skill, and second that climate statistics do not change too much over time so that future data have a similar statistical behavior to prior data. Cross-validation is discussed in more detail by Stone (1974) , Michaelsen (1987) , Elsner and Schmertmann (1994) , and Drosdowsky and Chambers (1998 Chambers ( , 2001 ).
We will see in the northeast Queensland case study that the explanatory hindcast contains artificial skill; that is, it overestimates the true forecast skill. We will also see that the cross-validated hindcast skill is a good estimator of the true forecast skill when there are enough data to estimate the forecast skill accurately.
c. Persistence
Many of the agricultural time series that we use here are averages over a period of months in each year. For example, the northeast Queensland case study uses a 9-month average of GIDs from July to the following March. We find that the autocorrelation at a lead of 1 yr is essentially zero. However, there is another way to use persistence and that is to use the most recent measurement of the agricultural time series as another predictor. In the northeast Queensland example this involves using the June value of GIDs. We could use earlier months, or an average over a number of months, but we find that the highest skill is obtained by using the most recent month.
Initially we simply added the persistence time series, say p, as another column of the SST matrix X. However, the vast quantity of SST data swamps the information contained in p. We find that it is better to obtain the SST-based predictor first and, then, add persistence as another predictor, combining the two using multiple linear regression. When calculating a cross-validated hindcast, we are careful not to use the year being predicted in determining the regression coefficients.
d. Linear prediction of SST
One way to increase skill further is to use more predictors. For example, SST patterns from different months could be used as independent predictors (Drosdowsky and Chambers 2001). However, rather than combining predictors from different months based on statistical methods, we prefer the following physical rationale.
The best relationship between SST and agricultural variables such as GIDs or rainfall will almost certainly occur at or near zero lag due to the relatively short time scales in the atmosphere. Indeed, the July-March average growth in northeast Queensland is most highly related to SST averaged over the same months, with a cross-validated skill of 0.65. Using SST from the single month of October gives the same skill. However, a forecast is required by managers no later than June, and the skill using June SST is lower, at 0.52. If a good estimate of October SST were available in June, then there is a chance that the skill might be greater than this value.
A simple linear prediction of future SST can be made using a first-order Taylor series expansion. The time rate of change of SST is estimated using SST from June and some previous month, and then added to June SST to provide a linear prediction of, say, October SST. If an estimate of SST at time t is required, then it can be obtained in terms of SST at two previous times, t 1 and t 2 , as
When deciding on the SST (and persistence) months to use, we adopt the double cross-validation procedure described by Drosdowsky and Chambers (1998, appendix B) . However, the months chosen and the associated skill do not differ significantly from that obtained by maximizing skill using single cross validation. This is most likely to be because there is genuine skill present and because we are using a sufficiently large number of years (113 years for the main example).
Northeast Queensland case study
The SST forecasting system described here will be demonstrated in application to the extensive grazing lands of Dalrymple shire in northeast Queensland. This region encompasses an area of about 70 000 km 2 inland of the coastal ranges. Charters Towers is the main service town for the region's breeding and fattening cattle industry. Annual rainfall ranges from 500 to 700 mm and interannual rainfall has a coefficient of variation between 37% and 49%. The strong correlation between the SOI and summer rainfall in this region, combined with the relatively good understanding of climate impacts on the forage-animal system, makes the region suitable for a case study.
The major management decision affecting productivity, profitability, and resource condition in this region is stocking rate, that is, how many animals are carried per hectare. If the property is overstocked, then the natural vegetation can be overgrazed, leading to a loss of perennial grasses, poor quality animals, and increased soil erosion (Ash et al. 1997; Landsberg et al. 1998 ). Another major management decision is when to use fire to control exotic woody weeds and thickening of eucalypt woodlands; it is important to be reasonably sure of good growing conditions after a fire so that ground cover can recover quickly and not leave the land susceptible to erosion and soil loss. In this case study we use the SST-based forecasts to alter the stocking rate in a systematic way, as discussed below (section 5e).
a. Comparison of predictands
Stocking decisions for the next year are generally made early in the dry season (May-July). This coincides with branding and weaning of cattle and is also the peak time for sale of cattle because it is at this time that they are in their best condition for the year. Our goal in this example is to provide a useful forecast in early July based on data from previous months. As indicated above, a variety of variables could be chosen as predictands; which is most appropriate? Figure 1 shows the skill at predicting rainfall (mm yr Ϫ1 ), GIDs, total standing dry matter of pasture (TSDM, a measure of actual pasture biomass, kg ha Ϫ1 ), and live-weight gain (LWG, a measure of animal production, kg yr Ϫ1 ) at Charters Towers from SST. These represent a sequence of measures that are increasingly close to the product of concern to the pastoralist, but also require increasing contextual information to calculate. Rainfall is obtained from observed values, GIDs are calculated as described earlier, and TSDM and LWG are simulated using the forage production model [Grass Production (GRASP) pasture simulation model: McKeon et al. (1990) ], which has been applied widely in this region (cf. Landsberg et al. 1998; Ash et al. 2000) . The variables are all 12-month averages from July to June, and we test SST from each month in the calendar year as a predictor. Of course, only months prior to July represent a true forecast, but it is interesting to see how the skill varies as the lag decreases, given that the wet season (the main driver of TSDM and LWG for the year) does not usually start until November-December. The data extend over 108 years from 1888 to 1995. If Niño-3.4 is used as a linear predictor rather than the near-global weighted SST of the PLS method, Fig.  1 looks qualitatively the same, although the skill values are generally lower by between 0.05 and 0.1. Correlations of this magnitude that differ by 0.07 are significantly different at the 75% significance level.
The following are the main conclusions from Fig. 1 .
• There is considerably more skill at predicting GIDs and LWG than rainfall or TSDM using SST from the months April-July. With the exception of July, these are the months that are most likely to be used in a forecast system in this region.
• There is little increase in skill beyond June, particularly for GIDs and LWG, indicating that the lagged correlation is picking up most of the information.
FIG. 1. Cross-validated skill at predicting different variables at Charters Towers using SST in each month of the calendar year. The predictands are the annual rainfall totals from Jul to Jun (rain), growth index days (GIDs-see text for calculation), total standing dry matter (TSDM, a measure of actual plant growth on a standard soil and pasture type), and live-weight gain (LWG, a measure of animal production at a standard stocking rate).
It is notable that the more integrated production measures (LWG and GIDs) are better predicted than rainfall, suggesting that there is considerably more potential forecast information in SST than is mediated by rainfall only; this was a common finding in our studies. It is initially surprising that TDSM is more poorly predicted than GIDs but, whereas LWG is a rate variable, TDSM is a pool that is autocorrelated over time, has a lag phase due to carryover from a previous year, and is affected by grazing independently of climate, so it is possible to see why it may be less related to the climate signal driven by SST. Fortunately, GIDs are predicted with almost as much skill as LWG, yet are a far more general variable that can also be applied in cropping lands. Predicting live-weight gain also needs considerable management information such as the breed of animal, age of animal, the type of pasture, etc. GIDs require only rainfall, evaporation, radiation, temperature and humidity, and some estimate of the water-holding capacity of the soil. We therefore adopt GIDs as a good compromise for the remainder of this work.
b. Improving the skill
To study the skill at predicting GIDs in northeast Queensland in further detail, we now use a regional average of nine stations, of which the central one is Charters Towers. The data cover 113 years from 1887 to 1999. Although in most years the majority of GIDs occur in the November-March period, it is not unusual to experience years where there is an early break in August or September, which, if followed by a good wet season, leads to a high number of GIDs that is matched by exceptional animal performance. Hence, we average GIDs over July-March rather than the full year to reflect the main pasture growing period for the production cycle, up to mustering and branding of calves, which usually occurs in April-June. This is justification for using the July-March period of GIDs rather than just the main wet season of November-March. The comparison of predictands in the previous section can be repeated over the nine stations for July-March only for GIDs and rainfall because of data availability. The conclusions are the same.
The cross-validated skill at predicting July-March GIDs in northeast Queensland from June SST at the nine individual stations ranges from 0.35 to 0.54 with a mean of 0.45. The skill at predicting the nine-station average GIDs is 0.52, which is significantly greater at the 75% confidence level. This demonstrates the advantage of averaging GIDs over a region to remove local topographic or other regional effects that might not be related to SST but which also reduce the value of the forecast at a single site compared to its regional value.
If persistence from June is used as the only predictor, the cross-validated skill at predicting July-March averaged GIDs in northeast Queensland is 0.42. This value provides a benchmark that any forecast system must exceed. Combining SST and persistence gives a skill of 0.62, indicating that there is independent information in SST and June GIDs.
We now take instead the Taylor series approach already described, using June and the previous November SST to estimate the time derivative of SST, and predict forward 4 months from June to October. The month of June is chosen because SST data are the most recent, while November is chosen by double crossvalidation. The reason for choosing to predict SST in October is that this month gives the highest crossvalidated hindcast skill for Dalrymple GIDs. This differs from the results in Fig. 1 , where the highest skill was in July, because we are now using an average of nine stations averaged over a 9-month period. The equivalent curve keeps rising slightly to a maximum in October, rather than the peak in July for the GID curve in Fig. 1 . The skill of this scheme is 0.60. If we add persistence, the skill rises to 0.67.
As a comparison, if we use the SOI in June as a predictor of GIDs, the cross-validated skill is 0.47. Using the Niño-3 index gives a skill of 0.44, the Niño-3.4 index has a skill of 0.52, and the Niño-4 index a skill of 0.49. Finally, if we use the same Taylor series approach with Niño-3.4 and combine this with persistence, the skill is 0.62. All these are significantly less than the skill of the method used here, 0.67, at the 75% confidence level (one-sided significance test), and all but the last are significantly less skillful at the 95% confidence level. The results in this section are summarized in Table 1 . Figure 2 shows the SST pattern, w, obtained from the PLS method without cross-validation. It is the correlation between SST estimated in October and Dalrymple GIDs. Using cross-validation, this pattern varies slightly as different years are omitted. The key feature here is that it is not just SST in the Niño regions of the equatorial Pacific that is important. There is a large area of positive correlation north and east of Australia. Physically, we argue that warm temperatures here can increase the amount of moisture in the atmosphere and increase temperatures (particularly the nighttime minimum) over land. Both of these effects would lead to increased plant growth. There is also the possibility that wind patterns are altered by the large area of SST anomalies, but without further exploration it is not clear that this would necessarily lead to increased onshore moisture flux and therefore greater rainfall.
c. Summary of forecast method
To make a true forecast of GIDs averaged over JulyMarch of the coming year, the method is as follows: 1) Calculate the historical correlation between GIDs averaged over July-March and the estimated October SST anomaly in the Pacific and Indian Oceans using (1). This SST anomaly is estimated using SST anomalies in June and the previous November using (4). The result is given in Fig. 2 . 2) Estimate the SST anomaly in the coming October using (4). Form the weighted SST anomaly for the current year, z(t i ), using (2) with X consisting of just one row containing the estimated SST anomaly in this year.
Calculate the coefficient b from (3) using data from all previous years, hence obtaining y a .
Obtain two multiple linear regression coefficients by fitting y a and GIDs in June to GIDs averaged from July to March for all previous years.
3) Use these regression coefficients to combine bz(t i ), and GIDs in June as a predictor of GIDs in JulyMarch.
We reiterate that, when making a hindcast to assess skill as opposed to a single true forecast, it is necessary to use cross-validation and leave out any knowledge of GIDs in July-March of the hindcast year.
d. Artificial skill
One of the major concerns in developing any forecast system is the presence of artificial skill. It is particularly important to address this issue when using the PLS method because the predictand (in this case GIDs) is an intrinsic part of the method. That is why crossvalidation is used to assess the skill; it prevents the method from using information directly from the value being predicted. There are two ways of demonstrating that cross-validation gives an accurate estimate of true skill: comparing it with the true forecast skill, and calculating the cross-validated skill at predicting random time series. The following tests are conducted for the case that gives the greatest skill: using persistence plus a Taylor series prediction of October SST.
1) TRUE FORECAST SKILL
The true forecast skill can be calculated by using only data prior to the time period being forecast. Suppose we start with a minimum of 20 years of data to calculate the SST pattern (the "training period"), and forecast the following year's GIDs. The next forecast uses 21 years of data to calculate the SST pattern and forecasts GIDs for the twenty-second year. Repeating this for 10 years gives 10 forecasts to compare with the actual growth values (i.e., 10 "validation years," which we consider a minimum for calculating forecast statistics). The 10th forecast has used a total of 30 years of data. By comparison, the explanatory and cross-validated forecasts are available for each of the 30 years. Each explanatory forecast uses all 30 years of data, while each cross-validated forecast uses 29 years. Figure 3 shows the explanatory, cross-validated, and true forecast skills when the training period is 20 yr as Fig. 3a is calculated from 10 forecasts, the first of which is calculated from 20 years of data, and the last from 30 years of data. Although we are comparing skill from a different number of forecasts calculated from a different number of years of data, it is exactly the procedure one would adopt if assessing the forecast system in real time. It is clear that the cross-validated hindcast skill is a good estimator of true forecast skill, particularly when at least 30 years of data are used to develop the SST pattern. It is also clear that the explanatory skill is an overestimate of the true forecast skill. The reason that the true forecast skill increases with an increasing training period is that the early forecasts using just 20 years of data are less skillful, and these reduce the overall skill even after many years of forecasting. However, the influence of these early years also decreases as the total number of forecast years increases, an issue that might matter if the overall climate system is not reasonably stationary.
2) RANDOM TIME SERIES
A random time series should not be predictable using ocean temperatures. In practice, there is a slight chance that a random time series will resemble rainfall or growth time series that are predictable, and therefore this random time series will appear to be predictable. We have conducted an experiment where we randomly shuffle the northeast Queensland growth time series and examine the explanatory and cross-validated skill. The experiment was repeated 500 times, and the results are contained in the histogram shown in Fig. 4 . This figure shows that there is substantial artificial skill at predicting random time series if the explanatory version of PLS is used. The mean value is 0.42. It is also clear that cross-validation removes the artificial skill. The mean cross-validated skill is zero, although the distribution is skewed. The probability that the crossvalidated skill is above 0.2 by chance is 0.05. The maximum cross-validated skill over 500 realizations is 0.31.
Figures 3 and 4 also provide convincing evidence that the cross-validation procedures are working correctly to eliminate artificial skill from the calculation. Figure 5 shows the observed and cross-validated hindcast GID time series for northeast Queensland. GIDs are averaged from July to March, June GIDs are used as a persistence predictor, and SST from June and the previous November is used in a Taylor series to predict October SST, which is then used in the PLS scheme. The correlation between the observed and hindcast time series is 0.67.
e. Forecast presentation
There is a simplified way of presenting the key information in Fig. 5 that also introduces the idea that these forecasts are not definitive but probabilistic. The key point here is that a forecast gives an indication of how the climate "dice" are loaded. This concept is presented by the use of "chocolate wheels" (Hayman 2000) . Chocolate wheels are defined by choosing categories of the predictand, say terciles, and representing the frequency of the observed value being in each of the terciles when the hindcast is in each tercile. It is a simple way of presenting a contingency table. The chocolate wheels associated with Fig. 5 are shown in Fig. 6 . If no forecast is available, then by definition the historical data fall equally into the three categories. However, when a forecast is made, this shifts the probabilities substantially, and it is this shift in probabilities that is of real use to farmers, as we shall demonstrate below.
For example, when a forecast is for growth in the lowest tercile, then historically growth was low in 61% of years and medium in the remaining 39% of years. This does not mean that there is no chance of high growth if the forecast is for low growth. It means that the chances are sufficiently low that the outcome has not occurred in the last 113 years.
f. Benefits
The benefits of responding to the forecasts were tested in a linked pasture growth-herd dynamics and economics model (McKeon et al. 1990; MacLeod et al. 2004) . The pasture growth model, GRASP, provides the pasture growth response to rainfall and grazing for a particular set of soil and other biophysical conditions. One of the outputs from GRASP is live-weight gain and this is used to drive herd dynamics (calving and mortality rates) to simulate the resulting changes in animal numbers as a result of natural increase and of realistic buying and selling strategies. The economic component converts the outcome into economic productivity for consistent interpretation.
The 113 years of hindcast GIDs for the July-March period were classified into terciles, that is, the poorest third of years (lowest number of days), the middle third, and the top third of years. Within GRASP, stocking decisions were made in July of each year based on these three "year types." If good growth is forecast, stocking rates are increased either through natural increase or purchase of cattle. A bad growth forecast triggers the sale of cattle. The precise buying and selling strategy used in response to a forecast can be optimized, with all the cross-validation issues noted previously for the climate system; this is the subject of another study (M. Stafford Smith et al. 2005, unpublished manuscript) . Here we use a simple rule that is close to the optimum strategy: when the growth forecast is in the top tercile, the stocking rate is increased to 20% above the base rate and, when the growth forecast is in the bottom tercile, the stocking rate is decreased to 20% below the base rate. The base stocking rate is used as the target when the forecast is in the middle tercile. The base stocking rate is determined by assuming that approximately 25% utilization (the amount of forage consumed relative to growth) is sustainable in the long term .
We note that it is not feasible, for a number of reasons including market access and cost, to increase stocking rates by much more than 20% in any one year. Hence, an additional restriction is imposed that the stocking rate cannot be changed from 20% below to 20% above the base rate in one year. From GRASP, 113 years of annual live-weight gain and stocking rates were imported into the spreadsheet economic model, which was set up to run for typical beef enterprises in northeast Queensland. Full herd dynamics, sales, purchases, costs, and cash flow are captured within this spreadsheet model (MacLeod and Ash 2001; MacLeod et al. 2004) .
The strategy outlined in the previous section is now used to compare the value of the different forecast systems. The SOI phase system uses the SOI from May and June and combines the five phases into three categories containing roughly equal numbers of years. This collapsing of the five phases into three year types was appropriate for the northeast Queensland case study because the "consistently negative" and "rapidly falling" phases both had mean growth days consistently below the overall mean growth days, and likewise the "consistently positive" and "rapidly rising" phases both had mean growth days above the overall mean. The two forecast systems are compared to "perfect" category forecasts of rainfall and GIDs as measures of theoretically achievable skill. Here we use the term perfect to mean a category forecast derived from knowing actual rainfall or GID values, and therefore the tercile category, for the period over which the system is tested. The skill of these perfect category forecasts is still limited by the extent to which the rainfall or GID tercile is not perfectly correlated with production, and their value is further limited by the extent to which management choices may be constrained. In these cases, stock numbers are again adjusted up or down by 20% in terciles. Results are shown in Table 2 .
There are a number of conclusions to be drawn from the results in Table 2 . First, all forecast systems increase the cash flow by a substantial amount. The SST system gives greater benefits than the SOI phase system and also gives comparable benefits to a perfect rainfall forecast. The reasons for this surprising result are, first, GIDs are more closely connected to production than rainfall, second, SST is more closely connected to GIDs than rainfall, and, third, the distribution of rainfall is as important as the total amount; yet this information is not included in a forecast of the amount of rainfall.
Another conclusion from Table 2 is that the SSTbased forecast system is almost as valuable as a perfect category forecast of GIDs. We argue that the reasons for this are threefold: first, perfect knowledge of the GID category still leaves some unknown year-to-year variations (e.g., an extremely good year versus a moderately good year within the top category), second, GIDs are not perfectly correlated with production; and, third, the response of a manager is limited by practical considerations (e.g., limits on the stocking rate change) even given a perfect forecast. This suggests that for this location, industry, and management response, there may be a point of diminishing returns in terms of developing a more accurate forecast system. Note that it is possible to have a higher cash flow with fewer animals sold (cf. the SST and perfect rainfall columns in Table 2 ). This is because the price received for an animal is related to its weight and condition. Therefore, it can be more profitable to have fewer animals but of higher quality.
The figures for the soil loss index (a modeled indicator of the risk of soil loss under standard soil and slope conditions) show that none of the forecast systems cause significantly increased resource degradation. All the soil loss values are considered to be small.
Other regions a. Queensland wheat
For a wheat farmer, a major management decision is the fertilizer application rate. Applying too much when growth is low wastes money, while applying too little in a good year means lost opportunity. This is particularly important in an industry where 70%-80% of the profit is made in 30% of the years (Egan and Hammer 1996) . We have looked briefly at the value of our SST forecast system for a wheat enterprise in Dalby, Queensland.
In this case we are using April SST to forecast MayOctober average GIDs. The cross-validated skill is less than 0.4, so the forecast might be expected to be of marginal use. The value of the forecast is compared to two different constant rates of fertilizer application and the SOI phase system. Table 3 shows that the SSTbased forecast system gives the best gross margin, but it is not better than the SOI phase system or the higher of the constant rate strategies. The risk is reduced slightly over these strategies, but increased over the lower constant rate strategy. In summary, this is considered to be a marginal improvement only. However, there is a great deal more research to be done here. GIDs may not be the most appropriate quantity to predict for the wheat industry, and better management responses to a forecast are almost certainly possible.
b. New South Wales dryland cotton
There are two types of cotton enterprise: irrigated cotton and dryland cotton. Irrigated cotton might be considered to be largely immune from climate effects because of the reduced dependence on rainfall, although water allocations from irrigation schemes can be affected by drought. Dryland cotton will be affected by climate variability, and this is the example studied here. September SST is used to predict October-March GIDs for a cotton enterprise in Moree, northern New South Wales (NSW), where the cotton is planted on a half-full soil moisture profile. It is generally considered risky to plant cotton with only this amount of stored soil moisture. A lower risk decision might be to wait until later in the year (December) and plant sorghum, a crop with a shorter growing season. The question here is whether a climate forecast can be used to help in the management decision of whether to plant cotton or not, and, if so, in what configuration. Alternative planting configurations are double skip (a wide row spacing that means less soil moisture is required by the crop), single skip (a moderate planting density), or solid rows (high planting density). Table 4 compares the use of two forecast systems making this management decision, to a fixed, conservative double-skip strategy. Here it is clear that the SST forecast is valuable; the gross margin is nearly doubled. This is achieved by not planting at all in the worst onethird of forecast years. However, note that the gross margin is still less than the $A250 ha Ϫ1 considered to be the break-even point, indicating the difficulties in planting cotton with insufficient stored soil moisture. An augmented strategy is also considered, where sorghum is planted in the years that cotton is not planted. This increases the gross margin to almost breakeven.
A forecast based on SST in September has proved to be of some value in this example, whereas SST in April was of little value in the previous example of Queensland wheat. This should not be surprising if ENSO is the dominant cause of interannual variability in both regions. The warm equatorial Pacific Ocean temperatures associated with ENSO are generally well established by September, but April is considered to be around the time of the "predictability barrier," a period of the year beyond which the subsequent state of ENSO is not yet established (Torrence and Webster 1998) .
c. Southwest Western Australia
We have not been able to use this SST-based forecast system to any advantage in southwest Western Australia (WA). The skill at predicting rainfall, GIDs, or wheat yield at a number of places is so low that it is unlikely to be useful. There are a number of possible reasons for this.
• Southwest WA climate is mostly affected by the Indian and Southern Oceans, where SSTs were extremely poorly sampled prior to the advent of regular satellite observations in late 1981.
• Interannual rainfall variability is lower than for Queensland and forecasts are of increasing value as rainfall variability increases.
• The mechanism causing rainfall and growth may be more complicated than the relatively simple ENSO phenomenon. For example, interactions between tropical moisture sources and southern fronts might be important. The PLS technique in the form used here is not well suited to this type of nonlinear phenomenon. 
Future research issues
There is a great deal of research left to be done in applying climate forecasts for the benefit of agriculture (e.g., Hammer et al. 2000) . Many more examples of regions, industries, and management decisions need exploring in order to develop the best generic forecasting information. We have only covered a very small subset of the possibilities, demonstrating that substantial benefits are possible. The wheat and cotton examples in particular need further work.
There will be some cases where improvements in the forecast system are advantageous and others where the current skill is adequate. For the former, there are many possibilities. The present forecast system is well suited to regions that are dominated by a single climate mechanism, generally ENSO. More sophisticated forecast systems will be required where more than one physical mechanism is important. One drawback of the partial least squares method is that it uses essentially the same SST pattern in all years. (Leaving out one year to perform cross-validation changes the pattern only slightly). It should be advantageous to develop a method where different SST patterns, related to different physical mechanisms, could be used in different years. This is likely to be particularly important in Western Australia, where the current method has little or no skill. There is reason to believe that WA climate is influenced by a number of factors that could be disaggregated in this way. Southeast Australia is also likely to benefit from this approach, as the climate there is also affected by a number of different physical mechanisms.
Conclusions
Statistical seasonal climate forecasts based on sea surface temperatures show considerable potential for increased efficiency in management decisions for agricultural enterprises. The precise details of the forecast method, SST patterns, and management responses vary considerably depending on the region, industry, and decision points, requiring a careful study of each case. It has been demonstrated that forecasting rainfall is not necessarily the best way to proceed. The number of growth days (GIDs) is more predictable from ocean temperatures and is also closer to eventual farm productivity. Predictions of GIDs can be used in a representative northeast Queensland grazing enterprise to increase long-term cash flow by about 27%. This result matches that obtained by using a "perfect" knowledge of seasonal rainfall. For a southern Queensland wheat enterprise, the gross margin is increased by 12%, but this is not significantly better than the SOI phase forecast system, or simply doubling the amount of fertilizer applied. For a northern NSW dryland cotton crop planted under marginal soil moisture conditions, the SST-based forecast can be used to increase the gross margin from unprofitable to the break-even point.
