This article provides a systematic empirical study of how differences in regulatory review processes across the fifty US states affect the level of regulation. We examine whether rules for regulatory review matter in terms of lowering the overall level of regulation in states. Our findings suggest that sunset provisions are the most effective means of reducing state regulatory levels. Requirements for reviewing the fiscal impacts of new regulations on state government budgets and to present lower-cost alternatives for achieving the same policy goals also appear to be somewhat effective. There is limited evidence that a regulatory review process within the state legislative branch or an independent agency reduces new regulations.
Efficient government regulations, including those that correct market failures or better define property rights and legal liabilities, create benefits exceeding costs and thereby improve economic performance. Inefficient regulations are those that create costs exceeding benefits and thereby reduce economic performance. Many US states and the federal government have attempted to enact regulatory reforms to reduce the amount of inefficient regulations (see, for examples and discussion, Hahn 2000; Shapiro 2010; Shapiro and Borie-Holtz 2011b) . Some of these reforms require more stringent constraints on the initial enactment stage, while others create a process for reviewing existing regulations.
Most of the literature examining the effectiveness of state regulatory process constraints and rules are case studies that evaluate the actions of one state before and after a rule-process change or are anecdotal and/or narrative examinations only, meaning their findings may not be generalizable. Even more problematic is that these studies have found mixed results. There is no clear evidence about whether or how these rules affect the amount of total regulation or to eliminate inefficient regulations.
This article undertakes the first systematic empirical study, using data on all fifty US states, to see how these state procedural rules regarding constraints on both the enactment of new regulations and the review of existing regulations affects the level of regulation in a state. The purpose of this exercise then is to better pinpoint specific regulatory review processes that affect the level of regulation and thereby open up important avenues for future researchers and policy makers to determine which help promote economic growth and regulatory efficiency.
We begin with a literature review and discussion of the economic theory of regulation. This article continues by using these theories and models to hypothesize about which regulatory constraints might be expected to work or not work. We then present our main empirical results. Overall, our findings suggest that sunset provisions and, interestingly, cost-benefit analysis based on the impact that a proposed regulation will have on government revenue appear to reduce the level of regulation in a state most consistently.
The Economic Theory of Regulation
The economic theories of regulation can be grouped into two distinct approaches: the ''public interest'' approach and the ''public choice'' approach. The public interest approach, following the seminal work of authors such as Pigou (1938) , assumes that government agents and regulators are benevolent individuals whose purpose in designing regulations is to correct market failures and maximize social welfare by increasing economic efficiency. These social planner models generally assume political decision makers have full information on the costs and benefits of policies and consciously enact only those that maximize social welfare.
Even if this public interest view of political action were correct, however, in the real world where information and foresight isn't perfect there would be cases where seemingly efficient regulations create unforeseeable outcomes, unintended consequences, or secondary effects that become known only once the regulation is in force. For example, the employment provisions of the Americans with Disabilities Act (ADA) were passed with the intention of lowering barriers to employment for disabled persons. The legislation prohibits discrimination based on disability status and further requires employers to make reasonable accommodations for employees with disabilities.
However, DeLeire (1997 DeLeire ( , 2000 empirically estimated the impact that the ADA had on levels of employment and wages and found that in practice the ADA significantly reduced both for disabled Americans. By increasing the cost of hiring disabled workers and making it harder to fire them, this legislation has resulted in a reduction in employment among disabled individuals. After adjusting for other factors, DeLeire concludes that 80 percent of this decline was caused by the unintended incentives created by the ADA.
Thus, even if regulations are passed with the best of social intentions and careful consideration, as the public interest view suggests, there will be mistakes. This creates a need for a regulatory review process to identify and remove regulations that have unintended consequences, do not live up to their stated goals, or do accomplish their desired goals but in such a costly way that it does not justify the benefit (i.e., they are ex post economically inefficient). More stringent or different types of regulatory review procedures, the subject of our current study, may help to avoid cases like these as they can either help policy makers better foresee these consequences or at least can help to identify them once a regulation is in place.
Another important matter that needs to be considered is that the process through which regulations are actually created is conducted within a political process influenced by voters, special interest groups, bureaucratic agents, legislators, and other political decision makers. In this light, the public choice approach, following the seminal work of Buchanan and Tullock (1962) , suggests that individuals react to the incentives and constraints they face in both their private, market actions and their public, political actions. In this context, participants in the political process have their own personal, self-interested goals, and reasons for their actions that may differ from or even be at odds with the public interest. A legislator may pass a regulation, for example, to gain political contributions or support for his or her reelection.
Because of the political nature of regulatory policy, in many cases new regulations are passed because they benefit well defined, concentrated interest groups, even when they are clearly inefficient (see, e.g., Weingast, Shepsle, and Johnsen 1981; Ekelund and Tollison 2001) . Similarly, a regulatory agency may attempt to broaden its powers and scope through new regulations simply to increase the budget or personal prestige of the bureaucrats heading the agency (Niskanen 1968 (Niskanen , 1971 (Niskanen , 1975 . Therefore, it may be that new regulations that are passed are generally not purely based on benevolent concerns over whether the regulation is economically efficient.
The public choice literature also suggests that, once enacted, regulations and the very agencies in charge of imposing or enforcing them can become ''captured'' by the businesses and industries they are supposed to regulate. Once captured, these agencies impose regulations that are no longer in the public interest but in the interest of the industry itself (Stigler 1971) . Similar literature suggests that regulation is implemented so as to increase opportunities for politicians and regulators to ''rent extract '' (McChesney 1987; Frye and Shleifer 1997; Shleifer and Vishny 1998) . If regulatory policy creates excess profits, or rents, for the industry or firms being regulated, regulators and politicians can extract some of those private rents through campaign contributions, votes, or even outright bribes (Djankov et al. 2002) . Overall, this may benefit both political actors and business interests but leads to less-thandesirable outcomes for consumers and the general public.
Therefore, whether certain types of regulatory review processes can actually affect the overall level of regulation is the key question we focus on in this study, given the potential for inefficiencies to emerge. In doing so, we provide opportunities for future researchers to better disentangle which types of review processes may, in fact, weed out inefficient and foster efficient regulations by providing an important first step in identifying those regulatory review processes that have any effect at all. We continue with a discussion of the previous literature on the impact of regulatory oversight and review.
The Regulatory Review Process
Although the economics literature has analyzed at length the economic impact and implications of regulation, far less economic scholarship has been undertaken regarding how the procedural checks and balances created to oversee regulators affect regulatory outcomes. However, a growing body of literature within political science has partially explored these issues. The seminal work of Weingast (1987, 1989) and Ferejohn and Shipan (1990) opened a door to theoretical understanding of this phenomenon. These studies discuss how oversight procedures may ensure that the preferences of the legislative body that initially empowered the agency are carried forward through time and how the presidential veto and judicial review impact regulatory outcomes. Several studies have empirically evaluated these theories (Golden 1998; Croley 2003; Yackee 2006) .
There is also a growing literature that analyzes procedural checks and balances at the state level. However, given the diverse nature of state procedural safeguards, most of these works only involve a small subsample of states or are individual case studies. For instance, Shapiro and Borie-Holtz (2011a) use data on regulatory procedures across twenty-eight states to test the impact of these procedures on the total number of regulations as well as to determine their economic impact. This literature finds little evidence that procedural safeguards had any significant impact on regulatory output within a state. Similar work at the state level has also found mixed results for a number of regulatory procedures and oversight. Daley, Haider-Markel, and Whitford (2007) analyzed certain aspects of regulatory review across fortyeight states, finding legislative review to be the only factor affecting overall compliance costs of regulation. Woods (2004) conducted a survey of regulatory review procedures across fifteen states, finding that gubernatorial as opposed to legislative review influenced regulatory rule making.
Other research has studied both gubernatorial and legislative review over regulatory agencies. Again, much of this work has yielded at best mixed results regarding the overall impact that this oversight has on regulatory stringency (Ethridge 1984; Koski 2007; Poggione and Reenock 2009) , how the strength of given veto players (both gubernatorial and legislative rejections) in state government affects regulatory outcomes (Gerber, Maestas, and Dometrius 2005) , and how procedural safeguards themselves are shaped by the makeup of state government (Hahn 2000; Grady and Simon 2002) .
As given previously, it is possible to hypothesize as to why some of these regulatory review processes may be expected to be more effective than others in constraining the regulatory process. To do so requires differentiating two decision nodes, the initial enactment stage for new regulations and then the process for reviewing existing regulations. At the ''creation/enactment'' stage of regulations, constitutional rules or legal constraints can be enacted either to restrict the scope of activities that can be regulated by government or to require some type of cost-benefit study or economic impact analysis prior to a new regulation being approved.
Thus, at the enactment stage, constitutional rules are the primary check on what can and cannot be regulated. These constitutional constraints are then generally enforced through the judicial branch of government. Differences in the regulatory climates across states-at least at this enactment stage-may thus be more determined by the structure of state constitutions and the effectiveness of state courts in enforcing these constitutional rules. However, new constitutional rules are hard to enact, and attempting to change regulatory policy based on constitutional amendments is not an easy process. Therefore, while differences in constitutions and courts across states may help to explain why some states have more efficient regulatory climates than others, it is a much less promising area for regulatory reform policies to target.
At the enactment stage, requirements for cost-benefit analysis for new regulations may provide policy makers with a better approximation of the true economic effect of a proposed regulation, though shortcomings exist here too. First, the true costs and benefits of a regulation are often hard to estimate prior to the regulation going into effect within the market. Forecasting how prices and economic actors will respond is an imperfect science. In retrospect, what may have appeared as an efficient regulation based on forecasts can turn out not to be or vice versa.
For example, in the process of adopting the 1990 Clean Air Act, both the Environmental Protection Agency (EPA) and the utility industry forecasted costs per ton to reduce sulfur dioxide emissions under the new regulatory scheme of tradable permits (Washington Post 1994). The utility industry estimated the cost at up to US$1,500 per ton, while the EPA estimated approximately US$600. By 1994, the tradable permit mechanism embodied in the bill created strong incentives for firms to innovate with the result that the permits were selling for US$150 a ton-reflecting the true cost per ton.
The second problem with attempting to base regulatory reform on costbenefit requirements at the enactment stage is that the procedure for undertaking the analysis can itself be subject to political failures. For instance, the very groups who influence the political process can also attempt to influence the process that estimates the costs and benefits. Entrenched stakeholders may also attempt to influence empirical estimates and the information stream flowing into the political decision process, even when it is subject to cost-benefit rules (see, e.g., Holcombe's [1998] application of this idea to tax policy based on elasticity estimates). The selection of who will do the cost-benefit analysis is endogenous, and regulators or politicians may simply select individuals to perform the estimates who they know will provide the answers they desire (Holcombe 2010) . Thus, the extent to which cost-benefit analysis affects the level of regulation, if at all, may be ambiguous.
In addition to requirements for economic cost-benefit analysis, some states mandate a government cost-benefit analysis that only requires an estimation of how the regulation will affect the expenditures and revenues of the government itself. Because regulations require enforcement, they do increase government expenditures, and because regulations may reduce economic activity they may also reduce tax revenue. Rather than pointing out the net costs of regulations to private actors in the economy, these cost-benefit tests point out the net costs of these regulations to the government.
When a regulation results in reduced tax revenue, and requires expenditures that cannot be spent on other government programs that please interest groups or voters, the regulation may not be in the best interest of the political actors charged with deciding on the enactment of the regulation. Because government cost-benefit analysis points out how the regulations may impact the self-interested activities of government actors, rather than simply appealing to how the regulation affects the social welfare, public choice theory predicts it would likely be a more useful tool to prevent some regulations from being imposed than to overturn existing regulations.
Another area where regulatory review may have an effect is in the process of after-the-fact review of existing regulations. Some states have review processes for new or existing regulations that focus only on a ''legality review,'' asking simply whether the regulation accords with state constitutional and statutory law. However, even for review processes that examine more than just the legality of a regulation, previous evidence from the literature suggests that most review rules are either ineffective or unenforced (Hahn 2000; Schwartz 2010) . The entity or source performing the review may matter, as some states have independent agencies doing reviews while others have reviews internal to the legislative or executive branch.
One additional process that forces some type of recurring review is the presence of a ''sunset'' provision. Sunset provisions require periodic renewal of new regulations or agencies; without renewal, they expire. Anecdotal evidence regarding sunset provisions has suggested they may not be very effective. Tennessee's sunset provision, adopted in 1982, requires that all newly enacted rules sunset after one year. However, it is often circumvented by the state legislature. According to Hahn (2000, 882-83) , in Tennessee, ''the legislature routinely votes to eliminate the expiration date of the sunset provision, defeating its original purpose.' ' Schwartz (2010, 371) points out that ''Tennessee has not aggressively used its power to sunset rules. In the 1990s, the legislature voted to extend nearly all rules beyond the expiration date of the sunset provision.'' He continues, from ''2005 through 2010, only one rule has not been extended by the annual legislation on sunsetting rules.'' One final aspect of state policy worth discussing is the process of voter initiatives. In states with voter initiatives, citizens can collect signatures to put a proposed law on the ballot. By doing so, citizens can circumvent the normal state political process and the legislature. Many of the major reforms constraining government, such as term limits and tax/expenditure limits, for example, have come from voter initiatives. The literature suggests that states with voter initiatives have smaller government sectors and that the voter initiative can be an effective tool for constraining government and the regulatory process within a state (Matsusaka 1995) .
In the next section, we contribute to this literature with an empirical analysis of the regulatory procedures across all fifty states and simultaneous analysis of all the procedural safeguards that each state has in place. To the best of our knowledge, such analyses have never been undertaken by any other study. While other studies have attempted to see how the total level of regulation in a state impacts state economic activity, we turn this question on its head by asking what factors determine the level of regulation in a state. That is, why do some states have more regulations than others, and do the procedural rules have a significant impact on the overall level of regulation in a state?
Data and Empirical Analysis
In order to study empirically the impact that procedural rules have on regulatory outcomes, we have compiled data from a number of sources on all fifty states. To measure the level of regulation in each state, we use the following six unique variables: the Forbes magazine ranking for each state's regulatory climate, per capita regulatory enforcement expenditures, the number of regulations per capita that are challenged in each state's supreme court, the number of regulations per capita that are reversed or overturned by a state supreme court, the number of regulatory rules per capita issued per year by each state's regulatory agencies, and the number of regulatory rules per capita that have an economic impact issued per year by each state's regulatory agencies.
While there is no one perfect measure of the amount of regulation in each state, these six unique variables are all clearly correlated with the total level of regulation, with some more directly measuring the overall efficiency of regulations specifically.
1 Four of these regulatory measures directly aim at capturing the total amount of regulation in a state (the Forbes ranking, enforcement expenditures, and the two based on counts of rules). Further, the measures of regulations being challenged (or overturned) in state courts would seem to be more closely related to measuring inefficient, undesirable, or contradictory regulations, although we also think it is positively related to the overall level of regulation (in the same way, illegal drug use can be measured to some degree by arrests). Four of these measures of the regulatory climate that we employ as dependent variables are available for all fifty US states, while two (the number of regulatory rules per capita issued per year by each state's regulatory agencies and the number of regulatory rules per capita which have an economic impact issued per year by each state's regulatory agencies) are from Shapiro and Borie-Holtz (2011a), who were able to calculate the rule counts only for a subsample of twenty-eight states. A full list of the variables we employ, with their descriptions and sources can be found in the Appendix. As variables to explain the level of regulation, we use a set of fourteen procedural safeguards drawn from Schwartz (2010) and one procedural safeguard drawn from The Council of State Governments (2010). These include a number of regulatory review procedures: various measures of cost-benefit analysis, sunset provisions, as well as whether the state has a voter initiative. Each of these dummy variables is coded as 1 if a state has the specific regulatory review and 0 otherwise. The specific powers of review from Schwartz (2010) we consider first are who does the review:
1. whether a state attorney general has the authority to review regulations, 2. whether the power to review exists in some other office of the executive branch, 3. whether a state legislature has formal review powers, 4. whether or not a state government has granted an independent agency review powers, or, 5. whether an agency is required to review its own regulatory impacts.
We also include variables drawn from Schwartz (2010) to indicate the type of review:
1. whether some branch of a state government is required to review the legality of a proposed regulation, 2. whether some branch must determine if a regulatory agency has the authority to issue a proposed regulation, 3. whether or not some branch of state government reviews a proposed regulation based on ''reasonableness or effective'' application, and 4. whether or not some branch of state government reviews a proposed regulation based on its ''consistency and conformity to state code'' (which we term ''any factor review'').
Finally, we also include cost-benefit analysis requirements based on:
1. whether or not there is a requirement to give a detailed report of a proposed regulation's impact on government funds and revenues, 2. whether or not there is a requirement to give a detailed report of a proposed regulation's impact on economic outcomes to private or regulated parties impacted by the proposed regulation, and 3. whether or not an agency must propose alternatives to the regulation that would provide a lower-cost means of achieving the same policy goal as the regulation.
In order to study formally the impact that each of these variables may have on the regulatory outcomes listed previously, we ran ordinary least squares (OLS) regressions using each of the six indicators of a state's regulatory environment against these procedural safeguards. Our empirical results are presented in table 1. A negative coefficient on an independent variable suggests that variable lowers the total amount of regulation in a state.
The first four independent variables, under the heading Source of Review, measure the ''who does it'' question in regulatory review requirements across states. The variables reflecting the presence of review by the state attorney general, other executive branch review, and independent review, are statistically insignificant in all specifications. Legislative review is negative and is statistically significant in one of the six specifications (the Forbes rank), but is insignificant in all others. Overall, these results do not seem to suggest that the source of the review matters, in that a state's total level of regulation is not significantly and robustly correlated with who is doing the regulatory review. While legislative review is significant in one specification, the fact that it is insignificant in the other five specifications means the result is weak at best and that there is little robust evidence in favor of a true impact. The next seven independent variables, under the heading Type of Review, measure the metrics by which regulations are judged in the review process. The first of these, legality review, is the requirement that each new regulation be reviewed to ensure that the power to regulate the activity is legal under state constitutional and statutory law. The variable is never statistically significant. Authority review is whether new regulations are subject to a review for consistency with legislative intent or determination of whether the agency actually has the authority to issue such a regulation. In one of the models (number of regulatory rules per capita), it is negative and statistically significant. Efficiency review is whether new regulations are subject to a review based on reasonableness, efficiency, or effectiveness. Similar to authority review, it is statistically significant and negative in only one of these cases (state regulatory enforcement expenditures per capita). Any factor review is a code for if the review can be done based on any factor and does not specifically mandate one type of criterion to be used or considered. It is never statistically significant. Thus, for these first four factors, there is weak evidence at best that they matter in terms of changing the total amount of regulation in a state.
Continuing with the next three independent variables under the heading Type of Review, these measure whether the review process specifically mandates cost-benefit testing and of what type. Government cost-benefit is when a regulation must be studied for its effect on the government budget through increased expenditures or lower tax revenue from a new regulation. Government cost-benefit requirements appear to be robustly statistically significant. The variable is negative and statistically significant in five of the six cases. Some of the coefficients are sizable as well, implying that the impact is not only statistically significant but also economically significant. Interestingly, whether a cost-benefit analysis must be done to determine the overall private economic efficiency of the regulation is never significant; this implies that the requirement of a cost-benefit analysis has no discernible impact on the level of regulation.
Government cost-benefit matters but economic cost-benefit doesn't seems counterintuitive. However, this result would appear to conform with public choice theory, where self-interested political actors may care more about how these regulations impact their budgets, but have less concern for the overall public interest. The final cost-benefit variable codes whether the cost-benefit review must also present alternatives to the regulation for achieving the same policy goals (e.g., a tax that could be imposed be used in place of the regulation to produce the same outcome). This is statistically significant and negative in half (three) of the specifications. Thus, for these three cost-benefit factors, there is evidence that requiring government costbenefit analysis and the presentation of alternatives does matter in terms of lowering the total amount of regulation in a state.
The next three independent variables, under the heading Periodic Review, examine not the process by which new regulations are subjected to review, but rather the process for reviewing existing rules and regulations. The first two of these variables reflect whether a requirement for periodic review is present and done either internally by the regulatory agency itself or by some other entity (nonagency). Agency review is statistically significant and negative in only one specification (the number of regulations challenged in the state supreme court per capita). Nonagency review is never statistically significant. Thus, there is little robust evidence that the ''who'' in periodic review matters.
The final independent variable in the periodic review section, the presence of a sunset provision, is robustly statistically significant-being negative and significant in all six different measures of state regulatory climates. The coefficients are also economically significant. Sunset provisions do appear to reduce the total level of regulation in a state significantly, despite the anecdotal evidence from Tennessee discussed earlier. This appears to hold both for the measures that reflect the flow of new regulations (the final two specifications of rule counts) and the remaining measures that more closely reflect the total stock of existing regulations in a state. The final two independent variables, under the heading Other Variables, are the constant and a variable reflecting whether the state has a process for voter initiatives. However, voter initiative is never statistically significant.
Overall then, these initial results provide some interesting implications. First, there would appear to be very few regulatory review procedures in place that actually affect the level of regulation. This finding is significant from both an academic and a policy perspective. Even more important are the regulatory review procedures that would appear to impact relatively more inefficient regulatory rules. Again, although a detailed analysis of this latter issue is well beyond the scope of this study (though worthy of future research), as noted we did include two variables that would seem to target relatively inefficient rules. Here specifically, the results suggest that both government cost-benefit and sunset provisions reduced the occurrence of both, with each result statistically significant. Finally, alternative cost-benefit and agency review were statistically significant and each reduced the number of regulations reversed by a state court and the number of regulations in court, respectively. All of those results combined then, along with what follows, should provide future researchers ample opportunity to evaluate which types of regulatory review may better target the promotion of efficient relative to inefficient regulations.
Robustness Checks
In this section, we attempt to see if the results reported earlier are robust to changing the way the regulatory variables are measured and to including additional control variables. We first begin by performing our same regressions mentioned earlier, but this time including several socioeconomic and political control variables-namely, the state's unemployment rate, median household income (in thousands of dollars), the percentage of the population in the state with a bachelor's degree, and the percentage of the state voting Democrat in the 2008 election. The results are found in table 2.
Because we are mostly interested in whether and how our results change, the following discussion will be in terms of a comparison to our results from table 1. First, the only two variables that show significance in a large number of the specifications are again the presence of sunset provisions and government cost-benefit review. Sunset provisions remain statistically significant and negative in all specifications, and government cost-benefit is now significant in four of the six specifications. The requirement for presenting alternatives in the cost-benefit analysis is now significant in only one specification after the controls are included. Thus, the evidence in favor of this having a robust impact is weakened. Some variables now become significant that were not in our original model; however, most are only significant in one specification. In particular, both independent review and efficiency review are now negative and significant in two specifications, but positive and significant in one specification each. Four other review structure variables become significant in just one isolated specification, and three of these are negative.
Given these results, we find no substantial changes to the conclusions we reached based on the findings presented in table 1 that sunset provisions and the requirement of government cost-benefit analysis do reduce the level of regulation. However, there is much weaker evidence that requiring alternative policies to be presented in a cost-benefit analysis has a discernible effect on the level of regulation to the point where it is no longer a robust finding. Further, for the regulations in court and regulations overturned in court, again both government cost-benefit and sunset provisions are negative and significant for both of those dependent variables. Now alternative cost-benefit and agency review are no longer statistically significant; however, efficiency review is positive and significant, while independent review is negative and significant for both of those dependent variables. Our next robustness check is to redefine some of the dependent variables that measure the level of regulation in a state by looking at the raw numbers and not as variables in per capita terms. In the raw data, the most populous states clearly have the highest levels of regulatory spending and number of regulatory rules and regulations going to court. For example, the two most populous states contained in the rule count data, New York and Illinois, have 681 and 381 total rules (or 514 and 183 when looking only at economic rules), respectively, while the two least populous states in the data, Wyoming and South Dakota, have 194 and 78 total rules (or 80 and 45 when looking only at economic rules), respectively. Regulatory enforcement expenditures are also greater in more populous states for obvious reasons, as enforcement costs increase even under a fixed number of rules as the population increases.
Given this, there may be arguments that measures of the number of regulations should not be defined on a per capita basis. If any given regulation applies to everyone, it would seem that a state should only have one of these rules regardless of the size of its population. Therefore, it is clear that larger states simply have more diverse types of industries and areas, so a larger state with many different industries would likely have more rules. Further, states with larger populations may have full-time legislatures or more professional governments in general.
With the inclusion of population into the analysis, it may also be possible to better determine the extent to which regulation is a public or private good, and thus the extent to which either the public interest or the public choice theories of regulation might dominate. Also, although a detailed discussion is beyond the scope of this work, including population may help to indicate whether, at the margin, regulation is efficient or inefficient. Specifically, if regulation is a public good, then population should not be correlated with the level of regulation. However, if regulation is more a private good, driven largely by rent-seeking and regulatory capture, then we would expect population to be correlated with the level of regulation, as a larger population would have a higher demand for regulation. Table 3 presents results similar to those in table 2 with the exception that population is now included as an independent variable and all dependent variables that were in per capita terms are instead measured as their total values.
In the specifications presented in table 3, the variable that is again robustly negative and significant in the largest number of regressions is the presence of sunset provisions. It remains negative and statistically significant in three of the specifications, and in two additional ones it is just slightly short of statistical significance. Again, however, it is the most robust finding in the results. For the final two columns of rule counts, three additional variables are now significant in both of those specifications (although they are still insignificant in all four other specifications). These are the voter initiative, legality review, and any factor review. Just as in table 2, efficiency review has conflicting results with one result positive and significant, and two negative and significant.
The evidence in favor of requiring alternatives be presented in the costbenefit analysis, which was significant in three of the six original regressions in table 1, but fell to only one of the six in table 2 with controls, now becomes stronger again, with two of the six results negative and significant. The only source of review variable that was significant in our original specifications in table 1 was legislative review, but it was so in only one specification (which was also the case in table 2), and in table 3 it is now significant in two of the six specifications. This is stronger, but again we would hope for it to be significant across a greater number of models in order to reach a more concrete conclusion. The one major change from previous results is in the robust significance of the government cost-benefit variable. While it was significant and negative in five of the six specifications originally, and four of the six with controls, it is now never significant in any specification.
Thus, when we redefine our variables as levels, the strongest remaining robust result is that sunset provisions do seem to be correlated with lower levels of regulation in a state. The correlation of lower levels of regulation with the source of review being the legislature and with the requirement for alternatives to be presented in the cost-benefit analysis would be the next most robust results; however, these results are not clearly as strong or uniformly significant. Finally, there are some results only present in these forms of the model, such as voter initiative, legality review, and any factor review, that are significant in the two rule count specifications that were not generally significant in our previous results.
Also when evaluating the levels for the number of regulations in court and the number of regulations reversed in court, it would appear that only alternative cost-benefit analysis reduces both and is statistically significant. Therefore, between these results and those obtained from the original specification it would seem that government cost-benefit analysis and sunset provisions most consistently reduce what would appear to be a proxy for relatively inefficient regulations (each negative and statistically significant in four of the six specifications) followed by alternative cost-benefit which is negative in three of the six specifications. Finally, the results from the inclusion of population are all statistically significant; however, the sign coefficients are inconsistent, suggesting that whether regulation is, at the margin, efficient or inefficient is an ambiguous finding. Specifically, as population increases, it leads to an increase in state regulatory enforcement expenditures, the total number of regulatory rules, and the total number of economic rules. However, it leads to a higher ranking on the Forbes score, fewer regulations in court, and fewer regulations reversed in court. This ambiguity should provide ample opportunity for future researchers to tease out the relative efficiency of regulation then.
2 As yet another check for robustness, we consider whether multicollinearity among our independent variables may be leading to problems in our results.
3 First, we take each of the main variables of interest and run them separately along with all of the control variables against each of the dependent variables for both per capita and levels, corresponding to tables 2 and 3, respectively. 4 Here, the only major differences for the per capita results suggest that, when run individually, independent review is negative and significant in five of the six specifications, efficiency review is now only statistically significant in one of the six results, any factor review is negative in all specifications and significant in three of the six specifications, government cost-benefit is significant in three of the six specifications versus four of the six in table 2, economic cost-benefit is no longer statistically significant in any specification, alternative cost-benefit is significant in three of the six specifications, agency and nonagency review is significant in one of the six and two of the six results, respectively, while sunset provisions are only significant in one of the six specifications.
Comparing the level effect results from table 3 with each variable run separately also nets little difference between the two. The only differences that do emerge are for Attorney General review, which is now significant in two specifications, other executive review is not significant at all, legislative review is significant in four of the six specifications, independent review is significant in two of the six, legality review is significant in three of the six, authority review is significant in one of the six, efficiency review is significant in two of the six, any factor review is significant in three of the six, government cost-benefit is significant in one of the six, alternative cost-benefit is significant in one of the six, agency and nonagency review are significant in two of the six and one of the six specifications, respectively, while sunset provisions and voter initiatives are significant in only one of the six and zero of the six specifications, respectively.
We also more thoroughly scrutinize those variable pairs with correlation coefficients of 0.50 or greater. The variable pairs that have a correlation of 0.50 or greater are attorney general review and legality review, authority review and legality review, authority review and efficiency review, and finally, economic cost-benefit analysis and government cost-benefit analysis. In order to examine whether the correlations among these pairs of variables may have impacted our results, we ran each of the dependent variables against those correlated variables individually, along with each of the remaining independent variables that were statistically significant from the initial results in table 1.
For example, when we initially regressed the Forbes rank against each of the independent variables, the significant variables were legislative review, government cost-benefit, alternative cost-benefit, and sunset provisions (see table 1 ). Given this, our new specification runs each of the correlated variables mentioned previously grouped with one of legislative review, alternative cost-benefit, and sunset provisions. In doing so, we can see if any of the coefficient signs or statistical significance levels change substantially. In summary, our results are fairly robust in these alternative specifications as well. The only notable changes were that, in some of the specifications using per capita state regulatory expenditures and the number of regulations in court per capita as dependent variables, the significance level of sunset provisions is reduced, but it still retains a uniformly negative coefficient when run separately with legality review and agency review, then authority and agency review, and finally with efficiency review and agency review.
However, when running sunset provisions along with economic costbenefit analysis and agency review, as well as sunset provisions and government cost-benefit and agency review, then finally each of the correlated variables together along with agency review and sunset provisions, sunset provisions return to having a consistent statistically significant negative coefficient. In the specifications using the number of regulatory rules per capita as a dependent variable, sunset provisions become statistically insignificant except when run with government cost-benefit. However, when all of the correlated variables are run together along with sunset provisions, sunset provisions are again statistically significant. 5 Overall, our results have clear implications for policies targeting regulatory reform. The single most important policy in a state is the presence of a sunset provision. Requiring new regulations to be studied for their impact on government expenditures and revenues (government cost-benefit analysis) and requiring the presentation of alternative, lower-cost policies to achieve the same regulatory goals may also impact state regulatory systems. Further, the review process should be housed in either the legislature or an independent agency to be most effective. Finally, an initial inspection would suggest that government cost-benefit and sunset provisions along with alternative cost-benefit would seem to best reduce relatively inefficient rules, though these latter findings would require much more detailed future analysis. While there were other review processes that were significant on occasion, the findings listed here tended to be the most robust determinants of the level of regulation across the US states.
Conclusion
In this article, we have provided the first systematic empirical study of how differences in the regulatory review processes across all fifty US states affect the level of regulation. While previous literature has examined how the level of regulation impacts economic activity, none has systematically attempted to explain the level of regulation as the dependent variable. The few studies that have attempted to study the impact of regulatory reform or review have been case studies limited to specific states and some provide anecdotal evidence at best.
Our empirical results, based on six different measures of state regulatory climates, have some potential implications for the types of regulatory reforms that affect regulatory policy. The most important of these is the presence of a sunset provision on all new regulations. By making regulations fight to stay in place sunset provisions force a reevaluation of all regulations and tend to lessen the degree of regulation within a state. Our second most robust finding is the benefit of either a requirement to present alternative policies that may accomplish the same policy goal at lower cost or a requirement to review the overall cost-benefit impact to a state government's finances (meaning the increases in spending necessary to administer and enforce the regulation and the possible reductions in tax revenue due to the regulation lowering business activity). We also find some limited evidence that reviews done through the legislative branch or an independent agency tend to also be more effective. a full table of the correlation coefficients are not presented here, but are available from the authors upon request. 2. We also considered whether endogeneity or reverse causality could be affecting our results. This would be the case if states with high levels of regulation are the ones that adopt more stringent review requirements, creating a relationship where states with stringent review were also the ones with high levels of regulation. This is clearly not an issue in our results because not only would that have produced positive signs on the coefficients (the opposite of what we find) but also because state regulatory review procedures are relatively unchanging and constant in states rather than constantly changing in response to regulatory levels. Thus, there appears to be no evidence that this is affecting our results. 3. The variance inflation factor (VIF) among each of the independent variables was never higher than 8.5. Given that a VIF of 10 is generally considered to be a critical threshold for which multicollinearity would be a concern, we do not believe it is a serious issue. However, to ensure that this is indeed the case, we run a number of additional regression specifications. 4. For the sake of space, we do not provide a full table with these results here. However, they are available from the authors upon request. 5. A full table listing the general empirical findings and how strong the evidence was as to whether or not a given regulatory review procedure affected overall regulation is available from the authors upon request.
