1.

Introduction
Catastrophic wildfires struck southern California in late October, 2003. Strong, dry winds from inland deserts fanned flames from as many as nine distinct fires from Ventura County in the north, to the U.S. Mexican border in the south. The fires burned nearly three-quarters of a million acres of land and destroyed approximately 5000 residences and outbuildings (California Air Resources Board, 2003) . The wildfires generated large amounts of dense smoke that covered much of southern California for days.
Evaluation of the public health impacts is needed to inform the public in future fire events regarding health hazards and appropriate actions to reduce exposures. Particulate matter (PM) is the air pollutant with the greatest increase in concentrations during fire events (Phuleria et al., 2005) , and biomass-related PM has been associated with a variety of adverse health outcomes, particularly respiratory morbidity (Brauer, 1999; Duclos et al., 1990; Kunii et al., 2002; Lipsett et al., 1997; Mott et al., 2002; Ostro et al., 1994; Robin, 1996) . The PM concentration and composition may vary greatly during fire events. Studies have shown 24-hr average concentrations of particulate matter with an aerodynamic diameter of 10 μm (PM 10 ) ranged between 350 and 400 μg m -3 in the Megram and Onion Wildfires in northern California in the Fall of 1999, and hourly peak concentrations can be as high as 4000 μg m -3 (Herr, 2003) . During fire periods in communities where wood burning was common, and in plumes associated with largescale tropical forest fires, the average concentrations of particulate matter with an aerodynamic diameter of 2.5 μm (PM 2.5 ) were frequently 2-4 times and up to 15 times those of the background PM 2.5 concentrations (Brauer, 1999 ). An average increment of about 250 μg m -3 in PM 2.5 concentrations was observed from biomass burning in Palembang, Sumatra, Indonesia in the November 1997 wildfire (Pinto and Grant, 1999) .
The large range of PM 10 and PM 2.5 concentrations during fires makes it difficult for epidemiological studies to investigate public health impacts of PM air pollution fro wildfires since many of these studies require temporally and spatially resolved exposure data, while only sporadic and widely spaced in situ measurements are available due to cost considerations. Because of the temporal and spatial limitations in air quality measurements from ground monitoring stations, recent studies have begun to use satellite remote-sensing data to examine the impacts of specific fire events on regional and urban air quality. Satellite images have been used qualitatively to identify fire and dust events Husar et al., 2001) . The Moderate Resolution Imaging Spectroradiometer (MODIS) aerosol optical depth (AOD) data and the Geostationary Operational Environmental Satellite East (GOES) Aerosol and Smoke Product (GASP) have been used to evaluate particulate matter levels for specific events (Engel-Cox et al., 2004; Husar et al., 2001; Hutchinson, 2003; Wang and Christopher, 2003) . The MODIS provides AOD data every day with a resolution of approximately 10 km (http://idea.ssec.wisc.edu), while the GOES GASP provides every half-hour AOD data at a four-kilometer resolution (http://www.ssd.noaa.gov/PS/FIRE/GASP/gasp.html). However, frequent missing AOD values were observed in both datasets over our study region during the fire period since the algorithm used to calculate the AOD data may mistake dense smoke for cloud and mask it from the AOD calculation, or eliminate these values during its screening process (Engel-Cox et al., 2004) . In addition, correlations of MODIS aerosol optical depth with ground-based PM concentrations were found to be poor in the western US (e.g. AOD and PM 2.5 had a correlation coefficient of 0.13 for Los Angeles) (Engel-Cox et al., 2004) .
For these reasons, no AOD data were used in this study. 
Method Overview
Two challenges were faced in this study to estimate daily PM concentrations at the zip-code level. First, most PM measurements at routine air quality monitoring stations in the U.S. were operated every 3 rd or 6 th day, leading to a significant number of days with missing PM data in our study period, especially during fire periods when PM monitors were also frequently disabled by high PM concentrations and air quality stations were incapacitated by direct fire damage. Second, fires produced a large range of PM concentrations and very heterogeneous pollution surfaces, which made normal spatial interpolation impossible. Many epidemiological studies have developed relatively standard procedures to fill missing data in the routinely collected ambient monitoring data, e.g. using measurements from co-located or close-located sites, or previous measurements, to assign temporal or spatial profiles. However, this was not applicable to the fire periods since wildfires are erratic events and concentrations at an in-smoke station can be much higher than those at a nearby station outside the smoke area. To account for the remarkable smoke impacts on PM concentrations at a fine spatial scale, we utilized various data sources other than PM measurements, including MODIS satellite images, visibility data, and meteorological data. Figure 1 illustrates the overall methodology we used to estimate daily PM 10 and PM 2.5 concentrations at zip-code centroids for the non-fire and fire periods. First, smoke information was extracted from MODIS satellite images at a 250 m resolution. Polygons were created to represent each smoke-covered area and were assigned different smoke density (0=no fire and smoke, 1=light smoke, 2=heavy smoke). The same smoke density code was also assigned to the corresponding PM monitoring stations.
Then, two types of regression equations were tested to fill in missing PM values, including the regression of filter PM data against real-time PM concentrations at colocated and close-located sites, and the regression of PM concentrations against smoke density, light extinction coefficient, and meteorological measurements at the same or nearby sites. Regression equations with R 2 equal or greater than 0.5 were selected to fill in missing PM values.
After the temporal missing data were filled as much as possible, spatial interpolation was conducted separately for the non-fire and the fire periods. For days before and after the fires, we applied IDW, kriging and co-kriging spatial interpolations, and selected the procedure that yielded a reasonable pollution surface and the least root mean square errors (RMSE). For days during the fires, measured or valid estimated concentrations at air quality stations were assigned to each corresponding smoke polygon.
For smoke areas with no monitoring stations or no valid PM estimates, concentrations were estimated based on PM concentrations under similar smoke conditions. For areas under no smoke, random points were created to define the areas that were not directly impacted by any smoke, and IDW was applied to create pollution surfaces. Finally, daily PM 10 and PM 2.5 concentrations were assigned to each zip-code centroid in our study region based on the pollution surface maps.
Data Sources
We downloaded the MODIS satellite images from the gallery of NASA's MODIS 2, 3, 4, 5, 6, 7, 8, 9 , and 10+ miles.
In total, there were 37 air quality and 20 ASOS weather stations in the study region. All satellite images were geo-referenced and imported onto the GIS platform.
ArcGIS 9.0 software (ESRI TM ) was used to identify and manually geo-locate the fires and extent of the plumes on the map. We used three categories, 0 (no fire and smoke), 1 (light smoke), and 2 (heavy smoke), to distinguish the status of fire and smoke at any location in the study region. The smoke was easy to identify if it was in close proximity to a fire. However, sometimes the smoke plume could not easily be distinguished from clouds or haze. This occurred for the satellite image at the end of the fire season on 10/29 due to the heavy cloud cover that day. In this case, the following two rules were applied to assign smoke events: 1) if the suspected cloud/smoke was connected with a fire, then it was identified as smoke; 2) if the PM concentrations at the monitoring stations covered by the cloud/smoke were unusually high, we assumed this site and the area were affected by smoke.
Although more categories are desirable to characterize smoke densities, we only used three categories that can be easily distinguished under visual inspection. More refined classifications might introduce exposure misclassification because of reduced statistical power to predict more than three levels. In addition, PM measurements were extremely limited during the fire period, especially for stations under smoke, which made it hard to obtain appropriate concentration estimates for additional smoke categories.
Air Quality Data
The reliability and consistency of all the air quality data were examined and apparent erroneous measurement data were excluded, e.g. those with error flags, as well as continuous measurements with constant values over a long time. The minimum, maximum, and mean concentrations of PM under different smoke conditions were calculated for each site. These results were used to examine the scale of the wildfire impact, to identify unusual events irrelevant to the wildfires, and to exclude erroneous measurement data. For example, PM 10 concentrations at San Diego were unexpectedly high on 11/23/2003, three weeks after the fires (280 μg m -3 compared to a maximum 8 concentration of 80 μg m -3 during the non-fire periods). Satellite images showed a strong Santa Ana wind carrying ash plumes from inland burn areas to the coastal areas of San Diego on that day, which caused the high PM 10 concentrations. Therefore, we excluded the San Diego PM 10 data on 11/23 from further analyses. PM 2.5 concentrations were not affected on that day.
Filling Missing Filter-Based Air Quality Data
In this study, thirteen out of fifteen PM 10 SSI sites were operated every 6 th day, while eleven out of seventeen PM 2.5 FRM sites were operated every 3 rd or 6 th day. Since the filter-based measurements (SSI sampler for PM 10 and the FRM sampler for PM 2.5 )
were FRM methods, and a majority of the air monitoring sites conducted only filter-based measurements, we conducted all the exposure estimates based on filter measurements or equivalent filter data.
Filling Missing Data Using Real-Time PM Measurements
Linear regression equations (Filter-based PM concentration = a + b*real-time PM concentrations) were conducted for filter-based measurements with TEOM or BAM data at six co-located stations, and at other nearby stations within a 33 km radius. Since smoke events increased PM concentrations significantly, we excluded the days when the filter sites had different smoke status than the TEOM or BAM sites, e.g. when one was covered by smoke while the other was not. Appropriate equations with R 2 greater than or equal to 0.5 were selected to fill missing data 2.4.2 Filling Missing Filter-Based Data Using Visibility, Smoke, and Other
Meteorology Variables
Daily average meteorology parameters were calculated as median hourly values.
The wind directions from 0 to 360 degrees were converted to a continuous integer variable with eight ordered values from 1 to 8 (Delfino et al., 1994) . The highest value, 8, was assigned to the predominate wind direction, with values 7 to 1 assigned in descending order for less frequent directions. Visibility data were converted to light extinction coefficient (B ext ) based on a modified Koschmieder formula (Abbey et al., 1995) . The extinction coefficient in 10 km -1 units is given by B ext _C = 18.7 C/Visibility, 9 in which C represents a correction factor for relative humidity. However, previous work showed the RH-corrected light scattering coefficient did not help in predicting PM concentrations any better than uncorrected data (Alcorn et al., 2003) . Therefore, we included both RH-corrected and uncorrected light extinction coefficients (B ext _C and B ext ) in our analysis.
Thirty-two pairs of air quality and ASOS stations were identified within a 20 km radius. PM concentrations were then regressed against the smoke density and all meteorology variables at the air monitoring station and/or an adjacent ASOS station. For each site a two-variable linear regression equation (PM concentration = Intercept + ax*Variable1 + bx*Variable2) was selected with the highest R 2 equal or greater than 0.5.
Variable1 and Variable2 were any combination of the smoke and meteorological variables that produced the highest R 2 for PM 10 or PM 2.5 at a particular site. The inclusion of smoke information was helpful for predicting smoke impact, but may have introduced bias when predicting PM concentrations for non-fire days at sites that were strongly affected by smoke during the fires but exhibited relatively clean air during nonfire periods. Therefore, we also conducted regressions for the non-fire periods for smoke-affected sites after removing the smoke variable.
Negative or extremely high concentration estimates might occur using regression equations since input parameters on the prediction day might not satisfy the range of the parameters used to derive the equations. To reduce erroneous estimation results, we set a lower and upper bound for PM concentration predictions during the non-fire periods, using the minimum and maximum concentrations from measurement data during the same periods. During the fire period, threshold concentrations of 400 and 240 μg m -3
were set for the PM 10 and PM 2.5 concentrations, respectively, corresponding to the maximum PM 10 and PM 2.5 concentrations of 375 μg m -3 (PM 10 TEOM at Upland, Los
Angeles on 10/26), and 240 μg m -3 (PM 2.5 at Chula Vista, San Diego on 10/27). These values were derived from available measurement data, which might underestimate PM concentrations in areas most strongly impacted by heavy smoke. The regression equations (R 2 ≥0.5) we obtained were derived from extremely limited data, in which no more than two (sometimes zero) PM measurements were available for a majority of sites during smoke impacts, indicating great uncertainties when these equations were used to predict in-smoke PM concentrations. Therefore, we treated the model-estimated concentrations only as reference values for stations under smoke. Each estimated concentration was compared with the measured concentration at nearby sites under the same smoke or similar smoke conditions. If a predicted value was comparable to the measured concentrations (within ±30%), it was labeled "valid" and kept for further analyses; otherwise, it was labeled "invalid" and PM concentrations at this site were reestimated based on the following order: (1) PM 2.5 / PM 10 ratios calculated from concurrent filter measurements at in-smoke sites, and PM 2.5 (for PM 10 estimation) or PM 10 (for PM 2.5 estimation) concentrations measured at the same or nearby station if possible; (2) PM measurements at stations under similar smoke coverage; or averaged concentrations under light and heavy smoke con (3) the ditions.
Spatial Interpolation of PM Concentrations
Non-fire periods
The Geostatistical Analyst extension from ESRI TM was used to interpolate the processed air quality data from scattered monitoring stations to about 560 unique zip codes for the non-fire periods. We employed two commonly-used weighted average interpolation methods, inverse distance weighting and kriging, to create pollution surfaces from limited data at stations. We also explored the cokriging process by utilizing several secondary variables, including PM 2.5 (when predicting PM 10 ), PM 10 (when predicting PM 2.5 ), B ext , wind speed, wind direction, and temperature.
We compared the pollution surfaces created from the IDW, kriging and cokriging interpolation methods. A map was selected for each pollutant-day by visually examining the pollution surface and comparing the root mean square errors. Visual examination was conducted to exclude maps that did not follow any distribution patterns, or had a wrong distribution pattern. For example, typically PM 2.5 concentrations in the SoCAB increased from the coast to inland areas (due to secondary particle formation), reached the highest value around Riverside, and dropped at areas further inland. A map wa assumed unreasonable if it apparently contradicted the general distribution patterns.
Among all reasonable maps, the map with the lowest RMSE was selected for the final exposure estimation at zip-code cen s troids.
Fire Period
IDW or ordinary kriging were not sufficient to reconstruct pollution surfaces when the region was strongly affected by smoke plumes since data from the relative widely After PM concentrations were assigned to all smoke-covered areas, random points were generated at the outside edge of smoke plumes to define the areas that were not directly impacted by smoke. Concentrations were assigned to these random points based on measured concentrations at nearby sites outside the smoke area, the concentrations inside the smoke area, and the relative distance of the point to the nearby site and to the smoke. Then, the IDW method was used to create pollution surfaces for non-smoke areas, using all measured, estimated, and random data points outside the smoke regions. Finally, we overlaid the PM concentration surface for smoke-covered areas with the surface for non-smoke areas to produce a final map that was used to estimate zip-code centroid concentrations during the fire period.
3.
Results
Smoke Impact
The highest 24-hr concentrations from filter-based measurements were 270 μg m 
Regression Results Using Real-Time PM Data
The regression equations for filter-based data against TEOM or BAM measurements at co-located sites are shown in Table 1 . All p-values for the slope were less than 0.0001. Significant non-zero intercepts were observed at all five stations with co-located BAM and filter instruments, which indicated systematic bias from the BAM instrument, at least at the selected sites and during the study period. The four regression equations against PM 2.5 BAM data yielded slopes from 0.48 to 0.85, indicating the BAM instrument over-estimated PM 2.5 concentrations compared to the filter-based method.
However, a higher than unit slope (Slope=1.5; R 2 =0.94; N=19) was observed for regression of PM 10 filter data against BAM data at the Los Angeles-North Main Street station. The high R 2 and a side-by-side plot showed this filter data correlated well with BAM measurements. Therefore, this equation was still used to fill missing filter data at this site although we could not find a plausible explanation for the underestimation of PM 10 concentrations from the BAM. Regression equations against TEOM PM 10 data had slopes of 1.03, 1.09 and 1.35, indicating lower values from TEOM measurements than filter-based measurements. This is expected since TEOM instruments are operated at elevated temperature to avoid problems with water collecting, which results in the volatilization of ammonium nitrate and organic species (Chung et al., 2001 ).
Regression equations were also obtained at six PM 10 and nine PM 2.5 stations for filter-based data against TEOM or BAM measurements at nearby stations (R 2 ≥0.5) within a 33 km radius (data not shown). The regression equations of filter-based PM 10 and TEOM data at nearby sites had slopes ranging from 0.66 to 1.61 and R 2 from 0.55 to 0.79, while the regression equations of filter-based PM 2.5 and BAM data at nearby sites had slopes ranging from 0.48 to 0.81 and R 2 from 0.53 to 0.91. All p-values for the slope were less than 0.0001. Better correlations were observed for PM 2.5 than PM 10 data, indicating PM 10 concentrations might be impacted more by local sources than PM 2.5 . We examined the difference in regression equations using all the data vs. using data from non-fire periods, and found that although the smoke variable significantly increased R 2 , the slope difference for the common variables other than smoke was small for many comparable cases, indicating these variables were also important predictors in addition to the smoke variable. Therefore, no modifications to models were conducted to most of the estimated PM concentrations during the non-fire periods.
Regression Results Using Visibility, Meteorology, and Smoke Information
We note regression equations we developed were site-specific since the sites were scattered over a large region, had varied meteorological parameters, and were influenced by different emission sources. In addition, not every station contained a full set of smoke, B ext and meteorological variables used in the regression equations. For example, no PM 10 measurements were available at any of the stations in San Diego during the fires, 15 leaving no smoke variable in the PM 10 regression equations at these stations. Therefore, caution was needed when using these equations to estimate PM 10 concentrations during the fires. Nevertheless, the equations we derived are still helpful for other studies s they revealed the important parameters and their relative impact on PM concentration ince s.
After applying all the appropriate regression equations as described above to predict PM concentrations at the air monitoring stations, we created a pollutant concentration matrix for each day in the study periods. The number of valid PM station measurements ranged from 14 to 22 in the study region during the non-fire periods. As noted earlier, the number of valid data points was smaller during the fire period due to a significant number of invalid PM estimates at stations under smoke.
Pollution Interpolation
Non-Fire Periods
Kriging demonstrated better performance than IDW in certain, but not all, cases, and both methods showed comparable results in a majority of cases. Kriging produced lower RSME in a number of cases. However, visual inspections found the results not reasonable in some cases because although we tried to fill missing data as much as possible, the number of valid data points on a single day, from 14 to 22, was still far from the density of points needed to produce reliable kriging results. In addition, although PM 10 and PM 2.5 behaved more like regional pollutants, significant contributions from local sources were observed, which made kriging results problematic in some cases.
In general, PM 10 results showed much higher root-mean-square errors than PM 2.5 data in both the IDW and kriging processes, partly because PM 10 concentrations were about twice the PM 2.5 concentrations and partly because PM 10 data had more heterogeneous distributions than the PM 2.5 data due to influences from local emissions.
Therefore, kriging exhibited better performance in the interpolation of PM 2.5 data than of PM 10 data.
Although including PM 2.5 as a secondary variable in the cokriging process improved the prediction of the PM 10 pollution in a few cases, we found cokriging with meteorological parameters such as visibility, wind speed, wind direction, temperature etc.
did not show much improvement over kriging in most cases. A possible reason is that we 16 already used substantial meteorology data in the regression to fill missing values in the air quality data. Therefore, not much additional value was added by including the meteorological parameters in the cokriging process. In addition, there were not enough closely-located pairs of ASOS and air monitoring stations.
For the final results, we chose either IDW, krigging or cokriging, whichever yielded a reasonable pollution surface and the least RMSE. Figure 4 shows an example of the PM 2.5 pollution surface created by IDW and kriging on 10/2/2003, where PM data from 19 monitoring stations were used in the interpolation. The root-mean-square values for IDW and kriging were 5.1 and 4.5, respectively, with the kriging creating a smoother surface. Figure 5a shows an example of how we estimated PM concentrations in smokecovered areas on 10/27/2003. Eleven polygons were created to cover the smoke region under different smoke densities; each polygon covered at most one monitoring station.
Fire Period
As we indicated earlier, certain regression equations might not appropriately predict pollutant concentrations at stations under smoke due to insufficient in-smoke measurements. In this case, no PM 10 measurements were available for all the San Diego stations during the fires. Modeled PM 10 concentrations at the San Diego stations under heavy smoke ranged from 94 to 139 μg m -3 , which were apparently underestimates since available PM 2.5 measurements in this region were 170 to 240 μg m -3 on the same day.
PM 2.5 /PM 10 ratios were used as the first choice to re-estimate the invalid PM 10 concentration at San Diego. The PM 2.5 /PM 10 ratios in this study ranged from 0.11 to 1 (median=0.4; N=318) at sites during the non-fire periods, and from 0.19 to 0.88 (median=0.6; N=15) at in-smoke sites, which were lower than the ratio of 0.9 in biomass smoke reported by Ward and Hardy in 1991. The lower-than-expected PM 2.5 /PM 10 ratios during the fire period were probably due to two reasons. First, the strong Santa Ana winds were expected to transport high concentrations of entrained ash (in coarse mode) and dust to the downwind areas. Second, rather than measuring PM concentrations directly from the fire, we obtained measurement data from existing air quality stations, most of which were far away from the fires and were affected by other emission sources as well. For the San Diego stations on 10/27, we used a PM 2.5 /PM 10 ratio of 0.8 (corresponding to PM 2.5 and PM 10 concentrations of 210 and 300 μg m -3 , respectively) since these stations were relatively close to the fires and were strongly affected by direct smoke emissions.
IDW was used to create a pollution surface outside the smoke region, using measured and estimated concentrations at stations under no smoke, and estimated concentrations at random points adjacent to the smoke. The pollution surface for the smoke-covered area and the non-smoke areas were overlaid and appropriate PM concentrations were spatially allocated to each zip-code centroid over the region. Figure   5b shows the interpolated PM 10 concentrations at zip-code centroids over the study 
Population-Weighted Concentrations
The study region had a population of 17.4 million people and 566 unique zip-codes 
Discussion
Satellite images were essential in this study to provide smoke coverage and smoke density information over the region, which was important in estimating PM concentrations at air monitoring stations during the fire period, and in spatially assigning PM concentrations for smoke-covered areas. Real-time or hourly satellite images would be ideal for this application, but the current once-a-day snapshots from satellite images were still useful in defining the smoke-affected areas and examining smoke densities.
We explored the possibility of using AOD data in this analysis, but found too many missing values during the fire period over the study region. Therefore, no AOD data were used in this analysis; but they can be useful in future studies if better algorithms are developed to distinguish smoke from clouds and for studies where smoke is not too dense.
Although satellite images and AOD data are critical in estimating PM concentrations during fire seasons, they only provide one-dimensional information and are limited in describing vertical smoke distributions. This likely explains the significant site-to-site variations of smoke impact since we could not distinguish smoke near the ground versus aloft. It is difficult to estimate appropriately ground-level PM concentrations without additional information on the vertical smoke profiles. Lidar (light detection and ranging) systems can provide dynamic vertical information about smoke, cloud, and optical properties of the atmosphere (Ferrare et al., 2001; Voss et al., 2001) , and thus hold promise for future research on wildfire impacts on air pollution. However, current Lidar technologies are aimed at the development of new instruments, and the applications are limited only to specific studies rather than routine monitoring. Therefore, no Lidar data were available for use in this study.
Significant differences occur among different PM instruments, e.g. filter-based vs.
TEOM and BAM samplers. Measurements from different instruments should be converted to a single standard if possible. However, such conversions are usually sitespecific based on the composition of the particulate matter, and sometimes no appropriate conversions can be conducted for certain sites and instruments. Using direct PM measurements from different instruments may be problematic for exposure estimates during non-fire periods when PM concentrations are relatively low and instrumental differences may be significant. However, instrumental differences may become trivial during fire periods when PM concentrations can be up to ten times the concentrations during the non-fire season. Therefore, given extremely limited gravimetric measurement data during the fires, measured data from real-time instruments can be used directly to predict PM concentrations at stations under heavy smoke.
In this study, every 3 rd or 6 th day routine gravimetric PM measurements were filled based on continuous TEOM or BAM data at co-located or closely-located sites, as well as light extinction coefficient, meteorological parameters, and smoke information. As Many studies have compared IDW and kriging methods in spatial interpolation, not only in the air pollution field but also in other fields such as meteorology and geology. In some cases, the performance of kriging was better than IDW (Kravchenko and Bullock, 1999; Zimmerman et al., 1999) . In other studies, IDW out performed kriging (Nalder and Wein, 1998; Weber and Englund, 1992) . Other results have been mixed (Lapen and Hayhoe, 2003; Mueller et al., 2004) . It is generally believed the performance of kriging improves relative to IDW as sampling density increases. Due to the limited density of monitoring stations, we did not find much improvement from kriging and cokriging over IDW, indicating the simple IDW method can be used as the first choice to predict PM concentrations during non-fire periods or for non-smoke regions when not enough measurement data are available. Due to the high heterogeneity of pollution surfaces from smoke impacts, IDW and kriging methods cannot be used directly in the spatial interpolation for fire-days, which need to be studied on a case-by-case basis.
satellite images, measured PM data at air monitoring stations, and visibility data at ASOS stations. Although southern California has a relatively dense routine PM monitoring network compared to the rest of the U.S. and other countries, PM measurements were still extremely limited during the fire period due to the infrequent monitoring schedule for PM and the incapacitation of monitors and/or stations by the fires. The San Diego region had no PM 10 measurements during the fires, which was similar to rural or urban areas where no monitoring data were available. In this case, satellite images (and possibly other satellite products like AOD data) and visibility data from airports or other weather stations were demonstrated to be useful in estimating PM concentrations. For rural areas where both PM and light scattering measurements are rare, satellite products can provide the density and spatial coverage of smoke almost anywhere on the earth, from which a rough estimation of PM concentrations can be obtained. Therefore, the methodology we described in this study is also applicable to other regions with less dense air quality monitoring networks or light scattering measurements.
Conclusion
This study estimated daily PM 10 and PM 2.5 concentrations at a zip-code level for southern California before, during and after the 2003 southern California wildfires.
To our knowledge, this is the first study that has systematically examined and estimated daily PM 10 and PM 2.5 concentrations at such a fine spatial resolution over a relatively large study domain for this type of application.
We have successfully filled the missing data in the routine every 3 rd or 6 th day gravimetric PM measurements using temporal profiles of continuous TEOM or BAM We conclude that the fine temporal-spatial resolution of the PM data generated from this project is suitable for linkage to the residential zip code of subjects admitted to hospital for cardiorespiratory illnesses. The methodology we developed in this study is also applicable to other regions to a greater or lesser extent based on the availability of satellite, visibility and air quality data. The bar represents one standard deviation. 
