Boundedness for finite subgroups of linear algebraic groups by Shramov, Constantin & Vologodsky, Vadim
ar
X
iv
:2
00
9.
14
48
5v
1 
 [m
ath
.A
G]
  3
0 S
ep
 20
20
BOUNDEDNESS FOR FINITE SUBGROUPS OF LINEAR ALGEBRAIC
GROUPS
CONSTANTIN SHRAMOV AND VADIM VOLOGODSKY
Abstract. We show the boundedness of finite subgroups in any anisotropic reductive
algebraic group over a perfect field that contains all roots of 1. Also, we provide explicit
bounds for orders of finite subgroups of automorphism groups of Severi–Brauer varieties
and quadrics over such fields.
1. Introduction
In this paper we study finite subgroups of linear algebraic groups. We say that a
field K contains all roots of 1, if, for every positive integer n, the polynomial xn − 1
splits completely in K[x]. An example of such a field is the field of rational functions
on an irreducible variety defined over an algebraically closed field. Recall that a linear
algebraic group is called anisotropic if it does not contain a subgroup isomorphic to the
split one-dimensional torus Gm. Our main result is the following.
Theorem 1.1. Let K be a perfect field that contains all roots of 1, and let G be an
anisotropic reductive linear algebraic group over K. Then there exists a constant L = L(G)
such that any finite subgroup of G(K) has order at most L.
Actually, we will prove a more precise Theorem 3.7 that gives some boundedness result
for non-perfect fields and non-reductive linear algebraic groups as well, and also explains
that the bound in Theorem 1.1 depends only on the rank and the number of connected
components of G.
A particular case of Theorem 1.1 for the projective orthogonal groups was proved by
T.Bandman and Yu. Zarhin in [BZ17, Corollary 4.11, Theorem 4.14]. They applied its
rank 1 case to analyze fiberwise birational maps of varieties fibered into rational curves.
Let us say that a group G has bounded finite subgroups, if there exists a con-
stant L = L(G) such that, for any finite subgroup Γ ⊂ G, one has |Γ| 6 L. If this is
not the case, we say that G has unbounded finite subgroups. Thus, Theorem 1.1 claims
that every anisotropic reductive algebraic group over a perfect field that contains all roots
of 1 has bounded finite subgroups.
Recall that a Severi–Brauer variety is a variety X over a field K such that its scalar
extension to the algebraic closure of K is isomorphic to a projective space. For instance,
one-dimensional Severi–Brauer varieties are conics over K. The automorphism group
scheme of an (n− 1)-dimensional Severi–Brauer variety is an inner form of the algebraic
group PGLn. One can apply Theorem 1.1 to study the automorphism groups of Severi–
Brauer varieties. For a Severi–Brauer variety X associated to a central simple algebra A
over a perfect field K that contains all roots of 1, Theorem 1.1 implies that Aut(X) has
bounded finite subgroups if and only if A is a division algebra; see Remark 4.6 for details.
The following proposition, which we prove directly, amplifies this observation.
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Proposition 1.2. Let K be a field that contains all roots of 1. Let X be a Severi–Brauer
variety of dimension n− 1 over K, and let A be the corresponding central simple algebra.
Assume that the characteristic charK of K does not divide n. The following assertions
hold.
(i) The group Aut(X) has bounded finite subgroups if and only if A is a division
algebra; in particular, if n is a prime number, then Aut(X) has bounded finite
subgroups if and only if X(K) = ∅, i.e., X is not isomorphic to Pn−1.
(ii) Suppose that A is a division algebra. Let g ∈ Aut(X) be an element of finite order,
and Γ ⊂ Aut(X) be a finite subgroup. Then gn = 1 and |Γ| 6 n2(n−1).
(iii) Suppose that charK = 0, n = 3, and X(K) = ∅. Let Γ ⊂ Aut(X) be a finite
subgroup. Then |Γ| 6 27.
In particular, if K is a perfect field that contains all roots of 1, then Proposition 1.2
applies to all Severi–Brauer varieties over K; indeed, in this case charK cannot divide the
dimension of a central division algebra over K, see Remark 4.7 below. In the case of an
arbitrary field whose characteristic divides the dimension of the corresponding division
algebra, the structure of finite subgroups of the automorphism group is still rather simple,
see Proposition 4.11.
Applying Theorem 1.1 to a projective orthogonal group, one can prove that the auto-
morphism group of a smooth quadric Q over a field K of characteristic different from 2
that contains all roots of 1 has bounded finite subgroups if and only if Q(K) = ∅. We
find explicit bounds for orders of finite automorphism groups of quadrics over appropriate
fields, thus generalizing the results of [BZ17, §4] and making them more precise.
Proposition 1.3. Let K be a field that contains all roots of 1. Assume that charK 6= 2
or K is perfect. Let n > 3 be an integer, and let Q ⊂ Pn−1 be a smooth quadric hypersurface
over K. The following assertions hold.
(i) The group Aut(Q) has bounded finite subgroups if and only if Q(K) = ∅.
(ii) If n is odd and Q(K) = ∅, then every non-trivial element of finite order in the
group Aut(Q) has order 2, and every finite subgroup of Aut(Q) has order at
most 2n−1.
(iii) If n is even and Q(K) = ∅, then every non-trivial element of finite order in the
group Aut(Q) has order 2 or 4, and every finite subgroup of Aut(Q) has order at
most 8n−1.
Note that Proposition 1.3 fails over a non-perfect field of characteristic 2, see Exam-
ple 4.8. Note also that one cannot drop the assumption on the existence of roots of 1 in
Propositions 1.2 and 1.3. Indeed, the conic over the field of real numbers defined by the
equation x2 + y2 + z2 = 0 has automorphisms of arbitrary finite order.
The plan of our paper is as follows. In §2 we prove Theorem 1.1 in the case when G
is a torus. The proof is based on the Minkowski theorem on finite subgroups of GLn(Z)
and elementary Galois theory.
In §3 we study finite subgroups of linear algebraic groups and prove Theorem 3.7, which
is a more precise version of Theorem 1.1. The idea of the proof is the following. According
to a result of Borel and Tits, for every connected anisotropic reductive group G over a
perfect field K, every element g ∈ G(K) is contained in T (K), for some torus T ⊂ G.
Using the results of §2 we bound the order of g. On the other hand, choosing a faithful
representation of G we get an embedding G(K) ⊂ GLN(K) for some positive integer N .
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This, together with a Burnside type result due to [HP76] (see Theorem 3.6 below), proves
that G(K) has bounded finite subgroups.
In §4 we describe automorphism groups of Severi–Brauer varieties and prove Proposi-
tion 1.2. In §5 we prove Proposition 1.3.
Throughout the paper by K¯ we denote an algebraic closure of a field K, and by Ksep we
denote a separable closure of K (recall that Ksep = K¯ provided that K is perfect). Given
a variety X defined over K, for an arbitrary field extension K ⊃ K we denote by XK the
corresponding scalar extensions to K, and by X(K) we denote the set of K-points of X .
Abusing notation a bit, we write Pn for a projective space over a field K, and similarly
write Gm and Ga for the multiplicative and additive groups, respectively.
We are grateful to J.-L.Colliot-The´le`ne, S.Gorchinsky, A.Kuznetsov, D.Timashev, and
B. Zavyalov for useful discussions. Constantin Shramov was partially supported by the
Russian Academic Excellence Project “5-100”, by Young Russian Mathematics award,
and by the Foundation for the Advancement of Theoretical Physics and Mathematics
“BASIS”. Vadim Vologodsky was partially supported by the Laboratory of Mirror Sym-
metry NRU HSE, RF government grant, ag. No 14.641.31.0001.
2. Tori
In this section we study elements of finite order in algebraic tori.
The following result is a famous theorem of Minkowski, see [M1887] or [Ser07, Theo-
rem 1].
Theorem 2.1. For any positive integer n, the group GLn(Z) has bounded finite subgroups.
Theorem 2.1 tells us that there is a constant Υ(n) <∞ equal to the maximal order of
a finite subgroup in GLn(Z).
The following is the main result of this section.
Lemma 2.2. Let n and d > Υ(n) be positive integers. Let K be a field such that the
characteristic of K does not divide d, and K contains a primitive d-th root of 1. Let T
be an n-dimensional algebraic torus over K such that T (K) contains a point of order d.
Then T contains a subtorus isomorphic to Gm.
Proof. Let Tˇ = Hom(Gm, TKsep) be the lattice of cocharacters of T . Recall
(see [Bor91, §8.12]) that the functor T 7→ Tˇ induces an equivalence between the cat-
egory of algebraic tori over K and the category of free abelian groups of finite rank
equipped with an action of the Galois group Gal(Ksep/K) such that the image of the
homomorphism Gal(Ksep/K)→ Aut(Tˇ ) is finite. Denote this image by Θ.
The group of d-torsion elements of T (Ksep) is isomorphic, as a Galois module, to Tˇ ⊗ µd,
where µd is the group of d-th roots of unity in K
sep. Since K contains a primitive d-th root
of 1, the Galois module µd is the trivial module Z/dZ, so that the Galois module Tˇ ⊗ µd is
isomorphic to Tˇ /dTˇ . Hence, a point x ∈ T (K) of order d can be viewed as a Gal(Ksep/K)-
invariant element v¯ ∈ Tˇ /dTˇ of order d (so that mv¯ 6= 0 for m < d). Let v ∈ Tˇ be any
preimage of v¯ under the projection Tˇ → Tˇ /dTˇ , and let
w =
∑
θ∈Θ
θ(v).
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Since v¯ is Gal(Ksep/K)-invariant, the image of w in Tˇ /dTˇ is equal to |Θ|v¯. By assumption,
the latter is not equal to 0. Hence w 6= 0. On the other hand, it is clear that w is a
Gal(Ksep/K)-invariant element of Tˇ . By the above mentioned equivalence of categories, w
gives rise to a non-zero homomorphism Gm → T whose image is the required subtorus. 
Remark 2.3. J.-L.Colliot-The´le`ne pointed out to us that the proof of Lemma 2.2 can be
reformulated in the following way. The short exact sequence of Θ-modules
0 −→ Tˇ
d
−→ Tˇ −→ Tˇ /dTˇ −→ 0
gives rise to the long exact sequence of cohomology groups
(2.1) . . .→ H0(Θ, Tˇ )→ H0(Θ, Tˇ /dTˇ )→ H1(Θ, Tˇ )→ . . .
If H0(Θ, Tˇ ) = 0 then the second map in (2.1) is injective. On the other hand, the
group H1(Θ, Tˇ ) is annihilated by |Θ| (see e.g. [CF67, Proposition IV.6.3]). It follows that
the group H0(Θ, Tˇ /dTˇ ) of d-torsion points of T (K) is also annihilated by |Θ|.
Lemma 2.2 implies the following result.
Corollary 2.4. Let K be a field that contains all roots of 1, and let T be an anisotropic
n-dimensional torus over K. Then every element of finite order in T (K) has order at
most Υ(n), and every finite subgroup in T (K) has order at most Υ(n)n. Moreover, ev-
ery element of finite order and every finite subgroup of T (K) have order coprime to the
characteristic of K.
Proof. Note that if charK = p is positive, then T (K) does not contain elements of order p,
because TKsep ∼= G
n
m, and there are no such elements in (K
sep)∗. Thus, if there is an element
of finite order d in T (K), then d is coprime to p, so that d 6 Υ(n) by Lemma 2.2. It
remains to notice that every finite subgroup of T (K) is an abelian group generated by at
most n elements, and thus has order at most Υ(n)n. 
Example 2.5. Let K be a field that contains all roots of 1, and let T be a one-dimensional
torus over K that is different from Gm. Since Υ(2) = 2 (see for instance [Ser07, §1.1]), we
conclude from Corollary 2.4 that every non-trivial finite subgroup of T (K) has order 2.
3. Linear algebraic groups
In this section we study finite subgroups of linear algebraic groups and prove Theo-
rem 1.1.
Recall that a linear algebraic group G over a field K is a smooth closed subgroup
scheme of GLN over K. In particular, the group G(K) of its K-points has a faithful finite-
dimensional representation in a K-vector space. We refer the reader to [Bor91] and [Spr98]
for the basics of the theory of linear algebraic groups.
A connected semi-simple algebraic group G is said to be simply connected if every
central isogeny G˜→ G, where G˜ is a connected semi-simple group, is necessarily an
isomorphism. Recall that every connected semi-simple group G admits a universal cover
which is a pair consisting of a connected semi-simple simply connected group G˜ and a
central isogeny G˜→ G. The group scheme theoretic kernel of the latter isogeny is called
the algebraic fundamental group of G and is denoted by π1(G). This is a finite group
scheme whose order |π1(G)| equals the order of the topological fundamental group of the
connected semi-simple group over C constructed from the the root datum of GK¯.
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Let H be a quasi-simple algebraic group over an algebraically closed field (that is, H
has no proper infinite normal closed subgroups). One defines the set T (H) of torsion
primes of H to be the empty set if H has type An or Cn. If H has type Bn, Dn, or G2, we
set T (H) = {2}; if H has type F4, E6, or E7, we set T (H) = {2, 3}; if H has type E8, we
set T (H) = {2, 3, 5}. Given any connected semi-simple algebraic group G over a field K
we say that a prime p is a torsion prime of G if p is a torsion prime for some quasi-simple
direct factor of G˜K¯, where G˜ is the universal cover of G.
Similarly to the case of an algebraically closed field, many properties of linear alge-
braic groups are determined by their maximal tori. Note that in general a linear al-
gebraic group G over a non-algebraically closed field K may contain non-isomorphic
maximal tori, but their dimension still equals the dimension of maximal tori in GK¯,
see [Spr98, Theorem 13.3.6(i)] and [Spr98, Remark 13.3.7]; this dimension is called the
rank of G.
Recall that an element g ∈ G(K) is called semi-simple if its image in GLN(K) is
diagonalizable over an algebraic closure K¯ of K. The notion of a semi-simple element is
intrinsic, that is, it does not depend on the choice of N and an embedding G →֒ GLN(K),
see [Spr98, §2.4]. The main tool that will allow us to apply the results of §2 is the following
theorem.
Theorem 3.1 (see [Spr98, Corollary 13.3.8(i)]). Let G be a connected linear algebraic
group over a field K, and let g ∈ G(K) be a semi-simple element. Then there exists a
torus T ⊂ G such that g is contained in T (K).
Corollary 3.2. Let G be a connected linear algebraic group over a field K, and
let g ∈ G(K) be a finite order element whose order is coprime to the characteristic of K.
Then there exists a torus T ⊂ G such that g is contained in T (K).
For anisotropic reductive groups over perfect fields and for simply connected semi-
simple anisotropic groups over arbitrary fields whose characteristic is large enough, one
has a stronger result.
Theorem 3.3 (see [BT71, Corollary 3.8] and [Tit86, Corollary 2.6]). Let G be a connected
anisotropic reductive linear algebraic group over K. Assume, in addition, that either K
is perfect, or G is semi-simple, simply connected, and charK = p > 0 is not a torsion
prime for G. Then, for every element g ∈ G(K), there exists a torus T ⊂ G such that g
is contained in T (K).
Corollary 3.4. Under the assumptions of Theorem 3.3 the order of every finite order
element of G(K) is coprime to the characteristic of K.
Proof. By Theorem 3.3 it suffices to prove the assertion in the case when G is a torus, in
which case it is given by Corollary 2.4. 
Note that over fields of positive characteristic non-reductive algebraic groups may have
unbounded finite subgroups. For instance, the p-torsion subgroup of Ga over an infinite
field of characteristic p is an infinite-dimensional vector space over the field Fp of p ele-
ments. However, this example is in a certain sense the only source of unboundedness for
unipotent groups.
Lemma 3.5. Let K be a field, and let G be a unipotent group over K. Then G(K) does
not contain elements of finite order coprime to the characteristic of K.
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Proof. Without loss of generality we may assume that K is algebraically closed. In this
case the assertion of the lemma follows from a similar assertion for Ga together with
Lie–Kolchin theorem (see e.g. [Bor91, Corollary 10.5]), which implies that any unipotent
group over an algebraically closed field can be obtained as a consecutive extensions of
groups isomorphic to Ga. 
We will need the following auxiliary fact about orders of finite groups with given expo-
nents.
Theorem 3.6 (see [HP76, Theorem 1]). Let n and d be positive integers, and let K be
a field. Let Γ ⊂ GLn(K) be a finite subgroup. If charK > 0, denote by |Γ|
′ the largest
factor of |Γ| which is coprime to charK; otherwise put |Γ|′ = |Γ|. Suppose that for ev-
ery g ∈ Γ such that the order of g is coprime to the characteristic of K, one has gd = 1.
Then |Γ|′ 6 dn.
Now we state and prove a more precise version of Theorem 1.1.
Theorem 3.7. Let r and n be positive integers. Then there exists a constant L = L(r, n)
with the following property. Let K be a field that contains all roots of 1, and let G be an
anisotropic linear algebraic group over K such that the number of connected components
of G is at most r and the rank of G is at most n. Let Γ be a finite subgroup of G(K). The
following assertions hold.
(i) If G is reductive and K is perfect, then |Γ| 6 L.
(ii) Suppose that G is an arbitrary linear algebraic group. If charK > 0, denote
by |Γ|′ the largest factor of |Γ| which is coprime to charK; otherwise put |Γ|′ = |Γ|.
Then |Γ|′ 6 L.
(iii) Assume that G is connected, semi-simple, and charK = p > 0 is not a torsion
prime for G. Write |π1(G)| = lp
m, for some non-negative integers m and l such
that l is coprime to p. Then Γ is a semi-direct product Γ = Γ1 ⋊ Γ2 of its normal
subgroup Γ1 whose order is coprime to p and is less than or equal to L, and an
abelian p-group Γ2 of exponent less than or equal to p
m.
Proof. Clearly, we may assume that G is connected. Note that assertion (i) follows from
assertion (ii) and Corollary 3.4.
Let G be an arbitrary linear algebraic group of rank n, and let g ∈ G(K) be an element
of finite order coprime to charK. Then, by Corollary 3.2, the element g is contained in
some subtorus of G. Thus, it follows from Corollary 2.4 that the order of g is bounded by
some constant that depends only on n. In other words, there exists a constant d(n), such
that for every connected linear algebraic group of rank n and every element g ∈ G(K) of
order coprime to charK, one has
gd(n) = 1.
Let GK¯ be the algebraic group over K¯ obtained from G by the base change, and
let Ru(GK¯) be the unipotent radical of GK¯. (Note that unless K is perfect the
group Ru(GK¯) need not be defined over K.) Then GK¯/Ru(GK¯) is a reductive linear alge-
braic group over K¯. Moreover, the group GK¯/Ru(GK¯) has the same rank as GK¯ (which is
equal to the rank of G). Indeed, the rank of a unipotent algebraic group is zero. Hence,
the rank of GK¯/Ru(GK¯) is greater than or equal to the rank of GK¯. On the other hand,
by [Bor91, Theorem 10.6(4)], every extension of a torus by a unipotent group admits a
section, which means that the rank of GK¯ is greater than or equal to the rank of the
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quotient GK¯/Ru(GK¯). By a theorem of Chevalley (see [Spr98, Theorem 9.6.2]) there are
only finitely many isomorphism classes of connected reductive groups of given rank over
an algebraically closed field. Every such group is linear, that is, it admits a faithful finite-
dimensional representation. Applying this to GK¯/Ru(GK¯) we infer that there exists a
constant N(n), which depends only on n, such that, for every connected linear algebraic
group G of rank n, the group (GK¯/Ru(GK¯))(K¯) admits a faithful representation in an
N(n)-dimensional vector space over K¯:
(GK¯/Ru(GK¯))(K¯) →֒ GLN(n)(K¯).
Composing this embedding with the projection G(K) → (GK¯/Ru(GK¯))(K¯) we construct
a homomorphism
φ : G(K)→ GLN(n)(K¯),
whose kernel is contained in Ru(GK¯)(K¯). By Lemma 3.5, every element of finite or-
der in Ru(GK¯)(K¯) has order divisible by charK. This means that the image φ(Γ) of
a finite subgroup Γ ⊂ G(K) in GLN(n)(K¯) has order divisible by the largest factor |Γ|
′
of |Γ| coprime to charK; in particular, if charK = 0, then Γ projects isomorphically
to (GK¯/Ru(GK¯))(K¯). Theorem 3.6 applied to φ(Γ) gives us a bound |Γ|
′ 6 L(1, n), where
L(1, n) = d(n)N(n).
This proves assertion (ii).
For the proof of assertion (iii), observe that since the group scheme π1(G) is commu-
tative, we have that π1(G) ∼= Z × Z
′, where Z is a group scheme of order pm and Z ′ is a
group scheme whose order is coprime to p. The central extensions
Z ′ → G˜→ G˜/Z ′,
Z → G˜/Z ′ → G
give rise to the exact sequences of groups
Z ′(K) −→ G˜(K) −→ (G˜/Z ′)(K) −→ H1fl(specK, Z
′),
Z(K) −→ (G˜/Z ′)(K) −→ G(K)
N
−→ H1fl(specK, Z),
where the groups on the right stand for cohomology of Z ′ and Z regarded as sheaves for the
fppf topology on specK, and H1fl denotes the first cohomology group for the fppf topology
(see, for example, [Mil80, § III.4]). Set Γ1 = Γ ∩ kerN . By Corollary 3.4 the group G˜(K)
has no elements of order p. Since the multiplication by p is invertible in Z ′, the same is true
for H1fl(specK, Z
′). Hence Γ1 has no elements of order p. Thus, by assertion (ii) the order
of Γ1 is less than or equal to L(1, n) = d(n)
N(n). On the other hand, by construction Γ1
is a normal subgroup of Γ, and Γ/Γ1 is a subgroup of H
1
fl(specK, Z). The latter is an
abelian group annihilated by pm. Hence, the same is true for Γ/Γ1. Finally, since Γ1 has
no elements of order p, a p-Sylow subgroup of Γ projects isomorphically to Γ/Γ1. Thus,
the group Γ is isomorphic to a semi-direct product of Γ1 and Γ/Γ1. 
4. Severi–Brauer varieties
In this section we describe automorphism groups of Severi–Brauer varieties and prove
Propositions 1.2, and also some more special results for Severi–Brauer varieties over non-
perfect fields. We refer the reader to [Art82] for the definition and basic facts concerning
Severi–Brauer varieties.
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Let A be a central simple algebra of dimension n2 over an arbitrary field K, and X
be the corresponding Severi–Brauer variety of dimension n− 1. As usual, for a field
extension K ⊃ K we denote by A∗(K) the multiplicative group of invertible elements
in A⊗K K. In particular, one has A
∗(Ksep) = GLn(K
sep). If A is a division algebra,
then A∗(K) consists of all non-zero elements of A(K).
The following fact is well known to experts (cf. Theorem E on page 266 of [Chaˆ44],
or [Art82, §1.6.1]), but for the reader’s convenience we provide a proof.
Lemma 4.1. One has Aut(X) ∼= A∗(K)/K∗.
Proof. Recall that the scheme X represents the functor that takes a scheme S over K to
the set of right ideals I in the sheaf of algebras A⊗KOS which are locally free of rank n as
OS-modules and are locally direct summands, that is, I ⊕ J = A⊗K OS for some ideal J .
The action of the group A∗(K) on A by conjugation induces an action of A∗(K) on the
above functor and thus, by Yoneda Lemma, on X . Obviously, the action of the central
subgroup K∗ ⊂ A∗(K) is trivial on A and on X . This gives a homomorphism of groups
ξK : A
∗(K)/K∗ → Aut(X).
Recall that XKsep ∼= P
n−1
Ksep
is the Severi–Brauer variety associated with the split central
simple algebra A ⊗K K
sep over Ksep. Let G = Gal(Ksep/K). We have a commutative
diagram
A∗(K)/K∗
ξK
−→ Aut(X)y
y
(A∗(Ksep)/(Ksep)∗)G
ξG
Ksep−→
(
Aut(XKsep)
)G
Here, for a group C with an action of G, we write CG for the subgroup of G-invariant
elements. The homomorphism
ξKsep : A
∗(Ksep)/(Ksep)∗ → Aut(XKsep) ∼= PGLn(K
sep)
is an isomorphism. Thus, the lower horizontal arrow in the diagram is also an isomor-
phism. In addition, the vertical arrows are injections. Hence, to complete the proof it
suffices to show that the morphism
A∗(K)/K∗ →
(
A∗(Ksep)/(Ksep)∗
)G
is surjective. Indeed, the exact sequence of groups with G-action
1→ (Ksep)∗ → A∗(Ksep)→ A∗(Ksep)/(Ksep)∗ → 1
gives rise to the exact sequence of Galois cohomology groups
1→ K∗ → A∗(K)→ (A∗(Ksep)/(Ksep)∗)G → H1(G,K∗).
The latter cohomology group vanishes by Hilbert’s Theorem 90, and the assertion of the
lemma follows. 
Remark 4.2. The above argument can be restated as follows: let A∗ be the algebraic
group whose S-points are invertible elements in the algebra A ⊗K OS . There is a nat-
ural embedding Gm → A
∗ and the quotient group scheme is identified with the group
scheme Aut(X). Hilbert’s Theorem 90 implies that the group of K-points of the quo-
tient A∗/Gm is A
∗(K)/K∗.
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Lemma 4.3. Let n be a positive integer, K a field that contains all roots of 1, and
let A be a central division algebra of dimension n2 over a field K. Then, for every ele-
ment x ∈ A∗(K)/K∗ of finite order, the order of x divides n.
Proof. Let x˜ ∈ A∗(K) be a preimage of x under the projection
A∗(K)→ A∗(K)/K∗.
Denote by r the order of x. Then the element a = x˜r is in K∗. Consider the sub-
field F = K(x˜) ⊂ A generated by x˜. The degree [F : K] divides n. Indeed, the alge-
bra A⊗K K
sep over Ksep acts on the vector space A⊗F K
sep which has dimension
dimKsep A⊗F K
sep =
n2
[F : K]
.
On the other hand, A ⊗K K
sep is isomorphic to the algebra of n × n-matrices over Ksep,
and thus the dimension of any of its finite-dimensional representations is divisible by n.
To complete the proof of the lemma we shall check that [F : K] = r. First, as-
sume that the characteristic of K does not divide r. Since F is a splitting field of the
polynomial yr − a, the extension K ⊂ F is normal and separable. We have an injec-
tive homomorphism Gal(F/K) →֒ µr to the cyclic group of r-th roots of 1 in K which
sends g ∈ Gal(F/K) to g(x˜)
x˜
. If µr′ ⊂ µr is its image then x˜
r/r′ is invariant under the
action of the Galois group and, thus, belongs to K∗. Therefore, we have r = r′ = [F : K].
If charK = p divides r, write r = pkm with m coprime to p. Then F is the composite
of a Galois extension K ⊂ K(x˜p
k
) and a purely inseparable extension K ⊂ K(x˜m). We
have
[F : K] = [K(x˜p
k
) : K] · [K(x˜m) : K].
Since the order of xp
k
is m and it is coprime to the characteristic of K, we infer
that [K(x˜p
k
) : K] = m. It remains to check that [K(x˜m) : K] = pk. Indeed, the poly-
nomial
yp
k
− a ∈ K[y]
annihilates x˜m. Every irreducible monic factor of yp
k
− a has the form yp
l
− b for
some 0 6 l 6 k and b ∈ K. Hence, using that the order of xm is pk, we conclude that the
polynomial yp
k
− a is irreducible in K[y]. Thus [K(x˜m) : K] = pk as desired. 
Remark 4.4. T.Bandman and Yu. Zarhin proved in [BZ19, Theorem 3.4] an analog of
Lemma 4.3 for A = Matn(K) and charK = 0.
Theorem 3.6 implies the following result about orders of finite groups with given expo-
nents.
Lemma 4.5. Let n and d be positive integers, and let K be a field such that charK does
not divide d. If charK > 0, denote by n′ the largest factor of n which is coprime to charK;
otherwise put n′ = n. Let Γ ⊂ PGLn(K) be a finite subgroup. Suppose that for every g ∈ Γ
one has gd = 1. Then
|Γ| 6 (n′d)n−1.
Moreover, if n = d = 3 and charK = 0, then
|Γ| 6 27.
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Proof. We can assume that the field K is algebraically (or separably) closed.
Let Γ˜ ⊂ SLn(K) be the preimage of Γ with respect to the natural projec-
tion φ : SLn(K)→ PGLn(K). The kernel of φ is a cyclic group of order n
′ that con-
sists of scalar matrices. Thus, for every g ∈ Γ˜, one has gn
′d = 1 and |Γ˜| = n′|Γ|.
Let µn′d ⊂ GLn(K) be the subgroup of scalar matrices whose order divides n
′d. Consider
the subgroup Γˆ ⊂ GLn(K) generated by Γ˜ and µn′d. The order of any of its elements still
divides n′d. Thus, by Theorem 3.6, we have
|Γˆ| 6 (n′d)n.
On the other hand, we also have
|Γˆ| = n′d|Γ|,
and the first assertion of the lemma follows.
If n = d = 3, then |Γ| = 3r for some r, so that the second assertion of the lemma follows
from the classification of finite subgroups of PGL3(K) over a field of characteristic zero,
see [Bli17, Chapter V]. 
Now we are ready to prove Proposition 1.2.
Proof of Proposition 1.2. Suppose that A is a division algebra. Let g ∈ Aut(X) be an
element of finite order. Applying Lemmas 4.1 and 4.3, we conclude that gn = 1. Further-
more, one has
Γ ⊂ Aut(X) ⊂ Aut(XKsep) ∼= PGLn(K
sep).
Therefore, by Lemma 4.5 we have |Γ| 6 n2(n−1) in general, and also |Γ| 6 27 in the case
when charK = 0 and n = 3. In particular, this proves assertion (ii).
Recall that every central simple algebra of dimension n2, except for the matrix algebra
itself, is a division algebra provided that n is a prime number. Thus, the above argument
also proves assertion (iii).
Now suppose that A is not a division algebra. Then
A ∼= D ⊗K Matm(K)
for some 2 6 m 6 n, where Matm(K) denotes the algebra of m × m-matrices. Thus A
contains Matm(K) as a subalgebra. Since the field K contains roots of 1 of arbitrarily large
degree, we see from Lemma 4.1 that the group Aut(X) contains elements of arbitrarily
large finite order. This completes the proof of assertion (i). 
Remark 4.6. Let A be a central simple algebra over a field K. Denote by A∗ the alge-
braic group whose S-points are invertible elements in the algebra A ⊗K OS . We have a
natural embedding Gm →֒ A
∗ induced by the homomorphism O∗S →֒ (A ⊗K OS)
∗. The
quotient group scheme A∗/Gm is anisotropic if and only if A is a division algebra (see,
for instance, [Bor91, §23.1]). In particular, if K is perfect, then Proposition 1.2(i) follows
from Theorem 1.1 applied to the reductive group A∗/Gm.
Remark 4.7. Let K be a perfect field of positive characteristic p, and let A be a central
division algebra of dimension n2 over K. Then p does not divide n. Indeed, the Frobenius
morphism Fr: K¯∗ → K¯∗ is an isomorphism and, hence, the Brauer group
Br(K) ∼= H2(Gal(K¯/K), K¯∗)
of K has no p-torsion elements and it is p-divisible. Therefore, our claim follows
from the fact that, over any field, the dimension of a central division algebra and
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the order of its class in the Brauer group have the same prime factors (see for in-
stance [Lie08, Lemma 2.1.1.3]).
The restriction on the characteristic of K in Proposition 1.2 is essential for validity of
the statement.
Example 4.8. Let F be a field of characteristic p > 0, and let K = F (x, y) be the field
of rational functions in two variables, so that K is a non-perfect field of characteristic p.
Let A be an algebra over K with generators u and v and relations
vp = x, up = y, vu− uv = 1.
Then A is a central division algebra of dimension p2 over K. This is a special
case of the Azumaya property of the ring of differential operators in characteristic p
(see [BMR08, Theorem 2.2.3]), but can be also checked directly. The group A∗(K)/K∗
contains F (v)∗/F (vp)∗ as a subgroup. The latter is an infinite-dimensional vector space
over the field Fp of p elements. In particular, for p = 2 this construction provides an
example of a conic C over a non-perfect field of characteristic 2 such that C is acted on
by elementary 2-groups of arbitrarily large order.
For central division algebras whose dimension is divisible by the characteristic of K we
have the following result.
Proposition 4.9. Let A be a central division algebra of dimension n2 over a field K of
finite characteristic p. If there exists an element v ∈ A that is inseparable over K (i.e., the
field extension K(v) ⊃ K is inseparable), then the group A∗(K)/K∗ has unbounded finite
subgroups. On the other hand, if K contains all roots of 1, and every element v ∈ A is
separable over K, then the group A∗(K)/K∗ has bounded finite subgroups.
Proof. If v ∈ A is not separable, then there exists a subfield
K ⊂ L ⊂ K(v)
which is a purely inseparable extension of K of degree p. Then every non-trivial el-
ement of the group L∗/K∗ has order p. Since |L∗/K∗| = ∞, we conclude that the
group L∗/K∗ ⊂ A∗(K)/K∗ has unbounded finite subgroups.
Conversely, suppose that every element of A is separable over K. Denote by n′ the
largest factor of n which is coprime to charK. Then by Lemma 4.3, for every ele-
ment v ∈ A∗(K) whose image in A∗(K)/K∗ has finite order, one has vn
′
∈ K∗ (otherwise vn
′
would be inseparable over K). Hence, the assertion follows from Lemma 4.5. 
Remark 4.10. If p = 2 or p = 3, then every central division algebra A of dimension p2
over a field K of characteristic p contains an element v ∈ A which is inseparable over K.
For p = 3 this result was proved in [Wed21]. For p = 2 the assertion is easy: choose a
subfield L ⊂ A which is separable of degree 2 over K. Then K ⊂ L is a Galois extension.
Let σ be a generator of its Galois group. By the Skolem–Noether theorem the action of σ
on L extends to an inner automorphism of A given by an element v ∈ A∗, that is,
vuv−1 = σ(u)
for every u ∈ L. Then, since the normalizer of L in A is L itself, we have vp ∈ L. Since L
is separable over K, the element vp is, in fact, contained in K. Thus K ⊂ K(v) is not
separable as desired. In particular, using Proposition 4.9 we see that, for p = 2 or p = 3
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and a central division algebra A of dimension p2 over a field K of characteristic p, the
group A∗(K)/K∗ has unbounded finite subgroups.
By Remark 4.7, if K is a perfect field that contains all roots of 1, then Proposition 1.2
applies to all Severi–Brauer varieties over K. In the case of an arbitrary field whose
characteristic divides the dimension of the central division algebra corresponding to the
Severi–Brauer variety, the structure of finite subgroups of the automorphism group is still
rather simple.
Proposition 4.11 (cf. Theorem 3.7(iii)). Let K be a field of characteristic p > 0 that
contains all roots of 1. Let A be a central division algebra over K of dimension n2, and
let X be a corresponding Severi–Brauer variety. Write n = n′pm for some non-negative
integers m and n′ such that n′ is coprime to p. Then every finite subgroup Γ ⊂ Aut(X) is
a semi-direct product Γ = Γ1 ⋊ Γ2 of its normal subgroup Γ1 whose order is coprime to p
and is less than or equal to n′2(n−1), and an abelian p-group Γ2 of exponent less than or
equal to pm.
Proof. By Lemma 4.1 we have Aut(X) ∼= A∗(K)/K∗. Recall the reduced norm homomor-
phism:
Norm: A∗(K)→ K∗.
One has Norm(cx) = cnNorm(x) for every c ∈ K∗ and x ∈ A∗(K). Hence, Norm induces
a homomorphism
(4.1) A∗(K)/K∗ → K∗/(K∗)n,
where (K∗)n ⊂ K∗ is the subgroups of n-th powers. Composing homomorphism (4.1) with
the projection K∗/(K∗)n → K∗/(K∗)p
m
, we get
(4.2) A∗(K)/K∗ → K∗/(K∗)p
m
.
Let ∆(A) be the kernel of homomorphism (4.2). We claim that the order of every
element of ∆(A) of finite order divides n′. Indeed, if n = n′, this follows from Propo-
sition 1.2(ii). Hence, we may assume that m > 0. By Lemma 4.3, the order of every
element of ∆(A) of finite order divides n. Thus, it suffices to check that ∆(A) has no
elements of order p. Assuming the contrary, let g ∈ ∆(A) be an element of order p, and
let x be its preimage in A∗(K). Then xp = a for some a ∈ K∗. Since a does not belong
to (K∗)p, the image of a in K∗/(K∗)p
m
has order pm. On the other hand, we have
Norm(x) = a
n
p .
Thus, Norm(x) is not equal to 1 in K∗/(K∗)p
m
, that is, g does not belong to ∆(A), which
gives a contradiction.
It follows that for every finite subgroup Γ1 ⊂ ∆(A), one has |Γ1| 6 n
′2(n−1). The proof
repeats verbatim the proof of the corresponding estimate from Proposition 1.2(ii), using
the above multiplicative bound on the orders of finite order elements of ∆(A).
Now let Γ ⊂ A∗(K)/K∗ be a finite subgroup. Set Γ1 = Γ ∩∆(A). Then Γ1 is normal
and the quotient Γ/Γ1 is a subgroup of K
∗/(K∗)p
m
. Moreover, a p-Sylow subgroup of Γ
must project isomorphically to Γ/Γ1. Thus, Γ is isomorphic to a semi-direct product of Γ1
and Γ/Γ1. 
Remark 4.12. Under the assumptions of Proposition 4.11, the fact that every finite sub-
group of A∗(K)/K∗ is a semi-direct product of its abelian p-Sylow subgroup and a normal
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subgroup of bounded order is a special case of Theorem 3.7(iii) applied to the reductive
group A∗/Gm, where A
∗ is the algebraic group whose S-points are invertible elements in
the algebra A ⊗K OS. Indeed, the algebraic fundamental group of A
∗/Gm is isomorphic
to the group scheme µn = ker(Gm
n
−→ Gm), which has order n. Also, since A
∗/Gm has
type An−1, the set of torsion primes for A
∗/Gm is empty.
5. Quadrics
In this section we study automorphism groups of quadrics and prove Proposition 1.3.
Let V be a finite-dimensional vector space over a field K, and let q be a non-degenerate
quadratic form on V . Recall that a quadratic form q is said to be non-degenerate if the
associated symmetric bilinear form
Bq : V × V → K, Bq(v, w) = q(v + w)− q(v)− q(w),
is non-degenerate. If charK = 2 the form Bq is also alternating. Hence, in this case the
dimension of V must be even.
Denote by O(V, q) the orthogonal (linear algebraic) group corresponding to q. The
following result is well know (see, for instance, [Bor91, §§22.4, 22.6]).
Lemma 5.1. The group O(V, q) is reductive. It is anisotropic if and only if q does not
represent 0.
We will also need the following structural result on quadratic forms over a perfect field
of characteristic 2 due to Arf ([Arf41]).
Lemma 5.2. Let V be a finite-dimensional vector space over a perfect field K of char-
acteristic 2, and let q be a non-degenerate quadratic form on V (so that in particu-
lar dimV = 2k is even). Then, for some coordinates x1, . . . , x2k on V , the quadratic
form q is given by
(5.1) qa(x1, . . . , x2k) = x
2
1 + x1x2 + ax
2
2 + x3x4 + . . .+ x2k−1x2k,
where a is an element of K. Moreover, two quadratic forms qa(x1, . . . , x2k)
and qa′(x1, . . . , x2k) are equivalent if and only if a and a
′ have the same image in the
cokernel of Artin–Schreier homomorphism
K→ K, c 7→ c2 − c,
which is the Arf invariant of the quadratic form. In particular, if dimV > 2 then every
non-degenerate quadratic form on V represents 0.
Lemma 5.3 (cf. [GA13, Lemma 2.1]). Let K be a field of characteristic p > 2. Let V be
a vector space over K, and let q be a non-degenerate quadratic form on V . Assume that q
does not represent 0. Then the group of K-points of O(V, q) has no elements of order p.
Proof. Assuming the contrary, let g ∈ O(V, q)(K) be an element of order p. Viewing g as
a linear endomorphism of V , we have
gp − 1 = (g − 1)p = 0.
Applying the Jordan Normal Form theorem to g − 1, we can find linearly independent
vectors v1, v2 ∈ V such that g(v1) = v1 and g(v2) = v1 + v2. Thus, we have
Bq(v1, v2) = Bq(g(v1), g(v2)) = Bq(v1, v1) +Bq(v1, v2).
Hence, we obtain 2q(v1) = Bq(v1, v1) = 0, that is, q represents 0. 
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Lemma 5.4 (cf. [BZ17, Corollary 4.4]). Let K be a field that contains all roots of 1.
Assume that charK 6= 2 or K is perfect. Suppose that q does not represent 0. Then every
non-trivial element of finite order in O(V, q)(K) has order 2, and every finite subgroup
of O(V, q)(K) is abelian of order less or equal to 2dimV .
Proof. By Lemma 5.2, if K is perfect and charK = 2, then we must have dimV = 2.
In this case, by Lemma 5.1, the group O(V, q) is anisotropic and, thus, isomorphic to
the product of an anisotropic torus of rank 1 and the finite group Z/2Z. Therefore, the
required assertion follows from Example 2.5.
Now, assume that charK 6= 2. Let g ∈ O(V, q)(K) be an element of finite order.
By Lemma 5.3 the order of g is coprime to the characteristic of K. Since K contains
all roots of unity, it follows that every such element g ∈ O(V, q)(K) viewed as a linear
endomorphism of V is diagonalizable in an appropriate basis for V . Moreover, since q
does not represent 0, the diagonal entries of the matrix of g in this basis must be equal
to ±1. Hence g2 = 1. It follows that every finite subgroup Γ ⊂ O(V, q)(K) is abelian,
and Γ is conjugate to a subgroup of the group of diagonal matrices in GL(V ). Hence, the
order of Γ is at most 2dimV . 
Now we are ready to prove most of Proposition 1.3.
Proof of Proposition 1.3. Let V be an n-dimensional vector space such that Pn−1 is iden-
tified with the projectivization P(V ), and let q be a quadratic form corresponding to the
quadric Q.
First, assume that K is a perfect field of characteristic 2. If n is even, then the quadratic
form is non-degenerate; indeed, otherwise its kernel T would be at least two-dimensional,
so that the singular locus of Q, which is Q ∩ P(T ), would be non-empty. Thus, by
Lemma 5.2 one has Q(K) 6= ∅. Moreover, writing q in the form (5.1), we see that Aut(Q)
contains a subgroup isomorphic to K∗. Hence, Aut(Q) has unbounded finite subgroups.
If n is odd, the symmetric bilinear form Bq : V × V → K associated to q has a one-
dimensional kernel. In this case q can be written as
q(x1, . . . , xn) = x
2
1 + r(x2, . . . , xn)
for some coordinates x1, . . . , xn on V and some non-degenerate quadratic form r in n− 1
variables. Applying Lemma 5.2 to r, we see that Q(K) 6= ∅ and Aut(Q) has unbounded
finite subgroups. In fact, in this case Aut(Q) is isomorphic to the group of linear trans-
formations of the quotient V¯ of V by T which preserve the induced bilinear form B¯q
on V¯ , i.e., to the symplectic group Sp(V¯ , B¯q)(K); see [Bor91, §22.6]. We see that in the
case when charK = 2, assertion (i) holds, while the assumptions of assertions (ii), (iii),
and (iv) do not hold.
From now on we assume that charK 6= 2. The group Aut(Q) is isomorphic to the
group of K-points of the group scheme quotient G = O(V, q)/µ2, where µ2 ⊂ O(V, q) is
the central subgroup of order 2. (More geometrically, Aut(Q) can be identified with the
group PO(V, q) of automorphisms of the projective space P(V ) that preserve q up to a
scalar multiple.) By Lemma 5.1, the group G is anisotropic if and only if Q(K) = ∅.
The connected component of identity G◦ ⊂ G is a connected semi-simple algebraic group.
Moreover, the algebraic fundamental group of G◦ has order 2 if n is odd and order 4
if n is even. Also, note that no prime other than 2 is a torsion prime for G◦. Thus,
assertion (i) of the proposition follows from Theorem 1.1 applied to G◦. (It also follows
that the group Aut(Q) has no elements of order charK; cf. Lemma 5.1.) The reader will
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see that the argument we give below for the remaining assertions of the proposition also
furnishes a direct proof of (i).
If n is odd, then the embedding µ2 →֒ O(V, q) splits, so that Aut(Q) is isomorphic to
the subgroup SO(V, q)(K) ⊂ O(V, q)(K) of the orthogonal group that consists of matrices
whose determinant is equal to 1. Thus, assertion (ii) follows from Lemma 5.4.
Suppose that n is even. Then, using the exact sequence
(5.2) 0→ µ2 → O(V, q)(K)→ Aut(Q)→ K
∗/(K∗)2.
and Lemma 5.4, we infer that every non-trivial element of O(V, q)(K) of finite order has
order 2. Hence, every non-trivial element of Aut(Q) of finite order has order 2 or 4.
Let Γ ⊂ Aut(Q) be a finite subgroup. Consider the embedding
Aut(Q) ∼= G(K) →֒ G(K¯) ∼= O(V, q)(K¯)/{±1},
and let Γ˜ be the preimage of Γ in O(V, q)(K¯). The order of every element of Γ˜ divides 8,
and the same is true for the subgroup Γˆ ⊂ GL(V )(K¯) generated by Γ˜ and scalar matrices
whose orders divide 8. Thus, by Theorem 3.6, we have |Γˆ| 6 8n. On the other hand, we
know that |Γˆ| = 8|Γ|. This proves assertion (iii). 
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