Abstract: The author reminds the definition of coefficient determination and the idea of the largest credibility method in the introduction
THE POWER OF PREDICTION PROCESS IN THE TESTS OF AMMUNITION ELEMENTS

Introduction
The way of prediction by means the method of logistic regress is currently more widely applied in different fields of knowledge. This regress is related to essential parameter which is the concept of the power of prediction process definition. This concept begins to be also used in other kinds of regress. The purpose of this article is to introduce to the reader different ways of designating of determined parameter as the power of prediction process and also show the practical way of his designating. The parameter called coefficient of determination appears in the simple and multiple regress analysis, which is used to describe degree of foreseen independent variable adjustment. It is worth remembering that this parameter measures the part of the general variability of dependent variable is explained by the linear regress. The issue of constructing equivalent measures for the logistic regress or the probit regress was an object of inquiries statisticians for many recent years. These measures in the majority base on values of credibility function of analysed model and the model with only absolute term. The method of greatest credibility of analysed model is widely described in the statistical literature. A fundamental idea of the greatest credibility method for evaluations of estimated parameters is to take values with the greatest credibility.
Evaluation of power prediction
The coefficient of determination , as known is counted as quotient of explained by regress of the squares sum to total of the squares sum. In the other words it could be said that this coefficient also called as determinateness coefficient is a measure of percentage variability of dependent variable (explained) is explained by means of independent variable (the factor explanatory variable, predictor). The coefficient of determination informs how analysed model and tested factor explains gathered empirical data. In the logistic regress analysis the role of total squares sum can be expressed by:
, where is a logarithm function of credibility for the model containing the absolute term only. However, the part of explained by regress of the squares sum fulfils expression: (1) where:
-logarithm of credibility function for full model.
According to [1] and [2] this observation inspired Daniel McFadden's to propose the definition of the new coefficient given formula in the 1974:
This coefficient appears in the literature from this time under name pseudo and by many statisticians it is determined as the power of carried out prediction process. This statistic can be interpreted as a proportional reduction of credibility logarithm. Additionally, it shows how better is the adjustment of empirical data in chosen model from naive model, in which the only explanatory variable is the constant. Therefore, in a manner of speaking it shows how variance of independent variables clearly explain the differentiation of dependent variable. When a new independent variables is added to analysed model, this value can be easily calculate and grows. It can be also be proved that the greater number of observations in the attempt on the basis which are estimated parameters of the model, the lower value of McFadden's parameter. Additionally this coefficient never achieves the value 1. The least pseudo value is equal to zero and appears in the situation when the proposed model does not bring anything new. This means, that all parameters besides the absolute term are insignificant that is do not differ from zero, i.e. expression (1) where: -the number of variables estimated model.
The value of this coefficient is so corrected for the number of variables taken into account in the functional form of our analysed model. Other statisticians also undertaken an attempt definition some parameter, which would be able to say about the degree adjustment of foreseen independent variable, determined by means analysed of prediction model. Somewhat earlier in 1970 Cragg and Uhler determined their parameter as:
where: -the number of observations. 
where: -the Euler's number.
Sometimes in the literature and in [3] we can find definition of this Nagelkerke parameter appointed as . Other value of this parameter determined Cox and Snell. According to them his value should be counted according to formula:
The next statistician, who proposed his form of parameter was G.S. Maddala. According to him [9] this statistics should have form:
The construction of this statistics according to Maddala's assumes, that the random component has a normal distribution. It has close properties to McFadden's statistics. Her upper limit is also smaller from the value 1. According to [4] and [5] exist still a lot of other coefficients appointed by such statisticians as: McKelvey and Zavoina (1975) , Aldrich and Nelson (1984) , Kvalseth (1985) , Magee (1990) , Mittlbock and Schemper (1996) , Menard (2000), Tjur (2009), but generally in most cases pseudo
McFadden's coefficient is most often appointed by statistical software and it is most often used by statisticians dealing with these problematic aspects. As it is visible in presented dependences, the approach of statisticians to determine this parameter was somewhat differ. We also should be very careful while comparing measures origin from differ articles, unless we are sure, that this is the same coefficient.
Practical example defined power prediction
The practical example calculated value of pseudo coefficient by means the software [6] will be introduced bellow for analysed data results which were obtained during test of MD-8 fuse types. This type of fuses are base fuses and are applied in armour -piercing -tracer 76 mm, 85 mm and 100 mm cartridges. In this example we will determine model of logistic regress for these analysed fuses.
During the analysis of these test results, only laboratory test results were taken. Results obtained during test using special program and during shooting tests were not taken into account. Test results during so called scientifically -research inquiries were also eliminated. All these restrictions are aimed at obtaining uniform and clear test results reached with the same test procedures. We will analyse the influence of chosen tested features elements of MD-8 fuses on taken postdiagnostic decisions and the same we will determine the hierarchical way of build predictive model of logistic regress for the purpose definition value of pseudo parameter. The analysis consist following marks presented in the table 1. Variable is dependent variable describing accepted positive postdiagnostic decision "1" or negative postdiagnostic decision "0". Defining probability obtainment of positive postdiagnostic decision in the aim of tests, therefore its assigned value is 1. This variable was determined in the dichotomous form, therefore the only values 0 or 1. Positive postdiagnostic decisions (B5, B3) mean, that based on previous laboratory tests any negative influence on the further normal exploitation of tested fuses were not found. The figure 5 means qualitative independent variable describing tested feature inertial spring of this fuse, means qualitative independent variable describing appearing internal corrosion in fuses determined in the test methodology as classes from VI÷IX [ 10 ] and means qualitative independent variable describing incompatible working fire element of fuse which is the primer cap. In the table 1 test results for 224 test samples of MD-8 fuses, prepared to analysis in the dichotomous form for qualitative variables were presented. This table contains randomised information necessary to carry out definition parameter power of prediction process. Please note that in case of logistic regress analysis qualitative variables have to be introduced in the dichotomous form. It means that they should be suitably prepared for analysis of prediction process by means logistic regress. As the first independent variable to the model, variable will be introduced. Thanks to the software usage [6] results sheet visible in figure 1 will be received.
Fig. 1 Sheet of results for variable
As it is visible from result sheet presented, variable and value of constant are essential values. The calculated model can be well-adjusted to analysed data. The received logistic model would have form (only in case of independent variable ):
Within so accepted marks ( means accepted positive decision), it is visible in the sheet quotient of chances for the individual change of variable equals informs that probability obtainment of positive postdiagnostic decision at the occurrence of this type of inconsistencies is times greater than at her nonoccurrence. Wanting to check the next variables taken out of model to analysis, we build further hierarchical logistic model, so we join next variable -values of independent variable. We will then receive the following results sheet of these variables visible in figure 2.
In case of addition of X variable we see that all variables are also statistical essential. We can find, that model adjustment of analysed empirical data gives new statistical essential logistic model. The received logistic model has form:
Fig. 2 Sheet of results for variables
The next variable added to the model will be independent variable. In case so calculated model for three analysed variables, this model is also statistically essential. As it is visible from result sheets presented in figure 3, all variables are important i.e. constant and variables are statistically essential values. Moreover, analysed variable added to model does not influence on change or damage of model adjustment to analysed empirical data. The received logistic model at the consider three variables will have form (10).
Let's see now, how our model will look with the last variable. As we know this variable tells the age of tested lots of MD-8 type fuses. The constant and variables are statistically essential. Joining this variable to the model did not have negative influence to adjustment of the model to analysed empirical data.
The figure 4 in result sheets for all variables which were analysed in adjustment statistical model are presented as a proof. 
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The received logistic model with four variables have form:
In figures in result sheets for analysed variables appointed as Chi-square Wald's we have values of test or else Wald's statistics which checks a vitalness of parameters and the line below there are values of probability level connected with it that is the kindness adjustment level. While building and enlarging our model for one variable as in our case, it is more practical to use Wald's test. We receive it from counting the square of quotient estimated coefficient of regress through its standard error. As it is visible from calculating values of this test where these values somewhat differ. However, the probability levels are on highly essential level and we can therefore draw a conclusion, that all analysed variables have essential influence on taken postdiagnostic decisions. The probability level for test assisting to essential tests coefficients of regress is for all variables on level that is lower than accepted essential level. It is on the highly essential level and this means, that regress parameters are also statistically essential. After the defining our model to analysed variables, let's count value of coefficient for this case. We will compare calculated values power of prediction process for four proposed models presented in the article, from each is statistically essential. The results of parameter value calculated by means of forms (2), (3), (5) and (6) and thanks to [6] software, which counts values of logarithms are presented in table 2. 
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The conducted example analysis was an attempt of adjustment model of logistic regress to empirical data obtained during test of base MD-8 fuse type for the purpose definition of pseudo coefficient that is the purpose of defining power of prediction process. The test results of these fuses were received during their laboratory tests. This analysis confirms the opinion of many statisticians, that coefficient has some defects. They are mainly: the sensibility on the variables number applied in the model and lack of the possibility to achieve the upper limit equal the 1. (table 2) have higher values, this does not mean, that power of prediction process is on this level for analysed adjustment model. Prominent statisticians continuously try to carry out a lot of proofs and analyses in the theme the choice of the most credible coefficient. As I already mentioned, many of them after thorough tests and lots of carried scientific inquiries out think that pseudo
McFadden coefficient is this the most credible measure. It is also an important aspect at the adjustment of model to analysed empirical data is to have good knowledge of specialist statistical computer software which usage now is indispensable to reach and obtain correct value of searching parameter power of prediction process. 
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MOC PROCESU PREDYKCJI W BADANIACH
ELEMENTÓW ŚRODKÓW BOJOWYCH
Wstęp
Obecnie coraz szerzej stosowany jest w różnych dziedzinach wiedzy sposób predykcji za pomocą metody regresji logistycznej. Z regresją tą wiąże się dość istotny parametr jakim jest pojęcie określenia mocy procesu predykcji. Pojęcie to zaczyna być także używane przy innych rodzajach regresji. Celem tego artykułu jest zapoznanie czytelnika z różnymi sposobami wyznaczania parametru określonego jako moc procesu predykcji, a także pokazanie praktycznego sposobu jego wyznaczania. W analizie regresji prostej i wielorakiej występuje parametr o nazwie współczynnik determinacji , który służy do określenia stopnia dopasowania przewidywanej zmiennej niezależnej. Przypomnę tylko, że parametr ten mierzy nam, jaka część ogólnej zmienności zmiennej zależnej jest wyjaśniona przez regresję liniową. Zagadnienie skonstruowania równoważnych miar dla regresji logistycznej (logitowej) lub regresji probitowej było przedmiotem dociekań statystyków od wielu lat. Miary te w większości bazują na wartościach funkcji wiarygodności analizowanego modelu i modelu tylko z wyrazem wolnym. Metoda największej wiarygodności analizowanego modelu jest szeroko opisywana w literaturze statystycznej. Zasadniczą ideą metody największej wiarygodności jest to, aby za oceny szacowanych parametrów brać te wartości, dla których wiarygodność jest największa.
Ocena mocy predykcji
Jak wiadomo, współczynnik determinacji jest obliczany jako iloraz wyjaśnionej przez regresję sumy kwadratów do całkowitej sumy kwadratów. Innymi słowy można powiedzieć, że ten współczynnik zwany także współczynnikiem określoności jest miarą tego, jaki procent zmienności zmiennej zależnej (objaśnianej) jest wyjaśniany za pomocą zmiennej niezależnej (czynnik zmienna objaśniająca, predyktor). Czyli współczynnik determinacji informuje nas, ile nasz analizowany model, nasz badany czynnik wyjaśnia zgromadzone dane empiryczne. W analizie regresji logistycznej rolę całkowitej sumy kwadratów może spełniać wyrażenie:
ln , gdzie ln jest logarytmem funkcji wiarygodności dla modelu zawierającego jedynie wyraz wolny. Natomiast rolę wyjaśnionej przez regresję sumy kwadratów spełnia wyrażenie: gdzie:
-logarytm funkcji wiarygodności dla pełnego modelu. 
Praktyczny przykład określenia mocy predykcji
Poniżej przedstawiony zostanie praktyczny przykład obliczonej wartości współczynnika pseudo za pomocą oprogramowania [6] dla analizowanych wyników danych jakie zostały uzyskane podczas badania zapalników typu MD-8. Zapalniki tego typu są zapalnikami dennymi i stosowane są w nabojach przeciwpancerno -smugowych kalibru 76 mm, 85 mm oraz 100 mm. W przykładzie tym określać będziemy model regresji logistycznej dla tych analizowanych zapalników. Podczas analizowania tych wyników badań, zostały wzięte pod uwagę tylko wyniki z badań laboratoryjnych. Nie uwzględniono wyników badań uzyskanych podczas badań według programu specjalnego oraz podczas badań strzelaniem. Wyeliminowano także wyniki badań podczas tzw. dociekań naukowobadawczych. Wszystkie te ograniczenia miały na celu doprowadzenie do uzyskania jednolitych oraz jasnych wyników badań, uzyskanych według tych samych procedur badawczych. Analizować będziemy wpływ wybranych badanych cech elementów zapalników MD-8 na podjęte decyzje podiagnostyczne a tym samym określać będziemy hierarchiczny sposób budowy predykcyjnego modelu regresji logistycznej w celu określenia wartości parametru pseudo . Do analizy przyjęto następujące oznaczenia przedstawione w tabeli 1. Zmienna jest zmienną zależną opisującą przyjętą dodatnią decyzję podiagnostyczną "1" lub ujemną decyzję podiagnostyczną "0". Interesuje nas określenie prawdopodobieństwa uzyskania dodatniej decyzji podiagnostycznej dlatego przypisano jej wartość jeden. Zmienna ta została określona w postaci dychotomicznej, czyli przyjmuje tylko wartości zero lub jeden. Dodatnie decyzje podiagnostyczne (B5, B3) oznaczają, że na podstawie przeprowadzonych dotychczasowych badań laboratoryjnych nie stwierdzono niezgodności mogących mieć wpływ na dalszą normalną eksploatację badanych zapalników. Cyfra 5 lub 3 oznacza okres bezpiecznej eksploatacji po którym partie zapalników powinny być ponownie zdiagnozowane. Do ujemnych decyzji podiagnostycznych zaliczono wszystkie pozostałe możliwe przyjęte decyzje. Zmienne oznaczają zmienne jakościowe czyli wyniki poszczególnych analizowanych badanych cech. Wartość zero oznacza, że niezgodność w badanej cesze nie wystąpiła, natomiast wartość jeden oznacza, że niezgodność ta wystąpiła. Zmienna jest zmienną niezależną ilościową opisującą wiek badanej partii zapalników w latach w chwili badania. Analizowane były następujące badane cechy zapalników MD-8: oznacza zmienną niezależną jakościową opisującą badaną cechę sprężyny bezwładnika tego zapalnika, oznacza zmienną niezależną jakościową opisującą występującą korozję wewnętrzną w zapalnikach określoną w metodyce badawczej jako klasy od VI ÷ IX oraz oznacza zmienną niezależną jakościową opisującą niezgodne działanie elementu ogniowego zapalnika jakim jest spłonka zapalająca.
Wyniki badań dla 224 próbek badawczych zapalników MD-8, przygotowane do analizy w postaci dychotomicznej dla zmiennych jakościowych, przedstawione zostały w tabeli 1. Tabela ta zawiera wybrane losowo informacje badawcze niezbędne do przeprowadzenia analizy w celu określenia parametru mocy procesu predykcji. Należy tutaj zwrócić uwagę, że w przypadku analizowania regresji logistycznej, zmienne jakościowe muszą być przedstawione w postaci dychotomicznej, czyli należy je odpowiednio przygotować do analizy procesu predykcji za pomocą regresji logistycznej. Jako pierwszą zmienną niezależną do modelu wprowadzimy zmienną . Dzięki zastosowaniu oprogramowania [6] otrzymamy arkusz wyników widoczny na rysunku 1.
Rys. Arkusz wyników dla zmiennej
Jak widać z przedstawionego arkusza wyników, zmienna oraz wartość stałej są wartościami istotnymi. Obliczony model może być dobrze dopasowany do analizowanych danych. Otrzymany model logistyczny przy rozpatrywaniu tylko tej zmiennej niezależnej miałby postać:
Przy tak przyjętych oznaczeniach ( oznacza przyjętą dodatnią decyzję), widoczny w arkuszu iloraz szans dla jednostkowej zmiany zmiennej równy 0,28 informuje nas, że prawdopodobieństwo uzyskania dodatniej decyzji podiagnostycznej przy występowaniu tego typu niezgodności, jest 0,28 razy większe niż przy jej niewystępowaniu. Chcąc sprawdzić kolejne zmienne wzięte do analizy naszego modelu, budujemy dalej nasz hierarchiczny model logistyczny, dołączamy więc następną zmienną czyli wartości zmiennej niezależnej . Otrzymamy wówczas następujący arkusz wyników dla tych zmiennych widoczny na rysunku 2. W przypadku dołączenia zmiennej widzimy, że wszystkie zmienne są także istotne statystycznie. Można stwierdzić, że dopasowanie naszego modelu do analizowanych danych empirycznych daje nam nowy model logistyczny istotny statystycznie. Otrzymany model logistyczny ma postać:
Rys. Arkusz wyników dla zmiennych
Kolejną zmienną dołączoną do modelu będzie zmienna niezależna . W przypadku tak obliczonego modelu dla trzech analizowanych zmiennych, model ten jest modelem również w pełni istotnym statystycznie.
Jak widać z arkusza wyników przedstawionego na rysunku 3 wszystkie zmienne są ważne tzn. stała oraz zmienne są wartościami istotnymi statystycznie. Można stwierdzić, że dołączenie analizowanej zmiennej do naszego modelu nie wpływa na zmianę lub zepsucie dopasowania naszego modelu do analizowanych danych empirycznych. Otrzymany model logistyczny przy rozpatrywaniu trzech zmiennych będzie miał postać wyrażenia (10).
Zobaczmy więc, jak będzie wyglądał nasz model z ostatnią zmienną czyli zmienną . Jak wiemy pod tą zmienną kryje się wiek badanych partii zapalników typu MD-8. Stała oraz zmienne są istotne statystycznie. Dołączenie tej zmiennej do modelu nie wpłynęło także ujemnie na dopasowanie modelu do analizowanych danych empirycznych. Na potwierdzenie tego faktu przedstawiam na rysunku 4 arkusz z wynikami dla wszystkich zmiennych jakie zostały analizowane w dopasowywanym modelu statystycznym.
Otrzymany model logistyczny przy rozpatrywaniu czterech zmiennych będzie miał postać: Na rysunkach 1÷4 w arkuszach wyników dla analizowanych zmiennych, oznaczonym jako Chi-kwadrat Walda mamy podane wartości testu czy też statystyki Walda sprawdzającej istotność parametrów, a w wierszu poniżej mamy wartości poziomu prawdopodobieństwa z nim związane czyli poziom dobroci dopasowania. W przypadku, kiedy podczas budowy powiększamy nasz model o jedną zmienną, a tak było w naszym przypadku, praktyczniejszy jest zawsze test Walda.
Otrzymujemy go obliczając kwadrat ilorazu szacowanego współczynnika regresji przez jego błąd standardowy. Jak widać z wyliczonych wartości tego testu, wartości te nieco się różnią. Natomiast poziomy prawdopodobieństwa są na poziomie wysoce istotnym i można zatem wyciągnąć wniosek, że wszystkie analizowane zmienne mają istotny wpływ na podejmowane decyzje podiagnostyczne. Poziom prawdopodobieństwa dla testu towarzyszący testom istotności współczynników regresji jest dla wszystkich zmiennych na poziomie czyli na poziomie niższym niż przyjęty poziom istotności. Jest on więc na poziomie wysoce istotnym i to oznacza, że parametry regresji są także istotne statystycznie.
Po określeniu naszego modelu do analizowanych zmiennych, obliczmy zatem wartość współczynnika dla tego przykładu. Porównamy zatem wyliczone wartości mocy procesu predykcji dla czterech zaproponowanych modeli przedstawionych w artykule, z których każdy jest istotny statystycznie. Wyniki wartości parametru obliczonych za pomocą wzorów (2), (3), (5) i (6) oraz dzięki oprogramowaniu [6] , które to oprogramowanie oblicza nam wartości logarytmów, przedstawione zostały w tabeli 2. Przeprowadzona krótka analiza obliczania wartości parametru świadczy więc o tym, że analizowane modele są dopasowane do danych empirycznych. Wyróżnikiem jednak w określeniu mocy dopasowania analizowanego modelu czy też mocy procesu predykcji jest obliczany parametr . Patrząc jednak na wartości tego parametru można stwierdzić, że najlepiej dopasowany jest model ze wszystkimi analizowanymi zmiennymi, ponieważ wartość parametru jest najwyższa. Jednakże nie należy do końca sugerować się tym wskaźnikiem, ponieważ jak wspomniałem wcześniej, niestety wadą tej sytuacji jest fakt, że w miarę zwiększania naszego modelu o kolejne zmienne niezależne, wzrastać też będzie wartość parametru . Dlatego też większość statystyków za najbardziej wiarygodny parametr uważa współczynnik McFadden-a z uwzględnioną ilością analizowanych zmiennych, pomimo faktu, że współczynnik czy też parametr Nagelkerke uzyskał większe wartości. Bardziej zbliżone do współczynnika McFadden-a są natomiast obliczone wartości parametru Cox-Snell-a. W tabeli 2 wartości parametru pseudo
Tabela 2 -Wyniki obliczeń wartości
McFadden-a z uwzględnioną liczbą zmiennych, zawarte są w kolumnie 3.
Wnioskitanu
Przeprowadzona przykładowa analiza była próbą dopasowania modelu regresji logistycznej do danych empirycznych uzyskanych podczas badania zapalników dennych typu MD-8 w celu określenia wskaźnika pseudo czyli w celu określenia mocy procesu predykcji. Wyniki badań tych zapalników zostały otrzymane podczas ich badań laboratoryjnych. Analiza ta potwierdza opinię wielu statystyków, że współczynnik ma pewne wady. Są nimi głównie: wrażliwość na liczbę zmiennych zastosowanych w modelu oraz brak możliwości osiągnięcia górnej granicy równej jeden. W literaturze statystycznej można jednak spotkać określenie, że wartość parametru pseudo McFadden-a zawarta pomiędzy wartościami 0,2÷0,4, świadczy o dobrym dopasowaniu modelu. Na tej podstawie można stwierdzić, że dopasowanie naszego analizowanego modelu można uznać za satysfakcjonujące. W naszym przedstawionym przypadku wartość tego współczynnika dla czterech analizowanych zmiennych wyniosła , czyli jest wartością większą od zaleceń wielu statystyków. Moc procesu predykcji jest więc duża co oznacza, że analizowany model z czterema zmiennymi został dobrze dopasowany. Przedstawiony w artykule sposób analizowania otrzymanych danych empirycznych pokazuje nam, że w wielu przypadkach podczas dopasowywania modelu, wszystkie wybrane zmienne mogą mieć istotny wpływ na dopasowanie szukanego modelu logistycznego do analizowanych danych empirycznych. Zmienne te oprócz tego, że są istotne mają również duży wpływ na określenie prawidłowej predykcji długości okresu bezpiecznej dalszej eksploatacji badanych elementów środków bojowych. Reasumując, można stwierdzić, że pomimo faktu, iż obliczone wartości współczynnika Nagelkerke-a (tabela 2) mają wyższe wartości, w cale to nie oznacza, że moc procesu predykcji jest na tym poziomie dla analizowanego dopasowanego modelu. Ciągle jeszcze wybitni statystycy prowadzą rozmyślania oraz przeprowadzają szereg dowodów i analiz w temacie wyboru najbardziej wiarygodnego współczynnika . Jak już wspomniałem wcześniej, wielu z nich po gruntownych badaniach oraz po szeregu przeprowadzonych dociekaniach naukowych, jest zdania, że wskaźnik pseudo
McFadden-a jest tą wielkością najbardziej wiarygodną. Również ważnym aspektem przy dopasowywaniu modelu do analizowanych danych empirycznych jest dobra znajomość specjalistycznego statystycznego oprogramowania komputerowego, którego użycie w obecnych czasach jest nieodzowne, aby wyznaczony cel osiągnąć i uzyskać prawidłową wartość szukanego parametru mocy procesu predykcji.
