Abstract. We introduce new tools to tackle problems involving upper bounds on poset dimension. Using these tools we prove two results: (1) Posets of bounded height whose cover graphs exclude a fixed graph as a topological minor have bounded dimension; (2) The (k +k)-free posets whose cover graphs exclude a fixed graph as a topological minor contain only standard examples of size bounded in terms of k. The first result was already given by Walczak. Our argument is very different, elementary, and in particular does not rely on structural decomposition theorems. The second result supports a conjectured generalization of the first result for (k + k)-free posets.
Introduction
This paper falls into the area of combinatorics of finite partially ordered sets, called posets. The dimension of a poset P is the least integer d such that elements of P can be embedded into R d in such a way that x < y in P if and only if the point of x is below the point of y with respect to the product order on R d . Equivalently, the dimension of P is the least d such that there are d linear extensions of P whose intersection is P . This parameter was introduced in 1941 by Dushnik and Miller and is one of the most important measures of a poset's complexity. A vast amount of research in the field is concerned with finding reasons or witnesses for high dimension. And on the other hand, sufficient conditions that give upper bounds for the dimension are of interest. See Trotter's monograph [12] or his chapter in [13] for a survey on finite posets and dimension theory.
The contribution of this paper is a new approach for upper bounding the dimension of posets. We prove two theorems within the same framework. The first theorem was recently proved by Walczak [16] . The second is new and is a step towards the resolution of questions repeatedly posed in the field. Theorem 1. Posets of height at most h whose cover graphs exclude K n as a topological minor have dimension bounded in terms of h and n.
There is a long history of research behind this theorem. In 1977, Trotter and Moore [15] showed that posets whose cover graphs are trees have dimension at most 3. More recently Felsner et al. [4] showed that posets with outerplanar cover graphs have dimension at most 4. One cannot hope for a similar result for posets with planar cover graphs. Recall that the simplest construction of a d-dimensional poset is the standard example S d , which is the poset on d minimal elements a 1 , . . . have large dimension. Note that the height of Kelly examples grows together with their dimension. Felsner, Li and Trotter [3] conjectured that posets of bounded height with planar cover graphs have bounded dimension and they verified it for posets of height 2. This conjecture was settled by Streib and Trotter [11] . Joret et al. [6] showed that posets with bounded height whose cover graphs have bounded treewidth also have bounded dimension. Theorem 1 generalizes these results. We would like to emphasize that our argument is elementary especially comparing with proofs in [11, 16] . In particular, we avoid Ramsey arguments and applications of structural decomposition theorems by Robertson-Seymour and GroheMarx. Instead, we explicitly construct a subdivision of a large clique in the cover graph of a poset. This allows us to give an explicit bound on the dimension in Theorem 1.
As witnessed by Kelly examples, one cannot drop the condition on height in Theorem 1. However, we believe that it can be relaxed. Bounding the height of a poset is nothing else as forbidding a long chain as a subposet. A promising line of research is concerned with (k + k)-free posets (k 2), which are defined by excluding two incomparable chains of length k as a subposet. This class of posets is also a natural generalization of interval orders, which are known to be exactly the class of (2 + 2)-free posets. Over the last years, there emerged a number of nice results [1, 2, 10] pointing out that problems difficult for the class of all posets might be tractable for (k + k)-free posets. The following question was published in [16] , but also communicated by a number of other people in the field. We give support for its positive resolution. Problem 2. Do (k + k)-free posets whose cover graphs exclude K n as a topological minor have dimension bounded in terms of k and n? Theorem 3. The (k +k)-free posets whose cover graphs exclude K n as a topological minor contain only standard examples of size bounded in terms of k and n.
Clearly, the dimension bounds the size of the largest standard example in a poset. But the converse is not true as interval orders avoid S 2 and still can have arbitrarily large dimension [5] . Interestingly, Problem 2 for k = 2, that is for interval orders, has a positive resolution. It is a fast corollary from the result of Kierstead and Trotter [9] that for each interval order Q there is an integer d such that every interval order P with dim(P ) > d contains Q as a subposet.
We finish the introduction with a question repeatedly mentioned by many authors [6, 16] . Note that with Theorem 3 a positive resolution of Problem 4 gives a positive answer for Problem 2 as well.
Problem 4. Do posets without S d as a subposet and whose cover graphs exclude K n as a topological minor have dimension bounded in terms of d and n?
This problem is wide open already for posets with planar cover graphs. As noted in [14] , it might be that the size of the largest standard example and the dimension differ only by a constant in this case.
The paper is organized as follows. In section 2 we introduce basic notation and concepts. Furthermore, we prove a lemma that plays a key role in our main proof. In section 3 we present a proof of Theorem 1 and in section 4 Theorem 3 is proven.
Preliminaries
For integers a, b 0, let [a] = {1, . . . , a} and [a, b] = {a, . . . , b}. By K n we denote the graph on n vertices with all possible edges. A subdivision of a graph H, informally, is any graph H obtained from H by replacing some edges of H by paths. Formally, H contains all vertices of H and for every edge e in H there is a path P e in H between endpoints of e such that the interior of P e avoids the vertices of H, and P e , P f are internally disjoint for all distinct edges e, f in H. A graph H is a topological minor of G if G contains a subdivision of H as a subgraph.
Let P be a finite poset. Elements of P are called points. Points x, y ∈ P are said to be comparable in P if x y or x y in P . Otherwise x and y are incomparable in P . We write x < y in P if it holds that x y and x = y. For distinct x, y ∈ P , point x is covered by y in P if x < y in P and there is no z ∈ P with x < z < y in P . In this case, x < y is a cover relation of P . The cover graph of P , denoted by cover(P ), is the graph on the points of P so that edges correspond to cover relations of P . Informally, the cover graph of P can be seen as the undirected graph behind the order diagram of P . A path x 1 , . . . , x n in cover(P ) is directed from x 1 to x n if x 1 < · · · < x n in P . The length of a directed path is the number of its vertices.
A linear extension L of P is a poset on the points of P such that the points are pairwise comparable in L and whenever x y in P then x y in L. The dimension of P , denoted by dim(P ), is the least number d of linear extensions L 1 , . . . , L d of P such that x y in P if and only if x y in L i for each i ∈ {1, . . . , d}.
We let Inc(P ) = {(x, y) | x, y ∈ P and x is incomparable with y in P } denote the set of ordered pairs of incomparable points in P . We say that a point x ∈ P is minimal (maximal ) if there is no z ∈ P with z < x in P (x < z in P ). We denote by Min(P ) the set of minimal points in P and by Max(P ) the set of maximal points in P . The downset of a set S ⊆ P of points is defined as D(S) = {x ∈ P | ∃s ∈ S such that x s in P }, and similarly we define the upset of S to be U(S) = {x ∈ P | ∃s ∈ S such that s x in P }. For S = {s}, we write in short U(s) or D(s) instead of U({s}) or D({s}), respectively.
The height of a point p in P , denoted by height(p), is the largest h such that there are x 1 , . . . , x h ∈ P with x 1 < · · · < x h = p in P . Thus, the height of every minimal point in P is 1. The height of a poset P is the maximum height of its points. A poset P is (k + k)-free if it does not contain points a 1 , . . . , a k , b 1 , . . . , b k such that a 1 < · · · < a k in P , b 1 < · · · < b k in P , and a i is incomparable with b j for each i, j ∈ [k].
A set I ⊆ Inc(P ) of incomparable pairs is reversible if there is a linear extension L of P with y < x in L for every (x, y) ∈ I. Just rephrasing the definition of dimension, dim(P ) is the least positive integer d for which there exists a partition of Inc(P ) into d reversible sets. An alternating cycle in P is a r-tuple of pairs {(x i , y i )} r i=1 from Inc(P ) with x i y i+1 in P for each i ∈ {1, 2, . . . , r}, where indices are taken cyclically. We will use the following basic fact, originally observed by Trotter and Moore [15] in 1977.
Observation 5. For every poset P , a set I ⊆ Inc(P ) is reversible if and only if I contains no alternating cycle in P .
There is a number of standard observations showing that, in order to bound the dimension, we do not need to partition all incomparable pairs into reversible sets but just a specific subset of these that are in a sense critical for the dimension. For our purposes, it is convenient to focus on min-max pairs. An incomparable pair (x, y) of a poset P is a min-max pair, if x is minimal in P and y is maximal in P . The set of all min-max pairs in P is denoted by Inc * (P ). If Inc * (P ) = ∅ then define dim * (P ) as the least positive integer t such that Inc * (P ) can be partitioned into t reversible sets. Otherwise, define dim * (P ) as being equal to 1. The next observation, which is also standard, allows us to work with posets that have large dim * ().
Observation 6. For every poset P there is a poset Q such that
(ii) cover(Q) can be obtained from cover(P ) by attaching vertices of degree 1, and
The whole proof idea for Observation 6 is to build Q by attaching a new minimal and a new maximal point to every non-extreme point of P (see [7] for details).
For the presentation of our argument, it is convenient to translate the dimension of a poset into the chromatic number of a certain hypergraph. For a poset P and a set I ⊆ Inc(P ), consider the hypergraph H(I) with vertex set I and subsets X ⊆ I forming an edge if the incomparable pairs in X build an alternating cycle in P . Then by Observation 5, the minimum number of colors needed for a coloring of H(Inc(P )) avoiding monochromatic edges is exactly the dimension of P . For two sets A, B ⊆ P we define Inc(A, B) = {(a, b) ∈ Inc(P ) | a ∈ A, b ∈ B} and χ(A, B) = χ(H (Inc(A, B) )). With this definition we have χ(Min(P ), Max(P )) = dim * (P ) when Inc * (P ) = ∅. In a moment we come to the key lemma (Lemma 8) for our proof of Theorem 1. The lemma bases on a simple decomposition of minimal and maximal points of P , which we call an unrolling of P . This decomposition was first used by Streib and Trotter [11] and was also applied in [7, 16] . In the following we give a description of it.
Suppose P is connected, that is, the cover graph of P is connected. Let A = Min(P ) and B = Max(P ). Choose arbitrarily a 0 ∈ A and set A 0 = {a 0 }.
Let m be the least index with A m being empty. Since P is connected, the sets A 0 , . . . , A m−1 partition A and the sets B 1 , . . . , B m partition B. We say that construction: for every a ∈ A i and b ∈ B with a b in P we have b ∈ B i ∪ B i+1 , for every b ∈ B i and a ∈ A with a b in P we have a
The following lemma intuitively says that each unrolling contains a heavy part with respect to dimension. Proof. Let N = χ(A, B) and
). All we have to show is that
Let φ i i be a coloring of the hypergraph H(Inc(A i , B i )) using colors from the set
be a coloring of the hypergraph H(Inc(A i , B i+1 )) using colors from the set [
. Combining these colorings we are going to construct a coloring φ of H(Inc(A, B)). We define two additional distinct colors c and c , and we specify their integer value later on. We define φ as follows: 
Proof. First, using χ(A, B) 3, we rule out some trivial cases. It is well-known that the dimension of a poset is witnessed by the dimension of a subposet that is induced by elements contained in a single component of the cover graph. In the first case we find a set S fulfilling the first part of item (iii) and in the second case we find a set S satisfying the second part of item (iii). Suppose first that χ(A , B ) χ(A , B )/2 in Q. Since Q is an induced subposet of P , we have the same inequality in P . Set A = A , B = B . Now we head for a definition of the set S. By the construction, for every a ∈ A −1 we can fix a path S(a) connecting a and a 0 in cover(P ) that is using only points from i∈[0,
See Figure 2 for an illustration of this definition. Clearly, S ⊆ U(A) ∩ D(B) and since a 0 is contained in S(a) for each a ∈ A −1 , the set S is connected in cover(P ). This proves item (i). Now we show that A ∩ D(S) = ∅. Suppose to the contrary that there is a ∈ A and s ∈ S with a s in P . But s ∈ S implies s b for some b ∈ B i with i ∈ [1, − 1], and therefore a b in P , which a contradiction to the ( )-property. Note also that B = B ⊆ U(A −1 ) ⊆ U(S). This proves item (iii).
We are left with the case that χ(A , B +1 ) χ(A , B )/2 in Q (and hence in P ). We set A = A , B = B +1 . Similarly to the previous case, for every b ∈ B we can fix a path S(b) connecting b and a 0 in cover(P ) that is using only points from i∈[0,
The properties required for A , B and S follow along the same lines as for the first case. This concludes the proof.
Proof of Theorem 1
Here is an outline of the proof. Given a poset P of height at most h and with large dimension, we are going to construct a subdivision of K n in the cover graph of P . First, in a preprocessing, we make sure that the dimension of P is witnessed by min-max pairs. Then we will run through two phases. In Phase 1 we are going to set up two collections of disjoint sets in P with each set being connected in cover(P ). We start with two empty collections and then we apply iteratively Lemma 8 to get new sets for the collections. At the end of the Phase 1, one of the two collections will be large enough. This collection is refined in Phase 2, where we fix n points of P that will be the principal vertices of a K n subdivision in cover(P ). We conclude Phase 2 with at least n 2 sets remaining in our collection. After all we use the sets of the collection to connect the fixed vertices. This will yield a subdivision of K n .
We omit the trivial cases and assume n 3 and h 2. Suppose that P is a poset with height(P ) h and
First we apply Observation 6 to get a poset P with height(P ) h and dim
We are going to find a subdivision of K n in cover(P ). Since cover(P ) is obtained by adding extra vertices of degree 1 to cover(P ), this subdivision is also present in cover(P ) (recall that n 3). For convenience, from now on we write P instead of P .
During Phase 1 we maintain an additional structure (A, B, C, D) while running a loop. After the i-th loop iteration we will have the following invariants: We also have a measure of quality of the maintained structure. For C ∈ C, let value(C) = h, if |C| > 1, and otherwise for {c} = C ∈ C let value(C) be the length of the longest directed path in cover(P ) from c to any b ∈ B. For D ∈ D, let value(D) = h, if |D| > 1, and otherwise for {d} = D ∈ D let value(D) be the length of the longest directed path in cover(P ) from any a ∈ A to d. Since the height of P is at most h, value(X) h, for every X ∈ C ∪ D. Note also that value(C) and value(D) depend on the current sets A and B within the structure. We define the value of a collection X of subsets of P , denoted by value(X ), to be the sequence of size M sorted in a non-decreasing order with one entry value(X) for each X ∈ X and with M − |X | positions filled with 'h + 1' values. Note that value(C) and value(D) are sequences of length M with sorted values from the set {1, . . . , h + 1}. Therefore, there are at most M +h h possible values of C and D, respectively. We say value(X ) < value(X ), if there is an index j ∈ [M ] such that the first j − 1 entries of value(X ) and value(X ) are the same, and the j-th entry of value(X ) is smaller than the j-th entry of value(X ).
During Phase 1 the values of the collections C and D will decrease. In such a case we say that the quality of our maintained structure is improving. Intuitively, a small value of C is good since then the sets in C are somehow close to all points in B, which makes it easier to construct a topological minor in the cover graph.
Phase 1: Updating the data structure. We set up the initial structure as follows: A = Min(P ), B = Max(P ), and C and D are empty. Clearly conditions (a)-(c) hold for i = 0. Note that we start with value(C) and value(D) being the sequence with M entries of 'h + 1'. Now we run a loop to improve the quality of the data structure. In each iteration there will be up to three questions according to the current structure (A, B, C, D) . Is there a point p ∈ P such that (Q1)
, and (ii) there is C ∈ C and c ∈ C such that c < p in P ?
First suppose the answer is 'yes' and fix such a point p ∈ P . In this case we finish the i-th iteration by updating the structure to (A , B , C , D ), where
See Figure 3 for a visualization of the sets A , B .
Claim. The structure (A , B , C , D ) satisfies the invariants (a)-(c). Moreover, value(C ) < value(C) and value(D ) value(D).
Proof. Clearly A ⊆ A is a set of minimal and B ⊆ B is a set of maximal points in P . Since the answer for (Q1) is 'yes' and all points in A ∩ D(p) are below all points in B ∩ U(p), we have χ(A , B ) = χ(A, B ∩ U(p)) > n L−i , so (a) holds. The set {p} cannot be contained in C. Indeed, otherwise item (ii) of question (Q1) would yield a contradiction to invariant (b.3) for C. Thus, {p} is a new set in C compared to C. In order to prove that the sets in C are pairwise disjoint we only need to argue that p ∈ C for every C ∈ C − {p}. But this follows immediately from the definition of C . In order to prove |C | M , note that p witnesses the positive answer for (Q1), so there are C ∈ C and c ∈ C with c < p in P , and therefore C ∈ C . This implies |C | |C| M .
Item (b.1) trivially holds. Item (b.2) for old sets in C follows immediately from the same invariant for C, and for {p} it follows from the definition of sets A and B . For item (b.3), observe first that D(p) ∩ C = ∅ for every C ∈ C − {p} by the definition of C . We also have to argue that p ∈ D(c ) for each singleton c in C − {p} ⊆ C. Suppose to the contrary that p c in P . Recall that there is C ∈ C and c ∈ C with c < p. But this implies c < c in P , contradicting (b.3) for C. This completes the verification of (b) for C . Since D = D and A ⊆ A, B ⊆ B, condition (c) still holds. Now we show that the quality is improving, that is value(C ) < value(C) and value (D ) value(D). The values of sets in C ∩ C can only decrease as B ⊆ B. Thus, to show value(C ) < value(C) it is enough to argue that value({p}) is smaller than the value of each set removed from C. So let C ∈ C such that p ∈ U(C). If |C| > 1 then we have by definition value(C) = h. Note that there is no directed path of length h in cover(P ) starting from p, since otherwise p must be minimal in P , which is not true by item (ii) of question (Q1). Hence value({p}) h − 1 < value(C). If |C| = 1, that is C = {c} for some c ∈ P , then recall that p is not a singleton of C and hence p = c. Therefore, p ∈ U(C) implies c < p in P and value({p}) < value(C).
Finally, value(D ) value(D) holds as D = D and A ⊆ A. This completes the verification of the invariants for the updated structure (A , B , C , D ) in the case of a 'yes' answer to question (Q1).
If the answer for question (Q1) is 'no' then the procedure continues with a dual question:
Is there a point p ∈ P such that (Q2)
If the answer for (Q2) is 'yes' then we improve the current structure analogously to the 'yes'-case of question (Q1). We finish the i-th iteration by updating the structure to (A , B , C , D ), where
The proof that this new structure satisfies conditions (a)-(c) and that it improves the quality goes dually to the one for question (Q1).
If the answers for questions (Q1) and (Q2) are both 'no' then the procedure continues with a third question:
Again, we first deal with the 'yes' answer. In this case, we are going to show how to find a new candidate set to extend C or D. We apply Lemma 8 to sets A and B in P (recall that χ(A, B) > n Claim. The structure (A , B , C , D ) keeps the invariants (a)-(c) . Moreover, value(C ) < value(C) and value(D ) value(D).
Proof. Clearly, A ⊆ A is a set of minimal and B ⊆ B is a set of maximal points in P and
as n > 2, so (a) holds.
To argue that C is a set of disjoint sets, we need to check whether S is disjoint from every C ∈ C. It is true, as in particular S ⊆ U(A) but on the other hand U(A) ∩ C = ∅ (by (b.2)), for every C ∈ C. Note also that all sets in C are connected in cover(P ), this follows from (b.1) for C and the fact that S, itself, is connected in cover(P ). This proves In a moment we will start with Phase 2, which consists of a loop that has n iterations. In each iteration we find a new vertex for the final construction of a K n subdivision. Simultaneously, we refine the collection C maintaining a large enough subcollection that interacts well with vertices already fixed.
Let us go more into detail now. It will be convenient to use the following definition. For a family of sets F in P and a point p ∈ P , we define
While running the loop of Phase 2, we maintain as an invariant a pair (V, E) with V ⊆ P and E ⊆ C, that is satisfying the following items after the j-th loop iteration: (d.3) for every v ∈ V and C ∈ E there is x ∈ P such that x is covered by v in P and E x = {C}.
Phase 2: Selecting the vertices. Before the first iteration we set up the pair (V, E) with V = ∅ and E = C.
3) are satisfied for j = 0 vacuously. Now we describe the j-th iteration of the loop (1 j n). Let (V, E) be the pair satisfying the invariants after the (j − 1)-th iteration. The main issue is to find a new vertex to put into V . We start to look for it from an appropriate vertex in B. We want to pick any vertex from B − v∈V U(v), so we need to argue that this set is non-empty. By invariant (d.3), we get in particular that for every v ∈ V there is C ∈ C and c ∈ C such that c < v in P . Since the answer to question (Q1) was 'no' in Phase 1, we have
In particular, B − v∈V U(v) is non-empty and we fix any point b in this set. Now starting from the point b we go down in the poset P .
Initially we set v = b and as long as there is a point x ∈ P with a cover relation x < v in P such that
Note that the process must stop as the height of v is decreasing in every move. Furthermore, v never goes down to a minimal point. Indeed, if x < v and x is minimal in P , then at most h − 2 steps were done and hence
. On the other hand, |E x | 1 = M 0 0 as all sets in E x must contain x when x is minimal in P , and the sets in E ⊆ C are pairwise disjoint (by (b)).
Again, by invariant (b) there is at most one set in E containing v. If such a set C exists we define E * = E − {C}, and otherwise E * = E. Now consider the set X consisting of all points that are covered by v in P . As no set in E * contains v we have E v * = x∈X E x * . We want to ignore somewhat redundant covers of v, so take a minimal subset X of X such that E v * = x∈X E x * . The minimality of X allows us to fix for every x ∈ X a set C
x ∈ E x * − y∈X −{x} E y * . Finally, we update our maintained pair to (V , E ), where
See Figure 4 for an illustration of the set E . This finishes the j-th iteration of the loop.
Claim. The pair (V , E ) fulfills the invariants (d.1)-(d.3).
Proof. First of all we show that v ∈ V and therefore |V | = j. Recall that we have chosen b ∈ B such that w b in P for every w ∈ V . On the other hand, by our procedure we have v b in P and hence v ∈ V . Now we aim to get the required lower bound for |E |. Since the sets C x , C y are distinct for distinct x, y ∈ X , we have |E | = |X |. Moreover,
This proves (d.1). Invariant (d.2) holds as V is disjoint from every set in E ⊇ E and as v is not contained in any set of E * ⊇ E .
It remains to verify (d.3) for (V , E ). Since E ⊆ E we only need to check this item for the new vertex v. Consider a set C ∈ E . It is a consequence of the definition of E that there is x ∈ X with C x = C, meaning E x = {C}. This completes the verification of the invariants for (V , E ).
After the completion of Phase 2 we can finally construct a subdivision of K n in cover(P ). Let (V, E) be the maintained pair after n loop iterations. By (d.1) we have |V | = n and |E| n 2 .
The points in V will be the vertices of our subdivision of K n . We finish the construction leading the edges of K n . Since |E| n 2 , for every pair of distinct points v 1 , v 2 ∈ V we can fix a unique C v1v2 ∈ E. By invariant (d.3) there are cover relations x 1 < v 1 and x 2 < v 2 in P such that E x1 = E x2 = {C v1v2 }. In particular, there are c 1 , c 2 ∈ C v1v2 such that c 1 x 1 < v 1 and c 2 x 2 < v 2 in P . Let c 1 = y 1 < y 2 < · · · < y r = x 1 and c 2 = z 1 < z 2 < · · · < z s = x 2 all be cover relations in P . Fix a path P v1v2 connecting v 1 and v 2 in cover(P ) using only vertices from the sets {y 1 , . . . , y r , v 1 }, {z 1 , . . . , z s , v 2 } and C v1v2 . Such a path exists since C v1v2 is connected in cover(P ) (by (b.1)).
We claim that the union of these paths form a subdivision of K n in cover(P ). All we need to prove is that whenever there is z ∈ P v1v2 ∩ P v 1 v 2 for distinct two-sets {v 1 , v 2 }, {v 1 , v 2 } ⊆ V , then z is an endpoint of both paths. By the construction of our paths there are cover relations
First suppose that z is an endpoint in P v1v2 , say z = v 1 , and z is an internal point in P v 1 v 2 . By the definition of P v 1 v 2 we have z x 1 in P , or z x 2 in P , or z ∈ C v 1 v 2 . In the first case it follows that E = E v1 ⊆ E x 1 = {C v 1 v 2 }, which is a clear contradiction. The second case is similar. And the third one contradicts to the fact that V is disjoint from E (by (d.2) ).
So suppose that z ∈ P v1v2 ∩ P v 1 v 2 is an internal vertex of both paths. The sets C v1v2 and C v 1 v 2 cannot both contain z as they are disjoint (by (b)). Hence we can assume z ∈ C v1v2 . By the definition of P v1v2 we then must have z x 1 or z x 2 in P , say z x 1 in P . Now observe that z ∈ P v 1 v 2 implies that there is c ∈ C v 1 v 2 with c z in P . Hence c x 1 in P . We conclude C v 1 v 2 ∈ E x1 = {C v1,v2 }, a contradiction. This completes the proof of the claim.
As a consequence we established a subdivision of K n in cover(P ).
Proof of Theorem 3
To prove Theorem 3 we are going to use the framework from the previous section. In particular, we run through two phases which will give us appropriate sets to construct a subdivision of K n . Compared to the previous section, the structure with its invariants in Phase 1 is slightly different. For instance, the two collections will contain only singletons so that we can use two sets of points instead. More importantly we have new invariants (b.2) and (c.2) that are somehow substituting the bounded height setting from the previous section. Furthermore, the way we will get new elements (after a 'yes'-answer for third question) is new. Phase 2 and the construction of the subdivision will go along the same lines as in the first proof.
We omit the trivial cases and assume n 3. Let P be a (k + k)-free poset that contains a standard example S m with
During Phase 1 we maintain an additional structure (A, B, C, D) while running a loop. After the i-th iteration step we will have the following invariants:
(a) there is a standard example of size n L−i in P with A and B being the sets of its minimal and maximal points, respectively, (b) C is an antichain in P with |C| M and 2) all directed paths from a to d in cover(P ) are of length less than k, for every a ∈ A, d ∈ D. Again, we have a measure of quality of the maintained structure. For c ∈ C let value(c) be the length of a longest directed path in cover(P ) from c to any b ∈ B. Note that by invariant (b.2) we have value(c) < k for every c ∈ C. Then we define value(C) in the same way like in the previous proof. Analogously, we define value(D). To compare the values we use the same relation as before. Note that the number of possible values of C and D, respectively, is bounded by
Phase 1: Updating the data structure. We set up the initial structure as follows. Fix a copy of a standard example of size m in P . Set A and B to be the sets of its minimal points and maximal points, respectively. Set C and D to be the empty set. Clearly conditions (a)-(c) hold for i = 0. Now we run a loop to improve the quality of the data structure. In each loop iteration there will be up to three questions according to the current structure (A, B, C, D). If we get only negative answers then the loop terminates and Phase 1 is done. If we get a positive answer to one of the questions, then we finish the iteration by updating the structure to (A , B , C , D ) that is satisfying conditions Is there a point p ∈ P such that (Q1)
, and (ii) there is c ∈ C such that c < p in P ?
First suppose that the answer is 'yes' and fix such a point p ∈ P . In this case we finish the i-th iteration by updating the structure to (A , B , C , D ) , where
Note that A and B induce a standard example of size larger than n L−i and hence invariant (a) is satisfied. We skip the proof for the fact that (A , B , C , D ) satisfies the invariants (b)-(c) and moreover, that value(C ) < value(C) and value(D ) value(D). It follows along the same lines as in the argument for the analogue claim in the previous section.
If the answer for (Q2) is 'yes' then we finish the i-th iteration by updating the structure to (A , B , C , D ), where
The proof that this new structure satisfies conditions (a)-(c) and that it improves the quality is dual to the one of question (Q1).
If the answers for questions (Q1) and (Q2) are both 'no' then the procedure continues with the third question:
We first deal with the 'yes' answer. In this case, we are going to show how to find a new element to extend C or D. This part of the procedure is simpler than its analogue in the previous section. We do not unroll the poset with Lemma 8 but instead make use of the structure of standard examples and the fact that P is (k + k)-free. (Actually we do not know how to apply Lemma 8 to (k + k)-free posets, since the sets we obtain from it do not have a 'short-distance-property' like in invariant (b.2).)
Fix an incomparable pair (a 0 , b 0 ) ∈ Inc(A, B). Consider the following partition of A − {a 0 } and B − {b 0 }. Let A far be the set of elements a ∈ A for which there exist a directed path from a to b 0 of length at least k, and let A cl = A − A far . Dually define B far and B cl .
The key observation here is that for any incomparable pair (a, b) ∈ Inc(A, B) − {(a 0 , b 0 )} either a ∈ A cl or b ∈ B cl . Indeed, otherwise there are two directed paths in cover(P ) of length at least k, one from a 0 to b and one from a to b 0 . Since P is (k +k)-free, it follows that a 0 < b 0 or a < b in P , a contradiction. As a consequence, we get |A cl | (|A| − 1)/2 or |B cl | (|B| − 1)/2.
Suppose first |B cl | (|B| − 1)/2. Then we finish the i-th iteration by updating the structure to (A , B , C , D Proof. Clearly, A and B form a standard example that is contained in the original standard example and its size is |A | = |B | = |B cl | (|B| − 1)/2 (n L−(i−1) − 1)/2 n L−i , as n 3. Thus, (a) holds. Now we aim to prove that C = C ∪ {a 0 } is an antichain in P . Since C is an antichain in P (by (b)), all we need to prove is that a 0 is incomparable with all points in C. Note that a 0 < c in P for some c ∈ C violates invariant (b.1) for (A, B, C, D). If c < a 0 in P for some c ∈ C, then a 0 would be a witness for a 'yes' answer for question (Q1), which is a contradiction. Hence C is an antichain in P as required. Let (A, B, C, D) be the final data structure of Phase 1. From now on the proof goes exactly as the proof for Theorem 1. So we proceed with Phase 2, which consists of a loop that has n iterations. To follow the proof from the previous section explicitly one should replace the sets C and D with the collections of their singletons. Actually, since all the sets in the collections are singletons, the proof and invariant (c) could be simplified. The only important difference in the argument is that we previously used the fact that the poset has bounded height. We replace it here with the observation that by (b.2) (and (c.2) analogously) the subposet induced by D(B) ∩ U(C) has height less than k.
After Phase 2 we have a pair (V, E) and we can construct a subdivision of K n exactly in the same way as in the proof of Theorem 1. This finishes the proof for Theorem 3.
