INTRODUCTION
A key aspect of robot assisted surgery, e.g. single port surgery, is the relative complexity of the numerous functions that have to be precisely controlled by the surgeon, which effectively mandates an intuitive man-machine interface. A consequence of this requirement is that the system has to be adaptive/cognitive to optimally accommodate the surgeon's skills. An essential precondition for achieving situation awareness and even cooperative features is modeling the task to be performed -for the purposes of this paper: a laparoscopic sigmoidectomy (sigma resection). Information retrieval, workflow analysis and online action recognition are all crucial components necessary for achieving situational-adaptive behavior of medical devices and robots, carrying out autonomic tasks or aiding context sensitive safety mechanisms and systems which provide context-sensitive information.
In the operating theater of the future all devices in the Operating Room could be integrated together. Information could be gathered and exchanged both for administrative purposes in the hospital, as well as for cooperative interaction and data fusion of all devices in the OR. Further, reasoning and self-documentation based on the aggregated information would be possible. An example for an administrative use case is the optimized scheduling in the hospital based upon an estimation of the remaining time [4] or automatic self-documentation of the surgical procedure.
The assumption for the recognition of surgical phases is that there is an inherent structure of an intervention of a specific type that is the same for any specific instance of that procedure. Specifically several phases should be identifiable which occur in a specific sequence.
A. Related Works
There are works identifying single tasks like suturing [1] , in contrast, in this approach surgical phases of a complete intervention are identified. Neumuth et al. [9] introduced a formal model for a surgical process, a generic framework for providing data, focusing on the conceptual design of a data warehouse and on establishing relevant relationships to model the process. In contrast, we are operating on low-level signals (position signal, audio and endoscopic video signals) and the identification of relevant features to segment an intervention into surgical phases. With the same focus, Ahmadi et al. [2] uses a dynamic time warp algorithm for registering interventions using 17 features, which are common for each of the 14 phases of a cholecystectomy. Intraoperatively a time mapping is performed to obtain the current phase. 92% recognition rate with a tolerance of five seconds was reached. Blum et al. [3] uses Hidden Markov Models to determine phases in the same type of intervention. The authors discussed different HMM topologies to model the process. An overall error of 6.73% could be attained, 18.4% by using just the endoscopic video [4] . Katic et al. [8] are able to recognize four phases in a dental implant surgery based on trajectories with a rule-based, deductive approach ("if-then"-structure) combined with a case-based inductive approach, using an inference mechanism. Features, like "near", "far", or "decreasing distance" are defined by fuzzy predicates. A semantic model represents the current situation with description logics. The situation is described by relations between the drilling device and all other objects. Lalys et al. [12] combined a Support Vector Machine and a discrete Hidden Markov Model to segment six phases in a neurosurgical intervention based on a microscope video. SVMs were trained to extract surgical scene information, which is then used as observations for training a discrete HMM. Each phase represents a surgical phase.
Our approach to recognition of surgical phases with a dynamic naive Bayes classification including a feedback loop is new. Furthermore, to our knowledge features like instrument distance, number of coagulations/high frequency coagulations, phase time, normalized movements per minute and number of instrument changes have yet not been considered. Beyond this, the first results in the recognition rate are very promising.
B. Workflow Description of the Sigma Resection
The following nine surgical phases are identified for a single-port sigma resection. The times for the phases are shown in Table I. 1. Dissection / mobilization of descending colon. The righthand / dominant instrument (DI) is a forceps. The nondominant instrument is a forceps during the whole intervention. Three data sources are fused. The position signal of the instrument trajectories, an audio signal with sounds, signaling coagulations and the endoscopic video. The trajectories of two forceps, one scissor and the endoscope are tracked and recorded with the NDI aurora system at a sampling frequency of 40Hz. The audio signal of the high-frequency surgical unit is synchronized to the trajectory, as well as the video from the endoscopic camera. The stapler is not tracked, but recognized in the endoscopic video. Three interventions in an animal experiment were recorded. Eight artificial trajectories were added, created by cutting out parts of the trajectory, which do not necessary belong to the intervention (e.g. explanations about the anatomy, inspection of the surgical site, times for preparing external instruments). In addition, the time used for instrument changes was varied, few coagulations were inserted or left out and few millimeters position offset was introduced to parts of the intervention. The trajectories were annotated with nine phases determined by the clinical partners. However, phase nine is excluded because of problems during the intervention and the recording process.
A. Detection of Coagulation Sounds in an Audio Signal
The audio signal of the high-frequency surgical unit is signaling coagulations by a static, harmonic sound. The aim is to detect these sounds and the corresponding locations of the dominant surgical instrument.
Learning Structure of Coagulation Sound.
A short term spectral analysis of the audio signal x(n) with a sampling frequency of f S =22.05 kHz is performed. Therefore, a FFT with length 4096, 50% overlap and a blackman window is resulting in an N-point DFT magnitude spectrum
We determine four dominant frequency peaks at the frequencies 220.7Hz, 441.4Hz, 1313.5Hz and 2185.6Hz (coefficients k=40, 81, 243, 405) and their amplitude ratio. The DFT serves as a band pass filter with 1024 bands. To detect the sound we consider the four frequency bands represented by these coefficients.
Detecting the Coagulation Sound. An envelope follower is summing the amplitude of all DFT-coefficients over a time of two seconds for determining a noise threshold t n . If the amplitude in a band is greater than the threshold t n a gate opens and the energy in the band is summed up. For each band a detection threshold t d is determined depending on the learned amplitude of the regarded band and the noise threshold t n . If the summed energy is greater than t d , this indicates a detection of the coagulation sound. Fig. 1 shows both thresholds, the summed energy and the signal itself for the first band.
The pattern is classified as a coagulation sound, if the duration and the energy are in between a specified interval for each of the four bands. The detection algorithm was evaluated in two interventions with 27 and 62 coagulations. There was no false classification and 96.3% of the coagulations were recognized.
B. Image Processing -Detecting Instruments
In order to augment the tracking and audio information visual classification labels were extracted from the recorded endoscopic video data. This was accomplished using a general bag of words video classification strategy as described by Zhang et al. [10] . The aim of the visual classification algorithm is to label each input video frame according to whether, and if so, which of the surgical instruments are visible (forceps, stapler, scissors).
The Bag of Words Model for Visual Classification.
In general the bag of words model for visual classification as implemented in this paper can be broken down into the following steps:
1. Extract a sparse set of image feature descriptors from all training images.
2. Perform clustering on the extracted feature descriptors using clustering algorithm. The resulting cluster centers represent the visual words.
3. Associate each feature descriptor with the appropriate corresponding visual word. Generate a histogram of the occurrences of each visual word for each training image.
4. Feed the training set consisting of labels and corresponding visual word histograms into a discriminative classifier.
After training image classification is accomplished by extracting feature descriptors, then generating a visual word histogram, which is used as input into the discriminative classifier.
Training Parameters. As the initial step in our implementation a spare set of SIFT [11] features are detected and the descriptors are extracted from each training image. Clustering over all feature descriptors in the training set is performed using k-Means. A cluster count W c of 1000 clusters was chosen. Fig. 2 shows the extracted SIFT features in an image containing the stapler.
A linear Support Vector Machine (SVM) was used for classification with the additional constraint of a L 1 regularization parameter to enforce sparsity of the support vectors. To compensate the unbalanced number of training samples in each label class, the classes were weighted inverse proportionally to their frequency in the training set, thus reducing the classification bias inherent towards the classes with the most training data. To include color information into the training set and thus further improve recognition accuracy each visual word histogram was extended with a color histogram from the corresponding training image reduced to 32 bins per color channel to reduce the size of the training vectors. Classification Accuracy. A total of 3210 training images were extracted from the endoscope video recordings. The training images for each class were divided up by an 80/20 split, with 80% of the images used in training and 20% selected at random and used exclusively for testing. The amount of training images for each class is listed in Table II . The experimental results achieved after training for each of the label classes using the testing data set is listed in Table III . Twelve features are extracted from the trajectory defining a multi dimensional feature vector x for each point in time. Each feature is discrete.
A. Instrument Changes and Instument Identification
To determine whether any of the end-effectors are inside the patient, a frontal plane is defined in the height of the navel. The trajectories are traversed. If the trajectory of an endeffector dissects the plane from upside to downside and the distance to the port is less than a threshold t port =5 cm, the point of the trajectory is labeled as "inside". If the trajectory is inside and an end-effector dissects from downside to upside near to the port, an instrument change is detected. Instrument changes with less than 5 seconds gap from the previous change are suppressed. The distance between the left and the right endeffector is measured, clustered and quantized to the cluster center 3 (working closely together), 6, 9 and 17cm (far distance). Because the number of coagulations varies strongly in several interventions but there are typically agglomerations connected to intervention phases, the feature "number of high frequency coagulations" is introduced: If the quantized signal is greater than two and releases to zero a "high frequency coagulation counter" is increased. This feature is also added to the feature vector.
C. Number of Coagulations, High Frequency Coagulations, Number of High Frequency Coagulations

D. Coagulation Regions
Feature x 10 : The regions, where coagulations are necessary are especially important for the intervention. To determine these areas, the positions of the trajectories where coagulations occur are clustered with the k-Means algorithm. Each point of the trajectory is classified to one of these clusters with a Bayes classifier (c.f. [5] ). We use only a very rough division of the workspace into five regions due to the anatomical diversity. The classification includes a threshold of 3cm. If the distance of a point of a trajectory is greater than 3cm from any cluster center, the point of the trajectory is classified to a dummy class.
E. Activity -Normalized Movements Per Minute
Feature x 11 : The concept movements per minute is introduced by Datta et al. in the context of surgical skill assessment [6] . The number of maxima in the low-pass filtered velocity curve is an indicator for the expertise of a surgeon. Some steps in an intervention need more movements per minute than others. To eliminate any differences in expertise, we normalize the movements per minutes signal by dividing it with the average number of movements since the beginning of the intervention. This feature, determined for the dominant instrument, measures a degree of activity.
F. Instruments in Field of View
Feature x 12 describes by an identification number, which instrument are visible in the endoscopic video: 1: empty, 2: stapler, 3: scissor, 4: forceps, 5: scissor and forceps, 6: forceps and stapler, 7: scissor and stapler.
G. Time for Next Phase
The phase itself should be included as a feature, because there is a specific order, in which the phases are performed. Time is a crucial point, if there are complications in an earlier phase, absolute time (time since the beginning of the intervention) will be a false indicator for determining the current phase. Thus, instead of using absolute time, the time since the beginning of the surgical phase is introduced and combined with the order of phases: At each timestamp i t in phase i, the probability of a change into a next phase k is determined. This feature extends the naive Bayes classifier with dynamics. The concept is discussed detailed in Section III. B.
III. DYNAMIC NAIVE BAYES CLASSIFICATION
At each point in time, in the training phase, as well as intraoperatively, the mentioned features are combined to a feature vector x and are classified.
A. Bayes Classification
The intervention phases are modeled as 8
. The posterior probability of class i C can be computed as
In respect to the frequentist view, the prior probability
is computed as the relative frequency of occurrence of phase i with respect to all trajectories of the supervised learning phase. The probability distribution )
contains the d dimensional feature vector x . We use the mentioned d=12 features.
The assumption of the naive Bayes classifier is, that the components are independent and therefore the probability distribution ) Figure 3 . Example probability distribution P2,3 (t2) and cumulative probability function ) ( 
B. Estimation of Probability Distributions
The unknown probability distributions ) | ( i j C x P are estimated from the trajectories of the training set. Therefore, the features x j , j=1,…,d from phase 1 C to 8 C are handled separately. All features have discrete values and are defined on a restricted interval, resulting in a finite number of bins for each feature. A histogram (number of occurrences of a specific value) is computed and normalized to retrieve the probability distribution for each feature. Fig. 5 shows the probability distribution for the feature "number of instrument changes". Because only few interventions were used, the probability distributions are generalized by a kernel estimation using a Gaussian kernel (except nominal features x 2 and x 10 ) [12] . This means, for each value, also the bins in the neighborhood are increased according to their distance to the regarded value, resulting in smoothed data. The naive Bayes classifier is extended by a dynamic probability distribution
C. Time for Next Phase
, the time for a change from phase i into another phase at the next timestamp.
The time since the beginning of the phase is denoted as t i . At each point of time the probability of a change into one of the other K phases is modeled by a binary K dimensional vector, containing a one in component k, if there is a change into phase k and zero in all other components. Learning from the training set is resulting in a probability distribution with the components
, for a change from phase i to phase k at the time stamp i t . If the phases are regarded as states of a Markov model, this probability can be seen as transition probability of a non-homogeneous time-discrete Markov process. In this view, the Bayes classifier uses the Markov transition probability in the next time step. This architecture can be seen as input-output-HMMs [13] or Markov Mixtures of Experts [14] . Figure 4 illustrates this hybrid approach.
In our specific case, the phase after phase i is always phase i+1. Thus
Instead of determining this probability distribution relying solely on the training set, we add expert knowledge. Our medical partners specify the minimum and the maximum time min Fig. 3 shows this probability distribution for phase two. The probability for a change until time i t can be computed by the cumulative probability function
The random variable T denotes the time stamp of the change. In phase i the probability for changing into the next class k is ) (
. Again, in our case, all components are zero beside
The probability for staying in phase i is
Combining this, results in the dynamic probability distribution ) ( Summarizing, phase p C is selected with 
IV. RESULTS
The evaluation was performed with six interventions, one unvaried intervention and five artificial generated trajectories. None of the interventions used for the evaluation was included in the training set. At each point of time, the classified phase was compared to the phase annotated by the expert. A false classification is regarded as failure. 6.8 % of the classifications where failures with a standard deviation of 3.8 (true negative rate), 93.2% of the time stamps are true positive. Table IV shows the failure rate just using single features.
Path length is the most significant feature. Absolute time was only added as a reference. The combination of these independent features shows better results than any of the single features taken in isolation. Even the features, which distinguish least, like velocity of the non-dominant instrument or instrument distance, add a benefit to the classification. For example, the action of grasping and pulling soft tissues away could be described by a large distance between the instruments, with no movement in the left-hand instrument and slow movement in the dominant instrument. This occurs rarely in phases 3, 5 and 6, but very often in 4. The action of actively working together with both instruments while coagulations occur could be described as a low distance between the instruments, while both instruments are moving slowly, combined with a nonzero coagulation frequency. This combination just occurs in phases 2 und 5. No instrument changes since the beginning of the intervention implies the current phase could be 1, 2 or 3. The use of forces implies that the phase is not 1, 2, 3, 4 or 6. There are more movements per minute in phases 2, 4 and 5 than in the other phases. High frequency coagulations only occur in phase 1, 3 and 4. The Bayes approach has the advantage, e.g. compared with neural networks, of human orientated data representation. The probability distributions of the features in each class are easy to interpret and can also be used to model expert knowledge manually, e.g. by a proposition like "In phase closure of the rectal stump one to five instrument changes have occurred, the mean is three." The quantized values for the features are also plain, e.g. low, mid and high distance between the tips.
Segmenting an intervention into phases can also be used for improved automatic surgical skill assessment by evaluating the features which distinguish levels of expertise, like path length or movements per minutes, separately for different phases [7] . We are planning on developing a robot assisted autonomous camera guidance system for minimally invasive surgery that will be based upon the surgical phase recognition methods discussed in this paper, learning optimal camera positions appropriate for the current estimated surgical phase.
The recognition rate of 96.3% of the coagulation sounds seems to be sufficient and can easily be improved by acoustic shielding. Also, the F-score of 89.9% in recognizing the stapler seems to be sufficient, because the stapler is generally visible for periods of at least one minute at time when in use, thus its presence can be detected with almost certainty. In general the instrument recognition results achieved in this paper demonstrate the effectiveness of employing a bag of words model involving spare SIFT features together with a linear SVM for object recognition purposes in a clinical setting. The approach is real-time capable. The detection of the instruments can be performed in 500 to 700 ms (single threaded, Intel Core i7) where the feature point extraction is most time-consuming. The other steps of the phase recognition are negligible. We believe that our approach for recognizing the surgical phases can be generalized to other interventions and would also serve very promising results. By including the class itself and a time dependent order of the classes, we added a feedback and dynamics to the naive Bayes classifier. Especially this concept for including any order of surgical phases makes this approach generic.
