manifold at its ends. The precise geometric interpretation has been given by Finn [11] as follows. Suppose a noncompact complete surface has an absolutely integrable Gaussian curvature. Then one may represent each end conformally as R 2 \ K for some compact set K. Define the asymptotic isoperimetric constant of the ith end to be
where L is the length of the boundary, A the area of the domain, and B(0, r) the Euclidean ball of radius r embedded into M 2 via the conformal equivalence of the ith end to R 2 \ K.
where k is the number of ends on M. This result tells us that the condition of the finite total Gaussian curvature has rigid geometric and analytical consequences.
When n= 4, Chang et al. [5] obtained a generalization of (1) and (2) by replacing the Gaussian curvature K by the Paneitz Q-curvature. The Q-curvature arises naturally as a conformal invariant associated to the fourth-order Paneitz operator. In order to present their result, we recall some definitions. In conformal geometry, when n= 4, the Paneitz operator is defined as
Rg − 2Ric)d, where δ is the divergence, d the differential, R the scalar curvature of g, and Ric is the Ricci curvature tensor. The Paneitz Q-curvature is defined as
{−ΔR + 1 4
where E is the traceless part of Ric, and | · | is taken with respect to the metric g. Under the conformal change g w = e 2w g 0 , the Paneitz operator transforms by P g w = e −4w P g 0 , and Q g w satisfies the fourth-order equation
.
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The invariance of Q-curvature in dimension 4 is due to the Chern-Gauss-Bonnet formula for a closed manifold M:
where W denotes the Weyl tensor. The main result proved in [5] is as follows: suppose that (M 4 , g) = (R 4 , e 2w |dx| 2 ) is a noncompact complete conformally flat manifold with a finite total Q-curvature, that is, R 4 |Q| e 4w dx < ∞. Furthermore, suppose the metric is normal (or suppose the scalar curvature R g is nonnegative at infinity). Then
and
where B j (r) denotes the Euclidean ball with radius r at the jth end. Here the metric is defined to be normal if w(x) = 1 4π 2 R 4 log |y| |x − y| Q(y) e 4w(y) dy + C .
Chang et al.'s theorem [5] says that the analog of (1) and (2) for 4-manifolds is true if one replaces the Gaussian curvature by the Q-curvature. Beyond this result, Chang et al.
[6] also generalized it to locally conformally flat manifolds with certain curvature conditions and proved the conformal compactification of such manifolds. The assumption that the metric is normal is necessary in this theorem, because without this assumption, there exist quadratic functions in the kernel of the bi-Laplacian operator Δ 2 for which (3) fails. Note that the assumption of a positive scalar curvature at infinity would imply that the metric is normal in dimension 4, therefore for the purposes of their paper, it can replace the condition of a normal metric.
Returning to the case of surfaces, formula (2) 
then (M, g) satisfies the isoperimetric inequality:
for any smooth bounded domain Ω ⊆ M 4 . Here, the constant C depends on M. The more general Sobolev inequality is also valid, that is,
where 1 ≤ p < 4 and p * =
In particular, when p = 1, (9) implies (8) .
In fact, we prove an even stronger result: Theorem 1.1 is a direct consequence of the following theorem. 
Here H depends on α and C depends on the manifold M. does not satisfy the isoperimetric inequality, not to mention the q.c. map with property (10) , because the latter would imply the former.
Remark 1.4.
Note also that the model case of the manifold described in Theorem 1.1 is the cone, and we use it as an example several times. However, it should be clear that Q e 4w could be very close to the distribution:
where δ k denotes the Dirac distribution supported at point x = (k, 0, . . . , 0). Therefore, we cannot expect the metric to be close to a cone metric outside any compact set. Nor can we expect that the Ricci curvature of the manifold is bounded. Thus, the method to prove isoperimetric inequalities by estimating Ricci curvature and volume lower bound cannot be applied here.
Finally, it is reasonable to expect that the constant C in Theorem 1.2 depends on the manifold. We will elaborate it in Remark 3.7.
It is a classical question to study the validity of isoperimetric inequality in the Riemannian geometry. Among many other literatures, we refer the reader to [1, 2, 8, 10, 15, 18, 24] . The survey articles by Osserman [18] and Bandle [1] present many aspects of the classical isoperimetric inequality. Regarding isoperimetric inequalities on manifolds, there is a well-known conjecture that asserts the validity of the Euclidean isoperimetric inequality on complete simply connected manifolds with nonpositive sectional curvature. This conjecture was proved in dimension 2 by Weil [24] , in dimension 3
by Kleiner [15] , and in dimension 4 by Croke [8] ; but, it is still open in dimension n≥ 5. A similar sharp isoperimetric inequality in a compact setting was proved by Druet in [10] .
On the other hand, there are many interesting results regarding q.c. maps the Jacobian of which is comparable to the volume form e nw , that is,
for almost every x ∈ R n . Here "almost every" is required because a q. 
Remark 1.6. None of the above results are restricted to the n= 4 case. Everything could be generalized to all even dimensions as long as we assume
where
Here, the dimensional constant c n is the constant that appears in the fundamental solution
Relevant to the study of finite total curvature is the notion of A p weight. In harmonic analysis, the A p weight, p ≥ 1, describes for which functions ω the standard max-
A weight u is defined to be A ∞ if u∈ A p for some p ≥ 1. In order to find criteria for a function to be the Jacobian of some q.c. map, David and Semme in [9] defined the notion of a strong A ∞ . One of the relations between standard A p weights and strong A ∞ weights is that an A 1 weight is always a strong A ∞ , but the converse is not true.
Also it is well known that if a function is comparable to the Jacobian of a q.c. map, then it is a strong A ∞ weight by the argument of Gehring [13] . Therefore, we obtain as a consequence of Theorem 1.2 the following corollary.
Corollary 1.7.
With the same assumptions as in Remark 1.6, e nw is a strong A ∞ weight.
Moreover, we will show that if the Q-curvature is nonnegative (resp. P (x) is nonnegative in higher dimensions), a better result holds: e nw is not only a strong A ∞ weight, but also an A 1 weight.
)) be the manifold described in Theorem 1.2 (resp. Remark 1.6). If the Q-curvature is nonnegative (resp. P (x) is nonnegative in higher dimensions), then e 4w (resp. e nw ) is an A 1 weight.
We proceed in this paper as follows. In Section 2, we review some basic properties of q.c. maps, and present the result of Bonk et al. [3] . In Section 3 , we study the q.c. map associated to an auxiliary measure and prove Theorem 1.2. This is the main part of the paper. In Section 4, we prove Theorem 1.8, giving a much shorter and very different proof of the isoperimetric inequality in the special case Q ≥ 0. The argument relates to A p weights, and definitions and preliminaries of A p weights will be included there. Finally, in Section 5, we derive the bi-Lipschitz parametrization in Theorem 1.5 by using Theorem 1.2. In this section, we are going to present some preliminary facts about q.c. maps. An
Note that the inverse of a q.c. map is still q.c., and the composition of two q.c.
maps is also a q.c. Their dilations are related in the following way:
A family Γ of q.c. maps is called uniformly
The Jacobian of a q.c. map
is well defined almost everywhere and
For the equivalence of these two definitions, we refer to the monograph of Vaisala [23] . From this analytic definition, we see that the Jacobian of a q.c. map is always locally integrable, because q.c. maps satisfy the change of variables formula. Namely if f : R n → R n is q.c.,
We now turn to a simple example of a q.c. map.
Note that in the example, β can be negative. However, it is natural to restrict
|x| nβ is not integrable in a neighborhood of 0, which violates the analytical definition of a q.c. map.
The next beautiful result is by Gehring, which relates the Jacobian of a q.c. map to the A p weights.
Theorem 2.2 (Gehring [13] ). The Jacobian of a q.c map is always a strong A ∞ weight.
We will present the definition of A p weights and their properties in Section 4; for now, we simply note that as a consequence of the fact that a strong A ∞ weight (actually an A ∞ weight is enough) has an inverse Hölder inequality, one has the following lemma.
We will also use the weak convergence property of q.c. maps, see [23] . A family of uniformly H -q.c. maps has the weak compactness property when they are well normalized. Precisely, suppose { f k } are uniformly H -q.c., { f k (0)} are uniformly bounded, and
Then { f k } has a subsequence, still denoted as { f k }, that converges weakly to an H -q.c.
map, where H depends on H and n, that is,
Now that we have given several properties of q.c. maps, we present the result of Bonk et al. is an H -q.c. map and w is a function on R n , taking the form
where μ is a signed Radon measure with a finite total variation satisfying
Then there exists an H -q.c. map
In the particular case, when g = id (where H = 1), they find that one choice of 0
−2n e −4(n−1)n . The proof of this theorem uses a q.c. flow, which has many applications in n= 2, but rarely in higher dimensions. We are going to use this result in our proof in Section 3.
3 Proof of Theorem 1.2
Suppose μ is a signed Radon measure with R n d|μ|(y) < ∞ and R n dμ(y) < 1. Define the logarithmic potential
for μ which satisfies
This integral is finite for a.e. x ∈ R is finite for a.e. x ∈ R n ; and whenever Mμ(x) < ∞,
where | · | is the Lebesgue measure of set in R n . Together with (22) , it follows that
Instead of μ, we will consider the measure ν = βδ 0 + 1 4π 2 μ first, and prove that there is a q.c. map the Jacobian of which is comparable to e nL(ν) . 
there exists an H -q.c. map
where C = C (β, H, n) and H = H (β, H, n). 
Proof. Recall in
that is,
Plug y = ϕ β (x) into (27) to obtain
On the other hand,
Thus since
Combining (28)- (30), we obtain
where C = C (β, H, n). Thus, f is the desired H -q.c. map.
Next we will remove condition (24) 
|B(x, r)| B(x,r)
d|ν|, x ∈ R n and is finite at almost every point. Thus, one can choose a point x 0 very close to 0 such that Mν(x 0 ) < ∞. By the argument before Proposition 3.1, it then follows that
DefineL
Then this is finite whenever Mν(x) < ∞. Hence, it is finite for almost every x ∈ R n . Now we will modify Proposition 3.1 by removing condition (24) while replacing L(ν) byL(ν). 
We require a lemma to prove this proposition. The lemma is due to the dominated convergence theorem in this setting. 
Proof. It is easy to see thatL(μ
for every k ∈ N and every x ∈ R n . The lemma then follows from the dominated convergence theorem as long as we can show that
for every ball B ⊆ R n . Choose R such that B ⊆ B(0, R). Then for all x ∈ B, we have
where we have used log + (1 + xy) ≤ 1 + log + x + log + y. Together with (31) this provides a uniform estimate
If μ + = 0, then (35) is automatically true. Otherwise, define a probability
This finishes the proof of the lemma. 
for almost every x ∈ R n . Note that both H = H (β, H, n) and C = C (β, H, n) are independent of the size of supp(ν).
For an arbitrary ν (i.e., not necessarily compactly supported) satisfying the hypotheses of Proposition 3.2, we run an approximation argument. By the argument stated before Proposition 3.2, we know
and thusL(ν) is finite whenever L(ν) is finite. Furthermore, they are both finite for almost 
where both C = C (β, H, n) and H = H (β, H, n) are independent of k. By Lemma 3.3,
for every ball B ⊆ R n . The proof of Lemma 3.3 also shows that
This, together with (38), implies that there exists a constant C ≥ 1, such that 
for any Ω ⊆ R n . Together with (38) and (39) this implies
for an arbitrary bounded subset Ω ⊆ R n . Therefore,
for almost every x ∈ R n , where C = C (β, H, n). This is the desired property.
From now on, we will try to smooth the measure βδ 0 while ensuring that it continues to be associated with a q.c. map of certain dilation. The model case βδ 0 assists the intuition that we start with the cone map ϕ β = x |x| β . However, for later use, we require a measure with some smoothness. More precisely, a measure that can be written as f(x) dx with f continuous. Hence, we want to smooth βδ 0 a little bit while keeping it close to the cone case. Basically, we want to find a smooth totally integrable measure of the form m β = f(x) dx which is compactly supported in B(0, 1), such that dm β = β and 
Here the q.c. condition referred to specifies that
The condition (44) is easy to achieve because r·R (r) R = 1 near 0, and . In fact, the metric induced by ψ β , in polar coordinates, is
When (44) is satisfied,
which means ψ β is a
On the other hand, log 1 |x| is the fundamental solution of (−Δ) n/2 on R n , that is,
where c n is a constant depending on n; for example c 2 = 2π , c 4 = 8π 2 . Define the signed Radon measure:
Then m β satisfies: (ii) J ψ β e nL(m β )(x) .
Proof of (ii).
where the second equality holds because the derivatives of log |x − y| have good decay at ∞. The constant C arises from the boundary term at ∞ when performing integration by parts on R n . Note that (46) is the same as
and thus we have proved (ii).
Proof. Note that in polar coordinates ϕ β (x) is mapping r → r 1−β , θ → θ , and thus
Therefore,
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We now apply the divergence theorem and the fact that ψ β coincides with ϕ β in a neigh-
Thus, we have finished the proof of (iii).
With properties (i), (ii), and (iii), we get a model q.c map ψ β such that its corresponding measure m β is a smooth measure. Now, we simply repeat the same argument 
where C = C (β, H, n) and H = H (β, H, n). This is possible because the maximal function is finite almost everywhere. Then as in the argument before,
Thus, as long as
is finite. Hence, for almost every x ∈ R n it is finite. 
Simply repeating the same argument as in 
there exists R 1 such that
With this R, define
It is obvious that
Set β = 
andH =H (α, 4). On the other hand, with ν = m β + μ we have
Recall that h(x) is a smooth function of compact support, so
Here C (M) is a constant depending on Q(x) e 4w(x) in B(0, R), and thus depending on the manifold M. Meanwhile, by property (ii) of m β ,
Therefore, h(x) is a Hardy H 1 function the H 1 norm of which is determined by M (more precisely, the supremum of Q(x) e 4w(x) in B(0, R) together with R). It is well known that log x is a BMO function and
Thus ,
Here C 1 and C 2 depend on M 4 . Now it follows that
Combining (56) and (59), we have
where f is anH =H (α, 4)-q.c. map and C = C (M). This finishes the proof of the main theorem. , the isoperimetric constant depends only on the con-
which depends only on α and n (here n= 4). One can see that the proof of Theorem 1.2 is based on Proposition 3.5, which is true for all even dimensions. Thus Theorem 1.2 is not restricted to the case n= 4. as in Figure 1 with the length k of the cylinder part tending to infinity. Each M k satisfies the conditions in Theorem 1.2 with some uniform α. On each manifold M k , the isoperimetric inequality holds, but with the constant C k → ∞ as k → ∞.
Strong A ∞ Weights and Quasiconformal Maps
We begin by recalling some basics of A p and strong A ∞ weights. A positive locally integrable function ω is said to be an A p weight for p > 1, if
for all balls B in R n . Here p is a conjugate to p: 
for all x ∈ R n . In fact,
M(e nw )(x)
e nw(x) = sup 
where C is independent of x and r. This is also true with the same constant C if one shifts the function 
Thus, 
for any r > 0 and x ∈ R n . Hence (67) is established by plugging (72) into (69) and then substituting into (68). This concludes the proof. = ω(B x,y )
