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Abstract
The need for rigorous and timely health and demographic summaries has pro-
vided the impetus for an explosion in geographic studies, with a common ap-
proach being the production of pixel-level maps, particularly in low and middle
income countries. In this context, household surveys are a major source of data,
usually with a two-stage cluster design with stratification by region and urban-
icity. Accurate estimates are of crucial interest for precision public health policy
interventions, but many current studies take a cavalier approach to acknowledg-
ing the sampling design, while presenting results at a fine geographic scale. In
this paper we investigate the extent to which accounting for sample design can
affect predictions at the aggregate level, which is usually the target of inference.
We describe a simulation study in which realistic sampling frames are created for
Kenya, based on population and demographic information, with a survey design
that mimics a Demographic Health Survey (DHS). We compare the predictive
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performance of various commonly-used models. We also describe a cluster level
model with a discrete spatial smoothing prior that has not been previously used,
but provides reliable inference. We find that including stratification and cluster
level random effects can improve predictive performance. Spatially smoothed
direct (weighted) estimates were robust to priors and survey design. Continuous
spatial models performed well in the presence of fine scale variation; however,
these models require the most “hand holding”. Subsequently, we examine how
the models perform on real data; specifically we model the prevalence of sec-
ondary education for women aged 20–29 using data from the 2014 Kenya DHS.
KEY WORDS: Survey design; spatial statistics; small area estimation, integrated
nested Laplace approximations; geostatistical models.
1 Introduction
Complex, multi-stage household surveys play an important role in producing a variety
of estimates of health and demographic quantities of interest, especially in low and mid-
dle income countries (LMICs). Examples of such surveys include Demographic Health
Surveys (DHS) (USAID, 2019), Multiple Indicator Cluster Survey (MICS) (UNICEF -
Statistics and Monitoring, 2012), AIDS Indicator Surveys (AIS) (DHS Program, 2019),
and Living Standard Measurement Surveys (LSMSs) (World Bank, 2019). The lack of
high quality vital registration (VR) data often necessitates the use of these household
surveys in LMICs (Li et al., 2019; Wagner et al., 2018). For instance, it has been esti-
mated that only 4% of neonatal deaths (deaths in the first 28 days of life) are recorded
via high quality VR data (Lawn et al., 2014), while in 2012, 35% of births remained
unregistered within a year, and 89% of these occurred in South Asia and Sub-Saharan
Africa (Lawn et al., 2014). In general, VR data is more sparse and of lower quality in
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LMICs than in high income countries, making household surveys especially useful in
these contexts.
The Sustainable Development Goals (SDGs) specify targets for a variety of health
outcomes (United Nations, 2019). Household surveys are used to estimate these indices
and attainment of the SDGs can then be assessed. In particular, SDG 3 calls for an
end to preventable deaths of newborns and children under 5 years of age and states
that all countries should aim to reduce neonatal mortality to below 12 deaths per
1,000 live births. Additionally, SDG 4 calls for improved education for all, and for all
people to complete their secondary education with, in particular, the elimination of
inequalities in education due to gender or location. As important as it is to estimate
relevant indicators at the country level, the SDGs specifically call for estimates at
finer spatial scales. Hence, developing statistical models that can accurately account
for the sampling design, while producing estimates at subnational scales, is of great
importance.
Estimates of demographic indicators can also be used to highlight areas in need of
intervention and to examine associations between relevant covariates and health out-
comes. The Equitable Impact Sensitive Tool (EQUIST) (UNICEF, 2019), for instance,
is designed to inform decision-makers using a variety of data and model output visu-
alizations. Policymakers can use such tools, as well as other forms of model output
and analysis to, for example, create vaccination initiatives targeting areas with a high
disease burden, identify possible factors influencing disease prevalence and mortality
risk, and erect community-based care programs in order to improve quality of care
while increasing coverage to those that need it most while reducing cost. Some of
these applications, including community-based care programs, are discussed in detail
in Chapters 14 and 15 of Black et al. (2016).
In spite of the ubiquity of multi-stage household surveys and their importance in
3
estimating health indices and planning interventions, classical techniques for analyzing
survey data that can account for the survey design often have difficulty producing esti-
mates at the required spatial resolutions (interventions are often made at the Admin2
level). For example, weighted (direct) estimates, often have large associated variances
at the Admin2 level, due to data sparsity. To improve estimation in such situations, a
number of small area estimation (SAE) methods have been proposed (Rao and Molina,
2015) including those that extend upon the seminal Fay-Herriot model (Fay and Her-
riot, 1979). These methods not only acknowledge the survey design, but also “borrow
strength” from data in nearby areas to produce reliable estimates with smaller uncer-
tainty intervals (Marhuenda et al., 2013; Chen et al., 2014; Mercer et al., 2015; Congdon
and Lloyd, 2010; You and Zhou, 2011; Porter et al., 2014; Vandendijck et al., 2016;
Watjou et al., 2017). These approaches are all based on discrete spatial models, which
are based on arbitrary neighborhood structures, which may be more or less realistic,
depending on the context and geography.
A number of papers have used continuous spatial models to analyze health and
demographic outcomes using survey data (Wardrop et al., 2018; Gething et al., 2016;
Golding et al., 2017; Utazi et al., 2018; Gething et al., 2015; Osgood-Zimmerman
et al., 2018; Graetz et al., 2018; Diggle and Giorgi, 2016; Giorgi et al., 2018; Diggle and
Giorgi, 2019). Included in this list are publications from WorldPop and the Institute
for Health Metrics and Evaluation (IHME), both of which are large-scale producers
of health and demographic maps. In these references, all of the models ignore the
stratification; in addition WorldPop routinely ignore the clustering also. In general,
ignoring the design results in biased estimates and inaccurate uncertainty intervals. No
study has been conducted to explore the effects of ignoring design stratification and
cluster level overdispersion in the LMIC context, and here we aim to fill this gap in
the literature, by comparing a variety of spatial modeling approaches, under different
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levels of stratification and clustering.
In this paper we explore the performance of different design- and model-based meth-
ods, when applied to simulated data. We will also apply these methods to analyze two
outcomes recorded in the 2014 Kenya DHS, the proportion of women between the ages
of 20 and 29 who have secondary education, and the neonatal mortality rate (NMR).
Section 2 describes the data we will use in this analysis and Section 3 introduces the
models that we compare and apply. Section 4 describes the simulation study and in
Section 5 we apply the models to the secondary education outcome, reporting predic-
tions, uncertainties, and using cross validation to assess the out of sample performance
of each of the models. We discuss the results as well as our conclusions in Section
6. Appendices A and B give details on the modeling and the simulation study re-
spectively, and Appendix C gives additional results related to the secondary education
example.Lastly, Appendix D describes an application of the models to NMRs in Kenya
from 2010–2014.
2 Data
The DHS Program uses a set of consistent sampling approaches from country to coun-
try, with methods described in the 2012 DHS Sampling and Household Listing Manual
(ICF International, 2012, Sec. 5.2, p. 80–85). This standard design is a stratified two-
stage cluster sampling scheme with stratification by county crossed with urban/rural.
The first sampling stage involves selecting enumeration areas (EAs) using probability
proportional to size (PPS) sampling, where the probability of sampling each EA is
proportional to the listed number of households in that EA, and the second stage in-
volves simple random sampling of (typically) 25 households within each EA. Mothers
within the household are then asked a number of questions about their children, and,
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if any died, the mothers are asked about those children’s deaths. The 2014 Kenya DHS
(KDHS, 2014) follows the typical DHS scheme, though is powered to the county level
so that 1,612 clusters are sampled out of the 96,251 total EAs that were in the 2009
Kenya Population and Housing Census (Kenya National Bureau Of Statistics, 2014).
Of these clusters, 995 are urban while 617 are rural, with urban areas oversampled
in the majority of the 47 counties. Mombasa and Nairobi are entirely urban and the
remaining 45 counties have both urban and rural areas, so that there are 92 strata in
total.
In order to be able to generate spatial maps of urbanicity, we use 1km × 1km
gridded population density surfaces from WorldPop (Stevens et al., 2015; Tatem, 2017)
as plotted in the left panel of Figure 1. The 2010 and 2015 population density maps
are interpolated assuming a constant rate of population growth to produce the 2014
population density map used throughout this paper. The 2009 Kenya Population and
Housing Census provides information on the proportion of the population within each
county that is urban and rural, and we generate urbanicity maps by thresholding
the population density maps within each county at the level required to achieve this
proportion. This results in the urbanicity map given in the right panel of Figure 1.
3 Methods
3.1 Models
We first describe notation in the scenario in which we wish to estimate NMRs, so that
the denominators are the number of children that were born in the relevant period, and
the response is whether a death occurred in the first month after birth. Let Yck = 0/1
represent the binary response for child k in cluster c with the total number of deaths in
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Figure 1: Left: WorldPop based population density estimates. Right: urban areas in
Kenya used in this analysis are depicted in blue. Areas are determined to be urban
versus rural based on thresholding population density.
each cluster being Yc =
∑
k∈Bc Yck where Bc is the set of indices of the children in cluster
c that are sampled. We let xc be the spatial location of cluster c. Associated with
location xc is a county, which will be denoted i[c], and the set of spatial locations that
are urban is denoted U . We now describe the different models considered; in general,
we focus on inference at the county level, since this is often the target of inference.
Naive: Ignoring the sampling design, we fit a binomial model to the county-level data,
without accounting for the sampling design. In this case, we assume the probability of
mortality for child k in cluster c is the same for all children in county i,
log
(
pck
1− pck
)
= βi[c],
where the models are fit independently to the data from each county. The targets of
inference are the county-level probabilities expit(βi), i = 1, . . . , 47.
Direct: County-level direct estimates, p̂ DIRi , are calculated using a weighted estimator
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that account for the survey design. The weights are proportional to the inverse of the
probability of sampling each child. This estimator is reliable for large samples, but for
small samples, will have high variance (Rao and Molina, 2015). Weighted estimators
can yield estimates that lie on the boundary and variance instability in small samples.
These problems mean that yearly estimates at the Admin2 level are typically not
reliable when based on a DHS with around 400 clusters (a typical design).
Smoothed Direct: Following the approach of Mercer et al. (2015) we calculate
Zi = logit(p̂
DIR
i ) along with its associated (design-based) variance estimate V̂i. We
assume Zi|ηi ∼ind N(ηi, V̂i) with linear predictor,
ηi = β0 +
1√
τ
(
√
φSi +
√
1− φδi),
where S1, . . . , S47 and δ1, . . . , δ47 are respectively mean zero county level intrinsic con-
ditional autoregressive (ICAR) terms and independent and identically distributed (iid)
Gaussian random effects. The ICAR model, described in Besag et al. (1991), is a dis-
crete spatial model and assumes the effect in each area arises from a normal whose mean
is the average of the effects in neighboring areas. We apply a sum-to-zero constraint∑47
i=1 Si = 0 to the ICAR terms to make the intercept identifiable. The parameter-
ization adopted is a variation of the model introduced in Simpson et al. (2017) and
named the BYM2 model in Riebler et al. (2016), since it is a reparameterization of the
model originally introduced by Besag et al. (1991). The total precision of the county
level components of the model is τ and φ represents the proportion of the total vari-
ance that is spatial. Under this approach the posterior distribution is obtained for the
county level probabilities: p SM-DIRi = expit(ηi),, i = 1, . . . , 47. This model produces a
design consistent estimate of the NMR, since if the entire population is sampled, the
direct estimate has an associated variance estimate V̂i = 0 for i = 1, . . . , 47, and so is
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immovable with respect to the prior. The space-time version of this model has been
used in an extensive study of under 5 mortality in 35 countries in Africa over the period
1980–2015 (Li et al., 2019). This model can alleviate some of the high variance prob-
lems of the direct estimates, but still struggles with boundary estimates and undefined
variances.
Model-based approaches: For the model-based spatial approaches, we assume that
Yc|p(xc) ∼ Bin(nc, p(x)), where nc is the total number of children sampled in cluster
c. The underlying risk at location xc for cluster c is modeled as
log
(
p(xc)
1− p(xc)
)
= β0 + u(xc) + β
URBI(xc ∈ U) + c, (1)
where β0 is the intercept, u(xc) is a spatial random effect, β
URB is the association
with the cluster being urban (as compared to rural), and c is an iid Gaussian cluster
random effect with variance σ2 . This term is sometimes described as the “nugget”
and is often taken to reflect the combination of unmodeled sampling variability and
small-scale variation.
The first model-based approach is termed BYM2 and uses the spatial random effect
u(x) = 1√
τ
(
√
φSi[x] +
√
1− φδi[x]), where we use i[x] to denote the county which which
x belongs, and the structure of the model follows the description for the smoothed
direct model. This binomial model naturally deals with 0 or nc outcomes.
The second model-based approach is termed SPDE and uses a Gaussian process
(GP) for the spatial random effect, u(·) ∼ GP(0,θ) with θ = [σ2s , ρ]. The marginal
variance is σ2s and the spatial range at which the correlation is approximately 0.1 is
ρ. Note that the GP we use is the solution to a stochastic partial differential equa-
tion (SPDE) which is approximated by a particular Gaussian Markov Random Field
(GMRF) defined on a fine triangular mesh (Lindgren et al., 2011).
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For both BYM and SPDE, we consider four variations of (1): including or not in-
cluding the association with urban, and including or not including the cluster (nugget)
effect. Models without and with urban effects are labeled as ‘u’ and ‘U’, respectively.
Similarly, models without and with cluster effects are labeled as ‘c’ and ‘C’, respectively.
Table 1 summarizes the eight alternatives for BYM2 and SPDE.
Models Linear predictor extra effects
BYM2uc/SPDEuc –
BYM2uC/SPDEuC c
BYM2Uc/SPDEUc β
URBI(xc ∈ U)
BYM2UC/SPDEUC β
URBI(xc ∈ U) + c
Table 1: Variations of model-based approaches used in the analysis. The subscript
symbols ‘U’ and ‘u’ indicate whether or not an urban effect is present in the linear
predictor, while ‘C’ and ‘c’ indicate whether or not an iid cluster effect is included. All
models include intercept and the spatial effect.
For the continuous (SPDE) model, if we knew the complete list of EA locations
in the sampling frame, we could perform predictions for the county level by using the
posterior distribution of a weighted sum over the EA locations. In the absence of such
a list, we can describe the probability surface at unobserved locations by p(x) via (1),
and aggregate by continuously integrating the spatial probability surface with respect
to population density. Let pi denote the county level estimates for county i, then
pi =
∫
Ai
p(x)× q(x) dx ≈
mi∑
j=1
p(xj)× q(xj), (2)
where Ai is the geographical extent of area i, q(x) is the population density at location
x, and mi is the number of grid cells with centroids in area i that is used to approximate
the continuous integral.
For the BYM2 model, a continuous population density surface is not needed since
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the probabilities are modeled as constant within each area, and we can use
pi = expit
(
β0 +
1√
τ
(
√
φSi +
√
1− φδi
)
qi
+ expit
(
β0 + β
URB +
1√
τ
(
√
φSi +
√
1− φδi
)
(1− qi),
where qi is the proportion of the target population in county i that is rural. Further
details of accounting for the cluster effects and performing the spatial aggregation may
be found in Appendix A.
Both Worldpop and IHME use a continuous GP model in the context of the analysis
of DHS (and other) household survey data, without adjustment for the stratification.
IHME include a cluster effect in their model, and for aggregation add a nugget contri-
bution at the pixel-level, while Worldpop do not include a nugget.
3.2 Inference
Penalized complexity (PC) priors were introduced in Simpson et al. (2017), and pe-
nalize a model’s “distance”, on an appropriate scale, from a simple “base” model. For
example, for iid random effects arising from a zero mean Gaussian distribution with
variance σ2, the base model corresponds to σ = 0. Following Fuglstad et al. (2019), we
set a joint PC prior on the continuous spatial standard deviation and effective range
parameters σs and ρ, respectively. We use the joint PC prior described by Riebler et al.
(2016) on the BYM2 standard deviation 1/
√
τ and the proportion of variation that is
spatial, φ. We also set a marginal PC prior on the cluster effect standard deviation
parameter σ. The priors in the simulation study and in the application are set so that
the median of the prior for ρ is at roughly one fifth the diameter of the spatial domain,
and so that P (σs > 1) = P (1/
√
τ > 1) = P (σ > 1) = 0.01. This implies that the
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continuous spatial effects, BYM2 effects, and cluster effects for the spatial smoothing
models each have a 95% prior chance of lying between 0.5 and 2 on an odds scale.
The PC prior for the spatial proportion in the BYM2 model, φ, is given a 2/3 prior
probability of being less than 1/2, implying that we slightly favor the iid county level
effects when apportioning residual variation. We choose this prior on φ in order to
promote less complex models with a smaller spatial contribution.
All design-based estimates were obtained using the svyglm function within the
survey package (Lumley, 2004, 2018) in the R programming language. Each of the
spatial models can be fitted using the integrated nested Laplace approximation (INLA)
approach introduced in Rue et al. (2009), a method for fitting Bayesian models without
the computational difficulties of Markov Chain Monte Carlo (MCMC) and implemented
in the INLA package in R. The direct, smoothed direct and binomial BYM2 models are
available in the SUMMER package (Martin et al., 2018). Code to reproduce the results
can be found at https://github.com/paigejo/NMRmanuscript, and the 2014 Kenya
DHS data can be requested from https://dhsprogram.com/.
4 Simulation Study
4.1 Comparison Measures
In this section, we describe an extensive simulation study in which we compare various
models, in particular with respect to the inclusion of strata and cluster effects. We do
this for multiple simulated populations and survey designs in order to test the models
under a variety of circumstances. As in Section 3, the nominal response is a binary
indicator of whether or not death occurred within the first month of life.
We evaluate the model predictions at the county level using bias, mean squared
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error (MSE), the continuous rank probability score (CRPS), coverage of 80% intervals,
and width of 80% intervals. All scoring rules are calculated on the probability scale.
Note that CRPS is a strictly proper scoring rule (Gneiting and Raftery, 2007) that
accounts for both predictive accuracy as well as accuracy of the uncertainty of the
predictive distribution. Given the cumulative distribution function of the predictive
distribution of a proportion in the finite population, F , and an empirical proportion
response y/n, the CRPS is defined as:
CRPS(F, y) =
n∑
y˜=0
(F (y˜/n)− 1{y˜ ≥ y})2.
Small values of CRPS are desirable.
The reported scoring rules are calculated using predictive distributions that have
been calculated at the county level. The reported scores are the averages over counties
and repeated surveys, and the full set of calculated scoring rules are given in Appendix
B.3.
4.2 Simulation Setup
In order to generate a true, underlying population from which we can draw surveys, we
first spatially partition Kenya into urban and rural zones by thresholding population
density so that the proportion of population in each county that is urban matches the
2009 Kenya Population and Housing Census. We then simulate all 96,251 census EA
locations such that the number in each of the 92 strata matches the true number, as
given in the 2009 census. The EA locations in our simulated population are drawn
proportional to population density within each strata. This information is all available
in the Kenya DHS final report (KDHS, 2014).
The number of households in each EA, as well as the number of mothers per house-
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hold and children born per mother per year, are simulated based on the corresponding
empirical distributions in the true population stratified by urban/rural. In order to
estimate the empirical distribution for the number of households per EA, we take the
maximum household ID sampled per cluster in the 2014 Kenya DHS as an estimate
for the number of households in each EA. For empirical distributions of the number of
children born per mother per year we only include children living in the same house as
their mother, since children living in a different house than their mother only account
for about 5% of all children according to available census data.
We compared the models in eight distinct scenarios. We simulate four differ-
ent complete populations from the models (with associated names): constant risk
(Popsuc), spatially-varying risk (PopSuc), spatially-varying risk with an urban associa-
tion (PopSUc), and spatially-varying risk with an urban association and a cluster effect
(PopSUC). Note that in the subscript labels for the populations, we again use U/u and
C/c to respectively indicate the presence of urban and cluster effects, and we addi-
tionally use S/s to indicate presence of a continuous spatial effect. In the case where
we include spatial, urban, and cluster effects, we simulate NMRs at all 96,251 spatial
locations using the SPDE model described above with an effective correlation range of
150km, and with parameters β0 = −1.75, σ2s = 0.152, σ2 = 0.12, and βURB = −1. For
“typical” rural/urban areas, with random effects of zero, the prevalences are 17%/6%.
Within each of these four scenarios we carry out “Unstratified” and “Stratified” sam-
pling, always taking 1,612 clusters to match the 2014 Kenya DHS. In the Unstratified
design, we fix the total number of clusters in each county to be the same as in the
Kenya DHS, and choose the proportion of urban and rural cluster within each county
to match the proportion of the urban and rural population in that county. In the
Stratified design, we sample urban and rural clusters at different rates for each county
so as to match the proportion of urban clusters in each county of the 2014 Kenya DHS,
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Figure 2: Simulated population of Kenya and associated NMRs (left), and an example
simulated dataset based on the “Stratified” design (right).
obstaining 995 and 617 urban and rural clusters respectively. Conditional on the total
number of urban and rural clusters for each of the 92 strata, we use PPS sampling
to determine which clusters are included in the surveys, sampling clusters with prob-
ability proportional to the number of households in each strata. Within each EA, 25
households are chosen at random to be included in the cluster sample. The simulated
population and a single simulated survey based on the Stratified design are shown in
Figure 2.
4.3 Simulation Results
The scoring rules summarizing the main results for the stratified design are plotted in
Figure 3, and parameter summary statistics are given in Appendix B.3. Scoring rules
for additional model variations and designs are compared in Appendix B.2. When
interpreting these scoring rules, it is important to keep in mind that SDG 3 calls for a
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reduction in NMRs to 12 deaths per 1,000 children, which corresponds to 120 ×10−4
children. When absolute bias is large relative to this number, it is an indicator of
poor model performance. Since we are especially interested in the performance of the
models in a not atypical scenario in which spatial, urban and cluster effects must be
accounted for, we will be discussing PopSUC under a Stratified design unless we state
otherwise.
Of the direct, smoothed direct, BYM2UC, and SPDEUC models, the BYM2UC model
performed the best in terms of CRPS, MSE, coverage, and CI width. Although the
BYM2UC model was slightly positively biased, the precision of its central predictions
and the well-calibrated predictive distribution and uncertainty intervals led to accurate
coverages and good predictive performance.
Interestingly, although the SPDEUC model matched the model used to simulate the
data, it did not perform well in terms of MSE. Its MSE was 1.24 × 10−4 compared
to 0.41 × 10−4 for the BYM2UC model, 0.63 × 10−4 for the smoothed direct, and
0.72× 10−4 for the direct model. Although SPDEUC model estimates were somewhat
positively biased, the high level of MSE was mainly due to high variances (see results in
Appendix B.3.2). In spite of this, the SPDEUC model had a CRPS of 4.7×10−3, which
was comparable to the value of 4.6×10−3 for the smoothed direct model, and was better
than the direct model value of 4.9 × 10−3. Additionally, the coverage of the SPDEUC
model was 82%, second in accuracy only to the BYM2UC model. Hence, although the
central predictions of the SPDE model were somewhat variable, the uncertainty of the
predictive distribution was well-calibrated.
The smoothed direct and BYM2Uc models had the smallest magnitude of bias. An
advantage of the smoothed direct model is that, regardless of the population and survey
scheme considered, the model performed well from the standpoints of MSE, CRPS, bias,
and coverage. Although the coverage for the Popsuc (constant risk) population was over
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90%, so were the coverages of the BYM2 models. Additionally, the constant risk setting
is not realistic, and therefore should not be focused on too much. Overall, the smoothed
direct model was robust in terms of its predictive accuracy and uncertainty.
The tables in Appendix B.3 show that the spatial smoothing models were better
at estimating the urban effect than the intercept, although inclusion of an urban ef-
fect improved intercept estimation. For instance, for the SUC population under the
Stratified design, the BYM2UC model average intercept estimate was -1.67, whereas
the average BYM2uC estimate was -1.99. The equivalent values for the SPDEUC and
SPDEuC models were respectively -1.69 and -1.86. Although the models including ur-
ban effects were generally closer to the truth than models without urban effects, there
still was some bias in the parameter estimates. The urban effect tended to be better
estimated, however. The average estimate for the BYM2 and SPDE ‘UC’ models were
both -1.0.
Models that did not account for urbanicity either indirectly via sampling weights
or directly as a covariate had relatively poor performance from MSE, bias, CRPS, and
coverage standpoints. Even for populations without urban associations or under the
unstratified design, there was little downside to including urban effects so long as the
proportion of children in urban and rural areas was not poorly estimated (so that the
area averaging was poorly performed). Including urban effects led to MSE, bias, CRPS,
credible interval width, and coverage that was on average either better or nearly equal
to the corresponding models without urban effects throughout all simulated populations
and designs. The benefit of including urbanicity as a covariate was increased under the
Stratified design relative to the Unstratified design since urban and rural areas were
not sampled proportionately in that case.
In general, the inclusion of a cluster effect led to better or equally good predictions,
compared to when cluster effects were not included, in terms of MSE and CRPS, as
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shown in Appendix B.2. This is especially true for the SPDE model, whose predictions
were more influenced by the inclusion of cluster effects. Although the MSE and bias
of the BYM2uc and BYM2uC models were essentially the same, the inclusion of the
cluster effect led to a dramatic improvement in coverage from 55% to 68%, indicating
that cluster effects can lead to more accurate measures of uncertainty. Although the
BYM2Uc model arguably performs slightly better than the BYM2UC model in terms of
its MSE and CRPS, the coverage of the BYM2UC model is better, and the uncertainty
intervals are more conservative. To summarize, these simulations suggest that, amongst
the BYM2 models, the BYM2UC model is a robust choice for the analysis of DHS
household survey data.
5 Prevalence of Secondary Education for Women
in Kenya
Although some prior results suggest that under-5 mortality rates and other health
outcomes are influenced by urbanicity in Sub-Saharan Africa (Wakefield et al., 2019;
Ntenda et al., 2014; Antai and Moradi, 2010; Balk et al., 2004; Root, 1997; Defo,
1994; Pezzulo et al., 2016), we did not find strong evidence of a marginal association
between NMRs and urbanicity in Kenya. An analysis of NMRs from the 2014 Kenya
DHS is presented in Appendix D. In this section, we focus on secondary education
completion rates for women aged 20–29 in 2014 using the Kenya DHS. This outcome
displays a strong association with urbanicity. We focus on the age range because most
women that will complete their secondary education have already done so by that age,
and also because we found evidence of generational differences in secondary education
levels among women. Weighted estimates of the secondary education levels at the
18
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Figure 3: County level scoring rules plotted for each of the simulated populations and
the main models considered for the Stratified design. The labels s/S, u/U, and c/C
denote whether or not spatial, urban, and cluster effects are included in the models
respectively. The “Population model” denotes the method by which the data were
generated.
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county level are plotted in the top left panel of Figure 4, and we see large variability in
the estimates, though there is a large amount of uncertainty in many of these estimates
(bottom left panel).
5.1 Prevalence Mapping
Here we provide only a small number of summaries, Appendix C gives more detailed
results. Central predictions as well as interval widths for the direct, naive, smoothed
direct, and the full (‘UC’) spatial smoothing models are shown in Figure 4. The top row
(point) estimates are quite similar, since there are a large number of clusters, but close
examination shows there are differences. Prevalence tended to be higher in the central,
southern, and western counties, and tended to be lower and with greater uncertainty in
the more rural counties to the north and east. Appendix C gives full numerical results
and here we summarize. The odds (with associated 80% CIs) of young women in urban
clusters completing their secondary education are larger, relative to rural clusters, by
210% (185%, 236%) or 170% (148%, 193%) as respectively estimated by the BYM2UC
and SPDEUC models.
Results in Appendix C shows that the smoothed direct, SPDEUC, and BYM2UC
models all estimate that the secondary education levels for young women in Kenya
was highest in Nairobi, with point estimates (80% CIs) of 0.54 (0.49, 0.58), 0.55 (0.51,
0.58), and 0.53 (0.50, 0.57) respectively. On the other hand, Mandera was estimated to
have the lowest secondary education levels for all models except for the SPDEUC model
(for which Turkana was estimated to have the lowest secondary education levels) with
point estimates (80% CIs) of 0.088 (0.061, 0.13), 0.081 (0.058, 0.11), and 0.085 (0.060,
0.12) respectively. While Nairobi is designated as completely urban, approximately
18% of the population of Mandera is urban, which is very close to the median for
20
counties in Kenya. This suggests there are other factors in Mandera that are reducing
the secondary education prevalence for the women living there.
The credible interval widths were largest for the direct model and smallest for the
SPDEUC model. Of the displayed spatial smoothing models, the smoothed direct model
had the largest predictive variances. Both the smoothed direct and the BYM2 models
had relatively high uncertainties for counties with fewer neighbors, whereas the SPDE
model variances tended to be high near the edges and where the number of clusters
were spatially distant from each other. In central and west Kenya, where the sampled
clusters tended to be denser, the SPDE model had lower predictive variances relative
to the discrete spatial models.
Figure 5 shows the continuous, 5km×5km pixel level predictions and credible inter-
val widths for the SPDEuC and SPDEUC models. The urban effect is especially visible
in the predictions of the SPDEuC, since it oversmooths the effect of the urban areas
into nearby rural regions. Interestingly, secondary education prevalences appear to be
high not only in urban areas, but also in rural areas bordering urban centers. This
indicates that some of the urban/rural association (which was smaller for the SPDE
model) is being absorbed into the spatial field. In general, we are nervous about pre-
senting pixel-level maps, and far more comfortable with area-level summaries. Figure
5 clearly shows that care that must be taken with stratification. In order to maintain
confidentiality, the geographical locations of the DHS clusters are displaced (jittered):
urban clusters by up to 2km, rural clusters by up to 5km, with a further 1% by up to
10km, which is another reason that pixel-level maps should not be over-interpreted.
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Figure 5: Kenya 5km × 5km pixel level 2014 secondary education predictive mean
(top) and 80% uncertainty interval width (bottom) for women aged 20–29. Results are
shown for the SPDEuC (left) and SPDEUC (right) models.
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5.2 Validation
We calculate a number of scoring rules at the cluster level to evaluate the spatial
smoothing models. We compute the scoring rules by leaving out data from one county
at a time and averaging the scoring rules over all 47 such experiments. We carry out
the validation out at the county level, since this is generally the target of inference.
In addition to calculating MSE (broken down into variance and bias and in urban as
well as rural areas) we also compute CRPS, the deviance information criterion (DIC),
and the conditional predictive ordinate (CPO). The naive, direct, and smoothed direct
models are fit at the county level, so we did not include their validation results, since
they are not comparable with the cluster level data models.
The SPDEUc and SPDEUC models had the two best average MSEs, and the SPDEUc
model has the best CPO and CRPS. The SPDEUC had better MSE than the Uc model,
but it had worse CPO and CRPS. In terms of MSE and CRPS, the BYM2Uc model also
performed well, and had the smallest magnitude of bias. The good performance of the
SPDE models may be due to their ability to model continuous changes in secondary
education near the borders of each county, whereas the BYM2 models are unable to
distinguish between clusters at the border of a county versus clusters in the center. In
Appendix C we see that the spatial standard deviation (SD) of the SPDEUC model is
estimated to be 0.91, whereas the cluster effect is estimated to have a SD of 0.65. This
is a higher proportion of variability going into the spatial term than in the BYM2UC
model, which has a total variance of county level random effects estimated to be 0.57
and a cluster variance estimated to be 0.71. This suggests the ability of the SPDE model
to predict continuously through space gives it an advantage when making predictions
at the cluster level.
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BYM2 SPDE
uc uC Uc UC uc uC Uc UC
MSE (×10−2)
Average 5.9 6.0 5.1 5.2 5.6 5.4 5.0 4.9
Urban 7.2 7.2 6.2 6.2 7.1 6.8 6.2 6.0
Rural 5.0 5.2 4.5 4.5 4.6 4.5 4.2 4.2
Var (×10−3)
Average 59 59 51 52 56 53.8 50 49
Urban 61 62 62 62 63 60 62 60
Rural 45 45 45 45 45 42 42 42
Bias (×10−3)
Average 6.0 10.5 1.0 5.6 -15.0 -6.2 -3.6 -3.2
Urban -105 -103 11.1 8.3 -93 -91 1.0 3.1
Rural 77 83 -5.4 4.0 35 48 -6.5 -7.2
CPO
Average 0.22 0.21 0.25 0.24 0.26 0.25 0.27 0.26
CRPS
Average 0.17 0.21 0.16 0.18 0.17 0.18 0.15 0.17
Table 2: Validation results calculated at the cluster level when leaving out one county
at a time for the 2014 Kenya DHS secondary education data for women aged 20–29.
The worst entries in each row are in italics, while the best entries in each row are
in bold. In the table, the figures are rounded, but minimum and maximum were
evaluated with more significant figures.
6 Discussion and Conclusions
Direct estimators remain the gold standard, provided there are sufficient data for an
associated variance that is of acceptable size. The smoothed direct estimator can
reduce the variance using the totality of data, albeit with an introduction of small
bias, due to the smoothing. When the direct estimates are unreliable, one is lead to
modeling at the cluster-level, and one must use a model that is consistent with the
design. In this paper, we introduced a binomial sampling model with discrete spatial
random effects, and it performed well in the simulations and in the real application.
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We have also been experimenting with a beta-binomial that allows for overdispersion
(within-cluster variation). Such approaches with discrete spatial models do not deal
well with combining data at different geographical resolutions, and this is where the
continuous spatial model is appealing. Unfortunately, aggregation with this model is
the most difficult, since a population surface is required, and this needs, in general, to
be stratified by urban/rural.
In the simulations and application, we found that accounting for the design nearly
always improved predictions. This was true whether the design was accounted for using
sampling weights or by including stratification indicators as covariates. Although not
included in our results. we have found that when the proportions urban required for
aggregating strata predictions to the county level were estimated poorly, including
stratification effects in the BYM2 model sometimes made the predictions worse. This
implies that not only must design stratification be accounted for, but in the case where
it is included as a covariate, it is important to make an effort to obtain good estimates
of the proportions of the studied population in each strata.
Although we expected the SPDE models without urban effects to have better pre-
dictions, because urbanicity is a spatial variable, we instead found that the spatial
component of the SPDE models without urban effects had difficulty handling the sharp
changes of urbanicity in space as well as the fact that the urban areas were so localized.
As we mentioned in the introduction, WorldPop and IHME do not adjust for the ur-
ban/rural stratification, but they do include extensive covariates, including population.
density, which will, to some extent at least adjust, for urban/rural.
A remaining open avenue of research is to determine how best to include cluster
effects in area-level aggregated predictions from spatial models. Since the SPDE model
predictions are aggregated to the county level by numerically integrating predictions
on a spatial grid, whereas cluster effects are modeled discretely at cluster and EA
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point locations, it is unclear how to accurately proceed when the EA locations are
unknown. Simply leaving out the cluster effects when aggregating predictions spatially
leads to undercoverage and also bias, whereas using Monte Carlo methods to sample
possible EA locations can be computationally expensive. The simulation study and
prevalence application indicated that the smoothed direct model was the most reliable,
performing well in nearly all circumstances, whereas the SPDE and BYM2 models that
included stratification and cluster effects performed especially well when there was a
stratification effect in the population. This was especially the case if the proportion of
the population of interest (i.e., children, or women aged 20–29) that is urban in each
county is accurately known. The BYM2 model including urban and cluster effects
performed the best in in the simulation study, in terms of MSE, CRPS, and credible
interval width, in many scenarios. The SPDE model including urban and cluster effects
performed better in the cluster level validation, but care must be taken in selecting a
prior due to its flexibility, and in generating spatially aggregated predictions when the
estimated cluster effect accounts for a large proportion of the total variation.
In the simulation study, the DHS we emulated was powered to the Admin2 level,
which coincided the level of inference. More commonly, DHSs are powered to the
Admin1 level and it is an open question as to what the recommendations are in this
case if inference is still required at Admin2. In other work (Li et al., 2019) we could
only perform Admin1 level inference for countries in Africa using the majority of the
DHSs, because there were insufficient samples to applied the direct and smoothed direct
methods.
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Supplementary Material: Design- and Model-Based
Approaches to Small-Area Estimation in a Low and
Middle Income Country Context: Comparisons and
Recommendations
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Appendix A: Spatial Aggregation
Appendix A.1: BYM2 Model
Although spatial aggregation for the BYM2 models without cluster effects is relatively
straightforward, it is less obvious how to produce county level estimates for the BYM2
models that include cluster effects. There are census estimates of the proportion of
population in each county that is urban versus rural, and the number of EAs that are
urban and rural within each county is also known; we will use this information when
calculating county-level estimates.
It is possible to account for excess-variation due to cluster effects when producing
estimates for each modeled stratum (county level estimates for BYM2uC model and
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county × urban/rural for the BYM2UC model) by averaging random variation over the
known number of EAs:
pˆjS =
1
nS
∑
c : s[c]=S
pˆjc, (3)
where pˆjS is the jth drawn predicted probability from the posterior for a given stratum
S, s[c] is the stratum of EA c, nS is the number of EAs in stratum S, and pˆ
j
c is the
jth drawn predicted probability from the posterior for EA c. This assumes that each
EA is approximately equal-sized, but if the number of EAs within any given stratum
is large and their size is iid and independent of the predictive distribution for the EA,
then this method will also be a good approximation to the true county level posterior.
Since the number of people in each EA is not known in practice, it is unclear how to
better aggregate cluster level results to the modeled stratum level. For the BYM2UC
model, we can denote the two strata within each county as U and R for urban and
rural with respective estimates pˆjU and pˆ
j
R. We can this method to generate draws from
the county level posterior for the BYM2uC model and from the county × urban/rural
level for the BYM2UC model.
For the BYM2UC model, we then use,
pˆj = qU pˆ
j
U + (1− qU)pˆjR,
to sample from the county level posterior distribution for each county, where qU is
the proportion of the target population (i.e., children within the first month of life or
women aged 20–29) in the county that is urban. Note that this requires knowledge of
qU , which might only be known approximately in practice.
2
Appendix A.2: SPDE Model
Recall,
pi =
∫
Ai
p(x)× q(x) dx ≈
mi∑
j=1
p(xj)× q(xj). (4)
We would like to aggregate predictions over the ‘target’ population in a county. The
target population might be children within the first month of birth or women aged
20–29. In either case, it is necessary to adjust a population density surface so that it
is representative of the target population.
Let i represent the area for which we want to make a prediction, and q(·) be the
population density throughout the county as a function of space. We assume the
number of enumeration areas within the strata in the area is known, as is the case
with the 2014 Kenya DHS at the county level. Let CiU and CiR be the number of
enumeration areas in the urban and rural strata within area i. From the 2009 Kenya
Population and Housing Census, we have an empirical distribution for the amount of
our target population within urban and rural EAs in Kenya as a whole. Based on these
empirical distributions, let the expected value of the number of our target population
per enumeration area be EU and ER in urban and rural areas, respectively. Assuming
these are constant across space, we then obtain the expected total target population
in the urban and rural parts of area i are, respectively, CiU × EU and CiR × ER.
Ideally, we would like our population density surface, q, to integrate to approxi-
mately CiU ×EU and CiR×ER in the urban and rural parts of area i so that it is more
representative of our target population. If Ai is the spatial domain of area i, we can
partition it into urban and rural parts: Ai = AiU ∪ AiR. We can therefore adjust the
3
population density surface, creating a new surface:
q˜(x) =

[∫
AiU
q(x) dx
]−1
CiU × EU × q(x) x ∈ AiU ,[∫
AiR
q(x) dx
]−1
CiR × ER × q(x), x ∈ AiR.
(5)
Plugging this adjusted density surface into our area level estimator, we have:
pi =
∫
Ai
p(x)× q˜(x) dx ≈
mi∑
j=1
p(xj)× q˜(xj). (6)
This is the foundation of the county level estimator that we use for predictions for the
SPDE ‘U’ models. At this point, we may or may not marginalize out any cluster effect
in order to reduce bias in the predictions.
Appendix B: Simulation Details
Appendix B.1: Sampling
Since the number of enumeration areas selected within each of the 92 strata is fixed
based on the empirical number of clusters in that strata for the 2014 DHS, it is sufficient
to consider the sampling weights within any given stratum. Let Hc be the number
of households in cluster c, and let Nc be the number of children that we sampled
within that cluster. Since we use probability proportional to size (PPS) sampling or
simple random sampling (SRS) to sample the clusters for the Stratified and Unstratified
sampling designs, respectively, the probability of picking any given cluster is chosen to
be either equal in the representative sampling case or proportional to the number of
households within it in the PPS case. Given that n clusters are sampled from a given
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strata with N EAs in total, the probability of including cluster c is either:
pc =
nHc∑
cHc
in the PPS case or
pc =
n
N
in the SRS case. In the PPS case, we use Midzuno’s method (Midzuno, 1951; Deville
and Tille, 1998) for sampling without replacement in such a way as to match these
inclusion probabilities, which in our case are all well-defined. The probability of in-
cluding any given child in the sample given that the cluster was sampled is just the
probability of selecting the household he/she is living in. Exactly 25 households are
selected in each cluster, and so this probability is,
pck|c =
25
Hc
,
where k is the index of the child. Since a given child can only be selected if its respective
cluster is selected, the probability of including any given child in our sample is either
pck = pc × pck|c = 25n∑
cHc
under the Stratified design or
pck = pc × pck|c = 25n
NHc
for the Unstratified design, where the sum is taken to be over all clusters within the
considered stratum. This yields a sampling weight for each child of
∑
cHc
25n
or NHc
25n
in the
Stratified or Unstratified sampling cases respectively, and these can be summed over
5
all the children sampled within any given cluster to yield respective cluster sampling
weights of Nc
∑
cHc/25n or NcNHc/25n.
Appendix B.2: Additional Simulation Study Plots
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Figure 6: County level scoring rules for each of the simulated populations and the main
models considered. Scoring rules for the simulated unstratified and stratified surveys
are respectively in the left and right columns. The labels s/S, u/U, and c/C denote
whether or not spatial, urban, and cluster effects are included respectively.
6
CRPS (unstratified design, × 10−3)
0
2
4
6
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l l
l l l l l
l
l
l
l
CRPS (stratified design, × 10−3)
0
2
4
6
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l l
l l l l l
l
l
l
l
80% Coverage (unstratified design, × 10−2)
60
70
80
90
100
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l
l
l l
l
l
l
l l
l l
80% Coverage (stratified design, × 10−2)
60
70
80
90
100
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l
l
l l
l
l
l
l l
l l
l
Population
model
Popsuc
PopSuc
PopSUc
PopSUC
CI Width (unstratified design, × 10−2)
0.0
0.5
1.0
1.5
2.0
2.5
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l l
l
l
l
l
l
l
l
l
l
CI Width (stratified design, × 10−2)
0.0
0.5
1.0
1.5
2.0
2.5
Na
ive
Dir
ec
t
Sm
oo
the
d D
ire
ct uc uC Uc UC uc uC Uc UC
BYM2 SPDE
l l
l
l
l
l
l
l
l
l
l
Figure 7: County level scoring rules plotted for each of the simulated populations and
the main models considered. Scoring rules for the simulated unstratified and stratified
surveys are respectively plotted in the left and right columns. The labels s/S, u/U,
and c/C denote whether or not spatial, urban, and cluster effects are included in the
models respectively.
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Appendix B.3: Simulation Result Tables
Appendix B.3.1: Unstratified Sampling Results
Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
-0.6 6.2 0.64 4.5 81 2.08
Direct
-0.7 6.7 0.69 4.7 79 2.11
Smoothed Direct
-2.4 0.48 0.06 1.4 90 0.85
BYM2
uc -2.6 0.35 0.05 1.3 90 0.74
uC -1.0 0.40 0.05 1.4 93 0.86
Uca -2.5 0.38 0.05 1.3 90 0.76
UCa -0.8 0.44 0.06 1.4 93 0.87
UcA -2.5 0.38 0.05 1.3 90 0.76
UCA -0.9 0.44 0.06 1.4 93 0.87
SPDE
uc -2.6 3.3 0.35 1.9 84 0.82
uC -3.5 1.2 0.14 1.5 84 0.72
Uc -2.6 3.7 0.39 2.0 84 0.88
UC -3.5 4.0 0.43 2.0 83 0.86
Table 3: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated unstratified surveys for the naive and direct models and
100 for the others for the simulated population with constant risk (Popsuc). “Cvg”
stands for coverage.
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Table 4: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with constant risk (Popsuc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.755 0.01 -1.767 -1.754 -1.742
Phi 0.278 0.238 0.032 0.207 0.653
Tot. Var 0.00094 0.000744 0.00024 0.00074 0.00187
Spatial Var 0.000237 0.000309 0.000017 0.000126 0.000599
iid Var 0.0007 0.000639 0.00014 0.00052 0.00149
BYM2
uc Intercept -1.755 0.01 -1.767 -1.767 -1.742
Phi 0.001 0.001 0 0 0.001
Tot. Var 0.283 0.241 0.033 0.21 0.663
Spatial Var 0.000161 0.000233 0.000008 0.000076 0.000416
iid Var 0.00046 0.000517 0.00006 0.00029 0.00107
Tot. SD 0.0212 0.0109 0.0087 0.0196 0.0358
Spatial SD 0.0099 0.00707 0.0026 0.0081 0.0196
iid SD 0.0178 0.0102 0.0064 0.0158 0.0316
uC Intercept -1.756 0.01 -1.769 -1.769 -1.743
Cluster Var 0.00233 0.00187 0.00048 0.00183 0.00483
Phi 0.286 0.242 0.034 0.213 0.668
Tot. Var 0.00063 0.000633 0.00011 0.00044 0.00138
Spatial Var 0.000165 0.000238 0.000009 0.000079 0.000423
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Table 4: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.00047 0.000534 0.00006 0.00029 0.00108
Cluster SD 0.0415 0.0188 0.0185 0.0396 0.067
Tot. SD 0.0216 0.011 0.0091 0.0198 0.0361
Spatial SD 0.0101 0.00711 0.0027 0.0084 0.0198
iid SD 0.018 0.0103 0.0067 0.0161 0.0319
Uc Intercept -1.755 0.011 -1.769 -1.769 -1.741
Urban 0.002 0.024 -0.029 -0.029 0.033
Phi 0.001 0.001 0 0 0.001
Tot. Var 0.283 0.242 0.033 0.21 0.663
Spatial Var 0.000163 0.000235 0.000008 0.000077 0.00042
iid Var 0.00047 0.000519 0.00006 0.0003 0.00109
Tot. SD 0.0213 0.0109 0.0087 0.0197 0.036
Spatial SD 0.0099 0.00709 0.0025 0.0082 0.0197
iid SD 0.0179 0.0102 0.0065 0.016 0.0318
UC Intercept -1.757 0.011 -1.771 -1.771 -1.742
Urban 0.002 0.024 -0.029 -0.029 0.033
Cluster Var 0.00233 0.00187 0.00048 0.00183 0.00483
Phi 0.286 0.243 0.034 0.213 0.668
Tot. Var 0.00064 0.000635 0.00011 0.00045 0.00139
Spatial Var 0.000167 0.000242 0.000009 0.00008 0.000428
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Table 4: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.00047 0.000534 0.00006 0.0003 0.00109
Cluster SD 0.0415 0.0187 0.0185 0.0396 0.0669
Tot. SD 0.0217 0.011 0.0092 0.0199 0.0363
Spatial SD 0.0101 0.00718 0.0027 0.0084 0.0199
iid SD 0.0181 0.0103 0.0067 0.0162 0.0319
SPDE
uc Intercept -1.756 0.015 -1.775 -1.756 -1.736
Range 813 2458 36 638 3799
Spatial Var 0.00119 0.0016 0.00014 0.00069 0.00267
Spatial SD 0.0276 0.0163 0.0103 0.0242 0.0485
uC Intercept -1.757 0.015 -1.776 -1.757 -1.737
Range 822 2491 37 660 3934
Spatial Var 0.00116 0.00162 0.00014 0.00066 0.00259
Spatial SD 0.0272 0.0161 0.0103 0.0237 0.0476
Cluster Var 0.0024 0.00189 0.0005 0.0017 0.0157
Cluster SD 0.042 0.0187 0.016 0.032 0.12
Uc Intercept -1.756 0.016 -1.776 -1.756 -1.736
Urban 0.002 0.024 -0.03 0.002 0.033
Range 845 2757 37 762 4707
Spatial Var 0.00121 0.00161 0.00015 0.00071 0.00269
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Table 4: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
Spatial SD 0.028 0.0164 0.0106 0.0246 0.0489
UC Intercept -1.757 0.016 -1.777 -1.757 -1.737
Urban 0.002 0.024 -0.03 0.002 0.033
Range 862 2861 37 795 4994
Spatial Var 0.00118 0.00162 0.00015 0.00068 0.00263
Spatial SD 0.0277 0.0163 0.0107 0.0241 0.0483
Cluster Var 0.0024 0.00187 0.0005 0.0017 0.0153
Cluster SD 0.041 0.0186 0.016 0.032 0.119
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Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
-0.6 6.7 0.68 4.7 79 2.08
Direct
-0.1 7.2 0.73 4.9 79 2.19
Smoothed Direct
-2.0 5.1 0.53 4.2 78 1.84
BYM2
uc -1.7 4.8 0.50 4.0 79 1.78
uC 1.9 4.9 0.50 4.0 80 1.83
Uca -1.9 4.8 0.50 4.0 79 1.78
UCa 1.7 4.9 0.50 4.0 80 1.83
UcA -1.9 4.8 0.50 4.0 79 1.78
UCA 1.8 4.9 0.50 4.0 80 1.83
SPDE
uc 1.3 7.6 0.78 4.0 83 1.92
uC 0.0 5.7 0.59 3.7 83 1.85
Uc -0.4 7.1 0.74 4.0 83 1.93
UC 1.8 7.5 0.78 4.1 83 1.94
Table 5: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated unstratified surveys for the naive and direct models
and 100 for the others for the simulated population without urban or cluster effects
(PopSuc). “Cvg” stands for coverage.
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Table 6: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population without urban or cluster effects (PopSuc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.748 0.015 -1.766 -1.748 -1.729
Phi 0.497 0.249 0.161 0.494 0.839
Tot. Var 0.0134 0.00398 0.0088 0.0128 0.0186
Spatial Var 0.0068 0.00437 0.0018 0.0061 0.0128
iid Var 0.0065 0.00369 0.0021 0.0061 0.0114
BYM2
uc Intercept -1.748 0.015 -1.766 -1.766 -1.73
Phi 0.013 0.004 0.009 0.012 0.018
Tot. Var 0.495 0.25 0.16 0.491 0.838
Spatial Var 0.0066 0.00425 0.0018 0.0059 0.0124
iid Var 0.0064 0.00358 0.002 0.006 0.0111
Tot. SD 0.112 0.0165 0.092 0.111 0.134
Spatial SD 0.076 0.0268 0.04 0.076 0.111
iid SD 0.075 0.0237 0.043 0.076 0.105
uC Intercept -1.751 0.015 -1.771 -1.771 -1.732
Cluster Var 0.0073 0.00352 0.0032 0.0067 0.012
Phi 0.498 0.251 0.16 0.494 0.841
Tot. Var 0.0127 0.00386 0.0083 0.0122 0.0178
Spatial Var 0.0065 0.0042 0.0017 0.0058 0.0122
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Table 6: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population without urban or cluster effects (PopSuc). (con-
tinued)
Est SD Q10 Q50 Q90
iid Var 0.0062 0.00357 0.0019 0.0058 0.011
Cluster SD 0.078 0.0215 0.051 0.078 0.107
Tot. SD 0.111 0.0166 0.091 0.11 0.133
Spatial SD 0.075 0.0267 0.04 0.075 0.11
iid SD 0.074 0.0238 0.042 0.075 0.104
Uc Intercept -1.747 0.015 -1.766 -1.766 -1.728
Urban -0.006 0.026 -0.04 -0.04 0.027
Phi 0.013 0.004 0.008 0.012 0.018
Tot. Var 0.492 0.25 0.158 0.487 0.835
Spatial Var 0.0066 0.00424 0.0017 0.0059 0.0124
iid Var 0.0063 0.00357 0.002 0.006 0.0111
Tot. SD 0.112 0.0166 0.092 0.111 0.134
Spatial SD 0.075 0.0269 0.04 0.075 0.11
iid SD 0.075 0.0237 0.043 0.076 0.105
UC Intercept -1.75 0.016 -1.77 -1.77 -1.729
Urban -0.008 0.027 -0.043 -0.043 0.027
Cluster Var 0.0074 0.00354 0.0033 0.0068 0.0121
Phi 0.494 0.251 0.158 0.49 0.838
Tot. Var 0.0126 0.00387 0.0082 0.0121 0.0178
Spatial Var 0.0065 0.00418 0.0017 0.0057 0.0121
15
Table 6: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population without urban or cluster effects (PopSuc). (con-
tinued)
Est SD Q10 Q50 Q90
iid Var 0.0062 0.00355 0.0019 0.0058 0.0109
Cluster SD 0.079 0.0216 0.051 0.078 0.107
Tot. SD 0.111 0.0168 0.09 0.109 0.133
Spatial SD 0.074 0.0267 0.039 0.074 0.109
iid SD 0.074 0.0238 0.042 0.075 0.104
SPDE
uc Intercept -1.731 0.037 -1.779 -1.731 -1.683
Range 160 44 111 153 218
Spatial Var 0.0287 0.00795 0.0195 0.0276 0.0392
Spatial SD 0.167 0.023 0.139 0.165 0.197
uC Intercept -1.732 0.038 -1.78 -1.732 -1.683
Range 163 45 112 156 222
Spatial Var 0.0283 0.008 0.0191 0.0272 0.0389
Spatial SD 0.166 0.0232 0.138 0.164 0.196
Cluster Var 0.0023 0.00191 0.0003 0.0013 0.0165
Cluster SD 0.041 0.0193 0.013 0.028 0.125
Uc Intercept -1.73 0.038 -1.779 -1.73 -1.682
Urban -0.005 0.028 -0.04 -0.005 0.031
Range 160 44 110 153 218
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Table 6: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population without urban or cluster effects (PopSuc). (con-
tinued)
Est SD Q10 Q50 Q90
Spatial Var 0.0287 0.00795 0.0195 0.0276 0.0392
Spatial SD 0.167 0.023 0.139 0.165 0.197
UC Intercept -1.731 0.038 -1.78 -1.731 -1.683
Urban -0.005 0.028 -0.041 -0.005 0.031
Range 163 45 112 156 222
Spatial Var 0.0283 0.008 0.0191 0.0271 0.0389
Spatial SD 0.166 0.0233 0.137 0.164 0.196
Cluster Var 0.0023 0.00191 0.0004 0.0013 0.0162
Cluster SD 0.041 0.0193 0.013 0.029 0.124
17
Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
26.2 7.6 0.85 5.2 74 2.01
Direct
-5.7 7.7 0.79 5.1 85 2.66
Smoothed Direct
-5.4 6.5 0.67 4.7 84 2.38
BYM2
uc 25.6 6.5 0.73 4.8 74 1.90
uC 32.1 6.1 0.73 4.9 82 2.33
Uca -1.2 4.3 0.45 3.8 80 1.73
UCa 2.1 4.4 0.45 3.8 81 1.79
UcA -1.3 4.3 0.45 3.8 80 1.73
UCA 2.1 4.4 0.45 3.8 81 1.79
SPDE
uc 26.0 13.2 1.42 5.6 76 2.44
uC 18.2 12.1 1.28 5.5 78 2.50
Uc 5.6 16.6 1.84 5.7 82 2.58
UC 12.3 13.8 1.47 5.1 83 2.48
Table 7: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated unstratified surveys for the naive and direct models
and 100 for the others for the simulated population with spatial and urban effects but
without cluster effect (PopSUc). “Cvg” stands for coverage.
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Table 8: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with spatial and urban effects but without cluster
effect (PopSUc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.866 0.019 -1.89 -1.866 -1.843
Phi 0.744 0.201 0.444 0.794 0.961
Tot. Var 0.0477 0.0127 0.033 0.0459 0.0645
Spatial Var 0.0361 0.0152 0.0174 0.0349 0.0561
iid Var 0.0116 0.0092 0.0019 0.0093 0.0246
BYM2
uc Intercept -1.841 0.017 -1.862 -1.862 -1.821
Phi 0.049 0.013 0.035 0.047 0.066
Tot. Var 0.754 0.196 0.461 0.804 0.963
Spatial Var 0.0378 0.0156 0.0185 0.0367 0.0581
iid Var 0.0114 0.00901 0.0019 0.0092 0.0241
Tot. SD 0.22 0.0277 0.186 0.217 0.256
Spatial SD 0.189 0.0414 0.135 0.191 0.241
iid SD 0.097 0.0425 0.042 0.094 0.154
uC Intercept -1.882 0.021 -1.908 -1.908 -1.855
Cluster Var 0.0801 0.00901 0.0688 0.0798 0.0919
Phi 0.738 0.204 0.432 0.788 0.96
Tot. Var 0.0474 0.0126 0.033 0.0457 0.0642
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Table 8: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with spatial and urban effects but without cluster
effect (PopSUc). (continued)
Est SD Q10 Q50 Q90
Spatial Var 0.0356 0.0152 0.0169 0.0344 0.0554
iid Var 0.0118 0.00939 0.002 0.0095 0.0251
Cluster SD 0.282 0.0159 0.262 0.282 0.303
Tot. SD 0.216 0.0282 0.181 0.213 0.253
Spatial SD 0.184 0.0414 0.129 0.185 0.235
iid SD 0.099 0.0434 0.043 0.096 0.158
Uc Intercept -1.68 0.014 -1.698 -1.698 -1.663
Urban -0.995 0.035 -1.04 -1.04 -0.95
Phi 0.021 0.006 0.014 0.02 0.028
Tot. Var 0.765 0.184 0.494 0.812 0.962
Spatial Var 0.016 0.00642 0.0082 0.0154 0.0244
iid Var 0.0047 0.00379 0.00082 0.00375 0.00994
Tot. SD 0.142 0.0193 0.119 0.141 0.168
Spatial SD 0.123 0.0258 0.09 0.124 0.156
iid SD 0.0616 0.0274 0.0269 0.0596 0.0987
UC Intercept -1.684 0.015 -1.703 -1.703 -1.664
Urban -0.995 0.036 -1.041 -1.041 -0.949
Cluster Var 0.0073 0.00365 0.0031 0.0067 0.0122
Phi 0.767 0.185 0.495 0.813 0.963
Tot. Var 0.0204 0.00569 0.0139 0.0196 0.028
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Table 8: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with spatial and urban effects but without cluster
effect (PopSUc). (continued)
Est SD Q10 Q50 Q90
Spatial Var 0.0158 0.00635 0.0081 0.0152 0.0242
iid Var 0.00463 0.00379 0.00077 0.00365 0.00986
Cluster SD 0.079 0.0221 0.051 0.078 0.108
Tot. SD 0.141 0.0194 0.118 0.14 0.167
Spatial SD 0.123 0.0256 0.09 0.123 0.155
iid SD 0.061 0.0275 0.0263 0.0589 0.0984
SPDE
uc Intercept -1.785 0.029 -1.822 -1.785 -1.749
Range 41 7 33 41 51
Spatial Var 0.109 0.0159 0.089 0.108 0.13
Spatial SD 0.328 0.0239 0.298 0.327 0.359
uC Intercept -1.808 0.031 -1.848 -1.808 -1.768
Range 52 10 40 51 65
Spatial Var 0.088 0.0138 0.071 0.087 0.106
Spatial SD 0.295 0.0233 0.266 0.294 0.325
Cluster Var 0.0459 0.00778 0.0363 0.0455 0.0562
Cluster SD 0.213 0.0182 0.19 0.212 0.237
Uc Intercept -1.7 0.044 -1.757 -1.7 -1.643
Urban -0.998 0.035 -1.044 -0.998 -0.953
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Table 8: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population with spatial and urban effects but without cluster
effect (PopSUc). (continued)
Est SD Q10 Q50 Q90
Range 204 59 139 193 282
Spatial Var 0.031 0.00915 0.0206 0.0296 0.0431
Spatial SD 0.174 0.0253 0.143 0.171 0.207
UC Intercept -1.701 0.045 -1.758 -1.701 -1.643
Urban -0.999 0.036 -1.044 -0.999 -0.953
Range 209 61 142 198 289
Spatial Var 0.0306 0.00925 0.0202 0.0292 0.0429
Spatial SD 0.173 0.0257 0.142 0.17 0.207
Cluster Var 0.0025 0.00203 0.0004 0.0015 0.0176
Cluster SD 0.043 0.0199 0.015 0.032 0.129
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Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
28.9 8.3 0.93 5.5 71 2.02
Direct
-2.9 8.3 0.85 5.3 85 2.74
Smoothed Direct
-2.0 7.0 0.72 4.9 84 2.45
BYM2
uc 28.9 7.2 0.82 5.2 70 1.91
uC 36.0 6.7 0.81 5.1 80 2.41
Uca 2.0 4.8 0.50 4.0 79 1.75
UCa 8.2 4.8 0.51 4.0 81 1.86
UcA 1.9 4.8 0.50 4.0 79 1.75
UCA 8.2 4.8 0.51 4.0 81 1.85
SPDE
uc 29.2 15.5 1.66 6.0 74 2.54
uC 20.5 13.3 1.42 5.8 78 2.58
Uc 13.3 11.9 1.36 5.0 81 2.43
UC 22.9 10.9 1.19 4.6 82 2.30
Table 9: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated unstratified surveys for the naive and direct models and
100 for the others for the simulated population with all effects present in the risk model
(PopSUC). “Cvg” stands for coverage.
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Table 10: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population all effects present in the risk model.
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.855 0.02 -1.879 -1.855 -1.831
Phi 0.737 0.202 0.435 0.785 0.958
Tot. Var 0.0489 0.0131 0.0339 0.0471 0.0662
Spatial Var 0.0366 0.0156 0.0176 0.0354 0.0571
iid Var 0.0123 0.00958 0.0021 0.01 0.0257
BYM2
uc Intercept -1.83 0.018 -1.852 -1.852 -1.809
Phi 0.051 0.013 0.036 0.05 0.069
Tot. Var 0.738 0.2 0.442 0.785 0.956
Spatial Var 0.0387 0.0163 0.0186 0.0375 0.06
iid Var 0.0127 0.0096 0.0024 0.0104 0.0261
Tot. SD 0.225 0.0282 0.19 0.222 0.262
Spatial SD 0.192 0.0427 0.135 0.193 0.245
iid SD 0.102 0.0432 0.046 0.1 0.161
uC Intercept -1.876 0.022 -1.904 -1.904 -1.849
Cluster Var 0.093 0.00946 0.081 0.092 0.105
Phi 0.719 0.208 0.41 0.764 0.951
Tot. Var 0.0495 0.0131 0.0344 0.0476 0.0669
Spatial Var 0.0362 0.0157 0.0169 0.0349 0.0568
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Table 10: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population all effects present in the risk model. (continued)
Est SD Q10 Q50 Q90
iid Var 0.0133 0.0101 0.0024 0.011 0.0273
Cluster SD 0.304 0.0155 0.284 0.304 0.324
Tot. SD 0.22 0.0288 0.185 0.218 0.258
Spatial SD 0.185 0.0426 0.129 0.186 0.238
iid SD 0.105 0.0443 0.048 0.103 0.165
Uc Intercept -1.669 0.014 -1.687 -1.687 -1.651
Urban -0.996 0.035 -1.041 -1.041 -0.951
Phi 0.022 0.006 0.015 0.021 0.03
Tot. Var 0.74 0.19 0.461 0.782 0.95
Spatial Var 0.0162 0.0067 0.0081 0.0156 0.025
iid Var 0.0054 0.00411 0.0011 0.0045 0.0111
Tot. SD 0.145 0.0196 0.122 0.144 0.171
Spatial SD 0.124 0.0268 0.089 0.124 0.158
iid SD 0.067 0.0279 0.031 0.065 0.104
UC Intercept -1.675 0.016 -1.696 -1.696 -1.655
Urban -0.997 0.036 -1.043 -1.043 -0.95
Cluster Var 0.0168 0.00502 0.0107 0.0163 0.0234
Phi 0.742 0.192 0.46 0.785 0.953
Tot. Var 0.0212 0.00591 0.0144 0.0204 0.029
Spatial Var 0.0159 0.00663 0.0079 0.0152 0.0246
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Table 10: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population all effects present in the risk model. (continued)
Est SD Q10 Q50 Q90
iid Var 0.0053 0.00412 0.001 0.0043 0.011
Cluster SD 0.125 0.0201 0.099 0.125 0.151
Tot. SD 0.144 0.0198 0.119 0.142 0.17
Spatial SD 0.123 0.0267 0.088 0.123 0.156
iid SD 0.066 0.0282 0.03 0.064 0.104
SPDE
uc Intercept -1.77 0.029 -1.808 -1.771 -1.734
Range 39 7 31 39 48
Spatial Var 0.118 0.0174 0.097 0.117 0.141
Spatial SD 0.342 0.0251 0.311 0.341 0.375
uC Intercept -1.798 0.032 -1.84 -1.799 -1.757
Range 53 10 40 52 66
Spatial Var 0.09 0.0142 0.072 0.088 0.108
Spatial SD 0.298 0.0237 0.268 0.297 0.329
Cluster Var 0.0584 0.00829 0.048 0.058 0.0693
Cluster SD 0.24 0.0172 0.218 0.24 0.263
Uc Intercept -1.686 0.042 -1.741 -1.687 -1.632
Urban -0.999 0.035 -1.045 -0.999 -0.954
Range 186 54 127 176 256
Spatial Var 0.0316 0.00885 0.0214 0.0303 0.0433
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Table 10: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated unstratified
surveys for the simulated population all effects present in the risk model. (continued)
Est SD Q10 Q50 Q90
Spatial SD 0.175 0.0244 0.146 0.173 0.207
UC Intercept -1.69 0.044 -1.747 -1.69 -1.633
Urban -1 0.036 -1.046 -1 -0.954
Range 204 60 137 193 282
Spatial Var 0.0304 0.00922 0.02 0.029 0.0427
Spatial SD 0.172 0.0257 0.141 0.17 0.206
Cluster Var 0.0102 0.0042 0.0053 0.0097 0.0204
Cluster SD 0.094 0.0217 0.066 0.093 0.14
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Appendix B.3.2: Stratified Sampling Results
Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
1.7 6.2 0.63 4.5 80 2.05
Direct
1.3 6.4 0.65 4.6 79 2.06
Smoothed Direct
1.6 0.48 0.06 1.4 92 0.86
BYM2
uc 1.5 0.39 0.05 1.3 90 0.77
uC 3.1 0.45 0.06 1.4 93 0.89
Uca 1.2 0.41 0.05 1.3 90 0.78
UCa 2.8 0.48 0.06 1.4 93 0.90
UcA 1.2 0.41 0.05 1.3 90 0.78
UCA 2.8 0.48 0.06 1.4 93 0.90
SPDE
uc -0.2 2.3 0.26 1.8 84 0.82
uC 1.2 1.7 0.19 1.6 83 0.72
Uc 0.6 3.8 0.40 2.0 84 0.91
UC 0.2 2.6 0.28 1.8 84 0.81
Table 11: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated stratified surveys for the naive and direct models and
100 for the others for the simulated population with constant risk (Popsuc). “Cvg”
stands for coverage.
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Table 12: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population with constant risk (Popsuc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.751 0.01 -1.764 -1.751 -1.739
Phi 0.274 0.235 0.032 0.204 0.642
Tot. Var 0.00099 0.00076 0.00026 0.00079 0.00195
Spatial Var 0.000244 0.000317 0.000017 0.00013 0.000614
iid Var 0.00074 0.000655 0.00015 0.00055 0.00157
BYM2
uc Intercept -1.752 0.01 -1.764 -1.764 -1.739
Phi 0.001 0.001 0 0.001 0.002
Tot. Var 0.282 0.24 0.033 0.21 0.659
Spatial Var 0.000181 0.000248 0.000011 0.00009 0.000464
iid Var 0.00053 0.000558 0.00008 0.00035 0.0012
Tot. SD 0.0228 0.0111 0.0099 0.0212 0.0377
Spatial SD 0.0106 0.00731 0.0029 0.0088 0.0207
iid SD 0.0192 0.0105 0.0073 0.0173 0.0334
uC Intercept -1.753 0.01 -1.766 -1.766 -1.74
Cluster Var 0.00233 0.00185 0.00052 0.00183 0.00479
Phi 0.285 0.241 0.034 0.213 0.663
Tot. Var 0.00073 0.000676 0.00015 0.00053 0.00154
Spatial Var 0.000191 0.000267 0.000012 0.000095 0.000478
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Table 12: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.00054 0.000569 0.00008 0.00036 0.00121
Cluster SD 0.0415 0.0186 0.0187 0.0395 0.0667
Tot. SD 0.0233 0.0111 0.0105 0.0216 0.0381
Spatial SD 0.0109 0.00747 0.0031 0.0091 0.021
iid SD 0.0195 0.0105 0.0077 0.0176 0.0337
Uc Intercept -1.753 0.012 -1.768 -1.768 -1.738
Urban 0.004 0.02 -0.022 -0.022 0.03
Phi 0.001 0.001 0 0.001 0.002
Tot. Var 0.282 0.24 0.033 0.209 0.659
Spatial Var 0.000183 0.000255 0.000011 0.00009 0.000467
iid Var 0.00053 0.000554 0.00008 0.00035 0.0012
Tot. SD 0.0228 0.0111 0.0099 0.0212 0.0378
Spatial SD 0.0106 0.00739 0.0029 0.0088 0.0207
iid SD 0.0191 0.0105 0.0074 0.0173 0.0334
UC Intercept -1.754 0.012 -1.769 -1.769 -1.739
Urban 0.004 0.021 -0.022 -0.022 0.031
Cluster Var 0.00236 0.00186 0.00053 0.00186 0.00484
Phi 0.284 0.241 0.034 0.212 0.663
Tot. Var 0.00073 0.000677 0.00015 0.00053 0.00154
Spatial Var 0.00019 0.000262 0.000012 0.000096 0.000483
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Table 12: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.00054 0.000573 0.00008 0.00036 0.00121
Cluster SD 0.0416 0.0186 0.0188 0.0396 0.0668
Tot. SD 0.0233 0.0111 0.0105 0.0216 0.0381
Spatial SD 0.0109 0.00744 0.0031 0.0091 0.0211
iid SD 0.0195 0.0105 0.0077 0.0176 0.0336
SPDE
uc Intercept -1.753 0.016 -1.773 -1.753 -1.732
Range 875 2489 37 618 3629
Spatial Var 0.00133 0.00162 0.00019 0.00081 0.00296
Spatial SD 0.0296 0.0168 0.0117 0.0261 0.0512
uC Intercept -1.754 0.016 -1.774 -1.754 -1.733
Range 881 2522 40 650 3814
Spatial Var 0.00131 0.00166 0.00019 0.00078 0.00292
Spatial SD 0.0293 0.0169 0.0116 0.0257 0.0508
Cluster Var 0.0023 0.00179 0.0005 0.0015 0.0152
Cluster SD 0.041 0.0183 0.015 0.03 0.118
Uc Intercept -1.754 0.017 -1.776 -1.754 -1.732
Urban 0.003 0.021 -0.023 0.003 0.03
Range 885 2638 40 623 3678
Spatial Var 0.00138 0.00174 0.0002 0.00083 0.00307
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Table 12: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population with constant risk (Popsuc). (continued)
Est SD Q10 Q50 Q90
Spatial SD 0.03 0.0172 0.0117 0.0263 0.0519
UC Intercept -1.755 0.017 -1.777 -1.755 -1.733
Urban 0.003 0.021 -0.024 0.003 0.03
Range 906 2767 42 696 4103
Spatial Var 0.00136 0.00177 0.00019 0.0008 0.00302
Spatial SD 0.0296 0.0172 0.0117 0.0259 0.0514
Cluster Var 0.0023 0.00179 0.0005 0.0015 0.0151
Cluster SD 0.041 0.0183 0.015 0.03 0.118
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Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
2.9 6.6 0.68 4.7 79 2.05
Direct
1.6 6.8 0.70 4.8 79 2.12
Smoothed Direct
1.8 5.0 0.52 4.1 79 1.81
BYM2
uc 3.5 4.8 0.49 4.0 80 1.78
uC 6.9 4.8 0.50 4.0 81 1.83
Uca 3.0 4.8 0.49 4.0 80 1.78
UCa 6.5 4.8 0.50 4.0 81 1.83
UcA 3.0 4.8 0.49 4.0 80 1.78
UCA 6.5 4.8 0.50 4.0 81 1.83
SPDE
uc 6.0 8.1 0.84 4.1 83 1.95
uC 4.6 6.4 0.67 3.8 83 1.87
Uc 3.0 7.8 0.82 4.1 82 1.92
UC 6.0 7.3 0.75 4.0 83 1.92
Table 13: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated stratified surveys for the naive and direct models and 100
for the others for the simulated population without urban or cluster effects (PopSuc).
“Cvg” stands for coverage.
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Table 14: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population without urban or cluster effects (PopSuc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.745 0.015 -1.763 -1.745 -1.726
Phi 0.499 0.249 0.163 0.496 0.841
Tot. Var 0.0137 0.00403 0.0091 0.0132 0.0191
Spatial Var 0.007 0.00446 0.0019 0.0063 0.0131
iid Var 0.0067 0.00376 0.0021 0.0063 0.0117
BYM2
uc Intercept -1.745 0.015 -1.763 -1.763 -1.726
Phi 0.014 0.004 0.009 0.013 0.019
Tot. Var 0.503 0.248 0.169 0.501 0.841
Spatial Var 0.0073 0.00456 0.002 0.0065 0.0135
iid Var 0.0068 0.00377 0.0021 0.0064 0.0118
Tot. SD 0.117 0.0167 0.096 0.116 0.139
Spatial SD 0.08 0.0274 0.043 0.08 0.115
iid SD 0.078 0.0242 0.045 0.079 0.108
uC Intercept -1.747 0.015 -1.767 -1.767 -1.728
Cluster Var 0.0067 0.00338 0.0028 0.0062 0.0113
Phi 0.506 0.249 0.169 0.505 0.845
Tot. Var 0.0138 0.00406 0.0091 0.0132 0.0192
Spatial Var 0.0072 0.00449 0.002 0.0065 0.0132
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Table 14: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population without urban or cluster effects (PopSuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.0066 0.00376 0.002 0.0062 0.0116
Cluster SD 0.076 0.0214 0.048 0.075 0.104
Tot. SD 0.116 0.0168 0.095 0.114 0.138
Spatial SD 0.079 0.0272 0.043 0.079 0.114
iid SD 0.077 0.0243 0.043 0.078 0.107
Uc Intercept -1.746 0.016 -1.766 -1.766 -1.726
Urban 0.005 0.021 -0.022 -0.022 0.033
Phi 0.014 0.004 0.009 0.014 0.02
Tot. Var 0.506 0.248 0.171 0.505 0.844
Spatial Var 0.0074 0.00461 0.002 0.0066 0.0137
iid Var 0.0068 0.00379 0.0021 0.0064 0.0118
Tot. SD 0.117 0.0168 0.097 0.116 0.139
Spatial SD 0.08 0.0275 0.044 0.08 0.116
iid SD 0.077 0.0243 0.044 0.079 0.108
UC Intercept -1.749 0.017 -1.77 -1.77 -1.728
Urban 0.005 0.022 -0.024 -0.024 0.033
Cluster Var 0.0067 0.00338 0.0028 0.0062 0.0113
Phi 0.509 0.249 0.172 0.508 0.847
Tot. Var 0.0139 0.0041 0.0092 0.0133 0.0193
Spatial Var 0.0073 0.00454 0.002 0.0065 0.0135
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Table 14: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population without urban or cluster effects (PopSuc). (continued)
Est SD Q10 Q50 Q90
iid Var 0.0066 0.00379 0.002 0.0062 0.0117
Cluster SD 0.076 0.0214 0.048 0.075 0.104
Tot. SD 0.116 0.0169 0.095 0.115 0.138
Spatial SD 0.08 0.0273 0.043 0.08 0.115
iid SD 0.077 0.0245 0.043 0.078 0.107
SPDE
uc Intercept -1.725 0.039 -1.774 -1.725 -1.675
Range 164 45 114 157 224
Spatial Var 0.0297 0.0083 0.0202 0.0286 0.0408
Spatial SD 0.17 0.0236 0.141 0.168 0.201
uC Intercept -1.725 0.039 -1.775 -1.725 -1.676
Range 167 46 116 160 228
Spatial Var 0.0294 0.00836 0.0198 0.0282 0.0405
Spatial SD 0.169 0.0238 0.14 0.167 0.201
Cluster Var 0.0021 0.00178 0.0003 0.0012 0.0166
Cluster SD 0.039 0.0187 0.012 0.026 0.125
Uc Intercept -1.725 0.039 -1.775 -1.725 -1.675
Urban 0.002 0.023 -0.027 0.002 0.032
Range 164 45 114 157 223
Spatial Var 0.0298 0.00832 0.0202 0.0286 0.0409
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Table 14: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population without urban or cluster effects (PopSuc). (continued)
Est SD Q10 Q50 Q90
Spatial SD 0.17 0.0236 0.142 0.169 0.201
UC Intercept -1.726 0.039 -1.776 -1.726 -1.675
Urban 0.002 0.023 -0.028 0.002 0.032
Range 167 46 116 160 228
Spatial Var 0.0295 0.00838 0.0199 0.0283 0.0406
Spatial SD 0.17 0.0239 0.14 0.168 0.201
Cluster Var 0.0021 0.00178 0.0003 0.0011 0.0162
Cluster SD 0.039 0.0187 0.012 0.026 0.124
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Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
-59.3 9.2 1.28 6.7 60 1.93
Direct
-4.0 6.7 0.69 4.8 86 2.47
Smoothed Direct
-2.6 5.9 0.6 4.4 84 2.25
BYM2
uc -58.8 9.1 1.27 6.8 56 1.80
uC -60.4 9.8 1.35 6.7 69 2.38
Uca 2.6 4.7 0.49 4.0 79 1.76
UCa 5.8 4.8 0.49 4.0 80 1.82
UcA 2.6 4.7 0.49 4.0 79 1.76
UCA 5.8 4.8 0.49 4.0 80 1.82
SPDE
uc -41.8 14.6 1.66 6.8 68 2.43
uC -55.2 12.8 1.61 7.0 68 2.49
Uc 8.2 12.4 1.42 5.2 82 2.52
UC 20.1 15.1 1.69 5.5 81 2.55
Table 15: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated stratified surveys for the naive and direct models and 100
for the others for the simulated population with spatial and urban effects but without
cluster effect (PopSUc). “Cvg” stands for coverage.
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Table 16: Parameter summary statistics for all spatial smoothing models when pre-
dictions are aggregated to the county level. Averaged over 100 simulated stratified
surveys for the simulated population with spatial and urban effects but without cluster
effect (PopSUc).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.864 0.019 -1.887 -1.864 -1.842
Phi 0.745 0.201 0.444 0.796 0.962
Tot. Var 0.0494 0.0129 0.0345 0.0476 0.0665
Spatial Var 0.0375 0.0157 0.018 0.0364 0.0579
iid Var 0.0119 0.00942 0.002 0.0096 0.0252
BYM2
uc Intercept -1.912 0.016 -1.931 -1.931 -1.893
Phi 0.042 0.011 0.03 0.041 0.057
Tot. Var 0.765 0.193 0.478 0.817 0.967
Spatial Var 0.0329 0.0134 0.0164 0.032 0.0504
iid Var 0.0093 0.00763 0.0015 0.0073 0.0201
Tot. SD 0.203 0.026 0.172 0.201 0.238
Spatial SD 0.177 0.0379 0.127 0.178 0.224
iid SD 0.087 0.0394 0.037 0.084 0.141
uC Intercept -1.989 0.021 -2.015 -2.015 -1.963
Cluster Var 0.14 0.0128 0.124 0.14 0.157
Phi 0.747 0.202 0.444 0.798 0.964
Tot. Var 0.0378 0.0107 0.0254 0.0364 0.052
39
Table 16: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with spatial and urban effects but without cluster effect
(PopSUc). (continued)
Est SD Q10 Q50 Q90
Spatial Var 0.0286 0.0122 0.0137 0.0276 0.0447
iid Var 0.0091 0.00759 0.0014 0.0071 0.0198
Cluster SD 0.374 0.0171 0.352 0.373 0.396
Tot. SD 0.192 0.0269 0.159 0.19 0.227
Spatial SD 0.165 0.037 0.116 0.166 0.211
iid SD 0.086 0.0394 0.036 0.084 0.14
Uc Intercept -1.679 0.014 -1.697 -1.697 -1.661
Urban -0.989 0.028 -1.025 -1.025 -0.953
Phi 0.022 0.006 0.015 0.021 0.029
Tot. Var 0.75 0.189 0.471 0.795 0.957
Spatial Var 0.0163 0.00671 0.0082 0.0157 0.0252
iid Var 0.0052 0.00407 0.0009 0.0042 0.0109
Tot. SD 0.145 0.0196 0.121 0.144 0.171
Spatial SD 0.125 0.0267 0.09 0.125 0.158
iid SD 0.065 0.0281 0.029 0.063 0.103
UC Intercept -1.682 0.016 -1.702 -1.702 -1.661
Urban -0.99 0.029 -1.026 -1.026 -0.953
Cluster Var 0.0071 0.00362 0.003 0.0065 0.012
Phi 0.752 0.19 0.472 0.797 0.958
Tot. Var 0.0213 0.00592 0.0145 0.0205 0.0292
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Table 16: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with spatial and urban effects but without cluster effect
(PopSUc). (continued)
Est SD Q10 Q50 Q90
Spatial Var 0.0162 0.00668 0.0081 0.0155 0.0249
iid Var 0.0051 0.00405 0.0009 0.0041 0.0108
Cluster SD 0.078 0.0223 0.049 0.077 0.107
Tot. SD 0.144 0.0198 0.12 0.143 0.17
Spatial SD 0.124 0.0266 0.09 0.124 0.157
iid SD 0.065 0.0281 0.029 0.063 0.103
SPDE
uc Intercept -1.823 0.029 -1.86 -1.823 -1.786
Range 28 5 23 28 34
Spatial Var 0.193 0.0311 0.156 0.19 0.234
Spatial SD 0.437 0.0349 0.394 0.435 0.483
uC Intercept -1.865 0.032 -1.906 -1.865 -1.825
Range 36 7 28 36 45
Spatial Var 0.14 0.0236 0.112 0.138 0.172
Spatial SD 0.372 0.0312 0.334 0.371 0.413
Cluster Var 0.0765 0.0095 0.0645 0.0761 0.089
Cluster SD 0.276 0.0172 0.253 0.275 0.298
Uc Intercept -1.699 0.044 -1.756 -1.699 -1.643
Urban -0.994 0.029 -1.032 -0.994 -0.957
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Table 16: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with spatial and urban effects but without cluster effect
(PopSUc). (continued)
Est SD Q10 Q50 Q90
Range 196 56 134 186 269
Spatial Var 0.0314 0.00914 0.021 0.03 0.0435
Spatial SD 0.175 0.0251 0.144 0.173 0.208
UC Intercept -1.7 0.044 -1.757 -1.7 -1.643
Urban -0.994 0.029 -1.032 -0.995 -0.957
Range 201 58 137 190 276
Spatial Var 0.031 0.00921 0.0205 0.0295 0.0432
Spatial SD 0.174 0.0254 0.143 0.171 0.207
Cluster Var 0.0026 0.00205 0.0005 0.0016 0.0166
Cluster SD 0.043 0.0197 0.015 0.031 0.126
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Bias Var MSE CRPS 80% Cvg CI Width
(×10−4) (×10−5) (×10−4) (×10−3) (×10−2) (×10−2)
Naive
-59.3 9.3 1.29 6.7 60 1.94
Direct
-3.0 7.0 0.72 4.9 85 2.55
Smoothed Direct
-2.4 6.2 0.63 4.6 84 2.30
BYM2
uc -59.9 9.5 1.32 6.9 55 1.81
uC -61.4 10.4 1.43 7.0 68 2.43
Uca 2.4 4.9 0.51 4.0 78 1.76
UCa 8.4 4.9 0.52 4.1 80 1.87
UcA 2.4 4.9 0.51 4.0 78 1.76
UCA 8.4 4.9 0.52 4.1 80 1.87
SPDE
uc -38.6 17.2 1.90 7.3 67 2.50
uC -57.3 16.0 1.96 7.6 66 2.62
Uc 17.5 12.9 1.39 5.0 82 2.43
UC 15.3 10.9 1.24 4.7 82 2.34
Table 17: Scoring rules for all models when predictions are aggregated to the county
level. Based on 250 simulated stratified surveys for the naive and direct models and
100 for the others for the simulated population with all effects present in the risk model
(PopSUC). “Cvg” stands for coverage.
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Table 18: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with all effects present in the risk model (PopSUC).
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.855 0.019 -1.878 -1.855 -1.832
Phi 0.745 0.2 0.445 0.795 0.962
Tot. Var 0.0481 0.0127 0.0335 0.0463 0.0649
Spatial Var 0.0364 0.0153 0.0175 0.0352 0.0565
iid Var 0.0117 0.00922 0.002 0.0095 0.0247
BYM2
uc Intercept -1.903 0.016 -1.922 -1.922 -1.884
Phi 0.041 0.011 0.029 0.04 0.055
Tot. Var 0.764 0.192 0.479 0.814 0.965
Spatial Var 0.0319 0.013 0.016 0.0309 0.0489
iid Var 0.0092 0.00746 0.0015 0.0074 0.0197
Tot. SD 0.201 0.0257 0.17 0.199 0.235
Spatial SD 0.174 0.0372 0.126 0.176 0.221
iid SD 0.087 0.0388 0.037 0.084 0.14
uC Intercept -1.986 0.021 -2.013 -2.013 -1.96
Cluster Var 0.155 0.013 0.139 0.155 0.172
Phi 0.745 0.201 0.446 0.795 0.962
Tot. Var 0.0364 0.0105 0.0243 0.035 0.0503
Spatial Var 0.0275 0.0119 0.0131 0.0263 0.0431
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Table 18: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with all effects present in the risk model (PopSUC). (con-
tinued)
Est SD Q10 Q50 Q90
iid Var 0.0089 0.00734 0.0014 0.0071 0.0192
Cluster SD 0.393 0.0165 0.372 0.393 0.415
Tot. SD 0.189 0.0269 0.155 0.187 0.224
Spatial SD 0.161 0.0365 0.114 0.162 0.207
iid SD 0.085 0.0386 0.036 0.083 0.138
Uc Intercept -1.669 0.014 -1.687 -1.687 -1.651
Urban -0.996 0.028 -1.032 -1.032 -0.96
Phi 0.021 0.006 0.014 0.02 0.029
Tot. Var 0.744 0.19 0.465 0.787 0.953
Spatial Var 0.0157 0.00653 0.0078 0.0151 0.0243
iid Var 0.0052 0.00399 0.001 0.0043 0.0108
Tot. SD 0.143 0.0194 0.119 0.142 0.169
Spatial SD 0.122 0.0264 0.088 0.123 0.155
iid SD 0.065 0.0277 0.03 0.064 0.103
UC Intercept -1.674 0.016 -1.695 -1.695 -1.654
Urban -0.997 0.029 -1.034 -1.034 -0.959
Cluster Var 0.0161 0.00506 0.0099 0.0156 0.0228
Phi 0.748 0.191 0.467 0.793 0.957
Tot. Var 0.0204 0.00577 0.0138 0.0196 0.0281
Spatial Var 0.0154 0.00644 0.0077 0.0148 0.0239
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Table 18: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with all effects present in the risk model (PopSUC). (con-
tinued)
Est SD Q10 Q50 Q90
iid Var 0.005 0.00397 0.0009 0.0041 0.0105
Cluster SD 0.123 0.0205 0.096 0.123 0.149
Tot. SD 0.141 0.0197 0.117 0.14 0.167
Spatial SD 0.121 0.0263 0.087 0.121 0.154
iid SD 0.064 0.0279 0.028 0.062 0.101
SPDE
uc Intercept -1.813 0.029 -1.851 -1.813 -1.776
Range 27 4 22 27 33
Spatial Var 0.205 0.0337 0.164 0.201 0.249
Spatial SD 0.45 0.0368 0.404 0.447 0.498
uC Intercept -1.863 0.032 -1.904 -1.863 -1.822
Range 37 7 28 36 46
Spatial Var 0.138 0.0237 0.109 0.136 0.17
Spatial SD 0.37 0.0317 0.33 0.368 0.411
Cluster Var 0.092 0.0102 0.079 0.091 0.105
Cluster SD 0.302 0.0168 0.28 0.302 0.324
Uc Intercept -1.691 0.043 -1.746 -1.691 -1.636
Urban -0.999 0.029 -1.037 -0.999 -0.962
Range 191 56 129 180 265
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Table 18: Parameter summary statistics for all spatial smoothing models when predic-
tions are aggregated to the county level. Averaged over 100 simulated stratified surveys
for the simulated population with all effects present in the risk model (PopSUC). (con-
tinued)
Est SD Q10 Q50 Q90
Spatial Var 0.0303 0.00878 0.0203 0.029 0.042
Spatial SD 0.172 0.0246 0.142 0.17 0.204
UC Intercept -1.694 0.045 -1.752 -1.694 -1.637
Urban -1 0.03 -1.038 -1 -0.962
Range 209 63 140 198 292
Spatial Var 0.0293 0.00915 0.019 0.0278 0.0414
Spatial SD 0.169 0.0259 0.137 0.166 0.203
Cluster Var 0.0101 0.00428 0.0051 0.0097 0.0194
Cluster SD 0.094 0.0221 0.065 0.093 0.137
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Appendix C: Additional Results from Application to
Secondary Education in Kenya
Table 19: Parameter and hyperparameter estimate summary statistics from the BYM2
and SPDE models including both urban and cluster effects, fit to the 2014 secondary
education prevalence data for young women from the 2014 Kenya DHS.
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -1.044 0.045 -1.099 -1.044 -0.989
BYM2 Phi 0.803 0.159 0.571 0.844 0.969
BYM2 Tot. Var 0.315 0.078 0.224 0.305 0.418
BYM2 Spatial Var 0.255 0.089 0.145 0.247 0.367
BYM2 iid Var 0.059 0.048 0.010 0.046 0.132
BYM2 Tot. SD 0.557 0.068 0.474 0.552 0.647
BYM2 Spatial SD 0.498 0.089 0.380 0.497 0.606
BYM2 iid SD 0.223 0.097 0.098 0.215 0.363
BYM2UC
Intercept -1.646 0.058 -1.720 -1.645 -1.572
Urban 1.130 0.065 1.047 1.130 1.213
Cluster Var 0.512 0.054 0.444 0.510 0.584
BYM2 Phi 0.837 0.140 0.636 0.877 0.979
BYM2 Tot. Var 0.332 0.082 0.237 0.320 0.441
BYM2 Spatial Var 0.280 0.090 0.173 0.270 0.394
BYM2 iid Var 0.052 0.045 0.007 0.038 0.114
Cluster SD 0.715 0.038 0.667 0.714 0.764
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Table 19: Parameter and hyperparameter estimate summary statistics from the BYM2
and SPDE models including both urban and cluster effects, fit to the 2014 secondary
education prevalence data for young women from the 2014 Kenya DHS. (continued)
Est SD Q10 Q50 Q90
BYM2 Tot. SD 0.572 0.070 0.487 0.566 0.664
BYM2 Spatial SD 0.522 0.085 0.416 0.520 0.628
BYM2 iid SD 0.206 0.097 0.085 0.195 0.337
SPDEUC
Intercept -2.531 0.211 -2.803 -2.532 -2.262
Urban 0.992 0.066 0.908 0.992 1.076
Range 212 44 161 206 271
Spatial Var 0.844 0.239 0.572 0.807 1.161
Spatial SD 0.910 0.127 0.756 0.898 1.078
Nugget Var 0.427 0.052 0.363 0.425 0.495
Nugget SD 0.652 0.039 0.602 0.652 0.704
Table 20: Predicted secondary education prevalences and 80% credible intervals for
each of the 47 counties in Kenya for women aged 20–29 in 2014.
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Baringo 0.250 0.202 0.304 0.240 0.203 0.282 0.250 0.218 0.283
Bomet 0.276 0.240 0.316 0.284 0.245 0.326 0.267 0.236 0.300
Bungoma 0.231 0.186 0.283 0.287 0.249 0.330 0.259 0.232 0.286
Busia 0.193 0.156 0.237 0.182 0.150 0.218 0.176 0.150 0.203
Elgeyo Marakwet 0.403 0.348 0.460 0.357 0.313 0.406 0.282 0.251 0.313
49
Table 20: Predicted secondary education prevalences and 80% credible intervals for
each of the 47 counties in Kenya for women aged 20–29 in 2014. (continued)
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Embu 0.333 0.292 0.376 0.346 0.298 0.395 0.295 0.262 0.330
Garissa 0.125 0.093 0.166 0.146 0.114 0.183 0.110 0.077 0.147
Homa Bay 0.167 0.142 0.196 0.184 0.152 0.217 0.168 0.146 0.192
Isiolo 0.147 0.113 0.189 0.155 0.126 0.189 0.126 0.105 0.147
Kajiado 0.403 0.358 0.449 0.364 0.322 0.408 0.304 0.269 0.342
Kakamega 0.264 0.227 0.303 0.277 0.238 0.317 0.244 0.216 0.274
Kericho 0.341 0.294 0.392 0.352 0.309 0.398 0.322 0.290 0.354
Kiambu 0.538 0.495 0.580 0.529 0.482 0.578 0.489 0.450 0.525
Kilifi 0.284 0.247 0.324 0.281 0.244 0.325 0.224 0.192 0.258
Kirinyaga 0.304 0.259 0.354 0.341 0.294 0.390 0.361 0.324 0.399
Kisii 0.353 0.316 0.392 0.346 0.305 0.388 0.283 0.254 0.312
Kisumu 0.332 0.281 0.387 0.311 0.270 0.357 0.286 0.255 0.317
Kitui 0.224 0.176 0.280 0.195 0.163 0.233 0.156 0.129 0.185
Kwale 0.211 0.163 0.268 0.201 0.166 0.240 0.178 0.150 0.205
Laikipia 0.323 0.261 0.391 0.324 0.277 0.374 0.258 0.226 0.292
Lamu 0.169 0.128 0.219 0.172 0.139 0.211 0.151 0.119 0.185
Machakos 0.309 0.262 0.360 0.338 0.296 0.382 0.321 0.285 0.358
Makueni 0.309 0.263 0.360 0.294 0.253 0.338 0.259 0.224 0.296
Mandera 0.088 0.061 0.125 0.085 0.060 0.117 0.081 0.058 0.107
Marsabit 0.134 0.099 0.180 0.125 0.099 0.157 0.112 0.088 0.136
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Table 20: Predicted secondary education prevalences and 80% credible intervals for
each of the 47 counties in Kenya for women aged 20–29 in 2014. (continued)
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Meru 0.273 0.229 0.320 0.258 0.223 0.298 0.220 0.191 0.249
Migori 0.152 0.119 0.191 0.173 0.143 0.209 0.155 0.131 0.180
Mombasa 0.394 0.356 0.433 0.416 0.367 0.466 0.428 0.387 0.468
Murang’a 0.391 0.336 0.449 0.364 0.320 0.413 0.373 0.333 0.412
Nairobi 0.536 0.490 0.582 0.533 0.496 0.571 0.545 0.513 0.577
Nakuru 0.405 0.353 0.458 0.408 0.366 0.451 0.382 0.346 0.418
Nandi 0.324 0.279 0.372 0.323 0.284 0.364 0.271 0.243 0.300
Narok 0.222 0.182 0.268 0.199 0.166 0.237 0.201 0.176 0.224
Nyamira 0.398 0.352 0.446 0.358 0.313 0.403 0.311 0.278 0.344
Nyandarua 0.367 0.318 0.418 0.356 0.311 0.403 0.338 0.303 0.374
Nyeri 0.475 0.419 0.532 0.475 0.427 0.525 0.457 0.416 0.497
Samburu 0.143 0.113 0.180 0.128 0.102 0.158 0.102 0.078 0.129
Siaya 0.182 0.150 0.220 0.201 0.167 0.239 0.179 0.153 0.207
Taita Taveta 0.352 0.298 0.411 0.321 0.274 0.371 0.286 0.240 0.334
Tana River 0.127 0.101 0.158 0.114 0.090 0.144 0.097 0.078 0.115
Tharaka-Nithi 0.303 0.244 0.368 0.295 0.248 0.348 0.276 0.243 0.310
Trans-Nzoia 0.243 0.204 0.288 0.281 0.240 0.328 0.228 0.200 0.257
Turkana 0.150 0.100 0.218 0.102 0.077 0.134 0.069 0.049 0.092
Uasin Gishu 0.357 0.310 0.407 0.366 0.327 0.408 0.362 0.331 0.391
Vihiga 0.228 0.182 0.281 0.254 0.213 0.301 0.251 0.219 0.284
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Table 20: Predicted secondary education prevalences and 80% credible intervals for
each of the 47 counties in Kenya for women aged 20–29 in 2014. (continued)
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Wajir 0.089 0.058 0.134 0.113 0.087 0.145 0.088 0.068 0.110
West Pokot 0.147 0.116 0.186 0.140 0.110 0.173 0.123 0.100 0.148
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Appendix D: Estimating NMRs in Kenya
In the section, we estimate neonatal mortality rates (NMRs) for children in Kenya
from 2010–2014 based on data from the 2014 Kenya DHS plotted in Figure 9. The
figure shows that the vast majority of clusters have empirical NMRs very close to zero,
though there are some clusters that have much higher NMRs with some even above
30%. Central NMR estimates, 80% uncertainty interval widths, and 80% uncertainty
intervals are plotted in Figure 10, and individual county level predictions are given
Table 23. The largest NMRs were estimated to be in several counties just northwest
of Nairobi as well as in central eastern Kenya, and the lowest NMRs were estimated
to be in the counties near the central western and southwestern borders. Although
we expected to find a significant urban effect, we found little evidence suggesting any
difference in NMRs between rural and urban areas.
Compared to our analysis of the secondary education prevalence data, the smoothed
direct, BYM2UC, and SPDEUC models estimated from the data had smaller spatial
effect variances relative to the predictive uncertainties. For the SPDEUC model, for
instance, this is evidenced by the fact that the median 80% credible interval width
for the NMR data is 0.0074, whereas the point estimates have a range of 0.0098. The
equivalent values in the secondary education application, which are respectively 0.062
and 0.476, indicate much greater variability across space. The estimated variances of
the county level random effects are also relatively small, and are estimated to be 0.059
and 0.060 for the smoothed direct and BYM2UC models, respectively. The variance of
the spatial component of the SPDEUC model was estimated to be 0.069. The cluster
effect variance, however, was estimated to be comparatively larger, with BYM2 and
SPDEUC estimates of 0.183 and 0.225 respectively, further indicating the large amount
of noise relative to any spatial signal in the data. In spite of the lack of spatial signal,
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the spatial smoothing models helped to reduce the predictive uncertainties relative to
the naive and direct models as evidenced from the plotted credible interval widths of
the predictions in Figure 10.
Considering the difficulty of including cluster level variation when aggregating
SPDEUC predictions to the county level, combined with the fact that a substantial
majority of the variation in the data occurs at the cluster level as opposed to spatial
level variation, we believe the smoothed direct and BYM2 models might be better
suited for this particular application. Not including variation due to cluster effects
in the spatial aggregation aside from integrating out cluster level variation is likely
what leads the SPDEUC model predicted NMRs having such narrow credible intervals
relative to the other models.
We validate the spatial smoothing models that produce predictions at the cluster
level by leaving out data from each county, one county at a time, and making predictions
at the cluster level. The results are given in Table 22. This table shows that the
SPDEUC model performs just as well as any of the other spatial smoothing models
when making cluster level predictions. In fact, all of the models perform very similarly,
again suggesting that variation in the NMR data is primarily at the cluster level and
at spatial scales too fine to easily identify.
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Figure 9: Empirical average of neonatal mortality rates in Kenya from 2010-2014 based
on data from the 2014 Kenya DHS. Values are shown at both the cluster (left) and
county levels (right).
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Table 21: Parameter and hyperparameter estimate summary statistics from the BYM2
and SPDE models including both urban and cluster effects, fit to the 2010-2014 neona-
tal mortality rate data from the 2014 Kenya DHS.
Est SD Q10 Q50 Q90
Smoothed Direct
Intercept -3.849 0.070 -3.939 -3.848 -3.76
BYM2 Phi 0.302 0.250 0.036 0.23 0.696
BYM2 Tot. Var 0.059 0.041 0.017 0.049 0.112
BYM2 Spatial Var 0.018 0.022 0.001 0.01 0.046
BYM2 iid Var 0.041 0.034 0.009 0.032 0.084
BYM2 Tot. SD 0.229 0.08 0.131 0.222 0.334
BYM2 Spatial SD 0.114 0.070 0.038 0.099 0.215
BYM2 iid SD 0.187 0.078 0.092 0.180 0.290
BYM2UC
Intercept -3.989 0.090 -4.106 -3.989 -3.872
Urban 0.077 0.112 -0.066 0.078 0.220
Cluster Var 0.183 0.095 0.073 0.168 0.310
BYM2 Phi 0.415 0.309 0.044 0.359 0.884
BYM2 Tot. Var 0.060 0.038 0.021 0.052 0.109
BYM2 Spatial Var 0.024 0.024 0.002 0.016 0.054
BYM2 iid Var 0.037 0.034 0.004 0.028 0.081
Cluster SD 0.413 0.111 0.269 0.410 0.557
BYM2 Tot. SD 0.235 0.073 0.146 0.229 0.331
BYM2 Spatial SD 0.135 0.073 0.046 0.125 0.233
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Table 21: Parameter and hyperparameter estimate summary statistics from the BYM2
and SPDE models including both urban and cluster effects, fit to the 2010-2014 neona-
tal mortality rate data from the 2014 Kenya DHS. (continued)
Est SD Q10 Q50 Q90
BYM2 iid SD 0.172 0.084 0.066 0.166 0.285
SPDEUC
Intercept -4.000 0.089 -4.115 -4.000 -3.887
Urban 0.079 0.111 -0.064 0.079 0.221
Range 241 195 79 178 451
Spatial Var 0.069 0.062 0.017 0.051 0.140
Spatial SD 0.243 0.101 0.132 0.225 0.375
Nugget Var 0.225 0.103 0.110 0.211 0.367
Nugget SD 0.463 0.105 0.331 0.459 0.606
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BYM2 SPDE
uc uC Uc UC uc uC Uc UC
MSE (×10−4)
Avg 24.5 24.6 24.6 24.6 24.6 24.6 24.6 24.6
Urban 29.6 29.6 29.6 29.7 29.6 29.6 29.7 29.7
Rural 21.3 21.4 21.3 21.4 21.4 21.4 21.4 21.4
Var (×10−4)
Avg 24.5 24.5 24.6 24.6 24.6 24.6 24.6 24.6
Urban 29.6 29.6 29.6 29.6 29.6 29.6 29.6 29.7
Rural 21.3 21.3 21.3 21.3 21.4 21.4 21.4 21.4
Bias (×10−4)
Avg 8.2 26.0 8.8 27.1 4.1 3.3 5.1 7.5
Urban -0.1 17.7 11.0 29.0 -3.0 -4.0 8.0 10.9
Rural 13.4 31.3 7.4 25.9 8.6 7.9 3.2 5.3
CPO
Avg 0.657 0.649 0.657 0.649 0.659 0.662 0.659 0.660
CRPS
Avg 0.024 0.025 0.024 0.025 0.024 0.025 0.024 0.025
Table 22: Validation results calculated at the cluster level when leaving out one county
at a time for the 2014 Kenya DHS NMR data from 2010-2014.
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Table 23: Predicted neonatal mortality rates (NMRs) and 80% credible intervals for
each of the 47 counties in Kenya.
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Baringo 0.0194 0.0149 0.0242 0.0219 0.0172 0.0282 0.0206 0.0171 0.0241
Bomet 0.0224 0.0181 0.0281 0.0262 0.0204 0.0339 0.0234 0.0195 0.0275
Bungoma 0.0177 0.0128 0.0230 0.0179 0.0135 0.0235 0.0169 0.0140 0.0199
Busia 0.0207 0.0160 0.0262 0.0223 0.0168 0.0290 0.0176 0.0144 0.0211
Elgeyo Marakwet 0.0189 0.0142 0.0241 0.0210 0.0160 0.0272 0.0193 0.0159 0.0228
Embu 0.0209 0.0163 0.0264 0.0237 0.0181 0.0309 0.0221 0.0181 0.0264
Garissa 0.0243 0.0195 0.0313 0.0265 0.0207 0.0342 0.0227 0.0188 0.0273
Homa Bay 0.0212 0.0168 0.0264 0.0228 0.0180 0.0288 0.0221 0.0187 0.0256
Isiolo 0.0203 0.0159 0.0251 0.0236 0.0186 0.0300 0.0200 0.0168 0.0234
Kajiado 0.0191 0.0143 0.0241 0.0217 0.0165 0.0275 0.0219 0.0186 0.0254
Kakamega 0.0176 0.0128 0.0228 0.0178 0.0131 0.0236 0.0176 0.0147 0.0208
Kericho 0.0211 0.0170 0.0259 0.0244 0.0192 0.0309 0.0245 0.0207 0.0284
Kiambu 0.0227 0.0179 0.0292 0.0262 0.0203 0.0339 0.0257 0.0214 0.0303
Kilifi 0.0192 0.0146 0.0242 0.0218 0.0166 0.0286 0.0203 0.0164 0.0243
Kirinyaga 0.0210 0.0164 0.0265 0.0238 0.0180 0.0311 0.0230 0.0189 0.0277
Kisii 0.0196 0.0148 0.0248 0.0209 0.0159 0.0276 0.0223 0.0188 0.0260
Kisumu 0.0194 0.0145 0.0248 0.0213 0.0161 0.0276 0.0217 0.0183 0.0253
Kitui 0.0217 0.0173 0.0271 0.0235 0.0182 0.0301 0.0210 0.0173 0.0252
Kwale 0.0239 0.0182 0.0326 0.0250 0.0189 0.0328 0.0209 0.0170 0.0252
Laikipia 0.0204 0.0160 0.0254 0.0217 0.0167 0.0280 0.0207 0.0172 0.0245
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Table 23: Predicted neonatal mortality rates (NMRs) and 80% credible intervals for
each of the 47 counties in Kenya. (continued)
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Lamu 0.0246 0.0187 0.0339 0.0286 0.0217 0.0385 0.0244 0.0194 0.0301
Machakos 0.0223 0.0179 0.0280 0.0284 0.0221 0.0368 0.0235 0.0195 0.0277
Makueni 0.0206 0.0156 0.0265 0.0206 0.0151 0.0270 0.0203 0.0165 0.0244
Mandera 0.0183 0.0124 0.0252 0.0148 0.0097 0.0218 0.0184 0.0149 0.0221
Marsabit 0.0205 0.0160 0.0258 0.0222 0.0167 0.0286 0.0203 0.0172 0.0235
Meru 0.0234 0.0191 0.0296 0.0248 0.0192 0.0321 0.0199 0.0159 0.0240
Migori 0.0252 0.0205 0.0318 0.0292 0.0228 0.0375 0.0227 0.0187 0.0267
Mombasa 0.0199 0.0146 0.0262 0.0219 0.0158 0.0300 0.0217 0.0169 0.0270
Murang’a 0.0230 0.0183 0.0295 0.0257 0.0196 0.0340 0.0249 0.0206 0.0300
Nairobi 0.0240 0.0194 0.0307 0.0305 0.0234 0.0397 0.0258 0.0210 0.0310
Nakuru 0.0258 0.0208 0.0333 0.0277 0.0219 0.0352 0.0267 0.0224 0.0315
Nandi 0.0199 0.0156 0.0249 0.0215 0.0166 0.0280 0.0201 0.0168 0.0236
Narok 0.0202 0.0156 0.0253 0.0209 0.0161 0.0265 0.0223 0.0191 0.0257
Nyamira 0.0224 0.0179 0.0284 0.0284 0.0215 0.0373 0.0231 0.0197 0.0268
Nyandarua 0.0265 0.0209 0.0349 0.0314 0.0238 0.0423 0.0257 0.0215 0.0301
Nyeri 0.0197 0.0151 0.0248 0.0236 0.0183 0.0310 0.0237 0.0192 0.0283
Samburu 0.0179 0.0131 0.0230 0.0188 0.0141 0.0250 0.0179 0.0146 0.0217
Siaya 0.0178 0.0128 0.0233 0.0173 0.0124 0.0230 0.0188 0.0155 0.0223
Taita Taveta 0.0202 0.0153 0.0257 0.0214 0.0158 0.0282 0.0191 0.0149 0.0234
Tana River 0.0221 0.0178 0.0278 0.0262 0.0210 0.0329 0.0240 0.0203 0.0278
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Table 23: Predicted neonatal mortality rates (NMRs) and 80% credible intervals for
each of the 47 counties in Kenya. (continued)
Smoothed Direct BYM2UC SPDEUC
County Est Q10 Q90 Est Q10 Q90 Est Q10 Q90
Tharaka-Nithi 0.0205 0.0158 0.0261 0.0231 0.0174 0.0311 0.0212 0.0170 0.0257
Trans-Nzoia 0.0179 0.0134 0.0229 0.0200 0.0152 0.0257 0.0179 0.0146 0.0214
Turkana 0.0210 0.0164 0.0266 0.0254 0.0199 0.0325 0.0215 0.0181 0.0254
Uasin Gishu 0.0183 0.0139 0.0231 0.0203 0.0154 0.0260 0.0196 0.0164 0.0230
Vihiga 0.0207 0.0161 0.0262 0.0239 0.0180 0.0319 0.0194 0.0161 0.0231
Wajir 0.0212 0.0171 0.0263 0.0215 0.0167 0.0274 0.0202 0.0167 0.0241
West Pokot 0.0201 0.0155 0.0254 0.0219 0.0168 0.0287 0.0190 0.0156 0.0227
Table 23: Predicted neonatal mortality rates (NMRs) and 80% credible intervals for
each of the 47 counties in Kenya. (continued)
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