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Smith. They showed that derivation alternator Lie rings, which are anticommutative rings that also satisfy the Jacobi identity, are solvable of index at most 2, meaning that the product (xy)(zw) = 0. In this same paper, they also showed that a simple flexible derivation alternator ring is either alternative or anticommutative.
In this dissertation, we shall investigate the structure of nonassociative, anticommu tative rings that satisfy (1), (2) , and (3).
(1)
(3) 
Proposition 2. In an anticommutative ring, equation (2) implies equation (3).
PROOF: Let A be anticommutative. By Proposition 1, A is flexible. Using {x, y,x) = 0 linearized, (2) , and (x,y,x) = 0 linearized again, we see that
In light of Proposition 2, an anticommutative, derivation alternator ring can be defined simply by identity (2) and by the identity
If we linearize equation (2), it becomes (yz, X, w) + {yz, w, x) = y{z, x, w) + (y, x, w)z + y(z, w, x) + (y, w, x)z, which, by (5), simplifies to
where juxtaposition is the priority operation.
Definition 3.
We define an algebra A over a field to be a vector space over F with a multiplication satisfying
for all c € F and x,y,z € A.
Let A be an algebra satisfying (5) and (6) . For a € A, let the operator of right mul tiplication by a be denoted by Ra. Via this operator, we decompose A into generalized eigenspaces. Henceforth, we shall assume that A is finite dimensional and we shall adopt the notation that x\^^ is a generalized eigenvector of order j with the associated eigenvalue r,-, i,j € N U {0}. In this notation, a generalized eigenvector of order 0, is a pure eigenvector. Let the set {xP : e = 0,1,2,..., n; j = 0,1,2,..., iV,} be a basis for A. PROOF: We intend to show that = 0 unless there is some r,-such that +r^ = rf, and if such an r,-exists, then where i 6 I.
Since yp°^4°^ = then by (2)
where we use the notation that the term is zero if j < 0. But also
hj Equating the coefficients of yields
which implies
If we now set j = Ni, then = tij+2 -0 and so either rp + rf -rf = 0 or tjj = 0.
If Tp + rg -rf ^0 then = 0 and by finite induction, tij = 0 for all j. Therefore Vp = Yli,j where z e I.
Now consider
• Proceeding as we did above
Equating the coefficients of and using the previous case for yp°^Zq°^ we obtain Equating the coefficients of we obtain = 2kjt + kj^it^ which implies that 2kjt = 0. Thus kj = 0 ov t = 0, but both of these possibilities lead to a contradiction. Hence, be is a pure eigenvector.
In the case that be lives in the sum of the generalized eigenspaces corresponding to t and -t,
then an analogous argument shows that be must be a sum of two pure eigenvectors.
Theorem 2 does not guarantee that be is a pure eigenvector if ( = 0. The following example shows that if ( = 0, then be does not have to be a pure eigenvector.
As one can see, the only nonzero products are be, and be • a.
Since none of these products contain four elements, equation (6) 
III. THE PURE EIGENVECTOR CASE
Note. In this section, we shall assume that the algebra A satisfies identities (5) and (6) . Also, for a 6 we shall assume that the operator decomposes A into pure eigenspaces. 
ki{bc)d + k2{cd)h + kz{db)c = ki{xi + xji) + k2{x2 + j/a) + ^3(^3 + Vz)
where XjO = Axf, yia --Ayi. If PROOF: By (6) we have
Using (5) and bringing all terms to the left hand side, we obtain (7).
To establish (8), we proceed as above starting with
which comes from (6).
Finally, equation (6) implies
which simplifies to
A(bc • d) + + ix^(bc • d) = y/+ •q'^(b • cd) + + T)'^(bd • c) 4-fJ.(b • cd) + \(hd • c).
Using (5) and moving all of the terms to the left hand side establishes (9). 
(9)
assuming that each denominator is nonzero and b,c,d E A. If exactly one of the denominators is zero, then the relationship still holds between the other two terms.
PROOF; By Theorem 3, we know that (7) and (8) 
Combining like terms gives us which implies

cd -b db -c (A -A)(A + A -/X -77) (A -/U)(A fj, -X -rj)
To obtain the other relation, we add (7) and (8) to get
If we divide (10) by (A -7/) and divide (7) by (A -A), we can solve each of the resulting equations for db -c. Proceeding as we did above yields PROOF: We first note that setting x = y in (5) yields which implies 2x^ = 0.
Since we assumed characteristic ^ 2, we have = 0. Now we set j = 6 and ;; = A in equation (7) 
Then be • d = cd • h = db • c = 0 unless the déterminant of the matrix
/ A -A T] -// A -A \ M=j A -fj, fi -A X-rj I \ \/A^ + + A y/+ [J.
y/X'^ + T]^ + xJ is zero where b,c,d & A and A^ = A^ +
PROOF: By Theorem 3, equations (7), (8), and (9) hold. We can represent these three equations in the following matrix equation
Therefore, if M is nonsingular, the only solution of this matrix equation is
If we expand the determinant of the matrix M appearing in Theorem 6, we obtain
If we set this determinant equal to zero and solve for -y/A^ + //^(A -rj)(A + rj -X -(jl) + 2XfMT}, then we can square both sides to obtain an equation of the form From here, we solve for K^y/^X"^ + + r}^) and again square both sides. The resulting equation has the form 
Thus, X = fi -T] = 0 or be • d = ed • b db • c.
If A = 7/ = 0, then by symmetry we arrive at possibilities (v) and (vi). Since we assumed that fx and rj were distinct, this implies that cd-h -Q.
Theorem 8. Let b, c, and d be eigenvectors with eigenvalues X, fi, and rj, respectively.
If A = 0, then one of the following must happen:
(i) X = Q, cd • b = 0, be • d = ^i(db • c), (ii) fi = 0, db • e = 0, be -d = •i:i(cd • b), (iii) RJ = 0, be • d = 0, cd • b = ±i{db • e),
Now by Corollary 4, (viii) holds unless one of the denominators is zero. If A, fi, or T] is zero, then (i), (ii), or (iii) holds, respectively. Thus we need only to consider the cases in which rj -X -fj., X -f/, -rj, or/j, -X -rj
IfA + A -/X -77 = 0, then equation (8) of Theorem 3 becomes
Upon adding (7) and (8) and substituting A = -A + n + rf we also obtain
Since A, /z, and 77 are assumed to be distinct, these two equation become PROOF: By equation (6),
which implies that
= i\(hh ' cc) + \{hb • cc).
Thus A ( allows us to say that
where K is nonzero. Therefore, it suffices to show that either side of (13) Therefore one side or the other of equation (13) 
IV. THE GENERALIZED EIGENVECTOR CASE
Note. In this section, we shall assume that the algebra A satisfies identities (5) Notice that we say nothing about the order of the products For all we know, they may be larger or smaller than the order of In subsequent induction proofs, it will be enough to know that i + j < k + £ regardless of the order of x^'^y^^K
In the next theorem, we find it easier to use the notation = x^"^\a -A). and by Theorem 16 again, we break the sum into two parts depending on whether r < g or r = q. which by (5) becomes
This is equation (7) for generalized eigenvectors.
Proceeding in a similar manner, we can establish (8) and (9). Now since (7) 
a (a -a [a(a • • • 6)]) = a(a-a [a(a • ••)]) + (a • aa) [a{a • • • 6)]
But aa = 0 by (5) and this equation holds. This shows the existence of a derivation alternator ring that is finitely generated and is not nilpotent.
Example 3. Let A be generated by the elements a and h where we define ab = Xb, A ^ 0. Then the only products that are nonzero are ab, a-ab, a{a-ab), As in example 1, equation (3) holds. This shows the existence of a finite dimensional derivation alternator algebra that is nil but where Ra, is not nilpotent. Special thanks are also due to each of the following:
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