We characterize the self-adjoint domains of very general ordinary differential operators of any order, even or odd, with complex coefficients and arbitrary deficiency index. This characterization is based on a new decomposition of the maximal domain in terms of LC solutions for real values of the spectral parameter in the Hilbert space of square-integrable functions. These LC solutions reduce to Weyl limit-circle solutions in the second order case.
Introduction
Given a symmetric (formally self-adjoint) differential expression M of order n > 2 and a positive weight function w, we characterize all self-adjoint realizations of the equation
in the Hilbert space H = L 2 (J, w). (For the case n = 2, see the book [42] .) A self-adjoint realization of equation (1.1) is an operator S which satisfies
where S min and S max are the minimal and maximal operators of (1.1). Clearly each such operator S is an extension of S min and a restriction of S max . These operators S are generally referred to as self-adjoint extensions of the minimal operator S min but are characterized as restrictions of the maximal operator S max . How many independent restrictions on D max are required? What are these restrictions?
and essential spectrum of these operators [16, 17, 28, 29, 35] . It also led to general classification results for self-adjoint boundary conditions as separated, coupled, and mixed. For n = 4 canonical forms for regular and singular self-adjoint boundary conditions for all three types were found [18, 19] . This classification clarified a point made by Everitt and Markus in [8, 9] about nonreal boundary conditions for self-adjoint operators S. They state:
"We provide an affirmative answer [. . . ] to a long standing open question concerning the existence of real differential expressions of even order ≥ 4, for which there are non-real self-adjoint differential operators specified by strictly separated boundary conditions [. . . ] This is somewhat surprising because it is well known that for order n = 2 strictly separated conditions can produce only real operators (that is, any given such complex conditions can always be replaced by corresponding real boundary conditions.)"
It is clear from [38] that such conditions occur naturally and explicitly for regular and singular problems for all n = 2k, k > 1. Furthermore, the analysis of Wang, Sun and Zettl [38] shows that it is not the order of the equation which is the relevant factor for the existence of non-real separated self-adjoint boundary conditions but the number of boundary conditions. If there is only one, regular or singular, separated boundary condition at a given endpoint, as must be the case for n = 2, then it can always be replaced by an equivalent real condition. On the other hand if there are two or more separated conditions at a given regular or singular endpoint, then some of these are not equivalent to real conditions.
In [40] Yao-Sun-Zettl found a 1-1 correspondence between the EM symplectic geometry characterization [8] and the HSWZ Hilbert space characterization [15] thereby creating a 'bridge' for the study of differential operators using methods of symplectic algebra and geometry.
Our proof is in the spirit of the proofs in [15, 37] but there are some significant differences between even and odd order differential operators and real and complex coefficients. In particular, although our construction uses solutions for real λ these solutions cannot be chosen to be real valued in contrast to the even order case with real coefficients.
We believe our characterization will also yield information about the spectrum of these operators including the odd order ones. We plan to investigate this in a subsequent paper.
See the survey paper [43] for more information about self-adjoint ordinary differential operators in Hilbert space, additional references, historical comments, etc.
to very general n-th order scalar equations in Section 2. Section 3 contains the statement of the characterization. The proof is given in Section 4 along with several other results, some of which we believe are of independent interest. In particular the decomposition of the maximal domain:
here u 1, . . . , u m a , v 1, . . . , v m b are the LC solutions at a, b, respectively. This is the ode version of the abstract von Neumann formula for the adjoint of a symmetric operator in Hilbert space. It plays a critical role the proof of the characterization of self-adjoint operators and, we believe, will be useful in the study of other classes of operators in Hilbert space.
Preliminaries
In this section we summarize some basic facts about general symmetric quasi-differential equations of even and odd order with real or complex coefficients for the convenience of the reader. For a comprehensive discussion of these equations and their relationship to the classical symmetric (formally self-adjoint) case discussed in the well known books by Coddington and Levinson [4] and Dunford and Schwartz [6] as well as to the 'special' symmetric quasidifferential expressions studied in Naimark [30] , as well as additional references, historical remarks and other comments, notation, definitions, etc., the reader is referred to the recent survey article by Sun and Zettl [43] . These expressions generate symmetric differential operators in the Hilbert space L 2 (J, w) and it is these operators and their self-adjoint extensions which are studied here.
denotes the Hilbert space of functions f : J → C satisfying J | f | 2 w < ∞ with inner product ( f , g) w = J f g w. Such a w is called a 'weight function'. Here L loc (J, R) denotes the real valued functions which are Lebesgue-integrable on every compact subinterval of J and L(J, R) denotes the real valued functions which are Lebesgue-integrable on the whole interval J. Notation 2.2. Let R denote the real numbers, C the complex numbers,
is also denoted by X n ; L(J, R) and L(J, C) the Lebesgue integrable real and complex valued functions on J, respectively, L loc (J, R) and L loc (J, C) the real and complex valued functions which are Lebesgue integrable on all compact subintervals of J, respectively. We also use
AC loc (J) denotes the complex valued functions which are absolutely continuous on compact subintervals of J and AC(J) denotes the absolutely continuous functions on J, C j (J) denotes the complex functions on J which have j continuous derivatives. D(A) denotes the domain of the operator A.
Let J = (a, b) be an interval with −∞ ≤ a < b ≤ ∞ and let n > 2 be a positive integer (even or odd). Let
and
Inductively, for r = 1, . . . , n, we define
(y ∈ V r ), (2.5) where q n,n+1 := 1, and AC loc (J) denotes the set of complex valued functions which are absolutely continuous on all compact subintervals of J. Finally we set
The expression M = M Q is called the quasi-differential expression associated with Q. For V n we also use the notations V(M) and D(Q). The function y [r] (0 ≤ r ≤ n) is called the r-th quasi-derivative of y. Since the quasi-derivative depends on Q, we sometimes write y Proof. See Chapter 1 in [42] .
From Proposition 2.5, we immediately infer the following corollary.
If f ∈ L(J), J is bounded and all components of Q are in L(J), then y ∈ AC(J).
Definition 2.7 (Regular endpoints). Let
to be regular at a if for some c, a < c < b, we have
Similarly the endpoint b is regular if for some c, a < c < b, we have
Note that, from (2.1) it follows that if the above hold for some c ∈ J then they hold for any c ∈ J. We say that M is regular on J, or just M is regular, if M is regular at both endpoints. Equation (1.1) is regular at a if M is regular at a and w is integrable at a, i.e. there is a c ∈ (a, b) such that w ∈ L(a, c). Similarly for the endpoint b. We say that equation (1.1) is regular if it is regular at both endpoints.
Next we give the definition of symmetric quasi-differential expressions and indicate how they are are constructed. For examples and illustrations see [43] . Definition 2.8. Let Q ∈ Z n (J) and let M = M Q be defined as (2.6). Assume that
Then we call Q an L-symmetric matrix and M = M Q is called a symmetric differential expression.
Definition 2.9. The symplectic matrix
plays an important role in the theory of self-adjoint differential operators.
Next we define the maximal and minimal differential operators.
Definition 2.10. Let Q ∈ Z n (J) satisfy (2.9) and let M = M Q be the corresponding differential symmetric differential expression.The maximal operator S max generated by M is defined by
The minimal operator S min can be defined by
The next lemma justifies this definition.
Lemma 2.11. Let S min and S max be defined as above. Then S min and S max are closed, densely defined, symmetric operators in H. Furthermore S * min = S max .
Proof. See [39] .
Lemma 2.12. Suppose M is regular at c. Then for any y ∈ D max the limits
exist and are finite, r = 0, . . . , n − 1. In particular this holds at any regular endpoint and at each interior point of J. At an endpoint the limit is the appropriate one sided limit.
Proof. See [30] or [39] . Although this lemma is more general than the corresponding result in these references, the same method of proof can be used here.
Notation 2.13. Let a < c < b. Below we will also consider equation (2.6) and the operators generated by it on the intervals (a, c) and (c, b). Note that if Q ∈ Z n (J), then it follows that Q ∈ Z n (a, c), Q ∈ Z n (c, b) and we can study equation (2.6) on (a, c) and (c, b) as well as on J = (a, b). Also (2.9) holds on (a, c) and on (c, b). In particular the minimal and maximal operators are defined on these two subintervals and we can also study the operator theory generated by (2.6) in the Hilbert spaces L 2 ((a, c), w) and L 2 ((c, b), w). Below we will use the notation S min (I), S max (I) for the minimal and maximal operators on the interval I for I = (a, c), I = (c, b), I = (a, b) = J. The interval J = (a, b) may be omitted when it is clear from the context. So we make the following definition.
Definition 2.14. 
Lemma 2.15. For d
14, we have 
In the even order case, if d has the minimum value, then S min is selfadjoint with no proper self-adjoint extension; in all other cases S min has an uncountable number of self-adjoint extensions, i.e. there are an uncountable number of operators S in H satisfying
These are the operators we characterize in this paper in terms of two-point boundary conditions.
Proof. This is well known, e.g. see the book [39] .
and that for some λ a ∈ R there exist d a linearly independent solutions of (1.1) lying in L 2 (a, c, w) and that for some λ b ∈ R there exist d b linearly independent solutions of (1.1) lying in L 2 (c, b, w).
(If this holds for some a < c < b then it holds for every such c.) This is a weak assumption because if there is no such λ a , then (it is well known that) the essential spectrum of S is (−∞, ∞) for every self-adjoint realization S. Similarly for λ b . In this case if some self-adjoint realization S has an eigenvalue it is embedded in the essential spectrum. We believe that the boundary conditions determining such embedded eigenvalues are coincidental. Except for examples there seems to be little known about such embedded eigenvalues.
In the study of boundary value problems the Lagrange identity is fundamental. Next we define the Lagrange bracket.
. . .
. . . Proof. This follows by integrating (2.11).
The finite limits guaranteed by Lemma 2.19 play a fundamental role in the characterization of the self-adjoint domains given below. Proof. This follows directly from (2.11).
Remark 2.21. For real λ, the solutions of (1.1) are not, in general, real-valued. However, the Lagrange bracket of two linearly independent solutions of (1.1) for real λ is a constant. For n even and real coefficients, if there are d linearly independent solutions of (1.1) in H, then there are d linearly independent real-valued solutions in H. This is one of the important differences between the equation (1.1) studied here and the equations studied in [15, 37] .
Following Everitt and Zettl [10] we call the next lemma, the Naimark patching lemma or just the patching lemma. Our version of it is more general than that given by Naimark [30] but the method of proof is the same. 
Then use the patching lemma again to find y 2 on (c 1 , c) and
Clearly y has compact support in J. Since the quasi-derivatives at c 1 , c, d, d 1 coincide on both sides, y ∈ D max follows.
Corollary 2.24. Let a 1 < · · · < a k ∈ J, where a 1 and a k can also be regular endpoints. Let α jr ∈ C, (j = 1, . . . , k; r = 0, . . . , n − 1). Then there is a y ∈ D max such that
Proof. This follows from repeated applications of the previous corollary.
Self-adjoint domains
The next theorem characterizes the domains D(S) for all S satisfying (1.2).
Suppose Q satisfies (2.9) and let M = M Q be constructed as above. 
is nonsingular and
for all y ∈ D max (a, c). Proof. This will be given in Section 4.
Although Theorem 3.1 is stated for the case when both endpoints are singular it reduces to the cases when one or both endpoints are regular. The proofs of these corollaries are similar to the proofs given in [37] and [15] for the even order case with real coefficients and therefore omitted. (3) and (4) hold and
Corollaries 3.2 and 3.3 were proven by Wang-Sun-Zettl [37] for the case when n = 2k, k > 1, and real coefficients. Also the construction (and definition) of LC solutions is given in this paper.
Theorem 3.1 was proven by Hao-Sun-Wang-Zettl in [15] for the case when n = 2k, k > 1, and real coefficients.
Corollary 3.4 can be found in Naimark's book [30] for the case when n = 2k, k > 1, the coefficients are real, and Q has the special form
when n = 6 and similar forms for n = 4, 6, 8, 10, . . . ; all entries not shown are 0. Remark 3.5. Although the general appearance of the self-adjoint boundary conditions (3.5), (3.6), (3.7) is the same for n even and odd there are some major differences in the self-adjoint operators and their spectrum for these two cases. For example in the odd order case the the minimal operator S min , and therefore all of its extensions, is unbounded above and below. In the even order case when both endpoints are regular and the leading coefficient is positive S min is bounded below and unbounded above. In the singular even order case with positive leading coefficient S min is unbounded above and may or may not be bounded below. See [28] , [29] , [21] ; also see [43] . 
Proof and other results
In this section we prove Theorem 3.1. This proof uses the well known GKN Theorem, which we state next for the convenience of the reader, and a decomposition of the maximal domain which we believe is of independent interest. 
Here [·, ·] denotes the Lagrange bracket associated with (1.1) and d is the deficiency index of S min .
Proof. This is well known, see [43] .
The GKN characterization depends on the maximal domain functions w j , j = 1, . . . , d. These functions depend on the coefficients of the differential equation and this dependence is implicit and complicated.
Our 
In view of the wide interest in the case when endpoint is regular we give the decomposition (4.1) for that case as a corollary. where z j ∈ D max (a, b), j = 1, . . . , n such that z j (t) = 0 for t ≥ c, j = 1, . . . , n and
Such functions z j exist by the Patching Lemma and the fact that for each i = 1, . . . , n the values z
[j]
i (a) can be assigned arbitrarily.
A similar result holds if the endpoint b is regular.
Before we prove Corollary 4.3, firstly, we state the Sun decomposition theorem [34] . 
Proof. The proof given in [34] for a more restricted class of equations My = λwy can be easily adapted to the more general equations considered here.
Next we give a proof of Corollary 4.3.
Proof. If n = 2k, although we do not assume that the coefficients are real, the proof given in [37] for real coefficients can readily be adapted to prove Corollary 4.3 in the even order case and is therefore omitted. If n = 2k + 1, we let θ 1 , . . . , θ d b be d b linearly independent solutions of (1.1) for some real λ. By (4.1) there exist y j ∈ D min and r is , k ij ∈ C such that
From this it follows that
By Corollary 2.20 we know that,
where
Since rank E n = n and rank G = d, we have
Therefore there exists a nonsingular complex matrix
Then v i , i = 1, . . . , d b , are linearly independent solutions of (1.1) satisfying
By (4.10) and (4.5), we have Next we give the proof of Theorem 3.1.
Proof. Part (3) follows from (4.11). The proof of part (4) is similar. Next we prove parts (7)-(10). Sufficiency. Let the matrices A and B satisfy the conditions (3.5) and (3.6) of Theorem 3.1. We prove that D(S) defined by the condition (3.7) is the domain of a self-adjoint extension Hence condition (iii) of the GKN Theorem is equivalent to (3.10).
The proof that A, B satisfy (3.5), (3.6) of Theorem 3.1 is similar to the proof of Theorem 5.1 in [15] and hence omitted.
