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An emulator is a fast-to-evaluate statistical approximation
of a detailedmathematical model (simulator). When used in
lieu of simulators, emulators can expedite tasks that require
many repeated evaluations, such as model calibration and
value-of-information analyses. Emulators are developed
using the output of simulators at specific input values (de-
sign points). Developing an emulator that closely approxi-
mates the simulator can requiremany design points, which
becomes computationally expensive. We describe a self-
terminating active learning algorithm to efficiently develop
emulators tailored to a specific emulation task. Its postu-
lated advantages over the prevalent approaches include
(1) self-termination and (2) development of emulators with
smaller mean squared errors. To explicate, we develop and
compare Gaussian Process emulators of a prostate screen-
ingmodel using the adaptive algorithm versus standard ap-
proaches.
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2 ELLIS ET AL.
1 | INTRODUCTION
Many decisions in health must bemade under uncertainty or with incomplete understanding of the underlying phe-
nomena. In such cases, mathematical modeling can help decision-makers synthesize evidence from different sources,
estimate and aggregate anticipated outcomeswhile accounting for stakeholder preferences, understand trade-offs,
and quantify the impact of uncertainty on decisionmaking [1]. To be informative, a model should be detailed enough
to capture salient aspects of the decisional problem at hand, but a highly detailedmodel can render routine analyses
computationally expensive, hindering its usability.
As an example, consider the prostate-specific antigen (PSA) growth andprostate cancer progression (PSAPC)model,
which is amicrosimulationmodel that projects outcomes for PSA-based screening strategies defined by combinations of
screening schedules and age-specific PSA positivity thresholds [2, 3]. Although evaluating the expected outcomes of one
screening strategy takes just a fewminutes onmodern computer hardware, analyses that require many (on the order of
104 to 106) model evaluations, such as calibration of model parameters to external data [4, 5], sensitivity analysis [4, 6, 7],
and uncertainty analysis [4, 8], become expensive if not impractical. For example, in part because of the computational
burden, Gulati and colleagues evaluated only 35 screening strategies [3], out of more than 107 policy-relevant strategies
that could have been explored [9].
A way tomitigate the computational cost of such analyses is to use emulators of the original mathematical models.
Emulators, also called surrogate models or meta-models, are approximations of the original models, hereafter referred
to as simulators for consistency with prior works [7, 8, 10, 11]. Once developed, emulators are orders of magnitude
faster to evaluate than the simulators and, thus, can be used instead of, or in tandemwith, the simulators to perform
computationally intensive tasks [7, 12, 11]. Although uncommon in healthcare applications [13, 14, 15], using emula-
tors in place of simulators is a well-established practice inmechanical, electrical, and industrial engineering, geology,
meteorology, andmilitary modeling [7, 16, 17, 4, 8].
Developing an emulator that approximates a simulator over an input domain is analogous to estimating a response
surface, so it is an experimental-design problem [18]. In this context, the simulator is used to generate data (a design), and
an emulator is fit to the design. In this work we describe an adaptive algorithm for developing designs that are tailored
to a specific simulator and a particular emulation task. We compare the performance of emulators generated with the
adaptive design versus with the standard approach of Latin Hypercube Sampling (LHS), which generates generic designs
that are agnostic about the emulation task [19] and distribute points across intervals of the input domains.
This work is organized as follows. In Section 2, we describe desirable characteristics for emulators of simulators
in health to motivate our choice of Gaussian Process emulators. In Section 3, we introduce an adaptive design for
developing emulators, which is the focus of this work. Section 4 uses the PSAPCmodel to explicate the development of
emulators that predict life expectancy over no screening for large sets of practically-implementable prostate cancer
screening strategies. Although our adaptive design is meant for very expensive simulators (that, e.g., take days rather
thanminutes to evaluate), we use the PSAPC simulator as amodel with which we can actually do full computations. We
compare emulators developedwith the sequential design versus those developedwith LHS in Section 5, and conclude
with key remarks (Section 6).
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2 | EMULATION GOALS AND EMULATOR MODELS
2.1 | Simulators
For this exposition, a simulator is a deterministic smooth function f : ÒK → Ò that maps from K input parameters to
scalar outputs. K is typically in themany dozens or hundreds. We treat the simulator as a black box function that can be
evaluated (expensively) at specific input values. Typically, a baseline set of values z∗ ∈ ÒK has been specified for the
simulator through data analysis, calibration, or expert knowledge.
While this setup is not themost general case for which we could present our algorithm, it is not as restrictive as it
appears for the following reasons: (i) Many simulators in health that are not smooth are Lipschitz-continuous (i.e. have
no “extreme” changes in the output given amarginal change in input) and, for the precision demanded in practice and for
our purposes, can be treated as if theywere smooth functions. (ii) Simulator outputs can be random variables, e.g., if
some inputs are random variables, but we are usually interested in expectations of outcomes, whichmarginalize over
the random input variables and result in deterministic mappings. (iii) Most simulators havemultidimensional outputs,
but, often, we are interested in one critical or composite outcome or are willing to consider one outcome at a time. (iv)
Finally, we treat the simulator as a black box and do not attempt to exploit its analytical form. Often the analytical form
is not available, or, when it is, its theoretical analysis may severely test our mathematical ability or be intractable.
With reference tomore general setups for emulator development, in Section 6.2 we argue that extensions of our
work to stochastic simulators and to simulators withmultidimensional outputs require only minor modifications of the
adaptive design algorithms that we present below.
2.2 | Goal of emulation
We aim to develop an emulator f ∗(·) that statistically approximates the simulator’s input-output mapping over the
domain X ⊆ Òk of the simulators’ input parameters, where 1 ≤ k ≤ K [8]. We seek
f ∗(x) ∼= f (x,w∗) universalAltx ∈ X, (1)
wherex are values for the k inputs whosemapping wewish to emulate,w∗ ∈ ÒK−k are values for the remaining inputs
of the simulator that are kept equal to their corresponding elements in the baseline-values vector z∗ , and the symbol “∼=”
means “either equal or close enough for the purpose of the application”. From now onwewill be writing f (x) instead of
f (x,w∗) to ease notation. We assume that X is a polytope, i.e., a convex polyhedron inÒk , which is most often the case
in applications.
Approximating the behavior of the emulator over all vectors in X is a reasonable goal whenwewish to gain insights
about the behavior of the simulator or for sensitivity and uncertainty analysis. For different tasks, e.g., for calibration
of input variables to external data it may suffice to approximate the simulator in the neighborhood of the set of optimal
values [20].
To fit f ∗(·), we need a design that specifies the set of n points in X at which we will evaluate the simulator.
Let Xn = {x1, . . . ,xn } be a set of distinct vectors in X that includes the extreme vectors of X, so that all vectors
in X are convex combinations of vectors in Xn . Then, with some abuse of terminology, we will call the vectors in
Dn = {(xT , f (x))T : x ∈ Xn } the design vectors or design points. We further simplify notation bywriting (x, f (x)) instead
of (xT , f (x))T for each vector in Dn .
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2.3 | Choice of emulatormodel
We follow others in requiring that the emulator be an exact interpolator [8, 4, 11, 7, 10]. Specifically, we demand that
1. f ∗(x) = f (x) forx ∈ Xn , that is, the emulator’s prediction should agree with the simulator’s output value at the
design points because the simulator is deterministic.
2. At all other input vectors, the emulator must provide an interpolation of the simulator output value, whose uncer-
tainty decreases when closer to a design point, so that it becomes 0 at the design points.
3. The emulator should be orders of magnitude faster to evaluate than the simulator.
Despite the fact that practically all statistical and machine learning models are fast to evaluate, i.e., they satisfy
criterion 3, approaches such as linear regressions and neural networks do not satisfy the first two criteria, whereas
kernel-based methods such as Gaussian Processes (GPs), do. Figure 1 helps build intuition. Therefore, despite its
popularity in the literature in part due to its simple form and familiarity by researchers [21, 7], regression is not a
preferred emulator type in this context. We use GP-based emulation, also referred to as kriging in other fields [8, 4, 11,
7, 10]. We reviewGPs briefly in Appendix A.
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(a) Regression emulator.
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(b) Gaussian Process emulator.
F IGURE 1 Two emulatormodels. Two emulator functions predict the output of a simplistic model (grey curve). The
input is a single variable (X1, horizontal axis). The 10 grey points represent the data (“design points") used to fit the
emulators. The solid blue curves are the emulators’ predictions, and the areas between the red dashed curves are the
associated 95% prediction intervals. The prediction from the linear regression emulator (a) passes near, but not through,
all design points. Further, the prediction uncertainty is not zero at the design points. The Gaussian Process emulator (b)
passes through all design points, and the uncertainty of its predictions has the desired pattern. Figure adapted from [4].
2.4 | Experimental designs for developing emulators
Themost common experimental designs for emulators are space-filling designs and sequential designs. Space-filling
designs such as LHS and its variants choose B input points from X ensuring that pre-specified intervals of each input
variable are sampled. Space filling designs sample points regardless of an input variable’s influence on the output
variable [22, 23, 24]. Alternatively, sequential designsmake use of the estimated relationship between inputs and outputs
in the simulator [11, 7, 25]. Broadly, these approaches fit an emulator based on an initial set Dn0 of n0 design points and
then choose an additional new design point based on pre-established criteria related to the emulator’s fit or uncertainty.
When a new design point is chosen, it is added to the current set of design points and the emulator is refit with this new
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BOX 1 DESIGNPOINTALGORITHM (ALGORITHM1)
Start with a seeding set Xn0 of n0 input vectors. At least one vector in the set is in the interior of the polytope
of Xn0 . Call Dn0 the set of corresponding design points.
For each iteration t = 0, 1, . . . until criteria aremet:
0. Fit an EMULATOR f ∗(·) to all n0 + t design points in Dn0+t
1. For the i -th interior input vectorxi :
1.1. Remove the design point (xi , f (xi ))
1.2. Refit EMULATOR f ∗(−i )(·) to the remaining design points in Dn0+t \ {(xi , f (xi ))}
2.Obtain a set Ct of candidate input vectors (see Appendix B)
3. For each candidate input vector ct ∈ Ct :
3.1. Estimate predictions f ∗(ct ), and f ∗(−i )(ct ) for all f ∗(−i )(·) in Step 1.2.Get the rangeR (ct )of predictions.
4. Identify the candidate input vector c∗t = argmax
ct ∈Ct
R (ct )
5. IF R (c∗t ) ≥ Tr esampl e , whereTr esampl e is a predefined threshold:
- Add design point (c∗t , f (c∗t )) to Dn0+t and return to Step 0.
ELSE:
5.1. Estimate the standard error of predictions ˆSE (f ∗(ct )) at all ct ∈ Ct
5.2. Identify the candidate point c∗∗t with argmax
ct ∈Ct
[ ˆSE (f ∗(ct ))]
5.3. IF ˆSE (f ∗(c∗∗t )) ≥ TSE , whereTSE is a predefined threshold:
- Add design point (c∗∗t , f (c∗∗t )) to Dn0+t and return to Step 0.
ELSE: END
set of n0 + 1 design points. The process repeats until pre-established stopping criteria aremet.
LHS and other space-filling designs are easy to implement and are available inmany software packages (e.g., thelhs
package [26] in R). The number B of design points is fixed in advance in the form of a computational budget; however,
there is little guidance on pre-determining the adequate number of points. Furthermore, although LHS performswell
when the simulator behaves similarly across the input domain, it may approximate poorly when the simulator behaves
qualitatively differently in an input subdomain that is not sampled [27]. By contrast, sequential designs do not require
the user to specify the number of design points in advance, but rather allow them to continue to add design points
until the stopping criteria aremet. Theymay bemore efficient in that theymay require fewer design points than fixed
designs like LHS [7, 28]. However, sequential designs may be computationally expensive due to the re-estimation of the
emulator’s parameters after each additional design point [29].
3 | AN ACTIVE LEARNING ALGORITHM
The proposed active learning (AL) algorithm (Box 1: ALGORITHM 1) adopts aspects of sequential designs from the
current literature [7]. The algorithm seeks to select design points in the regions where (i) the simulator output changes
quickly and (ii) the emulator has high predictive uncertainty. The first goal is pursued through a resampling procedure
which successively removes existing design points from the complete set of design points, refits emulators using each
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of the resulting subsets of design points, and then identifies the “candidate” input vectors with the largest range in
predictions obtained using this series of emulators. Candidate input vectors are those input vectors that have not yet
been evaluated with the simulator. With this resampling procedure, the regions where the simulator is “fast-changing”
are likely to have larger ranges in predictions than in regions where the simulator is relatively flat [18]. For example,
removing a design point from a region where small changes in a PSA threshold value produce large changes in life-years
savedwill likely change the prediction of a nearby PSA threshold value. If the resampling procedure does not identify
any “fast-changing” regions (towards satisfying the first goal above), then the second goal is pursued by examining
the regions with large variance in the emulator’s prediction. Choosing additional design points in these regions will
reduce the emulator’s overall predictive uncertainty. Details of the algorithm’s process are described below, and Figure
2 illustrates the steps of the algorithm using a simplistic 1-dimensional example.
To start, the algorithm requires an initial set Xn0 of n0 input vectors, which includes the n∗ extreme vertices of the
input space X and a non-empty set of n0 − n∗ input vectors which are in the interior of the polytope of X (Figure 2
(a)). The initial input vectors are paired with their output values evaluated in the simulator f (·) to obtain the set
Dn0 = {(x, f (x)) : x ∈ Xn0 } of initial design points (Figure 2 (b)). An emulator f ∗(·) is then fit to Dn0 (Step 0, Figure 2
(c)). Next, for each interior input vectorxi , the corresponding design point (xi , f (xi )) is removed from the complete set
of design points (Step 1.1) and a new emulator f ∗(−i )(·) is fit to the remaining set Dn0 \ {(xi , f (xi ))} of n0 − 1 design points
(Step 1.2, Figure 2 (d)). A set C of candidate input vectors with “large” prediction errors from the current emulator are
then obtained (Step 2). We describe a simple algorithm for selecting candidate points in Appendix B. For each candidate
input vector c ∈ C, predictions are estimated using the emulator f ∗(·) and each re-fit emulator f ∗(−i )(·) from Step 1.2.
(Step 3.1, Figure 2 (e)); the range R (c) of these predictions is obtained (Step 3.2, Figure 2 (f)). The “winning” candidate
input vector c∗ ∈ C is the one with the largest range in predictions (Step 4). If the range from this candidate input
vector is above a pre-specified threshold (i.e., R (c∗) ≥ Tr esampl e ), the new design point (c∗, f (c∗)) is added to the set of
existing design points and we return to Step 0 (Step 5, Figure 2 (g)). Step 0 to Step 5 are repeated until the range of
predictions for c∗ is below the thresholdTr esampl e (Figure 2 (h)). Then, the standard error of the predictions ˆSE (f ∗(c))
with emulator f ∗(·) is estimated for each candidate input vector (Step 5.1, Figure 2 (i)), and the candidate input vector
c∗∗ ∈ C with the largest prediction error is identified (Step 5.2). If the prediction error for this candidate input vector is
above a pre-specified threshold (i.e., ˆSE (f ∗(c∗∗)) ≥ TSE ), then the new design point (c∗∗, f (c∗∗))) is added to the set of
existing design points andwe return to Step 0 (Step 5.3). The process repeats until both criteria are satisfied.
3.1 | Implementation
The AL algorithm is implemented in R and uses amodified version of the GPfit package [30] for fitting GP emulators.
When refitting emulators during iterations of the active learning algorithm, we used the initial values of previously fit
emulators as initial values. We use the geometry package [31] to obtain the tesselation of Xn that is required for the
algorithm in Appendix B that identifies the candidate points at each iteration of the active learning algorithm, and the
package lhs to generate LHS designs [26].
4 | APPLICATION
4.1 | The PSAPCmodel
The PSAPCmicrosimulationmodel accounts for the relationship between PSA levels, prostate cancer disease progres-
sion, and clinical detection [32, 2]. Themodel, its estimation approach, its calibration, and its comparison with other
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(a) Initial set-up: Input vectors.
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(b) Initial set-up: Design points.
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(c) Fit an emulator (Step 0).
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(d) Remove i -th interior point (Step 1.1)
and re-fit emulator f ∗(−i )(x) (Step 1.2).
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(e) For each candidate input (Step 2),
obtain predictions using re-fit emulators
(Step 3.1).
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(f) Obtain range of predictions at each
candidate input over f ∗(x) and all f ∗(−i )(x)
(Step 3.2).
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(g)With the candidate input with the
largest range in predictions (Step 4), fit a
new emulator (Step 5).
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(h) Repeat Steps 0-5 until range of
predictions is below threshold.
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(i) Estimate standard error of predictions
(Step 5.1) and identify input with largest
prediction error (Step 5.2).
F IGURE 2 1-dimensional example of ALGORITHM1. Blue points: interior design points; Grey points: design
points corresponding to extreme vertices; Grey curve: simulator; Blue curve: emulator prediction. Red dashed curve:
emulator’s 95% prediction intervals.
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F IGURE 3 PSAPCmodel natural history of disease progression. Healthy, preclinical, clinical, prostate cancer
mortality, and other-causemortality states in the absence of screening. Rounded rectangle represent the various health
states. Arrows between rectangles represent allowable transitions between health states. People develop preclinical
local-regional or distal disease, whichmaymanifest clinically. Patients can die of prostate cancer only after they have
developed clinical local regional or distal disease. People can die of other causes from any “alive” health state. For
simplicity, transitions from the “alive” health states to “death from other causes” are not drawn explicitly, but are
depicted by the broken arrows and the letter “d”. GS: Gleason Score.
prostate cancer models have been described in detail elsewhere [2, 3, 33, 34]. Here, we treat the PSAPCmodel as a
“black box”.
Figure 3 outlines the PSAPCmodel. Briefly, simulated healthymenmay develop preclinical, local-regional cancer
(disease onset). The PSAPC version we are using incorporates disease grade (low=Gleason scores 2-7; high=Gleason
scores 8-10) which is determined and fixed upon disease onset. Patients with low- or high-grade, local-regional cancer
may progress to distant sites (metastatic spread). Patients with either local-regional or metastatic diseasemay present
with symptoms (clinical detection). Those with a clinically-detectable form of disease may die from prostate cancer
(prostate cancermortality). At any time and any health state in themodel, patients may die from other causes (other-
causemortality). Disease progression is related to age or PSA levels. PSA levels aremodeled as a function of age and
age of disease onset, such that there is a linear changepoint in (log) PSA after disease onset. PSA levels after disease
onset differ for those with low versus high-grade disease. Parameters for the age of disease onset, metastatic spread,
and clinical detection are estimated from calibration.
In the presence of screening, the simulated individuals with cancer may be identified and treated earlier (i.e.,
during preclinical state) than without screening. Themodel assigns each simulated individual a schedule of PSA-based
screening tests and biopsies, as determined by the simulated screening strategy. Every time screening occurs, menwith
PSA levels above the PSApositivity threshold are referred to biopsy, and thosewith a positive biopsy result aremanaged
with radical prostatectomy, radiation therapy, or active surveillance (i.e., no treatment but continuedmonitoring) [32, 2].
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The PSAPCmodel projects several outcomes, including the number of screenings, false-positive results, prostate
cancer diagnoses, prostate cancer deaths, and life-years gainedwith PSA-screening versus no screening (i.e., clinical
detection only). The model results are presented as the mean number of events or the lifetime probability of each
outcome based on the simulated cohorts of men (e.g., 100millionmen) [3].
4.2 | Example goal: Life expectancy with different PSA positivity thresholds for a set of
screening policies
Using the PSAPCmodel described above, we aimed to estimate the expected life-days saved with PSA-based screening
versus no screening for policy-relevant screening strategies that used age-specific PSA thresholds. We considered
all annual PSA screening strategies that used PSA positivity thresholds between 0.5 and 6.0 ng/mL and used four
age-specific PSA positivity thresholds (k = 4): one for men aged 40-44 years (P SA40−44), a second for men aged 45-49
years (P SA45−49), a third for men aged 50-54 (P SA50−54), and a fourth for men aged 55-74 (P SA55−74). Because PSA
levels increase with increasing age [35], we assumed “policy-relevant” strategies consist of those with age-specific PSA
positivity thresholds being constant in each age-group, where the PSA positivity threshold value for a given age group
was at least as high as the value in the preceding age group. In sensitivity analyses, we also considered each of k = 1, 2, 3
age-specific PSA positivity thresholds.
To obtain results with the PSAPCmodel with negligibleMonte Carlo error, we simulated cohorts of 100million
men aged 40 in the year 2000whowere screened annually from age 40 to age 74.
4.3 | The PSAPC emulators
A series of GP emulators of the PSAPCmodel were developed to predict the expected life-days savedwith screening
versus no screening using as predictors the PSA-positivity thresholds in each age-group. The parameter values for the
emulators’ initial set-up and the selection of subsequent design points are outlined in Table 1. Briefly, an initial seeding
set of n0 = 3k or n0 = 10k PSA positivity threshold values was sampled over the k -dimensional input space, which
included the n∗ extreme vertices of the input space and additional n0 − n∗ randomly sampled interior vectors. Because
the location of the seeding design points can affect the fit of the initial emulator, one emulator was fit to each of 10
initial seeding sets. Themean functionm(·) for the GP-based emulators was a constant. Overall, there were 8 cases
governing the initial set-up of the emulators (Table 1).
For each of the 8 initial cases, the GP emulators were developed using the proposed active learning algorithm (AL
approach) and using a LHS space-filling design (LHS approach). The AL algorithm in Section 3was applied for each of
the 10 initial seeding sets of design points. The stopping criteria were 0.2 or 0.5 life-days gained for the resampling
threshold (Tr esampl e ) and 0.5 life-days gained for the predictive uncertainty threshold (TSE ), because we judged that a
precision in the order of 1 day was good enough for policy making in this application. The stopping criteria needed to be
met for up to 5 consecutive iterations. With the LHS approach, sequential batches of 5 points (P = 5) were repeatedly
sampled across the input space, evaluated in the PSAPC simulator, and added as design points to the previous set until
100 design points were obtained. Because LHS is a randomized routine, 10 LHS-based emulators were developed
using different random seeds for each of the 10 initial seeding sets resulting in a total of 100 LHS-based emulators (10
replications of 10 random initial sets) for each of the 8 initial cases.
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TABLE 1 Set-up for emulators developedwith the AL and LHS approaches.
Parameter for emulator development Values
Initial set-up (both approaches)
Number of input variables (k ) {1, 2, 3, 4}
Number of initial design points (n0) {3k , 10k }
Number of initial seeding sets of design points {10}
Emulator mean function (m(·)) {constant}
AL approach
Resampling threshold in life-days (Tr esamp ) {0.2, 0.5}
SE threshold in life-days (TSE ) {0.5}
Number of consecutive iterationsmeeting threshold criteria {1, 2, 3, 4, 5}
LHS approach
Number of seeds per initial set of design points {10}
Number of LHS samples per iteration (P ) {5}
Final number of design points* (B ) {100}
AL: active learning algorithm; LHS: Latin hypercube sampling.
*The LHS approach stopped selecting design points when 100 points had been
selected. For n0 = 3k , the final number of design points with LHSwas 103 (k = 1),
101 (k = 2), 104 (k = 3), and 102 (k = 4).
4.4 | Performancemetrics
To assess each emulator’s “closeness” to the PSAPC simulator, the following metrics were estimated by evaluating
the PSAPC simulator over a fine grid ofMk PSA positivity threshold values: (i) the square-root mean squared error
RMSEk =
√
1
Mk
∑Mk
m=1(f ∗(xm ) − f (xm ))2, where m = 1, . . . ,Mk , which averages discrepancies over the whole input
domain; and (ii) themaximum difference between the emulator prediction and the PSAPC simulator output,MAXk =
maxm |f ∗(xm )−f (xm ) |. For bothmetrics, a lower value indicates better performance (i.e., closer to thePSAPCsimulator).
PSA positivity threshold values ranged from 0.5 to 6 ng/mL, with the PSA positivity threshold value for a given age
group at least as high as the value in the preceding age group as described above. For k = 4, the number of evaluations
wasM4 = 11, 616.1
1The number of evaluations is as follows. For k = 1, therewere 101 evaluations so that each P SA40−74 interval had length 0.01, yieldingM1 = 101. For k = 2,
a fine grid with intervals of 0.02 was obtained, then restricted to the subset where the values for P SA45−74 ≥ P SA40−44 . The 101 values from k = 1were
also included for a total ofM2 = 1, 376 evaluations. For k = 3, a fine grid with intervals of 0.04 was obtained, then restricted to the subset where the values
for P SA50−74 ≥ P SA45−49 ≥ P SA40−44 . The 1,376 values from k = 2were also included for a total ofM3 = 4, 301 evaluations. For k = 4, a fine grid with
intervals of 0.05 was obtained, then restricted to the subset where the values for P SA55−74 ≥ P SA50−54 ≥ P SA45−49 ≥ P SA40−44 . The 4,301 values
from k = 3were also included for a total ofM4 = 11, 616.
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5 | RESULTS
Figure 4 illustrates the performance of emulators fit with the AL approach using a resampling threshold of 0.5 life-days
(solid black lines) and the LHS approach (dashed grey lines) for the case where k = 4 and n0 = 3k . In particular, Figures 4
(a, b) show the RMSE and Figures 4 (c, d) show the MAX, as assessed at each iteration of the design point selection
process. For both approaches, the addition of design point(s) may improve or worsen an emulator’s performance,
although the performance typically improves with more design points. The improvement tends to be greater in the
beginning, when there are few design points, as indicated by the initial steep slopes of the curves. The curves level
off as more design points were selected; the AL approach terminates shortly after the curves level (e.g., 40-50 design
points ) whereas the LHS approach exhausted the budget of 100 design points. At any number of design points, all
AL-trained emulators performed at least as well as the LHS-trained emulators. Amore extensive set of emulator result
comparisons is available elsewhere [20].
Table 2 present the emulators’ performance results for all scenarios. For the AL-trained emulators, the results
are the emulators fit to the final set of design points (i.e., when the AL terminated). To facilitate comparisons with the
LHS-based emulators, the tables present performance results of LHS-emulators fit to n0 + 5, n0 + 10, n0 + 50, and the full
budget of design points. The AL-trained emulators typically achieved a better performancemore quickly (i.e., with fewer
design points/simulator evaluations) than the LHS-trained emulators. For example, with n0 = 3k and stopping criteria
ofTr esampl e = 0.5 for 5 consecutive iterations, the median [range] MAX for emulators trained with the AL approach
was 0.78 [0.37, 1.30] with between 26 and 50 design points whereas theMAX for LHS-based emulators was 0.86 [0.50,
1.44] with 62 design points. However, in practice, one would train the LHS emulators on thewhole budget, where the
respective results are 0.71 [0.47, 1.22]. Then, the AL-trained emulators would have attained comparableMAXmetrics
with 2 to 4 times fewer design points.
Across all analyses, there were gains in the performance of the AL-trained emulators versus the LHS-trained emula-
tors with comparable numbers of design points when usingmore stringent stopping criteria (e.g, a lower resampling
threshold or higher number of consecutive iterations).
6 | DISCUSSION
Our AL algorithm appears to be a reasonable choice for many emulation problems, because (i) it is self-stopping and (ii)
it is efficient, in that it requires only a limited number of simulator evaluations to achieve a close-enough approximation
to the simulator. The self-stopping attribute is important, because there is little guidance in selecting the total number
of design points for GP emulators. “Rules of thumb” based on simulation testing suggest that trying about 100 points
may be sufficient for a few input variables [36, 27]. Others have needed up to 400 points for emulators with 28 to 30
input variables [37]. By contrast, in all analyses, the AL algorithm self-terminated to yield well-performing emulators.
We believe (but have not proven) that for smooth simulators, the AL algorithm will always terminate, because GPs
converge to the underlying simulator with increasing number of design points [38]. Therefore, we believe that this work
responds to the call by the Second Panel for Cost-Effectiveness in Health andMedicine for future research on “practical
approaches to efficiently develop well-performing emulators” of mathematical models in healthcare [15, 13, 39].
Our results are consistent with the literature, which also suggests that sequential designs can approximate
simulators with predictive accuracy that is at least comparable to or better than that of conventional space-filling
designs [18, 40]. The efficiency of the AL algorithm is an important consideration for simulators that require sub-
stantially more computational resources compared to the PSAPC, such as the physiology-based chronic disease
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TABLE2
Overviewofperformanceresultsfor
k
=
4andaconstantmeanfunction.nisthenumberofdesignpointsusedtofittheemulators.Fortheactive
learningalgorithmapproach,the
ninbracketsistherangeofdesignpointswhenstoppingcriteriaweremetfor1,2,3,4,or5consecutiveiterations.Resultsforthe
MAXandRMSEarethemedian[range]foremulatorsdevelopedwith10differentinitialseeds(ALapproach)and10replicationsofthe10randominitialseeds(LHS
approach)
n
0
=
12
n
0
=
40
n
MAX
RMSE
n
MAX
RMSE
Initialemulators
12
1.83[1.71,1.99]
0.62[0.44,0.81]
40
1.15[0.82,1.55]
0.25[0.19,0.40]
AL(T
re
s
a
m
p
le
=
0
.5)
#consecutiveiterations
1
[14-36]
0.98[0.43,1.75]
0.19[0.10,0.47]
[43-55]
0.78[0.44,1.24]
0.14[0.11,0.28]
2
[15-41]
0.86[0.44,1.70]
0.16[0.11,0.49]
[45-59]
0.71[0.29,0.86]
0.12[0.07,0.16]
3
[19-44]
0.77[0.48,1.68]
0.14[0.10,0.50]
[49-63]
0.67[0.31,0.88]
0.12[0.07,0.17]
4
[24-49]
0.76[0.42,1.41]
0.14[0.09,0.36]
[50-64]
0.67[0.31,0.96]
0.11[0.07,0.19]
5
[26-50]
0.78[0.37,1.30]
0.13[0.09,0.33]
[53-65]
0.68[0.32,0.87]
0.11[0.07,0.17]
AL(T
re
s
a
m
p
le
=
0
.2)
#consecutiveiterations
1
[14-39]
1.25[0.86,1.75]
0.31[0.13,0.51]
[43-63]
0.76[0.27,1.38]
0.13[0.06,0.28]
2
[19-54]
0.99[0.47,1.38]
0.21[0.09,0.38]
[49-70]
0.69[0.27,1.13]
0.11[0.06,0.22]
3
[25-55]
1.03[0.46,1.32]
0.21[0.09,0.34]
[50-71]
0.70[0.27,1.14]
0.11[0.06,0.22]
4
[26-56]
0.99[0.46,1.32]
0.17[0.09,0.34]
[56-72]
0.54[0.27,0.96]
0.09[0.06,0.27]
5
[27-57]
0.99[0.45,1.33]
0.16[0.09,0.32]
[57-73]
0.54[0.27,1.04]
0.09[0.06,0.31]
LHSn0
+
5
17
1.59[0.89,2.45]
0.38[0.22,0.62]
45
0.97[0.64,1.85]
0.19[0.12,0.35]
n
0
+
10
22
1.47[0.80,2.00]
0.28[0.17,0.41]
50
0.94[0.62,1.74]
0.17[0.10,0.32]
n
0
+
50
62
0.86[0.50,1.44]
0.14[0.08,0.26]
90
0.74[0.41,1.38]
0.11[0.07,0.21]
last
102
0.71[0.47,1.22]
0.11[0.07,0.16]
100
0.70[0.39,1.32]
0.10[0.07,0.20]
AL:ActiveLearningalgorithm;LHS:LatinHypercubeSampling;MAX:Maximumdeviationbetweenemulatorandsimulator;RMSE:
Square-RootMeanSquaredError.
ELLIS ET AL. 13
Number of design points
R
M
S
E
0 20 40 60 80 1000
.0
0.
5
1
.0
1
.5
2
.0
Algorithm
LHS-5
Number of design points
R
M
S
E
0 10 20 30 40 50 600
.0
0.
2
0
.4
0
.6
0
.8
1
.0
Algorithm
LHS-5
(a) RMSE (b) RMSE for first 60 design points.
Number of design points
M
A
X
0 20 40 60 80 1000
.0
0.
5
1.
0
1.
5
2.
0
2.
5
3.
0
Algorithm
LHS-5
Number of design points
M
A
X
0 10 20 30 40 50 600
.0
0.
5
1.
0
1.
5
2.
0
2.
5
Algorithm
LHS-5
(c) MAX (d)MAX for first 60 design points.
F IGURE 4 Performance of emulators with k = 4, n0 = 12,Tr esampl e = 0.5, and a constantmean function. From
10 initial seeding sets of design points, 10 emulators were fit using AL (black solid curve) and 100 emulators (10 per
initial seed) were fit using LHS (grey dashed curves). (a) Square-root mean squared error (RMSE). (b)Magnification of
the RMSE from (a) of the first 60 design points. (c) Maximum difference between emulator prediction and simulator
results (MAX). (d)Magnification of theMAX from (c) of the first 60 design points.
model Archimedes [41, 42] or detailed modeling of the biomechanics of red blood cells [43]. In our case, we chose
a computationally tractable simulator so as to quantify the evolution of RMSE andMAXmetrics for emulators devel-
oped with different designs and to demonstrate computational efficiencies. Such calculations would be impractical with
mathematical models that take hours or days, rather thanminutes, to evaluate.
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6.1 | Limitations
Several of the limitations pertain to the fact that we use GPs for emulation, which do not scale well to many inputs, do
not extrapolatewell, and can themselves be expensive to fit [38]. O’Hagan suggests that that GPsmay be practical for up
to 50 input dimensions [8]. If a large number of inputs must be emulated, one should explore whether developing several
lower-dimensional emulators suffices. Knowing the analytic specification of the underlyingmodel could offer insights
about the feasibility of this simplification. GPs are interpolators and should not be used to extrapolate outside the input
polytope. If such extrapolations are required, other types of emulators should be used, as the emulation problem has
different goals that those described in Section 2.2.
The computational cost of learning GPs is about O (n3) [38] in the number n of design points, and for large n ,
fitting GPs becomes computationally expensive. The AL algorithm requires successively fitting a large number of GPs.
However, it fits GPs that have one less or one more design point than an already fitted GP. Re-fitting in a minimally
reduced or augmented dataset can be sped up by using previously-estimated parameter values as starting values for the
fitting algorithm (as was done here), and with other approximations [44].
GPs trained with the AL algorithm are not guaranteed to converge to the simulator, whereas GPs trained with LHS
will eventually do so [23]. Asymptotic convergence would probably be achieved bymodifying step 5 in the AL algorithm
to also allow choosing, with some probability, a set of random design points in an “exploration” step. However, this might
undercut the AL algorithms’ efficiency gains.
6.2 | Extensions
In some applications, wemay be interested in both the expectation and the variance of the simulator output. The AL
algorithm could be used by substituting stochastic GPs for the deterministic GPs that we have used here. Stochastic
GPsmodel the error in the observation [38, 8, 7]. If a stochastic GP is used, some care is needed to avoid setting too
stringent a resampling or SE threshold in the stopping criteria. For example, if theTSE threshold is smaller than the
simulator’s prediction uncertainty, the AL algorithmwill never terminate.
For emulating multivariate simulator outputs a multivariate GP can be used, which can also model correlations
between the multiple outputs [38, 16, 45]. If multivariate emulators are to be used, the stopping criteria for the AL
algorithmwould also need to bemodified, e.g.,Tr esampl e andTSE should be bemet for each output, or for some function
of the outputs. However, in practice, for a large class of models, there appears to be little gain attempting to learn
multivariate emulators compared to several univariate ones [46, 47, 48].
The AL algorithm can be usedwith different types of emulators, including regression or neural network learners,
althoughwe have not examined this case in an example. We have also not explicitly discussed the case of linked emulators,
that are used to approximate systems of computer simulators, or equivalently, distinct modules of a modular simulator,
where the results of onemodule are used by othermodules to yield the output of the overall simulator [48, 49]. This
result suggests thatwe should be able to fit separate emulators for each simulatormodulewith our AL algorithm. Finally,
elsewhere, we build on this work to developAL algorithms that train emulators to a target accuracy, albeit at an increased
computational cost [20].
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APPEND ICES
A | Review of Gaussian Processes
AGaussian Process is defined as a collection of random variables, any finite number of which have a joint normal distribu-
tion [38]. A Gaussian Process f ∗(x) is specified by its mean function
m(x) = Å[f ∗(x)]
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and covariance function
cov(f ∗(xi ), f ∗(xj )) = k (f (xi ), f (xj )) = Å[ (f ∗(xi ) −m(xi )) (f ∗(xj ) −m(xj )) ] .
Wewrite the notation f ∗(·) ∼ GP (m(·), k (·, ·)) .
In practice, a simulator f (·) is evaluated n times to obtain a set of design points, Dn = {(x, f (x)) : x ∈ Xn }. Typically,
the inputsx are transformed so that their domain is the unit cube. A Gaussian Process emulator model approximates
the simulator f (·)with
f ∗(·) = m(·) + δ(·),
where δ(·) ∼ GP (0, k (·, ·)) is a zero-mean Gaussian Process and 0 = (0, . . . , 0)T .
Commonly, the mean function is a constant modelm(x) = µ, but it may also be a function of the input vectors, e.g., a
linear componentm(·) = h(·)T β, whereβ is a vector of p coefficients andh(·)′ is a vector of p known functions of the
input vectors. Under this specification, the residuals from the linear regression aremodeled by a zero-mean Gaussian
Process. Although specifying a non-constantm(·) is not necessary, doing somay increase the smoothness of the fitted
Gaussian Process and hencemay require fewer design points for a “good” model fit [8].
The “behavior” of the zero-mean Gaussian Process δ(·) is determined by the covariance function k (·, ·). Many
choices for the covariance function exist; see [38] for a discussion. A common class of functions assumes a stationary
covariance process, i.e., that the relationship between any two points depends only on their distance and not their
location. Within this class, a typical choice for the covariance function is the squared exponential or radial basis function
k (f (xi ), f (xj )) = σ2 exp ( − (xi − xj )′Θ(xi − xj )) = σ2 k∏
d=1
exp ( − θd (xd i − xdj )2) = σ2 c(f (xi ), f (xj )),
where σ2 is the variance of the process,Θ = diag(θ1, . . . , θk ) a diagonal matrix of k non-negative roughness parameters,
and c(·, ·) the implied correlation function. Note that c(f (xi ), f (xi )) = 1, and that the correlation between xi ,xj is
positive and decreases with the distance between xi and xj [50, 38]. The roughness parameters θ = (θ1, . . . , θk )′
determine how quickly the correlation decreases in each dimension. A large value suggests a low correlation for a given
dimension, evenwhen two points are close.
Let y = (y1, . . . , yn )′ = (f ∗(x1), . . . , f ∗(xn ))′ be a vector of observations modeled with a Gaussian Process. From
the definition of the Gaussian Process, these observations are modeled as following an n-dimensional multivariate
normal distribution. The parametersβ, σ2, and θ of the mean function and the covariance function can be obtained
by optimizing the likelihood of the observations [7, 38, 30]. For example, for a constant mean functionm(x) = µ, the
mean µ and the variance σ2 of the Gaussian Process can be expressed in closed form as a function of the roughness
parameters
µ =
1′R−1y
1′R−11 , and
σ2 =
(y − 1µ)′R−1(y − 1µ)
n
,
where 1 = (1, . . . , 1)′ andR is a n × n symmetric positive definite correlationmatrix in which the correlation between
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the i -th and j -th observations is c(f (xi ), f (xj )). The negative profile log likelihood Lθ
−2log(Lθ) ∝ log( |R |) + n log[(y − 1µ)′R−1(y − 1µ)]
is a function of the roughness parameters θ because µ,σ2, andR are functions of θ. In the equation above, |R | is the
determinant ofR. Optimizing the likelihood yields estimates θˆ for θ, and thus estimates for µ,σ2 and the correlation
matrixR.
The best linear unbiased predictor of the output value at a new input vector x˜ is [7, 38]
f ∗(x˜) = µ + r′R−1(y − 1µ)
where r is a n-vector of correlations between x˜ and the n input vectors from the design points, such that the i -th
element of r is c(f (x˜), f (xi )). The prediction error is [7, 38]
s2(x˜) = σ2
[
1 − r′R−1r + (1 − 1′R−1r)21′R−11
]
.
Themaximum likelihood estimate θˆ is used to obtain r andR in the two prediction formulas above.
B | Algorithm for candidate points
The identification of the set C of candidate input vectors noted in ALGORITHM 1 is outlined in ALGORITHM2 (Box 2). A
second example is provided in Figure B.1 to illustrate this algorithmwith amore complex 2-dimensional example, where
the steps can be illustrated more clearly than in the 1-dimensional case. To start, the algorithm requires a set Dn of
design points (Figure B.1 (a)), with Xn denoting the corresponding set of input vectors, and an emulator f ∗(·) fit with Dn .
First, a triangulation of Xn is obtained (Step 1, Figure B.1 (b)). The triangulationT (Xn ) = ∪Sj partitions Xn in
k−dimensional simplexes Sj using all x ∈ Xn as vertices. The partitioning is such that Sj ∩ Sl for j , l is either the
empty set or a lower-dimensional simplex (a shared extreme point, line, or facet).
Any triangulation would do. For relatively small numbers of points (in the few hundreds), and few dimensions (say,
less than 10), it is practical to use a Delaunay triangulation, for whichmany routines exist [51]. Within each returned
simplex, we identify the vector s∗
j
that maximizes the standard error of the predictions ˆSE (f ∗(c))with emulator f ∗(·),
for all sj ∈ Sj (Step 1.1 in ALGORITHM1, Figure B.1 (c)). The set C of unique s∗j are selected as the candidate input
vectors to be exploited in ALGORITHM 1.
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A
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D
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F
X1
X
2
(a) Initial set-up: Input vectors.
The polytope of X6 is the grey shaded rectangle,
which includes the extreme vertices A, B, C, D (grey
points). E, F are interior vectors (blue points).
A
B C
D
E
F
X1
X
2
SADE
SCDE
SCEF
SBCF
SAEF
SABF
(b) Step 1.
The triangulation gives the 6 simplexes
T (X6) = {SADE , SCDE , SCEF , SBCF , SAEF , SABF }
defined by the blue line segments.
A
B C
D
E
F
X1
X
2
s∗ADE
s∗CDE
s∗CEFs
∗
BCF
s∗AEF
s∗ABF
(c) Step 1.1.
The vectors {s∗ADE , s∗CDE , s∗CEF , s∗BCF , s∗AEF , s∗ABF }
(green diamonds) that maximize the standard error
of the predictions within each of the 6 simplexes
are identified.
F IGURE B .1 Illustrative example of ALGORITHM2.
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BOX 2 CANDIDATEDESIGNPOINTALGORITHM (ALGORITHM2)
For a given setDn of design vectors, let Xn be the set of the corresponding input vectors, and f ∗(·) an emulator
fit with Dn .
1.Obtain a triangulationT (Xn ). For each simplex Sj inT (Xn ):
1.1 Find the input vector s∗
j
that maximizes the standard error of the prediction ˆSE (f ∗(sj )) for all sj ∈ Sj .
2. Return the candidate input vectors C = unique[{s∗
j
for all j }] from the input vectors identified in Step 1.
