Abstract. As the most pervasive method of individual identification and document authentication, signatures present convincing evidence and provide an important form of indexing for effective document image processing and retrieval in a broad range of applications. In this work, we developed a fully automatic signature-based document image retrieval system that handles: 1) Automatic detection and segmentation of signatures from document images and 2) Translation, scale, and rotation invariant signature matching for document image retrieval. We treat signature retrieval in the unconstrained setting of non-rigid shape matching and retrieval, and quantitatively study shape representations, shape matching algorithms, measures of dissimilarity, and the use of multiple query instances in document image retrieval. Extensive experiments using large real world collections of English and Arabic machine printed and handwritten documents demonstrate the excellent performance of our system. To the best of our knowledge, this is the first automatic retrieval system for general document images by using signatures as queries, without manual annotation of the image collection.
Introduction
Searching for relevant documents from large complex document image repositories is a central problem in document image retrieval. One approach is to recognize text in the image using an optical character recognition (OCR) system, and apply text indexing and query. This solution is primarily restricted to machine printed text content because state-of-the-art handwriting recognition is error prone and is limited to applications with a small vocabulary, such as postal address recognition and bank check reading [24] . In broader, unconstrained domains, including searching of historic manuscripts [25] and the processing of languages where character recognition is difficult [7] , image retrieval has demonstrated much better results.
As unique and evidentiary entities in a broad range of application domains, signatures provide an important form of indexing that enables effective image search and retrieval from large heterogeneous document image collections. In this work, we address two fundamental problems in automatic document image search and retrieval using signatures:
Detection and Segmentation. Object detection involves creating location hypotheses for the object of interest. To achieve purposeful matching, a detected object often needs to be effectively segmented from the background, and represented in a meaningful way for analysis.
Fig. 1.
Examples from the Tobacco-800 [1, 17] database (first row) and the University of Maryland Arabic database [18] (second row)
Matching. Object matching is the problem of associating a given object with another to determine whether they refer to the same real-world entity. It involves appropriate choices in representation, matching algorithms, and measures of dissimilarity, so that retrieval results can be invariant to large intra-class variability and robust under inter-class similarity.
In the following sub-sections, we motivate the problems of detection, segmentation, and matching in the context of signature-based document image retrieval and present an overview of our system.
Signature Detection and Segmentation
Detecting and segmenting free-form objects such as signatures is challenging in computer vision. In our previous work [38] , we proposed a multi-scale approach to jointly detecting and segmenting signatures from document images with unconstrained layout and formatting. This approach treats a signature generally as an unknown grouping of 2-D contour fragments, and solves for the two unknowns -identification of the most salient structure in a signature and its grouping, using a signature production model that captures the dynamic curvature of 2-D contour fragments without recovering the temporal information.
We extend the work of Zhu et al. [38] by incorporating a two-step, partially supervised learning framework that effectively deal with large variations. A base detector is learned from a small set of segmented images and tested on a larger pool of unlabeled training images. In the second step, we bootstrap these detections to refine detector parameters while explicitly train against clutter background. Our approach is empirically shown to be more robust than [38] against cluttered background and large intra-class variations, such as differences across languages. Fig. 4 shows detected and segmented Arabic signatures by our approach (right), in contrast to their regions in documents that originally contain significant amount of background text and noise.
Signature Matching for Document Image Retrieval
Detection and segmentation produce a set of 2-D contour fragments for each detected signature. Given a few available query signature instances and a large database of detected signatures, the problem of signature matching is to find the most similar signature samples from the database. By constructing the list of best matching signatures, we effectively retrieve the set of documents authorized or authored by the same person.
We treat a signature as a non-rigid shape, and represent it by a discrete set of 2-D points sampled from the internal or external contours on the object. 2-D point feature offers several competitive advantages compared to other compact geometrical entities used in shape representation because it relaxes the strong assumption that the topology and the temporal order need to be preserved under structural variations or clustered background. For instance, two strokes in one signature sample may touch each other, but remain well separated in another. These structural changes, as well as outliers and noise, are generally challenging for shock-graph based approaches [28, 30] , which explicitly make use of the connection between points. In some earlier studies [16, 20, 23, 27] , a shape is represented as an ordered sequence of points. This 1-D representation is well suited for signatures collected on-line using a PDA or Table PC. For unconstrained off-line handwriting in general, however, it is difficult to recover their temporal information from real images due to large structural variations [9] . Represented by a 2-D point distribution, a shape is more robust under structural variations, while carrying general shape information. As shown in Fig. 2 , the shape of a [2] and local neighborhood graphs [36] constructed from detected and segmented signatures. First column: Original signature regions in documents. Second column: Shape contexts descriptors constructed at a point, which provides a large-scale shape description. Third column: Local neighborhood graphs capture local structures for non-rigid shape matching. signature is well captured by a finite set P = {P 1 , . . . , P n }, P i ∈ R 2 , of n points, which are sampled from edge pixels computed by an edge detector.
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We use two state-of-the-art non-rigid shape matching algorithms for signature matching. The first method is based on the representation of shape contexts, introduced by Belongie et al. [2] . In this approach, a spatial histogram defined as shape context is computed for each point, which describes the distribution of the relative positions of all remaining points. Prior to matching, the correspondences between points are solved first through weighted bipartite graph matching. Our second method uses the non-rigid shape matching algorithm proposed by Zheng and Doermann [36] , which formulates shape matching as an optimization problem that preserves local neighborhood structure. This approach has an intuitive graph matching interpretation, where each point represents a vertex and two vertices are considered connected in the graph if they are neighbors. The problem of finding the optimal match between shapes is thus equivalent to maximizing the number of matched edges between their corresponding graphs under a one-to-one matching constraint.
2 Computationally, [36] employs an iterative framework for estimating the correspondences and the transformation. In each iteration, graph matching is initialized using the shape context distance, and subsequently updated through relaxation labeling for more globally consistent results.
Treating an input pattern as a generic 2-D point distribution broadens the space of dissimilarity metrics and enables effective shape discrimination using the correspondences and the underlying transformations. We propose two novel shape dissimilarity metrics that quantitatively measure anisotropic scaling and registration residual error, and present a supervised training framework for effectively combining complementary shape information from different dissimilarity measures by linear discriminant analysis (LDA). We comprehensively study different shape representations, measures of dissimilarity, shape matching algorithms, and the use of multiple query instances in overall retrieval accuracy.
The structure of this paper is as follows: The next section reviews related work. In Section 3, we describe our signature matching approach in detail and present methods to combine different measures of shape dissimilarity and multiple query instances for effective retrieval with limited supervised training. We discuss experimental results on real English and Arabic document datasets in Section 4 and conclude in Section 5.
Related Work

Shape Matching
Rigid shape matching has been approached in a number of ways with intent to obtain a discriminative global description. Approaches using silhouette features include Fourier descriptors [33, 19] , geometric hashing [15] , dynamic programming [13, 23] , and skeletons derived using Blum's medial axis transform [29] . Although silhouettes are simple and efficient to compare, they are limited as shape descriptors because they ignore internal contours and are difficult to extract from real images [22] . Other approaches, such as chamfer matching [5] and the Hausdorff distance [14] , treat the shape as a discrete set of points in a 2-D image extracted using an edge detector. Unlike approaches that compute correspondences, these methods do not enforce pairing of points between the two sets being compared. While they work well under selected subset of rigid transformations, they cannot be generally extended to handle non-rigid transformations. The reader may consult [21, 32] for a general survey on classic rigid shape matching techniques.
Matching for non-rigid shapes needs to consider unknown transformations that are both linear (e.g., translation, rotation, scaling, and shear) and non-linear. One comprehensive framework for shape matching in this general setting is to iteratively estimate the correspondence and the transformation. The iterative closest point (ICP) algorithm introduced by Besl and McKay [3] and its extensions [11, 35] provide a simple heuristic approach. Assuming two shapes are roughly aligned, the nearest-neighbor in the other shape is assigned as the estimated correspondence at each step. This estimate of the correspondence is then used to refine the estimated affine or piece-wise-affine mapping, and vice versa. While ICP is fast and guaranteed to converge to a local minimum, its performance degenerates quickly when large non-rigid deformation or a significant amount of outliers is involved [12] . Chui and Rangarajan [8] developed an iterative optimization algorithm to determine point correspondences and the shape transformation jointly, using thin plate splines as a generic parameterization of a non-rigid transformation. Joint estimation of correspondences and transformation leads to a highly non-convex optimization problem, which is solved using the softassign and deterministic annealing.
Document Image Retrieval
Rath et al. [26] demonstrated retrieval of handwritten historical manuscripts by using images of handwritten words to query un-labeled document images. The system compares word images based on Fourier descriptors computed from a collection of shape features, including the projection profile and the contours extracted from the segmented word. Mean average precision of 63% was reported for image retrieval when tested using 20 images by optimizing 2-word queries.
Srihari et al. [31] developed a signature matching and retrieval approach by computing correlation of gradient, structural, and concavity features extracted from fixed-size image patches. It achieved 76.3% precision using a collection of 447 manually cropped signature images from the Tobacco-800 database [1, 17] , since the approach is not translation, scale or rotation invariant.
Matching and Retrieval
Measures of Shape Dissimilarity
Before we introduce two new measures of dissimilarity for general shape matching and retrieval, we first discuss existing shape similarity metrics. Each of these dissimilarity measures captures certain shape information from estimated correspondences and transformation for effective discrimination. In the next subsection, we describe how to effectively combine these individual measures with limited supervised training, and present our evaluation framework.
Several measures of shape dissimilarity have demonstrated success in object recognition and retrieval. One is the thin-plate spline bending energy D be , and another is the shape context distance D sc . As a conventional tool for interpolating coordinate mappings from R 2 to R 2 based on point constraints, the thin-plate spline (TPS) is commonly used as a generic representation of non-rigid transformation [4] . The TPS interpolant f (x, y) minimizes the bending energy
over the class of functions that satisfy the given point constraints. Equation (1) imposes smoothness constraints to discourage non-rigidities that are too arbitrary. The bending energy D be [8] measures the amount of non-linear deformation to best warp the shapes into alignment, and provides physical interpretation. However, D be only measures the deformation beyond an affine transformation, and its functional in (1) is zero if the undergoing transformation is purely affine. The shape context distance D sc between a template shape T composed of m points and a deformed shape D of n points is defined in [2] as 
where T (.) denotes the estimated TPS transformation and C(., .) is the cost function for assigning correspondence between any two points. Given two points, t in shape T and d in shape D, with associated shape contexts h t (k) and h d (k), for k = 1, 2, . . . , K, respectively, C(t, d) is defined using the χ 2 statistic as
We introduce a new measure of dissimilarity D as that characterizes the amount of anisotropic scaling between two shapes. Anisotropic scaling is a form of affine transformation that involves change to the relative directional scaling. As illustrated in Fig. 3 , the stretching or squeezing of the scaling in the computed affine map captures global mismatch in shape dimensions among all registered points, even in the presence of large intra-class variation.
We compute the amount of anisotropic scaling between two shapes by estimating the ratio of the two scaling factors S x and S y in the x and y directions, respectively. A TPS transformation can be decomposed into a linear part corresponding to a global affine alignment, together with the superposition of independent, affine-free deformations (or principal warps) of progressively smaller scales [4] . We ignore the non-affine terms in the TPS interpolant when estimating S x and S y . The 2-D affine transformation is represented as a 2 × 2 linear transformation matrix A and a 2 × 1 translation vector T
where we can compute S x and S y by singular value decomposition on matrix A. We define D as as
Note that we have D as = 0 when only isotropic scaling is involved (i.e., S x = S y ). We propose another distance measure D re based on the registration residual errors under the estimated non-rigid transformation. To minimize the effect of outliers, we compute the registration residual error from the subset of points that have been assigned correspondence during matching, and ignore points matched to the dummy point nil. Let function M : Z + → Z + define the matching between two point sets of size n representing the template shape T and the deformed shape D. Suppose t i and d M(i) for i = 1, 2, . . . , n denote pairs of matched points in shape T and shape D, respectively. We define D re as
where T (.) denotes the estimated TPS transformation and ||.|| is the Euclidean norm.
Shape Distance
After matching, we compute the overall shape distance for retrieval as the weighted sum of individual distances given by all the measures: shape context distance, TPS bending energy, anisotropic scaling, and registration residual errors.
The weights in (7) are optimized by linear discriminant analysis using only a small amount of training data.
The retrieval performance of a single query instance may depend largely on the instance used for the query [6] . In practice, it is often possible to obtain multiple signature samples from the same person. This enable us to use them as an equivalence class to achieve better retrieval performance. When multiple instances q 1 , q 2 , . . . , q k from the same class Q are used as queries, we combine their individual distances D 1 , D 2 , . . . , D k into one shape distance as
Evaluation Methodology
We use two most commonly cited measures, average precision and R-precision, to evaluate the performance of each ranked retrieval. Here we make precise the intuitions of these evaluation metrics, which emphasize the retrieval ranking differently. Given a ranked list of documents returned in response to a query, average precision (AP) is defined as the average of the precisions at all relevant documents. It effectively combines the precision, recall, and relevance ranking, and is often considered as an stable and discriminating measure of the quality of retrieval engines [6] , because it rewards retrieval systems that rank relevant documents higher and at the same time penalizes those that rank irrelevant ones higher. R-precision (RP) for a query i is the precision at the rank R(i), where R(i) is the number of documents relevant to query i. R-precision de-emphasizes the exact ranking among the retrieved relevant documents and is more useful when there are a large number of relevant documents. Fig. 4 shows a query example, in which eight out of the nine total relevant signatures are among the top nine and one relevant signature is ranked 12 in the ranked list. For this query, AP = (1+1+1+1+1+1+1+8/9+9/12)/9 = 96.0%, and RP = 8/9 = 88.9%.
Experiments
Datasets
To evaluate system performance in signature-based document image retrieval, we used the 1, 290-image Tobacco-800 database [17] and 169 documents from the University of Maryland Arabic database [18] . The Maryland Arabic database consists of 166, 071 Arabic handwritten business documents. Fig. 1 shows some examples from the two datasets. We tested our system using all the 66 and 21 signature classes in Tobacco-800 and Maryland Arabic datasets, among which the number of signatures per person varies in the range from 6 to 11. The overall system performance across all queries are computed quantitatively in mean average precision (MAP) and mean R-precision (MRP), respectively.
Signature Matching and Retrieval
Shape Representation. We compare shape representations computed using different segmentation strategies in the context of document image retrieval. In particular, we consider skeleton and contour, which are widely used mid-level features in computer vision and can be extracted relatively robustly.
For comparison, we developed a baseline signature extraction approach by removing machine printed text and noise from labeled signature regions in the groundtruth using a trained Fisher classifier [37] . To improve classification, the baseline approach models the local contexts among printed text using Markov Random Field (MRF). We implemented two classical thinning algorithms-one by Dyer and Rosenfeld [10] and the other by Zhang and Suen [34] , that compute skeletons from the signature layer extracted by the baseline approach. illustrates the layer subtraction and skeleton extraction in the baseline approach, as compared to the salient contours of detected and segmented signatures from documents by our approach.
In this experiment, we sample 200 points along the extracted skeleton and salient contour representations of each signature. We use the faster shape context matching algorithm [2] to solve for correspondences between points on the two shapes and compute all the four shape distances using D sc , D be , D as , and D re . To remove any bias, the query signature is removed from the test set in that query for all retrieval experiments. Document image retrieval performance of different shape representations on different datasets is summarized in Tables 1. Salient contours computed by our detection and segmentation approach outperform the skeletons that are directly extracted from labeled signature regions on both Tobacco-800 and Maryland Arabic datasets. As illustrated by the third and fourth columns in Fig. 5 , thinning algorithms are sensitive to structural variations among neighboring strokes and noise. In contrast, salient contours provide a globally consistent representation by weighting more on structurally important shape features. This advantage in retrieval performance is more evident on the Maryland Arabic dataset, in which signatures and background handwriting are closely spaced.
Shape Matching Algorithms. We developed signature matching approaches using two non-rigid shape matching algorithms-shape contexts and local neigh- [37] . The third and fourth columns are skeletons computed by Dyer and Rosenfeld [10] and Zhang and Suen [34] , respectively. The last column are salient contours of actual detected and segmented signatures from documents by our approach.
borhood graph, and evaluate their retrieval performances on salient contours. We use all four measures of dissimilarity D sc , D be , D as , and D re in this experiment. The weights of different shape distances are optimized by LDA using randomly selected subset of signature samples as training data. Fig. 6 shows retrieval performances measured in MAP for both methods as the size of training set varies. A special case in Fig. 6 is when no training data is used. In this case, we simply normalize each shape distance by the standard deviation computed from all instances in that query, thus effectively weighting every shape distance equally. . Document image retrieval using single signature instance as query using shape contexts [2] (left) and local neighborhood graph [36] (right). The weights for different shape distances computed by the four measures of dissimilarity can be optimized by LDA using a small amount of training data.
A significant increase in overall retrieval performance is observed using only a fairly small amount of training data. Both shape matching methods are effective with no significant difference. In addition, the performances of both methods measured in MAP only deviates less than 2.55% and 1.83% respectively when different training sets are randomly selected. These demonstrate the generalization performance of representing signatures by non-rigid shapes and counteracting large variations among unconstrained handwriting through geometrically invariant matching.
Measures of Shape Dissimilarity. Table 2 summarizes the retrieval performance using different measures of shape dissimilarity on the larger Tobacco-800 database. The results are based on the shape context matching algorithm as it demonstrates smaller performance deviation in previous experiment. We randomly select 20% of signature instances for training and use the rest for test.
The most powerful single measure of dissimilarity for signature retrieval is the shape context distance (D sc ), followed by the affine transformation based measure (D as ), the TPS bending energy (D be ), and the registration residual error (D re ). By incorporating rich global shape information, shape contexts are discriminative even under large variations. Moreover, the experiment shows that measures based on transformations (affine for linear and TPS for non-linear Multiple Instances as Query. Table 3 summarizes the retrieval performances using multiple signature instances as an equivalent class in each query on Tobacco-800 database. The queries consist of all the combinations of multiple signature instances from the same person, giving even larger query sets. In each query, we generate a single ranked list of retrieved document images using the final shape distance between each equivalent class of query signatures and each searched instance defined in Equation (7) . As shown in Table 3 , using multiple instances steadily improves the performance in terms of both MAP and MRP. The best results on Tobacco-800 is 93.2% MAP and 89.5% MRP, when three instances are used for each query.
Conclusion
In this paper, we described the first signature-based general document image retrieval system that automatically detects, segments, and matches signatures from document images with unconstrained layouts and complex background. To robustly handle large structural variations, we treated the signature in the unconstrained setting of a non-rigid shape and demonstrated document image retrieval using state-of-the-art shape representations, measures of shape dissimilarity, shape matching algorithms, and by using multiple instances as query.
We quantitatively evaluated these techniques in challenging retrieval tests using real English and Arabic datasets, each composed of a large number of classes but relatively small numbers of signature instances per class. In addition to the experiments presented in Section 4, we have conducted field tests of our system using an ARDA-sponsored dataset composed of 32, 706 document pages in 9, 630 multi-page images. Extensive experimental and field test results demonstrated the excellent performance of our document image search and retrieval system.
