ABSTRACT Vibration signal analysis is one of the most effective approaches for detecting faults in bearings. A bearing compound-fault signal always consists of multiple signatures and stochastic noise. The separation of multi-fault signals from them is not only crucial but also very challenging. In order to solve this issue, a novel multiple faults detecting technique has been developed based on tensor factorization. The original multi-channel vibration signals are formulated as a 3-way tensor via the temporal signal, spectra, and channel information in a high-dimensional space. The PARAFAC decomposition is used to analyze the tensor model, and then, principal component analysis (PCA) is introduced to find the numbers of the rankone tensor. Finally, the tensor model is solved by alternating least squares (ALSs) approach combined with PCA technique. The performance of the detection method has been proven by simulation analysis of the multi-channel compound faults signals. The experimental results obtained using the developed technique also demonstrated that compound-fault signatures can be effectively and clearly identified.
I. INTRODUCTION
As a key component of various rotating machines, the normal operation of rolling element bearings plays a critical role in ensuring the overall safety of the equipment. Bearing failures can easily lead, in time, to machine failure, with costly consequences [1] , [2] . Thus, it is of great importance to detect bearing faults to ensure the safety of machines [3] , [4] . Vibration signal analysis is the most commonly used technique due to its easy measurement and the high correlation with structural dynamics. Nevertheless, vibration signals are complex and non-stationary in nature. The concurrence of multiple faults makes the fault detection, in particular, the examination of the fault types, more challenging [5] . In recent years, some methods have been developed to analyze measured nonstationary and complex vibration signals in the fields of fault detecting. For example, a multiple faults detection approach based on the spectral kurtosis analysis of vibration signal
The associate editor coordinating the review of this manuscript and approving it for publication was Zhixiong Peter Li. has been applied to detect faults of rotating machines in [6] . Song et al. [7] combined SF, WPT and M-PH to extract signal features fault diagnosis in low-speed machinery. Cui et al. [8] proposed a novel algorithm for quantitative and localization diagnosis of a bearing outer ring defect. A hybrid way to fault diagnosis of roller bearings under variable speed condition is presented in [9] . A new technique is promoted for changing detection and optimal segmentation of vibrating data obtained during the operation of rolling element bearings by Popescu and Aiordachioaie [2] . Qin [10] explored an appropriate impulsive feature extraction algorithm based on the sparse representation for bearing fault diagnosis. In addition, some novel methods have been also developed for detecting tooth defects [11] and health estimation of lithium-ion battery [12] . These signal processing approaches, however, are difficult to deal with multi-channel multiple faults, simultaneously.
Compound-fault signal usually consists of multiple characteristics and strong noise, which results in a tough task for separating weak fault signals [13] . Several interesting techniques have been attempted to extract the multiple relevant information from the signals. Blind source separation (BSS) is one of the techniques that has been widely utilized to analyze multichannel signals [14] . Nevertheless, it is still a big challenge to identify bearing multi-channel compoundfault using BSS, simultaneously. Tensor decomposition was often used as an important tool to analyze and understand multidimensional data. As is well known, Tucker decomposition and PARAFAC decomposition are two widely used tensor decomposition techniques and can be considered as generalizations of singular value decomposition to multi-way arrays. However, the Tucker decomposition is lack of uniqueness and needs to deal with the imposed constraints, such as non-negativity. PARAFAC decomposition is unique according to scale and permutation indeterminacy under a mild condition [15] . Thus, PARAFAC decomposition is utilized to establish tensor model for the multi-channel compoundfault vibration signals. In the past years, many researches have conducted surveys on the tensor decomposition, and the interesting readers can be referred to the review in [16] . PARAFAC model can be also successfully used to identify nonlinear system [17] . A multidimensional de-noising technique of rotating machinery based on the tensor factorization has been developed for multidimensional signal filtering [18] . However, to our knowledge, it is not applied to analyze multi-channel compound fault mechanical vibration signals. In this paper, a novel tensor-based method is explored for the identification and separation multi-channel compound faults of bearing, simultaneously.
The determination of the number of the rank-one tensor is very important in the PARAFAC decomposition. There is no finite algorithm for determining the rank of a tensor in the currently literature. Therefore, the first issue that arises in computing a PARAFAC decomposition is how to select the number of rank-one components [19] , which was solved by principal components analysis (PCA) [20] in this work. PCA, a common technique for finding patterns in high-dimensional data, is a statistical method that has been usually performed in many fields such as mapping and quantitating penetrating vessels [21] . The original method is introduced for computing a PARAFAC model based on the alternating least squares approach [22] . Alternate least squares (ALS) algorithm is then applied in data imputation fields such as low-rank approximations [23] . Thus, PCA and ALS associated with tensor decomposition are applied to detect bearing multi-channel signals signatures in this paper.
The main contributions of this work are: 1) Bearing multichannel vibration signals are formulated as a 3-way tensor via temporal signal, spectra and channel information in a high dimensional space. 2) PCA and ALS are proposed to determine the number of the rank-one tensor used in the signal features extraction. The remaining part of the paper is organized as follows: Section II introduces the background theory of the listed approach briefly. Then, simulation analysis and the developed multiple faults detection technique are described in Section III. Section IV focuses on experiments, effectiveness of the proposed approach is proven using the two experiments with different fault modes, which are followed by the conclusions in Section V.
II. BACKGROUND THEORY A. TENSOR AND MULTI-LINEAR ALGEBRA
Tensors represent datasets by preserving their multi-modal structures and tensor decomposition methods can extract the true underlying structures of the data. A higher-order array is represented as X ∈ R I 1 ×I 2 ×···×I N . Some definitions related to basic tensor algebra [19] are given as follows.
1) FIBERS AND SLICES
X ∈ R I 1 ×I 2 ×···×I N is a multiway array with N modes (called an N -way array or an Nth-order tensor). Each entry of X is denoted by X i 1 i 2 ···i N . For a special case, where N = 3, let X ∈ R I 1 ×I 2 ×I 3 be a three-way array. Fibers of a third-order tensor is illustrated in Figure 1 . When an index is fixed in one of the modes and the indices vary in the two other modes, this data partition is called a slice. Slices of a three-way tensor is illustrated in Figure 2 . 
2) RANK-1 TENSOR
An N -way tensor X ∈ R I 1 ×I 2 ×···×I N is rank-one tensor if it can be written as the outer product of N vectors [19] , that is,
The symbol • represents the vector outer product. This means that each element of the tensor is the product of the corresponding vector elements,
A PARAFAC model is based on the representation of a higher-order data as a sum of rank-one tensors. Figure 3 illus-
, a third-order rank-one tensor. 
3) MODE-n UNFOLDING OF TENSOR
The mode-n unfolding of a tensor X ∈ R I 1 ×I 2 ×···×I N is defined by X n and arranges the mode-n fibers to be the columns of the resulting matrix. Tensor element (i 1 , i 2 , · · · , i N ) maps to the matrix element (i n , j). The n-rank of an N -way tensor X ∈ R I 1 ×I 2 ×···×I N is the rank of the moden unfolding matrix X n . Mode-n unfolding of a 3-way tensor is shown in Figure 4 .
4) THE n-MODE PRODUCT
The mode-n product is an operation between a tensor X ∈ R I 1 ×I 2 ×···×I N and a matrix U ∈ R I n ×I n . The mode-n product can be regarded as incorporating the information of the input tensor and matrix. A visual illustration of mode-1 product between a 3-way tensor and a matrix is described in Figure 5 . 
B. PRINCIPAL COMPONENT ANALYSIS
Principal component analysis (PCA) [24] is an orthogonal basis transformation and a fundamental primitive of many array processing and machine learning methods. How does PCA work can be generalized by the following steps:
Step 1: The original data is represented by x, as in equation (3).
where M is the number of samples.
Step 2: N is the number of observations, as in equation (4). Thus, mathematically, we consider a set of observations given as an M × N matrix X.
Step 3: The mean vector of each observations is calculated as in equation (5).
Step 4: The new basis is found by computing the covariance matrix, defined by C, correspond to equation (6) .
Step 5: The eigenvectors and eigenvalues of the covariance matrix are calculated. The eigenvalues λ i and eigenvectors e i , as shown in equation (7).
Step 6: the percentage of variance, r K , of each eigenvalue is obtained by applying in equation (8) .
Step 7: selecting the principal components, as shown in equation (9) .r
The coordinates in the eigenvectors basis is called principal components. Then, the eigenvectors are ordered by eigenvalues from the highest to the lowest. Furthermore, we select the principal components, whose percentage of variance is higher than the percentage threshold that is 0.9 or 0.95. Finally, the dimensionality is reduced by selecting K -principal components that retain the physiological information.
C. ALTERNATIVE LEAST SQUARES
The number of rank-one components is approximately obtained by PCA. Here we focus on algorithm for PARAFAC: the alternating least squares (ALS) approach proposed in the original papers by Carroll and Chang [22] . For case of presentation, we only derive the method in the 3rd-order case, but the full algorithm is extended for an N -way tensor. Let Y ∈ R I ×J ×K be a third-order tensor. The goal is to compute a PARAFAC decomposition with R components that best approximates Y, to find
The symbolŶ = [[λ; A, B, C]] is a shorthand notation for the PARAFAC factorization. The ALS approach fixes B and C to solve for A, then fixes A and C to solve for B , then fixes A and B to solve for C , and continues to repeat the entire procedure until some convergence criterion is satisfied. Having fixed all but one matrix, the problem reduces to a linear least-squares problem. For example, suppose that B and C are fixed. Then, we can rewrite the above minimization problem in matrix form as where the mode-n factor matrix is
whereÂ = A·diag (λ). The optimal solution is then given bŷ
where A † represents moore-penrose pseudo-inverse of a matrix A. Because the Khatri-Rao product pseudoinverse has the special form, it is common to rewrite the solution aŝ
The advantage of this version of the equation is that we need only calculate the pseudoinverse of a R * R matrix rather than a JK × R matrix. The full ALS procedure for an N -way tensor is shown in Table 1 . 
III. MULTI-FAULT OF MULTI-CHANNEL DETECTION BASED ON TENSOR FACTORIZATION A. PROCEDURE OF MULTI-FAULT OF MULTI-CHANNEL DETECTION BASED ON PCA AND ALS
The PARAFAC approximates a tensor with a sum of R rankone tensors. PARAFAC decomposition factorizes a tensor into a sum of component rank-one tensors. For example, given a third-order tensor X ∈ R I ×J ×K , we wish to write it as
where R is a positive integer and a r ∈ R I , b r ∈ R J ,c r ∈ R K for r = 1, · · · , R. Equation (14) is written as
a ir b jr c kr (15) where i = 1, · · · , I ; j = 1, · · · , J ; k = 1, · · · , K . This is illustrated in Figure 6 . Step 1: Simulated signal is obtained using equation (16) to (17) .
Step 2: Spectrum of the original signal is first achieved, which is used for third-order tensorization combined with signal in temporal signal, frequency and channel.
Step 3: Tensor model is constructed with the temporal signal, frequency and channel. Based on the signal model introduced PARAFAC decomposition in the previous part, vibrational signal can be represented by a 3-way tensor X ∈ R I t ×I s ×I c , where I t represents temporal signal, I s means frequency, I c denotes channel.
Step 4: Then tensor model is solved by PCA and ALS. Target tensor is reconstructed with numbers of rank-one tensors.
Step 5: Numbers of rank-one tensors is found depending on the PCA, as shown in equation (3) to (9) .
Step 6: Denoised signal is obtained in target tensor according to the ALS, correspond to equation (10) to (13) . Step 7: The spectra of the purified signals is obtained, firstly. Secondly, the first separated signal is found after clearance high frequency and low frequency components of the raw signal, and then the second separated signal is obtained 
B. SIMULATION ANALYSIS
To verify the effectiveness of the presented approach, simulated signals are applied in this section. A simulated signal of rolling bearing failure is written as follows [25] , [26] 
where P 1 = 20, P 2 = 6, P 3 = 6, P 4 = 3; A p = [0.5, 1]; T 1 = 0.01, T 2 = T 3 = 0.03, T 4 = 0.07 are respectively the number of impulses, amplitude of the jth impulse and time period corresponding to the characteristic frequency, h(t) is an impact impulses function, n(t) is a stochastic signal with its amplitude varying between -1 and 1. Because the signatures of correlation in real signals are often submerged into noise, Gaussian white noise is also added to smear the impulsive signatures. In this paper, δ n is the standard deviation of the noise signal and it reflects the noise strength, and hence δ n n(t) represents Gaussian white noise signal. In the above equation, h(t) can be written as [26] h (t) = = e −βt sin (2πf r t) t ≥ 0 0 others (17) where β = 50Hz is a decay parameter. Sampling frequency and time are separately set to 20k Hz and 0.5s, and the data length is 10000. In this section, a case, which two defects from two bearings with different rotating speeds, is simulated. Four simulated signals are s 1 (t), s 2 (t), s 3 (t) and s 4 (t),respectiely. The mixture signal The without noise signal of two fibers has been shown in Figure 8 (a) and (b), respectively. As seen from Figure 9 (a) and (b), SNR is 0.1 in the simulated vibration signal of two fibers, separately. The purified signal of two fibers is, respectively, illustrated in Figure 10 (a) and (b) , where many components in the time domain have been obtained according to the proposed approach. As is shown in Figure 11 (a) and (b), the purified signal is transformed via FFT, firstly. Secondly, in the first channel, the first separated signal is found by clearance high frequency and low frequency components of the raw signal, and then the second separated signal is obtained via clearance intermediate frequency components. Under the same way, two separated signals are separately achieved in the second channel. Finally, two signals can be reorganized. The fault characteristic frequency f 1 , f 2 , f 3 andf 4 are prominently revealed in Figure 12 (a) and (b) . As can be seen from the Compared with the original signal, noises are well removed in Figure 10 (a) and (b) . The divided signal of two fibers has been visualized in Figure 13 
IV. BEARING VIBRATION SIGNAL EXPERIMENTS A. TEST-RIG OF ROLLING ELEMENT BEARING
To verify the effectiveness of the developed method, the algorithm is further investigated using experimental data acquired on MFS-Magnum test-rig.The experimental setup is illustrated in Figure 15 . This accelerometer sensor is installed on the top of the second bearing support which can be seen in Figure 15 . Type of ER-16K bearings are used in experiments. Sampling frequency and signal length are 20 kHz and 10k, separately. Parameters of the bearings and the ball pass frequency on the outer race fault BPFO and ball pass frequency on the inner race fault BPFI used in the experiment are contained in Table 2 .
B. DIAGNOSIS OF MULTIPLE FAULT ON TWO BEARINGS
In this section, two bearings, one with inner race defect (bearing 1) and another with the outer race defect (bearing 2), are used. The shaft rotating frequency is 20.18 Hz. The BPFO and BPFI are, separately, 72.04 Hz and 109.5 Hz. The vibration signal is constructed a 3rd-order tensor X ∈ R 200×100×3 , which according to two channels, temporal signal and frequency. Two fibers of a horizontal slice are selected as preprocessing signals in multiple fault on two bearings.Then target tensor is retrieved. Numbers of rank-one tensors (R = 14) followed by tensor decomposition are found depending on the principal component analysis.
The raw vibration signal of multiple faults on two bearings for the two channels has been seen in Figure 16(a) and (b) . Figure 18 (a) and (b), the purified signal is transformed by FFT, and the separated signal of two fibers can be found in Figure 19 of the two fibers, separately. It can be seen that the rotating frequency f r , fault characteristic frequency BPFO and BPFI are prominently as showed in Figure 20 (a) and (b).
C. DETECTION OF COMPOUND FAULTS ON BEARING
In this case, The experimental setup is illustrated in Figure 21 . Three bearings with both inner race and outer race faults. The rotating frequency of the shaft is 13.86Hz. The BPFO and BPFI are 49.51 Hz and 75.23 Hz, respectively. All the other parameters are the same as those in Table 2 . The vibration signal is established a 3-way tensor X ∈ R 300×100×3 via three channels, temporal signal and frequency. In compound faults on bearing, three fibers of The presented technique is then applied to the original signal. The raw vibration signal of multiple faults on two bearings for the three channels is illustrated in Figure 22(a)-(c) . Figure 23 (a)-(c) shows the purified signal. As shown in Figure 24 (a)-(c), the signal is transformed by FFT, and the separated signal of three fibers can be found by IFFT in Figure 25 (a)-(c) , respectively. Figure 25 (a)-(c) shows the separated signal of three fibers, respectively. The separated Hilbert envelope spectra of three fibers are illustrated in Figure 26 (a)-(c) , separately. The rotating frequency f r , fault characteristic frequency BPFO and BPFI revealed in Figure 26 (a)-(c) have been properly given. Thus, this validates that the developed technique is effective and feasible.
V. CONCLUSION
A novel technique has been developed for detecting bearing multi-channel compound-fault based on PARAFAC decomposition in this paper. The vibration signals have been established as a 3-way tensor model via temporal signal, spectra and channel information. Therefore, multi-channel signals filtering and signatures extraction are conducted in a high dimensional space. PCA and ALS are proposed to determine the number of the rank-one tensor used in the signal features extraction. The feasibility and validity of the presented approach were verified using simulated data and practical experimental data with different fault modes. It has been proven that the proposed method can successfully detect and separate bearing compound faults.
The developed technique in this work can be further improved in the future. For example, the tensor model can be optimized and be also established by conditions, testing times and objects. Moreover, tensor model can be also extended to a 4-way, 5-way or even 6-way tensor to detect the faults in a rotating machine. We believe that a variety of tensor-based multidimensional signal processing techniques will become prosperity in the fields of fault diagnosis and prognostic, health management (PHM), especially in the age of big data. TANGBO BAI received the Ph.D. degree in mechanical engineering from the China University of Petroleum, Beijing, China, in 2018. His research interests include mechanical fault diagnosis, and prognostics and health management (PHM). VOLUME 7, 2019 
