Monitoramento Automatizado de Ambientes by Lopes, Marcelo D. et al.
Monitoramento Automatizado de Ambientes
Marcelo D. Lopes1,2, Antonio C. Sobieranski11, Eros Comunello11, Aldo von Wangenheim11
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Abstract. This paper presents the preliminary results of an automated computer
vision system for the enviromnent monitoring context. For this purpose, we
used the OpenSURF method to extract local features of predefined patterns from
static images, and stored into a database. The proposed approach was applied
over video sequences captured sequentially from three cameras, and therefore
the patterns identified are converted into objects of interest in a monitored envi-
romnent.
1. Introdução
O campo de vı́deo monitoramento apresenta uma crescente demanda em aplicações au-
tomatizadas de segurança pública, tais como detecção de intrusão, detecção de estaciona-
mento indevido de veı́culos e detecção de bagagem desacompanhada. Uma abordagem
para aumentar a capacidade e o desempenho destes sistemas é a incorporação de técnicas
para classificação de objetos, permitindo uma maior inferência durante a análise das cenas
[Gurwicz et al. 2011].
O desenvolvimento das tecnologias envolvidas na construção de dispositivos para
captura, processamento e armazenagem de imagens tem permitido a diminuição de seu
custo, portanto a pesquisa para automação de sistemas de monitoramento justifica-se uma
vez que a parte mais dispendiosa de todo o processo tornou-se manter recursos humanos
para acompanhar as imagens [Collins et al. 2000].
O presente trabalho tem por objetivo desenvolver e implementar um sistema capaz
de monitorar um ambiente a partir de N câmeras, onde um padrão previamente estabele-
cido possa ser identificado de forma automatizada. Com isto, o dispendioso trabalho de
monitoramento em múltiplos monitores ou ambientes que é realizado manualmente pode
ser automatizado, e um determinado objeto de interesse (e.g.estampa de uma camiseta,
padrão objetos, bolsas, etc) pode ser encontrado computacionalmente e focado para uma
câmera de interesse em um menor tempo. Esta etapa definiu quatro módulos que foram
implementadados e estão compreendidos entre aquisição, modelo, extração e interface.
2. Materiais e Métodos
O experimento foi executado empregando um computador com processador Intel Core i5,
com 8 GB de memória RAM. Os dispositivos de captura utilizados foram três webcams
Logitech QuickCam Orbit AF. Já para a programação foi utilizada a linguagem C++.
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Algumas bibliotecas foram empregadas para a construção do protótipo. No
módulo de captura foram utilizadas as bibliotecas OpenCV e libwebcam para capturar
os frames e alterar os parâmetros de configuração das câmeras. No módulo interface foi
empregado o framework Qt para a construção das telas. Para a criação e persistência dos
modelos foi empregada a bibliotecas Boost. Já para a extração e comparação dos padrões
foi utilizada a biblioteca OpenSURF, baseada no método para detecção e descrição de
caracterı́sticas locais em imagens apresentado por [Bay et al. 2008].
O protótipo implementado permite a criação de modelos que representam objetos
especı́ficos bem como a sua persistência em disco. Durante a análise é possı́vel escolher
um dos modelos salvos previamente para ser identificado, quando ocorre um reconheci-
mento positivo é pintado um quadrilátero ao redor do objeto de interesse como pode ser
observado na Figura 1.
Como o sistema mostra a visualização de uma câmera por vez outra ação que
ocorre na identificação positiva é a mudança de câmera em destaque, desta forma ocorre
a troca automatizada das imagens em exibição na interface do usuário se o padrão de
interesse for encontrado em uma câmera que não está em evidência.
Figure 1. Reconhecimento positivo
3. Considerações Finais
O protótipo desenvolvido apresenta um processamento sequencial no modo análise ap-
resentando taxas de processamneto entre 8 e 12 FPS (Frames per Second - Quadros por
Segundo), o próximo passo no desenvolvimento irá fornecer um processamento concor-
rente para cada câmera, empregando o conceito de GPGPU (General Purpose Comput-
ing on Graphics Processing Units - Processamento de Propósito Geral em Processadores
Gráficos).
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