In this paper, we set out to define the out together feeling as the experience when two people at different locations feel as though they are together. In other words, it makes a pair of users, one outdoors and the other indoors, feel as if they are both outdoors together. To determine a set of interaction methods to enable indoor and outdoor users to interact and share the out together feeling, we carried out preliminary experiments to observe the basic elements of communication between people who are really together. We then carried out an experiment in which indoor and outdoor users communicated via a videophone and observed the interaction patterns of each user as they attempted to achieve a given goal. From the analysis of these data, we defined three basic elements that are required to achieve the out together feeling: (1) both users can freely peruse the outdoor user's surroundings, (2) know where each other is looking, (3) and can communicate non-verbally using gestures. Using these basic elements, we designed and implemented a system called WithYou. This consists of two subsystems: a wearable system for the outdoor user and an immersive space for the indoor user. The indoor user wears a head-mounted display (HMD) and watches video from a pan-and-tilt camera mounted on the outdoor user's chest. Thus, the indoor user can look around by simply turning their head. The orientation of the outdoor user's face is also displayed on the HMD screen to indicate where they are looking. We experimentally evaluated the system and, based on an analysis of the subjects' response to questionnaires and video recordings, we were able to assess the level to which the out together feeling was achieved.
Introduction
With the use of high-speed mobile networks, it is now possible to provide high-bandwidth and stable mobile communications in outdoor environments. In addition, mobile video communication systems such as the videophone have become feasible. However, the potential of mobile video communication has yet to be fully exploited. One reason for this is that most video communications systems developed to date primarily assume face-to-face communication, which is not always helpful for users who may want to focus on other information, such as body language and gestures, or to both look at something, such as a distant object.
There are, however, other possibilities for mobile video communication. For example, using a videophone, users can shoot and send a video stream of their surroundings to an indoor user. They can then share images of a place and talk about it. This type of communication may allow users to feel more as if they are together in the same place. However, simply sending images is not sufficient to realize such a feeling. For example, sharing the focal direction naturally is important to initiate conversation about the shared video images. Body language and gestures are tsubaki@iplab.cs.tsukuba.ac.jp also an important aspect of communication, and so should also be shared.
Our final goal is to make full use of remote video communication technology and to design interaction methods to realize the out together feeling, a sensation shared by two people at different locations (one indoors and one outdoors) whereby it feels as if they are both in the same outdoor environment. It is a form of telepresence for outdoor environments. Although both users may be going out, in this research, we assume that one user is going out (i.e., outdoor users) and the other stays inside (i.e., indoor users).
The purpose of this work was first to determine the basic elements of the out together feeling. To that end, we designed two experiments to examine which types of communication methods people use when they are actually together in an outdoor environment, and which types they employ when making a videophone call. In these experiments, subjects determined their own mission target, such as to purchase something or survey a point of interest. We observed the interactions using video recordings, and asked the participants to complete a questionnaire about their experiences. From these results, this paper figures out the basic elements of interaction between the subjects.
The second aim of this work was to design interaction methods to realize the out together feeling by implementing a video-based communication system. We designed and implemented a system called WithYou to provide the out together feeling between an indoor user and an outdoor user. The outdoor user shares the remote environment via a head-mounted display (HMD) worn by the indoor user, while the outdoor user wears a pan-and-tilt camera mounted on the outdoor user's chest. WithYou enables the indoor user to freely look around the surroundings of the outdoor user, and also makes each user aware of the direction that other is looking.
Finally, we evaluated the system by performing an experiment on a real street. In this experiment, subjects were asked to use our system to achieve their own mission target. The experiment was videoed and analyzed to compare with (1) the first experiment that two subjects actually go out, and with (2) the second videophone experiment.
The contribution of this paper is the design and implementation of the interaction methods that realize the out together feeling on the video-based communication system. In this paper, three basic functions (i.e., view surroundings freely, notice the focus of each other and gesture communication) were implemented to achieve the concept of out together feeling.
The remainder of this paper is organized as follows. First, Section 2 describes related work. Next, the out together feeling is defined in Section 3. Section 4 describes the results of the two preliminary experiments (communication between people who are together outdoors, and communicating via a videophone). Sections 5 and 6 describe the design and implementation of the WithYou system. Section 7 describes an experimental analysis of the system. Section 8 concludes the paper.
Related Work

Remote Instruction and Support
In remote instruction and support systems, indicators are supplied with a clear remote live image, and can instruct and support operators who are at the remote location.
Shared-View byŌta et al. [3] is a method of directing cardiopulmonary resuscitation by remote environment operation. The system users are the operator and the director. The operator wears an HMD and a head-mounted camera, and follows the instructions of the director, who guides the emergency resuscitation using the HMD screen and voice instruction, and sees an image of what the operator sees at the remote location.
GestureMan by Kuzuoka et al. [4] employs a robot to create a remote working direction system. The director's head movements cause the head of the robot to rotate, and three cameras are mounted on the robot's head to transmit real-time images to the director. GestureMan also provides a pointing function, using a controllable arm with a laser pointer. The director uses a joystick to control the arm of the robot and provide remote instruction. Moreover, the laser pointer can be used to indicate a given position by touching the screen on the director's side.
Koizumi et al. [7] employed a teleoperated communications robot with the aim of developing a system to interact with human activities at train stations or shopping centers. The operator could communicate with visitors using voice and video. In addition, the operator could also monitor live images taken by remote cameras.
Michaud et al. [6] employed a telepresence robot for home care assistance. Their system, Telerobot, employed a mobile videophone robotic platform with a waypoint navigation feature. The operator may give orders for the robot to move to a specified position by clicking the waypoint displayed on a 2D map.
Both of our research and these works support for local users to grasp remote situation via live images. The distinctive aspect of our research is that our research aims at more equal treatment of a local user (i.e., an indoor user) and a remote user (i.e., an outdoor user), instead of regarding them as an instructor and a worker. For example, joint attention can be possible from the focusing behavior of either end of users. Furthermore, our system not only provides a method for communicating video images but also allows multiple methods of interaction between users.
Virtual Activities & Communication Support via Robot
In researches which provides the feeling of communicate to others via robot has been widely known. In many cases, indicator operate the remote robot and perform a human to join activates.
Tsumaki et al. [1] proposed and developed a wearable robotic system called Telecommunicator, which allowed the local site user to communicate with others at a remote site. Telecommunicator is a wearable robotic device mounted on the user's shoulder, which consists of a rotatable video camera and a simple arm. The users are divided into the local site user and remote site user; the former wears an HMD and controls the remote camera by turning the head. Live images are displayed on the HMD at the local site.
Kashiwabara et al. [2] developed a system called Teroos, which involves a wearable avatar to enhance the feeling of participation in joint activities between local and remote users. The avatar is controlled remotely by the local user, and a pan-and-tilt camera and a rotatable eye for virtual expression of the eye movement were mounted on the avatar, to provide a sense of presence to the remote user.
Mebot by Adalgeirsson et al. [5] employed a telepresence robot to provide social expression. Mebot had two arms and a head with pan-and-tilt ability, A smartphone or a tablet personal computer (PC) could be mounted on the head of the robot to show the face of the indicator in real-time. In addition, the indicator can see the remote image through the smartphone camera. The indicator controlled the arm of the robot using a joystick, and the head of robot could pan and tilt automatically in response to head movements of the indicator.
Compared to these works, our work focuses on the direction in which users are facing, and our system makes use of these directions both for the indoor and the outdoor user. Furthermore, a "joint attention" mode helps users focus on the same object together. In our system, the indoor user can view the remote surroundings easily by turning his or her head, and the process does not involve keyboard or mouse control. Such an intuitive and immersive space involving an HMD provides the indoor user with greater telepresence.
The Out Together Feeling
The out together feeling is a sensation shared by two people at different locations that feels like they are going out together. In out together feeling, two people equally feel a sense of doing something together with the remote partner. It is a kind of telepresence technology for use in outdoor environments. Although both users may be going out, in this research, we assume that one user is going out (i.e., outdoor users) and the other stays inside (i.e., indoor users). The following cases are example applications:
Communication among separated family members Separated family members, such as parents and a child who is studying abroad, may communicate using WithYou. 
Preliminary Experiment
To investigate how people communicate when they are actually together in an outdoor environment, as well as when communicating remotely using a videophone, we conducted experiments to examine their communication methods, i.e., the actions people take when they are together in an outdoor environment, and when they are using a videophone.
Experiment of Going Out Together (Experiment A) 4.1.1 Purpose
The aim of this experiment was investigate how people communicate with each other when they are outdoors and together at the same location. In this experiment, a pair of subjects went shopping together in the Akihabara electronics district of Tokyo, Japan. Subjects were able to choose their own mission target (such as to buy something or survey products), which they attempted to achieve during the experiment. The main purpose of this experiment was to identify the basic communication skills people use when they are outdoors together.
Method
Four subjects (i.e., two pairs) participated in the experiment, during which they were encouraged not to consider that they were part of an experiment and, simply, to go out shopping together. Figure 1 shows a still from the video recording. The experiment was performed at Akihabara, which was decided upon after taking the interests of the subjects into consideration.
Conditions
The participants were briefly informed (for 10 minutes) about the task. They were asked to choose their own mission target, which in this experiment was to buy something or survey prod- ucts with a view to buying. Then the subjects had 20 minutes with which to achieve their task, and were able to move freely in the street and into stores.
During the experiment, two staff members followed the subjects; one videoed the subjects, while the other observed and noted the subjects' methods of communication and interaction. At the end of the task, the subjects were asked to fill out a questionnaire based on the experience.
We videotaped only part of this experiment (e.g., the length of video recorded was 13 minutes and 5 seconds, the time of one task in experiment A was 20 minutes), this was due to the fact that some stores did not permit filming.
Results
We analyzed the result of the experiments (i.e., video, notes, and questionnaire), and identified six typical interaction patterns that appeared during the experiment; they are listed in Table 1 , together with the frequency with which they occurred. The most important interaction pattern between the subjects was to pick something up and look at it together. Their targets were often electronic products, and they usually took various products in their hands and talked about the specifications and appearance.
In addition, we also found that "pointing with a finger" was an important interaction pattern between the subjects. One of the subjects indicates his interest by pointing with a finger at a sign or a product, which may not be picked up easily. For example, at one point, the two subjects were standing before a price list at a computer shop, with one subject pointing with a finger at the price of a product and talking to the other subject. Following this, a conversation about the price of that product was initiated.
Further patterns are outlined in Table 1 . Note that the frequency of communication methods is based on the video data. The result of the experiment indicates that focus and gesture (pointing) are two important elements for activities when two subjects are out together. Based on these results, our system gives high priority to focus sharing and detection between the indoor c 2014 Information Processing Society of Japan and outdoor users.
Experiment of Going Out Together by Videophone Call (Experiment B) 4.2.1 Purpose
The aim of this experiment was to observe how people communicate using a videophone when one is outdoors and the other is indoors. In this experiment, two subjects used a videophone to go out together virtually. The outdoor user went to a shopping center in Akihabara, and the indoor user remained seated in a different part of the same shopping center. During the experiment, the mission target was the same as in experiment A; however, the users had to communicate via videophone. The major purpose of this experiment was to observe people's communication skills during the experiment, and determine the differences from experiment A.
Method
Four subjects (2 pairs) participated in this experiment, which was performed at a shopping center at Akihabara, Tokyo, Japan. One subject remained at a rest place as an indoor user ( Fig. 2 , left), while the other subject walked around freely on all floors of the shopping center as an outdoor user ( Fig. 2 , right).
Conditions
The conditions in this experiment were mostly the same as those in experiment A. The difference was that the subjects communicated through a videophone call. To achieve the mission target (e.g., buying something), the indoor user requested the outdoor user to move to a specific floor or location, and to aim the camera at the target. The subjects had 15 minutes to achieve their mission target. During the experiment, both users were videoed, and the outdoor user's actions, gestures, and interaction patterns were observed and noted. However, different to experiment A, we took a video record during the whole experiment. The length of video recorded was 31 minutes and 23 seconds. At the end of the experiment, the subjects were asked to fill out a questionnaire.
Results
We identified a number of problems when using the videophone to communicate remotely, which limit the out together feeling. It was difficult for the indoor user to see what he wanted to look at. When using the videophone, the shooting direction is controlled entirely by the outdoor user. If the indoor user wants to view a place of the indoor user's interest, the indoor user must ask the outdoor user to move the videophone camera. In addition, the indoor user had difficulty knowing which direction the outdoor user was facing, which also made it difficult for the indoor user to see what they wanted to look at.
Conversations were dominant during the experiment. This situation was partly attributable to the low quality and frame rate of the videophone image.
In experiment A, we found that the subjects often pointed using a finger. However, in experiment B, the most frequent interaction patterns were asking to change the camera direction i.e., the indoor user asked the outdoor user to turn the camera toward a specific direction.
Analysis of the video recording indicates that their purpose is essentially same; the subjects want to share the place of interest. In experiment B, the outdoor user often changed the direction of the camera instead of pointing with a finger. Table 2 shows the frequency with which each method of interaction was used from an analysis of the video recordings. Tables 3 and 4 show the results of the questionnaire and user com- Table 2 Frequency of interaction patterns in experiment B. Table 3 Questionnaire results of experiment B. Table 4 Questionnaire results (user comments).
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The questionnaire results listed in Table 3 show that neither the indoor nor outdoor user thought that the videophone was suitable for realizing the out together feeling. In addition, Table 3 also shows that the subjects thought that they neither agreed nor disagreed with the statement, "I felt a sense of doing something together with my remote partner via the videophone." The user comments in the questionnaire also show that the indoor user frequently asked the outdoor user to turn the videophone camera when they wanted to see something.
Basic Elements to Realize the Out Together Feeling
From analyzing the interaction patterns observed in experiment A (see Table 1 ), we noticed that (P1): "notice the direction in which their partner is facing then focus in the same direction" and (P3): "notice their partner standing still somewhere, and look where they are focusing their attention" both relate to the facing direction between partners. Knowing where one's partner is looking is important. In addition, we observed that gestures, including (P2) pointing with a finger and (P4) picking something up to look at it together, were also important elements of non-verbal communication.
In experiment B, the interaction pattern: (P3): "indoor user requests the outdoor user to turn the camera toward a specific direction" (see Table 2 ) and the user's comment: "outdoor user turns camera, then indoor user checks the live image and requests the outdoor user to change the facing direction" indicates that the indoor user frequently asked the outdoor user to turn the videophone camera. Feeling able to freely peruse the surroundings is an important element for achieving the out together feeling.
Although a number of aspects are clearly necessary to realize the out together feeling, we first define three basic requirements that are necessary for being aware of the existence and actions of one's partner:
1. The indoor user must be able to freely and naturally peruse the surroundings of the outdoor user. 2. Each user must be able to perceive where the other user is looking without conversation. The focus of a user shows their interest, and it is important that this is conveyed without explicit verbal instruction. 3. Some kind of body actions and gesture are also important when outing together. People are not communicating only with verbal information. We should realize some non-verbal communication bi-directionally.
The WithYou System
To realize the basic elements of the out together feeling, we designed and implemented a system called WithYou. It assumes there are two users: one is outside (outdoor user) and the other is in a room (indoor user) (Fig. 3) . The indoor user is defined as the person who uses the system to get the out together feeling to go outside virtually.
A wearable device with a pan-and-tilt camera and various sensors is mounted on the outdoor user's chest. Live images from the outdoor user together with the direction in which they are facing are displayed on the indoor user's HMD screen. They can also communicate by voice in WithYou. In addition, both of the users use a wireless hand controller to perform hand gestures, which are sent to each other.
The following describes three basic functions of WithYou which correspond to the three basic elements of the out together feeling (see Section 4.3):
1. Free viewing for the indoor user and its interaction methods of camera control (i.e., Indoor user is able to look around freely by turning his/her head) 2. Sharing the focus and its interaction (i.e., Both indoor/outdoor users know where the other user is facing and can detect the focusing status of both indoor/outdoor user and notify each other) 3. Gestural communication (i.e., Both users can communicate by performing gestures using the wireless controller)
Free Viewing for the Indoor User
In WithYou, the indoor user can view live images from the camera placed on the outdoor user's chest. In addition, the direction of the camera is linked to the direction of the indoor user's head. Thus, the indoor user can look around the surroundings of the outdoor user freely by turning his/her head (Fig. 3 Down) . Zooming is also possible for the indoor user, and can be achieved by pressing on one of the buttons on the wireless controller.
More precisely, there are four viewing modes of the camera control:
Relative view mode In this mode, the absolute shooting direction is calculated relative to the direction that the outdoor user's body is facing. In this mode, even if the indoor user does not change the direction of the camera, when the outdoor user turns their body, the absolute shooting direction of the camera is changed. This mode is useful when the indoor user just wants to look in the same direction as the outdoor user. Absolute view mode This mode provides an absolute and stable view for the indoor user. In this mode, the indoor user's view does not change if he don't turns his/her head. This mode helps the indoor user to focus on something without being disturbed. This is achieved by compensating for the c 2014 Information Processing Society of Japan motion of the outdoor user via the pan-and-tilt camera. For example, when the indoor user is watching something in front of the camera and the outdoor user turns his body to the right 30 degrees, the system rotates the camera to the left 30 degrees so that the absolute shooting direction of the camera does not change. Note that the pan-and-tilt camera is limited to 180 degrees of rotation (i.e., 90 degrees to the left and 90 degrees to the right), so the system cannot compensate if the outdoor user turns around. In this situation, the camera rotates to the limit, but then the absolute shooting direction changes. For example, if indoor users facing to the right 30 degrees then enabled "absolute view mode," the correction range will be (90 − 30 = 60) degrees to the left, and (90 + 30 = 120) degrees to the right. The system will correct the camera's shooting direction if the outdoor user's turn is less than this range. "Follow Me" mode In this mode, the direction of the camera is fixed to the direction that the outdoor user's head is facing. Thus, the indoor user's view follows that of the outdoor user. In this mode, the system displays the message "outdoor user's view" to both users. This mode is helpful when the outdoor user wants to show something to the indoor user. "Pointing with finger" mode In this mode, both users can control the camera using a wireless controller. Users can control the camera by pointing with the controller to the intended direction. This mode is helpful when the outdoor user wants to show something to the indoor user, and when the indoor user wants to look at something.
Indoor-user Graphical User Interface (GUI)
In order to share the focus between users, it is important to know in which direction the other user is facing. To inform the current status of the remote camera to the indoor user, a graphical user interface (GUI) is overlaid on the indoor user's view (i.e., the camera image). The GUI shows the following information (see Fig. 4 ):
• The indoor user's facing angle (green line)
• The outdoor user's facing angle (red line) and focus point (red grid). Position of the red grid means the head's facing of outdoor user (i.e., point of focus) • Other information such as the tilt angle of the remote camera, which user is controlling the camera, the focus status of each user, the camera zoom, and system messages are also displayed. The length and direction of the green and the red line represents the horizontal facing angle of the indoor and the outdoor user, respectively. For example, if an indoor user faces front, the facing angle of the user is zero degrees, and the line is not displayed (just a dot is displayed at the center). If he turns to the right 60 degrees, the line from the center to the right is displayed, where its length is two-thirds (= 60/90) of the half width of the screen.
The indoor user can know easily if they are facing the same direction by checking whether the green and the red line are the same length and direction. In addition, a round shape displayed on the lower left of the GUI also shows the facing direction of both the indoor and outdoor users.
On the other hand, the vertical camera direction is represented by the horizontal blue line. If the indoor user changes his/her vertical facing direction (i.e., facing up or down), the vertical position of the blue line moves up or down. The green and red indicator also follows the blue line. Figure 5 shows the relation of GUI and the indoor user's facing direction.
Sharing the Focus and Joint Attention
Sharing the focus means that both users know where the other c 2014 Information Processing Society of Japan is looking. As described above, the angle that the outdoor user is facing is displayed on the indoor user's GUI as a red line (see Fig. 4 ). The outdoor user can monitor the direction in which the indoor user is facing by observing the camera mounted on their chest. However, these functions are not sufficient to enable both users to focus on the same object or location (i.e., joint attention). It remains difficult to communicate the focus and, in particular, to be confident that the other user is focusing on the same object. In order to achieve joint attention, we designed the interface to notify one user of the focus status of the other.
To help the users to achieve joint attention, it is important to share not only the focus but also the focusing status. We assume a user is in "focusing" mode if the direction in which the user is facing is rotated from the center by more than 15
• and the focus remains static for more than three seconds. When a user enters focusing mode, the system sends a notification and plays a sound to the other user. This provides a hint of the partner's actions, and may be a prompt for a topic of conversation. In addition, the system also notifies the users when joint attention has been achieved. When one user is in focusing mode, and the other user focuses in the same direction, the system recognizes this situation as joint attention, and sends a notification to both users. With this notification, they are aware that they are looking in the same direction, which aids remote communication (see Fig. 6 ).
Gestural Communication
Gestural communication, including physical touching, is frequently used in addition to vocal conversation. Examples include tapping on the shoulder or waving the hands. These are also important to realize the out together feeling. WithYou uses a wireless motion sensor device to achieve gestural communication, and the user performs a gesture by grasping the device.
The system analyzes the acceleration data from the motion sensors, recognizes the operation, and sends the result to the other user. For example, the user can virtually tap their partner on the shoulder by shaking the device up and down to imitate the action of tapping on the shoulder. When this gesture is identified, the system plays a sound, vibrates the device, and shows a text message to inform the remote user. The user can also perform a hand waving gesture by shaking the device left and right. When this motion is identified, the system displays a hand waving animation, and plays a sound. Just sending a notification is also possible by pressing a button on the controller, which displays a message and plays a sound at the remote side. Figure 7 shows the system overview. It consists of basically two parts: the outdoor user's device and the indoor user's device. They communicates via a network (which may be the Internet). For example, a live image from the outdoor user device is sent to the indoor user's device. Various sensor data such as facing directions, focusing status, and system messages are sent to each other. Details of those devices are described later in this section. Figure 8 shows the wearable device for the outdoor user. It consists of a gyro sensor, two geomagnetic sensors, a pan-tilt camera, a mono LCD monitor, and a wireless hand controller. It is worn around the outdoor user's neck. He also carries a mobile computer on his back. Figure 9 shows the LCD monitor that displays the status of the system and the facing angle of the indoor user.
Implementation
System Overview
Wearable Device of the Outdoor User
A camera is mounted on the chest of outdoor user and, therefore, the shooting direction will not change if the outdoor user turns their head. We chose to place the outdoor user's camera on their chest because it is more stable there than on other body parts, such as the head or shoulders.
To achieve rapid and wide rotation of the pan-and-tilt camera worn by the outdoor user, we use two high-speed servomotors to control the two axes of rotation. The camera can pan 180 degrees and tilt 130 degrees. A USB camera (Logicool C910) was mounted on the motor system, and an embedded microprocessor (Arduino-mega) controlled these servomotors. In addition, the camera has a built-in digital-zoom function. Therefore, the indoor user can zoom in or out of remote images.
We used two geomagnetic sensors (i.e., digital compasses) to detect the direction that the outdoor user is facing -one for the body and one for the head.
Wearable Device of the Indoor User
The indoor user wears an HMD, as shown in Fig. 10 , and holds a wireless hand controller. A geomagnetic sensor -a 3-axis gyro sensor and a 3-axis motion sensor -are mounted on the HMD to measure the horizontal and vertical direction in which they are facing. This direction is linked to the direction of the camera that the outdoor user wears.
Measuring the Facing Direction
WithYou senses the directions that both the indoor and the outdoor user are facing. For the indoor user, a geomagnetic sensor (digital compass) is used to measure the horizontal direction in which the user is facing. Since the geomagnetic sensor measures the absolute angle, we need to convert this into a relative angle, compared with the angle that the outdoor user is facing. To realize this, the indoor user can decide his/her "front" direction anytime simply by pressing the up button on the hand controller. After the "front" direction is determined, the relative angle can be calculated by subtracting the current absolute direction by the absolute front direction. The remote camera rotates relative to its front direction. The direction the outdoor user is facing is also measured using two geomagnetic sensors: one for the body and the other for the head. The relative angle of the head is calculated from the difference between two sensors. The absolute and relative directions of the outdoor user are displayed on the indoor user's GUI.
Wireless Hand Controller
Both the indoor and outdoor users hold a wireless controller (we used a Nintendo Wii remote controller). The controller has several buttons, a 3-axis gyro sensor, and a 3-axis motion sensor. It was used to control the system settings, for gestural communication and to communicate a pointing direction.
Video/Voice Transmission
The system transmits Motion JPEG data (680 × 480 pixels) for video communication. The system can transmit up to 25 FPS under wireless local area network (LAN), which corresponds to approximately 100 KB per frame, so 2.5 MB per second for video data. We chose Motion JPEG instead of other advanced video compression protocols, such as H.264/MPEG-4, because Motion JPEG results in less transmission delay.
The system monitors the frame rate and adjusts the video compression and image resolution accordingly to ensure that the video image will be successfully transmitted. We used the JPEG encoder provided by the Microsoft .NET Framework 4.1, where the compression ratio can be adjusted on the fly. In our default settings, the compression ratio was high (i.e., a low data rate) when frame rate is lower than 10 FPS. Also, the image resolution will resize to QVGA (320 × 240 pixels) when the frame rate is lower than 5 FPS.
For voice communication, we used Skype for the indoor user and a cell phone for the outdoor user. In addition to the built-in audiovisual (AV) transmission features, the user may choose to use an alternative AV conference application, such as Skype, too. In this case, the GUI will overlay to the relevant screen and allow background transparency.
Evaluation
Purpose
The aim of this experiment (experiment C) was to assess how the communication is changed, compared with experiments A and B, when the WithYou system is used. In other words, this experiment investigates the effectiveness of the prototype system. We evaluated the system in Akihabara. During the experiment, subjects chose their own mission target (e.g., buying something), and used the system freely to achieve their goals. In this experiment, the outdoor user went out and moved around, while the indoor user remained inside a room, and went out virtually using our system.
Method
Four subjects (two pairs) participated in this experiment. One of the pair (the outdoor user) went outside and walked around (see Fig. 11, right) , while the indoor user sat in a room (see Fig. 11 , left). In this evaluation, all subjects performed both roles.
Before the task began, the subjects practiced using the system for 10 minutes. The task in this experiment was to buy something interesting. The indoor user was asked to determine what to buy. The subjects had 20 minutes to achieve the task. The outdoor user was able to move freely in the street and into stores. The indoor user may ask the outdoor user to enter to a store, take something in their hand, and then show it to the camera.
Conditions
This evaluation was executed over two days. On the first day, two subjects stayed in the experiment room, and the other two subjects went out as outdoor users. On the next day, they reversed roles, and conducted the experiment in the same way. Thus, we had two pairs and four experimental sessions. We recorded videos of both subjects. At the end of the task, the subjects were asked to fill out a questionnaire.
The indoor user's system was connected to a wired LAN, and the outdoor user's system was connected to a WIMAX wireless network in the street. Because the WIMAX connection may not be stable and had limited bandwidth, the outdoor user also used a cell phone to communicate verbally with the indoor user. The indoor user used Skype to dial up to the outdoor user's cell phone.
Results
Since the subjects had enough training and explanation, all subjects were able to operate the system comfortably and use all the system functions. During the experiments, the system worked well most of the time, but the system have been broke down at one time during Experiment C.
The frame rate of the video transmission varied during the experiment in the range 1-14 FPS, depending on the time and the location. When the frame rate was low, the indoor users had difficulty knowing which direction they were viewing. In such cases, the outdoor users tended to walk slowly so that the indoor user could recognize the situation. The indoor users frequently asked the outdoor user to stop for a second because they wanted to look around. These interaction patterns are interesting because they are similar to those observed when both partners were actually outdoors. Overall, the subjects communicated well during the experiment. Tables 5 and 6 show the results of the questionnaire. From the results, three basic elements of out together feeling we defined above are mostly achieved by the system WithYou. The first question in Table 5 shows that both users felt a sense of doing something together. The comments of the subjects listed in Table 6 indicate that both users felt they were doing something together, and that they were interacting with each other. The comments of the subjects also show that they all used system features fully to complete their own mission target (i.e., go shopping and buy something).
How the Out Together Feeling is Achieved
This section describes the details about how the three basic elements of out together feeling are achieved in WithYou.
Free viewing for indoor users From the second question (Q2) in Table 5 and the answers in Table 6 , the average score of the indoor users is 3.75, the indoor users were able to look around at the surroundings, and both users succeeded in sharing the environment with their partner. We often found that, for example, when the outdoor user approached a store, c 2014 Information Processing Society of Japan the indoor user turned his head to check a price tag or look at some goods placed outside the store, which initiated a conversation. One major difference between this experiment and the videophone communication (experiment B) was that the outdoor user could use both hands, which made it possible to perform gestural interaction such as picking something up and looking at it together more easily than when using the videophone. Sharing the focus of each other and joint attention For the third question (Q3) in Table 5 , the average score of the indoor users is 3.75 and the average score of the outdoor users is 4.5. This indicates that both side of users were able to recognize each other's facing direction using our system. However, the score of indoor users is lower than outdoor users' score. This is because outdoor users can grasp the direction of the partner's view by checking the shooting direction of the camera, which is easier to understand than the GUI in the indoor user's view. From the data in Table 5 , the question 6, "Did you think the entering focus mode was announced at the correct moment?," was scored 4 by the indoor users and 2.6 by the outdoor users. This shows that the indoor users understood the meaning of this function well, and felt it worked effectively. One of the outdoor users commented that, "Sound notifications helped me to know that the indoor user was focusing on something." This subject also gave 5 points for questionnaires. On the other hand, other outdoor users experienced difficulty in noticing the focus status. One reason for this is that the outdoor environment was noisy, which made it difficult to hear the notification sound. Table 7 shows the frequency of "focusing" during the experiment. This was calculated by inspecting the GUI record in the indoor user's view. The results show that the average number of outdoor user focusing events was larger than those of the indoor user. This is because the indoor users did not turn their head without reason and usually face forward, which is not detected as a focusing state. Indoor users focused at something only when they wanted to see specific products or street scenes. However, the outdoor users turned their head more frequently to see what was part of their surroundings, which led to a greater frequency of detecting a focusing state. The targets of the outdoor users' focus also had more variety. They checked traffic signs, stores or prod- Table 7 Frequency of focus interaction.
ucts, or just faced a new direction apparently without reason. This difference may be because of the wider field of vision. The use of a wider field of view of the HMD may address this problem.
We also noticed that the "joint attention" mode was not frequently detected during the experiment. This is because the outdoor users' focusing time was typically shorter than expected. From the videos, we observed that the outdoor user constantly monitored the direction of the chest-mounted camera, and noticed the pan-and-tilt rotations immediately. When they noticed the rotation of the camera, they turned their head to the same direction as the camera, but only for a very short time, which was not detected as a focusing state. Therefore, we should recalibrate the threshold of the focusing state so that more "joint attention" events can be detected. Gestural interaction As described above, outdoor users used some (real) gestures many times (See P2 and P4 in Table 8 ).
They often point to their interested things and talk to the indoor user. On the other hand, indoor users often used the notification function that sends a notification by pressing a button (see Section 5.4 and P5 in Table 8 ).
Other gesture functions such as waving a controller are not well utilized in the experiment. These gestures seems extravagant for the users just for notifying a remote user. More natural and useful gesture functions should be designed to enhance the out together feeling. Table 8 shows the frequency of each interaction pattern during the evaluation from analysis of the video recording. In addition to the focus interactions provided by the WithYou system, we observed other important interaction patterns. The outdoor user often picked something up and showed it to the camera (P2); in doing so, the outdoor user stood in front of a product and waited for a short time (P4). Often, the outdoor user stood in front of showcases and remained still for a time, which was interpreted as allowing the indoor user to obtain a stable image and allow them to know where they should focus. The outdoor user also often showed something to the indoor user directly. Outdoor users utilized the camera to show something or to point to somewhere with their finger. Comparing the result of the experiment A and C, we noticed some important interaction patterns from experiment A that were also employed in experiment C, albeit in a slightly different manner. Table 9 lists these interaction patterns and describes the differences.
Comparison with the Experiment A and B
We also noticed a number of similar interaction patterns between experiments B and C, where the indoor users lost their desired viewing direction (i.e., where they were looking at via the camera). Although the indoor users can control the camera freely using our system, they still had difficulty in some cases knowing which direction the outdoor user was facing and where the outdoor user was, especially when the outdoor user moved a lot.
Discussion Stability of the camera:
In the experiment, the stability of the camera image for indoor users is tolerable. From the questionnaire data in Table 5 , the question 8, "Did you feel the remote image was stable?," scored 3.5 by the indoor users. However, by reviewing subjects' comments, we found that three of the four subjects said that they thought the remote image displayed to the indoor user was stable. The chest is relatively stable position than the head or the shoulder. As described in Section 5, in the absolute view mode, the camera is controlled to cancel the panning movement of the outdoor user's body. However, it does not work as an anti-shake image stabilizer. Moreover, in the current implementation, vertical movement of the body is not canceled. Incorporating an image stabilization mechanism will improve the experience of indoor users. Other comments from the subjects:
During the street evaluation, we noticed that indoor users frequently used the "pointing with a finger" feature (i.e., using the wireless controller to point out a direction) when they wanted to look at something. Although indoor users can control the remote camera by turning their head, they became fatigued when facing a particular direction for an extended period of time. For this reason, he/she learned to use "pointing with a finger" instead of turning his/her head for this situation.
At the end of evaluation, we received multiple comments that it may be helpful also to allow the outdoor user to see the indoor user via a camera. The outdoor user had difficulty in reaching the same level of out together feeling as the indoor user. Allowing the outdoor and indoor users to look at each other may further enhance the feeling of sharing an activity together.
Conclusions and Future Work
In this paper, we defined the concept of out together feeling, a sensation shared by two people at different locations that feels like they are going out together. As a step toward the achievement of this concept, we have extracted three basic interaction elements from the experiments that we have designed and performed to examine what types of interaction (communication skills) people take when they actually go outside together, and when they go out together virtually via videophone.
After that, we have designed and implemented three core interaction methods to achieve them:
• Free viewing for the indoor user and interaction methods for the camera control. Indoor users are able to look around freely by turning his/her head.
• Sharing the focus between both side of users. Both users know where the other user is facing to. They system detects the focusing status of both indoor/outdoor user and notifies them.
• Gestural communication. Both indoor/outdoor users can communicate each other with gestures. We also have performed a street evaluation of our system. WithYou was evaluated positively by the subjects, and mostly achieved the basic interaction elements to achieve the concept of out together feeling.
In future studies, we are planning to implement new functions to enhance the out together feeling. For example, in the current implementation, the outdoor user was not able to experience the same level of out together feeling as the indoor user. This is attributed to the greater focus on bringing the experience of the outdoor environment to the indoor user. In future studies, to further enhance the out together feeling, we plan to implement features that allow the indoor user and outdoor user to look at each other using video cameras.
