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Introduction
The invention of the first transistor in 1947 was a milestone depicting the
beginning of the information era. As the information technology evolved
rapidly during the decades obeying Moore’s law1, the impact on the society
grew steadily and thus the demand for faster, smaller and cheaper devices.
As the average transistors in standard processors have a size below 40 nm,
a further miniaturization will come to a natural end once the atomic level
is reached. Thus, new ways of information processing are needed. One ap-
proach is spintronics which uses in addition to the charge of the electrons
also their spin and the associated magnetic moment for data processing. An-
other possible future building block of information technology is molecular
electronics where it is tried to integrate molecular structures in electronic
circuits, which could lead to further downsizing of electronic devices.
A completely new way of data processing represents quantum computing
which does not use the classical bits 0 and 1, but quantum bits (qubits), a
coherent superposition of both classical bits allowing a quantum computer
to perform some tasks much faster than ordinary computers. As the name
“quantum computer” suggests, it exploits quantum mechanical phenomena
such as superposition or entanglement. The latter has no counterpart in
the macroscopic world and involves, as Einstein said, a “spooky action at
a distance” [2] between quantum states of different objects. If two objects
have entangled quantum states, these objects cannot be fully described in-
dividually anymore. As entanglement involves a nonlocal correlation, these
entangled objects can be spatially separated. An example of entanglement
are two electrons in a spin singlet state. This spin-entanglement is naturally
found in superconductors where two electrons with spin-up and spin-down
form a so-called Cooper pair. It was proposed [3; 4] that it is possible to
split these Cooper pairs and spatially separate them while retaining their
spin entanglement. For these proposals one makes use of the spatial extent
1Moore [1] predicted in 1965 that the number of transistors implemented on an inte-
grated circuit will double every two years.
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of hundreds of nanometers of a Cooper pair. Nowadays the microfabrication
techniques have developed such that it is feasible to implement two individ-
ual metal contacts within the spatial extent of a Cooper pair. In theory these
contacts are necessary for the spatial separation of the entangled electrons
after splitting the Cooper pair. It was proposed [3; 4; 5] that the funda-
mental mechanism for splitting and separating Cooper pairs is the nonlocal,
coherent process crossed Andreev reflection (CAR). Experimentally only a
few studies [6; 7; 8; 9; 10; 11] were performed showing that it is possible to
obtain CAR in devices with at least two metal contacts separated only 100-
200 nm in contact with a superconductor. However, these experiments show
as well that there are also two other nonlocal processes present, namely elas-
tic cotunneling and nonlocal charge imbalance, which do not split Cooper
pairs and mostly mask CAR. It was theoretically predicted and experimen-
tally shown that high transparent contacts to the superconductor lead to
masking of CAR [7; 9; 12] and low transparent contacts only allow a domi-
nant CAR process in certain energy ranges [8; 10]. For the development and
realistic success of a solid-state entangler based on superconductors it is nec-
essary to understand and control the properties of the competing nonlocal
processes.
Thus, this thesis studies the dependence of CAR on the contact resistance.
We will present a characteristic change in the dominance of the competing
nonlocal processes depending on the contact resistance for which we will
suggest a qualitative explanation. As low- and high-transparent devices
have already been studied [7; 8; 9; 10; 11], we will focus on the intermediate
transparency regime and find that a CAR domination is possible in the
maximum energy range. Besides the contact dependence we also investigate
the dependence of CAR on temperature and magnetic field. In a second
part we study one of the processes masking CAR, namely nonlocal charge
imbalance. As for CAR we examine its contact resistance dependence, but
also the influence of applied magnetic fields and find that the classical theory
on this non-equilibrium effect of superconductivity only partly holds for our
measurements.
Chapter1
Superconductivity
1.1 Superconductivity - an introduction
In the macroscopic phenomenon ”superconductivity” the electrical resis-
tance R vanishes below a critical temperature TC. Besides perfect con-
ductivity, a material in the superconducting state is also an ideal diamagnet
below a critical applied magnetic field HC
1, a fact commonly referred to
as Meissner-Ochsenfeld effect [13]. It took nearly 40 years after the dis-
covery of superconductivity in 1911 by Kammerlingh Onnes [14] until in
1950 Ginzburg and Landau proposed a phenomenological theory [15]. Some
years later, in 1957, Bardeen, Cooper and Schrieffer (BCS) published their
ground-breaking work on explaining superconductivity in a microscopic the-
ory [16].
The Ginzburg-Landau (GL) theory is a phenomenological approach de-
scribing superconductivity as a second order phase transition. Ginzburg
and Landau introduced the complex order parameter Ψ(r) which makes it
possible to describe how ”deeply” a material is in the superconducting state
while ns = |Ψ(r)|2 accounts for the local density of superconducting elec-
trons. The strength of the GL theory is the easier applicability to spatially
inhomogeneous systems like normal metal/superconductor interfaces com-
pared to the BCS theory described below. In 1959 Gor’kov united both
theories by showing that the GL theory can be extracted from the BCS
theory for temperatures close to TC [17].
The BCS theory is a microscopic description of superconductivity, in
1We restrict ourselves to Typ I superconductors.
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which the conduction electrons condense into a macroscopic quantum me-
chanical many-body ground state similar to a Bose-Einstein condensate.
This is possible because the ground state of a Fermi sea of electrons is un-
stable with respect to attractive interactions [18]. Such an interaction can
occur, for example, if an electron passing through a solid deforms the lattice
by attracting the positive ion cores leading to an accumulation of positive
ion cores which themselves attract a second electron. The lattice deforma-
tion can de described by phonons. These two electrons are then coupled via
an electron-phonon interaction. Superconductivity occurs if this attractive
force is larger than the Coulomb repulsion between the two electrons. The
two coupled electrons then form the so-called Cooper pair (CP), which has
opposite spin (↑↓) and equal, but opposite momenta (k,−k). The spatial
extent of the pair correlation exchanged via the lattice is given by the BCS
coherence length ξ0 = ~vF/pi∆(0) with Fermi velocity vF and the supercon-
ducting energy gap ∆(0) at T = 0, which can be thought of as the average
size of a CP [19].
Within the BCS theory a temperature dependent energy gap ∆(T ) can
be deduced from the excitation spectrum of a superconductor exhibiting its
largest value at T = 0. With rising temperature, the energy gap shrinks and
vanishes at T = TC. The energy gap 2∆(T ) corresponds to the energy which
is necessary to split up a Cooper pair and create two single quasiparticles
in the superconductor. These quasiparticles exist above the gap as exited
states. The size of the energy gap at T = 0 is related to TC via ∆(0) =
1.764kTC. Close to TC the temperature dependence of the energy gap is [19]
∆(T ) ≈ 1.74∆(0)
r
1− T
TC
. (1.1)
The transition from normal to superconducting state leads to a change of the
density of states N as a direct consequence of the emergence of the energy
gap. The superconducting density of states Ns for quasiparticles at energy
E reads [20]
Ns(E) =
(
Nn(EF ) · |E−EF |√
(E−EF )2−∆2
for |E − EF | ≥ ∆
0 for |E − EF | ≤ ∆
(1.2)
where Nn is the normal metal density of states at T > TC and EF the Fermi
energy. It follows from eq. (1.2) that no single particle states exist in the
energy interval EF ±∆, whereas Ns exhibits a singularity at the gap edges
and reduces to Nn at larger energies, see Fig. 1.1(a). A powerful technique
to examine Ns and ∆ is superconducting tunneling spectroscopy described
in the next chapter.
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1.2 Superconducting tunneling spectroscopy
Superconducting tunneling spectroscopy (STS) was established by Giaver in
1960 [21] and is now a valuable method to examine properties of a super-
conductor [22], like the energy gap ∆ and the density of states of the su-
perconductor. STS involves tunneling of single quasiparticles from a normal
metal (electrode) through a thin insulating layer (barrier) into a supercon-
ductor (electrode). Since the tunneling probability decreases exponentially
with thickness and height of the barrier, STS gives the opportunity to gain
information on the barrier and its quality, e.g. its homogeneity.
Single particle tunneling can be described by the tunneling hamiltonian
[19]
HT =
X
σkq
Tkqc
∗
qσckσ + h.c. . (1.3)
In eq. (1.3) the specific details of the tunneling barrier are included in the
phenomenological tunneling matrix element Tkq with wavevectors k and q
of the electrons of one of the electrodes. The tunneling process itself is
described by the annihilator ckσ which removes an electron with wavevector
k and spin σ, and the creator c∗qσ generating an electron with q on the other
electrode.
Besides the tunneling probability given by |Tkq|2, the tunneling current
is governed by the number of quasiparticles trying to tunnel and on the
available states into which they can tunnel. This is accounted for by the
density of states of both electrodes N1,2 and their occupation given by the
Fermi function f(E). Multiplying this with the tunneling probability leads
to the following expression for the tunneling current
I(U) = A |Tkq|2
Z ∞
−∞
N1(E)N2(E + eU) [f(E)− f(E + eU ] dE (1.4)
with A as a constant of proportionality [19].
In the case of a normal metal/insulator/normal metal (NIN) tunnel junc-
tion applying a voltage shifts the Fermi energy of the electrodes by eU with
respect to each other, which results in a net tunneling current and a normal
state conductance Gnn 6= 0. This current increases with bias since on the
one hand more quasiparticles can participate in tunneling and on the other
hand more empty states are available. Therefore, as long as the barrier
is not affected by the bias, eq. (1.4) gives a linear current vs. bias (I-U)
characteristic in NIN systems with I(U) = U/RT. RT is called tunneling
resistance and is proportional to 1/ |Tkq|2.
In superconducting tunneling spectroscopy one mostly deals with normal
metal/insulator/superconductor (NIS) tunnel junctions which exhibit non-
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linear I-U -characteristics. For an applied bias |U | < ∆/e and T = 0 no single
particle tunneling is possible, because no available excitation states do exist
in the superconductor (Ns = 0), see eq. (1.2). The characteristic strong
increase of the tunneling current at |U | = ∆/e is due to the singularity in
Ns and the resulting large number of unoccupied states, see Fig. 1.1(a). For
|U | >> ∆/e the I-U -characteristic resembles the one of an NIN junction
since Ns is similar to Nn in this energy range. With eq. (1.4) the bias
dependence of the tunneling current of an NIS junction is described by
I(U) = A |Tkq|2N1(0)
Z ∞
−∞
N2s(E) [f(E)− f(E + eU)] dE. (1.5)
When taking the derivative of eq. (1.5) with respect to the applied voltage,
one gains the following expression for the differential conductance [19]
Gns =
dIns
dU
= Gnn
Z ∞
−∞
N2s(E)
N2(0)
»
−∂f(E + eU)
∂(eU)
–
dE (1.6)
which directly gives Ns for T = 0. Temperature dependent STS measure-
ments, as shown in Fig. 1.1(b), exhibit smeared features with increasing
T , because the energy gap shrinks with T and even with an applied bias
|U | < ∆/e some quasiparticles can tunnel due to thermal energy.
Figure 1.1: (a) Excitation schematic of an NIS tunnel junction with an ap-
plied bias U at T = 0. (b) Temperature dependent STS measurements of an
Au(35 nm)/Ti(5 nm)/AlOx/Al(25 nm tunnel junction normalized to the normal
state conductance Gnn. As can be seen G/Gnn vs. bias resembles Ns(E) of
the superconductor at base temperature shown in (a), while increasing T leads to
smeared features due to thermally excited tunneling quasiparticles.
Chapter2
Transport at normal metal/superconductor
interfaces
When a superconductor (S) and a normal metal (N) are in electrical contact
and form an NS interface, a variety of different phenomena and transport
processes can happen. In a device containing multiple NS interfaces, both lo-
cal and nonlocal processes can occur which will be described in this chapter.
We first will explain the local process Andreev reflection (AR) and intro-
duce the model of Blonder, Tinkham and Klapwijk (BTK) describing the
transport across an NS junction of arbitrary transparency. Subsequently, we
discuss three competing nonlocal processes being of importance for the un-
derstanding of our measurements. We introduce crossed Andreev reflection
(CAR), elastic cotunneling (EC) and nonlocal charge imbalance (CI).
2.1 Andreev reflection
To begin we consider a perfect single normal metal/superconductor (NS) in-
terface with maximum transparency t = 1. If a potential is applied across the
junction, the local process Andreev reflection (AR) describes the conversion
of a dissipative current in N carried by single electrons into a dissipationless
supercurrent in S carried by Cooper pairs. AR is only possible for bias po-
tentials |U | < ∆/e, making this process a local subgap transport mechanism.
In the AR process two electrons in the normal metal pair and enter the su-
perconductor as a Cooper pair (CP) while simultaneously retro-reflecting a
hole, see Fig. 2.1(a).
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Figure 2.1: (a) Schematic of Andreev reflection in a normal metal/superconductor
(NS) device. Two electrons (black circles) in N pair and form a Cooper pair (CP)
in S, while simultaneously retro-reflecting a hole (white circle). (b) A detailed
schematic of the subgap ( < ∆) process Andreev reflection at an NS interface.
We can understand this process as follows: An electron from N impinging
on S with an energy  < ∆ ( is the excitation energy relative to EF) can only
enter the superconductor as evanescent quasiparticle wave on a characteristic
length scale of ≈ ~vF/2∆. This implies that the incident electron should
be reflected at the NS interface as the superconducting energy gap denotes
a potential barrier of height ∆. As the energy of the electron (≈ EF) is
typically much larger than ∆, the potential barrier and thus the force of the
superconductor acting on the electron is too small to change its momentum
significantly. Hence, the probability for normal reflection in the Andreev
approximation (∆,  << EF) is exceedingly small. As the electron with
initial energy , momentum k and say spin up (↑) cannot get reflected, it
enters the superconductor by pairing with a second electron from N with
energy −, opposite momentum −k and spin down (↓) to form a Cooper
pair (k,-k;↑↓) and enter the superconductor. To conserve momentum a
spin-up hole1 with k is retro-reflected representing the missing spin down
electron with−k, see Fig. 2.1(b). For subgap energies AR is the only possible
mechanism for charge transport across an NS interface.
As in AR two electrons enter the superconductor per electron impinging on
the junction, the conductance of the NS interface Gns for |eU | < ∆ is twice
the normal state conductance Gnn. This holds for an ideally transmitting
interface. Lower transparent junctions, where electrons are reflected at a
potential barrier, will be discussed below in the BTK model.
Inhomogeneous systems like NS junctions and the intimitally connected
process of Andreev reflection are described by the Bogoliubov-de Gennes
1The hole has spin up as it is associated with a missing spin down electron [23].
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(BdG) equations. They incorporate the spatially varying pair potential ∆(r)
and the potential energy U(r) which vary due to the proximity effect and
impurities. The BdG equations are a set of coupled differential equations
describing the superconducting excitation spectrum, namely the position
dependent electron-like (k > kF) and hole-like (k < kF) quasiparticles u(r)
and v(r) in terms of a two component wavefunction (u(r),v(r)). The BdG
equations read [24] „
H0 ∆(r)
∆∗(r) −H∗0
«„
u(r)
v(r)
«
= 
„
u(r)
v(r)
«
(2.1)
with H0 as single electron Hamiltonian. If the pairing potential ∆(r) = 0
(normal metal), then the BdG equations decouple and describe electrons and
holes in a normal metal. For ∆(r) 6= 0 these equations describe that at an NS
interface electron- and hole-like quasiparticles can enter the superconductor
at subgap energies. Inside the superconductor these quasiparticle waves
decay exponentially and get converted into a supercurrent on a characteristic
length ≈ ~vF/2∆ [25; 26].
At an NS interface Cooper pairs from the superconductor can leak into
the normal metal, a fact referred to as proximity effect. The BdG equa-
tions describe that the finite Cooper pair density ns decays from the SN
interface within the normal metal exponentially on a characteristic lengthp
~D/ with D as diffusion constant of N [23]. However, the Cooper pair
leakage into the normal metal also affects the superconductor. It reduces
the superconducting order parameter ∆ inside the superconductor and thus
weakens the superconducting properties, commonly called inverse proximity
effect. In experiments these proximity effects cause e.g. a change of TC or
an excitation spectrum in N.
That far we have discussed NS interfaces with transparency t = 1. By im-
plementing a very thin insulator (I) in between N and S, a NIS junction, the
transparency decreases. As AR is a second order process in transmission,
AR and therefore the electron tunneling probability decreases with reduced
transparency. The BdG equations are the starting point for the very suc-
cessful Blonder-Tinkham-Klapwijk (BTK) model [26] which describes the
I-U -characteristics of NIS junctions with arbitrary interface transparencies.
In the context of a generalized AR model, the interface scattering is repre-
sented by a repulsive δ-function potential of strength Z. By using the BdG
equations and matching the wavefunctions at the interface, the BTK model
predicts probabilities of the different subgap processes namely AR, quasi-
particle transmission or ordinary reflection [26]. Finally, the model allows
the calculation of the I-U -characteristic and the normalized differential con-
ductance Gns/Gnn vs. bias for arbitrary barrier strengths Z, respectively.
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Figure 2.2: Normalized differential conductance as a function of bias energy for
different barrier strengths Z of a NIS interface at T = 0K. We calculated these
curves on the basis of the BTK model [26].
The latter is shown in Fig. 2.2 for different values of Z at T = 0. The bar-
rier strength Z indicates the electron tunneling probability and gives the
normal state transmission coefficient t with t = (1 + Z2)−1. In the case of
a metallic contact (Z = 0 and t = 1), all incident electrons are transferred
across the junction due to AR, leading to an enhanced interface conductance
Gns = 2Gnn in the subgap regime, see Fig. 2.2. With increasing Z, the
transparency and the AR probability decrease, whereas ordinary reflection
increases leading to a reduced Gns. As T = 0, quasiparticle transmission
does not occur for subgap energies. In Fig. 2.2 Z = 4 (t = 0.06) already
denotes a strong tunnel contact with Gns/Gnn ≈ 0 inside the energy gap.
A tunnel contact with Z = ∞ and t = 0 is the extreme case where AR is
completely suppressed with Gns = 0 inside the energy gap. The BTK model
and Fig. 2.2 clearly show that the differential subgap conductance decreases
with increasing Z.
2.2 Crossed Andreev reflection and elastic cotunneling
In the last chapter we introduced Andreev reflection, a mechanism describing
subgap transport at a single NS junction. Furthermore, we know now that
at subgap energies evanescent electron- and hole-like wavefunctions Ψ(x)
exist inside the superconductor. Thus, theory proposed that a quasiparticle
entering the superconductor at subgap energies from a normal metal elec-
trode N1 can interact coherently with a second, spatially separated normal
metal electrode N2. A typical sample geometry is shown in Fig. 2.3. This
is only possible if the distance d between N1 and N2 is such that there still
exists a finite amplitude of the incident quasiparticle wavefunction at N2,
see Fig. 2.3. For a clean 3D BCS superconductor the characteristic length is
given by the BCS coherence length ξ0, whereas for superconductors in the
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Figure 2.3: A sample and measurement schematics is shown with a crossed An-
dreev reflection process. An electron (e) enters from the injector the superconductor
(S) by pairing with an electron from the detector to form a Cooper pair (CP) in
S. To conserve momentum a hole (h) is reflected into the detector, thus causing a
nonlocal voltage Unl. For CAR (EC) to happen the amplitude of the quasiparticle
wavefunction Ψ(x) needs to be finite at the detector.
dirty limit ξ ∼= √`elξ0 holds with `el as elastic mean free path.
If d is of the order of ξ, two possible processes can occur, namely elastic
cotunneling (EC) and crossed Andreev reflection (CAR) with a probability
proportional to e−d/ξ. In case of EC, the incident electron tunnels elastically
over a virtual state from N1 into N2, see Fig. 2.4(b). However, CAR is
very similar to AR: If at subgap energies a spin up (↑) electron2 from N1
with momentum k tries to enter the superconductor, it forms a Cooper pair
(k,−k; ↑↓) with an electron of opposite momentum and spin (−k, ↓), from
the second, spatially separated normal metal electrode N2. As in AR a
spin up (↑) hole with momentum k is reflected to conserve momentum. In
contrast to AR, this hole is reflected in N2. AR, CAR and EC are second
order processes since all of them incorporate two coherent tunneling events.
In single NS junctions AR is the only transport process through the inter-
face at subgap energies. In a multi-terminal NS device CAR and EC open
new conduction channels. If we consider a two-terminal device with N1 and
N2 as shown in Fig. 2.3, the current I1 (I2) through junction 1 (2) depends
2CAR is not limited to incident spin up electrons. For an incident spin down electron
the spins of the other participating particles need to be reversed.
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Figure 2.4: Schematics representing the nonlocal process (a) crossed Andreev
reflection and (b) elastic cotunneling. Both second order processes only happen if
d is of the order of ξ.
also on voltage U2
3 (U1) applied on N2 (N1) due to EC and CAR, making
them nonlocal processes. Assuming linear transport one can write„
I1
I2
«
=
„
G11 G12
G21 G22
«„
U1
U2
«
. (2.2)
In a more detailed description the possible transport mechanisms are as-
signed to the different conduction elements Gij in the tunneling limit and
for clean superconductors [27]. To the local conductances G11 and G22 all
three processes AR, CAR and EC contribute, whereas the nonlocal con-
ductances G12 and G21 only depend on the nonlocal processes CAR and
EC. These two processes tend to cancel each other, because with an applied
voltage U1 CAR and EC create particles of opposite charge in the detector,
see Fig. 2.4, and therefore nonlocal bias potentials Unl (U2) of opposite sign.
This is the reason for opposite contributions to the nonlocal conductance
elements Gij (i 6= j). Thus, on the basis of [27] eq. (2.2) can be written in
the following form„
I1
I2
«
=
„
GAR,N1 +GCAR +GEC GCAR −GEC
GCAR −GEC GAR,N2 +GCAR +GEC
«„
U1
U2
«
.
(2.3)
For an NIS junction in the tunneling limit and at low T and bias, theory
predicts to lowest order in the tunneling rates that GCAR = GEC. Thus
the off-diagonal (nonlocal) elements of eq. (2.3) vanish leaving only a CAR
3In Fig. 2.3 U2 is depicted as the nonlocal voltage Unl.
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and EC contribution to the local conductance as long as d ≤ ξ. The spatial
decay of GCAR and GEC is ∝ (kF d)−2e−2d/piξ0 [27].
2.2.1 Crossed Andreev reflection - application and
modification
As was discussed in the previous chapter, perturbation theory predicts for
NIS junctions in the tunneling limit and lowest order transmission an ex-
act cancellation of the CAR and EC contribution to the nonlocal process
(GCAR = GEC) [27]. This is an undesired result since the goal for appli-
cations is a dominance of CAR over EC (with GCAR > GEC). Why is a
dominant CAR process so valuable?
For the development of quantum information technology the electron spin
is a possible candidate for the realization of quantum bits in a solid state
environment [28]. In this context the creation of spatially separated, en-
tangled electron spins is important [29; 30], which was already successfully
tested in quantum optics for entangled, spatially separated photons [31].
The two electrons of Cooper pairs in s-wave superconductors naturally
form entangled spin singlet states with representation |S〉 = 1√
2
(|↑↓〉 − |↓↑〉).
It was theoretically proposed that it is possible to split a Cooper pair and
spatially separate the electron spins [3; 4]. As long as the electron spins
preserve their nonlocal correlation (entanglement), this state is inseparable,
which means that it cannot be represented by a product of the single particle
states. The inverse process of CAR was proposed as the basis for such a solid-
state entangler with the superconductor acting as a source of spin-entangled
electrons. In an inverse CAR process the Cooper pairs from S split between
the two N leads while retaining their spin-entanglement.
Since the nonlocal correlation is destroyed easily by the strongly interact-
ing solid-state environment, it is necessary to probe the entanglement. Noise
measurements promise to be a solution because entangled spin-1/2 particles
exhibit ”bunching” behavior and a specific, unique noise power enhancement
[29].
A solid-state entangler must fulfill certain requirements for application.
The amount of spatially separated, entangled electrons injected into the
leads should be considerably larger than the injected number of uncorre-
lated ones e.g. quasiparticles. Furthermore the entangled electron pairs
should be individually addressable. The time ~/∆ between two electrons
of one Cooper pair should be much smaller than the time 2e/Iinj between
subsequent Cooper pairs. Making use for example of Coulomb interaction is
theoretically a feasible way to fulfill the requirements. Either by including
quantum dots in-between S and N [4] or by generally having a high resistive
environment [32], which leads to dynamical Coulomb blockade discussed in
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chapter 3, it is energetically unfavorable for the electrons of a Cooper pair
to enter the same lead (ordinary Andreev reflection) as they have to pay
charging energy. As this is not the case for a CAR process with spatially
separated electrons, Cooper pair splitting into different leads is favored.
CAR is a possible candidate for the realization of a solid state entangler
and thus important for the development of quantum computing, quantum
cryptography and quantum teleportation [33; 34]. Hence, it is necessary to
lift the predicted balance between CAR and EC. What parameters influence
this balance?
Recently, a large number of theories were published modeling these non-
local processes in hybrid systems [5; 12; 27; 35; 36; 37; 38; 39; 40; 41; 42; 43;
44; 45]. By including higher order tunneling terms, electron-electron inter-
actions or disorder, the cancellation between CAR and EC can be lifted. A
general tendency in these models is that in NSN junctions (e.g. like the one
of Fig. 2.3) EC dominates over CAR. However, two theories suggest that an
external AC signal or the electromagnetic environment can lead to a situ-
ation where CAR is dominant [46; 47]. The latter is based on a model in
which the two normal metal contacts are electromagnetically coupled. This
coupling can favor CAR over EC, depending on the symmetry of the cou-
pling [47]. This model contains dynamical Coulomb blockade, which will
be discussed in chapter 3 and used for the interpretation of one part of the
experimental results in this thesis.
It was proposed that the balance between EC and CAR can be lifted
by using ferromagnets (F) with spin polarization P as electrodes instead
of normal metals, as both processes are spin sensitive in a way that the
relative alignment of the ferromagnetic electrodes decides which process is
favored [5; 27; 42]. In the ideal case of full spin polarization of the contacts
(P = 1), CAR is totally suppressed for parallel alignment. Since no elec-
trons of opposite spin are available, an incident electron cannot pair with
a second electron of opposite spin to form a CP, thus GCAR = 0. An an-
tiparallel magnetization favors CAR and suppresses EC (GEC = 0), because
of no available states for a tunneling electron, excluding possible spin flip
processes. Nevertheless, the use ferromagnetic electrodes would also destroy
the entanglement.
As the nonlocal signals of CAR and EC are very small and decay in
a clean 3D BCS superconductor as (kF d)
−2e−2d/piξ0 [27], one can try to
maximize the signal by optimizing geometry, dimensions and texture of the
superconductor. By minimizing the contact distance d and increasing ξ
with an improved evaporation process, the decay length is increased. Since
in our samples d < ξ, the exponential factor e−2d/piξ0 is not the limiting
contribution for us, but the algebraic prefactor (kF d)
−2. This prefactor
reduces the nonlocal signal roughly by a factor of 104 since d is of the
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order of 100 nm and the Fermi wavelength measures some A˚ngstro¨m. An
improvement can be achieved by considering diffusive superconductors in
the dirty limit (`el < ξ0). In a 3D diffusive superconductor the prefactor
changes to (kF d)
−1(kF `el)−1, which considerably enlarges GCAR and GEC4
[44]. Reducing the dimensions of the superconductor5 leads to a further
reduction of the prefactor.
2.3 Charge imbalance
That far only crossed Andreev reflection and elastic cotunneling have been
introduced as relevant for nonlocal charge transport at subgap energies in
NSN and NISIN hybrid devices. Nonlocal charge imbalance is a third pro-
cess, which can cause a measureable nonlocal voltage Unl at the detector.
It is important to discuss charge imbalance (CI) as we need to distinguish
CAR, EC and CI in nonlocal transport measurements.
In the first part of this chapter we introduce local CI in a superconductor,
whereas in the second part we derive a distance-dependent expression for
the nonlocal resistance caused by CI, being necessary for the interpretation
of results shown later in this thesis. In this derivation we mainly follow Tin-
kham [19], who describes ”local” CI, whereas we extend Tinkham’s approach
to nonlocal CI.
Charge imbalance is a well-known non-equilibrium phenomenon of super-
conductivity studied extensively in the 1970s and 80s. It describes the spatial
decay of quasiparticles (QP) within a superconductor and their decay with
temperature. CI appears when the electron population of a superconductor
is driven out of thermal equilibrium. In thermal equilibrium and T = 0
no quasiparticles and therefore no CI exists. However, CI can be generated
e.g. by electron tunneling into a superconductor. This is not only possible
for applied biases larger than ∆, but also for subgap biases at T 6= 0. A
thermally smeared Fermi function and a thermally reduced superconduct-
ing energy gap allows electron tunneling at subgap energies, see Fig. 2.5(a).
With increasing T this effect, and therefore CI, is more pronounced. The
generation of QP is balanced by their diffusion and relaxation within S,
which allows CI to be described by a steady-state dynamic equilibrium.
The first step for an understanding of CI is to describe the amount of
quasiparticles being driven out of thermal equilibrium in a condensate of
Cooper pairs (CP). A single particle excitation has an energy Ek = (∆
2 +
ξ2k)
1
2 with ∆ the BCS gap and ξk the one-electron energy of state k relative to
4Note that in the diffusive case not the BCS coherence length ξ0, but the coherence
length ξ =
√
ξ0`el is the characteristic length scale.
5One dimension of the superconductor must be smaller than `el.
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Figure 2.5: Schematics on charge imbalance (CI). (a) Current injection from a
normal metal (N) into the superconductor (S). Due to thermal smearing of the
Fermi function and a thermal reduction of the superconducting gap ∆(T ) quasi-
particles (qp) can enter S above ∆(T ) and cause CI. Andreev reflection occurs at
subgap energies that does not contribute to CI. (b) Schematic of the spatial decay
of the effective charge Q∗(x). At the injector N1 a current Iloc gets injected into S
causing Q∗. These quasiparticles diffuse along S while decaying on a length scale
of the CI length Λ∗ causing a nonlocal voltage Unl at the detector N2.
the Fermi energy EF in the normal state. These excitations can be electron-
like (k > kF) and hole-like (k < kF) with effective charge qk = ξk/Ek.
This charge changes continuously with k. Far inside the Fermi sphere the
excitations are hole-like with effective charge qk ≈ −1 and qk ≈ 0 close to the
Fermi surface. Far outside the Fermi sphere the excitations are electron-like
with qk ≈ +1. In thermal equilibrium the occupation probability of single-
particle excitations is given by the Fermi distribution function f0. Out of
equilibrium the Fermi function needs to be replaced by a function fk. An
expression for the QP disequilibrium is then given by
δfk ≡ fk − f0(Ek/kBT ). (2.4)
One can distinguish between energy-mode and charge-mode disequilib-
rium. In the first case, also referred to as ”even” or ”longitudinal mode”
[48], there exists an equal amount of hole-like and electron-like excitations
in the QP spectrum, see Fig. 2.6(a). The even mode is mostly excited by
phonons or photons which are charge neutral. A result of this type of dise-
quilibrium is a reduction of ∆. To describe this reduction and therefore the
strength of the even mode disequilibrium, an effective QP temperature T ∗
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is introduced6.
For the results of this thesis, the second ”charge-mode” disequilibrium
is relevant, also known as ”branch imbalance” and ”odd” or ”transverse
mode” [48]. Therefore we focus on this part for the rest of the chapter.
In the odd mode charged excitations from tunneling electrons or current
conversion at NS interfaces lead to an inequality between hole- and electron-
like excitations, see Fig. 2.6(b). This branch imbalance results in an effective
charge Q∗ inside the superconductor denoted by
Q∗ =
X
qkδfk. (2.5)
To maintain charge neutrality in the superconductor, the number of elec-
trons in the BCS ground state is changed in this process. Consequently, the
electrochemical potential of the Cooper pairs µcp and the one of the quasi-
particles µqp are shifted in opposite directions relative to their equilibrium
value E0F, see Fig. 2.6(c). This shift in µqp allows to measure a potential
within the superconductor with a normal metal detector electrode coupled
to the superconductor at a distance given by the charge imbalance length,
the decay length of CI [9; 49; 50]. In contrast, by using a superconductor
as detector electrode one probes µcp of the Cooper pairs. The aim of this
chapter is to find an expression for the potential U(x) that can be measured
at a second normal metal detector electrode 2 depending on the number of
injected QP and the distance x to the QP injector.
First, we only consider one NS junction and discuss the generation of QP
at the injector. The charge imbalance Q∗ can be generated by the injection
of quasiparticles from the normal contact 1 (injector) into S. Depending
on temperature and bias voltage, the total injected and measured current
Itot,1 at contact 1 consists of the injected quasiparticles IQ∗,1 and the subgap
current due to Andreev reflection IAR,1, Itot,1 = IQ∗,1+IAR,1, see Fig. 2.5(a).
At T = 0 and |eU | < ∆, Itot,1 is only driven by Andreev reflection processes
as discussed in chapter 2.1. For biases above ∆/e, only quasiparticle injection
is possible leading to Itot,1 = IQ∗,1 at T = 0. For subgap energies |eU | < ∆
and T 6= 0 the total injected current Itot,1 consists of both, IQ∗,1 and IAR,1,
see Fig. 2.5(a). IQ∗,1 is possible for subgap energies due to thermal smearing
of the Fermi function. As the Andreev processes do not contribute to Q∗,
it is necessary to define F ∗ = IQ∗,1/Itot,1 giving the fraction of the total
current causing charge imbalance7. Thus, the charge injection rate Q˙∗(0) at
contact 1 and the injection current Itot,1 per unit volume Ω are related as
6T∗ is not a thermodynamic temperature.
7The ratio F∗ can range from zero for eU = ∆ to unity for eU or kBT >> ∆. For
eU = ∆ the full electronic charge contributes to the electrical current and not to
Q∗. This changes for higher bias voltages or temperatures.
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Figure 2.6: (a) Dispersion curves of single-particle excitations in thermal equilib-
rium in the normal (N) and superconducting (S) state. Indicated as black dots
is the occupation of electron- and hole-like excitations. (b) Schematics of the oc-
cupation of single-particle excitations in the odd mode for Q∗ > 0. (c) Shift of
the Cooper pair and quasiparticle chemical potential µcp and µqp relative to the
equilibrium Fermi energy E0F in the case of branch imbalance [19].
follows
eQ˙∗(0) =
F ∗Itot,1
Ω
. (2.6)
In thermal equilibrium the amount of injected charge Q∗(0) is given by
the relaxation time τQ∗ describing how fast the excitations decay into the
Cooper pair (CP) condensate by inelastic energy relaxation processes like
electron-phonon scattering. In steady state Q˙∗(0) = Q∗(0)/τQ∗ holds and
one finds with eq. (2.6) the following expression for the total injected charge
at x=0
Q∗(0) =
τQ∗F
∗Itot,1
eΩ
. (2.7)
Note that in the following we do not focus on IQ∗ , but on Itot,1, as this is
the experimentally determined quantity.
CI is distance dependent, because the injected quasiparticles Q∗(0) at
contact 1 diffuse away while relaxing into the CP condensate. With the
assumption that S is quasi-1-dimensional and that the non-equilibrium pop-
ulation relaxes symmetrically around the injection point, CI decays in space
as [19]
Q∗(x) = Q∗(0)e
− |x|ΛQ∗ (2.8)
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with the charge imbalance length ΛQ∗ =
p
DτQ∗ as the characteristic diffu-
sion length for a relaxation time τQ∗ and a quasiparticle diffusion constant
D, see Fig. 2.5(b).
As yet we have discussed the Q∗ generation and its spatial decay within
S. We now add a second normal metal electrode N2 as detector in distance x
from the injector in order to measure the potential U2(x) caused by the exci-
tations in S. In order to respect the boundary conditions of an ideal voltage
measurement, no current flows into the detector and a voltage appears. The
quasiparticle current from S to N2 equals eGNN,2Q
∗(x)/2e2N(0) [51; 52],
where N(0) denotes the density of states of the normal quasiparticles and
GNN,2 the normal state conductance of the NS junction 2. The term e
2N(0)
is the so-called electrochemical capacitance. The current back-flow from N2
to S is given by U2GNS,2, where GNS,2 is the conductance of the NS junction
2 and U2 << ∆/e. Equating these two currents leads to
U2(x) =
Q∗(x)
2eN(0)gNS,2
=
Q∗(0)e
− |x|ΛQ∗
2eN(0)gNS,2
(2.9)
with gNS,2 = GNS,2/GNN,2 being the normalized tunneling conductance for
the NS detector junction in the low-voltage limit. U2(x) can be identified
with a nonlocal voltage Unl,2 if the detector is not in the current path of the
injecting circuit. CI is then called nonlocal CI. For the nonlocal geometry we
define the nonlocal resistance as Rnl := Unl,2/Itot,1 and obtain with eq. (2.7)
and (2.9) the following distance dependent expression
Rnl(x) =
F ∗τQ∗e
− |x|ΛQ∗
2e2N(0)ΩgNS,2
. (2.10)
According to [48] the relaxation time for CI near TC is given by
τQ∗ =
4
pi
τE
kBTC
∆(T )
=
4
pi
τE
kBTC
∆(0)
p
1− T/TC
(2.11)
where τE is the inelastic scattering time [53]. With eq. (2.11) in (2.10) we
find for the nonlocal resistance close to TC:
Rnl(x) =
2τEkBF
∗
e2piΩN(0)| {z }
=K
· TC
gNS,2∆(0)
p
1− T/TC
· e−
|x|
ΛQ∗ . (2.12)
If the temperature approaches TC the relaxation time diverges and the charge
imbalance length gets very long. Because of x << ΛQ∗ the exponential term
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in eq. (2.12) can be neglected. For Rnl(x) follows
Rnl ≈ K TC
gNS,2∆(0)
p
1− T/TC
. (2.13)
Equation (2.13) shows that Rnl increases with T and diverges for T = TC.
It is important to note that for the constant K in eq. (2.12) and (2.13) we
assume F ∗ to be constant and independent of T . This is incorrect as IQ∗,1
is temperature dependent.
However, on the basis of the ”classical” CI theory we have derived the
temperature- and distance-dependent behavior of Rnl caused by nonlocal
CI (see eq. (2.12)).
Chapter3
Dynamical Coulomb blockade
3.1 Introduction
This chapter deals with charging effects on ultra-small tunnel junctions,
which have been observed in various different multi-junction devices [54; 55;
56; 57; 58; 59; 60]. In the case of a single ultra-small metal-insulator-metal
tunnel junction [61; 62; 63; 64; 65; 66] these charging effects are commonly
referred to as environmental or dynamical Coulomb blockade (DCB). Here
we focus on single tunnel junctions in layered structures similar to those
prepared in this thesis.
It has been shown theoretically and experimentally that for small tunnel
junctions with capacitances of the order of 10−15 F or smaller [67] and at
cryogenic temperatures the zero-bias differential resistance R0 in metal/in-
sulator/metal samples is enhanced compared to the high-voltage differential
resistance R. This effect, often referred to as Coulomb blockade (CB), is
due to the change of charge on the junction when an electron tunnels. This
leads to charging effects with charging energy EC = e
2/2C. Due to EC
the electron transport through the junction is blocked for bias voltages U <
|e| /2C [57; 68]. This is the so-called Coulomb gap and leads to a high-voltage
offset of |e| /2C. To be able to observe CB effects thermal fluctuations need
to be small which leads to the prerequisite kBT << EC.
This chapter is structured as follows: For a more intuitive picture the
charging (DCB) effects are first introduced in a semiclassical picture. In a
second step DCB is treated quantum-mechanically. Even though the results
in both cases will be the same, we need the quantum-mechanical treatment
to introduce the possibility of exciting electromagnetic modes, which will be
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important for the interpretation of our results. For an excellent theoretical
review we refer to [69].
3.2 Semiclassical picture
The understanding of charging effects on small tunnel junctions requires a
description of the tunneling process and of the environment of the junc-
tion. This chapter describes a semiclassical picture, as it treats tunneling
quantum-mechanically and the environment classically.
Metal/insulator/metal tunneling junctions connected to an ideal voltage
source are discussed in chapter 2. It was shown that in this case the tunnel
junctions can be described by the tunneling resistance RT and that inde-
pendent of the temperature the I-U -characteristics exhibits the same form
as for an ohmic resistor R, namely
I(U) =
U
RT
. (3.1)
It should be noted that RT and R have a different physical origin.
The capacitance C of a tunnel junction is usually modeled as a capaci-
tance in parallel to RT. In this case a tunneling electron changes the charge
Q on the capacitance by e. This leads to a charging of the junction depend-
ing on its electromagnetic environment. If we assume the tunnel junction
to be connected to an ideal voltage source with ideally conducting leads
(environmental impedance Z(ω) = 0), see Fig. 3.1(a), no charging effects
occur since the junction capacitance is recharged immediately. If we as-
sume a large environmental impedance (Z(ω) 6= 0), see Fig. 3.1(b), which is
large enough to avoid fast recharging after a tunneling event, the junction
is charged by the tunneling event. As a consequence the energy gain of a
tunneling electron is not eU (with e > 0 and U being the potential difference
on the junction), but eU − e2/2C due to the charging energy EC = e2/2C
which needs to be provided by the tunneling electron when charging the
capacitance. Consequently, for eU < e2/2C, an electron cannot tunnel since
it is energetically unfavorable which results into a bias regime of enhanced
resistance, also called Coulomb gap. A consequence of this is a bias offset of
e/2C compared to the ohmic-like current-voltage characteristic of a tunnel
junction embedded in a zero-impedance environment.
Experiments and theoretical predictions have shown that the Coulomb gap
exhibits its sharpest features for very high-ohmic environmental impedances
Z(ω) and junction tunneling resistances RT well above the resistance quan-
tum RQ = h/2e
2 = 12.9 kΩ. If Z(ω) is of the order of RQ, the zero-bias
differential resistance decreases with lowering the environmental impedance
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Figure 3.1: Model circuit of an ultra-small tunnel junction connected to an ideal
voltage source. The junction is represented by RT and C in parallel. (a) Tunnel
junction without environmental impedance (Z(ω) = 0). (b) Tunnel junction with
environmental impedance (Z(ω) 6= 0).
resulting in a smearing of the Coulomb gap [61; 70; 71]. To understand
these features it is necessary to study the dependence of the environmental
impedance Z(ω) on CB. Besides the intuitive picture of the charging time
of a capacitance and its dependence on Z(ω), another intuitive explanation
is possible when modeling the circuit.
As depicted in Fig. 3.1(b) the tunnel junction is modeled by RT and C
in parallel with an environmental impedance Z(ω) in series describing the
external circuit. To determine the voltage over the tunneling element RT
one needs to know the total impedance Zt(ω) as seen from RT. Zt(ω) results
from C and Z(ω) in parallel to [69]
Zt(ω) =
1
iωC + Z−1(ω)
. (3.2)
Examining the extreme cases of very low and very high Z(ω), we gain
an intuitive understanding of the environment’s influence on DCB. From
eq. (3.2) we can conclude that for very low impedances Z(ω) the capaci-
tance is shorted, leading to negligible charging effects, whereas in the high-
impedance case the capacitance and therefore charging effects are important.
3.3 Quantum-mechanical picture
The semiclassical and quantum-mechanical picture describes the same phys-
ical effect and certainly obtains the same results. However, it is necessary to
introduce and treat the environment besides the tunneling process quantum-
mechanically too. In a complete quantum-mechanical treatment [70; 71],
DCB is closely related to the possible excitation of environmental electro-
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magnetic modes, which will be of importance for the interpretation of our
results.
The Hamiltonian describing the complete system is the sum of each con-
tribution
Htot = Hqp +Henv +HT (3.3)
wherein Hqp describes the quasiparticles in the two metal electrodes, Henv
the environment and HT the tunneling.
The tunneling Hamiltonian is given by
HT =
X
k,q,σ
Tkqc
∗
qσckσe
−iϕ + h.c. (3.4)
and includes in contrast to the tunneling Hamiltonian of eq. (1.3) the possi-
bility that a tunneling electron needs to pay energy depending on the envi-
ronment. HT of eq. (3.4) has the same form and parameters as the tunneling
Hamiltonian of eq. (1.3), except the operator e−iϕ with ϕ as the phase of the
junction describing the voltage on the contacts1. This operator couples the
electrodes with the electromagnetic environment. It reduces the charge of
the junction by e from Q to Q− e, which includes possible charging effects.
Without environment (Z(ω) = 0) e−iϕ is negligible and thus leads to no
charging effects.
In a quantum-mechanical description of the environment, the environ-
mental impedance is modeled in the simplest case with an inductance L by
Z(ω) = iωL. The resulting LC-circuit can be viewed as an harmonic oscilla-
tor of frequency ω = 1/
√
LC. A large number of these harmonic oscillators
in parallel with ωn = 1/
√
LnCn can be used to model arbitrary Z(ω) (same
principle as in Fourier transformation) and the dissipation of the environ-
ment. This approach leads to the necessary Hamiltonian Henv describing the
environment. The whole set of harmonic oscillators with their frequencies
result in modes which can be excited by a tunneling electron. Which modes
are excited depends on the electromagnetic environment.
With higher external circuit impedance Z(ω) the junction can couple to
modes with lower frequency. A tunneling electron which excites these low-
energy modes is equivalent to inelastic tunneling. The electron dissipates
energy into the environment. The probability for such an excitation is given
by function P (E) [70]. We can conclude that for DCB a tunneling electron
needs to excite modes of the high impedance environment.
In contrary, for a low Z(ω) environment, the junction can only couple to
high-frequent and therefore high-energy modes. For low bias the electrons
tunnel elastically since they do not have enough energy to excite modes.
1For more detailed information to ϕ, see [69].
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Figure 3.2: I-U -characteristic of a tunnel junction at T = 0 coupled to an envi-
ronment characterized by a resistance R (see inset) for R/RQ = 0, 0.1, 1, 10 and∞
[70].
For large bias the electrons have enough energy and inelastic tunneling can
occur.
In this quantum-mechanical picture the determination of the I-U -charac-
teristics can get very complicated even for simple systems. Therefore we
only show the current-voltage characteristics for T = 0 and U > 0, which
reads
I(U) =
1
eRT
Z +eU
0
dE(eU − E)P (E). (3.5)
Since T = 0, eU is the maximum energy a tunneling electron can provide to
excite the environment. In order to calculate the I-U -characteristics one has
to sum over all possible modes with energy E which can get excited with
the probability P (E) in an energy window from zero to eU . In the extreme
case Z(ω) = 0, the probability P (E) = δ(E) reduces eq. (3.5) to eq. (3.1),
which is a linear I-U -characteristics. In case of a very high environmental
impedance (Re(Z(ω))), P (E) = δ(E − EC) and eq. (3.5) gives
I(U) =
eU − EC
eRT
Θ(eU − EC) (3.6)
with Θ(E) being the unit step function. Due to the environment only modes
with energy EC are excited and no current flows for eU < EC, which de-
scribes the Coulomb gap. For finite temperature P (E) = δ(E − EC) is
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replaced by a Gaussian distribution describing the smearing of the Coulomb
gap with increasing T .
So far, we have only discussed the two extreme cases of very low and
high environmental impedances. In Fig. 3.2 the calculated current-voltage-
characteristics [70] of an ohmic environment (Z(ω) = R) also show the
intermediated cases for different values of R at T = 0. As was discussed
above for a general impedance, an ohmic environment does reproduce the
linear I-U -characteristics for Z(ω) = R = 0 and the Coulomb gap for Z(ω) =
R = ∞. The Coulomb gap is washed out in the intermediate regime 0 <
R <∞ with decreasing R.
To model real experiments it is necessary to describe the environment as a
transmission line [69], a distribution of resistors, inductors and capacitances.
Without going into detail, the current-voltage characteristic of a junction
connected with an LC transmission line with external impedance Z(ω) is
described by [69]
I(U) =
1
eRT
»
eU +
Z +∞
−∞
dE
E
1
1− e−βE
ReZt(ω)
RQ
×
„
(eU − E)(1− e−βeU )
1− e−β(eU−E) − eU
«–
(3.7)
with β = 1/kBT . The results of a measurement on a Pd/AlOx/Al junction
with a barrier resistance of 1.4 kΩ and a junction capacitance C ≈ 0.5 fF are
Figure 3.3: Differential conductance G vs. bias measurement of a Pd/AlOx/Al
junction with a magnetic field of 0.5T > HC applied in-plane at 0.24K. The fits
are performed for 0.24K and 1.6K and assume an infinite LC transmission line
with Z(ω) = 105Ω. For details see text.
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shown in Fig. 3.3. For this junction the differential conductance G vs. bias
characteristic is determined at 0.24K with an applied magnetic field of 0.5T.
As this magnetic field is larger than the critical field, superconductivity
is suppressed which avoids features due to the superconducting gap. Due
to DCB the experiment shows a decrease of conductance around zero bias
(zero-bias anomaly). The experimental data can be modeled with eq. (3.7).
Assuming an infinite LC transmission line2 one obtains with T = 0.24K,
Z(ω) = 105Ω and RT = 1.4 kΩ a good agreement between theory and
experiment as shown in Fig. 3.3. Moreover, theory shows as expected a
smearing of the zero bias anomaly with increasing T , see Fig. 3.3.
2For an infinite LC-transmission line the impedance is purely ohmic and reads Z∞ =p
L0/C0 with inductance L0 and capacitance C0 per unit length [69].
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Chapter4
Sample fabrication and measurement setup
In the first part of this chapter we will explain the main methods used
for the sample preparation, namely electron-beam lithography and metal
deposition with special emphasis on angle-evaporation. Closely related to
angle-evaporation is on the one hand the mask design, which is constrained
due to this special evaporation technique. On the other hand we installed a
new molecular beam epitaxy (MBE) system. We give a short overview on
this new system with special focus on problems with thermally evaporating
aluminum. A complete fabrication cycle of an NIS hybrid device similar to
the one shown in Fig. 2.3 is described at the end. In the second part of this
chapter we introduce our four-terminal nonlocal measurement and the low
temperature setup.
4.1 Electron-beam lithography
Electron beam lithography (EBL) is a standard method for the preparation
of ”top-down” fabricated nanoscale structures. The basic principle of this
process is to write the desired nanostructure patterns with an electron beam
into an electron-sensitive polymer film (mask) that was deposited beforehand
onto the surface of the sample substrate. After writing the structure, the
mask is developed by dissolving the written areas. Subsequently, in the met-
alization step a metal is deposited on the polymer, and where the polymer
was removed, on the substrate. At the end in the lift-off process, the whole
mask is removed leaving behind only the metalized pattern on the substrate
written by the electron beam.
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Figure 4.1: Monte Carlo simulation of the electron path in the PMMA and the
Si substrate for (a) 10 kV and (b) 20 kV acceleration voltage. At lower voltage the
electrons interact closer to the surface and therefore expose the resist more, leading
to the proximity effect [72].
For the electron sensitive mask, commonly referred to as e-beam resist,
we use polymethylmethacrylate (PMMA). By spinning this e-beam resist
is spread over the substrate surface as a homogeneous flat film of several
hundred nanometers thickness. Baking hardens the PMMA and removes
the solvents. PMMA consists of long chains of polymers. In the lithography
step their bonds break by bombarding them with accelerated electrons. Due
to their reduced molecular weight, the shorter polymers can be more easily
dissolved by the developer, a 1:3 mixture of 4-methyl-2-pentanone (MIBK)
and isopropanol, leaving the exposed areas uncovered by the e-beam resist.
In EBL, an electron microscope acts as the source for accelerated electrons
with kinetic energy of several keV. The resolution of the written patterns is
not limited mainly by the focus of the electron beam, which is of the order
of nm, but by the so-called proximity effect. This effect is due to electrons,
which scatter in the substrate in a random way and interact with the PMMA
leading to a broadening of the exposed areas, see Fig. 4.1. This is the reason
why structures smaller than 40-50 nm are very hard to obtain.
4.2 Metalization
After the lithography process and the development of the written patterns,
the surface needs to be metalized for which several different techniques exist
[72]. We restrict ourselves to discuss only techniques used in this thesis.
In the beginning we used an electron gun evaporation system. This system
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consists of a vacuum chamber with a base pressure of 10−6-10−7mbar. An
e-gun accelerates electrons to 10 keV and bombards the source material.
The material heats up and atoms are evaporated from the source into the
vacuum and finally condense on the substrate forming a thin film. In this
thesis we changed to a solid-source molecular beam epitaxy (MBE) system,
which has, in contrast to the e-gun evaporation system, a base pressure of
< 5 ·10−10mbar, but slower deposition rates allowing the growth of epitaxial
films. Due to the slow deposition rates an excellent vacuum is a prerequisite
for MBE systems to ensure ultra-clean materials and surfaces. The source
materials are thermally heated in effusion cells to temperatures just below
the melting point Tm. Atoms of the source material are sublimated, move
through the vacuum and condense on the substrate surface. Some materials
have a very low vapor pressure leading to vanishingly small deposition rates.
As a consequence, heating to temperatures above Tm is needed, which leads
to complications as in the case of Al. This issue will be discussed in detail
further below.
After metalization we rinse the samples for approximately one hour in
50 ◦C warm acetone, which insures dissolving of the e-beam resist (lift-off
process). The evaporated material only remains on the sample where it has
direct contact to the substrate surface. Since this is only the case for the
lithographically written pattern, the planned nanostructure is implemented
on the substrate surface.
4.3 Angle-evaporation and sample design
With the angle-evaporation technique it is possible to prepare junctions of
two or more materials in only one lithography step. This is necessary for
obtaining clean interfaces as the sample stays in the same vacuum chamber
during the whole process. As the name “angle-evaporation” suggests, differ-
ent materials are evaporated under certain angles α relative to the normal of
the substrate surface, see Fig. 4.2(a). Two or more structures are obtained
with one mask, which consequently needs large undercuts in the e-beam re-
sist as depicted in Fig. 4.2. A prerequisite for obtaining large undercuts with
EBL are thick PMMA layers1 (in our case 900 nm). Then, in the lithography
step it is necessary to apply a high exposure dose of the electron beam on
the PMMA in order to ensure that a large number of electrons are available
to interact with the resist. Furthermore, rather low acceleration voltages
are needed since this guarantees electron interaction with the substrate and
1Instead of using a single PMMA layer, it is possible to use a PMMA/MMA double
layer with methylmethacrylate (MMA) as a higher electron sensitive material. We
used single PMMA layers and therefore do not describe this approach.
30 Sample fabrication and measurement setup
Figure 4.2: (a) Schematic of angle-evaporation (b) Artificially colored SEM image
of a PMMA undercut on a Si substrate. For better contrast and to protect PMMA,
Au was evaporated on top.
the PMMA closer to the surface as shown in a Monte Carlo simulation for
10 and 20 kV in Fig. 4.1.
The adjustment of the evaporation angle with the undercut is important,
but time consuming. Besides, wrongly chosen angles, misaligned samples
and not well adjusted distances L and d (Fig. 4.3(a)) can lead to a destruction
of the structure during the lift-off process. Details for our angle-evaporation
process are given in chapter 4.5.
The easiest structures to obtain with angle-evaporation are two parallel
lines as shown in Fig. 4.2(a) since it only needs a well-adjusted evaporation
angle α. However, angle evaporation and the sample design complicate
when preparing junctions. In case of only one junction, α and the distance
L need to be adjusted, see Fig. 4.3(a). If we include a second junction
with adjacent, parallel contact lines, this adds the contact distance d to the
adjustable parameters. As shown in Fig. 4.2(a) the parallel contact lines have
an undercut limiting the minimum distance d between contacts. To minimize
the overlap problem of the undercuts, we avoid parallel patterning of the Pd
lines as much as possible, see Fig. 4.3(f). However, in our structures we are
constraint to a minimum distance of d ≈ 300 nm. For our experiments we
need to decrease this distance. We solve this problem by designing shifted
Pd contact lines on both sides of the central Al line, see Fig. 4.2(a), as this
guarantees on the one hand less problems with undercut overlap of parallel
lines and on the other hand a reduced distance between contacts. With
this sample design we achieve injector-detector distances of 50 nm, but it
complicates the sample fabrication considerably. First, this sample design
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Figure 4.3: Schematics of the pattern written by e-beam lithography (a) before
metalization (b) after evaporating Al with α = 0 ◦ (c+d) after evaporating Pd
twice with α = ±40 ◦ and (e) after lift-off. (f) SEM image of a typical sample. The
three different evaporation steps are clearly visible.
requires a second tilting angle. Second, we need to solve the general problem
in angle-evaporation that besides desired structures also unwanted structures
form due to the undercut. Thus, we design (see Fig. 4.3(a)) the central Al
line with as little undercut as possible to avoid parallel Pd lines, which
would connect the Pd contacts and consequently short circuit the whole
device. This is the most crucial point, which lowered the yield of working
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devices considerably. Closely related to this problem is the distance L, see
Fig. 4.3(a), which also leads, once wrongly chosen, to either no junction
or short circuits. To enhance the yield and to enable distance-dependent
measurements, we implemented six NIS junctions.
4.4 The new molecular beam epitaxy system and
Aluminum evaporation
One of the decisive parameters for the observation of CAR is the coherence
length of the superconductor, in our case Al. It is more probable to measure
a nonlocal process like CAR or EC if we increase the coherence length by
improving the structural and electronic properties of Al. It also increases the
magnitude of the measured nonlocal signal, which is crucial as the signals
are usually very small and close to the detection limit. An improved quality
of Al can be obtained by reducing the Aluminumoxid AlOx content in the
Al layers and by evaporating Al onto a cold substrate. Therefore, the Al
quality is mainly determined during the preparation process by the vacuum,
the deposition rate and the sample cooling and thus is closely related to the
evaporation system. Our new MBE system, which we installed and extended
considerably, serves on the one hand to improve the Al quality and on the
other hand for the preparation of ferromagnetic materials. Both, Al and
ferromagnetic materials, need ultra-high vacuum (UHV), a criterion which
is met by our new MBE system with a typical base pressure < 5·10−10mbar.
Moreover it allows better substrate cooling (-50 ◦C) and a nearly unlimited
range of tilting and rotation possibilities for angle-evaporation.
The MBE system consists of the process chamber and the load lock, see
Fig. 4.4(a). The latter allows one to load a sample without breaking the UHV
in the process chamber. We included the possibility for sample oxidation
and integrated a sputter gun into the load lock e.g. for surface cleaning. A
lamp for heating is used either for removing adsorbates from the surface or
to heat up cold samples coming out of the process chamber.
The process chamber presently contains five effusion cells and an e-gun
with four separate pockets. Both evaporation methods combined in one
chamber gives the opportunity of evaporating very different materials. By
cooling the chamber walls down to liquid nitrogen temperatures, they act as
cryogenic pumps and improve the UHV considerably. The substrate holder
can be cooled to -50 ◦C. For both cooling cycles we set up a fully automated
system, that cools down with an optimized nitrogen usage and protects the
evaporator from getting air inside the cold system once a dewar is empty.
The substrate holder can be tilted by ±60 ◦ and rotated completely around
the main axis and ±180 ◦ around the normal of the substrate surface giving
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Figure 4.4: (a) Our new MBE system consisting of a load lock and a process
chamber. Integrated in the MBE system are five effusion cells (not visible), one
sputter gun, one e-gun, a nearly complete rotatable and tiltable substrate holder
and separated automated cooling of the process chamber and the substrate holder.
(b) Cold-lip effusion cell with a fixture to lift the pyrolytic Bornitrid (PBN) crucible
to increase the temperature gradient.
nearly complete freedom for angle-evaporation.
When evaporating Al with a MBE system, there are certain problems that
require the appropriate precautions. In an effusion cell the vapor pressure
of Al is very low if T is below the melting temperature Tm, leading to
an exceedingly small deposition rate. Instead of sublimation it is possible
to raise the deposition rate by heating Al above Tm. An upper limit for
increasing T and therefore the deposition rate is given by the fact that Al
tends to creep out of the crucible, an effect which is more distinct for higher
T . Once Al creeps over the rim of the crucible, it can cause a short in
the Tantalum filament of the effusion cell. For this reason, we only fill the
crucible to 1/3. Additionally, we have installed a cold-lip effusion cell, which
is cooled at the orifice of the cell to establish a temperature gradient and
stop the Al creeping. In order to obtain an acceptable evaporation rate of
170mA˚/s at T = 1100 ◦C for Al, this temperature gradient turned out to
be too small. We increased this gradient by constructing a fixture to lift the
crucible approximately 1 cm out of the effusion cell, as shown in Fig. 4.4(b),
which solved the creep problem.
Another problem represents the melting of Al. If Al solidifies the crucible
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can break when cooling it below Tm due to the different linear expansion
coefficients2 of Al and the crucible material pyrolytic Bornitrid (PBN)3. At
operating temperature of T > Tm the crucible is expanded and the extra
space filled by the molten Al. When the heater is switched off the Al shrinks
less than PBN leading to tensions and to a possible breaking of the crucible.
For this reason, we keep Al at T > Tm = 660
◦C, in our case at 710 ◦C. As
a precaution, we installed a power back-up system in case of power failures
to avoid an uncontrolled cooling of the effusion cell. For a controlled cool-
down the manufacturer advises a rate of 1-2K/min and an exchange of
the crucible [73]. Since the latter is very expensive we found a way to
reuse the crucibles by unhinging the Al with a 1 molar Copper(II) chloride
dihydrate (CuCl2+2H2O) solution diluted with 5% hydrochloric acid (HCl).
The detailed procedure is described in AppendixB. After this procedure
(≈2 weeks), the crucible requires a thorough examination with an optical
miscroscope for possible cracks.
4.5 Fabrication process
This chapter gives a detailed description of the fabrication process to facil-
itate a reproduction of similar devices. The preparation process described
ideally takes two days.
For all samples we used undoped Silicon (Si) wafers with 100 nm thermal
oxide as substrate, which we first cut into 1 x 1 cm2 pieces. After sonicating
the substrates in acetone and isopropanol (10min each), we used an ozone
cleaner (10min) and finally the plasma etcher (process pressure=0.025Torr
O2, RF power=200W, t=30 s) to remove all organic remains on the SiO2 sur-
face. Afterwards we used a spinner (4000 rpm, t=40 s, ramp=4 s) to obtain
a 900 nm thick, homogeneous PMMA layer (1:5 mixture of chlorobenzene
and PMMA for dilution) which needed a bake out (175 ◦C/45min) in the
oven to harden it and remove the solvents.
We prepared four independent 2 x 2mm2 structures in the e-beam lithog-
raphy. Since the angle-evaporation technique requires only a single lithog-
raphy step, we had to write the big structures (contact pads) and the small
nanoscale contacts at once. In order to save time and avoid e-beam shifts, we
only used one acceleration voltage of 10 kV. Furthermore, we avoided shifts
by writing each sample structure completely (small and big structures) be-
2The linear expansion coefficient of Al is α = 23.8·10−6K−1 and of pyrolytic Bornitrid
αa = 3.1 · 10−6K−1 and αc = 36 · 10−6K−1 with a being in the direction parallel
to the crucible walls and c perpendicular.
3PBN turned out to be the best suited crucible material being relatively resistive
against cooling below Tm and due to an acceptable creeping behavior of Al.
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fore moving the stage to write another pattern4.
After the lithography, we cut the substrate to 2 x 2mm2 pieces that fit
into a chip carrier. This was done before the development step in order
to avoid contamination and damage of the fine structures by Si dust from
the cutting. The PMMA was developed for 1min in a 1:3 mixture of 4-
methyl-2-pentanone (MIBK) and isopropanol. Immediately afterwards we
put the sample into isopropanol to terminate the developing process. If the
structures looked promising under the light microscope, a short, weak clean-
ing in the plasma etcher (process pressure=0.3Torr O2, RF power=30W,
t=50-65 s) was necessary to remove all PMMA residues on the developed
areas.
For the evaporation process it was important to align the substrate exactly
on the substrate holder. For the thermal evaporation of Al the substrate
was cooled to -50 ◦C in the process chamber. After the evaporation of 40-
50 nm Al (α = 0 ◦) at 1100 ◦C with typical rates of 170mA˚/s, the sample
was left in the chamber for approximately 15 h to warm up. The sample
was then transferred into the load lock for the preparation of the tunneling
barrier, heated for 60min with a heating lamp (I = 1.7A, U = 2.4V)
to roughly 80 ◦C and finally oxidized between 2 to 30min in a pure oxygen
atmosphere of 8-13mbar while keeping T at ∼ 80 ◦C5. Following, the sample
was transferred back into the process chamber and cooled to -50 ◦C. Finally,
a 40 nm Palladium (Pd) layer is evaporated twice, once with a tilting angle
of α = 40 ◦ and once with α = −40 ◦ at T = 1510 ◦C and 50mA˚/s.
In the following lift-off process the samples were rinsed in warm (50 ◦C)
acetone for approximately one hour. To avoid contamination of the sample
surface with leftovers from the removed PMMA and metal, the acetone bath
is changed three times before ending the lift-off process in an isopropanol
bath. Now, the sample structures were checked6 with a scanning electron
microscope (SEM).
In the last step, the sample was glued into a chip carrier with PMMA. In
the following bonding procedure, we created a macroscopic electrical con-
nection between the contact pads of the chip carrier with the ones on the
sample. We bonded the contacts in such a way that adjacent contacts were
not connected with the same twisted pair of the cryostat wiring in order to
minimize possible crosstalk. During bonding, but also for all other follow-
ing steps, it was extremely important to prevent currents due to unwanted
charging that can destroy the sample and/or the tunneling barriers.
4It turned out to be an efficient way of preparing samples to automatize the whole
lithography process with a writing protocol in the Elphy-software.
5Most samples were oxidized with this procedure. For further details see chapter 5.2.
6In order to avoid a possible change or destruction of the tunneling barrier, we tried
to minimize the scanning time.
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4.6 Measurement setup
4.6.1 Low temperatures and filtering
The experiments are performed at cryogenic temperatures. This is neces-
sary since we measure nonlocal effects related to superconductivity, that
inevitably needs temperatures below TC, which is 1.19K in the case of bulk
Al. As we study local and nonlocal subgap transport, the characteristic
energy scale of our measurements is set by the superconducting energy gap
of Al, ∆ ≈ 0.2meV. Therefore, the thermal energy kBT and applied bias
energies eU need to be considerably smaller than ∆ to avoid washed out
features. As we measure at a base temperature of 0.23K, which corresponds
to a thermal energy of 20µeV and an applied ac bias of ∼ 10µeV, the above
criterion is fulfilled.
We reach these low temperatures with the help of a 3He-cryostat7. Its
outer part decouples the cryostat from room temperature with an isolation
vacuum. Further inside liquid nitrogen precools the system to 77K. In the
core of the cryostat 4.2K is reached with liquid 4He. Reducing the vapor
pressure of the liquid 4He by pumping on the system decreases the boiling
point to 1.3K. This leads to cooling of the so-called 1K pot by the enhanced
evaporation of 4He. As 3He is very expensive, it is stored in a closed system
separated from 4He. Due to thermal contact of the 3He-system with the
1K pot, 3He gas condenses below 2K. The liquid 3He is collected in the so-
called 3He pot (in thermal contact with the sample holder) and by pumping
on it, the base temperature of 0.23K can be reached. For a schematic of a
3He-cryostat, we refer to [74].
Measuring at cryogenic temperatures necessarily includes adequate filter-
ing to avoid heating and electronic noise by the environment. At room
temperature we use for every wire commercially available LC low-pass fil-
ters (pi-filters), which show a damping of 40-60 dB for frequencies larger than
0.3MHz [75]. At cryogenic temperatures we use so-called tape worm filters
[76], which were built in-house and show an estimated attenuation of 60 dB
at 1GHz and a dc resistance of 64Ω [77]. These RLC low pass filters consist
of twisted pairs8 wrapped in a Copper tape to form a lossy transmission
line. Due to the skin effect high frequency currents flow close to the surface
of the conductor and thus face a higher resistive environment along the wire
while the capacitive coupling to the Copper tape acts as a ground for them.
7The 3He-cryostat is an Oxford Instruments Heliox VL system.
8The wires consist of isotan, a CuNi alloy, with a core diameter of 80µm and a 10µm
insulating varnish on the basis of polyurethane.
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4.6.2 Measurement scheme
In our experiments we distinguish between local and nonlocal measurements.
All measurements are local except those which measure voltage out of the
current path, which we refer to as nonlocal. We use standard lock-in tech-
nique9 and perform either two-terminal local measurements to determine
the bias dependent local differential conductance G of the NIS junctions or
four-terminal nonlocal measurements to examine the bias dependent nonlo-
cal differential resistance Rnl. We use the local two-terminal measurements
to characterize the NIS junctions, whereas with the nonlocal results we study
transport processes like CAR, EC and CI. The measurement scheme is shown
in Fig. 4.5 and the electronic setup is displayed in Fig. 4.6.
Figure 4.5: Schematic of the measurement setup. In this four-terminal nonlocal
measurements the detector needs to be out of the local current path which sets the
boundary condition I2 = 0.
The junction is voltage-biased with an applied bias U = Udc+Uac between
the normal metal contact N1 (injector) and the grounded superconductor
lead S1 causing a local current Iloc = Idc+Iac = I1 as shown in Fig. 4.5. The
dc bias Udc enables us to set and sweep the potential at the injecting NIS
junction10. A small ac bias Uac (small compared to ∆) modulates Udc al-
lowing the use of lock-in technique. We measure both, Iloc and the nonlocal
potential difference Unl,ac = U2 between the normal contact N2 (detector)
and the second superconducting contact S2. Iloc is determined by a volt-
9We use Stanford Research Systems SR830 DSP lock-in amplifiers.
10A Yokogawa 7651 is used as dc voltage source.
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Figure 4.6: Electronic setup for our local and nonlocal measurements at cryogenic
temperatures.
age measurement over a load resistor of 200Ω. Since we know Iloc and the
resistances along the current path, we can determine the local voltage drop
Uloc = U1 over the injecting NIS junction
11(not shown in Fig. 4.5). Our
measurement setup enables us to determine either the local differential con-
ductance G = dIloc/dUloc ≈ Iac1 /Uac1 or the nonlocal differential resistance
Rnl = dUnl/dIloc ≈ Uac2 /Iac1 for a given Udc.
We measure nonlocal effects like CAR and EC in a nonlocal measurement
11The local ac voltage is first amplified with a NF Electronic Instruments LI75A low
noise preamplifier and then measured with the lock-in amplifier. The local dc volt-
age is amplified with a Stanford Research Systems SR560 low noise preamplifier
and then measured with a Keithley Multimeter Model 2000.
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setup. This is advantageous since all local processes like Andreev reflection
do not have an influence on Unl at the detector. Otherwise, much larger
local signals would mask the considerably smaller signals of the nonlocal
processes. To ensure nonlocal measurements the detector needs to be out of
the current path, which sets a boundary condition of a voltage measurement,
namely I2 = 0, see Fig. 4.5. To fulfill this, we incorporate on the detector
a high input impedance of 1GΩ into our ultra-low noise preamplifier12. A
very noise reduced preamplifier is needed to measure in the nV regime.
Possible spurious signals from effects like capacitive cross-talk, leakage
currents into the detector or inhomogeneous current paths will be discussed
in chapter 6.3.
12We use a NF Electronic Instruments LI75A low noise preamplifier where we changed
in-house the input impedance from 100MΩ to 1GΩ.
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Chapter5
Local measurements
5.1 Introduction
In this chapter we discuss measurements of the local two-terminal resistance
and of the bias-dependent differential conductance of NIS hybrid junctions
that differ in their tunneling barriers due to varying oxidation times. These
local measurements allow the characterization of the tunnel junctions which
will be of importance for the analysis of the nonlocal measurements discussed
in chapter 6.
In earlier experiments on nonlocal subgap transport it was shown that
crossed Andreev reflection (CAR) is dominated by elastic cotunneling (EC)
and charge imbalance (CI) in samples without tunneling barriers [7; 9],
whereas the transport characteristics of samples with low-transparent barri-
ers can exhibit CAR in certain bias ranges [8; 10]. As the high-transparent
case and the simple tunneling regime have been already investigated, we
want to prepare and study intermediate transparent junctions. We will
show in chapter 6 that junctions in the intermediate transparency regime
with resistance area products (RA) of ∼ 10 − 100Ωµm2 allow to measure
CAR and other interesting nonlocal processes. Another general reason for
the implementation of a tunnel barrier is a suppression of the inverse prox-
imity effect. This reduces a weakening of the superconducting properties
(see chapter 2.1).
An ideal tunneling barrier is a thin (some nm) insulating layer between
two metallic electrodes causing tunneling to be the only charge transport
mechanism from one electrode to the other. However, in case of an inhomo-
geneous barrier direct connections between the electrodes can occur through
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so called pinholes. Depending on their lateral size, these pinholes can change
the characteristics from tunneling- to metallic-like transport with increased
current density at these pinholes and thus result in an inhomogeneous cur-
rent injection into the superconductor.
The chance of having tunneling barriers without pinholes is higher with
thicker insulating layers (low-transparent samples). This, however, leads
to small current injection into the superconductor due to the high junction
resistance causing only small nonlocal signals easily below the detection limit
(see chapter 6). Hence, reducing the thickness and thus the resistance of the
barrier leads to more current injection, but also to an increased chance of
having pinholes. This is the intermediate regime which we will study.
Here, we will first discuss the challenging preparation of the tunnel barriers
and summarize the results of differently prepared junctions. In a second step
we compare the differential conductance measurements of different tunnel
junctions and discuss the fitting to the BTK model.
5.2 Preparation of tunneling barriers
Aluminum is chosen as the superconducting material in our devices because
of its relatively high superconducting transition temperature TC, its small
spin-orbit coupling and because of the simplicity of implementing a tunneling
barrier by oxidation1. Here, we summarize three different procedures of
the oxidation process. They all have in common that they are performed
either at room temperature or at roughly 80 ◦C. The higher T could in
principle lead to a reduction of the number of pinholes due to thermally
oxidized diffusion. Within each oxidation procedure we keep T and the
oxygen pressure p fix and only vary the oxidation time tox.
Most barriers are prepared with procedure 1 (black squares in Fig. 5.1) as
follows: After the evaporation of Al at a substrate temperature of -50 ◦C, we
leave the samples in UHV to warm up for approximately 15 h. Then we heat
the samples for one hour with the lamp heater (I = 1.7A and U = 2.4V) to
roughly 80 ◦C in the load lock. Subsequently, we oxidize the Al for a time
tox in pure oxygen at p = 8-13mbar while continuing heating.
In the second procedure (black triangle in Fig. 5.1) Al is oxidized at p =
5 · 10−3mbar without heating the sample, i.e. at room temperature.
The third procedure (red stars in Fig. 5.1) is equivalent to the second, but
with oxidation in air.
In order to evaluate the quality of the barriers three so-called Rowell cri-
teria exist to determine whether the transport through the insulating layer
is mainly dominated by tunneling or by pinholes [78; 79]. A˚kerman et al.
1Al oxidizes to the insulator Aluminumoxid AlOx.
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Figure 5.1: Low temperature normal state resistance-area product RA vs. ox-
idation time for three different oxidation parameters. Only those junctions are
chosen exhibiting insulator-like temperature dependence. For tox = 15min only
measurements at 300K were performed. The numbering in the caption refers to
the preparation procedure introduced in the text. The dashed line is a guide to the
eye. The black striped area shows the RA range of metallic-like barriers prepared
with procedure 1. The insets show normalized differential conductance vs. bias
measurements at 0.24K.
show that the first two criteria, namely the exponential thickness depen-
dence of the resistance and the non-linear current-voltage characteristics
are necessary, but not sufficient criteria. However the third one, the weak
insulator-like temperature dependence of the resistance, is still a sufficient
criterion to rule out pinhole-dominated transport [79].
In order to test and classify the prepared junctions, we measure their
resistance R at room temperature and at 1.6K. Some junction resistances
increase and some decrease with cooling the sample. For Fig. 5.1 we choose
only those junctions showing tunneling dominated transport according to
[79], namely those with insulating-like temperature dependence between 1.6
and 300K. To account for different junction areas A, we determine their low-
temperature (1.6K) normal state resistance area product RA. In Fig. 5.1
we plot the low-temperature RA vs. oxidation time for the three different
preparation procedures. However, most samples for which we present non-
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local data in chapter 6 have metallic-like junctions. Therefore, Fig. 5.1 also
indicates for comparison the range of RA of these junctions which were pre-
pared with procedure 1 (sample A and B in chapter 6.4). Besides, normalized
differential conductance vs. bias measurements of samples with different ox-
idation times are included in Fig. 5.1 as insets. These measurements are
discussed in detail in chapter 5.3.
In Fig. 5.1 we see for procedure 1 and 3 an increase of RA with oxidation
time, whereas procedure 2 shows a slight decrease. The RA values of pro-
cedure 2 are two orders of magnitude smaller than 3 even though oxidizing
3-4 times longer. In the same range of tox procedure 1 exhibits one order of
magnitude smaller RA than 3. As indicated with the dashed line in Fig. 5.1,
we obtain for procedure 1 a linear increase of the RA with the oxidation
time for tox > 2min.
In the discussion of these results we interpret the larger RA with longer
tox for procedures 1 and 3 in such a way that a thicker insulating AlOx can
form. As RA is basically a measure of the mean transparency2 of a junction,
a thicker insulating layer leads to less transparent tunnel junctions. Since in
procedure 2 the oxygen pressure is 6 orders of magnitude smaller than in 3,
samples oxidized at such low pressures probably need longer oxidation times
to achieve a considerable change of RA and therefore in the transparency.
We conclude that the oxygen pressure is a parameter that accelerates the
oxidation process and leads to less transparent tunnel junctions.
From Fig. 5.1 we cannot draw conclusions about the influence of the sam-
ple heating on the oxidation since also p varies significantly between different
procedures. However, we want to mention for completeness that we have
also prepared barriers with 10min oxidation time at low T , namely at a
sample temperature of -50 ◦C and p = 0.5mbar (not shown in Fig. 5.1). As
all junctions exhibited low barrier resistances, we did not cool them to test
if they show insulating-like temperature dependence of the resistance.
The transport of the metallic-like junctions shown in Fig. 5.1 is dominated
by pinholes. Thus, these barriers exhibit considerably lower RA values than
the corresponding insulating-like junctions.
5.3 Barrier characterization
In the last chapter we have discussed different procedures to prepare tunnel
barriers and how to classify them into insulator- and metallic-like junctions.
For a more detailed characterization of the junctions we perform supercon-
ducting tunneling spectroscopy (STS) as discussed in chapter 1.2 and 4.6.
2Higher RA values indicate less transparent junctions.
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Figure 5.2: Comparison of normalized conductance vs. bias measurements of
three tunnel junctions B1, B2 and B3 at 0.24K. The barriers were prepared with
different oxidation times tox indicated in the figure. Each measurement is fitted
twice (red and green) to the BTK model with additional broadening. In green T
is fixed, whereas in red T is a fitting variable. For parameter details see Table 5.1.
We have learned from Fig. 5.1 that RA increases with longer oxidation
time when keeping all other parameters fix. In order to understand the in-
fluence of the oxidation we study in Fig. 5.2 the bias dependent normalized
differential conductance at 0.24K for three typical barriers prepared with
procedure 1 (see chapter 5.2) and oxidation times of 3, 5 and 30min. Junc-
tion B1 with tox = 30min exhibits a well resolved superconducting density
of states (see chapter 1.2) with nearly no subgap conductance and conduc-
tance peaks at Udc = ±0.25mV. With shorter oxidation time (B2 and B3)
the subgap conductance increases successively. Moreover, the conductance
peaks broaden with their maximum at higher bias voltages, see Fig. 5.2.
Fitting the results of the G/Gnn vs. bias characteristics to the BTK model
(see [26] and chapter 2.1) gives further insights into the barrier properties e.g.
with the barrier strength Z. For the fits of Fig. 5.2 we included an additional
broadening parameter ∆2 [80; 81] into the BTK model such that the gap
parameter ∆ is replaced by ∆−i∆2. Physically, the parameter ∆2 describes
the quasiparticle lifetime broadening [80]. In Fig. 5.2 we always perform two
fittings (green and red). In both cases we use the barrier strength Z and
the broadening ∆2 as fit parameter while keeping the energy gap ∆ and the
resistance R constant. In the green fitting we fix the temperature at 0.24K,
whereas in the red case T is an additional fitting parameter. For details see
Table 5.1. It is apparent in Fig. 5.2 that the red fittings coincide better with
the experimental data than the green ones. When comparing the fitting
parameters successively from B1 to B3 (see Table 5.1), we find with shorter
oxidation time smaller Z and larger broadening ∆2 and in case of the red
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Table 5.1: Supplementary data to the BTK fits in Fig. 5.2 with T : temperature; Z:
BTK barrier strength; ∆: superconducting energy gap; ∆2: broadening parameter; R:
normal state resistance at 1.6K. Fitting parameters of green: Z, ∆2. Fitting parameters
of red: Z, ∆2 and T . The other parameters are fixed.
B1 B2 B3
green red green red green red
T [K] 0.24 0.4 0.24 0.61 0.24 0.75
Z 4.5 4.5 0.94 1.05 0.55 0.62
∆ [µeV] 190 190 190 190 190 190
∆2 [µeV] 30 0 30 30 80 100
R [kΩ] 13.1 13.1 2.64 2.64 1.29 1.15
fitting larger T .
From the results presented above we conclude that shorter oxidation times
lead to thinner insulating layers. This causes lower barrier resistances R (see
Table 5.1 and chapter 5.2) assuming similar junction areas. We exhibit that
B1 with longest tox is a low-transparent junction as it has a large barrier
strength (Z = 4.5) and low subgap conductance. From the insulator-like
characteristics we conclude tunneling dominated transport and a negligible
amount of pinholes (chapter 5.2).
With shorter tox (B2 and B3), we obtain thinner AlOx layers and enter
the intermediate transparency regime in which B2 and B3 show metallic-like
behavior. This indicates inhomogeneous insulating layers possibly with pin-
holes. The inhomogeneities lead to higher transparent areas in the barrier
which dominate the transport behavior across the junction. In the follow-
ing we refer to these higher transparent barrier regions as pinholes. These
pinholes allow more Andreev reflection that leads to an enhanced subgap
conductance and lower barrier strengths Z (see chapter 2.1) as observed in
experiments (see Fig. 5.2) and theory (see Table 5.1). As the junction resis-
tance decreases with thinner barriers, the current density increases leading
to more possible heating of the superconductor. The heating might be lo-
cally enhanced as the current density is largest at the pinholes. However,
heating due to thinner insulating layers might explain why the red fittings
with using an increased T coincide better with the experimental data than
green (see Fig. 5.2). The variable T increases successively from B1 to B3 (see
Table 5.1) thus indicating a thinner insulating layer with possibly more pin-
holes in B3. Heating effects might explain the broadened features in Fig. 5.2
and the larger values of the broadening parameter (Table 5.1) for B2 and
B3. This is consistent with Dynes et al. [80] where higher T leads to larger
broadening parameters. However, the better fitting of red might not have
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a physical reason, but could be simply based on the fact that red has three
instead of two fitting parameters. Naturally this allows better fitting.
It is important to note that we do not see a reduction of the superconduct-
ing energy gap ∆ (see Table 5.1) even though the barriers contain pinholes
in the intermediate transparency regime (B2 and B3). We observe for ∆
the expected Al bulk value of 190µeV. Hence, the pinholes do not alter the
superconducting properties considerably by the inverse proximity effect or
by possible current induced heating. This is supported by the fact that we
do not see a reduction of TC in contrast to what is reported in similar devices
with high-transparent junctions [9].
5.4 Summary and conclusion
We have shown that it is possible to prepare tunnel barriers by oxidation
of Al. We have studied different preparation procedures with the oxidation
time, oxygen pressure and substrate temperature as variable parameters and
classified the prepared junctions by temperature dependent normal state re-
sistance measurements into insulator- and metallic-like samples. This indi-
cates on the basis of the third Rowell criteria [78; 79] whether the transport
across the junction is tunneling or pinhole dominated. We find for those
junctions exhibiting tunneling dominated transport a linear dependence of
the oxidation time and the resistance area product (RA). Hence, longer oxi-
dation leads to thicker insulating layers and thus to larger RA corresponding
to less transparent junctions.
As we want to study the nonlocal transport in the intermediate trans-
parency regime, we find that in our junctions the transport might be pin-
hole dominated due to thinner and inhomogeneous insulating layers. Pin-
hole dominated transport is indicated by metallic-like behavior and a RA
(∼ 10 − 100Ωµm2) considerably lower than those of tunneling dominated
junctions.
For a more detailed barrier characterization we performed superconduct-
ing tunneling spectroscopy. These results show that with shorter oxidation
time and therefore thinner barriers the resistance decreases, the subgap con-
ductance increases and the conductance peaks at the gap edges broaden.
Fitting to the BTK model gives equivalent results. Shorter oxidation times
lead to smaller barrier strengths Z and larger broadening parameters ∆2.
This is the case especially for pinhole dominated junctions. We obtain bet-
ter fits to our experimental data if we assume higher temperatures. This
might indicate current induced heating due to the higher current density in
higher-transparent junctions. However, this possible heating does not lead
to considerable changes in the superconducting properties as we do not see
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changes in the gap parameter and in the critical temperature.
The goal are tunneling dominated junctions in the intermediate trans-
parency regime. Then, due to the absence of pinholes the current injection
into the superconductor is homogeneous. This simplifies a theoretical de-
scription as local heating and possible local changes in the superconducting
properties are reduced. To increase the yield of these homogeneous junc-
tions, the next step could be to lengthen the oxidation time and coinci-
dentally reduce the oxygen pressure to give the AlOx barrier more time to
form a homogeneous layer. A decreased substrate temperature will most
likely achieve the same, but the oxygen atoms would have less energy to
diffuse and find a potential minimum which would be unfavorable. Further
investigation is needed for an optimized barrier fabrication process.
Chapter6
Nonlocal measurements
In this chapter we will discuss our results obtained with nonlocal measure-
ments on multi-terminal NIS hybrid devices. First, a literature overview
on nonlocal measurements of crossed Andreev reflection (CAR), elastic co-
tunneling (EC) and nonlocal charge imbalance (CI) is given. Then, we will
discuss how to distinguish these possible nonlocal processes in such struc-
tures. Since spurious effects can resemble the expected nonlocal character-
istics, we will also present a set of necessary measurements to rule out false
interpretations.
The discussion of our results will be separated in three parts. The first part
will focus on CAR and EC and the dependence on the contact resistances.
The second will deal with the magnetic field dependence of CAR and non-
local CI. In the last part we will only focus on nonlocal CI and will present
a universal nonlocal resistance independent of the contact resistances.
6.1 Current status of experiments on crossed Andreev
reflection, elastic cotunneling and nonlocal charge
imbalance
This chapter gives a literature review on the current experimental status on
CAR, EC and CI in metallic hybrid structures. The experiments similar
to those presented in this thesis can be divided into two groups, namely
those with high-transparent NS contacts and those with low transparent
NIS tunnel junctions.
After the first experimental report of CAR in 1995 by Byers and Flatte´ [6],
49
50 Nonlocal measurements
Beckmann et al. published in 2004 their work on nonlocal, high-transparent
metallic spin-valve samples in a similar geometry as shown in Fig. 4.5 [7].
With Al as superconductor and Fe as ferromagnetic injector and detector,
Beckmann et al. observed nonlocal subgap transport and were able to distin-
guish CAR and EC by spin-selective contacts. They measured the nonlocal
resistance Rnl with parallel and antiparallel magnetization alignment of the
ferromagnetic electrodes and concluded from ∆Rnl = R
(↑↑)
nl −R(↑↓)nl > 0 that
EC dominates over CAR for all temperatures and biases. The fact that
the dependence of ∆Rnl on the injector-detector distance d was different for
T < TC and T > TC and that at base temperature the magnitude of ∆Rnl
decays on a length scale of ξ let them conclude to have measured nonlocal,
coherent second order processes CAR and EC. However, due to the high
transparency of the contacts, the small signals due to CAR and EC were
superimposed on a much larger charge imbalance (CI) signal.
Cadden-Zimansky et al. studied nonlocal correlations in NS hybrid sys-
tems comparable to the ones shown in Fig. 4.5 with high-transparent Au/Al-
interfaces [9]. They showed that it is possible to distinguish EC and CAR
from CI by the different characteristic decay lengths. The authors could
extract the decay lengths of CAR and EC, which is different to the one
of CI. As in [7] EC was the dominant subgap transport mechanism in the
high-transparent devices.
Very recently Cadden-Zimansky et al. published experimental evidence
for the coherent, nonlocal coupling of two electrons spatially separated in two
normal leads [11]. This coupling is mediated by CAR and EC processes in
the superconductor. The measurement is based on a high-transparent NSN
device similar to the one shown schematically in Fig. 4.5 with an injector-
detector distance d ≤ ξ, but with an additional hybrid NS loop (Andreev
interferometer) attached to the injector. By changing the magnetic flux
through this loop, the phase of the electrons in the normal metal of the
injector and therefore the resistance of the Andreev interferometer changed
periodically with the superconducting flux quantum Φ0 = h/2e. Cadden-
Zimansky et al. showed that these differential resistance oscillations also ap-
pear in the nonlocal differential resistance Rnl at the detector, which could
only be mediated by phase-coherent processes like CAR or EC. This interpre-
tation is supported by the fact that the magnitude of Rnl was considerably
attenuated at the detector which is expected for nonlocal signals like CAR
and EC.
Russo et al. investigated 3-terminal vertical Nb/Al multilayer struc-
tures with low-transparent barriers [8]. In contrast to other experiments
in this field, they used a different geometry with large area tunnel junctions
(4 x 8µm2) and Nb as superconductor instead of Al. They could show that
the occurrence of EC and CAR is energy dependent with EC dominating
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at low and CAR at high subgap bias. The crossover energy is interpreted
as given by the Thouless energy ET = ~D/d2, an indicator for phase coher-
ence across the sample. In these experiments the nonlocal signals decayed
with temperature, injector-detector distance and applied magnetic field. For
this special geometry the results were modeled by Levy Yeyati et al. [47].
The authors include electron-electron interactions by charging effects on the
small junctions and an electromagnetic coupling between the contacts and
obtain a reasonable agreement with the experimental results of [8].
In 2007 Beckmann et al. published results of four-terminal, local mea-
surements obtained on spin-valve samples with low-transparent interfaces
[10]. Two of three different Fe/Al structures with antiparallel magnetiza-
tion alignment of the injector and detector electrode showed that CAR is
dominant for subgap energies. For the other sample Beckmann et al. ob-
tained similar results as Russo et al. [8] with EC dominant at low bias and
CAR dominant at higher bias.
In summary, we can group the experiments into two categories: EC and CI
dominate the subgap transport in devices with highly transparent contacts
[7; 9], whereas CAR is more prominent in samples with lower transparen-
cies. This CAR dominance is dependent on the bias [8; 10]. These individual
findings suggest that the contact resistance plays a significant role in deter-
mining which process is dominant.
In this thesis we demonstrate the strong dependence of CAR on the con-
tact resistance. We discuss dynamical Coulomb blockade (DCB) as possible
source of these findings as it is an important mechanism that lifts the balance
between CAR and EC. In contrast to [10] we do not use ferromagnets, but
normal metal contacts. This denotes a simpler system as we can neglect the
influence of the relative magnetization alignment, possible spurious magnetic
stray fields and spin accumulation. Furthermore, we show the characteris-
tics of our injector and detector and give the Rnl values for all samples to
allow a comparison.
6.2 The distinction of different nonlocal processes
It was discussed in chapter 2 and shown in experiments [7; 8; 9; 10] on NS
and NIS structures similar to those investigated in this thesis, that CAR,
EC and nonlocal CI can contribute to Unl with similar strength. Thus, it is
necessary to establish a procedure to distinguish these processes. The dif-
ferent possibilities are summarized in Table 6.1 and will be discussed below.
In a CAR process a particle is injected from N1 and one of opposite charge
is generated in N2. In Fig. 6.1(a) such a process is shown schematically for
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Figure 6.1: Schematic of (a) crossed Andreev reflection; (b) elastic cotunneling
and (c) charge imbalance
U < 0, where electrons are injected from N1 and holes are created in N2.
For each U a potential of opposite sign builds up on N2 to ensure the zero
current boundary condition (I2 = 0) of an ideal voltage measurement. In EC
and CI processes, however, the charges on the injector and detector have the
same sign (see Fig. 6.1(b) and Fig. 6.1(c)) and Unl has the same polarity as
the bias. This means that for an applied bias U < 0 the nonlocal resistance
Rnl is negative for CAR and positive for EC and CI. As a negative Rnl is
unique, this is the most important indication for CAR dominated subgap
transport, see Table 6.1.
Theoretically predicted and experimentally shown, the probability of CAR
and EC decreases with rising T due to thermal smearing of the Fermi func-
tion (CAR: dRnl/dT > 0; EC: dRnl/dT < 0) [7; 8; 47]. Nonlocal CI signals,
however, increase with rising T (dRnl/dT > 0) [7; 9] due to a reduced su-
perconducting energy gap ∆(T ) and a broadened thermal distribution and
exhibit a characteristic peak at TC.
As was suggested in [7; 9], distance dependent measurements allow to
distinguish CAR and EC from CI. This is based on the prediction that
CAR and EC decay on length scales given by the superconducting coherence
length ξ, while charge imbalance decays on the scale of the considerably
larger CI length Λ∗1.
In case of ferromagnetic contacts the relative alignment of the magnetiza-
tion orientation allows a distinction between CAR and EC. As is explained
in chapter 2.2.1, parallel magnetization alignment favors EC while the an-
tiparallel case favors CAR [7; 27].
1 The charge imbalance length Λ∗ refers to quasiparticles propagating above the gap.
However, quasiparticles can also enter the superconductor at subgap energies into
evanescent states which decay on a length scale of the superconducting coherence
length ξ.
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Table 6.1: Summary of possible parameters enabling to distinguish crossed Andreev
reflection (CAR), elastic cotunneling (EC) and nonlocal charge imbalance (CI).
sign of T-dep decay length spin H||-field dep.
Rnl of Unl(d) sensitive for H << HC
CAR < 0 dRnl
dT
> 0 ξ ↑↓ no
EC > 0 dRnl
dT
< 0 ξ ↑↑ no
CI > 0 dRnl
dT
> 0, Λ∗ >> ξ no dRnl
dH
< 0
peak at TC
A novel tool to distinguish CAR and EC from CI is a magnetic field
applied in-plane and parallel to the superconducting wire. CI decreases
with applied magnetic fields considerably smaller than the critical field HC,
whereas CAR and EC are robust in this magnetic field regime. For details
of this surprising result see chapter 6.5.
The first two criteria, namely the sign of Rnl and its temperature depen-
dence, are sufficient to distinguish the three processes and will be used for
the interpretation of our measurements.
Other possible sources for nonlocal signals e.g. leakage currents or in-
homogeneous current paths will be discussed and excluded in the following
chapter.
6.3 The exclusion of spurious nonlocal signals
We perform nonlocal ac measurements using lock-in amplifiers at a frequency
of ∼10Hz. Since the junction resistances vary strongly with the applied bias,
leakage currents and capacitive cross-talk e.g. between the injecting and
detecting contact or between the structure and the substrate can produce
spurious nonlocal signals which might resemble the expected characteris-
tics. As the injector and detector are only 50-200 nm apart, inhomogeneous
current paths (schematically shown in Fig. 6.3(b)) and generally leakage cur-
rents into the detector can also cause nonlocal signals. Consequently, it is
necessary to discuss these spurious effects and find a way to prevent and dis-
tinguish them from the signals of CAR, EC and CI. For trustworthy nonlocal
measurements one should consider the following:
• We minimize dc leakage currents into the detector N2 by using a volt-
age amplifier with 1GΩ input impedance. To neglect dc leakage, it is
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necessary to show for each device that changing the input impedance
to 100MΩ has no effect on the results.
• We test each device for ac leakage currents by changing the measure-
ment frequency. In case of considerable cross-talk and thus large ac
leakage currents, Unl changes with frequency. In good samples as
shown in Fig. 6.2(a) the in-phase part of Unl does not change with
frequency, while the capacitive part Ynl is constant and considerably
smaller than Unl. Moreover, it is possible to check for ac leakage by
measuring Unl simultaneously in a dc configuration. Since dc measure-
ments ideally do not exhibit cross-talk, the nonlocal voltage obtained
in ac- and dc-configuration can only coincide if cross-talk is negligible
for the ac-measurement. This is the case for our results, e.g. shown in
Fig. 6.2(b) for sample A (see chapter 6.4). For Fig. 6.2(b) we measure
Unl in a dc configuration with 10 s delay between points, determine
the slope and finally calculate Rnl. However, a disadvantage of the
dc-measurements is the worse signal-to-noise ratio. A way to model
capacitive cross-talk is shown in AppendixA.
• For all devices the nonlocal signals should vanish for T > TC, see
Fig. 6.3, implying that they are related to the superconductor and not
to the measurement setup or inhomogeneous current paths. As we do
not expect the latter to be related to TC, we can exclude this spurious
effect.
During this thesis several samples have exhibited spurious effects men-
tioned above. Therefore it is required for nonlocal measurements to care-
Figure 6.2: (a) Frequency dependence of the in-phase nonlocal signal Unl and the
capacitive part Ynl at 0.23K (b) Comparison between Rnl vs. bias results measured
in ac- and dc-configuration at 0.23K.
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Figure 6.3: (a) Rnl vs. bias measurement below and above TC. Above TC all
nonlocal signals vanish. (b) Schematic of inhomogeneous current paths possibly
causing nonlocal voltages.
fully check each device for leakage currents and capacitive cross-talk. In
summary, in order to trust nonlocal results the in-phase part of Unl should
be independent of frequency with a comparably small and constant quadra-
ture part. Additionally, the nonlocal signals should vanish above TC and
should not show a dependence on varying high-ohmic input impedances on
the detector. For all samples shown in this thesis these criteria are fulfilled.
6.4 Contact resistance dependence of crossed Andreev
reflection
6.4.1 Introduction
In this chapter we will present four-terminal nonlocal experiments on three
samples of similar geometry but with injecting and detecting NIS junctions of
different resistances. We will demonstrate that in a small window of contact
resistances CAR can dominate the nonlocal transport for all subgap bias
voltages at low temperatures, and that CAR is suppressed for larger barrier
resistances, leading to a qualitative change of the shape of the nonlocal
transport characteristics. We will interpret our results qualitatively in terms
of dynamical Coulomb blockade (DCB).
6.4.2 Sample characterization
The results of this chapter are obtained on three planar multi-terminal hy-
brid devices A, B and C. Before discussing and comparing the nonlocal re-
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Figure 6.4: SEM image of a typical sample. A current I is applied between normal
contact N1 and the superconducting contact S1, while the nonlocal voltage Unl is
detected between N2 and S2.
sults of each sample, it is necessary to characterize each sample thoroughly
to allow conclusions on possible parameters influencing the nonlocal trans-
port behavior. Sample A, B and C are different due to variations in the
barrier preparation, which we briefly discuss at the beginning, followed by a
characterization of the superconducting Al from which we e.g. extract the
superconducting coherence length.
The devices discussed here are Pd(30-40 nm)/AlOx/Al(50 nm) samples,
see Fig. 6.4 and are prepared on thermally oxidized Si wafers by e-beam
lithography and angle-evaporation in ultra-high vacuum with a base pres-
sure of < 5 · 10−10mbar. For details of the fabrication process we refer to
chapter 4.5. Sample A, B and C differ in the oxidation time of the Al. In
order to have devices with varying barrier transparency (see chapter 5.2),
we oxidize sample A and B for 3min and C for 5min with a sample tem-
perature of approximately 80 ◦C in an oxygen atmosphere of 12mbar. This
leads to different normal resistances of the injecting (i) and detecting (d)
junction, Ri and Rd, at 1.5K and the corresponding resistance area prod-
ucts RiAi and RdAd
2. We find an increase of R and RA from sample A to
C as summarized in Table 6.3.
We determine several electronic Al properties in each sample by resistance
measurements and find consistently a superconducting transition tempera-
ture TC ≈ 1.2K and a resistivity ρAl = 1.2 − 2.6µΩcm of the Al strip
at T = 4.2K. With NAl = 2.4 · 1028 1/eVm3 as density of states of Al at
the Fermi energy and σAl the conductivity of the Al strip, we calculate
the electron diffusion constant D = σAl/e
2NAl. For samples A-C we find
D = 9.9−21.7·10−3m2/s at 4.2K, which corresponds to an elastic mean free
2The junction area A is estimated from scanning electron microscope images.
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Table 6.2: Aluminum properties of sample A, B and C. tox: oxidation time; ρAl:
specific resistance of Al at 4.2K; D: diffusion constant at 4.2K; `el: elastic mean free
path of the Al strip at 4.2K; ξ: superconducting coherence length; ∆∗: characteristic
energy of the injector
tox ρAl D `el ξ ∆
∗
[min] [µΩcm] x10−3 [m2/s] [nm] [nm] [meV]
A 3 2.6 9.9 23 184 0.29
B 3 2.5 10.5 24 189 0.26
C 5 1.2 21.7 50 273 0.32
path of `el = 3D/vF ≈ 20− 50 nm (vF = 1.3 · 106m/s). Furthermore, we use
the BCS coherence length ξ0 = ~vF /pi∆(0) to extract the superconducting
coherence length of a superconductor in the dirty limit (`el << ξ0) with the
relation ξ ∼= √ξ0`el. We get ξ ≈ 180 − 270 nm at cryogenic temperatures.
We define the characteristic energy ∆∗ which denotes the bias potential of
maximum conductance of the injector contact, see Fig. 6.5(c), 6.6(b), 6.7(b).
We note that ∆∗ 6= ∆BCS. The details of the Al properties of each device
are summarized in Table 6.2.
In our Pd/AlOx/Al-samples we obtain edge-to-edge distances d between
the injecting and detecting electrodes of ∼ 50 − 220 nm and junction ar-
eas of ∼ 0.03µm2, which corresponds to ∼ 0.5 fF junction capacitance in
a plate capacitor model3 and results in a single electron charging energy
EC = e
2/2C ≈ 0.13meV. As discussed in chapter 2.2 the nonlocal signal
theoretically decays ∝ e−d/ξ. As for all discussed samples d < ξ (see Ta-
ble 6.3), we conclude that our devices are theoretically in a regime where we
are able to measure nonlocal signals of CAR and EC.
An SEM image of a typical sample with a schematics of the measurement
is shown in Fig. 6.4. In our four-terminal nonlocal measurement we inject
a current I from the normal contact N1 to the superconducting contact S1
while detecting the nonlocal voltage Unl between N2 and S2. The details of
our measurement setup are discussed in chapter 4.6.
On the basis of chapter 6.3 we have tested sample A, B and C for spurious
nonlocal signals due to leakage currents, capacitive cross-talk and inhomo-
geneous current paths. We conclude that in these samples spurious nonlocal
signals are negligible.
3We use for the plate capacitor model C = 0r
A
dc
with the relative permittivity r = 7
for AlOx, junction area A = 0.03µm
2 and an estimated AlOx thickness dc = 3nm.
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6.4.3 Results
As the data of the three samples A, B and C show a systematic change, we
will describe first all data sets before discussing them. The Al properties of
each sample are given in Table 6.2, whereas Table 6.3 summarizes parameters
related to the NIS junctions.
Sample A
Figure 6.5(a) shows for sample A Rnl as a function of the bias voltage Udc at
various temperatures with N1 as injector and N2 as detector. At base tem-
perature we observe a negative nonlocal resistance Rnl for all subgap volt-
Figure 6.5: Results of sample A. (a) Rnl vs. bias for various temperatures with
N1 as injector and N2 as detector. (b) Temperature dependent Rnl vs. bias
measurements with N2 as injector and N1 as detector. (c) STS characterization of
contacts N1 and N2 at 0.23K. The grey dashed lines are fits to the BTK model.
The black dashed lines label the bias corresponding to ∆∗ of the injector N1.
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Table 6.3: Properties of samples A, B and C. ξ: superconducting coherence length;
Ri, Rd: injector and detector barrier resistance at T = 1.5K; Zi, Zd: BTK barrier
strength of the injector and detector; d: injector-detector distance; RiAi, RdAd: normal
state resistance area product of the injector and detector; asymmetry α = (RdAd −
RiAi)/(RdAd + RiAi).
ξ Ri Rd Zi Zd d RiAi RdAd α
[nm] [kΩ] [kΩ] [nm] [Ωµm2] [Ωµm2]
A 184 0.4 0.5 0.59 0.59 55 8.5 16.9 0.33
B 189 0.8 5.5 0.60 0.68 155 22.1 93.5 0.62
C 273 2.6 11.2 0.94 1.45 220 116.6 365.4 0.52
ages with Rnl ≈ −1.0Ω. This value does not change with temperature up
to T ≈ 0.5K. When increasing T further Rnl increases and becomes positive
for T ≥ 1.05K. For voltages larger than ∆∗/e, Rnl is positive at all tempera-
tures and increases with T . At 1.6K, i.e. for T > TC, Rnl ≈ 0 for all biases.
For the results of Fig. 6.5(b) we swap the contacts, using N2 as injector and
N1 as detector4 and measure temperature dependent Rnl as a function of
the bias voltage Udc. The results are very similar to those of Fig. 6.5(a)
with the same negative Rnl value at zero bias which increase with T and
becomes positive above 1.05K. For large bias Rnl exhibits slightly smaller
values compared to the other injector-detector configuration. The contact
characterization of sample A at base temperature is shown in Fig. 6.5(c) and
exhibits a significant subgap conductance for both, N1 and N2. The dashed
lines represent the bias corresponding to the energy ∆∗ of the injector N1,
which coincides with the sign change of Rnl, see Fig. 6.5(a). Also in the
swapped configuration for N2 as injector the bias ∆∗/e of maximum con-
ductance (not indicated in Fig. 6.5(c)) coincides with the Rnl sign change
in Fig. 6.5(b). Within the energy gap both barriers exhibit nearly the same
normalized conductance values and both contacts have similar resistances
above Tc, 0.4 kΩ and 0.5 kΩ. In addition Fig. 6.5(c) shows fits of the BTK
model [26] to the conductance spectra including an additional broadening
parameter [80; 81] as discussed in chapter 5.3. We use the barrier strength
Z (given in Table 6.3) and the broadening parameter for fitting while keep-
ing T and ∆ constant. We find good agreement with the BTK model for
energies below the gap ∆. For larger applied potentials the data are not
well reproduced.
4When swapping N1 and N2, also contact S1 and S2 are swapped.
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Sample B
In Fig. 6.6(a) the bias dependence of Rnl of sample B is plotted for several
temperatures with N1 as injector and N2 as detector. The shape and am-
plitudes of the curves are very similar to those of sample A in Fig. 6.5(a)
and (b), as is the temperature dependence. However, in sample B at base
temperature we observe a local maximum for Udc ≈ 0 with Rnl ≈ 0, whereas
for finite subgap biases we find Rnl < 0 with two minima of Rnl ≈ −1.1Ω at
Udc ≈ ±0.135mV. Above TC the nonlocal signals vanish for all bias voltages.
Figure 6.6(b) shows the STS characterization of the individual contacts at
0.23K. In contrast to sample A, the normalized injector and detector con-
ductances differ considerably in the gap and are smaller than in sample A
(Ri = 0.8 kΩ and Rd = 5.5 kΩ). The fitting to the BTK model shows good
agreement within the superconducting gap, but differs for larger bias. We
have also swapped the injector and detector and measured the nonlocal volt-
age. Due to the large injector resistance of N2 the injected current and thus
the nonlocal signals were too small.
Figure 6.6: Results of sample B. (a) Rnl vs. bias at various T with N1 as injector
and N2 as detector. (b) STS characterization of N1 and N2 at 0.23K. The grey
lines are fits to the BTK model. The dashed lines indicate the bias corresponding
to ∆∗ of the injector.
Sample C
Bias dependent measurements for sample C are shown in Fig. 6.7(a). At
base temperature a prominent local maximum in the middle of the su-
perconducting gap develops with a positive maximum of Rnl ≈ 30Ω. For
0.13mV ≤ |Udc| ≤ ∆∗/e with ∆∗ ≈ 0.31meV, Rnl is negative with minima
at ±0.23mV with Rnl ≈ −13Ω. The sign changes at Udc ≈ ±0.13mV, inde-
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Figure 6.7: Results of sample C. (a) Rnl vs. bias for various T with N1 as injector
and N2 as detector. The solid lines are guides to the eye and the dashed lines show
the voltage corresponding to ∆∗ of the injector. (b) STS-measurements of contact
N1 and N2 at 0.23K. The grey lines are fits to the BTK model. (c) Rnl at zero
bias as a function of T .
pendently of temperature. For |Udc| > ∆∗/e the signal is positive and tends
to zero for increasing bias, in contrast to samples A and B. With increas-
ing temperature all nonlocal signals tend to zero, independently of the bias,
with Rnl ≈ 0 for T > TC. At zero bias the signal decreases monotonically
with increasing T and vanishes already for T > 0.5K, see Fig. 6.7(c). A
finite nonlocal signal only develops for T well below TC. From the STS mea-
surements shown in Fig. 6.7(b) we find that the two contact resistances are
quite different and much larger than in the previous samples (Ri = 2.6 kΩ
and Rd = 11.2 kΩ). The fitting to the BTK model coincides well within the
energy gap and at large bias, but deviates for bias potentials around the
gap value. As for sample B we have also measured the nonlocal voltage with
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Figure 6.8: Comparison of the Rnl vs. bias characteristics of sample A, B and C
at 0.23K. The red line is a guide to the eye.
swapped injector-detector configuration. Due to the large injector resistance
of N2 the nonlocal signals were too small.
For comparison we summarize the Rnl vs. bias characteristics at base
temperature for sample A, B and C in Fig. 6.8. In the midgap regime a
systematic increase to a positive maximum of the nonlocal signal is clearly
visible.
6.4.4 Discussion
In the discussion of the presented data we will mainly focus on the systematic
evolution of Rnl at zero bias from sample A to C. First we will identify which
processes are dominant depending on the bias. Afterwards we will discuss
the parameters that might determine the successive change in Rnl. Based
on this, we will suggest a qualitative explanation.
As was discussed in chapter 6.2 we interpret Rnl < 0 in the supercon-
ducting energy gap as CAR being the dominant process, while Rnl > 0 is
attributed to EC or CI. The latter two processes can be distinguished by the
temperature dependence of Rnl at a given bias. EC and CAR are reduced
with increasing temperature [8; 47], while CI increases strongly up to TC
due to the decreased superconducting energy gap and the broadened ther-
mal distribution, and vanishes for T > TC [9]. At zero bias and low enough
temperatures CI can be neglected.
For sample A we conclude that CAR is the dominant nonlocal transport
process at base temperature and at all subgap biases. From the characteristic
strong increase of Rnl to positive values with T , we conclude that nonlocal
CI becomes important for T > 0.5K. These findings also apply for sample
B, except around zero bias, where CAR and EC approximately compensate
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each other at low temperatures. At finite subgap bias, EC is weakened
as reported in [8] and the characteristics become similar to sample A. In
sample C, EC not only compensates CAR, but even dominates the nonlocal
midgap transport. As in A and B, CAR dominates at finite subgap bias.
In all samples CI dominates for bias potentials above the energy gap. In
contrast to the first two samples, CI is strongly suppressed in sample C for
|Udc| >> ∆∗/e.
Our experimental results on samples A, B and C allow us to examine
which of the following device parameters might determine the Rnl charac-
teristics: 1) the distance d between injector and detector 2) the resistance of
the injector and detector contacts 3) the resistance-area product RA of the
contacts, and 4) the RA asymmetry α between injector and detector. These
parameters are summarized for each sample in Table 6.3. First, it is well
established, both theoretically and experimentally, that all nonlocal subgap
signals at low bias are reduced monotonically with d [7; 8; 9; 27]. Since
the junction separation is largest in sample C, which exhibits the largest
nonlocal signals, we conclude that in our samples d is not the crucial param-
eter and its effect is masked by the influence of another parameter. This is
supported by the experimental finding that by changing d the characteristic
shape of the Rnl-curve is not changed [8], whereas here the shape of the
curves strongly change from sample A to C. Our results suggest that larger
resistances of the injector and detector contacts suppress CAR and leave
EC essentially unaffected, thus explaining our measurements at zero bias.
However, Russo et al. [8] obtained similar results as those of sample C with
larger junction areas (4 x 8µm2) and much lower normal state contact resis-
tances (RN ∼ 5Ω) [82]. If we use RA as the relevant parameter, Russo et al.
measure RA = 153.6Ωµm2 [82], thus being in the same range as sample C,
see Table 6.3. This is remarkable since in [8] the geometry and materials are
very different. Also a comparison with Beckmann et al. [10] shows similar
nonlocal data for RA (RiAi ≈ 105Ωµm2 and RdAd ≈ 27Ωµm2 estimated
from [10]) as sample B. In contrast to RA, we find no correlation between
the RA asymmetry α = (RdAd −RiAi)/(RdAd +RiAi) and the systematic
evolution of our data from sample A to C, see Table 6.3. Based on this dis-
cussion we conclude that the shape of the Rnl curves of our samples around
zero bias is determined by RA.
We suggest a qualitative explanation for the contact resistance depen-
dence of the subgap transport based on charging effects on the small con-
tact capacitances known as dynamical Coulomb blockade (DCB) [47; 70], see
chapter 3. Intuitively, CAR is suppressed because the transfer of a Cooper
pair charge, −2e, to the superconductor is blocked by DCB. In contrast to
CAR, no net charge is added to the superconductor for EC. Therefore EC is
essentially unaffected by the blockade and dominates the subgap transport
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for low transparencies around zero bias. Since for CI a net charge is trans-
ferred to the superconductor, the DCB picture is also consistent with the
suppression of CI in low-transparent samples at zero bias (see sample C).
Are our samples in a regime where DCB can influence the charge transport
across the NIS junctions? Generally, our tunneling contacts have a junction
capacitance of ∼ 0.5 fF and a charging energy of ∼ 0.13meV. Thus, in
principle, DCB effects are possible, see chapter 3. DCB depends strongly on
the environmental impedance [70] and on the tunneling resistance, RT, of
the finite area contacts [66]. One usually expects DCB to become important
for RT > h/2e
2 ≈ 12 kΩ [70]. However, it was shown for finite area contacts
that DCB can occur also for RT < h/2e
2 and that decreasing RT leads to a
reduction of the DCB effects [66].
RA is the natural parameter to characterize a finite area tunnel junction
with many parallel channels. RA is inversely proportional to the mean
transparency of a junction and scales with the average channel resistance
(RA ∝ ρchannel). A large number of weakly transmitting channels may lead
to a small tunneling resistance while retaining DCB for each channel [66].
To model a real experiment it is not sufficient to describe the environment
by only two lumped circuit elements, but by a transmission line [69]. On a
sample different to A, B and C, we have measured a zero bias anomaly at
base temperature with applied H > HC as shown in Fig. 3.3. This decreased
conductance around zero bias is due to DCB and can be modeled assuming
an infinite LC transmission line with an external impedance Z = 70Ω.
As the calculations (see Fig. 3.3) show, the zero bias anomaly is small and
already strongly thermally smeared at T = 1.6K. As this device5 exhibits a
similar local and nonlocal behavior as sample B, we also expect DCB effects
for sample A, B and C. Due to thermal smearing we do not see a zero bias
anomaly in these devices at 1.6K.
As these charging effects depend on the environmental impedance and on
the tunneling resistance, DCB varies in sample A, B and C due to their
different injector and detector RA. The systematic change of the measured
nonlocal resistance vs. bias characteristics in our samples as summarized in
Fig. 6.8 can thus be understood as follows: the contacts of sample A have
the lowest RA and thus the smallest contact charging, which allows CI and
CAR to develop. For sample B with slightly larger injector and detector RA,
DCB sets in and weakens CAR around zero bias relative to EC leading to a
positive peak in nonlocal resistance. With resistances of a few kΩ (RA=117
and 365Ωµm2) as in sample C, DCB becomes strong and inhibits CAR
relative to EC leading to a pronounced positive Rnl signal. Since charge is
also transferred to the superconductor in case of CI, the DCB picture is also
5For the exact sample characterization we refer to junction N6 in chapter 6.5.
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consistent with the suppression of CI in sample C at zero bias.
In the subgap regime we find a characteristic energy for sample B and
C, namely the Rnl-minima at ±0.135meV in B and the Rnl sign change at
∼ ±0.13meV in C. The model of Levy Yeyati et al. [47] might explain these
results as it qualitatively describes the measurements and therefore the sign
reversal of the nonlocal signal in [8]. Due to DCB tunneling electrons excite
electromagnetic modes which couple the injecting and detecting contact.
Depending on whether the coupling is symmetric or antisymmetric, CAR or
EC is the dominant subgap transport process. Since these symmetric and
antisymmetric coupling modes have different frequencies, they dominate at
different energies. Depending on which coupling mode is prominent at a
certain energy, this decides whether CAR or EC dominates, hence explaining
the crossover energy.
Another possible explanation brought up in [8; 10] is the phase-coherent
motion of electrons in disordered metals. This introduces the Thouless en-
ergy ET = ~D/l2c as relevant energy scale with lc as characteristic length
of the sample and D as electron diffusion constant. In similar experiments
but different geometry [8], the sign reversal of Rnl was suggested to be re-
lated to ET. In our experiments ET cannot be determined exactly. This is
due to the fact that the injector-detector distance, the characteristic length
scale lc of our samples, cannot be determined unambiguously due to the
spatial extend of the contacts. This allows distance variations for which
we get ET ranging from 0.05meV to 0.29meV. The characteristic energy
measured in B and C could also be due to the charging energy of our junc-
tions (EC ≈ 0.13meV). For an applied bias |U | > EC/e the electrons have
enough energy to overcome the Coulomb blockade and enter the supercon-
ductor. For these energies the blockade of CAR is lifted and Rnl can become
negative. Nevertheless, as EC and ET are only estimates a final conclusion
cannot be drawn.
For our results DCB gives an explanation for the successively increasing
dominance of EC around zero bias with increasing RA of the contacts. How-
ever, our intuitive DCB picture cannot explain the appearance of negative
Rnl values for low contact resistances and CAR as the dominant process.
The exact origin is unclear. In most theoretical predictions CAR and EC
cancel exactly or CAR is dominated by EC [12; 27; 36; 37; 40; 41; 43]. A
possible explanation for the CAR dominated subgap transport in our mea-
surements is given in the model of [47], which includes dynamical Coulomb
blockade and electromagnetic coupling of the injector and detector junction.
Currently, Levy Yeyati et al. are working on a simpler model including the
contact resistances. This approach might reproduce our results. However,
the contact resistance dependence of Rnl still remains an open theoretical
problem.
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In the following we discuss some additional results based on the presented
data. In Fig. 6.5(c), 6.6(b) and 6.7(b) we characterize the injecting and de-
tecting tunnel contact by bias-dependent differential conductance measure-
ments and fitting to the BTK model including an additional broadening.
As this is already discussed in chapter 5, we only briefly discuss the barrier
characterization. All three devices exhibit a non-vanishing subgap conduc-
tance, which is even enhanced for A. This is most likely due to Andreev
processes discussed in chapter 2.1. The considerable subgap conductance
indicates weaker spots in the oxide barrier due to inhomogeneities in the
insulating AlOx layer. As device A and B exhibit in the normal state a
metallic-like temperature dependence of the contact resistances R, we con-
clude pinhole-dominated transport. This is not surprising considering the
short oxidation time for sample A and B (see chapter 5). Due to the longer
oxidation time for sample C, it shows the smallest subgap conductance of the
three samples and exhibits an insulating-like T -dependence of R, which in-
dicates, following the Rowell criteria (see chapter 5.2), tunneling dominated
transport. However, the inhomogeneities of all three barriers cannot consist
of a too large portion of very high transparent regions since we still observe
a tunneling characteristic in the superconducting state, namely a decrease
of the zero bias conductance with lowering temperature. This is the case for
sample A, B and C.
As discussed above, small RA are favorable for CAR dominated subgap
transport. As a consequence only a small window of contact resistances is
advantageous for a domination of CAR around zero bias. If the contacts
resistances are very low (small RA), it was shown experimentally that EC
and CI dominate the subgap transport [7; 9], whereas in low-transparent
samples (large RA) EC dominates in the midgap regime (see sample C and
[8]). In addition, samples in the strong tunneling regime only inject very
small currents to the superconductor that only cause very small nonlocal
signals easily out of the detection limit. Therefore the window for suitable
contact resistances is small. As we learn from sample A and B, this resistance
window is in the intermediate transparency regime, where the chance for
pinholes and thus inhomogeneous current injection is large.
Since thinner insulating layers or pinholes result in higher current den-
sities, this can lead to (local) heating and thus to changes of the super-
conducting properties. As the energy gap in the BTK fits and the critical
temperature are not changed we conclude that this effect is not crucial. We
further neglect inhomogeneous current paths as all nonlocal signals vanish
above TC, see chapter 6.3. In addition, we exhibit for sample A nearly no
changes in the nonlocal behavior when swapping the injector and detector,
see Fig. 6.5(a) and (b). Since current injection through pinholes and inho-
mogeneous current paths are dependent on the injecting contact, one would
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expect a considerable change with a different injector. Experimentally this
is not observed for sample A. However, in case these effects cause a spurious
nonlocal signal, this signal will be positive (equivalent to EC and CI) and
thus can not be mistaken as a dominant CAR process.
6.4.5 Summary and conclusion
By analyzing the sign and the temperature dependence of the nonlocal sig-
nals, we can distinguish CAR, EC and CI and identify them as competing
subgap transport mechanisms in our four-terminal nonlocal measurements.
We show that for small resistance area products CAR can dominate the
nonlocal transport for all energies below the superconducting gap. In com-
parison with different devices we demonstrate a systematic change of the
nonlocal resistance vs. bias characteristics with increasing RA. For samples
with higher resistance area product, CAR is weakened relative to EC in the
midgap regime. The reason why CAR is the dominant transport process
(e.g. in sample A for all subgap biases) is unclear. Nevertheless, we qualita-
tively explain the suppression of CAR for higher RA by dynamical Coulomb
blockade, which depends crucially on the RA. These findings add a new view
to the understanding of the transport mechanisms in such devices. Our re-
sults show that for the detection of CAR it is more favorable to prepare
devices with low RA values as higher RA most likely suppress CAR due to
DCB. Only a small window of suitable RA values exists. If the RA of the
contacts are too small, EC and CI dominate, whereas the nonlocal signals
become vanishingly small for too large RA values.
6.5 Magnetic field dependence of crossed Andreev
reflection and nonlocal charge imbalance
6.5.1 Introduction
In the last chapter we have reported that it is possible to have CAR as
dominant transport process for all subgap energies. However, earlier ex-
periments on these systems have shown that nonlocal CI masks CAR and
EC in high-transparent samples. As we conclude from chapter 6.4 it is fa-
vorable to prepare NIS hybrid devices with lower junction resistances in
order to minimize DCB effects suppressing CAR. With low RA junctions CI
inevitably comes more into play, thus complicating the detection of CAR.
Hence, further means to distinguish these processes are desirable. In this
chapter we examine the behavior of nonlocal CI and CAR with an applied
in-plane magnetic field and find a different dependence for both processes,
thus providing a new tool to distinguish these processes. We further show
68 Nonlocal measurements
that the magnetic field behavior of CI can be understood by a generalization
of the standard description of CI to nonlocal experiments.
6.5.2 Sample characterization
The sample preparation, characterization and the measurement setup are
similar as discussed in chapter 4.5, 4.6 and 6.4.2. Here we only summarize
important properties of the sample used for the presented data.
We discuss results of a Pd(30 nm)/AlOx/Al(50 nm) sample which we refer
to as sample D. The tunneling barrier of sample D is prepared by oxidation
in 0.1mbar oxygen atmosphere for 15min with cold substrate6. We charac-
terize the Al by resistance measurements at 1.6K and obtain ρ = 7.03µΩcm,
D = 3.70 ·10−3m2/s, `el = 8.5 nm and ξ = 111 nm. Thus, Al is in the ”dirty
limit” of superconductivity. The edge-to-edge distances between the impor-
tant contacts are d45 = 105 nm, d56 = 140 nm and d46 = 375 nm. As ξ is
of the order of the edge-to-edge injector-detector distance d, we expect that
it is possible to measure CAR and EC processes. Furthermore, we find a
superconducting transition temperature TC ≈ 1.3K and a critical magnetic
field HC ≈ 230mT. We extract the latter from Fig. 6.9(b) and 6.10(c): In
Fig. 6.9(b) we measure the resistance of the Al strip depending on an applied
in-plane magnetic field at 0.24K. Below the critical field HC Al is supercon-
ducting, thus R = 0. For H > HC the Al strip becomes resistive as Al is
normal conducting. In Fig. 6.9(b) the resistance starts rising at 160mT and
saturates at 240mT. We infer a more precise value of HC ≈ 230mT from the
zero bias Rnl vs. magnetic field measurements at base temperature shown
in Fig. 6.10(c) and discussed in chapter 6.5.4.
6.5.3 Results
The results presented here are obtained on three junctions N4, N5 and N6
as shown in Fig. 6.9(a). For the nonlocal measurements we combine these
contacts forming several different injector-detector pairs. In temperature
dependent resistance measurements we find that all three tunnel junctions
show metallic-like behavior with barrier resistance R and resistance area
product RA given in Table 6.4 suggesting inhomogeneous tunneling barri-
ers with pinholes. We further characterize the junctions by bias dependent
differential conductance measurements, see Fig. 6.9(c). Junction N5 and N6
exhibit similar local transport behavior, whereas N4 shows more than fives
times larger differential conductance values. All three barriers have in com-
mon that they exhibit a significant subgap conductance. The fitting to the
6At that time we were not able to measure the substrate temperature. We roughly
estimate a temperature range of -10 to -40 ◦C.
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BTK model as discussed in chapter 5.3 includes an additional broadening
parameter. We use the barrier strength Z (given in Table 6.4) and a broad-
ening parameter for fitting while keeping ∆ = 0.19meV and T = 0.24K
constant. The parameter for the normal state resistance is only slightly
adjusted for N4. We find acceptable agreement with the BTK model for
energies below the gap ∆. For larger applied potentials the data are not
well reproduced.
Before describing the data of our nonlocal measurements, we note that all
injector-detector configurations show a very small, constant negative offset
between -0.05 and -0.19Ω in Rnl for T > TC and H > HC. This might
be either due to a small cross-talk effect or to a simple offset given by
the amplifiers. However, the signals do not change upon doubling of the
measurement frequency. For consistency, this offset is subtracted for all
Figure 6.9: (a) SEM image of sample D with a schematic of the measurement. (b)
Resistance of the Al strip vs. applied magnetic field at 0.24K. The magnetic field
is applied in the sample plane and parallel to the Al strip. (c) Differential junction
conductance vs. bias for N4, N5 and N6 at 0.24K. The gray dashed lines are fits
to the BTK model with additional broadening. (d) Temperature dependent Rnl
vs. bias measurements for N4 as injector and N5 as detector.
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Table 6.4: Contact properties of sample D. R: normal state barrier resistance at 1.6K;
A: junction area; RA: normal state resistance area product at 1.6K; Z: BTK barrier
strength; gNS = GNS/GNN: normalized tunneling conductance at zero bias and 1.1K.
contact R A RA Z gNS
[kΩ] [µm2] [Ωµm2] [@ 1.1K]
N4 0.20 0.032 6.4 0.55 1.30
N5 1.28 0.021 26.9 0.77 0.95
N6 1.40 0.007 10.4 0.61 1.01
given Rnl values throughout this chapter.
Figure 6.9(d) and Fig. 6.10 focus on measurements with injector N4 and
detector N5 where we study the temperature and magnetic field dependence
of Rnl. In the subgap regime shown in Fig. 6.9(d) Rnl increases with T from
negative values (Rnl ≈ −0.17Ω) at base T to positive values and vanishes
above TC for all biases. For bias voltages larger ∆/e the nonlocal resistance
is positive. At 1.1K and Udc ≈ ±0.47mV Rnl abruptly turns negative and
tends to zero for larger biases. In Figure 6.10(a) CI is generated with T
close to TC (see chapter 6.4). We exhibit that at 1.1K the magnitude of
Rnl decreases with increasing magnetic field for all biases. Close to HC
7,
at 115mT, Rnl = 0.4Ω for |U | < 100mV and approximately zero for larger
bias. Above HC all nonlocal signals vanish. At large bias we also observe
an abrupt Rnl sign change that occurs at lower bias potentials with small
applied in-plane magnetic field. In order to generate CI at base temperature
we set in Fig. 6.10(b) a constant bias of Udc = 0.2mV (0.3mV). We then
study the magnetic field dependence of Rnl. The Rnl vs. H characteristics
is similar for both biases as Rnl decreases with increasing H between 0-
60mT. Rnl stays constant at a positive value and starts increasing again
for Udc = 0.2mV (0.3mV) at H ≈ 180mT (150mT). Rnl peaks at 203mT
(184mT) and changes sign abruptly. Above 230mT the nonlocal signals
vanish. The temperature dependence of the Rnl vs. H characteristics at
zero bias is shown in Fig. 6.10(c) and exhibits at 1.1K a similar behavior
as shown for finite bias (see Fig. 6.10(b)), namely a decrease of the positive
Rnl with increasing magnetic field between 0 and 60mT and a Rnl peak at
115mT. For larger H-fields the nonlocal resistance is zero. The green, blue
and violet lines are calculations based on a model discussed in chapter 6.5.4.
At base temperature the Rnl vs. H behavior is different. We observe for
H < 200mT a constant negative Rnl of -0.19Ω as indicated in Fig. 6.10(c)
by the black dashed line. When increasing the magnetic field above 200mT,
Rnl increases, becomes positive, has a maximum at 230mT and becomes
7At 1.1K the energy gap ∆ is reduced and therefore HC.
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Figure 6.10: Magnetic field and temperature dependence of sample D with N4 as
injector and N5 as detector. All magnetic fields are applied in-plane and parallel
to the Al strip. For (b-d) a small negative Rnl offset was subtracted. (a) Rnl vs.
bias for various magnetic fields at 1.1K. (b) Rnl vs. H at 0.24K at a fixed bias
Udc = 0.2mV and 0.3mV. (c) Zero bias Rnl vs. H at 0.24K and 1.1K. The green
line is a calculation based on a model described in chapter 6.5.4. In this context
the blue dashed line displays a calculation with ∆=const and the violet one with
τs=const. The black dashed line is a guide to the eye showing the constant negative
Rnl. (d) Zero bias Rnl vs. T . The black dashed line again indicates the constant
negative Rnl.
zero for larger H-fields. In Rnl-T measurements at zero bias we also observe
in Fig. 6.10(d) a negative nonlocal resistance with Rnl = −0.17Ω for T <
0.55K. As already shown in Fig. 6.9(d), Rnl increases with T , changes sign
at 0.6K and peaks at 1.31K. For higher T the nonlocal signal vanishes.
In Fig. 6.11 we study the Rnl vs. bias behavior for different T and for
various applied in-plane magnetic fields in changed configuration, namely
with N6 as injector and N5 as detector. In Fig. 6.11(a) this injector-detector
(inj-det) configuration with RiAi = 10.4Ωµm
2 and RdAd = 26.9Ωµm
2 ex-
hibits a very similar Rnl vs. bias characteristics as sample B (see Fig. 6.6)
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Figure 6.11: Nonlocal results of sample D with N6 as injector and N5 as detector.
Rnl vs. bias for (a) different temperatures and (b) different in-plane magnetic fields
parallel to the Al strip at 0.23K.
in chapter 6.4. At base T we observe in Fig. 6.11(a) a local maximum at
Udc ≈ 0 with Rnl ≈ 0 and at finite subgap bias Udc ≈ ±0.18mV two min-
ima with negative nonlocal resistance of ∼ −1.3Ω. As in sample B the
nonlocal signals are constant up to temperatures of ∼ 0.5K. With rising
T above 0.5K the negative Rnl changes sign and tends to larger positive
values. At T = 1.6K, i.e. for T > TC, the nonlocal signal is zero for all bias.
For voltages larger than 0.33mV, Rnl is positive at all T . The influence of a
magnetic field applied in-plane at base temperature is studied in Fig. 6.11(b)
and exhibits a bias dependence. For |U | > 0.33mV, Rnl decreases with in-
creasing magnetic field, whereas Rnl is not changing for |U | < 0.33mV. At
500mT, i.e. above HC, the nonlocal signals vanish for all bias voltages.
Qualitatively, the temperature and magnetic field dependence of the Rnl vs.
bias characteristics is similar in the swapped inj-det configuration with N5
as injector and N6 as detector (not shown).
6.5.4 Discussion
The barrier characterizations exhibit a behavior similar to sample A and
B in chapter 6.4 and thus will be discussed only briefly. We conclude from
the metallic-like temperature dependence of the normal state contact resis-
tances of N4, N5 and N6 on the basis of the third Rowell criterion [78; 79]
(see chapter 5.2) that the transport across the junction is dominated by pin-
holes or inhomogeneities in the tunneling distance. However, the portion
of very high transparent regions is small, since we still observe a tunnel-
ing characteristics in the superconducting state, namely a reduction of the
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zero bias conductance with decreasing temperature (not shown). The non-
vanishing subgap conductance of N4, N5 and N6 is reflected in the fitting to
the BTK model by rather low barrier strength values Z between 0.55 and
0.77, see Table 6.4. As we obtain reasonable fits for subgap energies by using
Z and a broadening parameter as fitting parameters and leaving T = 0.24K
and ∆ = 0.19meV fixed, we conclude to have a negligible shrinking of the
superconducting energy gap. This is supported by the fact that in our sam-
ples TC is not reduced, see Fig. 6.12(d). In contrast, similar devices with
high-transparent junctions exhibit for Al a reduction of TC to 0.6K by the
inverse proximity effect [9].
For the discussion of the nonlocal results we first need to identify the
dominant processes for a given bias, temperature and magnetic field. In a
second step we will discuss the influence of an applied magnetic field on the
dominant nonlocal process for each inj-det pair. The identification of the
predominant process is possible on the basis of chapter 6.2. The temperature
dependence and the sign of Rnl are the indicators we use here, see Table 6.1.
We have studied the inj-det pairs N4-N5 and N6-N5 in Fig. 6.9(d), 6.10 and
6.11. Regarding N4-N5, we observe in the subgap regime Rnl < 0 at base
temperature which tends to zero and becomes positive with rising T , see
Fig. 6.9(d) and 6.10(d). Thus, we interpret CAR as being dominant around
zero bias for T < 0.6K, whereas CI dominates for higher T and generally
for |Udc| > ∆/e.
The temperature dependent Rnl vs. bias characteristics of inj-det N6-N5
(Fig. 6.11(a)) resembles sample B of chapter 6.4. Around zero bias CAR and
EC approximately compensate each other at base temperature, whereas for
finite subgap bias CAR dominates as reported in [8]. We attribute Rnl > 0
at elevated temperatures (T > 0.6K) to nonlocal CI. The same holds for
|Udc| > ∆/e.
As we have identified the relevant processes, we now discuss their magnetic
field dependence and begin with nonlocal CI. Unlike CAR, it is possible to
set the external parameters of a system in such a way that nonlocal CI is
the dominant transport process. In Fig. 6.10(a-c) we use temperature and
bias as parameters to let CI dominate the nonlocal transport and study its
magnetic field dependence. In Fig. 6.10(a) and (c) we fix T close to TC at
1.1K. Consequently, CI is the dominant subgap process for two reasons.
On the one hand CAR and EC decrease with increasing T [47; 8] and on
the other hand a thermally broadened Fermi distribution combined with
a thermally shrinked energy gap allows more quasiparticles to be injected
above the superconducting energy gap. To create CI at base temperature
we fix in Fig. 6.10(b) the bias potential to energies larger than ∆ which
automatically leads to quasiparticle injection above the gap. As we can
generate nonlocal CI, we will now discuss its magnetic field dependence. The
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Rnl vs. H characteristics show that Rnl and thus CI decays on a magnetic
field scale between 0 and 60mT, stays constant on a low level and increases
again for magnetic fields close to HC. This observation is similar for both,
bias generated (Fig. 6.10(b)) and temperature generated (Fig. 6.10(c)) CI.
We obtain equivalent results in the Rnl vs. bias measurements. For inj-
det pair N4-N5 we see at 1.1K a CI decrease with increasing H for all
biases (Fig. 6.10(a)). At 115mT we also observe small positive Rnl values
around zero bias equivalent to the Rnl peak at 1.1K in Fig. 6.10(c). As
noticed in other inj-det pairs, N6-N5 exhibits for large bias a CI reduction
with increasing H (Fig. 6.11(b)) . For subgap energies, however, we observe
at base temperature a different behavior as it is related to CAR. This is
discussed further below.
It is possible to model the magnetic field dependence of local CI. The con-
nection to nonlocal CI is discussed in chapter 2.3. An applied magnetic field
changes the CI relaxation time τQ∗ and thus the CI length ΛQ∗ =
p
DτQ∗ .
This is described on the basis of [48]. The charge imbalance relaxation time
τQ∗ indicates the decay time of CI within the superconductor and is given
by [48]
τQ∗ =
4kBT
pi∆(T,H)
r
τE
2Γ
(6.1)
including inelastic scattering events via the corresponding time τE and spin-
flip scattering and effects due to orbital pair breaking such as magnetic fields
via τS . The latter is included in the parameter Γ given by
Γ =
1
τS
+
1
2τE
(6.2)
neglecting the effects due to spatial variation of the superconducting gap
and due to pair breaking by the supercurrent. In [83] the magnetic field
dependence of τS is given by
τS(T,H) =
~
∆(0, 0)
H2C(0)
H2
. (6.3)
With eq. (6.3) an increase in magnetic field enlarges Γ and consequently
decreases the CI relaxation time τQ∗ , thus describing our experimentally
observed decay of nonlocal CI with magnetic fields. However, a decay
is only described for small magnetic fields where changes in ∆(T,H) =
∆(T )
ˆ
1−H2/H2C(T )
˜1/2
[83] are small too. Close to HC the decrease of
∆(T,H) dominates eq. (6.1) and τQ∗ increases. Again, this describes our
experimental finding that Rnl and thus nonlocal CI increases close to HC as
seen in Fig. 6.10(b) at 184 and 203mT and in Fig. 6.10(c) at 115 and 230mT.
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This can intuitively be understood in such a way that a considerable decrease
of ∆ with increasing magnetic field allows more quasiparticle injection above
the gap. This leads to the characteristic peaks at TC and HC in the T - and
H-dependence. The Rnl-peaks close to HC are temperature dependent and
occur with higher temperatures at lower magnetic fields, see Fig. 6.10(c). At
higher T the superconducting gap is already reduced resulting in a smaller
HC.
As we have an expression for the magnetic field dependence of τQ∗ and
ΛQ∗ (see eq. (6.1), (6.2) and (6.3)), we can now determine the magnetic field
dependent nonlocal resistance with eq. (2.10). Thus, we obtain a zero-bias
Rnl vs. H characteristics at 1.1K shown as green line in Fig. 6.10(c). We use
T = 1.1K, ∆(0) = 0.19meV and the experimentally obtained gNS,2 = 0.95
at 1.1K. As injection volume Ω we assume the volume of the superconductor
below the injecting contact and estimate 1.5 · 10−21m3. We obtain an excel-
lent agreement with the experimental result, see green line in Fig. 6.10(c),
with the fitting parameters τE = 0.25 ns and F
∗ = 0.05. From this fol-
lows a charge imbalance length ΛQ∗(H = 0) = 1µm at 1.1K. As expected,
F ∗ << 1 since the total current at zero bias is dominated by Andreev
reflection. The relaxation time is considerably smaller than reported for
thick (∼ 12 ns) and thin films (∼ 4 ns) [84], but consistent with the reduced
charge imbalance length found in other experiments on superconducting Al
wires [9; 10]. The reduction of τE for thin films was attributed to enhanced
electron-electron scattering for films of thickness smaller than
p
~D/kBT
[84], which we estimate to approximately 160 nm at T = 1.1K for our struc-
tures. We expect a similar additional suppression in thin wires. In addition
to the Rnl vs. H fitting, Fig. 6.10(c) also shows the blue and the violet
dashed line which are supposed to clarify the contribution of ∆ and τS with
changing H. Thus, we set either ∆=const (blue) or τS = τS(HC) =const
(violet).
The finite bias experiments shown in Fig. 6.10(b) were performed at base
temperature, which leads to a larger energy gap and a characteristic increase
of CI at a larger magnetic field compared to Fig. 6.10(c). In addition, the
finite supercurrent at an increased bias leads to a reduction of the energy
gap and we expect a reduction of the QP relaxation time due to additional
pair breaking. The latter effect is strong only for large currents near HC, so
that we can attribute the increase of Rnl with bias at H = 0 to a change
of F ∗: for a larger bias a larger fraction of the total current is generated by
QP injection.
The magnetic field dependence of CAR is different to CI. In Fig. 6.10(c)
and 6.11(b) we identify CAR as the dominant subgap transport mechanism
at base temperature. The inj-det pair N4-N5 shows that CAR is not altered
with magnetic fields up to 200mT. With further increasing H the energy
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gap shrinks and CI becomes dominant. A Rnl peak develops at HC. The
same holds for the inj-det pair N6-N5. The cancellation between CAR and
EC around zero bias and the dominance of CAR at finite subgap bias is
unchanged with magnetic fields up to 50mT, see Fig. 6.11(b). Above HC,
at 500mT, the signals vanish. As the cancellation between CAR and EC
around zero bias does not change with magnetic field, we conclude that
CAR and EC are robust with applied magnetic fields. This is in contrast
to the results of Russo et al. [8] that show a weakening of CAR and EC
with applied in-plane magnetic field. In [8] CAR and EC vanish already
for H considerably smaller than HC. Russo et al. argue that the magnetic
field breaks the time reversal symmetry for the electron-hole wave injected
into the superconductor. This is apparently not the case for our results.
As the orientation of the magnetic field is similar, possible reasons for the
different field dependence might be related to the varying coherence lengths
in the materials used for the superconducting wire (Nb in case of [8]) and
normal metal contacts or to the different sample geometries. The magnetic
flux through the cross-sectional area of our superconducting Al wire is one
flux quantum Φ0 at 200mT, the maximum H-field in which CAR and EC
stay robust. To our knowledge there are no theoretical predictions on the
behavior of CAR with parallel magnetic field. Our data shows that CAR
and nonlocal CI have a different dependence on an applied magnetic field,
which offers another possibility to distinguish these two processes. However,
we note that in contrast to our experiments discussed in chapter 6.4, the
out-of-phase part of the low-temperature signal in Fig. 6.10(c) has a similar
amplitude as the in-phase signal, so that the results on the magnetic field
dependence of CAR have to be considered as preliminary.
We attribute the abrupt Rnl sign change observed in Fig. 6.9(d) and
Fig. 6.10(a) (and also in other samples not shown) to the onset of normal
conductivity in the superconducting Al strip. It is important to note that in
our experiments we identify the bias where this phenomenon appears. All
our observations are well below this bias. Similar abrupt Rnl sign changes
have been reported in [50] and were assigned to the critical current IC and
the transition between the superconducting and normal state. In our sam-
ples we consistently observe these sign changes for dc currents in the range
between 2.3-2.7µA. Moreover, we only see this effect at higher T . Since the
energy gap is proportional to the critical current [85], elevated temperatures
reduce ∆(T,H) and thus IC. At base temperature the critical current of our
Al strip is larger than 12µA. Generally, the transition to the normal state
does not happen homogeneously, but on a range of currents as the onset
starts with a series of discrete, spatially localized dissipative regions, pos-
sibly related to phase-slip centers [83]. These might explain in Fig. 6.10(b)
the additional smaller Rnl peaks above 184 and 203mT, respectively.
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6.5.5 Summary and conclusion
On a multi-terminal normal metal/insulator/superconductor device we have
studied CAR and nonlocal CI with a special emphasis on the dependence
on an applied in-plane magnetic field. On this sample we have used three
contacts that show pinhole dominated transport, low BTK barrier strengths
Z and resistance area product values comparable to those of sample A and B
of chapter 6.4. For T < 0.5K these junctions allowed in configuration N4-N5
to measure CAR dominated transport around zero bias (as sample A) and in
configuration N6-N5 a similar nonlocal characteristics as sample B, namely
Rnl ≈ 0 at zero bias due to a cancellation of CAR and EC and Rnl < 0 at
finite subgap bias due to CAR domination. We find CAR dominated subgap
transport to be robust upon an applied in-plane magnetic field parallel to
the superconducting Al strip up to magnetic fields close to HC. This is
in contrast to experimental results of [8] showing a decay of CAR and EC
with applied in-plane magnetic field. The reason for this different result is
unclear so far, but might be related to the different sample geometry or the
superconducting material used.
We generated nonlocal CI either with temperatures close to TC or with
an applied bias and find that this process decays with increasing magnetic
field in a range between 0 and 60mT for all biases. Above ∼ 60mT non-
local CI is small and stays constant up to a magnetic field value close to
HC. In this magnetic field regime the superconducting energy gap decreases
strongly with increasing magnetic field, thus allowing more quasiparticle
tunneling across the junction leading to an increase of Rnl. The nonlocal
resistance peaks at HC and vanishes for H > HC. As the transition between
superconducting and normal state is not homogeneously, possible small Rnl
fluctuations can happen even for magnetic fields slightly above HC possibly
due to phase-slip centers. The peak in Rnl is temperature dependent. At
higher T the gap and thereby HC is reduced, thus shifting the Rnl peak to
lower H. The magnetic field dependence of CI is related to the charge im-
balance relaxation time τQ∗ , including inelastic scattering, but also spin-flip
scattering and effects due to orbital pair breaking such as magnetic fields
[48]. With the τQ∗ vs. H characteristics we calculate the magnetic field de-
pendence of Rnl on the basis of the “classical” local charge imbalance theory
and extract a charge imbalance length ΛQ∗(H = 0) = 1µm consistent with
literature. We find a very good agreement between theory and experimental
results.
As nonlocal CI and CAR depend differently on applied magnetic fields,
this gives another possibility to distinguish these two processes.
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6.6 Contact resistance dependence of nonlocal charge
imbalance
6.6.1 Introduction
As already explained in the introduction of chapter 6.5, we will focus in the
following on nonlocal charge imbalance and study its dependence on the
injecting and detecting contacts. Thus, we investigate the temperature- and
bias-dependence of Rnl for various different injector-detector pairs. We find
variations in the contact resistance dependence of nonlocal CI depending on
the bias. In the low bias regime we show that it is possible to reproduce our
results quantitatively with a new, recently published model.
The experiments were performed on the same sample using contacts N4,
N5 and N6 as in chapter 6.5. Therefore, we refer for the sample and contact
characterization to chapter 6.5 and begin directly with the presentation of
our results.
6.6.2 Results
In the following our results deal with nonlocal charge imbalance measure-
ments and study the nonlocal behavior for various injector-detector pairs.
We focus on the three junctions N4, N5 and N6 and combine them to the
six possible inj-det configurations. As N4, N5 and N6 have different barrier
characteristics, this allows us to study the influence of the injector and detec-
tor contact resistance on nonlocal CI. When referring to an injector-detector
pair, e.g. N4-N5, the first always refers to the injector and the second to the
detector.
The Unl vs. bias and Rnl vs. bias characteristics of all six inj-det pairs
at 1.1K are shown in Fig. 6.12(a) and (c), respectively. In both figures the
nonlocal signals are positive for all pairs in the whole bias regime with a
minimum value around zero bias. With increasing bias potential Unl and
Rnl enlarge. Those pairs with N4 as injector show an abrupt sign change at
Udc ≈ ±0.47mV as already observed in Fig. 6.9(d). In Fig. 6.12(a) and (c)
it is peculiar that those pairs with the same injector exhibit very similar Unl
and Rnl vs. bias characteristics in the complete bias range. This holds best
for N4 and N5 as injector. The characteristics of those pairs with injector
N6, namely N6-N5 and N6-N4, are slightly different. For Unl the curves of
pairs with injector N4 do not coincide for any bias with those of other pairs,
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Figure 6.12: Results of sample D with various injector-detector pairs. (a) Unl
vs. bias at 1.1K. (b) Zero bias Unl vs. T . (c) Rnl vs. bias at 1.1K. (d) Zero
bias Rnl vs. T . (e+f) Calculations to (c+d) on the basis of [35] with TC = 1.3K,
∆ = 0.197meV and a charge imbalance length Λ∗ = 1µm for T < TC and Λ∗ = 0
for T > TC.
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see Fig. 6.12(a). This is different for Rnl shown in Fig. 6.12(c) where the
Rnl of all inj-det pairs coincide within the noise level approximately for all
subgap biases. This is not the case for bias potentials larger than ∆/e.
To study further the dependence of the subgap characteristics on the con-
tact resistances we measure Unl and Rnl vs. temperature at zero bias for the
pairs N4-N5, N4-N6 and N6-N4, see Fig. 6.12(b) and (d). At base tempera-
ture the nonlocal signals vanish (N6-N4) or are slightly negative (N4-N5 and
N4-N6, see Fig. 6.10(d)). With rising T all nonlocal signals increase mono-
tonically and peak at T ≈ 1.31K. For T > 1.31K all nonlocal signals are
zero. For temperatures close to TC N6-N4 clearly shows smaller Unl values,
see Fig 6.12(b), but exactly coincides with the Rnl vs. T characteristics of
the other two inj-det pairs as shown in Fig 6.12(d). We have also observed
this behavior in another sample not shown here.
6.6.3 Discussion
In order to study the contact resistance dependence of nonlocal charge im-
balance, we measure the Unl and Rnl vs. bias characteristics (Fig. 6.12(a)
and (c)) close to TC at 1.1K to generate CI. As already discussed for inj-
det pair N4-N5 and N6-N5 in chapter 6.5 (Fig.6.9(d) and Fig. 6.11(a)), CI is
the dominant transport process for all biases at 1.1K. The same holds for
all other inj-det pairs shown in Fig. 6.12, confirmed by T -dependent Rnl vs.
bias measurements (T -dependence not shown).
Comparing the Unl vs. bias characteristics of the various inj-det pairs,
see Fig. 6.12(a), we find that Unl is determined by the injecting and not by
the detecting contact. This is best seen with N5 as injector and N4 and
N6 as detector, respectively. Even though the contact resistances of N4 and
N6 differ for all bias potentials by more than a factor of five, see Fig. 6.9(c)
and Table 6.4, Unl coincides at all biases for N5-N4 and N5-N6. The other
pairs, namely N4-N5, N4-N6 and N6-N5, N6-N4, show a similar behavior.
However, the pairs N4-N6 and N6-N4 exhibit slightly smaller nonlocal signals
possibly due to the larger contact distance d.
While Unl depends on the injector contact (Fig. 6.12(a)) at all biases, the
Rnl vs. bias characteristics (Fig. 6.12(c)) exhibits a different behavior. For
bias potentials larger than the energy gap we find the same dependence on
the injector as is the case for Unl of Fig. 6.12(a). Thus, with swapping the
injector and detector contact of a pair with different conductances, e.g. N4
and N6, the injecting contact with the higher conductance leads to larger Unl
and Rnl values. For subgap energies, however, swapping the contacts of an
inj-det pair does not change the nonlocal resistance. In this bias regime Rnl
becomes the same for all contact pairs and thus seemingly independent of
the contact resistances. This finding is in accordance with Fig. 6.12(d) where
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at zero bias the Rnl of different inj-det pairs coincide for the CI dominated
temperature regime close to TC
8.
First we compare our data with the standard theory of CI described by
eq. (2.10) and investigate the relative change between two curves. For the
measurements with the same injector, F ∗ and the injection volume Ω are
identical and we expect that only the distance between the contacts and the
normalized conductance gNS,det of the detector are relevant. As an example,
using the experimentally determined gNS,det at T = 1.1K, see Table 6.4, and
the CI length obtained in chapter 6.5, we expect a factor of ∼ 1.3 between
data points from the pairs N5-N4 and N5-N6 at the same bias. In Fig. 6.12(e)
these two curves are replotted on a smaller scale. We obtain a factor 1.0±0.3
between these two curves at zero bias. The standard deviation is even larger
for the other pairs. We therefore conclude that the deviation from the
standard description of CI is not significant due to the low signal-to-noise
ratio. At higher bias the deviation from eq. (2.10) is more pronounced,
as shown in Fig. 6.12(c), where the expected nonlocal resistance at Udc =
0.8mV is indicated by a green and a blue arrow for the pairs N5-N6 and
N6-N5, based on the values of the pairs N5-N4 and N6-N4, respectively.
However, in this regime an appreciable supercurrent is flowing in the device
and we do not expect eq. (2.10) to hold exactly.
Swapping the injector and detector contacts allows one to compare signals
independent of the contact distance. In this scheme, however, it is neces-
sary to estimate F ∗ and the injection volume, each introducing considerable
errors. For example, by assuming that F ∗ is similar for two contacts (e.g.
for large bias F ∗ ≈ 1) one finds a factor of ∼ 3.5 between the curves with
swapped contacts N4-N6 and N6-N4. This is not supported by our data, see
Fig. 6.12(c). This consequently means that F ∗ varies between the contacts
even at zero bias, see Fig. 6.12(d).
Our experimental results can be understood quantitatively by the model
put forward in reference [35]. In a collaboration D. Golubev and A. Zaikin
adapted their model slightly so that the experimentally determined junction
parameters in Table 6.4 can be used. The nonlocal resistance of our device
in terms of conductances reads
Rnl(Udc) =
Gnl(Udc)
Gdet(0)Ginj(Udc)−G2nl(Udc)
, (6.4)
8The zero bias Rnl-T behavior of N6-N4 (Fig. 6.12(d)) is considerably more noisy,
because the injected local current is smaller due to the higher contact resistance of
N6.
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where
Gα(Uα) =
1
Rα
Z
dE
gα(E)
4kBT cosh
2 E−eUα
2kBT
(6.5)
(α =inj, det) is the local conductance of the injector and detector and gα(E)
are the energy dependent spectral conductances of the NS barriers [26]:
gα(E) =
2θ(∆− |E|)(1 + Z2α)∆2
E2 + (∆2 − E2)(1 + 2Z2α)2
+
2θ(|E| −∆)(1 + Z2α)|E|
|E|+√E2 −∆2(1 + 2Z2α)
. (6.6)
with θ the Heaviside function and Zα the BTK barrier strength. The general
expression for the nonlocal conductance Gnl(Udc) is presented in reference
[35]. Provided the charge imbalance length ΛQ∗ is shorter than the length
of a superconducting wire (which is the case in our experiments), we find
Gnl(Udc) =
1
4e2NDSRinjRdet
×
Z
|E|<∆
dE
ginj(E)gdet(E)
4kBT cosh
2 E−eUdc
2kBT
∆2 − E2
∆2
e−k(E)|x|
k(E)
+
ΛQ∗e
−|x|/ΛQ∗
4e2NDSRinjRdet
×
Z
|E|>∆
dE
ginj(E)gdet(E)
4kBT cosh
2 E−eUdc
2kBT
E2 −∆2
E2
, (6.7)
where k(E) =
q
2
√
∆2 − E2/D + 1/Λ2Q∗ , N the density of states of the
normal state Al, D the electron diffusion constant in Al and S is the su-
perconducting wire cross-section. Note that at zero bias and in the limit
∆  kBT , i.e. close to the critical temperature or the critical magnetic
field, eq. (6.4) reduces to eq. (2.10) with F ∗ = Ω/2SΛQ∗ . One can see that
for Gα  Gnl the resistances of the NS barriers cancel out and do not en-
ter the expression for the nonlocal resistance, which depends on the barrier
properties only through the BTK parameters Zα. Furthermore, in both lim-
its of high and low temperatures also these factors drop out and one arrives
at the following simple expressions for the nonlocal resistance
Rnl(0) =

(rΛQ∗ /2) e
−|x|/ΛQ∗ , TC − T  TC,
(rξ/2) e
−|x|/ξ, kBT  ∆, (6.8)
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where rΛQ∗ and rξ are the normal state resistances of the superconducting
wire segments of lengths ΛQ∗ and ξ, respectively. Thus, we find that the
nonlocal resistance in these limits only depends on the distance between the
junctions and the properties of the superconducting wire, but not on the
properties of the NS barriers. This changes for U > ∆/e as CI generation
becomes the main transport process across the junction. Then, the assump-
tion Gα  Gnl does not hold anymore for close enough contacts and the
resistances of the NS barriers do not cancel out. This results in a nonlocal
resistance not independent of the contact resistances.
In Fig. 6.12(e), numerically calculated Rnl curves based on the above equa-
tions are shown for T = 1.1K, with material and contact characteristics from
the experiments, including ΛQ∗ = 1µm from the magnetic field dependence.
We stress that no fit parameters are used for these plots. We find that
the calculations quantitatively reproduce our data. The two curves with
larger contact separation (N4-N6 and N6-N4) exhibit a reduced nonlocal re-
sistance compared to the other curves (∼ 0.5Ω smaller in (e)), which could
not be resolved in the experiment. Figure 6.12(f) shows calculated temper-
ature sweeps, which compare very well to the experimental curves. For this
comparison we have subtracted a small constant from the data, because the
model does not consider electron interactions and thus does not account for
negative nonlocal resistance. In this model, the swapping of the injector and
detector results in identical curves, also in agreement with our data.
6.6.4 Summary and conclusion
We have studied systematically the contact resistance dependence of nonlo-
cal CI on six different inj-det pairs. We find that within the superconducting
energy gap the nonlocal resistances of the various pairs are very similar even
though the contact resistances differ. At large bias the Rnl curves are not
identical and depend mainly on the injector resistance. To generate CI, we
chose a rather high temperature at which the superconducting and the nor-
mal junction resistances differ only weakly. Thus, the curves display only
small differences within the gap. For bias potentials larger than the en-
ergy gap an appreciable supercurrent is flowing. Therefore the “classical”
CI theory of Tinkham [19; 52] does not hold exactly in this bias regime.
However, our measurements suggest that around zero bias the contact re-
sistances influence the nonlocal CI only weakly. This finding is reproduced
in a theoretical model [35] adapted to incorporate experimentally accessible
parameters. This model does not require additional parameters and agrees
quantitatively with our data.
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Chapter7
Summary and outlook
We have used the angle-evaporation technique to prepare multi-terminal
NIS hybrid devices with minimum contact distances of ∼ 50 nm. On these
samples we performed local measurements for junction characterizations and
nonlocal measurements to study crossed Andreev reflection (CAR), elastic
cotunneling (EC) and nonlocal charge imbalance (CI).
In nonlocal measurements we found that spurious effects like capacitive
cross-talk, leakage currents or inhomogeneous currents paths can cause non-
local signals in the detector possibly resembling expected nonlocal charac-
teristics. Thus, we introduced criteria and control measurements for trust-
worthy nonlocal results.
For the detection of nonlocal processes we measured the nonlocal resis-
tance Rnl as a function of bias, temperature T and applied magnetic field
H. In our results we distinguished the competing nonlocal processes, namely
crossed Andreev reflection, elastic cotunneling and nonlocal charge imbal-
ance, by their sign of Rnl and by their T -dependence.
We find that in a small window of contact resistances CAR dominates
the nonlocal subgap transport. This window is small as in the lower limit,
namely in high-transparent samples, EC and CI dominate the transport at
subgap energies as confirmed by theory and experiments [7; 9; 12]. Our re-
sults and [8] give the upper limit as they show that in low-transparent devices
with resistance area products (RA) approximately larger than 100Ωµm2 EC
dominates around zero bias.
Based on these findings we studied the contact resistance dependence of
CAR on three different samples and find a successive change of the midgap
Rnl characteristics with increasing injector and detector contact resistance.
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Our results show that for low resistance area products (RA) and low temper-
atures T < 0.5K CAR can dominate the nonlocal transport for all subgap
biases, whereas for higher T and for bias potentials larger than the super-
conducting energy gap ∆ nonlocal CI dominates. With increasing resistance
area product CAR weakens and EC becomes prominent around zero bias.
The contact resistance dependence of the subgap transport can qualitatively
be understood based on charging effects on the small contact capacitances
known as dynamical Coulomb blockade (DCB). However, the origin of the
CAR dominance at low RA (∼ 10− 20Ωµm2) remains unclear.
For a further understanding of the interplay between the competing non-
local processes, we investigated their dependence of a magnetic field applied
in-plane of the device. For H << HC CAR and EC are independent of
the magnetic field. Close to HC where the superconducting gap is strongly
reduced, CI starts to dominate. CI, however, is already suppressed for low
magnetic fields due to orbital pair breaking. We fit the CI results to the local
CI theory and extract an inelastic quasiparticle relaxation time of 0.25 ns,
considerably smaller as reported for thick and thin films, but in agreement
with CI lengths obtained in recent experiments on superconducting Al wires
in other groups. We attribute the reduced relaxation time to an enhanced
electron-electron scattering. In contrast to CI, CAR is independent of H for
low fields, which opens a novel possibility to distinguish these processes.
As we have studied the contact resistance dependence of CAR and EC,
the same is necessary for nonlocal CI since a deeper understanding allows a
better control over these processes. We find that for bias potentials larger
than the superconducting energy gap the nonlocal resistance and thus nonlo-
cal CI is determined by the injector and not the detector. This is in contrast
to the “standard” theory of CI most likely due to an appreciable supercur-
rent flowing in the device in this bias regime. For subgap energies, however,
different injector-detector pairs exhibit within noise similar nonlocal resis-
tances. With a recently published theoretical model [35] it was possible to
reproduce quantitatively this very weak dependence of nonlocal CI on the
injecting and detecting contact resistance. In collaboration with D. Golubev
and A. Zaikin we adapted this model in such a way that it only incorporates
experimentally accessible parameters.
Tunnel contacts in the intermediate transparency regime are favorable for
CAR dominated subgap transport. However, in this regime the barriers
are most susceptible to inhomogeneities of the barrier strength. In future
experiments an improved barrier preparation process is necessary to ensure
more homogeneous and reproducible junctions. This might be achieved with
longer oxidation times, lower temperatures and lower oxygen pressure. Con-
cerning further studies on CAR, the next step is to understand our result
on the magnetic field dependence of CAR and EC. Thus, applying mag-
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netic fields from various directions might give further insights. In future
experiments ferromagnetic contacts and a comparison with normal metal
electrodes would be interesting as well. A new and different approach on
investigating CAR and EC on multi-terminal devices are current-current
correlations [86]. Besides such noise measurements further studies on DCB
and its influence on lifting the balance between CAR and EC are needed
in order to understand the origin of the CAR dominance. One approach
could be different sample geometries which might influence the excited elec-
tromagnetic modes coupling the injector and detector [47] and thus change
the nonlocal transport characteristics.
To sum up, this work demonstrated the dependence of crossed Andreev
reflection on the contact resistance. This is an important finding as it gives
a potential control on the nonlocal processes which is of high interest for the
development of a solid-state entangler.
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AppendixA
Capacitive cross-talk
In chapter 6.3 we discuss the influence of capacitive cross-talk on nonlocal
signals in our devices. With lumped circuit elements it is possible to model
this coupling as shown in Fig.A.1. In this simplified model the tunnel con-
tacts of the injector and detector are represented by the tunneling resistance
RT and the junction capacitance in parallel. The lead resistances are labeled
as Rlead and the resistances of the Al strip segments as RAl. The capacitive
coupling between consecutive leads and between leads or the Al strip and
ground are represented by capacitances. As the leakage resistances are in the
GΩ-regime, they are neglected here. FigureA.1 illustrates the local current
Iloc, a mixture of a dc current with a small ac modulation, and an ac leakage
current Iac,leakage caused by capacitive cross-talk. The current is driven by
a voltage on the injector and ideally does not pass by the detecting contact
due to the 1GΩ input impedance at the detector. Leakage currents caused
by capacitive coupling e.g. by the coupling to ground of the Al strip can pass
by the detector, see Fig.A.1. This can cause classical phase-shifted “nonlo-
cal” voltages. These “nonlocal” signals change with frequency ω because the
capacitive impedance is given by (iωC)−1. This model allows the simulation
of these spurious nonlocal signals depending on the frequency and the ca-
pacitive coupling. However, it should be noted that simulations remain only
an estimate as it is hard to include all details of capacitive cross-talk. Here,
the model is simplified as, for example, it neglects the capacitive coupling
of all measurement leads and all wires inside the cryostat to each other and
to ground.
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Figure A.1: A simplified model describing the capacitive coupling of a typical
device and setup studied in this thesis. It illustrates exemplarily the possibility of
ac leakage currents passing by the detector causing spurious nonlocal signals due
to coupling between the Aluminum and ground.
AppendixB
Cleaning procedure for PBN crucibles
If liquid Al solidifies in a pyrolytic Bornitrid (PBN) crucible, the Al needs
to be removed from the crucible for a possible reuse. At the beginning we
kept the crucible for two weeks in a 20-50% sulfuric acid (H2SO4) in water
solution with only little success. A better way turned out to be a 1 molar
copper(II) chloride dihydrate (CuCl2+2H2O) in water solution with added
5% hydrochloric acid (HCl) in water. This solution is filled inside the cru-
cible and exchanged every three hours. In an exothermic redox reaction Cu
is reduced and Al oxidized at the Al surface. Al dissolves and Cu as leftover
needs to be scratched away when exchanging the solution. In the possible
case that even with a fresh solution the reaction is only weak, nitrohydrochlo-
ric acid (ratio 3:1 of HCl and HNO3) accelerates the original reaction again.
After 1-2 weeks the rest of the solidified Al piece is removable. Bathing the
crucible in nitric acid (HNO3) for 3min removes remaining Cu leftovers. In-
side the crucible a black thin layer remains which is resistive against several
strong acids. We expect this film to be a form of aluminumoxid (AlOx),
which does not disturb when reusing the the crucible, because of its con-
siderably higher melting and evaporating temperature. In a final cleaning
step the crucible is bathed for 5min in 35% hydrogen peroxide (H2O2), af-
terwards cleaned with demineralized water in an ultrasonic bath for 10min
and finally baked in an oven for 2 h at 200 ◦C. It is very important to check
the crucible thoroughly with an optical microscope for possible cracks. In
our experience these cleaning cycles can only be performed a limited number
of times. Two crucibles broke in the third cleaning procedure. It is unclear
if this was due to the cleaning or due to the mechanical stress which they
were exposed to by uncontrolled cooling inside the effusion cell.
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