Many queueing problems lead to tridiagonal lambda-matrices containing polynomials that have, except for the diagonal, non-negative coefficients. This paper deals with the question, addressed in the literature only for special cases, whether the eigenvalues corresponding to such lambda-matrices are real. In most cases, they are, as the theorems of this paper show, but sometimes, complex eigenvalues occur. Our results are derived by using Sturm sequences. In addition to simplifying the proofs of our theorems, Sturm sequences are also valuable to verify whether or not a given interval contains eigenvalues.
Introduction
Let Q 0 , Q 1 and Q 2 be N × N tridiagonal matrices with no negative elements except for the diagonal elements of Q 1 , and consider the matrix Q(x) = Q 0 + Q 1 x + Q 2 x 2 . The matrix Q(x) is usually called a lambda-matrix since λ rather than x is used as a variable. Apart from requiring the matrix to be tridiagonal, we assume that Q(1)e = 0, or, in some cases, Q(0)e = 0, where e is the vector of ones of appropriate dimension. Such matrices occur frequently when deriving equilibrium solutions of queueing systems with two queues [2, 6, 10, 11, 16] , or more generally, with two state variables, say X 1 and X 2 . X 1 , commonly called the level, can assume any non-negative value, whereas X 2 , the phase, must satisfy 0 X 2 < N, where N is a given finite value. Both X 1 and X 2 are changed through certain events such as arrivals, changes of queues and departures. It is assumed that the rates of all events only depend on the level and the phase, that is, the system is a two-dimensional Markov chain. The transition matrix of this Markov chain is block-structured, with the blocks corresponding to changes in the levels, and the entries inside the blocks corresponding to changes of the phases. If the levels can change by at most 1, the transition matrix is block tridiagonal, and block tridiagonal matrices are called quasi birth-death (QBD) processes. If the phases can change by at most 1, and this is the most frequent case, then the individual blocks are also tridiagonal. A solution based on eigenvalues is applicable if the blocks repeat, that is, for almost all levels, the rates for going up one level are given by a matrix Q 0 and the rates for going down one level by Q 2 . Q 1 includes the rates of staying at the same level, and it also contains the diagonal elements of the transition matrix. It will be shown that if equilibrium probabilities exist, then these equilibrium probabilities are linear combinations of solutions of the form gQ(x) = 0, where Q(x) = Q 0 + Q 1 x + Q 2 x 2 .
Transient solutions of Markov chains are given by the matrix exponential. If the eigenvalues are all distinct, then the transient solutions can be expressed by using eigenvalues and eigenvectors. If Q is the transition matrix of the Markov chain, we can therefore find the matrix exponential if we can solve gQ(x) = 0, where Q(x) = Q − xI. If Q is tridiagonal, that is, if we have a birth-death process, then Q(x) is tridiagonal, and our methods apply. We should note that this case has been investigated by Ledermann and Reuter [14] and later by Karlin and McGregor [9] .
Problems involving the eigenvalues of tridiagonal matrices have also been discussed outside of queueing theory. We should mention here, in particular, the work of Trench [19] and Kulkarni et al. [12] . Since the theory developed here may thus be applicable to areas outside probability theory, we introduced enough background material to make the paper accessible to a wider audience.
We derive criteria for deciding whether all eigenvalues are real by using sequences of polynomials that are closely related to both the eigenvectors, and the principal minors of Q(x), and we provide conditions under which these sequences are Sturm sequences. In fact, we were able to extend the theory slightly beyond what can be found from Sturm sequences, which in turn allows us to give stronger conditions for all eigenvalues to be real. Unfortunately, in some cases, there are complex eigenvalues as we will show by means of an example.
Sequences involving eigenvectors
If Q(x) is tridiagonal, then the equation gQ(x) = 0 can be expanded to yield:
Here, g i are the elements of g, and q i,j (x) are the elements of Q(x), with the subscripts of Q(x) and g ranging from 0 to N − 1. Since g can be determined only up to a factor, we can set g 0 = 1, provided g 0 / = 0. We now consider values g i (x) that satisfy Eqs. (1) and (2), but not necessarily (3). We also select an arbitrary value q N,N−1 / = 0 and define g N (x) such that (2) holds for i = N − 1. To find the g i (x), we write (1) and (2) as
It is easier to work with polynomials, and we therefore convert the g i (x) into polynomials by multiplying them by
, that is, we define
If
have the same sign as the g i (x). Obviously,
Let p 0 (x) = 1, and
By using a Laplace expansion, one can easily see that [20, pp. 300-302] ). Hence, except for the sign, G N (x) is the determinant of Q(x). In contrast to our earlier constructs, this method remains valid if q i+1,i = 0. To simplify our notation, let (8) and (9) become
Following Sturm [18] , we count the number of sign variations and sign permanences of the sequence {G i (x), i = 0, 1, . . . , N}. A sign variation occurs at i if The results derived in [6, [9] [10] [11] [12] 14, 16, 19] regarding the fact that all eigenvalues are real can all be found without difficulty by using Sturm sequences. This was unknown to us when we wrote [6] , which was too bad because the theory of Sturm sequences would have simplified our analysis considerably.
To extend our proofs beyond the confines of Sturm sequences, note that we can allow m i (x) to be less than or equal to 0 for some i, provided no
It is not difficult to remove the eigenvalue b and obtain a new sequence. If k is the first subscript with
The new series can easily be evaluated by using (11) except that for i = k − 1, one uses 
then it is easily verified that b is an eigenvalue of multiplicity of at least n.
For our proofs, we will not remove eigenvalues this way. Instead, we make use of the following observation, which for later reference, is formulated as a lemma. This lemma exploits the fact that the parameter set is compact.
Lemma 1. Let M be a subset of the parameter space. If for every point P ∈ M, the eigenvalues are real, then they must also be real for every point Q on the boundary of M.
Proof. The function mapping the parameters to eigenvalues is continuous, that is for every sequence of points that converges to a point Q, the corresponding sequence of eigenvalues must converge to the eigenvalues of Q. By the antecedent of the lemma, complex values are disconnected from M, and this precludes that the limit of the eigenvalues along a path leading to Q is complex.
Applications to birth-death processes
Let Q 1 be a tridiagonal matrix as follows:
Here, λ i 0 and µ i 0. Q 1 is the transition matrix of a birth-death process, with λ i being the birth rate, and µ i the death rate. This theorem has been proven in a slightly less general version in [14] , and later in [9] . Our proof here merely serves as an illustration for the use of Sturm sequences.
We (10) and (11) yield
If λ i−1 µ i > 0, the sequence is a Sturm sequence. It is easy to show that
Hence, there are zero sign variations corresponding to the eigenvalue x = 0. Now, let x → −∞. In this case, |G 1 | is large compared to G 0 , and a simple induction argument shows that |G i | is large compared to |G i−1 |. Since |x| is large compared to λ i + µ i , and x < 0, the signs alternate, which means that v(x) = N. Since {G i (x), i = 0, 1, . . . , N} forms a Sturm sequence, G N (x) has a zero whenever v(x) changes its value, that is, there is a zero as v(x) changes from i to i + 1, i = 0, 1, 2, . . . , N − 1 as x decreases, which yields N eigenvalues. Since there are only N eigenvalues, all eigenvalues must be real and distinct. If λ i−1 µ i = 0 for some i, then we apply Lemma 1. However, in this case, the eigenvalues need no longer be distinct. In fact, 0 may be a multiple eigenvalue. The use of Sturm sequences provides information, other approaches do not: since we can easily count sign variations, the intervals in which there are still unknown eigenvalues can easily be established.
QBD processes in equilibrium
Continuous-time Markov chains have infinitesimal generators where all offdiagonal elements are non-negative, and the diagonal elements are equal to the sum across the row, multiplied by −1. The QBD process is a Markov chain with a blockstructured infinitesimal generator as follows:
Here, the Q i , i = 0, 1, 2, are square matrices of dimension N, B 0 is a square matrix of dimension M, C 1 a matrix of dimension M by N, and B 1 a matrix of dimension N × M. The problem is to find the equilibrium probabilities. If these probabilities are given by the row vector π , then π is determined by the equation π Q = 0, together with the condition that the probabilies contained in π must have a sum of 1. Equilibrium solutions exist if and only if the process is recurrent, a term to be defined later. We concentrate on the QBD process because it is simple, yet it covers all essential ideas, and generalizations of the QBD process are easy. In fact, we will simplify the QBD process further by assuming that M = N and that C 1 = Q 0 . If π i is the vector consisting of all equilibirum probabilities of level i, then the equation πQ = 0 expands to
Moreover, if e is a vector of dimension N consisting entirely of ones, then ∞ i=0 π i e must be 1.
There are a number of methods to find the equilibrium probabilities of recurrent QBD processes [5, Chapters 4 and 5] . We concentrate on what we will call the quasi difference equations approach. In this approach, one solves (16) like a homogeneous difference equation, except that the coefficients are matrices rather than scalars. This method has been used, under different names, by a number of authors [1, 6, 7, 15, 21] . We will give more details of this method later. The generating functions method is another method often used to find equilibrium probabilities [2, 16] , but it will not be discussed here. However, we must mention that both the quasi difference equations approach and the generating functions approach require the solution of a generalized eigenvalue problem, and that the eigenvalues needed by the generating functions method are the reciprocals of the ones used in the quasi difference equations method.
The quasi-difference equations method uses the fact that (16) has a solution of the form π i = gx i , where g is a vector of dimension N and x is a scalar. Using this expression, one finds from (16) that
where
Typically, there are N such solutions, and these solutions must be combined to satisfy (15) .
Here, we only consider the case where Q(x) is tridiagonal. We also assume that the polynomials q i,i+1 (x) and q i+1,i (x) are never identically zero. Both conditions hold in many practical applications (see [2, 10, 11, 16] , among others). We should also note that our approach should work when the sum of the entries in a row is not zero.
Non-trivial solutions π i , i 0, exist if the process is positively recurrent. A state i is said to be recurrent if the expected number of visits to i when starting from i is infinite, and it is said to be positively recurrent if the expected time between visits is finite, and null recurrent if the expected time is infinite. A state i is called nonrecurrent if, starting in i, the expected number of visits to i is finite. If all states of the Markov chain communicate, that is, if for any two states i and j, there is a path from i to j, and a path from j to i, then all states of the Markov chain belong to the same recurrency class, that is, they are either all positively recurrent, null-recurrent or non-recurrent. In this case, the Markov chain itself is called positively recurrent, null-recurrent or non-recurrent.
Note that if Q 0 = 0, there would be no way the level can increase, and if Q 2 = 0, there would be no way the level can decrease. These cases are excluded. If Q 0 / = 0 and Q 2 / = 0, then Q 1 / = 0. Clearly, Q(1)e = 0, that is, 1 is an eigenvalue, and the corresponding right eigenvector is e. The left eigenvector will be denoted by r. Without loss of generality, we can assume that re = 1. In fact, r represents the probability vector of being in phase i, given the process is free floating, that is, the boundary conditions at zero are removed. It can be shown [13, Chapter 7] , and indeed, it is intuitively obvious, that the process is positively recurrent, null-recurrent or non-recurrent, depending on whether the drift given by
is negative, zero or positive.
The condition that the sum of all probabilities must be 1 can only be satisfied if the system is recurrent. For this case, it is known (see [3] ) that there are exactly N eigenvalues inside the unit circle, counting the multiplicities. Since i π i must remain bounded, only these eigenvalues are of interest. Also, for large i, the largest eigenvalue less than 1 dominates, that is, if |x 0 | < 1 is the largest eigenvalue below 1, and g(x 0 ) is the corresponding eigenvector, then
where c is some constant. Since π i is a probability, π i 0, which implies that x 0 is on the positive axis, and that all g i (x 0 ) must have the same sign. This sign can always assumed to be positive, that is, we can assume g i (x 0 ) 0 and, with it, G i (x 0 ) 0. If there are no multiple eigenvalues, then π i is given by
where the d k are determined such that the boundary equation (15) is satisfied. For the case with repeated eigenvalues, see [4] .
The mirrored process
In order to unify the treatment of eigenvalues inside and outside the unit circle, we introduce a mirrored process, and we will show that the (non-zero) eigenvalues of the mirrored process are the reciprocals of the original process. The mirrored process is obtained by interchanging Q 2 and Q 0 , that is, we define Q * 0 = Q 2 , Q * 1 = Q 1 and Q * 2 = Q 0 . Clearly, if the original process has a negative drift, the mirrored process has a positive drift of the same magnitude, and vice versa, that is, if the original problem is non-recurrent, the mirrored problem is positively recurrent. Moreover, if
Hence, if x is an eigenvalue of the original problem, then 1/x is an eigenvalue of the mirrored problem, provided x / = 0, and vice versa. If 0 is an eigenvalue of multiplicity n, then the following derivation applies.
According to [4] , det(Q(x)) has a degree of at most 2N. This allows us to write
Hence
If 0 is an eigenvalue of multiplicity n, then a 0 , a 1 , . . . , a n−1 are all zero, that is, G * N (x) is of degree 2N − n. Generally, if the degree of G * N (x) is 2N − n, we say that it has n zeros at infinity. With this convention, we can say that if Q(x) is positively recurrent, it has N eigenvalues inside the unit circle, one eigenvalue at x = 1, and the remaining N − 1 eigenvalues outside the unit circle. Moreover, all eigenvalues x i inside the unit circle satisfy |x i | x 0 < 1. By taking the mirrored problem, we can say that if the process is non-recurrent, it has N eigenvalues outside the unit circle and N − 1 eigenvalues inside the unit circle, and one eigenvalue at 1. If, in the recurrent case, the parameters are changed such that the shift to the right increases, x 0 will increase, reaching the value of 1 as the process becomes null-recurrent, and exceeding 1 as it becomes non-recurrent. By using the mirrored process, we can restrict our attention to eigenvalues inside the unit circle, but when doing this, we must generalize our discussion to cover non-recurrent Markov chains.
The eigenvalues of QBD processes
Let q (k) i,j be the rate of going from phase i to phase j while increasing the level by 1 − k. With the exception of q (1) 
0. The element q (1) i,i = −s i , where s i is the rate of leaving state i, which is
According to our assumptions, s i > 0 for all i. We now have
As stated earlier, we assume that neither q i,i+1 (x) nor q i,i−1 (x) is identically 0. Also, Proof. Instead of dealing with the sequence {G i (−x 0 )}, we deal with the sequence
, then the lemma holds. One has
Now,
, and our claim is true for i = 0 and 1. For i > 1, we use The following corollary covers the cases published in [2, 6, 10, 11, 16] . However, if x < a 2 , then G 3 (x) can no longer be zero, and we can concentrate on the sequence starting at i = 3. Continuing in this fashion, one finds that as long as the a i are non-increasing, one has the same results as if the sequence were a Sturm sequence. The case a 1 = 0 can be dealt with through Lemma 1. This settles the case where the a i are non-increasing. By renumbering the states such that state N − 1 becomes state 0, state N − 2 becomes state 1, and so on, the case where the a i are non-decreasing can be settled as well.
There are no complex eigenvalues whenever N < 5. This follows from the following theorem, together with the fact that complex eigenvalues come in pairs. 
there is a sign variation at 0. The next sign variation must occur at 2 at the latest, the next at 4, and so on. Hence, if N is 1 or 2, there must be at least one sign variation, if N is 3 or 4, there must be at least 2, and so on, and the result follows.
We have presented a great number of situations where the eigenvalues are all real, and the question arises if there are any cases among the matrices considered here where the eigenvalues are complex. This question is settled by the following counterexample, which indeed shows that eigenvalues can be complex. In this example, N = 7, and the parameters are as follows:
i,i+1 = 0.8, i = 0, 1, . . . , 5.
All other q (k) i,j are zero. In this case, the eigenvalues inside the unit circle are −0.180792 ± 0.00628563i, −0.0873343, 0, 0.178217, 0.528898, 0.929202.
However, examples with complex eigenvalues are rare, and we had to search extensively until we found one.
Though examples with complex eigenvalues are rare, examples with multiple eigenvalues are not. For instance, in the mirrored process of the sequential queue with blocking (see [6, 10, 11] 
Conclusions
The recurrence relations (4) and (5) or if one prefers, (8) and (9) , can easily be implemented on a spreadsheet, and if a solver is available, one can also find all real eigenvalues. Complex eigenvalues are much more difficult to find in a spreadsheet, but fortunately, in most cases, all eigenvalues are real as was shown.
When using spreadsheets, it is very helpful that each eigenvalue can be associated with a change of the sign variations v(x), because this allows for an easy verification whether or not all eigenvalues within a certain interval have been obtained.
At a more sophisticated level, one may want to write programs in an algorithmic language, and again, the v(x) allow one to bracket all eigenvalues. Otherwise, one is never quite sure whether or not a certain interval contains an eigenvalue. One can even say more: if x i is the value of x for which v(x) changes its value from i to i + 1 while x decreases, then G N (x 0 +) > 0 because G 0 (x 0 +) > 0. Of course, G N (x 1 +) < 0, and G N (x 2 +) > 0. More generally, G N (x) < 0 if x 2i+1 < x < x 2i , and G N (x) > 0 if x 2i < x < x 2i−1 . Hence, given two values a and b, with v(a) = i and v(b) = i − 1, then one knows that G N (a) and G N (b) must have opposite signs, and this allows one to use the fail-safe algorithm given in [17, p. 258 ].
An issue not discussed so far is interlacing (see [10] [11] [12] 14, 16, 20] ). We leave it to the reader to show that interlacing of zeros is a property of every Sturm sequence, that is, if {G i (x), i = 0, 1, . . . , N} is a Sturm sequence, and if x i,k is the kth zero of G i (x), then the sequences {x i−1,k , k = 1, 2, . . . , i − 1} and {x i,k , k = 1, 2, . . . , i} interlace. In summary, the approach used here has great potential, both for theoretical and practical applications.
