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Abstract. Does a minimal harmonic function h remain minimal when it is viewed
as a parabolic function? The question is answered for a class of long thin semi-infinite
tubes D ⊂ Rd of variable width and minimal harmonic functions h corresponding to
the boundary point of D “at infinity.” Suppose f(u) is the width of the tube u units
away from its endpoint and f is a Lipschitz function. The answer to the question
is affirmative if and only if
∫
∞
f3(u)du = ∞. If the test fails, there exist parabolic
h-transforms of space-time Brownian motion in D with infinite lifetime which are
not time-homogenous.
1. Introduction and main results. We want to compare the parabolic Martin
boundary of a domain in Rd with its Martin boundary, both topologically and
probabilistically. In many cases, the two boundaries are related in a very simple
way. This provides a complete description of the parabolic Martin boundary in
those cases (quite many) when the Martin boundary is known. We plan to present
a detailed discussion of this general problem in a separate publication. This paper
is devoted to a narrower aspect of the relationship between the two boundaries.
We will start with a very informal discussion of a special case which motivated our
study. The concepts of the usual and parabolic Martin boundary will be reviewed
in a rigorous way later in the introduction. The basic ideas of the classical potential
theory and Brownian motion may be found in Doob (1984).
Consider a strip D = {(x1, x2) ∈ R2 : |x2| < 1}. Let Xt be a Brownian motion
starting from (0, 0). Then X˙t = (Xt,−t) is a space-time Brownian motion starting
from (0, 0, 0). First fix some s > 0, a point z ∈ ∂D and a sequence of points {zk}
in D converging to z as k → ∞. Condition X˙ to be at (zk,−s) at time s and to
not leave D×R before time s. Then let k go to infinity. The conditioned processes
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converge in distribution to a process whose first coordinate is a Brownian motion
conditioned to exit D through z at time s. The lifetime of this process is finite.
This conditioned space-time Brownian motion is not time-homogeneous, i.e., its
transition probabilities P (X˙u ∈ (dy,−du) | X˙t ∈ (dx,−dt)) depend not only on
u− t, but on the values of t and u as well.
Next suppose that c > 0 is a constant and consider X˙ conditioned to be at
(ck, 0,−k) at time k and to not leave D×R before time k. In the limit, as k →∞,
we obtain a process whose spatial component escapes “to +∞” within D at rate
c. The first coordinate of the space process is a one-dimensional Brownian motion
with drift c. This conditioned space-time Brownian motion is time-homogeneous
and its lifetime is infinite.
The domain in our example, a strip, seems to be typical and we would expect
that many domains have the property stated in the following problem.
(1.1) Problem. Find necessary and sufficient conditions, of a geometric nature
in D, such that for every minimal parabolic function h in D˙, the corresponding
h-transform of the space-time Brownian motion is time homogeneous if and only if
its lifetime is a.s. infinite.
Another source of motivation may be explained in purely analytic language.
Recall the domain of our first example, D = {(x1, x2) ∈ R2 : |x2| < 1}. Consider a
minimal positive harmonic function h(x), x ∈ D. Let g(x, t) = h(x) for all x ∈ D
and t ∈ R. Evidently, g is a parabolic function, and we may therefore identify
every harmonic function with a parabolic function. Since h is minimal harmonic,
it corresponds to a minimal Martin boundary point y of D. Suppose that y is also
a Euclidean boundary point, say, y = (1, 1). Then g is not minimal as a parabolic
function, i.e., it is a mixture of different parabolic functions. An easy probabilistic
justification can be based on the fact that Brownian motion conditioned by h has
a random lifetime. Thus the space-time Brownian motion conditioned by g is a
mixture of processes conditioned to exit D through y at different times s, i.e.,
a mixture of gs-transforms for different parabolic functions gs. However, if y is
the point at “+∞” then g is minimal in the space of parabolic functions. While
not completely obvious, this is simple to show directly, and also follows from our
main result, Theorem 1.3 below. Our informal discussion suggests that in many
domains, a minimal harmonic function is also minimal in the space of parabolic
functions if and only if it corresponds to a “point at infinity.” We propose the
following problem.
(1.2) Problem. Determine which minimal harmonic functions are minimal in
the space of parabolic functions.
We are not able to give a complete answer to either of the two problems but we
hope that our main result, Theorem 1.3 below, will shed light on both.
We proceed with a rigorous presentation of our results. We start with a review of
basic definitions and facts concerning Martin boundaries and conditioned Brownian
motion. Let D be a Euclidean domain, that is, an open connected subset of Rd
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for some d ≥ 2. We will consider the domain D˙
df
= D × (−∞, 0) ⊂ Rd+1. Let
G(x, y) = GD(x, y) and G˙(u, v) = G˙D˙(u, v) be the Green functions for (1/2)∆
on D and for the heat operator (1/2)∆ − ∂/∂t on D˙ where ∆ is the Laplace
operator (see Doob (1984) 1.VII.1 and 1.XVII.4). Thus G : D × D → (0,∞]
and G˙ : D˙ × D˙ → [0,∞]. For u = (x, s) ∈ D˙ and v = (y, s− t) ∈ D˙ we have that
G˙(u, v) =
{
pt(x, y), for t > 0
0, for s < t ≤ 0,
where pt = p
D
t is the heat kernel on D (that is, the transition function for Brownian
motion killed upon leaving D). Note that this formula can also be used to define
G˙((x, s), v) when s = 0. A function h : D → [0,∞) is harmonic if ∆h = 0 on D. A
function g : D˙ → [0,∞) is parabolic if it solves the heat equation
∂g
∂t
=
1
2
∆xg
in D˙. In this case, it is superparabolic as well. That is,
g(x, s) ≥
∫
g(y, s− t)pt(x, y)dy
for every (x, s) ∈ D˙ and t > 0. We may extend g by letting
g(x, 0)
df
= lim
t↓0
∫
g(y,−t)pt(x, y)dy
(the limit is easily seen to be monotone). We say that g is admissible if g(x0, 0) <∞.
Now recall the definitions of the Martin boundary in the elliptic and parabolic
contexts (Doob (1984) 1.XII.3 and 1.XIX.3). Fix some x0 ∈ D and let
K(x, y)
df
=
G(x, y)
G(x0, y)
for x, y ∈ D. Then, up to homeomorphism there is a unique metrizable compacti-
fication DM of D such that
(i) the function K( · , · ) may be extended continuously to D × (DM \ {x0});
(ii) K( · , x) ≡ K( · , y) if and only if x = y.
The set ∂MD
df
= DM \ D is called the Martin boundary of D. For z ∈ ∂MD and
yk ∈ D, we have yk → z if and only if K(x, yk) → K(x, z) for every x ∈ D. A
harmonic function h > 0 is said to be minimal if, whenever h′ > 0 is harmonic,
and h′ ≤ h, it follows that h′ = ch for some constant c. A point z ∈ ∂MD is said
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to be minimal if K( · , z) is minimal. For every h > 0 harmonic, there is a unique
measure µ, concentrated on the set ∂M0 D of minimal points of ∂
MD, such that
h(x) =
∫
∂M
0
D
K(x, z)µ(dz),
for every x ∈ D (See Doob (1984) 1.XII.9).
Now define K˙ on D˙ × D˙ by
K˙((x, s), (y, t))
df
=
G˙((x, s), (y, t))
G˙((x0, 0), (y, t))
=
{
ps−t(x, y)/p−t(x0, y), t < s < 0
0, s ≤ t < 0.
Then up to homeomorphism, there is a unique metrizable compactification D˙M of
D˙ with the following properties:
(i) the function K˙ has an extension to D˙ × D˙M such that for each (x, s) ∈ D˙,
the function K˙((x, s), · ) is finite valued and continuous on D˙M \ {(x, s)};
(ii) K˙( · , u) = K˙( · , v) if and only if u = v.
We call u the pole of K˙( · , u). We write ∂MD˙
df
= D˙M \ D˙ and call it the Martin
boundary of D˙ (or the parabolic Martin boundary of D). We have again that,
for z ∈ ∂MD˙ and (yk, tk) ∈ D˙, (yk, tk) → z if and only if K˙((x, t), (yk, tk)) →
K˙((x, t), z) for every (x, t) ∈ D˙. Every K˙( · , z) is admissible (see 1.XIX.3.1 of
Doob (1984).
We denote by 0˙ the unique point of ∂MD˙ for which K( · , 0˙) ≡ 0. It is unique by
(ii) and exists as the limit of some subsequence of (x0, 1/n). A point z ∈ ∂
MD˙ is
minimal if K˙( · , z) is minimal as a parabolic function, and K˙((x0, 0), z) = 1. The
set of minimal points is denoted ∂M0 D˙. The integral representation of admissible
parabolic functions as
g(x, t) =
∫
∂M
0
D˙
K˙((x, t), z)µ(dz)
is entirely analogous to that of the harmonic setting (See Doob (1984) 1.XIX.7).
Let (Ω,F) be a measurable space with X : Ω × [0,∞) → Rd ∪ {δ} a stochastic
process. We use the notation Xt and X(t) interchangeably. P
x is a probability
measure under which X is a standard d-dimensional Brownian motion started from
x, and killed upon leaving D. We write Ex for the corresponding expectation. In
particular, δ is a cemetery point adjoined to D, X is continuous on a random time
interval [0, ζ), and Xt = δ for t ≥ ζ.
Let τt = τ0−t be a process measuring absolute time, and write X˙t = (Xt, τt). By
enlarging Ω if necessary, we may suppose that for each s ≤ 0, there are probability
4
measures P x,s under which X has the same law as under P x, and τ0 = s. That is,
{X˙t, t ≥ 0} is a space-time Brownian motion starting from (x, s).
If h : D → (0,∞] is a superharmonic function then
pht (x, y)
df
=
h(y)pt(x, y)
h(x)
is the transition function of a Markov process Xh, called an h-transform, or con-
ditioned Brownian motion. We write P xh and E
x
h for the corresponding probability
measure, and its expectations. By convention, h is taken to vanish at δ. If x ∈ DM ,
x 6= x0 then we write X
x for XK( · ,x). If h =
∫
∂M
0
K( · , z)µ(dz) is harmonic, then
P xh =
1
h(x)
∫
∂M
0
K(x, z)P xz µ(dz).
The paths of Xh converge a.s. to points of the minimal Martin boundary, at their
lifetimes (see Doob (1984) 3.III.1, or section 7.2 of Pinsky (1995)).
Similarly, if g : D˙ → [0,∞] is a superparabolic function, then
p˙gt ((x, s), (y, s− t))
df
=
g(y, s− t)pt(x, y)
g(x, s)
is the transition function for a Markov process X˙g taking values in D˙∪{δ} (actually
in {δ}∪{u ∈ D˙; g(u) > 0}) that we call a conditioned space-time Brownian motion.
We will use P x,sg to denote a probability measure under which X˙
g has this transition
function and starts from (x, s). We write Xg for the spatial component of X˙g (with
Xgt = δ for t ≥ ζ), and note that
X˙gt =
{
(Xgt , τt) ∈ D˙, for t < ζ
δ for t ≥ ζ.
We will also refer to Xg as an g-transform. This abuse should cause no confusion,
as it is easy to check that if h is superharmonic and we define a superparabolic
function g by g(x, t) = h(x) then Xh = Xg. If u ∈ D˙M then we write X˙u, Xu,
P x,su instead of X˙
K˙( · ,u), etc. Strictly speaking, the above formulae hold under
P x,sg only for s < 0, but by taking X
g
0 = x under P
x,0
g , we obtain extensions
valid for s = 0 as well, provided g is admissible. If g is actually parabolic, then
each g-process approaches the one-point boundary of D˙ at its lifetime ζ (Doob
(1984) 2.X.12), in other words, it eventually leaves every compact subset of D˙. In
the Martin topology, the paths of X˙ converge at their lifetimes, to points of the
minimal parabolic Martin boundary, and the measures P x,sg can be represented in
terms of the P x,su , for u ∈ ∂
M
0 D˙, just as in the harmonic setting.
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For (x1, x2, . . . , xd) ∈ Rd let x˜ = (x1, x2, . . . , xd−1). We will restrict our attention
to “tubes” with variable width. For a non-negative function f : R→ R, let
Df
df
= {x ∈ Rd : |x˜| < f(xd)}.
We will always assume that f is strictly positive on (a, b) for some −∞ ≤ a < b ≤ ∞
and equal to 0 on (−∞, a] ∪ [b,∞). We will focus on domains Df corresponding
to functions f which are Lipschitz on (a, b) (the function may have a jump at a
or b). If f is Lipschitz and b = ∞, then each sequence xk of points in Df such
that xdk → ∞ converges in the Martin topology to a point (the same for all such
sequences) which we will denote as ∞. The proof of this claim is easy — it may be
based on the boundary Harnack principle. The same result should be true for all
functions f (not necessarily Lipschitz) but we do not see an obvious argument. An
analogous remark applies to −∞. Any positive harmonic function h corresponding
to ∞ ∈ ∂MDf vanishes on {x ∈ ∂Df : x
d < b} and, moreover, h(x) → 0 when
xd → −∞.
Let Λs = {x ∈ Df : x
d = s}. The stopping time inf{t > 0 : Xt ∈ A} will be
denoted T (A). We write τ(A) for the absolute time τT (A) = τ0 − T (A).
Recall that a harmonic function h is identified with a parabolic function by
letting h(x, t) = h(x).
(1.3) Theorem. Suppose that b = ∞ and f is a function which is Lipschitz on
(a, b) and such that
lim sup
v→∞
f(v) <∞
and
(1.4)
∫ ∞
u
f(v)dv =∞
for all u < ∞. Let h be the minimal harmonic function corresponding to ∞ ∈
∂M0 Df . Fix some x0 ∈ Df .
(i) Suppose that either
(a)
∫∞
a
f3(v)dv <∞ or
(b) the Lipschitz constant of f is sufficiently small (it will suffice to assume that
it is less than the λ in (iv) of Theorem 1.6) and
∫∞
u
f3(v)dv <∞ for some
u <∞.
Each one of assumptions (a) or (b) implies (A)-(D) below.
(A) For some function g : (a,∞)→ (−∞, 0] with limu→∞ g(u) = −∞, we have
the following. For each s ∈ R there is a minimal point zs ∈ ∂
M
0 D˙f , which
is the limit of all sequences (xk, (g(x
d
k)− sk)∧ 0) with x
d
k →∞ and sk → s.
(B) If s1 6= s2 then zs1 6= zs2 .
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(C) Let hs denote a minimal parabolic function with pole at zs. Then h =∫
R
hsµ(ds) for some measure µ which charges all non-degenerate intervals.
In particular, h is not minimal in the space of parabolic functions on D˙f .
(D) Let s ∈ R and (x, t) ∈ D˙. The process X˙ is not time-homogeneous under
P x,tzs . In fact, g(u)−τ(Λu)→ s as u→∞ P
x,t
zs
-a.s. Hence, limu→∞(T (Λu)+
g(u)) exists P xh -a.s.
(ii) If
∫∞
u
f3(v)dv = ∞ for all u < ∞ then h is minimal in the space of parabolic
functions on D˙f .
(1.5) Remarks.
The lifetime of Brownian motion conditioned by h is infinite if and only if∫∞
u
f(v)dv = ∞ for all u < ∞, according to Theorem 1.6 below. If this condi-
tion is not satisfied, the function h is not minimal as a parabolic function (see the
discussion preceding Problem 1.2).
The proof of Theorem 1.3 hinges on estimates of the variance of h-path lifetimes.
Since the estimates may have some independent interest, we state them as Theorem
1.6 below.
Several authors have addressed the problem of when, given a domain D ⊂ Rd,
there is a constant c = c(D) <∞ such that for any x ∈ D and any positive harmonic
function h in D we have Exhζ < c. The pioneering work was done by Cranston and
McConnell (1983) and Cranston (1985). The existence of the finite upper bound c
is known for a wide class of domains; see, e.g., Ban˜uelos and Davis (1992) or Bass
and Burdzy (1992) and references therein. Higher moments of h-path lifetimes have
been studied by Davis (1988), Davis and Zhang (1994) and Zhang (1996).
Chris Rogers has pointed out to us that a related equivalence, between non-
minimality and the variance of hitting times, has been established in the context of
one-dimensional diffusions. There, the speed measure and coupling can be used to
give a simple proof. See Rogers (1988), which synthesizes earlier work of Fristedt
and Orey (1978), Ku¨chler and Lunze (1980), and Ro¨sler (1979).
Recall that we are concerned with functions f which are strictly positive and
Lipschitz on (a, b) and equal to 0 on (−∞, a]∪ [b,∞). Our next result holds for all
functions f which are Lipschitz on (a, b). However, in order to simplify the notation
we will prove it only in the case when f is Lipschitz with the constant equal to 1,
i.e., from now on we will assume that |f(u)− f(v)| ≤ |u− v| for u, v ∈ (a, b). Fix
some s0 ∈ (a, b) and define sk inductively by sk+1 = sk + f(sk)/2 for k ≥ 0 and
sk−1 = sk−f(sk)/2 for k ≤ 0. If sk ≥ b for some k then we redefine sj for j ≥ k and
we let sj = b for all j ≥ k. A similar remark applies to the case when sk ≤ a. Note
that it may happen that sk < b for all k > 0 and/or sk > a for all k < 0. However,
we always have limk→∞ sk = b and limk→−∞ sk = a. Let kf = inf{k : sk = b} and
recall that Λsk = {x ∈ Df : x
d = sk}. Let Dj be the component of Df \Λsj which
contains points x with xd < sj .
(1.6) Theorem. Let h be a positive harmonic function in Df which vanishes
on {x ∈ ∂D : xd < b}. If b = ∞ then h corresponds to ∞ ∈ ∂M0 Df . In the
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following statements, x ranges over the elements of Df with x
d < b − f(b−) (here
∞−∞ =∞).
(i) For some c1, c2 ∈ (0,∞),
(1.7) c1
∫ b
xd
f(v)dv ≤ Exhζ ≤ c2
∫ b
xd
f(v)dv.
(ii) If
∫ b
xd
f(v)dv =∞ then ζ =∞ P xh -a.s.
(iii) If ζ <∞ P xh -a.s. then for some c3, c4 ∈ (0,∞),
(1.8) c3
∫ b
xd
f3(v)dv ≤ Varxhζ ≤ c4
∫ b
a
f3(v)dv.
(iv) There exists λ > 0 such that if the Lipschitz constant of f is less than λ
then
(1.9) Varxhζ ≤ c5
∫ b
xd
f3(v)dv.
(v) If
∫ b
xd
f3(v)dv = ∞ then for each c6 < ∞ and c7 > 0 there is a k0 < ∞
such that for all k > k0 and u ∈ R,
P xh (T (Λsk) ∈ (u, u+ c6)) < c7.
(1.10) Remarks.
(i) The constants cj in Theorem 1.6 depend only on the dimension d and the
Lipschitz constant of f . However, the proof will be given only in the case when the
Lipschitz constant of f is equal to 1 so all the constants in Section 2 will depend
only on the dimension d.
(ii) The bound (1.9) holds for d ≥ 4 without any assumptions on the value of
the Lipschitz constant of f but it does not hold without such an assumption for
d < 4. We are not going to prove the latter. It essentially follows from a theorem
of Davis and Zhang (1994).
(iii) We can give a meaning to (1.8) and (1.9) even if ζ = ∞ P xh -a.s. Note that
in such a case we necessarily have b = ∞ (see (1.7)). For all k < ∞ and x ∈ Df
such that xd < sk,
VarxhT (Λsk) < c4
∫ b
a
f3(v)dv
with the same constant c4 as in (1.8). This and the analogous modification of (1.9)
can be proved by applying the theorem to the function f˜(v)
df
= f(v)1(−∞,sk)(v).
(iv) In the two-dimensional case, part (i) of Theorem 1.6 is due to Xu (1990).
This was generalized in Ban˜uelos and Davis (1992).
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(v) Suppose that d = 2, the Lipschitz constant of f is small and let ρ be the
supremum of areas of discs contained in Df . Then (1.7) and (1.9) imply that
Varxhζ ≤ c1ρE
x
hζ. Davis (1988) discovered this inequality and proved that it holds
for all simply connected planar domains D provided h is a minimal positive har-
monic function or a Green function.
We would like to thank Rodrigo Ban˜uelos, Rich Bass and Burgess Davis for some
very useful discussions of h-path lifetimes.
2. Moments of h-transform lifetimes. This section contains the proof of The-
orem 1.6. We start with a short review of some useful facts about h-processes. The
proofs may be found in Doob (1984) and Meyer, Smythe and Walsh (1972).
Let D ⊂ Rd be a Greenian domain and h be a positive superharmonic function
in D. Suppose that M is a closed subset of D and let L = sup{t < ζ : Xt ∈M} be
the last exit time from M . Let
Y1(t) = X(t), t ∈ (0, T (M)),
Y2(t) = X(T (M) + t), t ∈ (0, ζ − T (M)),
Y3(t) = X(t), t ∈ (0, L),
Y4(t) = X(L+ t), t ∈ (0, ζ − L),
Y5(t) = X(ζ − t), t ∈ (0, ζ).
Under P xh , each process Yk is an hk-transform in a domain Dk, where D1 = D4 =
D\M and D2 = D3 = D5 = D. Moreover, h1 = h2 = h. The function h3 is a
potential supported by ∂M . The function h4 is harmonic and has the boundary
values 0 on ∂M and the same boundary values as h on ∂D\∂M . The function h5
is the Green function GD(x, · ) if x ∈ D or a harmonic function with a pole at x if
x ∈ ∂D.
If µ(dy) is the P x-distribution of X(T (M)) then the P xh -distribution of this
random variable is µ(dy)h(y)/h(x).
(2.1) Lemma. (Brownian scaling) Suppose h is a positive superharmonic function
in a domain D ⊂ Rd and x ∈ DM . For a fixed a ∈ (0,∞) let
Da
df
= {y ∈ Rd : y/a ∈ D},
ha(y)
df
= h(y/a) for y ∈ Da,
xa
df
= ax,
Xat
df
= aXt/a2 for t ≥ 0.
If X has the distribution P xh , then X
a has the distribution P xaha .
Proof. The lemma follows immediately from the scaling properties of Brownian
motion and superharmonic functions. 
A domain D ⊂ Rd, d ≥ 2, is called a Lipschitz domain if for every x ∈ ∂D there
is a neighborhood Ux of x, an orthonormal coordinate system CSx and a Lipschitz
function fx : R
d−1 → R with constant λ (independent of x) such that ∂D ∩Ux is a
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part of the graph of fx in CSx. Note also that the index on any constant c1, c2, . . .
is local in nature. That is, new results or sections of proofs will start numbering
their constants with c1 as well.
(2.2) Lemma. (Boundary Harnack principle)
(a) Suppose f : Rd−1 → R is a Lipschitz function with constant λ > 0, |f(x)| ≤ 1
for all x ∈ Rd−1, and let
D = {x ∈ Rd : |x˜| < 1, f(x˜) < xd < 2},
D1 = {x ∈ D : |x˜| < 1/2, x
d < 3/2}.
There exists c1 > 0 which depends on λ but otherwise does not depend on f such
that for all x, y ∈ D1 and all positive harmonic functions g, h in D which vanish
continuously on {z ∈ ∂D : zd = f(z˜)} we have
g(x)
g(y)
≥ c1
h(x)
h(y)
.
(b) Suppose D is a Lipschitz domain, Q is a compact set and A is an open set such
that Q ∩D ⊂ A. There exists c2 > 0 such that for all x, y ∈ Q ∩D and all positive
harmonic functions g, h in D which vanish continuously on ∂D ∩ A we have
g(x)
g(y)
≥ c2
h(x)
h(y)
. 
For the first proofs of the boundary Harnack principle, see Ancona (1978),
Dahlberg (1977) and Wu (1978). Stronger versions of the result may be found
in Bass and Burdzy (1991) or Ban˜uelos, Bass and Burdzy (1991).
Part (a) of Lemma 2.2 holds (with the same c1) in domains which may be
obtained from D by scaling.
When applying the boundary Harnack principle we will sometimes leave it to
the reader to find the right choice of D and D1 or D, A and Q.
(2.3) Lemma. Suppose D is a domain, D1 is a Lipschitz subdomain of D, Q is
a compact set, A is an open set such that Q ∩ D ⊂ A, A ∩ D ⊂ D1, and M is a
Borel subset of D \ A. Assume that h is a positive superharmonic function in D
which vanishes on ∂D ∩A and is harmonic in D1. Then
P xh (T (M) <∞) ≤ c1P
y
h (T (M) <∞)
for all x, y ∈ Q ∩D. The constant c1 depends only on D1, Q and A.
Proof. The function
x→ Ex[T (M) < T (∂D), h(X(T (M)))]
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is positive and harmonic in A ∩ D and the same is true for x → h(x). Let D2
be a Lipschitz subdomain of A ∩D which contains Q. By the boundary Harnack
principle (2.2)(b), applied in D2,
P xh (T (M) <∞) =
1
h(x)
Ex[T (M) < T (∂D), h(X(T (M)))]
≤ c2
1
h(y)
Ey[T (M) < T (∂D), h(X(T (M)))]
= c2P
y
h (T (M) <∞). 
(2.4) Lemma. Suppose D is a domain and for each k = 1, 2,
(i) Dk is a subdomain of D,
(ii) Ak
df
= ∂Dk ∩D,
(iii) Vk is an open set and Qk is a compact set such that Qk ∩ D ⊂ Vk and
V k ∩D ⊂ Dk,
(iv) (D1 ∪ V1) ∩ (D2 ∪ V2) = ∅,
(v) there is a ck > 0 such that for all x, y ∈ Qk ∩D and all positive harmonic
functions f, g in Dk which vanish on Vk ∩ ∂D we have
(2.5)
f(x)
f(y)
≥ ck
g(x)
g(y)
.
Assume that x1, x2 ∈ Q1 ∩D and h1, h2 are positive superharmonic functions in D
which vanish continuously on ∂D\V2 and are harmonic in D\Q2. Let T1
df
= T (A1)
and let T2 be the last exit time from A2. The distributions of {Xt, t ∈ [T1, T2]}
under P x1h1 and P
x2
h2
are mutually absolutely continuous and their Radon-Nikodym
derivative is bounded below by c1c2.
Proof. We will consider only the case when xk ∈ Q1∩D and hk( · ) = GD( · , yk) for
some yk ∈ Q2 ∩D. Other points xk and functions hk may be treated analogously.
Under P xkyk , the process {Xt, t ∈ [T1, ζ]} is an GD( · , yk)-process with the initial
distribution
µk( · )
df
= P xkyk (X(T1) ∈ · ) = P
xk(T1 < T (D
c), X(T1) ∈ · )GD( · , yk)/GD(xk, yk),
supported on A1. For a fixed z ∈ A1, the process Yt
df
= Xζ−t under P
z
yk
has the
distribution P ykz . If T3 = inf{t : Yt ∈ A2} then T3 = ζ − T2. The process {Yt, t ∈
[T3, ζ)} under P
z
yk
is a GD( · , z)-process with the initial distribution
νk( · )
df
= P yk(T (A2) < T (D
c), X(T (A2)) ∈ · )GD( · , z)/GD(yk, z).
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For a fixed v ∈ A2, the function y → P
y(T (A2) < T (D
c), X(T (A2)) ∈ dv) is
positive and harmonic in D2 and vanishes on V2 ∩ ∂D and the same is true for
z → GD(v, z). By (2.5),
dνk
dν3−k
(v) =
P yk(T (A2) < T (D
c), X(T (A2)) ∈ dv)GD(v, z)GD(y3−k, z)
GD(yk, z)P y3−k(T (A2) < T (Dc), X(T (A2)) ∈ dv)GD(v, z)
≥ c2.
After reversing time again, we see that the distributions of X(T2) under P
z
y1 and
P zy2 have Radon-Nikodym derivative bounded below by c2. The process {Xt, t ∈
[T1, T2]} under P
z
y1
is a mixture of h-transforms converging to w with the mixing
measure P zy1(X(T2) ∈ dw) and the same remark applies to P
z
y2
. Hence, the distri-
butions of {Xt, t ∈ [T1, T2]} under P
z
y1
and P zy2 have a Radon-Nikodym derivative
bounded below by c2.
We can prove in a similar way that dµk( · )/dµ3−k( · ) ≥ c1. The distributions of
{Xt, t ∈ [T1, T2]} under P
x1
y1
and P x2y2 have the Radon-Nikodym derivative bounded
below by c1c2 because P
xk
yk
is a mixture of the measures P zyk with the mixing measure
µk. 
(2.6) Lemma. Suppose that f : Rd−1 → R is Lipschitz with constant λ and
assume that |f(x)| ≤ 1 for all x. Let
D = {x ∈ Rd : |x˜| < 1, f(x˜) < xd < 2}.
There exists c < ∞ (which may depend on λ but does not otherwise depend on f)
such that for every x ∈ D and every positive harmonic function h in D
(2.7) Exhζ < c.
Proof. The result is essentially due to Cranston (1985) but we refer the reader to
the paper by Bass and Burdzy (1992). Our domain D is a special case of a “twisted
Ho¨lder domain” and (2.7) follows from Theorem 1.1 (i) (a) (C) of Bass and Burdzy
(1992). A direct inspection of its proof shows that c depends only on the volume
and diameter of D (under the assumption that f is Lipschitz with constant λ) and
these quantities may be bounded independently of the particular form of f . 
(2.8) Remark. It is not necessary to assume in Lemma 2.6 that f is Lipschitz. It
is enough to suppose that f is upper semicontinuous and f(x) is bounded in the
Lp-norm for a suitable p = p(d). This version of the result uses Theorem 1.1 (i) (a)
(A) of Bass and Burdzy (1992) which has a considerably more complicated proof
than Theorem 1.1 (i) (a) (C). We feel it would not be fair to ask the reader to
go through the former proof in order to check that the constants may be chosen
independently of f .
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(2.9) Lemma. Suppose that D ⊂ Rd is a domain, x, y ∈ D, and for each v = x, y
there exist an orthonormal coordinate system CSv, a point zv ∈ D, a Lipschitz
function fv with constant λ and a constant cv > 0 such that |fv| ≤ cv,
Dv
df
= {z ∈ D : |z˜| < cv,−cv < z
d < 2cv in CSv}
= {z ∈ Rd : |z˜| < cv, fv(z˜) < z
d < 2cv in CSv},
zv = (0, 0, . . . , 0, 3cv/2) in CSv,
|v˜| ≤ cv/2 and v
d ≤ 3cv/2 in CSv,
Dx ∩Dy = ∅.
If Ezxzy ζ = c1 then
Exy ζ ≤ c2c1 + c3(c
2
x + c
2
y)
where c2 and c3 depend only on the dimension d and the Lipschitz constant λ.
Proof. For v = x, y let
D1v = {z ∈ Dv : |z˜| < 3cv/4, z
d < 7cv/4 in CSv},
Av = ∂D
1
v ∩D,
Qv = {z ∈ Dv : |z˜| ≤ cv/2, z
d ≤ 3cv/2 in CSv},
Vv = {z ∈ R
d : dist(z, Qv) < cv/8}.
By the boundary Harnack principle (2.2)(a), applied in Dv, assumption (2.5) of
Lemma 2.4 holds. Let T1 be the first hitting time of Ax and T2 be the last exit
time from Ay. By Lemma 2.4,
(2.10) Exy (T2 − T1) ≤ c4E
zx
zy
(T2 − T1) ≤ c4E
zx
zy
ζ.
Lemma 2.6 and Brownian scaling (2.1) imply that
(2.11) ExyT1 ≤ c5c
2
x.
The same lemma and time-reversal show that
(2.12) Exy (ζ − T2) ≤ c5c
2
y.
The lemma follows from (2.10)-(2.12). 
We now return to the specific domains, hypotheses, and notation of Theorem
1.6.
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(2.13) Lemma. Assume that a < sj−1 < sj < b. There exists c1 > 0 such that
for every positive harmonic function h in Dj which vanishes on ∂Dj \Λsj and every
x ∈ Λsj−1 ,
Exhζ ≥ c1f
2(sj−1).
Moreover, there is a non-negative, non-constant and bounded random variable Y
such that for every j and x ∈ Λsj−1 , the distribution of ζ under P
x
h is stochastically
larger than that of f2(sj−1)Y .
Proof. Let B(y, r) denote the ball with center y and radius r. Let c2 be the expected
lifetime of conditioned Brownian motion in B(0, 1) starting from 0 and converging
to x ∈ ∂B(0, 1). The constant c2 is strictly positive and does not depend on x by
symmetry. For any harmonic function g in B(0, 1), the g-process starting from 0 is
a mixture of processes conditioned to go to some point of ∂B(0, 1) so its expected
lifetime is also equal to c2. By scaling, the expected lifetime of any Brownian
motion conditioned by a harmonic function in B(y, r) and starting from y is equal
to c2r
2.
Let
B0 = B((0, . . . , 0, sj−1 + f(sj−1)/4), f(sj−1)/8),
T1 = inf{t > T (B0) : |Xt −X(T (B0))| = f(sj−1)/16}.
Note that B0 ⊂ Dj . By the strong Markov property applied at T (B0),
(2.14) Exhζ ≥ E
x
h [(T1 − T (B0))1{T (B0)<∞}] = c2(f(sj−1)/16)
2P xh (T (B0) <∞).
Let x0 = (0, . . . , 0, sj−1). By Lemma 2.3, for all x ∈ Λsj−1 ,
(2.15) P xh (T (B0) <∞) ≥ c3P
x0
h (T (B0) <∞).
It is not hard to see that the constant c3 may be chosen independently of the
particular form of f . The probability P x0h (T (B0) <∞) is not less than
P x0(T (B0) < T (∂Dj)) inf
y∈B0
h(y)/h(x0).
It is elementary to see that P x0(T (B0) < T (∂Dj)) is bounded below and the
usual Harnack principle shows that the same is true for infy∈B0 h(y)/h(x0). Hence,
P x0h (T (B0) <∞) is bounded below by c4 > 0 which together with (2.14) and (2.15)
implies
Exhζ ≥ c2(f(sj−1)/16)
2c3c4.
It is clear from our proof that Y can be chosen as follows. Let ζ˜ be the hit-
ting time of ∂B(0, 1/16) by a Brownian motion starting from 0 and let W be an
independent random variable with P (W = 1) = 1 − P (W = 0) = c3c4. Then let
Y =WY ′, where Y ′ = c2min(ζ˜ , 1). 
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(2.16) Lemma. Suppose that sj < sn. Let T
1
j = T (Λsj ) and
Skj = inf{t > T
k
j : Xt ∈ Λsj−1 ∪ Λsj+1}, k ≥ 1,
T kj = inf{t > S
k−1
j : Xt ∈ Λsj}, k > 1.
There exist c1 < ∞ and p < 1 such that for all k and for every positive harmonic
function h in Dn which vanishes on ∂Dn \ Λsn and every x ∈ Dn
P xh (T
k
j <∞) < c1p
k.
Moreover, if i ≥ 0, j + i < n and x ∈ Λsj+i , then
P xh (T
k
j <∞) < c1p
k+i.
Proof. Suppose sk < sk+1 ≤ sn. We have
(2.17) h(x) =
∫
Λsk+1
h(y)P x(X(T (Λsk+1)) ∈ dy)
for x ∈ Λsk . The boundary Harnack principle implies that
(2.18)
P x1(X(T (Λsk+1)) ∈ dy)
P x2(X(T (Λsk+1)) ∈ dy)
·
P x2(T (Λsk+1) <∞)
P x1(T (Λsk+1) <∞)
< c3 <∞
for x1, x2 ∈ Λsk . Let zk = (0, . . . , 0, sk). It is easy to see that there is c4 > 0 such
that for all x ∈ Λsk with |x˜| > (1− c4)f(sk), we have
P x(T (Λsk+1) <∞) < (c
−1
3 /2)P
zk(T (Λsk+1) <∞).
This, (2.17) and (2.18) imply that h(x) ≤ h(zk)/2 for x ∈ Λsk with |x˜| > (1 −
c4)f(sk). It follows that the maximum of h on Λsk is attained at a point in the set
Ak
df
= {x ∈ Λsk : |x˜| ≤ (1− c4)f(sk)}.
Let ak be the maximum of h over Λsk . Since
P x(T (Λsk+1) ≤ T (∂Dn)) < c5 < 1
for x ∈ Λsk , we have ak < c5ak+1 assuming a < sk < sk+1 < b. It follows that
ak < c
j
5ak+j . By the Harnack principle, h(x) > c6ak for some c6 > 0 and all x ∈ Ak.
Let m be so large that c6c
−m
5 > 2. Then ak < h(x)/2 for all x ∈ Ak+m provided
a < sk < sk+m < b. We obtain
(2.19) P xh (T (Λsj ) <∞) =
∫
Λsj
h(y)
h(x)
P x(X(T (Λsj )) ∈ dy) ≤ 1/2
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for x ∈ Aj+m. Here and later in the proof we assume that a < sj < sj+m < b. This
assumption could be easily disposed of. We have
P zk(T (Ak+1) < T (∂Dn ∪ Λsk−1)) > c7 > 0
and an application of the Harnack principle shows that
P zkh (T (Ak+1) < T (Λsk−1)) > c8 > 0.
By Lemma 2.3,
(2.20) P xh (T (Ak+1) < T (Λsk−1)) > c9 > 0
for all x ∈ Λsk . By the strong Markov property applied at the hitting times of Ai,
(2.21) P xh (T (Aj+m) < T (Λsj )) > c
m−1
9
for all x ∈ Λsj+1 . Let
U1 = inf{t > T (Λsj+1) : Xt ∈ Aj+m},
U2 = inf{t > T (Λsj+1) : Xt ∈ Λsj},
U3 = inf{t > U1 : Xt ∈ Λsj}.
Then (2.19)-(2.21) imply that for x ∈ Λsj
P xh (T
2
j =∞) ≥ P
x
h (T (Λsj+1) < T (Λsj−1), U1 < U2, U3 =∞) > c
m
9 /2 > 0
for x ∈ Λsj . Both conculsions of the lemma now follow by the repeated application
of the strong Markov property at the stopping times T kj . 
(2.22) Lemma. For all x1 ∈ Df such that sk+1 ≤ x
d
1 ≤ sk+2 and x2 ∈ Λsk we
have Ex1x2 ζ < c1f
2(sk) where E
x1
x2 refers to the conditioned Brownian motion in Df .
Proof. We will suppose that x1 ∈ Λsk+1 . The modifications needed for the general
case are obvious.
By Brownian scaling (2.1), we may assume that f(sk) = 1 and prove that E
x1
x2
ζ <
c1. Note that then |x
d
1 − x
d
2| = 1/2.
We have
Ex1x2 ζ = c2
∫
Df
GDf (x1, z)GDf (z, x2)
GDf (x1, x2)
dz.
In view of Lemma 2.9 it will suffice to prove the lemma for x1 ∈ Λsk+1 , |x˜1| <
c3f(sk+1), and x2 ∈ Λsk , |x˜2| < c3 for some c3 < 1. Under this additional assump-
tion, x1 and x2 may be connected in Df by a Harnack chain of balls of bounded
length and this implies that GDf (x1, x2) > c4 > 0. Hence,
(2.23) Ex1x2 ζ < c5
∫
Df
GDf (x1, z)GDf (z, x2)dz.
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Let
Aj = {z ∈ Df : |z − xj | < 5, |z − x3−j | > |x1 − x2|/2}, j = 1, 2,
A3 = {z ∈ Df : |z − x1| ≥ 5, z
d < sk},
A4 = {z ∈ Df : |z − x1| ≥ 5, z
d > sk+1}.
Assume for now that d ≥ 3, and recall that G(x, y)
df
= GRd(x, y) = c6|x− y|
2−d.
For j = 1, 2 we obtain∫
Aj
GDf (x1, z)GDf (z, x2)dz ≤
∫
Aj
G(x1, z)G(z, x2)dz
≤ c7
∫
Aj
(|x1 − x2|/2)
2−d|z − xj|
2−ddz(2.24)
≤ c7(|x1 − x2|/2)
2−d
∫ 5
0
r2−drd−1dr < c8 <∞.
Let x0 = (0, . . . , 0, sk),
D˜ = {x ∈ Rd : xd < sk},
D∗ = Df ∪ {x ∈ R
d : xd ∈ (−∞, sk) ∪ (sk+1,∞)},
M = {x ∈ D˜ : |x− x1| = 4}.
The Poisson kernel K(x) in D˜ with the pole at x0 has the form c9|x
d−sk|/|x−x0|
d
(Doob (1984) 1.VIII.9). By the boundary Harnack principle,
GD∗(x1, x) ≤ c10K(x)
for x ∈ M and, therefore, for all x ∈ D˜ such that |x − x1| ≥ 4, in particular, for
x ∈ A3. Hence, for x ∈ A3,
GD∗(x1, x) ≤ c11|x
d − sk|/|x− x0|
d ≤ c11|x− x0|
1−d
and the same estimate holds for GD∗(x2, x). It follows that∫
A3
GDf (x1, z)GDf (z, x2)dz ≤
∫
A3
GD∗(x1, z)GD∗(z, x2)dz
≤
∫
A3
(c11|z − x0|
1−d)2dz(2.25)
≤ c12
∫ ∞
2
r2(1−d)rd−1dr < c13 <∞
and a similar estimate holds for A4. Since Df ⊂ A1 ∪ A2 ∪ A3 ∪ A4, the lemma
follows from (2.23)-(2.25).
If d = 2, an argument similar to the above could be given. In this case, D˜ should
be replaced by a suitable wedge with angle α < pi. The Green function in such
a wedge decays like r−pi/α, and this is sufficient to make the bounding integrals
finite. 
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(2.26) Lemma. For x ∈ Df and y ∈ Λsk , let
gkx(y)dy
df
= P xh (X(T (Λsk)) ∈ dy).
Then there exist c1 <∞ and c2 < 1 such that
(2.27)
gnx1(y1)
gnx1(y2)
≥ ai
gnx2(y1)
gnx2(y2)
and
ai ≥ 1− c1c
i
2
for all i > 0, all n, where x1, x2 ∈ Dn−i and y1, y2 ∈ Λsn .
Proof. A standard application of the boundary Harnack principle in the spirit of
Lemma 2.3 shows that (2.27) holds for i = 1 with some a1 > 0.
Assume that (2.27) holds for all n and for some i; we will show that it holds for
i+ 1 as well. Let j = n− i. By the strong Markov property applied at T (Λsn−1),
gnx (y) =
∫
Λsn−1
gn−1x (v)g
n
v (y)dv
for y ∈ Dj−1. Now apply Lemma 6.1 of Burdzy, Toby and Williams (1989). Set
in that lemma V = W = Λsn−1 and U = ∅, set f1 and f2 equal to our g
n−1
x1
and
gn−1x2 , set gz(v) equal to our g
n
v (z), and take c = ai, d = a1, and b = 1. The
aforementioned lemma implies that
gnx1(y1)
gnx1(y2)
≥ ai+1
gnx2(y1)
gnx2(y2)
for all y1, y2 ∈ Dj−1, where
ai+1 = ai + a
2
1(1− ai).
Hence
1− ai+1 = 1− ai − a
2
1(1− ai) = (1− ai)(1− a
2
1)
and, by induction,
1− ai+1 ≤ c1c
i
2,
with c2
df
= 1− a21 < 1. 
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(2.28) Corollary. With the notation of Lemma 2.26,
a−1n−j ≥
gnx1(y)
gnx2(y)
≥ an−j
for every j < n, x1, x2 ∈ Dj and y ∈ Λsn .
Proof. Let M and m be the supremum and infimum of gnx1(y)/g
n
x2
(y) over y ∈ Λsn .
By Lemma 2.26, m ≥ an−jM , and
Mgnx2(y) ≥ g
n
x1
(y) ≥ mgnx2(y).
Integrating with respect to y shows that M ≥ 1 ≥ m, from which the desired
conclusion follows. 
Proof of Theorem 1.6. (i) We will first prove the lower bound in (1.7).
Suppose that sj0 ≤ x
d < sj0+1 < sj0+2 < b. The other cases are left to the
reader. Let Tj = T (Λsj ). For each j > j0+2 the process {Xt, t ∈ [Tj−1, Tj)} under
P xh is a conditioned Brownian motion in Dj starting from a (random) point in Λsj−1
and converging to Λsj at its lifetime. By Lemma 2.13, for j ∈ [j0 + 2, kf − 1],
Exh(Tj − Tj−1) ≥ c1f
2(sj−1)
and, therefore,
(2.29) Exhζ ≥
kf−1∑
j=j0+2
Exh(Tj − Tj−1) ≥
kf−1∑
j=j0+2
c1f
2(sj−1).
Since
c2f
2(sj−1) <
∫ sj
sj−1
f(v)dv < c3f
2(sj−1),
the sum on the right hand side of (2.29) is bounded below by c4
∫ kf−2
sj0+1
f(v)dv. Note
that ∫ sj0+1
xd
f(v)dv < c5
∫ sj0+2
sj0+1
f(v)dv
and ∫ b
kf−2
f(v)dv < c5
∫ kf−2
kf−3
f(v)dv.
Hence ∫ b
xd
f(v)dv < c6
∫ kf−2
sj0+1
f(v)dv
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and, therefore,
Exhζ ≥ c7
∫ b
xd
f(v)dv.
(ii) Next we will prove (ii) of Theorem 1.6.
First note that kf = ∞. Recall the definitions of j0 and the Tj ’s from part
(i) of the proof. By Lemma 2.13 and the strong Markov property applied at Tj ’s,
there exist non-negative (not necessarily independent) random variables Zj and
i.i.d. non-negative random variables Yj such that
(2.30)
∞∑
j=j0+2
(Tj − Tj−1)
has the same distribution as
(2.31)
∞∑
j=j0+2
(Zj + f
2(sj−1)Yj).
For later use, note that, as in the proof of Lemma 2.13, we can write Yj = WjY
′
j ,
where the Y ′j are independent of the Z’s and W ’s, with some common mean µ
and variance σ2. Each Wj takes values 0 or 1, and Wj = 1 with some common
probability p, even if conditioned on the preceding W ’s and on {Xt, t ∈ [0, Tj−1]}.
Thus the Wj are i.i.d., though they may not be independent of the Zj .
It is elementary to check that
∑∞
j=j0+2
f2(sj−1) = ∞ because
∫ b
xd
f(v)dv = ∞.
Hence,
∞∑
j=j0+2
E(f2(sj−1)Yj) =∞.
Recalling that each Yj is non-negative, non-constant and bounded, the three-series
theorem now easily implies that a.s.
∞∑
j=j0+2
f2(sj−1)Yj =∞.
It follows that the sums in (2.31), and therefore in (2.30), must be infinite a.s.
(iii) We are going to prove the lower bound in (1.8).
Let j0, the Yj ’s, etc. be as in part (ii) of the proof. By adjusting the first and
last Z, if necessary, we can guarantee that
ζ =
kf−1∑
j=j0+2
(Zj + f
2(sj−1)Yj)
=
kf−1∑
j=j0+2
(Zj + f
2(sj−1)µWj) +
kf−1∑
j=j0+2
(f2(sj−1)Wj(Y
′
j − µ)).
(2.32)
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Therefore by independence,
Varxhζ = Var
x
h

 kf−1∑
j=j0+2
(Zj + f
2(sj−1)µWj)

+ kf−1∑
j=j0+2
Exh((f
2(sj−1)Wj(Y
′
j − µ))
2)
≥
kf−1∑
j=j0+2
Exh((f
2(sj−1)Wj(Y
′
j − µ))
2)
≥
kf−1∑
j=j0+2
f4(sj−1)pσ
2 ≥ c3
∫ b
xd
f3(v)dv.
(iv) We will now prove part (v) of Theorem 1.6.
We will again invoke the Yj ’s and Zj ’s of part (ii) of the proof. Suppose that∫ b
xd
f3(v)dv =∞. Then necessarily b =∞. Let us assume that
(2.33) lim sup
v→∞
f(v) <∞.
In order to simplify the notation, suppose that xd = sj0 .
First, let w1, w2, . . . be any sequence of 0’s and 1’s, such that∑
j>j0
f4(sj−1)wj =∞.
Consider
Y˜k =
k∑
j=j0+1
f2(sj−1)wj(Y
′
j − µ) and Ŷk = Y˜k/(VarY˜k)
1/2.
Since the Y ′j s are uniformly bounded, the Lindeberg-Feller condition can be easily
verified using (2.33) and it follows that the distributions of Ŷk converge to the
standard normal distribution as k → ∞. In fact it is simple to show, using (2.33)
and the Berry-Eseen theorem, that for every c1 < ∞ and c2 > 0 there exists a
c3 <∞ such that
(2.34) P (Y˜k ∈ (u, u+ c1)) < c2/2 for every u ∈ R, if VarY˜k > c3.
Since
∑
j>j0
f4(sj−1)Wj =∞ almost surely, we can choose a k0 <∞ such that
P xh

 k∑
j=j0+1
f4(sj−1)Wj > c3

 > 1− c2/2
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for every k ≥ k0. Also, as in (2.32) we have that
T (Λsk) =
k∑
j=j0+2
(Zj + f
2(sj−1)µWj) +
k∑
j=j0+2
(f2(sj−1)Wj(Y
′
j − µ)).
Therefore, conditioning on the values of Wj , j > j0 yields that
P xh (T (Λsk) ∈ (u, u+ c1)) < c2
for every u ∈ R.
The case when (2.33) fails is not hard and is left to the reader.
(v) Next we prove the upper bound in (1.7).
Suppose that sn+1 ≤ x
d ≤ sn+2. Let L be the last exit time from Λsn . Under
P xh , the process {Xt, t ∈ [0, L]} is a conditioned Brownian motion in Df starting
from x and converging to a (random) point of Λsn . Lemma 2.22 implies that
ExhL < c1f
2(sn) and this in turn implies that
(2.35) ExhL < c2
∫ sn+3
xd
f(v)dv.
For every ε > 0, the process {Xt+L+ε, t ≥ 0} under P
x
h is an h-process in the
domain Dg where g(s) = f(s)1(sn,∞)(s). This and (2.35) show that (1.7) will follow
once we prove that
Exhζ < c3
∫ b
a
f(v)dv.
Let Mk = {y ∈ Df : sk−1 < y
d < sk+1} and consider an h0-process in Mk for
some positive harmonic function h0 in Mk. A variation of Lemma 2.6 shows that
(2.36) Eyh0ζ < c4
for all y ∈Mk, provided f(sk) = 1. By scaling,
(2.37) Eyh0ζ < c4f
2(sk)
for any value of f(sk).
Recall the stopping times Skj and T
k
j from Lemma 2.16 and let F
k
j
df
= {T kj <∞}.
Let T0 be the hitting time of
⋃
k Λsk . We have
(2.38) ζ = T0 +
∑
j,k
(Skj − T
k
j )1F k
j
.
Given T kj <∞, the process {Xt, t ∈ [T
k
j , S
k
j ]} is a conditioned Brownian motion in
Mk and, therefore,
Exh [(S
k
j − T
k
j ) | F
k
j ] < c4f
2(sj).
22
By Lemma 2.16,
(2.39)
∑
k
Exh(S
k
j − T
k
j )1F k
j
< c5f
2(sj).
Recall that sn+1 ≤ x
d ≤ sn+2. Hence E
x
hT0 < c4f
2(sn). This and (2.38)-(2.39)
yield
Exhζ ≤ c6
∑
j
f2(sj).
It is easy to check that the last quantity is bounded by c7
∫ b
a
f(v)dv.
(vi) We will now prove the upper bound for the variance in (1.8). Recall Mk
and the use of an h0-process in Mk from part (v) of the proof. The Chebyshev
inequality and (2.36) show that P xh0(ζ > c1) < c2 for some c1 < ∞, c2 < 1 and all
x ∈ Mk provided f(sk) = 1. By the Markov property applied repeatedly at the
multiples of c1, P
x
h0
(ζ > jc1) < c
j
2. Hence E
x
h0
ζ2 < c3 in the case f(sk) = 1 and, by
scaling,
(2.40) Exh0ζ
2 < c3f
4(sk)
for any value of f(sk), all x ∈Mk and all harmonic functions h0 in Mk.
Let Skj and T
k
j be as in Lemma 2.16. Let F
k
j
df
= {T kj < ∞}. Given F
k
j , the
process {Xt, t ∈ [T
k
j , S
k
j ]} is a conditioned Brownian motion inMk and this implies
in view of (2.37) and (2.40), that
(2.41)
Exh [(S
k
j − T
k
j ) | F
k
j ] < c4f
2(sj) and
Exh [(S
k
j − T
k
j )
2 | F kj ] < c3f
4(sj).
Let Θkj
df
= (Skj − T
k
j )1F kj . Define q by the condition that sq−1 < x
d ≤ sq, and
recall from Lemma 2.16 that
(2.42) P xh (F
k
j ) ≤
{
c5c
k+q−j
6 , j < q
c5c
k
6 , j ≥ q,
where c6 < 1. This and (2.41) imply that
(2.43) Exh [Θ
k
j ] ≤
{
c4c5c
k+q−j
6 f
2(sj), j < q
c4c5c
k
6f
2(sj), j ≥ q,
and
(2.44) Exh [(Θ
k
j )
2] ≤
{
c3c5c
k+q−j
6 f
4(sj), j < q
c3c5c
k
6f
4(sj), j ≥ q,
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Now assume that j < n, and let
A = {T kj < T
1
n}, B = {T
1
n < T
k
j }, Bi = {T
i−1
j < T
1
n < T
i
j}
where T 0j is taken to be 0. Then
(2.45)
Covxh(Θ
k
j ,Θ
m
n ) = E
x
h((Θ
k
j − E
x
hΘ
k
j )(Θ
m
n − E
x
hΘ
m
n ))
= Exh((Θ
k
j − E
x
hΘ
k
j )(Θ
m
n − E
x
hΘ
m
n )1A)+
+ Exh((Θ
k
j − E
x
hΘ
k
j )(Θ
m
n −E
x
hΘ
m
n )1B)
df
= I+ II.
Consider term I of (2.45). If q > n then I = 0 automatically. So suppose that
q ≤ j. By Corollary 2.28 and the strong Markov property at T 1n ,
|EyhΘ
m
n − E
x
hΘ
m
n | ≤ c7c
n−j
8 E
x
hΘ
m
n
for any y ∈ Dj , where c8 < 1. In particular,
|Exh(Θ
m
n | FSkj )−E
x
hΘ
m
n | ≤ c7c
n−j
8 E
x
h(Θ
m
n )
on A. Thus, by (2.43),
I = Exh
[
(Θkj − E
x
hΘ
k
j )1AE
x
h(Θ
m
n − E
x
h(Θ
m
n ) | FSk
j
)
]
≤ Exh
[
|Θkj − E
x
hΘ
k
j | · 1A · |E
x
h(Θ
m
n | FSk
j
)− ExhΘ
m
n |
]
≤ 2c7c
n−j
8 E
x
h(Θ
m
n )E
x
h(Θ
k
j ) ≤ c9c
n−j
8 c
k+m
6 f
2(sj)f
2(sn).
If, on the other hand, we have j < q ≤ n, then by a similar argument,
|Exh(Θ
m
n | FSkj )−E
x
hΘ
m
n | ≤ c7c
n−q
8 E
x
h(Θ
m
n )
on A, and
I ≤ 2c7c
n−q
8 E
x
h(Θ
m
n )E
x
h(Θ
k
j ) ≤ c9c
n−q
8 c
k+m+q−j
6 f
2(sj)f
2(sn).
Taking c11 = max(c8, c6), it follows that
(2.46) I ≤ c9c
n−j
11 c
k+m
6 f
2(sj)f
2(sn),
regardless of the value of q.
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Consider now the term II of (2.45). By (2.44), and by Lemma 2.16 again,
Exh((Θ
k
j )
21B) =
k∑
i=1
Exh((Θ
k
j )
21Bi)
=
k∑
i=1
Exh(E
x
h((Θ
k
j )
21Bi | FS1n))
≤
k∑
i=1
f4(sj)c0c3c
n−j+k−i+1
6 P
x
h (Bi)
≤
k∑
i=1
f4(sj)c0c3c
n−j+k−i+1
6 P
x
h (F
i−1
j )
≤ kc20c3c
n−j+k
6 f
4(sj) ≤ c12c
n−j+k
13 f
4(sj),
where c13 < 1. As a result,
II ≤ (Exh((Θ
k
j )
21B))
1/2(Exh((Θ
m
n )
2))1/2
≤ f2(sj)f
2(sn)(c12c
n−j+k
13 c0c3c
m
6 )
1/2
≤ c14c
k+m+n−j
15 f
2(sj)f
2(sn),
where c14 < 1. Combining this with (2.45) and (2.46), it follows that
(2.47) Covxh(Θ
k
j ,Θ
m
n ) ≤ c16c
k+m+|n−j|
17 f
2(sj)f
2(sn),
for j < n, where c17 < 1. By symmetry, the same is true for j > n, and the
inequality is even simpler to prove if j = n ((2.46) is no longer needed). Thus,
(2.47) holds for every j, k,m, n.
If
∫ b
a
f3(v)dv = ∞ then the upper bound in (1.8) is trivial. Assume therefore
that
∫ b
a
f3(v)dv <∞. Then for each ε > 0 there are only finitely many j such that
f(sj) > ε. Hence we may choose an ordering {ji}i≥1 of the set {k : a < sk < b}
which satisfies f(sji+1) ≤ f(sji) for all i. By (2.47)
(2.48)
Varxhζ = Var
x
h
(∑
j,k
Θkj
)
=
∑
j,k,n,m
Covxh(Θ
k
j ,Θ
m
n )
≤ 2
∑
i
∑
n≥i
∑
k
∑
m
Covxh(Θ
k
ji
,Θmjn)
≤ 2
∑
i
∑
n≥i
∑
k
∑
m
c13c
k+m+|jn−ji|
12 f
2(sji)f
2(sjn)
≤
∑
i
∑
n≥i
c14c
|jn−ji|
12 f
4(sji)
≤
∑
j
c15f
4(sj) ≤ c16
∫ b
a
f3(v)dv.
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(vii) Next we will prove part (iv) of Theorem 1.6.
Fix some x ∈ Df and suppose for convenience that x
d = sq for some q. Re-
call Skj , T
k
j , F
k
j and Θ
k
j from part (v) of the proof. With slightly more work, the
argument for (2.47) can be seen to yield the following improved estimate:
Covxh(Θ
k
j ,Θ
m
n ) ≤


c1c
k+m+|n−j|
2 f
2(sj)f
2(sn), j, n ≥ q
c1c
k+m+|n−j|
2 c
q−j
3 f
2(sj)f
2(sn), j < q ≤ n
c1c
k+m+|n−j|
2 c
q−j
3 c
q−n
3 f
2(sj)f
2(sn), j, n < q,
where c2, c3 < 1.
Now we assume that the Lipschitz constant of f is so small that for each j,
f2(sj−1)
f2(sj)
<
c−13 + 1
2
.
Therefore
(2.49) Covxh(Θ
k
j ,Θ
m
n ) ≤


c1c
k+m+|n−j|
2 f
2(sj)f
2(sn), j, n ≥ q
c1c
k+m+|n−j|
2 c
q−j
4 f
2(sq)f
2(sn), j < q ≤ n
c1c
k+m+|n−j|
2 c
q−j
4 c
q−n
4 f
4(sq), j, n < q,
for some c4 < 1.
If
∫ b
xd
f3(v)dv = ∞ then (1.9) obviously holds. Assume that
∫ b
xd
f3(v)dv < ∞.
Then we may choose an ordering {ji}i≥1 of the set {k : x
d ≤ sk < b} which satisfies
26
f(sji+1) ≤ f(sji) for all i. Let ji0 = q. Then in view of (2.49),
(2.50)
Varxhζ = Var
x
h
(∑
j,k
Θkj
)
=
∑
j,k,n,m
Covxh(Θ
k
j ,Θ
m
n )
≤ 2
∑
i
∑
n≥i
∑
k
∑
m
Covxh(Θ
k
ji ,Θ
m
jn)
+ 2
∑
j≤n<q
∑
k
∑
m
Covxh(Θ
k
j ,Θ
m
n )
+ 2
∑
j<q
∑
i≥i0
∑
k
∑
m
Covxh(Θ
k
j ,Θ
m
ji
)
+ 2
∑
j<q
∑
i<i0
∑
k
∑
m
Covxh(Θ
k
j ,Θ
m
ji
)
≤ 2
∑
i
∑
n≥i
∑
k
∑
m
c1c
k+m+|jn−ji|
2 f
2(sji)f
2(sjn)
+ 2
∑
j≤n<q
∑
k
∑
m
c1c
k+m+|n−j|
2 c
q−j
4 c
q−n
4 f
4(sq)
+ 2
∑
j<q
∑
i≥i0
∑
k
∑
m
c1c
k+m+|ji−j|
2 c
q−j
4 f
2(sq)f
2(sji)
+ 2
∑
j<q
∑
i<i0
∑
k
∑
m
c1c
k+m+|ji−j|
2 c
q−j
4 f
2(sq)f
2(sji)
≤
∑
i
c5f
4(sji) + c6f
4(sq) + c7f
4(sq) +
∑
i
c8f
4(sji)
≤ c9
∑
j≥q
f4(sj) ≤ c10
∫ b
xd
f3(v)dv. 
Because they use similar arguments to those just given, we include the following
two subsidiary results in this section.
(2.51) Corollary. Suppose that Df and h are as in Theorem 1.6. Assume that∫ b
a
f3(v)dv <∞. Then
(2.52) lim
xd→∞
sup{VarxhT (Λu) : u > x
d} = 0.
Proof. Recall the notation from the proof of Theorem 1.6. As in the proof of (2.48),
for every x and for every u = si,
VarxhT (Λu) =
∑
j,k,n,m
Covxh(Θ
k
j1{Tk
j
<T (Λu)}
,Θmn 1{Tmn <T (Λu)}).
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An examination of the proof of (2.48) shows that the terms of this sum are bounded
by the terms of an absolutely convergent series, uniformly in x and in u = si. With
a little more work, it is easy to see that this domination holds for u ∈ (a, b) as well.
For fixed j, k,m and n,
Covxh(Θ
k
j1{Tkj <T (Λu)},Θ
m
n 1{Tmn <T (Λu)})→ 0
as xd →∞, uniformly in u, because of (2.42). This easily implies (2.52). 
(2.53) Lemma. Assume that Df and h are as in Theorem 1.6. Set
f∗(v)
df
= sup
u≥v
f(u).
There exists a c1 <∞ such that for all u and all x1, x2 ∈ Df with x
d
1 = x
d
2 < u we
have
|Ex1h T (Λu)−E
x2
h T (Λu)| ≤ c1f
2
∗ (x
d
1).
Proof. We will use an argument from part (v) of the proof of Theorem 1.6. Suppose
that sn+1 ≤ x
d
1 ≤ sn+2 and let L be the last exit from Λsn . It has been proved that
(2.54) Exkh L < c2f
2(sn)
for k = 1, 2 (see the paragraph preceding (2.35)). Recall the definitions of T0, S
k
j , T
k
j
and F kj from the same proof, and set
Gkj
df
= F kj ∩ {T
k
j < T (Λu)}.
We have
(2.55) Exkh T0 < c3f
2(sn+1)
by an argument analogous to that proving (2.37). By Lemma 2.26, the Radon-
Nikodym derivative of the initial distributions of {Xt, t ∈ [T
k
j , S
k
j ]} under P
x1
h ( · | G
k
j )
and P x2h ( · | G
k
j ) differs from 1 by no more than c4c
|n−j|
5 where c5 < 1. It follows
that
|Ex1h [(S
k
j − T
k
j )1Gkj ]−E
x2
h [(S
k
j − T
k
j )1Gkj ]| ≤ c4c
|n−j|
5 E
x1
h [(S
k
j − T
k
j )1Gkj ].
Now (2.39) implies that
(2.56)
∣∣∣∣∑
k
Ex1h (S
k
j − T
k
j )1Gkj −
∑
k
Ex2h (S
k
j − T
k
j )1Gkj
∣∣∣∣
≤ c4c
|n−j|
5
∑
k
Ex1h (S
k
j − T
k
j )1Gkj
≤ c4c
|n−j|
5 c6f
2(sj).
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Since ∑
k≥1
(Skj − T
k
j )1Gkj ≤ T (Λu) ≤ T0 + L+
∑
j≥n
∑
k≥1
(Skj − T
k
j )1Gkj ,
we obtain from (2.54)-(2.56) that
|Ex1h T (Λu)−E
x2
h T (Λu)|
≤ 2c2f
2(sn) + 2c3f
2(sn+1) +
∑
j≥n
c4c
|n−j|
5 c6f
2(sj)
≤ 2c2f
2
∗ (sn) + 2c3f
2
∗ (sn) +
∑
j≥n
c4c
|n−j|
5 c6f
2
∗ (sn) ≤ c7f
2
∗ (sn). 
3. Disintegration of harmonic functions.
The purpose of this section is to prove Theorem (1.3). Unless otherwise indicated,
the notation and general hypotheses of Theorem (1.3) will be assumed throughout
this section.
Fix some x0 ∈ Df and let g(u)
df
= −Ex0h T (Λu). Recall that f∗(v) = supu≥v f(u).
Note that in either case (a) or (b) of Theorem (1.3) (i), we have that f(v)→ 0 as
v →∞.
(3.1) Lemma. Suppose that one of the assumptions (a) or (b) of Theorem (1.3)
(i) is satisfied. Then
lim
u→∞
(T (Λu) + g(u)) exists P
x0
h -a.s.
Proof. Lemma 2.53 and Corollary (2.51) show that for k ≥ 1, we can choose uk
such that
(3.2) |Ex1h T (Λu)− E
x2
h T (Λu)| ≤ c1f
2
∗ (uk) ≤ 1/k
2
for all x1, x2 ∈ Df and u with uk ≤ x
d
1 = x
d
2 < u. We may also assume that
(3.3) VarxhT (Λu) ≤ 1/k
6
for x ∈ Df and u with uk ≤ x
d < u.
Suppose u ∈ [uk, uk+1). Since
T (Λuk+1) = (T (Λuk+1)− T (Λu)) + T (Λu),
we have
g(uk+1) = −E
x0
h (T (Λuk+1)− T (Λu)) + g(u).
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This, (3.2), and the strong Markov property applied at T (Λu) imply that
(3.4) |ExhT (Λuk+1) + (g(uk+1)− g(u))| ≤ 1/k
2
for all x ∈ Df such that x
d = u. The Chebyshev inequality and (3.3) yield that
P xh (|T (Λuk+1)− E
x
hT (Λuk+1)| ≥ 1/k
2) ≤ k4VarxhT (Λuk+1) ≤ 1/k
2,
if xd = u. This and (3.4) give
P xh (|T (Λuk+1) + (g(uk+1)− g(u))| ≥ 2/k
2) ≤ 1/k2,
for x ∈ Df such that x
d = u. By the strong Markov property applied at T (Λu),
(3.5) P xh (|T (Λuk+1)− T (Λu) + (g(uk+1)− g(u))| ≥ 2/k
2) ≤ 1/k2,
for any x ∈ Df with x
d ≤ u. In particular,
(3.6) P xh (|T (Λuk+1)− T (Λuk) + (g(uk+1)− g(uk))| ≥ 2/k
2) ≤ 1/k2,
if xd ≤ uk.
Fix some c2 > 0 and find j0 so large that
∑
j≥j0
2/j2 < c2. Suppose that
k > j0, x
d ≤ u, and recall that u ∈ [uk, uk+1). Then (3.5)-(3.6) imply that with
P xh -probability larger than 1− c2, the event
(3.7) {|T (Λuk+1)− T (Λu) + (g(uk+1)− g(u))| ≤ 2/k
2}
∩
⋂
j≥j0
{|T (Λuj+1)− T (Λuj ) + (g(uj+1)− g(uj))| ≤ 2/j
2}
occurs. Let
Av
df
= {|(T (Λum) + g(um))− (T (Λv) + g(v))| < c2 ∀um ≥ v}.
If the event in (3.7) holds then Au holds, because in such a case we have
|(T (Λum) + g(um))− (T (Λu) + g(u))|
≤ |(T (Λuk+1) + g(uk+1))− (T (Λu) + g(u))|
+
m−1∑
j=k+1
|(T (Λuj+1)− T (Λuj )) + (g(uj+1)− g(uj))|
≤ 2/k2 +
m−1∑
j=k+1
2/j2 < c2.
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Hence P xh (Au) > 1− c2.
Let
W =W (u)
df
= inf{v > u : |(T (Λv) + g(v))− (T (Λu) + g(u))| ≥ 2c2}.
By the strong Markov property applied at T (ΛW ) we have P
x0
h (AW | W < ∞) >
1− c2. Since Au ∩{W <∞}∩AW = ∅, it follows that P
x0
h (AW ∩{W <∞}) < c2,
and hence P x0h (W < ∞) < c2/(1 − c2). This proves the Lemma, since we may
assume that c2 > 0 is arbitrarily small by choosing u sufficiently large. 
We now make some general observations about parabolic Martin boundaries.
Let D be a domain. For φ a parabolic function on D˙, and v < 0, define
φv(x, t)
df
= φ(x, t+ v).
Then φv is also parabolic. Moreover, if φ is minimal then φv is either minimal or
φv ≡ 0 (see Doob (1984) 1.XV.17).
(3.8) Lemma. Let D be a domain. Let φ be parabolic on D˙, and let v < 0. Then
the laws of X under P x,tφv and P
x,t+v
φ are the same.
Proof. It suffices to show that P x,tφv (A) = P
x,t+v
φ (A), for A an event of the form
{X(t1) ∈ A1, . . . , X(tn) ∈ An}, where t1 < t2 < · · · < tn. But
P x,tφv (A) =
1
φv(x, t)
Ex,t[1Aφv(Xtn , τtn)]
=
1
φ(x, t+ v)
Ex,t[1Aφ(Xtn , τtn + v)]
=
1
φ(x, t+ v)
Ex,t+v[1Aφ(Xtn , τtn)] = P
x,t+v
φ (A). 
Now, if (yk, tk) ∈ D˙, (yk, tk)→ z ∈ ∂
MD˙, and each tk < v, then
K˙((x, t), (yk, tk − v)) =
pDt−tk+v(x, yk)
pD−tk+v(x0, yk)
=
pDt−tk+v(x, yk)
pD−tk(x0, yk)
·
pD−tk(x0, yk)
pD−tk+v(x0, yk)
→
K˙((x, t+ v), z)
K˙((x0, v), z)
.
Thus, provided K˙((x0, v), z) > 0, it follows that (yk, tk − v) converges in D˙
M to a
point Φvz ∈ ∂
MD˙ with
(3.9) K˙( · ,Φvz) =
K˙v( · , z)
K˙v((x0, 0), z)
.
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Of course, it may happen that Φvz = z. Note also that
(3.10) K˙((x0, 0),Φvz) = 1,
so that Φvz is a minimal point, if and only if K˙v( · , z) is a minimal function.
It would simplify several future arguments, if the map Φv could be defined for
v > 0 as well. A natural way of doing this would be to set
φv(x, t)
df
=
{
φ(x, t+ v), t+ v ≤ 0∫
pDt+v(x, y)φ(y, 0)dy, t+ v > 0.
The obstacle to this approach is that in general, this integral need not converge.
The following result is well known. See, for example, Theorems C and E of
Aronson (1968).
(3.11) Lemma. Let D be a domain, and let A ⊂ D˙ be compact.
(i) Let ε > 0 and M < ∞. There exists a δ > 0 such that if u is parabolic on
D˙ and u ≤M , then |u(z)− u(z′)| < ε whenever z, z′ ∈ A and |z − z′| < δ.
(ii) Let x ∈ D. There exists an M < ∞ such that if u is parabolic on D˙, and
u(x, 0) ≤ 1, then u ≤M on A.
(3.12) Lemma. Let D be a domain. Suppose that (yk, tk) ∈ D˙ converge to some
z ∈ ∂MD˙, and that ak → 0. Let (x, t) ∈ D˙ (so that, in particular, t < 0) and
suppose that K˙((x, t), z) > 0. Then
(3.13)
pDt−tk(x, yk)
pDt−tk−ak(x, yk)
→ 1
as k →∞. Moreover,
(3.14) (yk, tk + ak − t)→ Φtz.
Proof. If K˙((x, t), z) > 0, then the K˙((x, t), (yk, tk)) are bounded away from 0.
Since K˙((x0, 0), (yk, tk)) = 1, (ii) of Lemma 3.11 shows that the K˙( · , (yk, tk)) are
uniformly bounded, on a suitable neighbourhood of (x, t). Applying (i) of Lemma
3.11 on this neighbourhood shows that
pDt−tk(x, yk)
pDt−tk−ak(x, yk)
=
K˙((x, t), (yk, tk))
K˙((x, t− ak), (yk, tk))
→ 1,
as k →∞, showing (3.13).
To prove (3.14), we must show that
lim
k→∞
K˙((x, s), (yk, tk + ak − t)) = lim
k→∞
K˙((x, s), (yk, tk − t))
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for every (x, s) ∈ D˙. But as before,
K˙((x, s),(yk, tk + ak − t)) =
ps+t−tk−ak(x, yk)
pt−tk−ak(x0, yk)
=
K˙((x, s+ t− ak), (yk, tk))
K˙((x0, t− ak), (yk, tk))
→
K˙((x, s+ t), z)
K˙((x0, t), z)
= K˙((x, s),Φtz). 
(3.15) Lemma. Assume that f(u) → 0 as u → ∞. Let (zk, tk) ∈ D˙f converge
to z ∈ ∂MD˙f , and suppose that K˙((x, t), z) > 0 for every (x, t) ∈ D˙f . If yk ∈ Df
and zdk = y
d
k for each k, then for some c1 <∞ and c2 > 0, and for every q < 0 and
(x, t) ∈ D˙f ,
lim sup
k→∞
K˙((x, t), (yk, tk − q)) ≤ c1K˙((x, t),Φqz),(3.16)
lim inf
k→∞
K˙((x, t), (yk, tk − q)) ≥ c2K˙((x, t),Φqz).(3.17)
Proof. Let r0 > 0 be so small that for each w ∈ ∂Df , the set ∂Df∩B(w, r0f(w
d)) is
the graph of a Lipschitz function F , with Lipschitz constant λ0 in some orthonormal
coordinate system CSw. Let the coordinates of x in CSw be (xˆ, x
′), so that
Df ∩B(w, r0f(w
d)) = {(xˆ, x′) : x′ > F (xˆ)} ∩B(w, r0f(w
d)).
Let
Ψr(w, s) = {(x, t) ∈ D˙f : |x− w| < r, |s− t| < r
2},
Ar(w) = (wˆ, w
′ + r) in CSw.
We fix a suitable s¯ < 0 and apply Theorem 1.6 of Fabes et al. (1986) to some
Ψr/8(w, s¯), to see that if x1, x2 ∈ Df , w ∈ ∂Df , r < r0f(w
d)/2, s, s′ < s¯ and
y ∈ B(w, r/8), then
(3.18)
p
Df
−s (x2, y)
p
Df
−s′(x1, y)
=
G˙D˙f ((y, s¯), (x2, s¯+ s))
G˙D˙f ((y, s¯), (x1, s¯+ s
′))
≤ c1
G˙D˙f ((Ar(w), s¯+ 2r
2), (x2, s¯+ s))
G˙D˙f ((Ar(w), s¯− 2r
2), (x1, s¯+ s′))
= c1
p
Df
−s+2r2(x2, Ar(w))
p
Df
−s′−2r2(x1, Ar(w))
.
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Note that, although Theorem 1.6 of Fabes et al. (1986) would in principle allow
the above constant c1 to depend on f(w
d), in fact a scaling argument shows that
it does not.
Fix (x, t) ∈ D˙f and q < 0. Let M =
⋃
w∈∂Df
B(w, r0f(w
d)/32). If yk ∈ M ,
choose w so that yk ∈ B(w, r/8), where r = r0f(w
d)/4. With this choice of r, set
y¯k = Ar(w), ak = 2r
2.
If yk /∈M , set
y¯k = yk, ak = 0.
The assumption that K˙((x, t), z) > 0 for every (x, t) ∈ D˙f easily implies that
tk → −∞. By (3.18),
(3.19)
p
Df
t+q−tk
(x, yk)
p
Df
q−tk
(x0, yk)
≤ c1
p
Df
t+q−tk+ak
(x, y¯k)
p
Df
q−tk−ak
(x0, y¯k)
,
for k so large that tk − t− q < s¯.
Let bk = f
2(zdk). A precise version of the parabolic Harnack principle (see
Theorem 0.2 of Fabes et al. (1986)) implies that for k large and for every v ∈ Df
with |vd − zdk | < f(z
d
k) and v /∈M , we have
(3.20)
p
Df
t+q−tk+ak
(x, y¯k)
p
Df
q−tk−ak
(x0, y¯k)
≤ c2
p
Df
t+q−tk+ak+bk
(x, v)
p
Df
q−tk−ak−bk
(x0, v)
.
As above, take z¯k equal to either zk (if zk /∈M), or an Ar(w) (if zk ∈ B(w, r/8),
where r = r0f(w
d)/4). Take dk equal to 0 or 2r
2 respectively. Therefore
(3.21)
p
Df
t+q−tk+ak+bk
(x, z¯k)
p
Df
q−tk−ak−bk
(x0, z¯k)
≤ c1
p
Df
t+q−tk+ak+bk+dk
(x, zk)
p
Df
q−tk−ak−bk−dk
(x0, zk)
,
for k large, as before. Since q < 0, ak → 0, bk → 0, and dk → 0, it follows from
(3.13) that
lim
k→∞
p
Df
t+q−tk+ak+bk+dk
(x, zk)
p
Df
q−tk−ak−bk−dk
(x0, zk)
= lim
k→∞
p
Df
t+q−tk
(x, zk)
p
Df
q−tk
(x0, zk)
= lim
k→∞
K˙((x, t), (zk, tk − q)) = K˙((x, t),Φqz).
Thus, taking v = z¯k, it follows from this and (3.19)-(3.21) that
lim sup
k→∞
K˙((x, t), (yk, tk − q)) = lim sup
k→∞
p
Df
t+q−tk
(x, yk)
p
Df
q−tk
(x0, yk)
≤ c3K˙((x, t),Φqz)
as well, proving (3.16). The argument for (3.17) is similar. 
We may improve upon the conclusion of Lemma 3.15, by assuming that z is
minimal:
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(3.22) Lemma. Assume that f(u)→ 0 as u→∞. Let (zk, tk) ∈ D˙f converge to
minimal point z ∈ ∂M0 D˙f , and suppose that K˙((x, t), z) > 0 for every (x, t) ∈ D˙f .
If yk ∈ Df satisfy z
d
k = y
d
k for each k, and qk → q < 0, then (yk, tk − qk) → Φqz.
That is,
lim
k→∞
K˙((x, t), (yk, tk − qk)) = K˙((x, t),Φqz)
for every (x, t) ∈ D˙f .
Proof. We first consider the limit of (yk, tk − q). If w is any limit point of this
sequence, then by (3.16) we have that
K˙( · , w) ≤ c1K˙( · ,Φqz).
By minimality of z (and hence Φqz), in fact
K˙( · , w) = cK˙( · ,Φqz)
for some c <∞. By (3.17) we must have c > 0, so w 6= 0˙.
Let ki be a subsequence along which (yki , tki − q)→ w. By passing to a further
subsequence, if necessary, we may also ensure that (yki , tki−q/2) converges to some
w′ 6= 0˙. Then w = Φq/2w
′, so by (3.10),
K˙((x0, 0), w) = 1 = K˙((x0, 0),Φqz).
Thus c = 1, and so w = z. Since Φqz is the only limit point of (yk, tk−q), it follows
that the sequence itself converges to Φqz.
Similarly, (yk, tk − q/2) → Φq/2z. Since Φqz = Φq/2(Φq/2z), we may set ak =
q−qk, and apply (3.14) (with t = q/2), to obtain in addition that (yk, tk−qk)→ Φqz,
as required. 
Proof of Theorem 1.3.
(i) Assume either (a) or (b) of (i) of the Theorem, and recall that this implies
that f(u)→ 0 as u→∞.
Let Hs denote the set of points z of the minimal Martin boundary ∂
M
0 D˙f , such
that g(u)− τ(Λu)→ s, P
x0,0
z -a.s. Set H =
⋃
s∈RHs. Recall that if φ is a minimal
parabolic function, then the tail σ-field of every φ-transform of space-time Brownian
motion is trivial. By Lemma (3.1), the random variable limu→∞ g(u) − τ(Λu) is
well defined P x0h -a.s. It is clearly measurable with respect to the tail σ-field of X˙t,
and so
h(x) =
∫
H
K˙( · , z)µ(dz),
for some measure µ concentrated on H. In particular, it follows that Hs is non-
empty, for some s ∈ R. We will work towards proving that, in fact,
(3.23) every Hs consists of a single point,
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namely the zs of (A).
In fact, the conclusion of (B) will follow immediately from (3.23), since Hs1 and
Hs2 are disjoint if s1 6= s2.
For z ∈ Hs, we have that g(u) − τ(Λu) → s, P
x0,0
z -a.s. A standard argument
now shows that the same is true P x,tz -a.s., for every (x, t) ∈ D˙f . Thus (D) will also
follow immediately, once (3.23) is proven.
(ii) It is a routine matter to prove that if
(3.24) P x0,0h
(
lim
u→∞
(g(u)− τ(Λu)) ∈ (s1, s2)
)
> 0
then for every s3 ∈ R,
P x0,0h
(
lim
u→∞
(g(u)− τ(Λu)) ∈ (s1 + s3, s2 + s3)
)
> 0.
Hence, (3.24) holds for all −∞ < s1 < s2 <∞. Therefore
µ

 ⋃
s∈(s1,s2)
Hs

 > 0,
for every such s1, s2. This will establish (C). Moreover, it shows that
(3.25) ∃ {sk}k≥1 such that lim
k→∞
sk =∞ and for every k, Hsk 6= ∅.
If φ = K˙( · , z), where z ∈ Hs, and v < 0, then by Lemma 3.8,
1 = P x,t+vφ (g(u)− τ(Λu)→ s) = P
x,t+v
φ (g(u) + T (Λu)− t− v → s)
= P x,tφv (g(u) + T (Λu)− t− v → s) = P
x,t
φv
(g(u)− τ(Λu)→ s+ v).
That is, the pole of φv belongs to Hs+v. Thus, Φv maps Hs into Hs+v. Appealing
to (3.25), we conclude that Hs is nonempty, for every s ∈ R.
(iii) Let s ∈ R, and pick z ∈ Hs. For any sequence uk → ∞, we may set yk =
X(T (Λuk)), and tk = τ(Λuk). Because X˙(T (Λuk)) → z in the Martin topology,
P x,0z -a.s., it follows that we have constructed a sequence (yk, tk) → z as in part
(A), with sk
df
= g(ydk)− tk → s.
Next we will show that Hs consists of a single point, for each s. Suppose to
the contrary that z, z˜ ∈ Hs for some s. It is easy to see that we must have
Φs′−sz 6= Φs′−sz˜ for some s
′ < s. Fix any sequence uk →∞. Consider any sequence
(yk, tk) → z, with g(y
d
k) − tk → s and y
d
k = uk, constructed as in the previous
paragraph. Let (y˜k, t˜k) be the analogous sequence with (y˜k, t˜k) → z˜, y˜
d
k = uk and
g(y˜dk) − t˜k → s. Note that tk − t˜k → 0 because y
d
k = y˜
d
k = uk, g(y
d
k) − tk → s,
and g(y˜dk) − t˜k → s. Lemma 3.22 implies that (yk, tk + s − s
′) → Φs′−sz. But it
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also implies that (yk, tk + s − s
′) → Φs′−sz˜, because y
d
k = y˜
d
k and tk − t˜k → 0.
This contradicts the fact that Φs′−sz 6= Φs′−sz˜ and so it proves our claim, and
establishes (3.23).
Now let rk → s, and consider any sequence xk such that x
d
k → ∞. Our goal is
to show that (xk, g(x
d
k)− rk)→ z, where z is the only element of Hs. Set uk = x
d
k,
and this time choose s′ > s. Let z′ be the element of Hs′ . Note that Φs−s′z
′ = z.
By the argument of the first paragraph of (iii), we may choose (yk, t
′
k) → z
′ with
ydk = uk = x
d
k and g(y
d
k)− t
′
k → s
′. Since t′k− [g(x
d
k)− rk]→ −s
′+ s, we may apply
Lemma 3.22 and obtain that
(xk, g(x
d
k)− rk)→ Φs−s′z
′ = z.
This finishes the proof of (A). Thus, part (i) of Theorem 1.3 is proven.
(iv) Turning to part (ii) of Theorem 1.3, suppose that
∫∞
u
f3(v)dv = ∞ for all
u < ∞. We also assume, as it simplifies the proof, that f(u) → 0 as u → ∞. At
the end we will sketch out how to extend the argument to the general case, that
lim supu→∞ f(u) <∞.
We use a coupling argument. Fix x1, x2 ∈ Df , and s ≤ 0. Let X1 and X2 be
independent processes, under a probability measure P , with the same distributions
as X under P x1,sh and P
x2,s
h respectively. Thus, X˙1(t) = (X1(t), τt) and X˙2(t) =
(X2(t), τt) are versions of X˙, where τ(t) = s− t. Define
W = inf{t > 0 : Xd1 (t) = X
d
2 (t)}.
We will show that
(3.26) P (W <∞) = 1.
Write Tj(Λu) for the hitting time of Λu by Xj . We may assume, without loss of
generality, that xd1 ≤ x
d
2. Set u0 = x
d
2 + f(x
d
2), Yj = Tj(Λu0) and Zj = Tj(Λu) −
Tj(Λu0), where the value of u will be chosen later. A standard application of the
boundary Harnack principle 2.2 shows that the Radon-Nikodym derivative of the
hitting distributions of Λu0 under P
y1
h and P
y2
h is bounded below by c1 > 0 for all
y1, y2 ∈ Λxd
2
.
Let c2 be so large that
(3.27) P (Y1 − Y2 ≥ c2) < c1/16.
Use Theorem (1.6) (v) to find u so large that for every v ∈ R we have
(3.28) P (Z2 ∈ (v, v + c2)) < c1/8.
Let v1 be the median of Z1, in other words,
(3.29) P (Z1 ≤ v1) ≥ 1/2, P (Z1 ≥ v1) ≥ 1/2.
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By applying the strong Markov property at T (Λu0), and by our choice of c1, we have
P (Z2 ≥ v1) ≥ c1/2. Now we use (3.28) to obtain that P (Z2 ≥ v1 + c2) ≥ 3c1/8.
This, (3.29) and the independence of Z1 and Z2 show that
P (Z2 − Z1 ≥ c2) ≥ P (Z1 ≤ v1, Z2 ≥ v1 + c2) ≥ 3c1/16.
Inequality (3.27) now implies that
(3.30)
P (T1(Λu) < T2(Λu)) = P (Y1 + Z1 < Y2 + Z2)
≥ P (Y1 − Y2 < c2 ≤ Z2 − Z1)
≥ P (Z2 − Z1 ≥ c2)− P (Y1 − Y2 ≥ c2) ≥ c1/8.
Let V 0j = xj , τ
0 = s, T 1 = max(T1(Λu), T2(Λu)), τ
1 = τ(T 1), V 1j = X(Tj(Λu)),
U1 = u. Repeat the above argument, starting from (V 1j , τ
1) in place of (V 0j , τ
0),
and ensuring that U2 is chosen so large that each Tj(ΛU2) > T
1. Then continue
this procedure inductively, to obtain sequences of random variables V kj , T
k, τk, and
Uk. By the strong Markov property, (3.30) becomes that
P (T1(ΛUk+1) < T2(ΛUk+1) | FTk) ≥ c1/8,
where Ft is the filtration of (X1(t), X2(t)). It follows that an infinite number of
these events will occur, P -a.s. The same is true when the roles of X1 and X2 are
reversed. Thus (3.26) holds.
(v) According to (3.26), used repeatedly, there are points (xj,k, tk) on the paths
of X˙j such that x
d
1,k = x
d
2,k →∞. Using Lemma 3.22, as in the argument of section
(iii) above, we get that (x1,k, tk) and (x2,k, tk) have the same limit in ∂
M
0 D˙f . Thus,
the limits of X˙1(t) and X˙2(t) in ∂
M
0 D˙f , as t → ∞, are the same. Since X˙1 and
X˙2 are independent, the measure µ such that h(x) =
∫
∂M
0
D˙f
K˙((x, 0), z)µ(dz) must
actually be supported on a singleton. That is, h must be minimal as a parabolic
function.
It is the use of Lemma 3.22 that requires the assumption that f(u)→ 0. If only
lim supu→∞ f(u) <∞, we modify the argument as follows. For any ε > 0,
(3.31) P x,th (X(f((x
d)2)) ∈ B((0, . . . , 0, x+ f(xd)), εf(xd))) ≥ c(ε) > 0,
for every (x, t) ∈ D˙f . Let
Wε
df
= inf{t > 0 : Xd1 (t), X
d
2 (t) ∈ B((0, . . . , 0, u+ f(u)), εf(u)) for some u}.
Applying (3.31) to x = Xj(W ) and using another iterative argument, one can show
that P (Wε < ∞) = 1 for every ε > 0. Taking a sequence εk → 0, this now gives
sequences (xj,k, tk) on the paths of X˙j, such that
xj,k ∈ B((0, . . . , 0, uk + f(uk), εkf(uk)),
where uk →∞. An argument as in the proof of Lemmas 3.15 and 3.22 now shows
that the (x1,k, tk) and (x2,k, tk) have the same limit in ∂
M
0 D˙f . As before, this shows
that h is parabolically minimal. 
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