A systematic development is presented of a strong-field method for photoionization of atoms and molecules. The strong-field requirement demands a relativistic treatment. A Dirac theory is developed. The exact S matrix is expanded on the premise that the plane-wave field is stronger than the binding of the atom or molecule. The leading term of this expansion is the strong-field approximation. This general method is applied to photoionization from the ground state of a Dirac hydrogenic atom by circularly polarized monochromatic radiation. Numerical examples show that relativistic effects should be discernible with present-day pulsed lasers. The nonrelativistic limit is exactly one of the standard forms of the Keldysh or Keldysh-Faisal-Reiss approximation.
INTRODUCTION
It is known", 2 from the classical theory of the interaction of a charged particle with a plane-wave electromagnetic field that relativistic behavior will occur at sufficiently high field strength, even if the initial conditions of the particle would appear to be entirely nonrelativistic. This suggests that a relativistic treatment should be necessary for the description of the photoionization of atoms or molecules by extremely strong fields, since the final state of the electron has free-particle character. Another line of argument that leads to the same conclusion is that some of the present-day lasers employed in photoionization experiments can create electromagnetic ponderomotive potential energies that are greatly in excess of the Coulomb binding energy of the atom. Since the plane-wave electromagnetic field of the laser is then dominant, and this plane-wave field is inherently Lorentz invariant, then that symmetry will be imposed upon the entire problem. One must use a fully relativistic treatment to have a reliable strong-field method. Even without the strong fields, a relativistic formulation permits the examination of the conditions under which nonrelativistic approximations are justifiable.
The inference that a fundamental description of atomic photoionization should be relativistic receives direct support from my recent research 3 exploring the foundations of the Keldysh 4 or Keldysh-Faisal-Reiss4- 6 (KFR) theories of ionization. Two of these methods 4 6 use Volkov solutions, which are exact quantum-mechanical solutions for a free charged particle in a plane-wave electromagnetic field, and such solutions exist only in the relativistic case. The statement is sometimes made that nonrelativistic dipole-approximation Volkov solutions exist. However, the dipole approximation cannot be employed for a free particle, for which a solution applicable over many wavelengths is mandatory. The removal of the dipole approximation, then, precludes the presumed nonrelativistic Volkov solution. To justify rigorously the nonrelativistic Keldysh-like theories, it is necessary to start with a formulation of the problem in a fully relativistic framework. When the true (i.e., relativistic) Volkov solution is incorporated into a transition matrix element along with a bound-state wave function, one can then proceed consistently to a nonrelativistic and electric-dipoleapproximation limit. It has been found possible 3 in this fashion to confirm the nonrelativistic Keldysh-like theory of Ref. 6 (although not the original version 4 
of the Keldysh theory).
It is important in a strong-field theory of ionization to avoid the use of a perturbative treatment of the field. An exact S-matrix formalism 3 ' 6 ' 7 previously employed is rederived in the context of a Dirac theory and taken as the starting point in this investigation. The basic practical problem in the application of this S matrix is the presence of a state that contains the full effects of both the binding potential and the applied field. It is possible with present technology to achieve applied fields (as measured by the ponderomotive potential) many orders of magnitude in excess of the atomic binding energy. In recognition of this application, a strong-field expansion of this complete state is expressed, in which the laser field is retained exactly and the binding potential is represented by an iterative solution. The leading term of this expansion, when employed in the Smatrix formalism, is viewed as the strong-field approximation (SFA), and further results are developed in this SFA context.
Though quite rigorous in its formulation, the SFA is analytically demanding in application, and so the sample application developed here employs some important restrictions. In this paper the method is used for photoionization from a hydrogenic 1S state by circularly polarized radiation in a long pulse, so that the monochromatic assumption can be applied. None of these restrictions is fundamental. In principle, any initial bound state can be used, and even multiparticle states could be employed. The basic restriction is that one must have a Dirac relativistic wave function for the purpose, and in practice that limits one to hydrogenic initial states-though not just to the iS state. The circular polarization and monochromatic limitations are both removable by procedures that are obvious in principle and laborious in practice.
Reduction of the SFA to the nonrelativistic limit requires some comment. It is this limit that is most useful in practice, and the full relativistic machinery is generally not required. Nevertheless, the fully general relativistic development is unambiguous and rigorous. It thus serves to provide corresponding rigor to the nonrelativistic limit that follows from it. It is found here that the nonrelativistic reduction can be accomplished for the specific application described above. This application is more limited than the spinless (Klein-Gordon) relativistic formulation. 3 For the spinless formulation, it can be established in complete generality (i.e., with no restriction to particular atomic state, polarization state of the field, or limitation to monochromatic field) that the nonrelativistic limit of the fully relativistic SFA is exactly my form 6 of the Keldysh or KFR4-6 theory. The Keldysh 4 and Faisal 5 forms of the theory are not covered by the present investigation, since they involve procedures that are outside the scope of the SFA. The SFA itself requires no more than the presumption that the applied field is stronger than the binding potential.
DIRAC TRANSITION RATE
Relativistic terminology will be used with the notation and conventions given by Bjorken and Drell. 8 The starting point is the Dirac S matrix in the timereversed or prior form, derived in Appendix A in the form given by Eq. (A20), (2.6) where GF(x', x) is the adjoint Green's function, given by
GFt satisfies anti-Feynman boundary conditions, i.e., it propagates solutions in the opposite direction to GE, which is why the order of the arguments is reversed in GF as compared to G . (Note also the difference in notation between here and Ref. 9 . In Sec. V of Ref. 9, 0 is directly the Dirac Volkov Green's function, whereas here GF is the adjoint function.)
The first term on the right-hand side of Eq. (2.6) is the SFA:
The second term on the right-hand side of Eq. (2.6) gives the correction terms to the SFA. It directly contains a factor of V, and when the function I is further expanded in a series of successive approximations in Eq. (2.4), there will be a series of terms of successively higher powers in V arising from the second term in Eq. (2.6). However, the SFA term is not just a lowest-order perturbation in V in the usual sense of perturbation theory, since the function 4'i in Eq. (2.8) contains Vto all orders. In a conventional perturbation expansion, the quantity considered to be the perturbation appears linearly in the first term, quadratically in the second, and so on. That is not the pattern here, and the reason is that the expansion of Eq. (2.4) in V is an expansion in terms of an interaction that is different from that which causes the transition (i.e., eAz). Equation (2.8) will be used as the basis for all further development. For a relativistic hydrogenic atom, the explicit 4' solutions are given by Bethe and Salpeter.1 0 The Volkov solution is
where V, as it appears here in the normalization factor, is the normalization volume (and not the potential V used above), E is the relativistic energy (the time part of the four-momentum pA), k is the propagation four-vector of the field, the four-vector potential A is a function only of k * x, and u is the free-particle spinor that satisfies (yypA, -m) u = 0. The field may be any wave packet of unidirectional plane waves. The Volkov solution given in Eq. (2.9) satisfies the boundary conditions stated in Eq. (A2), i.e., it reduces to a simple freeparticle solution at k * x -+X. The *F(+) Volkov solution is the same as that of Eq. (2.9), except that +i Sf, is replaced by -i f'hX in the argument of the exponential, so that TF (+) reduces to a free particle solution at k x -a. The passage from the S matrix of Eq. (2.8) to a final total transition rate is accomplished in a standard, albeit tedious, fashion. Rather than review the general procedure here, I demonstrated it by explicit example in the next section.
S HYDROGENIC ATOM IN CIRCULARLY POLARIZED RADIATION
Practical application will now be made of the SFA developed above. The field will be taken to be monochromatic. Effectively, that means that the wave packet constituting the field should be much longer than approximately ten times the wavelength. 6 It will also be considered to be circularly polarized, since that simplifies the mathematical analysis. The same motivation of simplified analysis leads to the choice of a S hydrogenic state for the initial state of the atom.
A. Preliminaries A circularly polarized monochromatic field is describable by the explicitly real four-vector potential
where k is the propagation four-vector and the polarization vector e is
The notation is that xl and x2 are unit vectors, and so the wave propagates in the direction of X3 with right-handed circular polarization for the upper sign in Eq. (3.2) and lefthanded polarization for the lower sign. The Volkov solution of Eq. (2.9) then becomes
where it is no longer necessary to distinguish between T(+) and (-) in the monochromatic case and where and are given by
As implicitly defined by the conventions of Eq. (3.2), the axis of spherical polar coordinates is given by the direction of k, the three-vector part of Ken; 0, will be used as spherical angular coordinates of the position vector r in that system. The angles 0, 4' in Eq. 
where Z is the nuclear charge, cf is the fine-structure constant, and y and the normalization constant C are given by
Abbreviated notation will now be useful. The Volkov state and its adjoint will be written as
using the standard 8 Feynman slash notation that
and where Eq. (3.9) follows from the transversality condition
The function f(x) in the exponents of Eqs. (3.8) and (3.9) is
The bound state will be written as
where A't and b share the same g(r) but have different spinor parts x t and xI as given by Eqs. (3.5) and (3.6).
B. Squared Transition Amplitude
The absolute square of the transition amplitude is
where primes on the quantities A', ' mean that they are functions of x', whereas the unprimed 4, x are functions of x. The transition rates measured in the laboratory arise from unpolarized initial states, with no measurement of the spin of the photoelectron. It is therefore appropriate to average over initial spin states and sum over final spin states. When the sum over final state spins is taken, the spinor part of Eq. (3.14) (the last line) is of the form raUo(Sf)a(sf) = ra,(" + )= An average over initial spin introduces a factor of 1/2, so the sum over final spin and average over initial spin of the squared transition amplitude, now designated by J, is
Ilspin sum, aver
in terms of the in of Eq. (3.4). All this leads to (3.22) given by
The quantity Z is an operator in the Dirac matrix space. It is written explicitly in Appendix B as a square matrix. For evaluation of the trace that appears in Eq. (3.17), it is convenient to expand z into a series of standard gamma matrices and independent products thereof. The Dirac matrix space is spanned by 16 matrices, which can be written as 
The trace of the product of any odd number of gamma matrices vanishes, which serves to simplify T. Also, simplification comes from the reduction 
C. Extraction of a Common Delta Function
The transition rate following from TB will be developed explicitly in order to illustrate the general procedure. The TA and Tc contributions will then be stated briefly, and the total transition rate is finally obtained.
The components of AA in Eq. (3.24) are expressed in terms of the constituent exponentials with the help of Eqs. (3.1) and (3.2), to put Eq. (3.24) into the form TB = 2 2 eau7iw(Cleikhx + C 2 e-ikx + C 3 eik-x' + C 4 e-ikx'). (3.27) This is to be incorporated into that part of J of Eq. (3.17) that arises from TB, which will be denoted YB. To proceed beyondthat point, energy delta functions will have to be extracted. To accomplish that requires that the f(x) func-tions defined in Eq. (3.12) be given explicit expression. This yields
The trigonometric terms in the exponential of Eq. (3.28) expand as
(3.30) It is now possible to separate the terms in the exponential function into temporal and spatial parts as a prelude to the extraction of energy-conserving delta functions. JB is now That part of the C 1 term containing the integrals over t and t', the Bessel functions, and the factor exp[=i(n -j)4'] gives Cl: (27r)
(3.34)
The two delta functions must have the same argument for a nonzero result, which requires that j = n -1. It is desired eventually to extract a delta function from each of the terms that contains the uniform argument -nw, which then suggests a shift in the origin of the summation over n (which extends from --to + -) so that n -1 -n. The factor in expression (3.34) then converts to
The expression corresponding to expression (3.34) for the C 2 term is
This requires j = n + 1, and it is then expedient to shift the origin of the n sum such that n + 1 -n. Expression (3.36) then yields C 2 : 2ir6(0)2rr6(6 -nw)J.Jnee.
(3.37)
For C 3 , one has
which, with j = n -1, gives
Finally, the C 4 case is
and, when j = n + 1 is used,
The transition probability per unit time is found from
This expression can be used in combination with the standard device that the 27rb(0) expressions in expressions (3.35), (3.37), (3.39), (3.41) can be written as integral representations within the time limits -T/2 to T/2, in which case 27r6(0) can be replaced by T. The limit expressed in Eq. (3.42), along with Eq. (3.31) for B, leads to where 
F. Energy Conservation
The energy conservation condition that follows from 6 -nw) has subtle features that are worthy of special attention. When E, EB, p, and are all expressed in units of m, the energy conservation condition given by & = n is This is clearly an implicit expression for E, since both E and p = (E 2 -1)1/2 appear in the last term on the right-hand side of Eq. (3.69). To give an explicit analytical statement of the energy conservation condition requires the solution of a difficult quartic equation. In practice Eq. (3.69) is solved numerically as a function of n and 0. The dependence of Eq. (3.69) on the angle 0 means that the possibility exists that, for a particular value of n, energy conservation can be satisfied for some directions of emission but not for others. Dependence on both n and 0 also means that, for example, a threshold value of n that may exist at some 0 will be shifted at other angles, where the threshold is the minimum n for which E 2 1. These situations generally do not occur until very large values of z are present, but they can indeed happen, and provision must be made for this in computational work.
G. Applicability
The limitations inherent in Eq. (3.67) will be summarized here. Equation (3.67) refers to circular polarization, to the monochromatic case, and to the SFA. Two limitations are inherent in the monochromatic assumption: the laser pulse must be at least of the order of ten periods in length, 6 and the physically measured photoelectron energy will be greater than that found from the energy delta function by the amount of the ponderomotive potential. That is because the delta function refers to the photodetached electron in the presence of the field, and the ponderomotive potential of the electron in the field is transformed to kinetic energy when it departs from the field."",1 2 The SFA limitations are also twofold. There must be no near resonances with bound states in the course of ionization, and the field should be strong enough to dominate the atomic potential. The resonance problem tends to disappear at fields strong enough for relativistic effects to appear, since bound states become very field broadened and shifted. The matter of field dominance is most easily appraised from the point of view of comparing the final energy of the photoionized electron (after having absorbed numerous photons from the field) with the binding energy of the atom. For circular polarization, it is known that there are dynamical reasons for suppression of the energetically allowed lowest-order peaks, 
NONRELATIVISTIC LIMIT
The first remark that must be made about the nonrelativistic limit of the above transition rate is that a large-component-small-component analysis will not be successful. It is customary, in taking nonrelativistic limits, to identify those combinations of Dirac matrices and state spinors that will make contributions to the limit and those that will not. In the present problem all components contribute to the limit when (p/m) < 1. There is an important qualitative reason for this. The method developed here is a strong-field theory. In this theory, the plane-wave electromagnetic field is the dominant influence. This field is inherently Lorentz invariant, and hence that symmetry governs the entire problem. There are no large components or small componentsall components are equally important.
The above conclusions do not mean that there is no nonrelativistic limit. On the contrary, the nonrelativistic limit exists, and it is exactly that limit that has been previously stated. 3 6 This is important, since most present-day applications are such that the nonrelativistic results are entirely adequate and appropriate.
Certain of the basic quantities previously defined will now have their nonrelativistic limits stated for use below. Most follow simply from (p/m) < (4.14)
The square of the sum of the Bessel functions gives the square of 2n/t, so that combining relations (4.8) and (4.14) gives
Other necessary limits are A. Photoelectron Spectra Figure 1 illustrates the spectrum of the photoelectron energies from the ionization of 1S hydrogen by 10.6-Am radiation of 1.1 X 1014 W/cm 2 (z = 104). Notice the very large photon orders involved. Threshold is at 10,117 photons for this particular case, but the peak of the spectrum occurs at values in excess of 2 X 104. This corresponds to the absorption of more than 2 keV of energy from laser photons that carry only 0.12 eV each. This is above-threshold ionization on a large scale. Figure 2 is even more striking. At 1.1 X 1015 W/cm 2 (Z = 105), the peak of the spectrum occurs near 2 X 105 photons, or 20 keV. The effect of a change in wavelength is shown by comparison with Fig. 3 , which is plotted for 1.06 gm. As for 10.6-gum radiation at this same z value of 104, the peak of the 1.06-gm spectrum is at a photon order of 2 X 104, but this now corresponds to 20 keV. However, a laser energy flux of 1.1 X 1017 W/cm 2 is required at 1.06 Aim.
Finally, Fig. 4 gives the photoelectron spectrum from ionization by 0.248-gm radiation. A new feature occurs here. . This correspondence is no longer so close for 0.248 Am; both spectra are shown in Fig. 4 , with the relativistic case being somewhat larger in magnitude than the nonrelativistic. In each of the Figs. 1-4 , the peak of the spectral distribution occurs at approximately twice the value of the minimum photon order that is energetically permitted. Those parts of the spectra close to the threshold photon order have essentially zero amplitude. This is just a pronounced example of the type of behavior associated with circular polarization that was noted some time ago. 6 ' 13 " 4 B. Angular Distributions Angular distributions make it easier to distinguish between relativistic and nonrelativistic calculations, since the nonrelativistic distributions are always symmetrical about 90° and the relativistic distributions are displaced toward the forward direction. "Forward" here means the direction of propagation of the laser field, since circularly polarized light gives rise to distributions that are uniform in the azimuthal direction around k as axis. This forward peak displacement can be understood physically as the consequence of the accumulated momentum of the absorbed photons, as described in more detail below. Figures 5-8 show angular distributions for the same sets of conditions as Figs. 1-4 . The effect of increasing intensity is to narrow the distributions and cause a greater forward displacement in the relativistic peak. Longer wavelength also contributes somewhat to peak narrowing.
C. Qualitative Features of the Calculations
The main qualitative aspects of circular polarization numerical results can be understood quite simply. These features are as follows: (a) Nonrelativistic angular distributions peak in the waist direction, i.e., at = r/2. (b) The photoelectron spectra are smooth, symmetrical curves that peak at a photon order given by n 2z. (c) Relativistic angular distributions are shifted toward the forward direction relative to the nonrelativistic case. say that z >> eB and also n >> eB. Hence eB may be neglected, and the result is obtained that all spectra peak at n = 2z + EB -2z. Items (a) and (b) in the list of qualitative features are thus easily explained by the Bessel function behavior of the relation (4.18). Relativistic and nonrelativistic angular distributions are of almost identical shapes. They differ in that the relativistic distribution is shifted forward. The reason is that photon orders are so large that the absorbed photon momentum becomes important. This effect can be quantitatively estimated by noting that energy conservation conditions reflect the fact that an energy nco is absorbed from the photon field, of which an energy zco is required to provide the classical oscillatory motion' 2 of the particle in the field. This leaves (n -z)w for the directed kinetic energy of the photoelectron. The nonrelativistic result 0 = 7r/2 can be used to say that, to first approximation, all the photoelectron momentum is transverse and is given by There is, however, a relativistic forward momentum coming from the fact that (n -z) forward-directed photons contribute to the directed momentum of the photoelectron, or
The forward angular displacement of the peak is then
where the last result comes from the relation n 2z already discussed. An alternative expression for Ad comes from the connection zw/2m = zf/4, where zf is the well-known intensity parameter of relativistic free-electron multiphoton phys- Since relativistic and nonrelativistic spectra are almost the same, the nonrelativistic analytical form given in the relation (4.18) will be examined. For high intensity (z >> 1), the threshold photon order constraint n 2 z + EB means that the Bessel functions are of very large order. The relative magnitudes of order and argument are then very consequential, and it is Bessel function behavior that will dominate limit (4.18). The argument r [see limit (4.8)] of Jn is easily shown to always be less than n, so the relevant qualitative asymptotic form is J&) -(/2)n/n!.
(5.1) (More detailed asymptotic expressions are used in the computations.) This means that the magnitude of Jn will be greatest for the largest possible value of r and will fall off rapidly as r departs from that optimum value. From the expression (4.8), one finds immediately that the angular distribution will peak at 0 = ir/2 and will fall off symmetrically to both sides of that value. For any particular J&(r), that is, for any fixed n, the magnitude of r is maximal when 
THEORY OF GUO AND ABERG
In a recent paper, Guo and Abergl6 report results of an entirely independent theory of relativistic photoionization. They start from quantum electrodynamics, employ the Keldysh ansatz for their S matrix, use elliptical polarization, and proceed to the semiclassical theory by taking the limit of large photon numbers. A particularly interesting feature of their work is that they show a general reduction from their Dirac theory result to the nonrelativistic expressions employed by Bashkansky et al.1 7 The Bashkansky result, in turn, is the immediate generalization of the nonrelativistic circular/linear theory of Refs. 6, 14, and 15 to the case of elliptical polarization. There are obvious analytical similarities between the Guo-Aberg theory and that reported here, but the distinctions are sufficiently great, and the order in which the steps are performed are sufficiently different, that the correspondences are not straightforward to establish. There are no numerical examples in the Guo-Aberg paper with which to compare ours. The relationships between these two theories will be the subject of a later investigation.
COMMENTS
There are two main purposes to the research contained in this paper. The first is to derive with maximum directness a strong-field method that can be applied to ionization by extremely intense fields, including conditions leading to relativistic phenomena. The other is to achieve a rigorous and general formulation from which to derive nonrelativistic and electric-dipole-approximation limits without ambiguity.
The availability of a relativistic method is of less importance now than it will be shortly, with extremely intense lasers projected for the near future. It should be noted also that the formalism developed here has been applied only to the case of circular polarization, where both spectra and angular distributions of photoelectrons have far less structure than is the case with other polarizations. There may well be specific consequences other than the simple ones exhibited here.
The need for a rigorous formulation of a strong-field method has become important lately because of some controversy that has arisen about the meaning and validity of the Keldysh or KFR method. This controversy arises because of the formal manipulation and/or removal of A 2 terms in the theory, which has seemed justifiable to some authors. Even without a relativistic framework, one can show 3 on general S-matrix grounds that such removal is not justifiable. The relativistic formulation is absolutely unambiguous that such a step is not allowable. Removal of A 2 destroys both Lorentz and gauge invariance and removes a major contribution from the energy conservation condition. The nonrelativistic residuum of these A 2 terms is absolutely vital to the correct application of the theory.
A further remark is in order here about the genesis of KFR theories from the general formulation given here. It has been shown above that the nonrelativistic limit of the present formalism is identical to that presented in Ref. 6 . Because the Faisal theory 5 gives analytical forms that are the same as those of Ref. 6 , these results are also supported. However, the original Keldysh theory 4 employs the Goppert-Mayer or E r gauge. This can be made relativistic,' 8 but there are problems associated with working with a relativistic formalism in this gauge. More will be reported about this elsewhere, but the essence of the matter is that there is a coupling between the binding potential and field terms in the Goppert-Mayer gauge that does not occur in the radiation gauge. The consequence of this is that neglecting the binding-potential terms in the leading strong-field approximation then also discards some of the field terms. This does not happen in the present formalism. Hence the present work supports Ref. 6 but does not address the validity of Ref. 4 .
The present paper also does not constitute the foundation of the Faisal theory, 5 which shares the nonrelativistic limit with Ref. 6 . The Faisal method differs in a fundamental way from the present work and from Ref. 6 , which both involve Volkov solutions in a way that is closely analogous conceptually and analytically in the two works. By contrast, Faisal's theory uses a direct (as opposed to time-reversed) S matrix and then employs the assumptions that the initial field-interacting bound state can be represented by the space-translation approximations and that the final field-free state can be appropriately represented by a freeparticle state, as distinct from the Coulomb scattering state nominally required. It is not clear how this theory relates to the relativistic strong-field formalism.
APPENDIX A. DIRAC S MATRIX
The Dirac S matrix is derived directly here, starting from the standard premises of S-matrix theory and proceeding to a fully covariant formulation at the earliest opportunity. This not only gives a concise and rigorous derivation of the result but it also serves to verify that there is no limitation in any sense to a perturbation theory. The results are fully equivalent to those of Bjorken and Drell8 but are derived more generally and are also extended to the time-reversed form of the S matrix.
The fundamental definition of the S matrix is (Al)
for the time-reversed (or prior) form. In these expressions, T represents a state in full interaction with all potentials in the problem, whereas '1 is a state lacking only the potential causing the transition. Equation (Al) gives the amplitude that a completely interacting state that starts in the distant past as a pure noninteracting state bi will be in some different noninteracting state cIf at asymptotic positive time. The () superscripts on I represent the two different boundary conditions given by the second elements of Eqs.
(Al) and (A2). Since the noninteracting states will be presumed to be elements of a complete orthonormal set of states, then Eqs. (Al) and (A2) can be rewritten as (A3)
All the expressions above are entirely general. They will now be converted to Lorentz-covariant forms. Consider a four-dimensional space-time Minkowski space with origin at the event corresponding to the ionization to be described. Let Tf be a flat, constant-time surface at a large positive time, and let r be another such surface at large negative time. The surface -r will have its normal lying along the positive direction of the time axis; take the normal to ri to be in the negative direction of this axis. If the times corresponding to -rf and ri have the same absolute magnitude, then if will intersect the forward light cone from the origin in a hypercircle of the same radius as that with which Tr intersects the backward light cone from the origin. These two intersections can then be connected by a hypercircular-cylindrical surface ds, which has a spacelike normal everywhere, directed outward, away from the time axis. The union of these 
where 'I and P are the adjoint states as defined in Eq. (A7), which must be written to the left of the Dirac matrices y in recognition of the noncommuting nature of the Dirac algebra. The differential operation 0 , however, operates on T and A, so that 0" is written as dA to indicate the direction in which the differential operator acts. If Eq. (A12) for i(W) has the adjoint spinor state Of multiplied into it from the left, Eq. (A15) for 'ff acts on Ti(+) to the right, and these two expressions are then added, the result is 
