Abstract. In most hydrological systems, evapotranspiration (ET) and precipitation are the largest components of 9 the water balance, which are difficult to estimate, particularly over complex terrain. In recent decades, the 10 advent of remotely-sensed data based ET algorithms and distributed hydrological models has provided improved 
4
scales to identify the effects of input data and other drivers of ET estimation in the MOD16 and SWAT ET 84 algorithms.
86
While the MODIS evapotranspiration has been widely studied and compared to other methods, this is much less 87 the case for SWAT ET (Table 1) . Moreover, a graduated spatial scale comparison of both products is yet to be 
105
The model discretises a catchment into sub-catchments and further into hydrological response units (HRU), which 
128

Study Area
129
The study area is the Sixth Creek Catchment of South Australia, located in the western part of the Mount Lofty has an elevation range of 140 -625 mAHD (Fig. 3) . The land cover consists of 95% forestland with significant
141
Eucalyptus plantation and 5% pasture, shrubs and grasslands (Fig. 4b) . Most of the native vegetation is under 142 conservation. The climate is Mediterranean, with warm dry summers and cool wet winters, and is of the type
143
"Csb" according to the Köppen-Geiger classification.
145
The Sixth Creek Catchment's complex terrain plays a significant role in its hydrology, with highly localised (Fig. 3) .
148
Differences in annual rainfall of over 400 mm have been recorded between the two weather stations. model. This land cover map was preferred to the 500 m MOD12 land cover map (Fig. 4a) 
SWAT Model Setup and Calibration
177
The soil, land cover and DEM derived slope data were classified into classes and used to create unique HRU's.
178
The properties of each unique HRU determine how it responds to precipitation, and how different hydrological 
184
The SWAT model is calibrated by fitting simulated streamflow to observed streamflow with the SUFI-2
185
algorithm. This semi-automatic Latin hypercube sampling algorithm optimizes SWAT model parameters while
186
attempting to fit the simulated data as close as possible to the observed data using the following objective functions 187 as measurement of simulation accuracy (Abbaspour, 2007) .
189
Nash Sutcliffe Efficiency ( ) (Nash and Sutcliffe, 1970) , 
209
After obtaining a satisfactory fit between the simulated and observed streamflow data during calibration, the 210 model is validated by running the model for a different time period using the same parameters from the calibration 211 period. SUFI-2 further incorporates the P-factor and R-factor metric, which gives an indication of the confidence 212 in the calibration exercise. The P-factor (or 95PPU) is the percentage of observed data captured which falls 213 between the 2.5 and 97.5 percentiles (95% prediction uncertainty), while the R-factor is the width of the 95PPU.
214
The P-and R-factors are iteratively determined using Latin Hypercube Sampling. For streamflow calibration and 215 validation to be considered reliable, combined satisfactory values should be obtained of P-factor (> 0.7), R-factor 
229
The resultant SWAT simulated ET was compared with the MOD16 ET using the root mean square error ( ),
230
mean difference ( ), Pearson's correlation coefficient (R) and coefficient of determination (R 2 ) metrics.
232
Where 1 and 1 are SWAT and MOD16 monthly ET values respectively. 
Sub-catchment scale evapotranspiration 257
The SWAT ET is calculated at the HRU scale (Fig. 6a) , however for direct comparison with the MOD16 ET ( Fig.   258 6c), the HRU ET results were reprocessed into 1 km 2 cells using simple averaging (Fig. 6b) . Figure 6d shows the 259 mean difference between the MOD16 and SWAT ET over the validation period at the 1 km 2 spatial resolution.
260
The spatial distribution shows no significant correlation, except that in both datasets a trend of higher ET in the 
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Catchment Scale Evapotranspiration
290
To compare the temporal dynamics, the MOD16 and the SWAT ET were also analysed at the catchment scale.
291
Monthly MOD16 ET values at 1 km 2 resolution were averaged to catchment scale values using the spatial analyst 
295
ET difference of respectively less than 13 and 6 percent for the period from 2007 to 2013 (Fig. 9) .
297
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329
340
The impact of the differences in the parameterization methodology are more significant at smaller spatial scales 341 due to the diverse input data and their associated errors, these impacts become less significant as the outputs are scale when compared to the MOD16, however, that is beyond the scope of this study. 
372
On catchment scale, the results show that MOD16 simulates higher ET in the winter periods while SWAT 373 simulates higher ET during the summer periods (Fig. 9) . Generally, the agreement between the products is more 
383
Yang et al. (2016) observed that the use of hourly rainfall in SWAT significantly improved the modelling of 384 streamflow and hydrological processes. In this study, due to the unavailability of hourly precipitation data, daily 385 precipitation data were used thus neglecting the impact of high intensity precipitation events in the catchment.
387
Another challenge encountered with the SWAT model is associated with the semi-distributed model methodology.
388
The use of a single value for wind speed, relative humidity and solar radiation for a sub-catchment with spatial 
419
SWAT ET and also evaluate the drivers of the ET algorithm in both models.
421
The calibrated SWAT model using the SUFI-2 algorithm and various objective functions could simulate ET to 422 within 6% of the MOD16 on catchment scale, annually. The P and R factors metrics were observed to be very 423 reliable indicators of a good calibration exercise. Abbaspour (2007) proposed P and R factor minimum 424 benchmarks of >0.7 and <1 respectively for streamflow calibration, in this study the P and R factors >0.8 and <1
425
were found to produce reliable ET estimates on catchment scales.
427
Both models show good correlation on catchment scale while biome differences and input spatial scale differences on evapotranspiration modelling at coarse spatial resolutions due to spatial averaging. This is not the case at finer 433 spatial resolutions where the impact of each land cover parameter is prominent. The inherent differences and 434 uncertainties associated with these land cover products will continue to be propagated through the models, thereby 435 promoting divergence in the drive towards more accurate and finer resolution evapotranspiration data products. Glenn, E. P., Huete, A. R., Nagler, P. L., Hirschboeck, K. K., and Brown, P. given day (mm).
690
The SWAT ET algorithm initially evaporates as much water as can be accommodated in the PET from the wet 
699
The second AET component (transpiration) of SWAT is calculated using the following equations; 
