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THE λ-FUNCTION IN THE SPACE OF TRACE CLASS
OPERATORS
ANTONIO M. PERALTA
Abstract. Let C1(H) denote the space of all trace class operators on
an arbitrary complex Hilbert space H . We prove that C1(H) satisfies
the λ-property, and we determine the form of the λ-function of Aron
and Lohman on the closed unit ball of C1(H) by showing that
λ(a) =
1− ‖a‖1 + 2‖a‖∞
2
,
for every a in C1(H) with ‖a‖1 ≤ 1. This is a non-commutative exten-
sion of the formula established by Aron and Lohman for ℓ1.
1. Introduction
The λ-function was originally introduced by R.M. Aron and R.H. Lohman
in [1]. This function, defined on the unit ball, BX , of a Banach space X, is
determined by the set, ∂e(BX), of all extreme points of BX . For this reason,
we restrict ourself to a Banach space X with ∂e(BX) 6= ∅. Accordingly to
the original definition, a triplet (e, y, t) ∈ ∂e(BX)× BX × [0, 1] is said to be
amenable to an element x in BX if x = te+ (1− t)y. The λ-function is the
mapping λ : BX → R
+
0 given by
λ(x) := sup
{
t : (e, y, t) ∈ ∂e(BX)× BX × [0, 1] is a triplet amenable to x
}
.
The space X satisfies the λ-property if λ(x) > 0, for every x ∈ BX . If X
satisfies the λ-property and inf{λ(x) : x ∈ BX} > 0 we say that X has the
uniform λ-property.
Under additional assumptions on the Banach space X, Aron and Lohman
shown that for a compact metric space K, the spaces C(K,X), ℓ∞(X), and
ℓ1(X) have the λ-property. They exhibit spaces failing the λ-property, for
example, C(BRn ,R
n) and C([0, 1],R) (cf. Remarks 1.7 and 1.10 in [1]). It
is also shown that, for a strictly convex normed space X, ℓ1(X) has the
λ-property but not the uniform λ-property.
In their initial program, Aron and Lohman also computed the explicit
form of the λ-function in some concrete cases. For example, ifK is a compact
metric space and X is an infinite-dimensional strictly convex normed space,
then for each element x in the closed unit ball of C(K,X) we have
(1.1) λ(x) =
1 +m(x)
2
, where m(x) = inf{‖x(t)‖ : t ∈ K}
1
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(see [1, Theorem 1.6]), and a similar formula holds for the elements in the
closed unit ball of the space C([0, 1],X), whereX is a strictly convex normed
space satisfying dim(XR) ≥ 2, and for the space ℓ∞(Y ), where Y is a strictly
convex normed space (cf. Theorems 1.9 and 1.13 in [1], respectively). An-
other interesting formula is established for the space ℓ1(Y ), where Y is a
strictly convex normed space. In this case, for each x = (xn) in the closed
unit ball of ℓ1(Y ) we have
(1.2) λ(x) =
1− ‖x‖1 + 2M(x)
2
,
where M(x) = sup{‖xn‖ : n ∈ N} (see [1, Theorem 1.11]). By a little abuse
of notation and regarding ℓ1(Y ) inside ℓ∞(Y ), we can denoteM(x) = ‖x‖∞ .
There is no doubt on the influential role played by the λ-function in
subsequent papers. For the particular purposes of this note, we highlight
Question 4.1 in [1], where Aron and Lohman ask “What spaces of operators
have the λ-property and what does the λ-function look like for these spaces?”
Motivated by this question, L.G. Brown and G.K. Pedersen determined the
exact form of the λ-function on von Neumann algebras and on unital C∗-
algebras in [20], [5] and [6]. Let A denote a unital C∗-algebra whose subgroup
of invertible elements is denoted by A−1. The λ-function on BA can be
only understood thanks to the set A−1q = A
−1∂e(BA)A
−1 of quasi-invertible
elements in A (see [5, Theorem 1.1]), and a non-commutative extension of
the quantifier m(x) employed in (1.1). For each element a ∈ A, we set
|a| = (a∗a)
1
2 and
(1.3) mq(a) = sup{ε > 0 : ]0, ε[∩σ(|a|) = ∅},
where σ(|a|) stands for the spectrum of |a|. It was shown by Brown and
Pedersen in [5, Proposition 1.5] thatmq(a) = dist(a,A\A
−1
q ) for every a ∈ A.
If we write αq(a) = dist(a,A
−1
q ), the explicit form of the λ-function on BA
is given by the following expression
(1.4) λ(a) =

1+mq(a)
2 , if a ∈ BA ∩A
−1
q ;
1
2(1− αq(a)), if a ∈ BA\A
−1
q ,
(cf. [6, Theorem 3.7]). When A is a von Neumann algebra, Pedersen
proved in [20, Theorem 4.2] that A satisfies the uniform λ-property, and
λ(a) =
1+mq(a)
2 for every element a in BA. The expression in (1.4) is a
non-commutative generalization of the formula given in (1.1).
In the wider setting of JB∗-triples, the set of Brown-Pedersen quasi-
invertible elements was introduced and developed by H. Tahlawi, A. Sid-
diqui, and F. Jamjoom (see [12], and [13]). By analogy with the setting
of C∗-algebras, the set of all Brown-Pedersen quasi-invertible elements in a
JB∗-triple E is denoted by E−1q , and mq : E → R
+
0 is defined by mq(x) = 0
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if x /∈ E−1q and
mq(x) = (γ
q(x))
1
2 = min{t : t ∈ Sp(x)} = sup
{
ε > 0 :]0, ε[∩Sp(x) = ∅
}
,
if x ∈ E−1q , where γ
q(x) is the quadratic conorm introduced and developed in
[7] and Sp(x) denotes the triple spectrum of x. It is shown in [14, Theorem
3.1] that mq(x) = dist(x,E\E
−1
q ) for every x ∈ E. It is proved in [14,
Theorem 4.2] that in a JBW∗-triple W the λ-function is determined by the
following expression
(1.5) λ(a) =

1+mq(a)
2 , if a ∈ BW ∩W
−1
q
1
2 (1− αq(a)) =
1
2 , if a ∈ BW\W
−1
q ,
where αq(x) = dist(x,W
−1
q ) (x ∈ W ). This is a new generalization of
the formula given in (1.1). The form of the λ-function on the closed unit
ball of a general JB∗-triple remains as an open problem. Some advances
are established for extremally rich JB∗-triples (see [15]). For the sake of
conciseness, we shall not recall the explicit definition of JB∗-triple introduced
in [16], nor the notion of the triple spectrum. The reader interested in such
details can consult [7, 14].
The question posed by Aron and Lohman on how the λ-function looks
like for other spaces of operators is perfectly valid for the space C1(H), of
all trace class operators on a complex Hilbert space H, when this space is
regarded as a non-commutative generalization of ℓ1. It seems natural to
conjecture if the formula given in (1.2) is valid for C1(H). In this note we
establish a non-commutative version of this formula by showing that for
every complex Hilbert space H, the λ-function on BC1(H) satisfies
λ(a) =
1− ‖a‖1 + 2‖a‖∞
2
,
for every a ∈ C1(H) with ‖a‖1 ≤ 1 (see Theorem 2.4). This closes a natural
conjecture which has been considered in recent years. We provide two dif-
ferent approaches to this result. In the first one we first prove the result in
the case in which H is finite-dimensional (see Theorem 2.3). In the proof we
employ an inequality for the norm in Cp(ℓ
n
2 ) due to L. Mirsky (see Theorem
2.2), and we build upon it to derive the general case. In the second section
we make use of the very basic theory of operator spaces to extend Mirsky’s
inequality to Cp(H) when H is an arbitrary complex Hilbert space (see The-
orem 3.2). Based on this new inequality we can obtain an alternative proof
for our main result.
2. A lower bound for the λ-function and a proof through the
finite-dimensional case
Let us fix a complex Hilbert space H. The space C1(H) of all trace
class operator on H can be regarded as a non-commutative alter ego of
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ℓ1. This is a particular case of a more general construction which is given
to define the space Cp(H) of p-Schatten von Neumann operators on H for
every 1 ≤ p < ∞. As commented in the introduction, the modulus of an
element a in a C∗-algebra A is given by |a| = (a∗a)
1
2 . If a is an element
in the space K(H), of all compact linear operators on H, its modulus also
is a compact operator, and consequently, it spectrum, σ(|a|), is at most
countably infinite. The singular values of the operator a are precisely the
eigenvalues of |a| arranged in decreasing order and repeated according to
multiplicity. We write (µn(a))n for the sequence of singular values of a.
Since a ∈ K(H), the sequence (µn(a))n belongs to c0, and in some cases
(µn(a))n lies in c00.
For p ∈ [1,∞), the set Cp(H) is defined by
Cp(H) :=
{
a ∈ K(H) : tr(|a|p) = ‖a‖pp :=
(
∞∑
n=1
|µn(a)|
p
)
<∞
}
,
where tr(.) denotes the usual trace on B(H). Cp(H) is a Banach space when
equipped with the norm ‖.‖p (see [18, Corollary 3.2]), and it is called the
space of p-Schatten von Neumann operators. The predual B(H)∗ of B(H)
(and the dual K(H)∗ of K(H)) can be identified with C1(H) under the
isometric linear mapping a 7→ ϕa, with ϕa(x) = tr(xa) for all x ∈ B(H),
a ∈ C1(H) (cf. [22, Theorem 1.15.3] or [23, Theorems II.1.6 and II.1.8]).
Following standard notation, the symbol C∞(H) will stand for the space
B(H), and we write ‖.‖∞ for the operator norm on B(H). Let us observe
that Cp(H) ⊂ K(H) ⊂ B(H) for all 1 ≤ p <∞, and thus ‖a‖∞ makes sense
for every a ∈ C1(H).
Elements a, b ∈ B(H) are called orthogonal if ab∗ = b∗a = 0. Let us
observe that if a and b are orthogonal elements in Cp(H), then ‖a ± b‖
p
p =
‖a‖p + ‖b‖p. For those notions not fully detailed in this paper the reader is
referred to [18], [11, Chapter III], [8, §9], [23, Chapter II] and [22, §1.15].
C.A. McCarthy proved in [18] that, for 1 < p < ∞, the space Cp(H) is
uniformly convex and thus it is strictly convex. For a strictly convex normed
space X the λ-function was completely determined by Aron and Lohman,
who proved that λ(x) = 1+‖x‖2 for all x ∈ BX (cf. [1, Proposition 1.2(e)]).
Therefore the λ-function is completely determined on the closed unit ball of
Cp(H) for 1 < p < ∞. However, the case p = 1 is completely different and
requires a new geometric argument.
Let us recall some notation. Given ξ, η in a Hilbert space H, the symbol
η ⊗ ξ will denote the element in C1(H) = K(H)
∗ = B(H)∗ defined by
η ⊗ ξ(x) = 〈x(η)|ξ〉 (x ∈ B(H)). Every trace class operator a in C1(H) can
be written as a (possibly finite) sum
(2.1) a =
∞∑
n=1
µnηn ⊗ ξn,
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where (µn) ⊂ R
+
0 , (ξn), (ηn) are orthonormal systems in H, and ‖a‖1 =
∞∑
n=1
µn (see, for example, [22, Corollary 1.15.5] or [23, Theorem II.1.6]).
In order to deal with the λ-function we shall also need a good knowledge
of the set of extreme points of the closed unit ball of C1(H). It is known
that ∂e(BC1(H)) = {η ⊗ ξ : η, ξ ∈ H, ‖η‖ = ‖ξ‖ = 1} .
We can establish next a lower bound of the λ-function on BC1(H).
Proposition 2.1. Let H be a complex Hilbert space. Then C1(H) satisfies
the λ-property, and the inequality
λ(a) ≥
1− ‖a‖1 + 2‖a‖∞
2
,
holds for every a ∈ BC1(H).
Proof. We begin by showing that C1(H) satisfies the λ-property. To this
aim, let us fix an arbitrary a ∈ BC1(H), and let us write a in the form
a =
∞∑
n=1
µnηn ⊗ ξn, where (µn) ⊂ R
+
0 , (ξn), (ηn) are orthonormal systems in
H, and ‖a‖1 =
∞∑
n=1
µn ≤ 1 (let us observe that µ1, . . . , µn do not coincide, in
general, with the singular values of a because they can appear in different
order). If µ1 = 1, then a = η1 ⊗ ξ1 ∈ ∂e(BC1(H)), and hence λ(a) = 1
(see [1, Proposition 1.2(a)]). There is no loss of generality in assuming
that 1 > µ1 > 0. The element e1 = η1 ⊗ ξ1 lies in ∂e(BC1(H)), and we
can write a = µ1e1 + (1 − µ1)y where y =
∞∑
n=2
µn
1− µ1
ηn ⊗ ξn. Since, for
every n 6= m, ηn ⊗ ξn is orthogonal to ηm ⊗ ξm it can be easily seen that
‖y‖1 =
∞∑
n=2
µn
1− µ1
= 1. Therefore λ(a) ≥ µ1 > 0, which shows that C1(H)
satisfies the λ-property.
Let Y denote the norm closed subspace of C1(H) generated by {ηn⊗ ξn :
n ∈ N}. Clearly Y is isometrically isomorphic to ℓ1 and a ∈ Y . Therefore
Y satisfies the λ-property by [1, Theorem 1.11]. To avoid confusion, let λY
and λC1(H) denote the λ-functions of Y and C1(H), respectively. Another
clear property is that ∂e(BY ) ⊂ ∂e(BC1(H)). We are in position to apply
Proposition 1.2(f) to deduce that λY (x) ≤ λC1(H)(x) for every x ∈ BY , and
in particular, λY (a) ≤ λC1(H)(a). Identifying Y with ℓ1, an application of [1,
Theorem 1.11] implies that λY (a) =
1−‖a‖1+2M(a)
2 , where M(a) = sup{µn :
n ∈ N} = max{µn : n ∈ N}.
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Finally, when a is regarded as an operator in K(H), it can be easily check
that ‖a‖∞ = sup{µn : n ∈ N}. We have therefore shown that
λC1(H)(a) ≥
1− ‖a‖1 + 2‖a‖∞
2
,
which concludes the proof. 
The reciprocal inequality to that established in Proposition 2.1 will be
obtained with techniques of spectral theory.
Let us observe that every element e ∈ ∂e(BC1(H)), when regarded in
K(H), is a minimal (i.e. rank-one) partial isometry, that is, ee∗e = e.
Actually, every minimal partial isometry e ∈ K(H) lies in the unit sphere
of Cp(H), for every 1 ≤ p ≤ ∞. Let Umin(H) denote the set of all mini-
mal partial isometries in B(H). In a recent paper, jointly written with F.J.
Ferna´ndez-Polo and E. Jorda´, we prove that for a finite-dimensional complex
Hilbert space H, 1 < p <∞, and fixed a ∈ Cp(H) and γ ≥ 1, the minimum
value of the function fa,γ : Umin(H)→ R
+
0 , e 7→ fa,γ(e) := ‖a− γe‖
p
p, is
(γ − µ1(a))
p +
n∑
j=2
µj(a)
p = (γ − µ1(a))
p + (‖a‖pp − µ1(a)
p),
where µ1(a) ≥ . . . ≥ µn(a) are the singular values of a (cf. [10, (11) in the
proof of Proposition 2.14]). Thanks to the differentiability of the norm ‖.‖p,
together with a result of R. Bhatia and P. Semrl in [3], the points at which
fa,γ attains its minimum value are completely determined in [10, (12) in
the proof of Proposition 2.14]. The lacking of a good differentiability of the
norm of C1(H) makes invalid parts of the arguments applied in the case of
Cp(H) with 1 < p < ∞. However, the minimum value of this mapping can
be also determined in the proof of our next result.
We recall first a theorem due to L. Mirsky.
Theorem 2.2. ( or [19][2, Theorem 9.8]) Let a and b be n×n matrices with
complex entries, and let |||.||| be a unitarily-invariant norm on Mn(C). Then
|||diag(µ1(a), . . . , µn(a))− diag(µ1(b), . . . , µn(b))||| ≤ |||a− b|||,
where diag(., . . . , .) stands for the diagonal matrix whose entries are given
by the corresponding list. 
Theorem 2.3. Let H be a finite-dimensional complex Hilbert space. Then
the identity
λ(a) =
1− ‖a‖1 + 2‖a‖∞
2
,
holds for every a ∈ BC1(H).
Proof. Proposition 2.1 assures that
(2.2) λ(a) ≥
1− ‖a‖1 + 2‖a‖∞
2
,
for every a ∈ BC1(H). We shall next prove the reciprocal inequality.
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We identify B(H) with Mn(C). Let us fix a ∈ C1(H) and t ∈]0, 1]. We
consider the mapping fa,t : Umin(H) → R
+
0 , fa,t(e) := ‖a − te‖1. We claim
that
(2.3) the minimum value of the mapping fa,t in Umin(H) is
|t− µ1(a)|+
n∑
j=2
µj(a) = |t− µ1(a)|+ (‖a‖1 − µ1(a)),
where µ1(a) ≥ . . . ≥ µn(a) are the singular values of a.
To see the claim let e be a minimal partial isometry in B(H). We write
a in the form a =
m∑
n=1
µn(a)ηn⊗ ξn, where {ξ1, . . . , ξm} and {η1, . . . , ηm} are
orthonormal basis of H. We recall that the norm ‖.‖1 is unitarily-invariant
(see [2, page 28]). We can therefore apply Mirsky’s theorem (see Theorem
2.2) to a and e to conclude that
‖diag(µ1(a), . . . , µn(a))− diag(µ1(te), . . . , µn(te))‖1 ≤ ‖a− te‖1.
Since diag(µ1(te), . . . , µn(te)) = diag(t, 0, . . . , 0), it follows that
fa,t(η1 ⊗ ξ1) = |t− µ1(a)| +
n∑
j=2
µj(a) = |t− µ1(a)|+ (‖a‖1 − µ1(a))
= ‖diag(µ1(a), . . . , µn(a))−diag(µ1(te), . . . , µn(te))‖1 ≤ ‖a− te‖1 = fa,t(e),
which proves the claim in (2.3).
Let us observe that ‖a‖∞ = max{µ1(a), . . . , µn(a)} = µ1(a).
We assume first that ‖a‖1 < 1. We deduce from (2.2) that
λ(a) ≥
1− ‖a‖1 + 2‖a‖∞
2
> ‖a‖∞ = µ1(a).
Therefore, in order to compute the supremum in the definition of λ(a), we
can reduce our study to those triplets (e, y, t) ∈ ∂e(BC1(H)) × BC1(H)×]0, 1]
which are amenable to a with t > µ1(a). Under these assumptions a =
te+ (1 − t)y and hence fa,t(e) = ‖a − te‖1 = ‖(1 − t)y‖1 ≤ 1− t, which by
(2.3) implies that
t− µ1(a) + (‖a‖1 − µ1(a)) = |t− µ1(a)|+ (‖a‖1 − µ1(a)) ≤ fa,t(e) ≤ 1− t,
or equivalently
2t ≤ 1− ‖a‖1 + 2µ1(a) = 1− ‖a‖1 + 2‖a‖∞.
We have shown that
λ(a) = sup
{
t :
(e, y, t) ∈ ∂e(BX)× BX × [0, 1]
amenable to a
}
≤
1− ‖a‖1 + 2‖a‖∞
2
,
and thus λ(a) = 1−‖a‖1+2‖a‖∞2 .
Let us assume next that ‖a‖1 = 1. By (2.2) we have λ(a) ≥ ‖a‖∞ = µ1(a).
If λ(a) > ‖a‖∞ = µ1(a), then there exists a triplet (e, y, t) ∈ ∂e(BC1(H)) ×
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BC1(H)×]0, 1] which is amenable to a and t > µ1(a) = ‖a‖∞. In this case,
the claim in (2.3) assures that
t− µ1(a) + (‖a‖1 − µ1(a)) ≤ fa,t(e) = ‖a− te‖1 = ‖(1− t)y‖1 ≤ 1− t,
and hence 2t ≤ 2µ1(a) = 2‖a‖∞, which is impossible. Consequently, λ(a) =
‖a‖∞ =
1−‖a‖1+2‖a‖∞
2 . 
It is known that every finite-dimensional Banach space satisfies the uni-
form λ-property (cf. [1, Theorem 1.16]); this is the case of C1(H) when H
is finite-dimensional. Therefore, the conclusion in the above Theorem 2.3
can be strengthened by saying that C1(H) satisfies the uniform λ-property
if H is finite-dimensional. We shall see later that, as in the case of ℓ1(X) in
[1, Theorem 1.11], the space C1(H) fails the uniform λ-property when H is
infinite-dimensional.
Helped by the result proved in the finite-dimensional case, we can now
establish our main result in full generality.
Theorem 2.4. Let H be a complex Hilbert space. Then the identity
λ(a) =
1− ‖a‖1 + 2‖a‖∞
2
,
holds for every a ∈ BC1(H). Moreover, λ(a) is attained.
Proof. As before, Proposition 2.1 assures that
(2.4) λ(a) ≥
1− ‖a‖1 + 2‖a‖∞
2
,
for every a ∈ BC1(H).
Let us fix a ∈ BC1(H). As we commented above, there exist orthonormal
systems (ξn) and (ηn) in H such that a =
∞∑
n=1
µn(a)ηn⊗ξn, where (µn(a)) ⊂
R
+
0 is the sequence of singular values of a, ‖a‖1 =
∞∑
n=1
µn(a) ≤ 1, and
‖a‖∞ = µ1(a). To simplify the notation we write en = ηn ⊗ ξn.
Fix an arbitrary triplet (e, y, t) ∈ ∂e(BC1(H)) × BC1(H)×]0, 1] which is
amenable to a, that is, a = te+(1−t)y. Given ε > 0, let us find a finite rank
projection p ∈ B(H), depending on ε, e, and a, such that ‖pap‖∞ = ‖a‖∞ =
µ1(a), ‖a−pap‖1 ≤ ε, and pe = ep = e. Let K denote the finite-dimensional
Hilbert space p(H). Since the mapping C1(H) → C1(H), x 7→ pxp is a
contractive linear projection on C1(H), we deduce that ‖pyp‖1 ≤ ‖y‖1 ≤ 1.
We also know that
pap = tpep+ (1− t)pyp = te+ (1− t)pyp,
where pap, e, pyp ∈ C1(K) and e ∈ ∂e(BC1(K)). Therefore, (e, pyp, t) is a
triplet in ∂e(BC1(K))×BC1(K)×]0, 1] which is amenable to pap. Theorem 2.3
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implies that
t ≤ λC1(K)(pap) =
1− ‖pap‖1 + 2‖pap‖∞
2
<
1− ‖a‖1 + ε+ 2‖a‖∞
2
.
We deduce from the arbitrariness of ε > 0 that t ≤ 1−‖a‖1+2‖a‖∞2 , for every t
in a triplet (e, y, t) ∈ ∂e(BC1(H))×BC1(H)×]0, 1] amenable to a, which proves
that λ(a) = 1−‖a‖1+2‖a‖∞2 .
To see the last statement, as in the proof of [1, Theorem 1.11], there
is no loss of generality in assuming that a /∈ ∂e(BC1(H)), and under this
assumption, we take e1 and
y =
‖a‖1 − 1
(1 + ‖a‖1 − 2‖a‖∞)
e1 +
∑
n≥2
2µn(a)
1 + ‖a‖1 − 2‖a‖∞
en.
It is not hard to check that ‖y‖1 = 1, and a = λ(a)e1+(1−λ(a))y, witnessing
that λ(a) is attained. 
It seems appropriate to insert a couple of comments. First, the λ-function
is not, in general, a continuous function, nor even in the case of finite-
dimensional spaces (see, for example, [1, Remark 2.4 and Theorem 2.10]).
Anyway, the ‖.‖1-continuity of the λ-function on C1(H) follows as a conse-
quence of Theorem 2.4 above. We observe that in the proof in the above
Theorem 2.4 the strategy consisted in approximating, in the norm ‖.‖1, an
arbitrary element a in BC1(H) by an element of the form pap, for a suitable
finite rank projection p ∈ B(H). A subtle approximation allows us to apply
the result in the finite-dimensional case established in Theorem 2.3. How-
ever, in our arguments we have not make any use of the continuity of the
λ-function.
Like in the case of ℓ1(X), where X is a strictly convex normed space (cf.
[1, Theorem 1.11]), when H is infinite-dimensional, the space C1(H) does
not satisfy the uniform λ-property. To see this, for each natural n, we just
take an element an in the unit sphere of C1(H) such that ‖an‖∞ =
1
n
and
λ(a) = 1
n
(consider, for example, an =
n∑
k=1
1
n
ξn ⊗ ξn, where {ξ1, . . . , ξn} is
an orthonormal system in H).
3. A glimpse at operator spaces
In the arguments developed in the previous section to determine the form
of the λ-function on BC1(H) we settled upon a proof which passes through
the finite-dimensional case and a subsequent approximation argument. We
shall complete this note with an alternative argument relying on basic theory
of operator spaces, which might have its own interest for other problems.
Let A be a C∗-algebra regarded as a closed hermitian subalgebra of some
B(H). Let Mn(A) denote the space of all n× n-matrices with entries in A.
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With the obvious matrix multiplication, and the ∗-operation, Mn(A) is
∗-
algebra (cf. [23, §IV.3]). For each natural n, let H(n) = ℓn2 (H) be the Hilbert
space direct sum of n copies of H. The ∗-algebra Mn(A) is a closed C
∗-
subalgebra of B(H(n)) (this corresponds to the so-called canonical operator
space structure on A in [4]). A concrete operator space is a closed subspace
X of some B(H). The space Mn(X) is regarded as a closed subspace of
Mn(B(H)) ∼= B(H
(n)) with the norm ‖.‖n. We are mainly interested on
M2(X) with X = C1(H). For the basic background on operator spaces we
refer to [4, 9] and [21].
A useful device due to Wielandt asserts that if a is any matrix in Mn(C)
then the matrix a˜ =
(
0 a
a∗ 0
)
∈ M2(Mn(C)) is hermitian and the eigen-
values of a˜ are the singular values of a together with their negatives (see,
for example, [2, Proof of Corollary 3.7]).
Let a be an element in K(H). We consider the spaceM2(K(H)) with the
C∗-structure derived from M2(B(H)) ∼= B(H
(2)). It is easy to see that the
element a˜ =
(
0 a
a∗ 0
)
∈ M2(B(H)) ∼= B(H
(2)) is a hermitian compact
operator, and hence lies in K(H(2)). Suppose now that a ∈ Cp(H) with 1 ≤
p <∞. Then we can write a =
∞∑
n=1
µn(a)ηn⊗ ξn, where (µn(a)) ⊂ R
+
0 is the
sequence of singular values of a, {ξn}n and {ηn}n are orthonormal systems
in H, and ‖a‖pp =
∞∑
n=1
µn(a)
p (with ‖a‖∞ = µ1(a)), and consequently, a
∗ =
∞∑
n=1
µn(a)ξn ⊗ ηn. Let us denote the elements in H
(2) by pairs of the form
(ξ, η) with ξ, η ∈ H. It can be easily seen that
(3.1) a˜ =
∞∑
n=1
µn(a)((ηn, 0) ⊗ (0, ξn) + (ηn, 0) ⊗ (0, ξn)),
and hence a˜ ∈ Cp(H
(2)).
We recall some notation from [2, §41]. Let a be a compact self-adjoint
operator in B(H). An enumeration of the eigenvalues of a is a family of the
form {αn(a) : n ∈ ±N} satisfying the following properties:
(i) α1(a) ≥ α2(a) ≥ . . . ≥ 0, α−1(a) ≤ α−2(a) ≤ . . . ≤ 0;
(ii) All non-zero eigenvalues of a are included in these sequences with their
proper multiplicities;
(iii) If a has infinitely many positive eigenvalues, then these make up the
entire sequence {αn : n ∈ N}; but if a has finitely many positive
eigenvalues, then in addition to them this sequence contains infinitely
many zeros;
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(iv) Similarly the sequence {α−n : n ∈ N} contains only the negative eigen-
values of a if there are infinitely many of them, and if there are only a
finite number of these, then it contains in addition to them infinitely
many zeros.
Having in mind the expression in (3.1) we can easily deduce that a˜ admits
an enumeration of its eigenvalues of the form {αn(a) : n ∈ ±N}, where
{αn(a) : n ∈ N} coincides with the sequence {µn(a) : n ∈ N} of singular
values of a, and α−n(a) = −µn(a) for all n ∈ N.
We are interested in an infinite-dimensional version of Mirsky’s theorem
presented in Theorem 2.2. An inspection to the proof in [2, Theorem 9.8]
points out that this theorem was obtained, via Wielandt’s device in Mn(C),
from a previous version for hermitian operators also due to Mirsky. We
already have a Wielandt’s device for matrices in Cp(H), the remaining in-
gredient for our purposes is the following result due to A.S. Markus.
Theorem 3.1. ([17] or [2, (41.1)]) Let a, b be compact self-adjoint operators
in B(H), and suppose that a − b ∈ Cp(H) for some 1 ≤ p ≤ ∞. Let
{αn : n ∈ ±N} and {βn : n ∈ ±N} be enumerations of the eigenvalues of a
and b, respectively. Then
∞∑
n=1
|αn − βn|
p +
∞∑
n=1
|α−n − β−n|
p ≤ ‖a− b‖pp.

Suppose now that a, b ∈ Cp(H). If we apply the previous theorem of
Markus to the elements a˜ =
(
0 a
a∗ 0
)
and b˜ =
(
0 b
b∗ 0
)
in Cp(H
(2)),
the next result follows from the prior discussion on the Wielandt’s device
for Cp(H).
Theorem 3.2. Let a, b be elements in Cp(H) for some 1 ≤ p ≤ ∞. Let
{µn(a) : n ∈ ±N} and {µn(b) : n ∈ ±N} be the singular values of a and b,
respectively. Then
∞∑
n=1
|µn(a)− µn(b)|
p ≤ ‖a− b‖pp.
We observe that Theorem 3.2 is an infinite-dimensional version of Mirsky’s
Theorem 2.2.
We shall finish this note with a couple of applications of the previous
Theorem 3.2. We begin with an infinite-dimensional generalization of the
claim in (2.3) for p = 1 and the result established in [10, (11) in the proof
of Proposition 2.14] for 1 < p <∞.
Corollary 3.3. Let a be an element in Cp(H) (with 1 ≤ p < ∞), t ∈ R
+,
and let Umin(H) ⊆ S(Cp(H)) denote the set of all minimal partial isometries
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in B(H), where H is an arbitrary complex Hilbert space. Then the minimum
value of the mapping fa,t : Umin(H)→ R
+
0 , fa,t(e) = ‖a− te‖
p
p is
|t− µ1(a)|
p +
n∑
j=2
µj(a)
p = |t− µ1(a)|
p + (‖a‖pp − µ1(a))
p,
where {µ1(a) ≥ . . . ≥ µn(a) ≥ . . .} is the sequence of all singular values of
a. We further know that this minimum value is attained.
Proof. Contrary to the case in whichH is finite-dimensional, the set Umin(H)
is not norm compact. Let e be an element in Umin(H). Since the singular
values of te are t and zero, a straight application of Theorem 3.2 implies
that
|t− µ1(a)|
p + (‖a‖pp − µ1(a))
p = |t− µ1(a)|
p +
n∑
j=2
µj(a)
p
=
∞∑
n=1
|µn(a)− µn(te)|
p ≤ ‖a− te‖pp = fa,t(e).
The proof culminates by observing that if a =
∞∑
n=1
µn(a)ηn ⊗ ξn, where (ξn)
and (ηn) are orthonormal systems in H, (µn(a)) ⊂ R
+
0 is the sequence of
singular values of a, and ‖a‖pp =
∞∑
n=1
µn(a)
p, then fa,t(η1⊗ξ1) = |t−µ1(a)|
p+
(‖a‖pp − µ1(a)
p). 
Finally, if in the proof of Theorem 2.3 we consider an arbitrary complex
Hilbert space H, and we replace Claim (2.3) with the conclusion in Corollary
3.3 for p = 1 the whole argument in the proof of the just quoted theorem
remains valid to obtain a direct and new proof of Theorem 2.4.
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