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Eine Familie positiver linearer Spline-Approximationsoperatoren bzgl. Bqui- 
distanter Partitionen wird untersucht, die unter Verwendung lokaler Integrale 
konstruiert werden. Die Optimalit& dieser Operatoren innerhalb einer griiBeren 
Klasse Bhnlich definierter Abbildungen wird gezeigt, variationsvermindernde 
Eigenschaften werden hergeleitet und die Approximationsfehler sowie deren 
Ableitungen werden in AbhHngigkeit von Stetigkeitsmoduln bzw. von hiiheren 
Ahleitungen in der CebySev-Norm abgeschltzt. Unter hinreichenden Differenzier- 
barkeitsvoraussetzungen konvergiert das Approximationsverfahren von der 
Ordnung O(h2)fiir alle in Frage kommenden Ableitungen, wobei h der Abstand der 
Pattitionspunkte sei. 
1. EINLEITUNG 
In seiner ersten Arbeit iiber Spline-Funktionen [6] fiihrte Schoenberg auf 
der Menge der Funktionen f: R + R die positiven linearen Operatoren 
L&, II E N, durch 
ein, wobei B, die B-Splines n-ten Grades bzgl. der Knoten (,‘cj = -(n -k l)/ 
2 -I- ,j 1.j = O,..., IZ -I- l> seien. Sp?iter verallgemeinerte Schoenberg die 
Definition der Spline-Operatoren 9,L auf nichtgquidistante Partitionen und 
zeigte, da13 sie Polynome ersten Grades reproduzieren und variations- 
vermindernd sind [8]. Ahnliche Ergebnisse erhielten Karlin und Karon [2], 
die die B-Splines durch CebySev-Splines ersetzt haben. Schoenberg [8], 
Karlin und Karon [2] sowie Marsden [3] verwandten die Operatoren such 
zur Approximation stetiger Funktionen und gaben entsprechende Fehlerab- 
schgtzungen an. 
Im vorliegenden Artikel wollen wir uns mit ghnlichen, auf der Menge 
L&,(R) der lokal integrierbaren Funktionen durch 
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defmierten Spline-Operatoren L,,,,, , II t N und h : ’ 0, beschaftigen. Verall- 
gemeinerungen dieser Operatoren auf nichtaquidistante Partitionen zur 
Lj’-Approximation wurden bereits von Mtiller [5] unt’ersucht. 
Wir werden zeigen, dab die Operatoren L,,,?, ebenfalls positiv, linear und 
variationsvermindernd sind und Polynome ersten Grades reproduzieren. 
Daraus folgt nach Schoenberg [7], da0 die Abbildungen Ln,?, such die totale 
Variation vermindern. Fur diese Eigenschaft werden wir jedoch einen 
direkten Beweis angeben, der nur auf den speziellen Eigenschaften der B- 
Splines beruht. Der Approximationsfehler in der CebySev-Norm bei Anwen- 
dung der Operatoren L,,,), auf stetige und differenzierbare Funktionen wird 
in Abhangigkeit von /r und van Stetigkeitsmoduln bzw. hijheren Ableitungen 
angegeben. Anhand scharfer Abschatzungen der stetigen Ableitungen des 
Approximationsfehlers kann unter hinreichenden Differenzierbarkeits- 
voraussetzungen gezeigt werden, dal3 das Verfahren fur alle entsprechenden 
Ableitungen jeweils von der Ordnung 0(/r2) konvergiert. lnnerhalb einer 
gr6f3eren Klasse positiver linearer Spline-Operatoren, die ebenfalls mit Hilfe 
lokaler lntegrale detiniert werden, zeichnen sich die Abbildungen L,,,h durch 
das beste Approximationsverhalten aus. 
Als Anwendungsbeispiel sei hier die angenaherte Darstellung empirischer 
Zeitfunktionen genannt. wobei sich die Operatoren L,,!, auf Grund ihrer 
Positivitat und ihrer variationsvermindernden Eigenschaften bewahrt haben. 
Die lokalen lntegrale lassen sich direkt messen und sind relativ unempfindlich 
gegeniiber Rauscheinfltissen, wodurch wesentlich weniger Daten zur Funk- 
tionsdarstellung als mit Hilfe van Funktionswerten erforderlich sind. In 
diesem Zusammenhang ist weiterhin von Bedeutung, darj alle Daten bei der 
Konstruktion der Spline-Funktionen gleiches Gewicht haben und ihr 
EinfluB, und damit such der von Meljfehlern, nur lokal ist. Da im Gegensatz 
zur Interpolation und zur L”-Approximation keine Gleichungssysteme gel&t 
werden miissen. eignet sich das Verfahren insbesondere, wenn sehr viele 
Daten gegeben sind. SchlieRlich sind wegen der verwendeten B-Spline- 
Darstellung zur Berechnung von Funktions- und Ableitungswerten jeweils 
nur wenige Terme zu berticksichtigen. 
Bei der Durchfiihrung der Fehlerabschatzungen in der CebySev-Norm 
werden wir jeweils nur abgeschlossene lntervalle I C iw betrachten. Da die 
Operatoren L,,I, aber auf L&,([w) definiert sind, setzen wir zur Konstruktion 
von L,,,ffiir eine Funktion f‘: Cj(r) -p rW,j E f+J, diese in den Randpunkten 
von I durch die Taylorpolynome ,j-ten Grades fort, woraus ~ D’f ‘.,-,, 
Sllp,,c~ if’“(X)! fOlgt. 
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2. DEFINITION UND GRUNDLEGENDE EJGENSCHAFTEN 
DER SPLINE-OPERATOREN 
Sei n E N und B, der normalisierte B-Spline n-ten Grades bzgl. der Knoten 
(-(n ~~ 1)/2 + i i = 0 ,..., n + 11. Dann gilt [6, 81 
G 
(i) B, E C’L-l([w), 
(ii) B,(x) > 0 fur alle .Y E Iw, 
(iii) supp B, = [-(n -. 1)/2, (n T 1)/2], 
(iv) B, ist eine gerade Funktion, 
(vi) JR B,,(x) d.\- = 1, 
(vi) xita B,(x - i) 7: 1 fur alle x E [w, 
(vii) {B,(. - i)i i EZ] ist eine Basis des Raumes der Splines n-ten 
rades auf Iw bzgl. der Partition Z + 4 fiir gerade n bzw. iz fiir ungerade n. 
Weiterhin seien h :- 0 und die Partition rr : == ((i + 2) /I 1 i E Z> von [w 
gegeben. Wir verwenden durch benachbarte Knoten aus T begrenzte lokale 
Integrale zur Einfiihrung der folgenden Familie von Spline-Operatoren. 
DEFINITION. Die Abbildungen L7i,,r : L&,(Iw) ---f C-*(rW) werden fur 
n E N und h > 0 definiert durch 
Aus den Eigenschaften der Integration und den oben zitierten Aussagen (i)- 
(iii) folgt nun unmittelbar das 
LEMhlA 1. Seien n E N und h > 0. Dann gilt 
(9 L7, : L&,(R) + C-l@) ist wohldefiniert, 
(ii) L,k ist linear, und 
(iii) L,,?, ist positiv. 1 
Zur Untersuchung der Konvergenz der Operatoren L,,, : C(R) + C(R) 
fur festes n > 2 und I? -+ 0 mit Hilfe des Satzes von Korovkin berechnen wir 
jetzt die Darstellungen der Monome T,, , rI und rrz bzgl. der Basen {B, 
(.//T - i)i i E Z, h > 01 der Spline-Raume n-ten Grades. Dazu wenden wir 
auf die Monome den in [I] behandelten Quasi-Interpolations-Projektor Q 
an: 
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mit 
sowie 
Fur unsere Berechnungen wahlen wir 7, : = i /I, i t II. Da alle Ableitungen 
von nO verschwinden und #in ein Polynom n-ten Grades in s mit dem Hbchst- 
koeffizienten (-l)“/n! ist, erhalten wir sofort hinu == I, i EL. Die ent- 
sprechenden B-Spline-Koeffizienten von x1 ergeben sich zu AirI = i . h, 
i E & da bis auf die erste alle Ableitungen von it und $ji-l’(ih) verschwinden: 
aus $jP”(.x) == (- 1)” . a- 4 ((- I)“+‘,‘n) c;==, (i - (II lm 1)/2 ~-~ k) . h folgt 
nlmlich 
Zur Bestimmung von hrrq m&en wir wegen des Verschwindens der hijheren 
Ableitungen nur noch t,bji-“‘(ih) berechnen, wobei wir die fur 177 I beliebige 
reelle Zahlen {a, ,..., a,,,] leicht zu verifizierende Beziehung 
verwenden werden. Der Wurzelsatz von Vieta liefert uns die Darstellunp 
Wir wenden nun obige Beziehung an und erhalten fiir .Y i ‘17 
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(--1)“Z . h2 . i I?! 
z- 
I7 ! 1-F 
. p - (n - 1) ! . i . in . j-,j '7 ; 1 4n ; 1) ) I 
1 
2jjj!+ 2i 
417 -+ 1) (n I)" $- 
_ - 
I_-__ 
2 -n-- 11 2 
= (-1)” *A”. I -N! (I? - 2)! 
I7 ! (C 2+ 2 
I7) _ (f7 - a! I7 
2 i 
;" 
(/I - 2)! -_--- . ' n(n A 1)(2n + 1) -- 
2 6 
(-1)‘” I?2 ---.-. 
/7(/7-11) 2 i 
(-2 + n + t7) - n) i? 
Mit diesem Ergebnis erhalten wir schliel3lich 
und kannen den folgenden Satz beweisen. 
SATZ 1. S&n n > 2, k > 0 und I C R tin kompakres lizteruall. Dann gilt 
(i) L n,k~i = x, > i = 0, I, 
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(4 L,JF-~ 7i.' (I? 2): 12 h" . T,, . 
(iii) L,,,,,,/ komwrgirrt grgm.f,fiir,fE C(f) Id /I - 0. 
Beweis. ad (i), Sei i E Z. Wegen 
I --: X,Tr” 
und 
folgt die Behauptung. 
ad (ii). Fi.ir den Koeffizienten des B-Splines B,(./h - i). i EL, in der 
Darstellung von L11,1,~2 gilt 
ad (iii). Auf Grund von (i) und (ii) gilt die Behauptung nach dem Satz 
von Korovkin. 1 
KOROLLAR. Der Operator L,,,,, : C(1) - C(Z). n ;- 2 und h :P 0, ist stetig 
und hat die Norm I. 
Ben~Qs. Aus Ln.ir~,, : x,, und aus der Positivitat von L,l,h folgt 
3. OPTIMALIT~~T DER OPERATOREN Lrr,h 
Wir wollen nun eine gri%ere, die Abbildungen L,,?, umfassende, Klasse 
linearer Operatoren einfiihren, die mehrere benachbarte lokale lntegrale 
bzgl. der Partition TT zur Konstruktion der B-Spline-Koeffizienten verwenden. 
Es sol1 untersucht werden, ob sich das Approximationsverhalten verglichen 
mit dem der Operatoren L,,,, durch Hinzuziehung weiterer Daten verbessern 
1m. 
Seien m E N, a = (a, ,,.., uji,) E 08”’ ~I und 
i t 27, h ; 0 und,f't L:,,c.(R). 
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Damit definieren wir die Funktionale 
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Fi,n,df> : = a0 ’ li,h(f) + f. Qj ’ (ziAj,h(f> + zi--j,h(f)) (3.1) 
j=l 
und fur n > 2 die linearen Abbildungen 
Aus Symmetriegrtinden wurde eine ungerade Anzahl lokaler lntegrale 
ausgewahlt, deren Integrationsintervalle symmetrisch zu i h E R ange- 
ordnet sind und die entsprechend gewichtet werden. Die so definierten 
Operatoren Mn.n,k sind wohldefiniert. Schranken wir die Wahl von a gemal 
,,L 
0 :< a, < I, 0 < aj < 4, ,j = I ,..., m, und a, $ 2 ’ c aj = 1 (3.3) 
j=l 
ein, so sind die M,,,,,< ebenfalls positiv und reproduzieren die 
und rTTI , denn 
Monome r. 
t Fl % . [(i + .i + ;)2 - ( i +,j-i)’ + (i-,j + i)‘- (i-j-k)‘]/ 
-11 i 
~ 2’ I”” .2i+ f a, iE.Z. j=l 
SATZ 2. Seien n > 2 und h > 0. Von allen positiven linearen Operatoren 
A4 ‘a, a ~ 11 mit a,, + 2 Cysl aj = 1 wird das Monom x2 durch Ln,&rre am besten 
approximiert. 
Beweis. Wir berechnen mit Hilfe der Beziehung II,,h(n2) = h2 . (k2 + Jz), 
k E Z. die Koeffizienten 
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Daraus ergibt sich fur i E Z, 77 >- 2 und alle kompakten lntervalle I C [w 
Da alle aj , ,j = 1,. . ., m, als nichtnegativ vorausgesetzt sind, nimmt diese 
Norm ihr Minimum genau fur a, = ... = a, = 0, d.h. fur Mn,n,ir == L,,,, , 
an. 1 
In Abschnitt 5 werden wir sehen, da13 die Approximationsgtite bzgl. rZ ent- 
scheidend ist fiir das Approximationsverhalten bzgl. beliebiger stetiger 
Funktionen. Nach Satz 2 kijnnen wir daher feststellen, da13 die L,,!, unter den 
Operatoren des Typs M,.,,,, die besten Approximationseigenschaften 
besitzen. 
4. VARIATIONSVERMINDERNDE EIGENSCHAFTEN 
In diesem Abschnitt werden wir uns mit zwei Eigenschaften der Operatoren 
L n,h beschgftigen, die insbesondere bei der Darstellung empirischer Funk- 
tionen von Bedeutung sind. Es sind dies die Variationsverminderung und die 
Reduktion der totalen Variation, die die glgttende Wirkung der betrachteten 
Operatoren bei Anwendung auf mit Rauschen iiberlagerte experimentelle 
Funktionen zum Ausdruck bringen. 
SATZ 3. Die Operatoren LnsR : C([w) + C-l@), n E N und h > 0, sind 
variationsvermindernd. 
Beweis. Sei f E C(LQ), dann ist zu zeigen, daB die Anzahl S-[,J LQ] der 
Vorzeichenwechsel der Funktion f bzgl. ihres Definitionsbereiches [w nicht 
kleiner ist als S-[L;,,,f, [WI. Entsprechend sei S-({C~}~~~) die Anzahl der 
Vorzeichenwechsel zwischen den benachbarten Gliedern einer Folge und 
Ii h(f) * = (1 /A) . J-(!L1/z)‘h . . (E l,2).hf(t) dt, i E Z. Nach dem Satz von Rolle existiert 
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fur alle i E Z ein ti E ((i - +) . h, (i + *) . h) mit I&j) ==f([J. Wegen 
L,,,f == J&z li,h(f) . B,(./h - i) gilt nun [2]: 
wobei das Supremum iiber alle Partitionen T von R’ zu bilden ist. 1 
Zum Beweis des nachsten Satzes und der Fehlerabschatzungen in Abschnitt 
5 benijtigen wir die folgende Beziehung. 
LEMMA 2 (Schoenberg [6]). Seien {aJisz C [w, n E FU, h > 0 undo <j < n. 
Dann Iassen sich die Abieitungen der Spline-Funktion 
darstellen als 
@S(X) _ h-j . c Vja, . Bnej ($ - i $- g) , 
iEZ 
x E R, (4.2) 
wobei Vj der absteigende Differenzenoperator j-ter Ordnung sei. 
Wir betrachten nun Lnsh als Abbildung von C[a, b] nach C[n, b] mit einem 
kompakten Interval1 [a, b] C R. Zur Konstruktion von Ln,J setzen wir f 
stetig auf ganz R fort: 
: = f(u), x < a, 
.f(*l : = f(x), * E [a, 61, 
: = f(b), x > b, 
(4.3) 
und definieren Ln,h.f: = Llz,hf^ IL~,~~ . 
KATZ 4. Seien n > 1, h > 0 und BV[a, b] der Raum reellwertiger Funk- 
tionen beschriinkter Variation auf [a, b] C Iw. Ftir die Operatoren Ln,h : 
C[a, b] -+ C+-l[a, b] gilt dann 
pbr Ln,h.f < p,r,M E C[a, 61 n BVb, bl. (4.4) 
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BeNYi.7. Da L,,,,pfiir n _‘? 1 (stiickweise) differenzierbar ist, gilt 
Wir wenden nun die im Beweis von Satz 3 hergeleiteten Beziehungen fi,h({) =_ 
f(.$J, ti E ((i - i) h, (i + i) h) und i E Z, sowie Lemma 2 an: 
nach den B-Spline-Eigenschaften (ii) und (v) und da auf Grund der Definition 
von f^ fast alle in der Summe auftretenden Funktionswertdifferenzen ver- 
schwinden. Mit 
tl, : = min{fi E (a, b)l i e Zj und f1 : = max{ti E (a, 6)1 i E Zj 
folgt schlieBlich die Behauptung: 
y;xr Lhf < C I r^<&j - f(f,-J 
iez 
= i lf(4J -.f(Ld + if&) - .fW + f(b) -.f(EJ 
1 l.il 
5. FEHLERABSCHATZUNGEN 
Zum AbschiuB wollen wir das Approximationsverhalten der Operatoren 
L n,h fur h + 0 untersuchen. Dazu werden wir den Approximationsfehler 
Ln,hf -,f und seine Ableitungen in der CebySev-Norm unter Verwendung 
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hiiherer Ableitungen von f abschatzen. Zuvor jedoch sol1 mit Hilfe von 
Satz I(ii) der Approximationsfehler fur den Fall abgeschitzt werden, daI3 nur 
der Stetigkeitsmodul w(f, h) bzw. w(f ‘, h) bekannt ist. 
SATZ 5. Seien n > 2, h > 0, I C R ein kompaktes Interval und Lla,h : 
Q(Z) -+ P-l(I), j = 0, 1, 2. Dann gelten 
(9 II L,hf-fllm,l < ((n + W/W . df, h).ffirfE CV), 
(ii) II L,hf - f1L.1 < (1 + ((n + 2YlW2) . Kn + W1W2 
x h w(,f ', h) fiir f E C’(2) und 
(iii) II L.hf-flla,~ < C(n f NW . h2 . II D2fllm.~f~rf~ CYO 
Beweis. Im folgenden werden wir den Wert des Ausdrucks 
beniitigen, wobei die Norm bzgl. x E I zu bilden ist. Wegen 
LnJ([7T1 - x . 7rJ2) = L,,,(n12 - 2X . 7r” . 771 + x2 .77,)2) 
= L&s72 - 2x . 7r1 + x2 ’ 7rJ 
gilt 
= L n*h”2 - 2x . L,,,,Tr, + x2 . Ln,,{7r” 
n + 2 
=nn+- 
12 
. h” . 3-r” - 2x . 771 i x2 .7r” 
. h2 - 2.~’ + .y2 _ 35’ . h2 (5’4 
und 
(5.3) 
ad (i). Da {Ln,h : C(I) + C(Z)} fur h + 0 eine Folge positiver linearer 
Operatoren ist, die das Monom rTTo reproduzieren, gilt nach [4] fur alle A > 0 
die Abschatzung 
I/ Lmf-f Ii=.1 G (1 + Aw2) . 4.L A . An, A)). 
Wir wahlen A :== ((n + 2)/12)-‘j2 und erhalten die Behauptung. 
ad (ii). Fur alle x, t E Igibt es ein 5 E (x, t) mit 
f(t) -f(x) = (t - x) .f’(x) + (f - x) . (f’(S) -f’(X)). 
640/28/z-6 
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Weiterhin gilt fur S 0: 
I.f’(f, -f’(s)1 “. W(f’, 5 .Y ,) ‘-. w(f’, t -- .Y #) w(f’. t -- .Y G--l) 
_ (1 + (yj 1 t ~ .Y 1) W(.f’. 8). 
Unter Benutzung der Ungleichungen 
: Ldf)l 4 L,,,,W) ud LAf’. g) G (L.h(.f2) . L,,(g”N’~” 
folgt nun fur h I-- 0: 
!L n,td.f’-f(x) ~“)(X)i +’ .fw L,dt - -Y)(X)1 
-i- Ln.t,(t)(iO - x) . (f’(t) -.f’(4Md 
L n.hd f - .y 1 f’(5) - f’(.m-~) 
‘-, u(.f’, 6) L&f&)(1 t - .Y j i- s-l(t - x)“)(x) 
-c- w(f’, S) {[rr”2(X) L,.n(t)(t - x)” (x)]“” 
-i 8-l Ln,h(t)(t - .u)” (X)3 
= w(f’, 6) (p(t7, h) T s-1 . p2(n, h)). 
Mit A > 0 setzen wir 8 : -. A ~(n, h) und erhalten 
I JL,ttJ’- fllcc,I -;: (I :- A-‘) ’ p(n, 17) w(f’, A p(n, h)), 
woraus fur A : =:- ((n -i- 2)/12)- 1/2 die Behauptung folgt. 
ad (iii). 1st fe C2(1), so folgt aus w(f’, 8) :L l:f” lie,, 8 und aus der 
letzten Ungleichung des Beweises von (ii) wegen 6 = A ~(n, h) 
~, L,l,.f’-fl!r,, -G (A 1 I) .p2(n, h) . If” Ix,, . 
Weil diese Abschatzung fur alle A >-. 0 gilt, ist sie such noch fur die 
kleinste untere Schranke dieser Werte, namlich 0, gtiltig. 1 
Im folgenden werden wir sehen, dal3 die Fehlerabschtitzung in Satz S(iii) 
noch urn den Faktor 2 verbessert werden kann. Im Gegensatz zum obigen 
Beweis miissen wir dabei jedoch intensiven Gebrauch von der expliziten 
Darstellung der Operatoren L,,,, und den Eigenschaften von Splines bzgl. 
aquidistanter Partitionen machen. 
SATZ 6. Seien n 2 I, 11 ‘i 0, j E (0 ,,.., n - I], I C ll$ ein kompaktes Inter- 
aall und Lll,,, : Cj+~“(I) - C ‘I+ l(I). Fiir f E Cj 2(I) gilt dami 
~ D’(L,,,,,.f’--f)“,.t ‘y. K(n,,i) h2 1 D’ ‘flix.t 
mit K(n, j) = (n f- 2),‘24 Jtir j c {O...., tI - 21 und K(t7, TV - I) (n i 3),24. 
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Diese Fehlerabschiirzung isr scharf, denn das Gleichheitszeichen gilt fiir 
f'- (l/(j + 2)!) ‘?Tj+z e 
Beweis. Sei F eine Stammfunktion von f, d.h. F’ =h dann kBnnen wir 
die B-Spline-KoelTizienten von 
darstellen als 
wobei VIFi+l,Z die erste riickw5rtsgenommene Differenz der Funktion F 
bzgl. der Partition 7r und des Punktes (i + 4) . h bezeichne. Wir wenden nun 
Lemma 2 an und erhalten 
$ (,&J)(X) = h-j . L ‘PI,,,(.f) . lLj i$ - i + +) 
= c Il-(j+l) vi’pFi +1 ,? . B,-, (2 - i+- ;) (5.5) 
is7f 
Die Differenz Vj ! IF- 1+,12 wird aus den Werten der Funktion F an den Parti- 
tionspunkten {(k + 4) h / k == i -,j - I,..., ij gebildet. Wegen .i . {(i - 
,i - I $- 4) h + (i + 4) h] = (i -j/2) h ist der Mittelpunkt oii : = (i - 
j/2) . h von SUPP B,,-j(./h - (i - ,j/2)) such Mittelpunkt des lntervalls 
[(i - j -- i) . h, (i + &) h]. Urn die Koeffizienten hp(i ~ l) ‘Cj lFi+,,, durch 
Werte der Ableitungen Ffj~.~l) = f (j) auszudriicken, entwickeln wir F in eine 
Taylorreihe urn ai: 
F(x) = ,,;” kr . (x - q)“’ --- (x - t)“2 F-yt) dr, x E I. 
(5.6) 
Wir beweisen nun eine Zwischenbehauptung, die die Wirkung des Differen- 
zenoperators V ’ l auf den polynomialen Anteil obiger Summe beschreibt: 
Sei m E N und {fl = f,) + 1 d j d > 0, I = 0 ,..., m TV I) eine Menge 
gquidistanter Punkte. Fiir jedes p E II,,,,, gilt dann 
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Wir kiinnen p als Newton’sches Interpolationspolynom bzgl. obiger Knoten 
darstellen: 
Aus 
= (07 -t I)! t,, + (m : I)! . T A - (m + I)! . t,, 
-())? -- I)! .$.A z-0 
unsere Zwischenbehauptung. 
Damit erhalten wir bei Anwendung von Vi l auf Fftir i E Z die Beziehung 
],-"11' Ti'lF 
1 ,1/r 
((i- j _~ k . i) . /I - t)J i2 . FCitS)(f) c/j, 
(5.8) 
Nach Einfiihrung der Faktoren t,; : sign((i ~- ,j T k - 1) . h - a,) und 
von charakteristischen Funktionen fur lntervalle formen wir die oben auf- 
tretende Summe wie folgt urn: 
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Im folgenden beniitigen wir zwei Eigenschaften der so definierten Funktion 
@, und zwar 
(i) Q, ist gerade bzgl. t = cxi und 
(ii) Q(t) > 0 fur t E [(i -j - 4) . h, (i + 4) . h], 
die nun bewiesen werden sollen. 
ad (i): Fur t E [(i - j - 4) . h, CYJ gilt 
LG+l)!zI 
WI = 1 
k=O 
-(-l)j+‘-” . (’ 2 ‘) . ((i - j + k _ +) . h _ t)j+z 
x Xr(i-i+k-l12).k.ail(t~. 
Wir setzen t=2ai-T=hh(2i-j)-T mit ~o[a~,(i++).h]. Wegen 
(i-j-kk--$).h-t=(k-j-$).h+7=(--I).((i-k++).h-~) 
und 
X[(i-j+k-l,2).h,mi](t) = 1 * (i-j + k - 3) * h < (2i -j) . h - T < (i -,j/2) * h e 
-(i-k+&).h<-~<-((i-j/2).h*(i-k+~)*h>~>(i-j/2).ho 
xrlTj.(i+1/2--8bh1(~) = 1 
erhalten wir schlieblich 
CD(t) = L(jgo’2’ (-1)” .(j if L k) . ((i - k + 4) . h - .)jt2 
x X[ai.(i-k+l/2bd7) = @CT). 
ad (ii): Wir formen die Darstellung von @ fur t E [(i - j - $) . h, CYJ urn: 
Q(t) r _ “‘$o’2’ (- l)j+l-k . (/ z ‘) 1 ((j - j + k - 4) a h - t)j+2 
z - L('$o'2' (- I)j+l-k . (j ; 1) . (-l)j+2. (t - (i-j + k - 4) . h)j,+2 
=L(i;~;2&' . (' ; ') . (t - (j - j + k - 4) . h)$. 
Daraus ergeben sich 
CD’(t) = (j + 2) . L('$o'2J (-1)" * (j T ') . (t - (i -j + k - &) . h):+l 
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und 
1t.i , 1) ‘21 
CD”(t) (,j i 2)(,j -t I) C 
i. 4 
(-I)” . (” l ‘) . (I - (i --.j + k ~ k) . II)’ 
(,j 7 2)! . Bj (tip) > 0 fiir tE ‘i - 
(! 
1 ~ ;j . h, Ui] . 
Wegen @“)((i - .j - i) . h) = 0,1 = 0, 1, 2, gilt die Behauptung (ii). 
Aus der Eigenschaft (ii) folgt nun sofort 
i 
(i+l/%,.I1 
~ @([)I (jr = ~ii+l'd"fL @(t) &. (5. IO) 
* (i-/-l/Z)./! -(i-i-1 2j.r 
Fur den Wert des letzten Integrals Ial& sich zwar ein geschlossener Ausdruck 
angeben, jedoch konnen wir diesen wesentlich vereinfachen, wenn wir 
s 
ci-l/z,.rl 
Q(t) dt 
(i-.i 1/e)./, 
=f 
(i-1/2)./t dh 2 t’t” 
(i j Pd.11 W) . &z (,j + 2)! dt 
*j+3 
&l ti 6% 
~__ 
(.j t 3)! ;,l,2 dtj+’ (.j t 3)! ,p,,i 
auf Grund der oben hergeleiteten Beziehung (5.8) schreiben und die auf- 
tretende Differenz berechnen. Dazu beweisen wir die folgende Zwischen- 
behauptung. 
Sei m E N und {tL = t,, 1 I d ; d -> 0, I ~~ 0 ,..., WI + 21 eine Menge 
aquidistanter Punkte. Fur jedes p E II,,+, gilt dann 
D ‘“p ( 
Bzgl. diesel- Knoten 1aBt sich p als Newton’sches lnterpolationspolynom 
darstellen : 
t E R. 
Der Vieta’sche Wurzelsatz liefert 
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Bereits oben wurde gezeigt, daD die erste eckige Klammer fiir t = t, + 
(m/2) . d verschwindet. Mit der Beziehung (2.6) erhalten wir wegen 
Wlil na+1 m+1 
,F; t1 = I5 (to + I A) = (171 + 2) . f, f A . c 1 
I-1 
= (m + 2) . to + 4 . A . (fl? --t- I)(/?7 + 2) 
und 
,,Hl m+1 
x t,2 = c (I”” + 24 . 1 $- A” . P) 
I=0 l=U 
m+1 nz+1 
= (m + 2) . to2 + 24t, . 1 / + A2 c 12 
I=1 I=1 
-= (Ill + 2) ' t," + dt,(JJl + I)@7 + 2) 
+ ;-Ay, $- l)(m i- 2)(2n7 + 3) 
fiir die zweite eckige Klammer 
+ I’ . ((tn + 2)’ . to2 + A(m -c l)(m + 2)” t, 
+ ; A”(m + l)2 (171 + 2)2) 
- $ . ((m + 2) . t,2 + A(m + ~)(NI + 2) t, 
!- ; A2(m + I)(m + 2)(2m + 3)) 
177 ! 
-- 
2 
to2 . [(m + 1)(/n + 2) - 2(~ + l)(m + 2) 
f (n7 f 2)” - (m + 2)] 
+A .b7f2)! 
2 
~to~[m-tm-(/77+ l)+m+2- 11 
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- 2(2m -I 3)] 
171 .c - - . 24 (777 y 2)! . A’. 
Aus 
drnS2 G”1-t2p,+z 
-p(t) = (m + 2), A,,& * cm + 2, ! 
folgt nun die Zwischenbehauptung, womit wir fiir das Integral von @ den 
Wert 
s 
(i+1/2).h 
O(t) dt = (,j $ 2)! . hj+l . 
(i-j-1/2).R 1 
k miz + ‘T 
= (.j + 2)! .,i..&.i . hj+3 (5.12) 
erhalten. Nun kann der Approximationsfehler fiir x E Z abgeschgtzt werden: 
Eine obere Schranke des ersten Summanden dieses Ausdruckes liefert uns 
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SATZ. 7. Seien m>l,h>O und 5:={ii1Siil-ii=h,iE~} eine 
Partition von R. Fiir den durch 
dejinierten Iinearen Spline-Operator 9m,h gilt dann bzgl. des kompakten 
Intervals I C R’ die scharfe Fehlerabsch&zung 
II -ZAf - f Ilm.l < CC4 . h2 . II WILI ,f E C2(0, 
mit C(I) = Q und C(m) = (m + 1)/24 fiirm 3 2. 
Beweis. (i) m = 1: Der Operator erzeugt den interpolierenden Polygon- 
zug bzgl. der Partition 5. Mithin liefert die Fehlerdarstellung der linearen 
Lagrange-Interpolation die Behauptung. Da die Funktion $r2 konvex ist, liegt 
kein Wert des Splines zr,n~~2 unterhalb von $r2 . Sei x E I, dann gibt es 
genau ein i E i2 mit x E [ii , ci+r). Aus der Zweipunkteformel 
folgt fur die Differenzfunktion 
s(X) = (~I,?L~~)(-X) - 4T2(-X) = 4 * (5i + li+l)(X - Si> + t&Y" - $X2* 
Diese verschwindet in ci und 5i+l und nimmt ihr Extremum fur 
x = 4G + L+A an: 
d.h. die Fehlerabschatzung ist scharf. 
von $) 
m > 2: Die Monome rrj , j = 0, 1,2, sind fur m 3 2 im Bildraum 
m.h enthalten. Nach den Vorbereitungen des Beweises von Satz 1 gilt 
rrj = c (hpj) . B,,, (+-) , j=0,1,2,mit 
iPZ 
+T,, = 1, AirI = ci und hirr2 = ci2 - m+l ~ . h2, 
12 
iGZ, 
woraus folgt, da8 zmsh die Monome T,, und rrl reproduziert. Seien nun 
x, y E I. Dann gibt es ein t(v) E (x, v) derart, da13 
f(v) =m +m> * (Y - 4 + 4 .f%YvN . (v - x3 
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gilt. Wir wenden den Operator Y,,,,,L bei konstantem s bzgl. der Variablen J’ 
auf S an und erhalten 
und damit fiir J’ = x : 
Wegen 02(i7rZ) = nTTo ist diese Abschgtzung scharf. 1 
Fortsetzung des Beweises von Satz 6. 
Aus der letzten Abschgtzung und Satz 7 folgt sofort die Fehlerungleichung 
der Behauptung. Diese ist scharf, denn fiirf (l/(,j -~ 2)!) . T;-? und .Y E I 
gilt 
Sei f eine hinreichend oft differenzierbare Funktion. WBhrend wir uns in 
Satz 6 mit dem Approximationsverhalten der stetigen Ableitungen von 
L,.,,f’ beschgftigt haben, wollen wir nun abschliefiend die Konvergenz der nur 
stiickweise stetigen Ableitungen D”(L.,,J) gegen ,f(“) fiir /T + 0 untersuchen. 
KATZ 8. Srien n E N, h _, 0, I C R t+ kompuk fes Inrtwall LWK/ L ,I ,,, : 
c” “(I) - Cl--‘(f). 
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Dann gilt fiir f E C” l(Z) 
Beweis. Der erste Teil des Beweises von Satz 6 M3t sich mit j = n w&t- 
lich iibertragen. Wir entwickeln wieder F, eine Stammfunktion von f, in eine 
Taylorreihe urn oci, i E Z, jedoch diesmal nur bis zum Gradej + 1 = n I 1: 
F@) == ;< FT . (x - ai~‘c + (n ; ,)! . I; (x - t)n+’ . F”‘+2)(f) dt, .y E 1. 
(5.13) 
Wegen h-“’ OnLpnl = P(“~) fiir nz E N und p E II,,! liefert die Anwendung des 
Operators ‘P l auf F ftir i E Z die Beziehung 
/,-(Wl) . .$'n~lF 
i-cl/Z 
wobei c;f, die bzgl. ,j = I?, im Beweis von Satz 6 definierte Funktion ist. Damit 
gilt fiir .Y E / 
Zu x E I existiert, genau ein m E Z mit x E [uI,,, - h/2, OL,)< + h/2), woraus fur 
x E (a,,, - h/2, n&, t h/2) die Abschatzung 
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_:: (f(“)(a,,,) - f(“)(.Y) ’ r& ilf”(71 “) /I=,, ( lyj,, - X j < k . /if’” -” !lcc,l 
(5.16) 
und fiir x = ix?,, - (h/2) die Ungleichung 
1 f 2 . j/p+') jlcc,, . (I (G-1 -a,+- ; j -t ] %n -
h 
%I I- - 2 1) 
= i jJf(?L+l) jix,I (5.17) 
folgen. Im Beweis von Satz 6 wurde gezeigt, da0 Q, gerade bzgl. f = CQ ,
@‘((i - n - 4) . h) = 0 sowie P’(t) > 0 fiir t E ((i - n - $) . h, iyiJ ist. 
Mithin gilt Q’(t) 2 0 fiir t E [(i - n - 4) . h, ai] und CD’ ist ungerade bzgl. 
t = q, allerdings nicht stetig in LYE. Wir kijnnen nun das obige Integral 
berechnen: 
s litl/2).h 1 Q’(t) / dr (i-n-1/2)./l 
= 2 . .(:ln-& @‘w dt 
= 2 . (n + 2) . l’^d;” (-1)” . (” 1 ‘) 
(i -.11/2)./a 
x 
* i (i- n+k-l!2).h (1 - (i - I? + k - ;) . h)n+l dt 
= 2 . Ly2J (- 1)” . (” ; ‘) . (‘I ‘; l (5.18) /yk2 . jf+z* 
P=O 
Unter Verwendung obiger Abschgtzungen erhalten wir durch Zusammen- 
fassen aller Terme die Behauptung. 1 
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