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Abstract. Algorithms based on deep neural networks (DNNs) have attracted increas-
ing attention from the scientific computing community. DNN based algorithms are
easy to implement, natural for nonlinear problems, and have shown great potential to
overcome the curse of dimensionality. In this work, we utilize the multi-scale DNN-
based algorithm (MscaleDNN) proposed by Liu, Cai and Xu (2020) to solve multi-scale
elliptic problems with possible nonlinearity, for example, the p-Laplacian problem.
We improve the MscaleDNN algorithm by a smooth and localized activation function.
Several numerical examples of multi-scale elliptic problems with separable or non-
separable scales in low-dimensional and high-dimensional Euclidean spaces are used
to demonstrate the effectiveness and accuracy of the MscaleDNN numerical scheme.
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1 Introduction
In this paper, we will introduce a DNN based algorithm for the following elliptic equation
with multiple scales and possible nonlinearity−div
(
a(x,∇u(x))
)
= f (x) in Ω
u(x)= g(x) on ∂Ω
(1.1)
whereΩ⊂Rd, d≥2, is a polygonal (polyhedral) domain (open, bounded and connected),
a(x,∇u(x)) :Ω×Rd→Rd is the flux function, and f :Ω→R is the source term.
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2Deep neural networks (DNNs) has not only achieved great successes in computer
vision, natural language processing and other machine learning tasks [17, 27], but also
captured great attention in the scientific computing community due to its universal ap-
proximating power, especially in high dimensional spaces [45]. It has found applications
in the context of numerical solution of ordinary/partial differential equations, integral-
differential equations and dynamical systems [14, 18, 24, 35, 40, 46].
Recent theoretical studies on DNNs have shed some light on the design of DNN-
based algorithms for scientific computing tasks, in particular, for multi-scale problems.
For example, the frequency principle (F-Principle) [13,36,43,44], shows that, DNNs often
fit target functions from low frequency components to high frequency ones, as opposed
to the behavior of many conventional iterative numerical schemes (e.g., Gauss-Seidel
method), which exhibit faster convergence for higher frequencies. To improve the conver-
gence for high-frequency or multi-scale problems, a series of algorithms are developed to
accelerate the learning of high-frequency components based on F-Principle [5, 6, 25, 29].
In particular, a multi-scale DNN algorithm(MscaleDNN) has achieved favourable per-
formance boost for high-frequency problems [29]. The idea of the MscaleDNN to convert
high-frequency contents into low-frequency ones as follows. The Fourier space is parti-
tioned with respect to the radial direction. Since scaling input can shift the frequency
distribution along the radial direction, a scaling down operation is used to scale the
high-frequency components to low-frequency ones. Such radial scaling is independent
of dimensionality, hence MscaleDNN is applicable for high-dimensional problems. Also,
borrowing the multi-resolution concept of wavelet approximation theory using compact
mother scaling and wavelet functions, an localized activation function (i.e., sReLU) was
designed in previous work [29], which is a product of two ReLU functions. By setting
multiple scalings in a MscaleDNN, numerical results in previous study [29] show that
MscaleDNN is effective for linear elliptic partial differential equations with high frequen-
cies.
We focus our exposition on the numerical method, and therefore restrict the flux func-
tion in (1.1) to the following Leray-Lions form [11] since it admits a natural variational
form. Namely, for (x,ξ)∈Ω×Rd, a(x,ξ)= κ(x)φ′(|ξ|) ξ|ξ| , where φ∈C
2 is the so-called
N−function (an extension for the convex function with φ′(0)=0, see [11] for the precise
definition). For p-Laplacian problem, φ(t) =
1
p
tp , and when p= 2 then a(x,ξ) = κ(x)ξ
becomes linear. κ(x) ∈ L∞(Ω) is symmetric, uniformly elliptic on Ω, and may contain
(non-separable) multiple scales. More general nonlinear flux will be treated in future
work. With the above setup, the elliptic problem (1.1) is monotone and coercive, there-
fore it admits a unique solution. Those models have applications in many areas such
as heterogeneous (nonlinear) materials [16], non-Newtonian fluids, surgical simulation,
image processing, machine learning [39], etc.
In the last decades, much effort has been made for the numerical solution of the (1.1).
In particular, for p-Laplacian equation with κ(x)= 1, Some degrees of effectiveness can
3be achieved by mesh based methods such as finite element method (FEM) [2,3,23], finite
difference method (FDM) [30], discontinuous Galerkin method [10], and meshless meth-
ods [7, 28] etc.. In addition to those discretization methods, iterative methods such as
preconditioned steepest descent, quasi-Newton or Newton method are employed to deal
with the nonlinearity. The fully nonlinear problem (1.1) may become singular and/or
degenerate, some regularization of the nonlinear operator needs to be added to ensure
the convergence of the nonlinear iteration [23].
However, conventional methods cannot deal with the multiple scales, which is of
great interest in applications for composite materials, geophysics, machine learning etc
[15]. Homogenization method [9, 41] relies on the assumption of scale separation and
periodicity. In addition, for nonlinear problems, one need to resort to a series of cell prob-
lems with the cell size going to infinity, which limits the practical utility of the method.
In comparison, numerical homogenization methods, can solve linear multi-scale prob-
lems [12, 22, 33] and nonlinear multi-scale problems [1, 8] on the coarse scale, without
resolving all the fine scales. Nonetheless, the aforementioned numerical methods are
easy to implement in low-dimensional spaceRd(d=1,2,3), however, they will encounter
great difficulty in high-dimensions.
In this paper, based on the Deep Ritz method [14], we proposed an improved version
of the MscaleDNN algorithm to solve elliptic problems (1.1) with multiple scales and/or
nonlinearity. We improve the MscaleDNN by designing a new activation function due
to the following intuition. The original activation function, i.e., sReLU, is localized only
in the spatial domain due to the first-order discontinuity. However, the MscaleDNN re-
quires the localization in the Fourier domain, which is equivalent to the smoothness in the
spatial domain. Therefore, we design a smooth and localized activation function, which
is a production of sReLU and the sine function, i.e., s2ReLU. In addition, our DNN struc-
tures also employ the residual connection technique, which was first proposed in [21] for
image analysis and has become very popular due to its effectiveness. We employ this
improved MscaleDNN to solve multi-scale elliptic problems, such as the multi-scale p-
Laplacian equation, in various dimensions. Numerical experiments demonstrate that the
algorithm is effective to obtain the oscillatory solution for multi-scale problems with or
without nonlinearity, even in relative high dimensions. And the performance of s2ReLU
activation function is much better than that of sReLU in the MscaleDNN framework.
The paper is structured as follows. In Section 2, we briefly introduce the framework
of deep neural network approximation. Section 3 provides a variational formulation to
solve the nonlinear multi-scale problem by MscaleDNN. In Section 4, some numerical
experiments are carried out to demonstrate the effectiveness of our method. Concluding
remarks are made in Section 5.
42 Deep Neural Networks and ResNet architecture
In recent years, the DNN has achieved great success in a wide range of applications,
such as classification in complex systems and construction of response surfaces for high-
dimensional models. Mathematically, the DNN is a nested composition of sequential
linear functions and nonlinear activation functions. A standard single layer network,
e.g., the neural unit of a DNN with a d-dimensional vector x ∈Rd as its input and a
m-dimensional vector as its output, is in the form of
y=σ(Wx+b) (2.1)
where W =(wij)∈Rm×d,b∈Rm are denoted by weights and biases, respectively. σ(·) is
an element-wise non-linear function, commonly known as the activation function. Var-
ious activation functions are proposed in machine learning literature, such as sigmoid,
tanh, ReLU, Leaky-ReLU etc [19]. In DNN, the single layer (2.1) is also denoted as the
hidden layer. Its output can be transformed through new weights, biases, and activation
functions in the next layer.
Given an input datum x∈Rd, the output of a DNN, denoted by y(x;θ), can be written
as
y(x;θ)=W [L]◦σ(W [L−1]◦σ(···◦σ(W [1]◦σ(W [0]x+b[0])+b[1]))+b[L−1])+b[L] (2.2)
where W [l] ∈Rnl+1×nl ,b[l] ∈Rnl+1 are the weights and biases of the l-th hidden layer, re-
spectively. n0=d, and “◦” stands for the elementary-wise operation. θ represents the set
of parameters W [L],···W [1],W [0],b[L],···b[1],b[0].
Many experiments have shown that the approximating capability of the DNN will
became better and more robust with increasing depth. However, the problem of gradient
explosion or vanishing might occur when the depth of DNNs increases, which will have a
negative effect on the performance of the DNNs. ResNet (Residual Neural Network) [21]
skillfully overcomes the vanishing (exploding) gradient problem in backpropagation by
introducing a skip connection between input layer and output layer or some hidden lay-
ers. It makes the network easier to train, and also improves the performance of DNN. For
example, it outperforms the VGG models and obtain excellent results by using extremely
deep residual nets on the ImageNet classification data set. Mathematically, a ResNet unit
with L layers produces a filtered version yN for the input y[0] is as follows
y[`+1]=y[`]+σ(W [`+1]y[`]+b[`+1]), for `=0,1,2,··· ,N−1.
In this work, we also employ the strategy with a one-step skip connection.
53 Unified DNN model for multi-scale problems with scale trans-
formation
The multi-scale elliptic problem (1.1) with N-function φ admits a natural variational
form. Define the energy functional as
J (v) :=
∫
Ω
κ(x)φ(|∇v|)dx−
∫
Ω
f vdx, (3.1)
where v is the trial function in the admissible Orlicz-Sobolev space V :=W1,φg (Ω) [11]
where the subscript g means that the trace on ∂Ω is g. The solution of (1.1) can be obtained
by minimizing J (v), i.e.,
u=argmin
v∈V
J (v). (3.2)
Therefore, we can employ the Deep Ritz method to solve (3.2), which is an efficient
approach to solve variational problems that stem from generally partial differential equa-
tions [14].
We consider an ansatz y(·;θ) represented by a DNN with parameter θ as the trial func-
tion in the variational problem (3.2), where θ∈Θ denotes the parameters of the underly-
ing DNN. Substituting y(x;θ) into (3.1) and (3.2), we can obtain the following equation
u=argmin
y∈V
∫
Ω
κ(x)φ(|∇y(x;θ)|)dx−
∫
Ω
f (x)y(x;θ)dx
.
We further approximate the integral by Monte Carlo method [37] and convert the mini-
mization problem with respect to y∈V to an equivalent one with respect to the parame-
ters θ,
θ∗=argmin
θ∈Θ
1
nit
nit
∑
i=1
[
κ(xiI)φ(|∇y(xiI ;θ)|)− f (xiI)y(xiI ;θ)
]
for xiI∈Ω.
and y(x,θ)= g(x) for x∈∂Ω.
Boundary conditions are indispensable constraints for numerical solution of PDEs.
Analogously, imposing boundary conditions is also an important issue in DNN represen-
tation. We approximate the squared L2 norm of the boundary discrepancy
∫
∂Ω(y(x,θ)−
g(x))2 by a Monte Carlo approximation,
1
nbd
nbd
∑
j=1
[
y
(
xjB;θ
)−g(xjB)]2 for xjB∈∂Ω.
We define the following loss function where the boundary condition is treated as a
penalty term with parameter β,
L(θ;{xI ,xB})= 1nit
nit
∑
i=1
[
κ(xiI)φ(|∇y(xiI ;θ)|)− f (xiI)y(xiI ;θ)
]
︸ ︷︷ ︸
loss it
+
β
nbd
nbd
∑
j=1
[
y
(
xjB;θ
)−g(xjB)]2︸ ︷︷ ︸
loss bd
6x
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loss it
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θ∗
minimize
Figure 1: Schematic of a DNN for solving the nonlinear multi-scale problem
where {xiI}niti=1 and {xjB}nbdj=1 represent the training data in the iterior of Ω and on the
boundary ∂Ω, respectively. loss it and loss bd stand for the loss computed with the in-
terior points and the boundary points, respectively. The penalty parameter β controls
the relative contribution of loss bd in the loss function. It increases gradually within the
training process in order to better enforce the boundary condition.
Our goal is to find a set of parameters θ such that the approximate function y(x;θ)
minimizes the loss function L(θ). If L(θ) is small enough, then y(x;θ) will be a ”good”
approximate solution of (1.1), i.e.,
θ∗=argminL(θ) ⇐⇒ u(x)≈y(x;θ∗).
In order to obtain θ∗, one can update the parameter θ by the gradient descent method
over the all training examples at each iteration. The objective function decreases along a
descent direction wk after an iteration, i.e., L(θk+1)<L(θk), where θk+1 = θk+ηwk with
some properly chosen learning rate or step size η. Since DNNs are highly non-convex,
θ∗ may only converge to a local minimum. Stochastic gradient descent (SGD), as the
common optimization technique of deep learning, has been proven to be very effective
in practice (can avoid the problem of local minimum) and is a fundamental building
block of nearly all deep learning models. In the implementation, SGD method chooses a
”mini-batch” of data xkm (a subset of interior points and boundary points in our case) at
7each step. In this context, the SGD is given by:
θk+1=θk−ηk∇θL(θk;xkm),
where the “learning rate” ηk decreases with k increasing.
Remark 3.1. The θ consist of weights and biases in our model are initialized by using
the normal distribution N
(
0,
(
2
nin+nout
)2)
, where nin and nout are the input and output
dimensions of the corresponding layer, respectively.
3.1 MscaleDNN
A conventional DNN model can achieve a satisfactory solution for PDE problems when
the coefficient κ(x) is homogeneous [4, 20, 38, 42]. However, it is difficult to solve PDEs
(1.1) with multi-scale κ(x) due to the complex interaction of nonlinearity and multiple
scales. The MscaleDNN architecture has been proposed to approximate the solution with
high frequency and multiple scales by converting original data to a low frequency space
[29], as described in the following:
• Divide the neurons in the first hidden-layer into N groups, and generate the scale
vector
K=(a1,··· ,a1,a2,··· ,a2,··· ,aN ,··· ,aN)T,ai>1 (3.3)
• Convert the input data x to x˜=Kx, then feed x˜ to the first hidden-layer of DNN,
where  is the Hadamard product. From the viewpoint of Fourier transformation
and decomposition, the Fourier transform fˆ (k) of a given band-limited function
f (x) has a compact support B(Kmax)=
{
k∈Rd,|k|6Kmax
}
which can be partitioned
as the union of M concentric annulus with uniform or nonuniform width, e.g.,
Pi=
{
k∈Rd,(i−1)K06 |k|6 iK0
}
,K0=Kmax/M,i6 i6M,
then fˆ (k) can be expressed as follows
fˆ (k)=
M
∑
i
fˆi(k), with supp fˆi(k)⊂Pi
By the down-scaling operation which shift the high frequency region Pi into a low
frequency ones, the scale transfrom reads,
fˆ (scale)i (k)= fˆ (aik),ai>1
and
f (scale)i (x)= fi
(
1
ai
x
)
8or
fi(x)= f
(scale)
i (aix).
Then, instead of finding a function fˆi(k) in the support set of Pi, the transformed
function fˆ (scale)i (k) will be explored in
supp fˆ (scale)i (k)⊂
{
k∈Rd, (i−1)K0
αi
6 |k|6 iK0
αi
}
.
When
iK0
αi
is small, a DNN `i(θ) can be used to learn f
(scale)
i (x) quickly, which fur-
ther means that `i(θ) can approximate fi(x) immediately, i.e.,
fi(x)≈ `i(aiθ).
Finally, f (x) can be expressed by
f (x)≈
M
∑
i
`i(aiθ). (3.4)
In general, (3.4) suggests an ansatz to approximate the solution more quickly with
DNN representations, hence, converting the original data x into x˜ is a nice trick
when dealing with multi-scale problems.
• Output the result of DNN.
3.2 Activation Function
The role of activation functions is to decide whether particular neuron should fire or
not. When the activation function is absent, the neural network will simply be a linear
transformation involving weights and biases, which in turn becomes a linear regression
model. Although linear model is simple to solve, but its expressive power for complex
problems is limited. A nonlinear activation function performs the nonlinear transfor-
mation of the input data, making it capable to learn and perform more complex tasks.
Thus, choosing the right activation function is essential for the efficiency and accuracy of
the DNN. The significance of activation functions for different models have been investi-
gated in, e.g., [26, 34] etc.
In the previous work [29], the activation function sReLU(x)=ReLU(x)×ReLU(1−x)
smoother than ReLU(x)=max{0,x} is used in the MscaleDNN algorithm to solve PDEs.
It is localized in the spatial domain due to the first-order discontinuity, but it lacks of
adequate smoothness. For the MscaleDNN model, it also requires the localization in the
Fourier domain, which is somehow equivalent to the smoothness in the spatial domain.
Therefore, we design a smooth and localized activation function which is a production of
sReLU and the sine function, and is referred to sin-sReLU,
sin-sReLU(x)=sin(2pix)∗ReLU(x)∗ReLU(1−x). (3.5)
9For convenience, we abbreviate it by s2ReLU here and thereafter.
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Figure 2: sReLU function (left) and s2ReLU function(right)
As shown in in Fig. 2, s2ReLU is also localized in the spatial domain. Since s2ReLU
is a smooth function, it is also localized in the Fourier domain, thus, it overcomes the
problem of slow-decay of sReLU in frequency domain. In the numerical experiments,
we will show that s2ReLU has much superior performance compared with sReLU with
MsacleDNN or ReLU with conventional DNN.
4 Numerical experiments
In this section, several test problems are presented to illustrate the effectiveness of our
method to solve multi-scale nonlinear problems. In our numerical experiments, all train-
ing and testing data are generated with a uniform distribution over corresponding do-
mains, and all networks are trained by the Adam optimizer. In addition, the initial learn-
ing rate is set as 2×10−4 with a decay rate 5×10−5 for each training step. For the first
hidden-layer in MscaleDNN, we divide the neurons into N=100 groups to generate the
scale vector K as in (3.3). Here, we provide two criteria to evaluate our model:
MSE=
1
ns
||u˜−u∗||22, and REL=
1
ns
||u˜−u∗||22
||u∗||22
where u˜ and u∗ are approximate solutions of deep neural network and the exact solution
(or the reference solution computed on a very fine mesh), respectively, at ns testing sam-
ple points. To evaluate the effectiveness, we test our model for every 1000 epochs in the
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training process. In our work, the penalty parameter β is set as follows,
β=

β0, if i<Mmax∗0.1
10β0, if Mmax∗0.1<= i<Mmax∗0.2
50β0, if Mmax∗0.2<= i<Mmax∗0.25
100β0, if Mmax∗0.25<= i<Mmax∗0.5
200β0, if Mmax∗0.5<= i<Mmax∗0.75
500β0, otherwise,
(4.1)
where the β0 = 1000 in all our tests and Mmax represents the total number of epoches.
We perform neural network training and testing in TensorFlow (version 1.4.0) on a work
station with 256GB RAM and a single NVIDIA GeForce GTX 2080Ti 12GB.
For the numerical examples, we use the following p-Laplacian problem as an proto-
typical example of the more general form (1.1),−div
(
κ(x)|∇u(x)|p−2∇u(x)
)
= f (x), x∈Ω,
u(x)= g(x), x∈∂Ω,
(4.2)
then the energy in (3.1) can be rewritten as
J (v) := 1
p
∫
Ω
κ(x)|∇v|pdx−
∫
Ω
f vdx, v∈V.
with V :=W1,pg , namely, the Sobolev space W1,p with trace g on ∂Ω.
4.1 One dimensional examples
We consider the following one-dimensional highly oscillatory elliptic problem in Ω=
[0,1]. −
d
dx
(
κ(x)
∣∣∣∣ ddxue(x)
∣∣∣∣p−2 ddxue(x)
)
= f (x),
ue(0)=ue(1)=0.
(4.3)
For equation (4.3), we consider e= 0.1 and e= 0.01. We use the MscaleDNN models
with activation functions sReLU and s2ReLU to solve this problem, respectively. In ad-
dition, a DNN model with ReLU is used as a baseline for comparison. At each training
step, we uniformly sample nit=3000 interior points in Ω and nbd=500 boundary points
on ∂Ω as the training dataset, and uniformly sample ns=1000 points in Ω as the testing
dataset.
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Example 4.1. We consider the case of p= 2 for the linear diffusion problem with highly
oscillatory coefficients (4.3). f ≡1 and,
κ(x)=
(
2+cos
(
2pi
x
e
))−1
(4.4)
with a small parameter e> 0 such that e−1∈N+. In one-dimensional setting, the corre-
sponding unique solution is given by
ue(x)= x−x2+e
(
1
4pi
sin
(
2pi
x
e
)
− 1
2pi
xsin
(
2pi
x
e
)
− e
4pi2
cos
(
2pi
x
e
)
+
e
4pi2
)
. (4.5)
Although the p-Laplacian equation is reduced to a linear one, the problem is still
difficult to deal with by DNN due to the highly oscillatory coefficients with small e [44].
For e=0.1 as shown in Fig. 3(a), the solution of the MscaleDNN with activation function
s2ReLU overlaps with the exact solution, while the one with sReLU deviates from the
exact solution at the central part and the one with ReLU is completely different from the
exact solution. As shown in Fig. 3(b), both the error and the relative error consistently
show that MscaleDNN with s2ReLU can resolve the solution pretty well. For the case
of e= 0.01 in Figs. 4(a), the s2ReLU solution and the sReLU solution both deviate from
the exact solution at the central part of (0,1), but the s2ReLU solution still outperforms
that of sReLU. The error curves in Fig. 4(b) enhance this conclusion. Figs. 3 and 4 clearly
reveal that the performances of MscaleDNN model with s2ReLU and sReLU are superior
to that of general DNN model with ReLU.
(a) solution (b) MSE and REL
Figure 3: Testing results for e= 0.1 when p= 2. The network size is (300, 200, 150, 150,
100, 50, 50).
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(a) solution (b) MSE and REL
Figure 4: Testing results for e= 0.01 when p= 2. The network size is (500, 400, 300, 300,
200, 100, 100).
When p increases, the nonlinearity of the p-Laplacian problem (1.1) becomes more
and more significant and has complex interaction with the highly oscillatory coefficients,
hence the solution becomes increasingly more difficult. In following examples, we fur-
ther consider the 1d example (4.3) with p=5, respectively.
Example 4.2. For p= 5, this p-Laplacian equation is a highly oscillatory diffusion prob-
lem. The exact solution ue(x) and κ(x) are the same as that of Example 4.1. The force side
f is given by
f (x)=
−|2x−1|3[2+cos(2pi xe )]2[3pi(2x−1)sin(2pi xe )−4ecos(2pi xe )−8e]
8e
, (4.6)
where e>0 and e−1∈N+.
We show the testing results for e= 0.1 and e= 0.01 in Figs. 5 and 6, respectively.
The MscaleDNN with activation function s2ReLU can well capture all the oscillation of
the exact solution for e= 0.1 in Fig. 5(a), which is much better than that of sReLU and
ReLU, and the test error of s2ReLU is much lower as shown in Fig. 5(b). For e= 0.01,
MscaleDNNs still outperform activation function ReLU, while s2ReLU and sReLU are
comparable, as shown in Fig. 6.
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(a) solution (b) MSE and REL
Figure 5: Testing results for e= 0.1 when p= 5. The network size is (300, 200, 150, 150,
100, 50, 50).
(a) solution (b) MSE and REL
Figure 6: Testing results for e= 0.01 when p= 5. The network size is (500, 400, 300, 300,
200, 100, 100).
From the above results, we conclude that the MscaleDNN model with s2ReLU acti-
vation function can much better solve the p-Laplacian problem compared with the ones
of sReLU and ReLU, even for a nonlinear case.
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4.2 Two dimensional examples
We consider the following p-Laplacian problem in domain Ω=[−1,1]×[−1,1],−div
(
κ(x1,x2)|∇u(x1,x2)|p−2∇u(x,y)
)
= f (x1,x2),
u(−1,x2)=u(1,x2)=0,u(x1,−1)=u(x1,1)=0.
(4.7)
In the following tests, we obtain the solution of (4.7) by employing two types of
MscaleDNN with size (1000, 500, 400, 300, 300, 200, 100, 100) and activation functions
sReLU and s2ReLU, respectively. Based on the conclusions of MscaleDNN for one-
dimensional p-Laplacian problems and previous results for MscaleDNN in solving PDEs
[29], a MscaleDNN with s2ReLU or sReLU outperforms DNN with ReLU, therefore, we
will not show the results of DNN with ReLU in the following experiments.
Example 4.3. In this example, the forcing term f (x1,x2)≡ 1 for p= 2 and a multi-scale
trigonometric coefficient κ(x1,x2) is given by
κ(x1,x2)=
1
6
(
1.1+sin(2pix1/e1)
1.1+sin(2pix2/e1)
+
1.1+sin(2pix1/e2)
1.1+cos(2pix2/e2)
+
1.1+cos(2pix1/e3)
1.1+sin(2pix2/e3)
+
1.1+sin(2pix1/e4)
1.1+cos(2pix2/e4)
+
1.1+cos(2pix1/e5)
1.1+sin(2pix2/e5)
+sin(4x21x
2
2)+1
)
,
where e1=
1
5
,e2=
1
13
,e3=
1
17
,e4=
1
31
,e5=
1
65
. For this example, the corresponding exact
solution can not be expressed explicitly. Alternatively, a reference solution u(x1,x2) is set
as the finite element solution computed by numerical homogenization method [31–33]
on a square grid [−1,1]×[−1,1] of mesh-size h=(1+2q)−1 with a positive integer q=6.
At each training step, we randomly sample nit = 3000 interior points and nbd = 500
boundary points as training dataset. The testing dataset are also sampled from a square
grid [−1,1]×[−1,1] of mesh-size h=(1+2q)−1 with q=6.
(a) MSE and REL (b) point-wise error (c) point-wise error
Figure 7: Testing results for Example 4.3. 7(a): Mean square error and relative error for
s2ReLU and sReLU, respectively. 7(b): Point-wise square error for s2ReLU. 7(c): Point-
wise square error for sReLU.
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As shown in Fig. 7(a), for the high-frequency oscillatory coefficient κ(x1,x2) in this
example, the performances of our model with s2ReLU and sReLU are still favorable to
solve (4.7) and our s2ReLU performs better than sReLU in overall training process. Figs.
7(b) and 7(c) not only show that the point-wise errors for major points are closed to zero,
but also reveal that the point-wise error of s2ReLU is smaller than that of sReLU. In
short, our model with s2ReLU activation function can obtain a satisfactory solution for
p-Laplacian problem and it outperforms the one of sReLU.
Example 4.4. In this example, we test the performance of MscaleDNN to p-Laplacian
problem for p=3. The forcing term f (x1,x2) and κ(x1,x2) are similar to that in Example
4.3. Analogously, we still take the reference solution u as the finite element solution on a
fine mesh over the square domain [0,1]×[0,1] of mesh-size h=(1+2q)−1 with a positive
integer q= 6. In addition, the training and testing datasets in this example are similarly
constructed as the Example 4.3.
(a) MSE and REL (b) point-wise error (c) point-wise error
Figure 8: Testing results for Example 4.4. 8(a): Mean square error and relative error for
s2ReLU and sReLU, respectively. 8(b): Point-wise square error for s2ReLU. 8(c): Point-
wise square error for sReLU.
From the results in Figure 8, the performance of MscaleDNN with s2ReLU is also
superior to the one of sReLU. The overall errors (including MSE and REL) of both activa-
tion functions are comparable, but the point-wise error of s2ReLu is smaller than that of
sReLU .
Example 4.5. In this example, we take the forcing term f =1 for p=2, and
κ(x1,x2)=Π
q
k=1
(
1+0.5cos
(
2kpi(x1+x2)
))(
1+0.5sin
(
2kpi(x2−3x1)
))
where q is a positive integer. The coefficient κ(x1,x2) has non-separable scales. Similarly
to Example 4.3, we take the reference solution u as the finite element solution on a fine
mesh over the square domain [−1,1]×[−1,1] of mesh-size h=(1+2q)−1 with a positive
integer q=6.
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In this example, the training and testing datasets are similarly constructed as the Ex-
ample 4.3. In Fig. 9(a), the s2ReLU solution approximates the exact solution much better
than that of sReLU solution. This can be clearly seen from the point-wise error in Figs.
9(b) and 9(c).
(a) MSE and REL (b) point-wise error (c) point-wise error
Figure 9: Testing results for Example 4.5. 9(a): Mean square error and relative error for
s2ReLU and sReLU, respectively. 9(b): Point-wise square error for s2ReLU. 9(c): Point-
wise square error for sReLU.
Based on the results of the two dimensional examples 4.3, 4.4 and 4.5, it is clear that
the MscaleDNN model with s2ReLU activation function can approximate the solution of
mulitscale elliptic problems with oscillating coefficients with possible nonlinearity, and
its performance is superior to that of sReLU. It is important to examine the capability of
MscaleDNN for high-dimensional (multi-scale) elliptic problems, which will be shown
in the following.
4.3 High dimensional examples
Example 4.6. We consider the following p-Laplacian problem in domain Ω=[0,1]5
−div
(
κ(x1,x2,··· ,x5)|∇u(x1,x2,··· ,x5)|p−2∇u(x1,x2,··· ,x5)
)
= f (x1,x2,··· ,x5),
u(0,x2,··· ,x5)=u(1,x2,··· ,x5)=0,
······
u(x1,x2,··· ,0)=u(x1,x2,··· ,1)=0.
(4.8)
In this example, we take p=2 and
κ(x1,x2,··· ,x5)=1+cos(pix1)cos(2pix2)cos(3pix3)cos(2pix4)cos(pix5).
We choose the forcing term f such that the exact solution is
u(x1,x2,··· ,x5)=sin(pix1)sin(pix2)sin(pix3)sin(pix4)sin(pix5).
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For five-dimensional elliptic problems, we use two types of MscaleDNNs with size
(1000, 800, 500, 500, 400, 200, 200, 100) and activation functions s2ReLU and sReLU, re-
spectively. The training data set includes 7500 interior points and 1000 boundary points
randomly sampled from Ω. The testing dataset includes 1600 random samples in Ω. We
plot the testing results in Fig. 10. For visually showing these results, we project the point-
wise error of sReLU and s2ReLU solutions, evaluated on 1600 sample points over whole
Ω, onto a rectangular region [0,40]×[0,40] with mesh size 40×40, respectively (the map-
ping is only for the purpose of visualization, and is independent of the actual coordinates
of those points).
(a) MSE and REL (b) point-wise error (c) point-wise error
Figure 10: Testing results for Example 4.6. 10(a): Mean square error and relative error
for s2ReLU and sReLU, respectively. 10(b): Point-wise square error for s2ReLU. 10(c):
Point-wise square error for sReLU.
The numerical results in Fig. 10(a) indicate that the MscaleDNN models with s2ReLU
and sReLU can still well approximate the exact solution of elliptic equation in five-dimensional
space. In particular, Figs. 10(b) and 10(c) show that the point-wise error of s2ReLU is
much smaller than that of sReLU.
5 Conclusion
In this paper, we propose an improved version of MscaleDNN by designing an activation
function localized in both spatial and Fourier domains, and use that to solve multi-scale
elliptic problems. Numerical results show that this method is effective for the resolu-
tion of elliptic problems with multiple scales and possible nonlinearity, in low to median
high dimensions. As a meshless method, DNN based method is more flexible for partial
differential equations than traditional mesh-based and meshfree methods in regular or
irregular region. In the future, we will optimize the MscaleDNN architecture and design
DNN based algorithms for multi-scale nonlinear problems with more general nonlinear-
ities.
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