We generalize the random coding argument of stabilizer codes and derive a lower bound for the quantum capacity of an arbitrary discrete memoryless quantum channel. Our lower bound coincides with that for the depolarizing channel by Bennett et al. when it is applied to a depolarizing channel. We also slightly improve the quantum Gilbert-Varshamov bound for stabilizer codes.
Introduction
The quantum capacity of a quantum channel is the amount of quantum states that can be reliably transmitted through the channel. We shall calculate a lower bound for the capacity of a general memoryless quantum channel. A quantum channel is said to be memoryless if the state change of one transmitted quantum system (of the fixed degree of freedom) is statistically independent of the state change of another.
The problem of quantum capacity has attracted great attention, and rapid progress has been made. To be precise, the quantum capacity of a binary memoryless channel Γ is the maximum number Q(Γ) such that for any rate R < Q(Γ) and any δ > 0 there exists an [[n, k]] quantum code Q with k/n ≥ R such that the fidelity between the recovered state and the original state |ϕ ∈ Q is at least 1 − δ for any |ϕ [4, 5] . In Refs. [4, 5] , the authors calculated the exact capacity of the quantum erasure channel, and lower and upper bounds for that of the quantum depolarizing channel. The same lower bounds for those channels were also obtained in Ref. [14] by using random coding of the stabilizer codes introduced in Refs. [8, 9, 13] . After that, DiVincenzo et al. [11] improved the lower bound for a depolarizing channel by using nonrandom stabilizer codes. The upper bound of the depolarizing channel was improved in Refs. [7, 25, 29] , and generalized to asymmetric depolarizing channels in Ref. [10] . An apparently different definition of the quantum capacity was formalized in Ref. [3] , in which an upper bound of a general memoryless quantum channel was established by using the notion of coherent information introduced in Ref. [27] . It is informally argued in Ref. [21] that the upper bound in Ref. [3] is achieved by random coding over a general memoryless channel. Barnum et al. [2] showed that the definitions of quantum capacity in Refs. [3, 4, 5] were equivalent.
Although we can derive lower bounds for the quantum capacity of a general memoryless quantum channel using the quantum Gilbert-Varshamov bound [8, 12] and the fidelity bound of t-error correcting quantum codes [19, 22, 24] , the derived lower bounds are much smaller than that of depolarizing channel in Ref. [5] when they are applied to depolarizing channel. In this paper we generalize the random coding argument by Gottesman [14] to a general memoryless quantum channel by using the idea in the proof of the quantum Gilbert-Varshamov bound for the stabilizer codes [8, Proof of Theorem 2]. Our bound coincides with that of depolarizing channel in Ref. [5] when it is applied to the depolarizing channel. As a byproduct, we also improve the quantum Gilbert-Varshamov bound for stabilizer codes. Our improved bound (Remark 4) is slightly better than the quantum Gilbert-Varshamov bound for general codes [12] .
The quantum channel considered in this paper is discrete in the sense that the channel carries finite-dimensional quantum systems, and we do not touch the quantum capacity of a continuous quantum channel recently studied in Refs. [15, 16] .
Notations and preliminaries
In this section we fix notations used in this paper, and review known research results that are necessary to establish our results.
Quantum channel and its quantum capacity
For a finite-dimensional complex Hilbert space H, let S(H) be the set of density operators on H, and L(H) the set of linear operators on H. The standard description of a quantum channel is the completely positive trace-preserving map (CP map). Suppose that we send a state ρ ∈ S(H). The statistical ensemble of the received states is described as Γ(ρ) by a CP map Γ [20] .
Suppose that we send a state ρ ∈ S(H ⊗n ) through a quantum channel. The quantum channel is said to be memoryless if the received state is described as Γ ⊗n (ρ) for all ρ ∈ S(H ⊗n ) and for some CP map Γ on L(H).
Fidelity is a measure of closeness between two quantum states. The fidelity F between a pure state |ϕ ∈ H and a state ρ ∈ S(H) is defined by ϕ|ρ|ϕ [17, 28] . We have 0 ≤ F ≤ 1 and two states are closer if the fidelity between them is larger.
Let H 2 be the two-dimensional complex Hilbert space. Unless otherwise stated we consider the binary memoryless quantum channel, that is, when we send ρ ∈ S(H ⊗n 2 ) we receive Γ ⊗n (ρ), where Γ is a CP map on L(H 2 ). We shall identify a binary memoryless channel with a CP map on L(H 2 ).
A
The rate of an [[n, k]] quantum code is k/n. The quantum capacity of a binary memoryless channel Γ is the maximum number Q(Γ) such that for any rate R < Q(Γ) and any δ > 0 there exists an [[n, k]] quantum code Q with k/n ≥ R such that the fidelity between the recovered state and the original state |ϕ ∈ Q is at least 1 − δ for any |ϕ [4, 5].
Fidelity bound of the quantum error correction
In this subsection we review Preskill's lower bound for the fidelity of quantum error correction in terms of the set of uncorrectable errors of a quantum code. Let
Suppose that we send a pure state |ϕ ∈ Q through a binary memoryless channel described by a CP map Γ on L(H 2 ). By a unitary representation of a CP map [20] , there exists a finite-dimensional Hilbert space H env , a pure state |0 env ∈ H env and a unitary operator U on H ⊗n
for all ρ ∈ S(H ⊗n 2 ), where Tr Henv is the partial trace over H env . Since E is a basis of L(H ⊗n 2 ) we can write U in Eq. (1) as
where L M is a linear operator on H env . Preskill proved the following theorem [24, Sec. 7.4]. Theorem 1: Let Q and E unc be as above. When we send a pure state |ϕ ∈ Q, the fidelity between |ϕ and the recovered state is not less than
where · denotes the norm of a vector.
Stabilizer codes and their error correction process
In this subsection we review stabilizer quantum codes introduced in Refs. [8, 9, 13] . Let E = {±w 1 ⊗ · · · ⊗w n }, where w i is either I, σ x , σ z or σ x σ z , S a commutative subgroup of E, and
A stabilizer code Q is defined as a simultaneous eigenspace of every matrices in S. If S ′ has 2 n+k+1 elements, then dim Q = 2 k . The set of simultaneous eigenspaces of S is equal to {M Q : M ∈ E}, where M Q = {M |ϕ : |ϕ ∈ Q}.
We shall describe the error correction process of a stabilizer code. Suppose that we send a pure state |ϕ ∈ Q and received ρ ∈ S(H ⊗n 2 ). We measure an observable of H ⊗n 2 whose eigenspaces are the same as those of S. Then the received state ρ is projected to a state ρ ′ that is an ensemble of pure states in some eigenspace Q ′ of S. For M = ±w 1 ⊗ · · · ⊗w n ∈ E we define the weight
. We recover ρ ′ to M ρ ′ M * . With this error correction process the set of uncorrectable errors is contained in
Symplectic geometry
In this subsection we review the symplectic geometric interpretation of stabilizer codes introduced in Refs. [8, 9] . Let F 2 be the finite field with 2 elements. For a = (a 1 , . . . , a n ) ∈ F n 2 and b = (b 1 , . . . , b n ) ∈ F n 2 , we define ( a| b) by (a 1 , . . . , a n , b 1 , . . . , b n ) ∈ F 2n 2 and f (±σ a1 x σ b1 z ⊗ · · · ⊗ σ an x σ bn z ) = ( a| b).
We also define the standard symplectic form of ( a| b) and (
where ·, · denotes the standard inner product in F n 2 . For a subspace C ⊆ F 2n 2 we denote by C ⊥ the orthogonal space of C with respect to (4) . For a subgroup S ⊆ E, S is commutative if and only if f (S) ⊆ (f (S)) ⊥ , and S ′ = f −1 ((f (S)) ⊥ ).
Lower bound for the quantum capacity
Let Γ be a CP map on L(H 2 ). We define the noisiness of the binary memoryless channel Γ. Suppose that a unitary representation of Γ is
for all ρ ∈ S(H 2 ), where |0 E is a pure state in a Hilbert space H E and U is a unitary operator on H 2 ⊗ H E . We can write U as
Definition 2:
Define
Let δ and R be real numbers such that
Note that q(Γ) ≤ 1 [22] . We shall calculate the supremum of R later. Let
Recall that we can construct an [[n, ⌊Rn⌋]] stabilizer code from every C ∈ A n . We shall calculate the average of the fidelity bound (2) over all the spaces in A n , and show that the average converges to 1 as n → ∞. Let |0 env = |0 E ⊗n , and for M = σ i1 ⊗ · · · ⊗ σ in ∈ E let
where σ I = I and |0 E , L I , L x , L z , and L xz are as defined at the beginning of this section. For C ∈ A n we denote the set of uncorrectable errors of C in E by E unc (C). The average of the fidelity bound (2) is
By the same argument as Ref. [22] , one can show that
which converges to 0 as n → ∞ by the definition of δ.
We shall calculate an upper bound for the second term in Eq. (7) .
It follows that
We shall give an upper bound for ♯B n (M ). To estimate ♯B n (M ) we introduce
Proof. Let Sp n (F 2 ) be the group of bijective linear maps on F 2n 2 preserving the symplectic form (4). By the Witt theorem [1, Sec. 3.3, Theorem 3.9], for every pairs of spaces C 1 , C 2 ∈ A n and every pairs of nonzero vectors ( a| b), ( a ′ | b ′ ) ∈ F 2n 2 there exist σ, σ ′ ∈ Sp n (F 2 ) such that σC 1 = C 2 and σ ′ ( a| b) = ( a ′ | b ′ ) (see Ref.
[6, Sec. 1.3] for further explanation).
, and for some fixed C ∈ A n } = ♯{αC : β(f (M )) ∈ (αC) ⊥ \ αC, α ∈ Sp n (F 2 ), and for some fixed
where β is an arbitrary element in Sp n (F 2 ). Therefore ♯A n (M ) is the same among every nonzero f (M ).
Since ♯(C ⊥ \ C) = 2 n+⌊Rn⌋ − 2 n−⌊Rn⌋ , there are (2 n+⌊Rn⌋ − 2 n−⌊Rn⌋ )♯A n pairs of (( a| b), C) such that ( a| b) ∈ C ⊥ \ C and C ∈ A n . Thus if M = ±I then 
The proof is almost the same as that of the quantum Gilbert-Varshamov bound for stabilizer codes [8, Theorem 2] . Observe that our bound is slightly better than the quantum Gilbert-Varshamov bound for general codes [12] . Note that the linear programming bound [9] usually yields better estimates, though its computation is hard for long codes.
An upper bound for Eq. (8) is derived as follows:
For an integer 0 ≤ i ≤ n, by the same argument as [22] , one can show that
which converges to 0 as n → ∞ by the definition of R. We shall deduce a sufficient condition for δ to satisfy Eq. (5). By Ref.
where D(λ ǫ) is the classical relative entropy
The condition (5) holds if
) > log 2 (p(Γ) + q(Γ)).
We shall deduce a sufficient condition for R to satisfy Eq. (6) .
≤ (p(Γ) + q(Γ)) n exp 2 (n(H e (δ) + δ log 2 3)) = exp 2 (n(H e (δ) + δ log 2 3 + log 2 (p(Γ) + q(Γ)))),
where exp 2 (x) = 2 x and H e (x) = −x log 2 x − (1 − x) log 2 (1 − x).
By combining Eq. (10) and the inequalities above we can see that the capacity of the channel Γ is at least 1 − (H e (δ) + δ log 2 3 + log 2 (p(Γ) + q(Γ))).
Observe that 1 − (H e (2δ) + 2δ log 2 3 + log 2 (p(Γ) + q(Γ)))
is the lower bound of the quantum capacity derived from the quantum Gilbert-Varshamov bound [8, 12] and the fidelity bound for a t-error correcting quantum code [19, 22] , and the our lower bound is not less than the conventional one. When the channel Γ is the depolarizing channel of the fidelity parameter f , p(Γ) = 1 − f and q(Γ) = f . The condition (11) holds if δ > f , and the lower bound for the capacity is
which coincides with the lower bound given in Ref. [5] . It is not clear to the authors whether our lower bound can be improved by the method in Ref. [11] .
Our analysis for the quantum capacity can be generalized to the capacity of an ℓ-adic channel using the ℓ-adic stabilizer codes [18, 26] in a straightforward manner when ℓ is prime. The quantum Gilbert-Varshamov bound for ℓ-adic stabilizer codes can also be proved by Lemma 3.
