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Introduccio´n y Resumen
Histo´ricamente, la gravedad fue la primera interaccio´n en ser entendida y formu-
lada matema´ticamente. Sin embargo, trescientos an˜os despue´s se han invertido los
papeles y la aparicio´n de la teor´ıa cua´ntica ha relegado a la gravitacio´n a ser la in-
teraccio´n ma´s desconocida en el panorama de la f´ısica actual. Consecuentemente, en
los u´ltimos treinta an˜os se han realizado grandes esfuerzos para paliar esta situacio´n.
Por un lado, existen varias propuestas consolidadas de teor´ıas de gravedad cua´ntica,
encontra´ndose la Teor´ıa de Cuerdas [1] y la Geometr´ıa Cua´ntica no perturbativa
[2] entre las ma´s destacadas. Sin embargo, aunque se han conseguido importantes
avances, ninguna de las propuestas existentes puede ser considerada, a d´ıa de hoy,
como una teor´ıa completa.
Por otro lado, dada la enorme dificultad en formular una teor´ıa consistente de
gravedad cua´ntica, resulta u´til profundizar en la Teor´ıa Cua´ntica de Campos (TCC)
en espacios curvos. Este esquema estudia el comportamiento de los campos de
materia en situaciones donde, tanto la gravitacio´n como el cara´cter cua´ntico de los
campos, sean ambos importantes, pero donde el cara´cter cua´ntico de la gravitacio´n
misma no juega, a priori, un papel relevante. Actualmente la TCC en espacios
curvos puede ser considerada como un paradigma robustamente establecido [3], [4],
[5] y sus predicciones constituyen, sin duda, claves tremendamente valiosas en la
bu´squeda de una teor´ıa de gravedad cua´ntica.
La principal caracter´ıstica que aparece en la formulacio´n de la TCC cuando
es generalizada a espaciotiempos arbitrarios esta´ relacionada con el concepto de
part´ıcula y su cara´cter no absoluto. La formulacio´n usual de la TCC en el espacio
de Minkowski esta´ fuertemente basada en la simetr´ıa Poincare´ que este espacio
posee. Esta simetr´ıa, y en particular la simetr´ıa bajo translaciones temporales,
juega un papel fundamental en la eleccio´n de un estado de vac´ıo privilegiado y en la
consecuente formulacio´n del espacio de Hilbert en te´rminos de estados de part´ıcula.
Esta formulacio´n ha resultado ser tremendamente fruct´ıfera, constituyendo una pieza
clave en la e´poca dorada de la f´ısica de part´ıculas en las de´cadas 60 y 70 con la
formulacio´n, y posterior comprobacio´n experimental, del Modelo Esta´ndar. Sin
embargo, en un espaciotiempo gene´rico que no posee simetr´ıa bajo translaciones
temporales, no es en absoluto obvio co´mo la nocio´n de part´ıculas puede ser definida
de manera no ambigua. Las investigaciones iniciadas a finales de los an˜os 60 y
principios de los 70 mostraron que la nocio´n de part´ıcula no es un concepto ni
absoluto, ni fundamental en la teor´ıa, y que la TCC es, en esencia, una teor´ıa de
campos y no de part´ıculas. Aunque en circunstancias apropiadas una interpretacio´n
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en te´rminos de part´ıculas puede ser de mucha utilidad, la nocio´n de part´ıcula no
juega ningu´n papel ineludible en la teor´ıa. Las primeras consecuencias f´ısicas de
este hecho fueron puestas de manifiesto por L. Parker [6, 7], quien establecio´, por
primera vez, el feno´meno de creacio´n de part´ıculas por espaciotiempos cambiantes en
un contexto cosmolo´gico. Este hecho, que no tiene cabida en el espacio de Minkowski
cuando se consideran observadores inerciales, esta´ en la ra´ız de las predicciones ma´s
fundamentales de la TCC en espacios curvos.
Los resultados ma´s revolucionarios vinieron de la mano de S. Hawking [8, 9]
quien aplico´ las te´cnicas de TCC en espacios curvos al escenario de formacio´n de
un agujero negro de Schwarzschild por colapso gravitatorio. En esta situacio´n, el
feno´meno de creacio´n de part´ıculas mostrado por Parker en contextos cosmolo´gicos
tambie´n tiene lugar, pero la presencia del horizonte de suceso del agujero negro
hace el resultado ma´s interesante si cabe. Hawking demostro´ que la creacio´n de
part´ıculas en este contexto es tal que el horizonte de sucesos aparece rodeado de
un flujo saliente de part´ıculas con un espectro muy caracter´ıstico. Debido a esta
radiacio´n saliente, el agujero negro va perdiendo masa en su evolucio´n, hasta que,
presumiblemente, tiende a desaparecer. Es decir, los agujeros negros dejan de ser
objetos eternos que no pueden hacer ma´s que engullir masa, para ser, por contra,
objetos que se evaporan emitiendo radiacio´n.
Una de las principales caracter´ısticas del resultado de Hawking reside en la
forma del espectro de la radiacio´n emitida. Sorprendentemente, esta radiacio´n es de
cara´cter te´rmico, esto es, con un espectro de cuerpo negro a una temperatura bien
definida, inversamente proporcional a la masa del agujero
TH =
~c3
8pikBGM
, (1)
siendo M la masa del agujero negro y kB la constante de Boltzman. Este resultado
establecio´ una clara evidencia de que la similitud existente entre las leyes de la
meca´nica de los agujeros negros [10], deducidas en el contexto de relatividad general
cla´sica, y las leyes ordinarias de la termodina´mica, es mucho ma´s que una mera
analog´ıa formal. Esta analog´ıa f´ısica se resume en la Segunda Ley Generalizada
[11], la cual dota a los agujeros negros con entrop´ıa f´ısica en el ma´s puro sentido
termodina´mico, dada por
S =
kB
`2P
A
4
, (2)
siendo A el a´rea cla´sica del horizonte de sucesos y `P =
√
G~/c3 la longiud de
Planck. Esta entrop´ıa es conocida como entrop´ıa de Bekenstein-Hawking. Estos
resultados cambiaron de forma radical el papel que los agujeros negros tendr´ıan en
los an˜os venideros. En particular situ´a a las leyes de la meca´nica de los agujeros
negros, su temperatura y su entrop´ıa, como apectos termodina´micos de los mismos.
En este sentido es esperable que una descripcio´n ma´s fundametal ponga de mani-
fiesto los grados de libertad subyacentes que dan lugar a este comportamiento en el
correspondiente l´ımite termodina´mico. Puesto que la presencia de ~ fue fundamen-
tal en la deduccio´n de estas propiedades, es esperable que dichos grados de libertad
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provengan de un apropiado matrimonio entre las leyes que describen la gravedad y
las de la meca´nica cua´ntica.
La primera parte de esta Tesis (cap´ıtulos 1-5) se dedica en gran parte al estudio
detallado de la radiacio´n Hawking y de los diferentes escenarios de aplicabilidad
de la TCC en espaciotiempos curvos. Los me´todos, introducidos en este contexto
por Parker, que se emplean para la deduccio´n de la produccio´n de part´ıculas por
espaciotiempos cambiantes, esta´n basados en las conocidas transformaciones de Bo-
goliubov. Las transformaciones de Bogoliubov relacionan diferentes elecciones de
bases de modos para la construccio´n del espacio de Hilbert f´ısico, siendo capaces as´ı
de relacionar diferentes cuantizaciones propuestas por diferentes observadores y, en
particular, de relacionar diferentes estados de vac´ıo. Sin embargo, la produccio´n de
part´ıculas por campos gravitatorios puede reexpresarse en te´rminos de funciones de
correlacio´n de los campos de materia considerados [12]. Aunque la relacio´n con el
me´todo de transformaciones de Bogoliubov es particularmente simple, el empleo de
funciones de correlacio´n es especialmente u´til tanto matema´tica como f´ısicamente, y
permite deducir de forma unificada el efecto Hawking con el efecto Unruh en el es-
pacio de Minkowski y el efecto Gibbons-Hawking en el espacio de de Sitter (cap´ıtulo
2).
Uno de los objetivos principales de esta Tesis es explotar esta nueva formulacio´n
para abordar uno de los interrogantes presentes en la derivacio´n del efecto Hawking
y sus efectos asociados Unruh y Gibbons-Hawking. Nos referimos al denominado
problema transplanckiano. Este problema surge al analizar el papel aparentemente
fundamental que juegan las frecuencias ultra-altas, o equivalentemente las distan-
cias ultra-cortas, en los pasos intermedios de la derivacio´n. Cualquier cuanto de
radiacio´n observado lejos del agujero negro con energ´ıa finita, experimenta un in-
cremento exponencial en su frecuencia medida por un observador en ca´ıda libre,
cuando es propagado hacia atra´s en el tiempo en busca de su origen. La razo´n
se encuentra en el corrimiento al azul gravitatorio intr´ınseco al horizonte, lo cual
conduce a pensar que el origen de los cuantos de radiacio´n Hawking esta´ en escalas
de energ´ıa arbitrariamente alta. Por encima de la frecuencias de Planck se esta´
fuera del rango de aplicabilidad de la teor´ıa cua´ntica de campos en espacios curvos.
La pregunta natural es pues ¿radiar´ıa un agujero negro si fuesen eliminadas de la
derivacio´n las frecuencias por encima de la frecuencia de Planck (transplanckianas),
o se modificasen las leyes de la f´ısica a tales escalas? Dicho de otro modo, ¿es el
resultado de Hawking un efecto de altas energ´ıas, o por el contrario tiene su origen
en f´ısica a la escala del problema (la masa del agujero negro, por ejemplo) como
sugiere la analog´ıa termodina´mica? Esta cuestio´n es conocida como el problema
transplanckiano. Este problema no es exclusivo de agujeros negros y tambie´n esta´
presente en la derivacio´n del efecto Unruh y del efecto Gibbons-Hawking debido,
precisamente, a la comu´n presencia de un horizonte.
Mediante la formulacio´n en te´rminos de coeficientes de Bogoliubov no esta´ claro
co´mo introducir un cut-off en el formalismo para tratar de eliminar la f´ısica trans-
plankiana de la derivacio´n y, cuando se hace de forma ingenua, el resultado te´rmico
usual queda totalmente modificado. Sin embargo, en este contexto el cut-off aparece
14 Introduccio´n
en frecuencias virtuales, lo cual no hace completamente claro su papel. La formu-
lacio´n basada en te´rminos de funciones de correlacio´n permite plantear el problema
en te´rminos de cantidades definidas en las regiones asinto´ticas, lo cual se muestra
especialmente u´til para analizar esta situacio´n. Por un lado permite re-calcular
los efectos te´rmicos simplemente excluyendo de la derivacio´n las correlaciones exis-
tentes a distancias por debajo de la escala de Planck. El estudio permite concluir
que, cuando se elimina de la derivacio´n las correlaciones transplankianas medidas
por el observador que detecta la radiacio´n, el resultado es insensible ante la presencia
de dicho cut-off. Este es el objetivo del cap´ıtulo 3.
Los resultados previos sugieren analizar el problema desde otro punto de vista.
En el cap´ıtulo 4 pretendemos analizar el problema transplanckiano mediante una
modificacio´n expl´ıcita de las funciones de correlacio´n a la escala de Planck, inten-
tando dilucidar si el resultado es sensible a estas modificaciones. De esta forma
modificaremos los correladores de forma que e´stos “saturen” a un valor constante
cuando la distancia entre los dos puntos considerados este´ por debajo de la escala
de Planck
〈Ψ|φ(x1)φ(x2)|Ψ〉|x1→x2 ≈ −
~
`2P
. (3)
Sin embargo, motivados por el papel que juegan las simetr´ıas fundamentales en
cada problema, pretendemos realizar esta modificacio´n de forma que no se rompan
de forma expl´ıcita tales simetr´ıas. Para ello introducimos una accio´n no lineal del
grupo de simetr´ıa sobre las funciones de correlacio´n. Estas te´cnicas fueron intro-
ducidas en el contexto de relaciones de dispersio´n modificadas, deformando la accio´n
del grupo de Lorentz de forma que la escala de Planck fuera un nuevo invariante. En
esta Tesis transladaremos parcialmente esta idea a las funciones de correlacio´n. En
el cap´ıtulo 4 pretendemos demostrar como, si la accio´n de las simetr´ıas relativistas
es tal que la escala a la que satura el correlador es invariante, los resultados te´rmicos
son insensibles bajo tal modificacio´n, corroborando as´ı los resultados del cap´ıtulo 3.
En esta Tesis queremos tambie´n analizar otro de los escenarios de intere´s f´ısico
donde la TCC en espacios curvos tiene un papel relevante: la Cosmolog´ıa Infla-
cionaria. La cosmolog´ıa actual [14] contiene muchos de los problemas ma´s desafi-
antes en f´ısica, entre los cuales se encuentra el entender la parte oscura del uni-
verso y dilucidar si el universo sufrio´ un periodo de expansio´n acelerada en sus
etapas ma´s tempranas. La pro´xima generacio´n de misiones observacionales, con
PLANCK destacada entre ellos, esperan clarificar si las estructuras teo´ricas actuales
esta´n capturando, en algu´n grado, el comportamiento del universo. En particular la
misio´n PLANCK espera escudrin˜ar las anisotrop´ıas del fondo co´smico de microondas
(CMB), con un grado de precisio´n tal que las predicciones del paradigma general
de inflacio´n, y los diferentes modelos particulares, pueden estar dentro del rango
de medidas. Por este motivo es de gran importancia inspeccionar, desde todos los
puntos de vista, las predicciones del paradigma inflacionario.
En esta Tesis queremos re-examinar las predicciones de inflacio´n desde el punto
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de vista de TCC en espacios curvos. Un periodo suficientemente largo de inflacio´n
en el universo temprano es capaz de solventar muchas de las cuestiones no resueltas
por el modelo cosmolo´gico del Bing Bang. Adema´s inflacio´n explica de forma simple
y elegante el origen de las inhomogeneidades presentes en el CMB que dieron lugar
a la formacio´n de grandes estructuras en nuestro universo. Inflacio´n predice la pro-
duccio´n de variaciones primordiales de densidad como amplificacio´n de fluctuaciones
cua´nticas del vac´ıo por la geometr´ıa ra´pidamente cambiante, junto una transicio´n
cua´ntico-cla´sico a la escala de salida del horizonte de Hubble. Las fluctuaciones pri-
mordiales de densidad dejan su huella en las anisotrop´ıas del CMB, las cuales son,
por tanto, de crucial importancia para entender el origen de nuestro universo.
La amplificacio´n de fluctuaciones del vac´ıo por la geometr´ıa inflacionaria esta´
ı´ntimamente relacionada con el feno´meno de produccio´n de part´ıculas por espaci-
otiempos ra´pidamente cambiantes. El ana´lisis de los efectos te´rmicos en los cap´ıtulos
anteriores muestran como el origen de estas fluctuaciones reside en la comparacio´n
de fluctuaciones cua´nticas de los dos estados de vac´ıo involucrados. En la primera
parte del cap´ıtulo 5 pretendemos reexaminar las predicciones para el espectro de
inhomogeneidades teniendo en cuenta los dos estados de vac´ıo involucrados en el
problema, para un universo que se expande de forma exactamente exponencial. De
esta forma proponemos como fluctuaciones cua´nticas responsables del espectro de
inhomogeneidades no las fluctuaciones del estado de vac´ıo global del universo (es-
tado de Bunch-Davies), sino las fluctuaciones de este vac´ıo con respecto a las del
vac´ıo del observador, tal y como ocurre en todos los efectos te´rmicos.
Los resultados anteriores motivan el ana´lisis del caso menos ideal (conocido como
escenario de“Slow-roll inflation”) en la segunda parte del cap´ıtulo 5. La sustraccio´n
de las fluctuaciones del vac´ıo del observador puede verse como una particular forma
de renormalizar las divergencias que aparecen en el formalismo. En concreto, la
variancia de las fluctuaciones gaussianas del campo de inhomogeneidades produci-
das durante inflacio´n se corresponde con la funcio´n de dos puntos 〈(φ(t, ~x))2〉, eval-
uada en el punto de coincidencia, de las fluctuaciones cua´nticas del inflato´n φ(t, ~x).
Como sucede con valores esperados de operados cuadra´ticos, esta variancia es di-
vergente. Para darle sentido f´ısico a esta cantidad y a las cantidades relacionadas
con ella, me´todos de renormalizacio´n en espacios curvos han de ser aplicados. E´stas
divergencias han sido sen˜aladas previamente [15], [16], pero en ningu´n caso se han
tratado de forma consistente con los principios de la teor´ıa de campos. Si se aplican
a esta situacio´n los me´todos bien establecidos de renormalizacio´n en espaciotiempos
curvos (como se sugiere en [13]), las predicciones fundamentales de inflacio´n, como
son el“power spectrum” asociado a los modos escalares y tensoriales de la me´trica
y los correspondientes ı´ndices espectrales, se ven modificados de forma significa-
tiva. El objetivo de esta parte de la Tesis es analizar de forma detallada las nuevas
predicciones para las cantidades que van a ser observadas en los futuros experimentos
(PLANK) cuando se tiene en cuenta efectos de renormalizacio´n en teor´ıa de campos.
La segunda parte de esta Tesis (cap´ıtulos 6-10) esta´ dedicada al estudio de las
propiedades termodina´micas de agujeros negros desde un punto de vista ma´s funda-
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mental. En particular, se pretende realizar un estudio pormenorizado de la forma en
la que la entrop´ıa de un agujero negro de Schwarzschild emerge a partir de una de-
scripcio´n microsco´pica de los grados de libertad cua´nticos del mismo, en el contexto
de Loop Quantum Gravity (LQG).
LQG se presenta como una teor´ıa que pretende cuantizar los grados de liber-
tad gravitatorios de forma consistente [2], cuantizando relatividad general de forma
cano´nica y no perturbativa. Dentro de este marco la relatividad general es re-escrita
haciendo uso de la conexio´n de Ashtekar, lo cual lleva a un espacio de fases ana´logo al
de una teor´ıa de Yang-Mills SU(2), pero con las ligaduras adicionales caracter´ısticas
de relatividad general. La cuantizacio´n en este esquema lleva a la descripcio´n del
espaciotiempo en te´rminos de estados cua´nticos de geometr´ıa. En LQG los agu-
jeros negros son introducidos en el contexto de Horizontes Aislados. Los grados de
libertad del horizonte vienen definidos por una teor´ıa de Chern-Simons U(1), los
cuales, aunque sujetos a ciertas condiciones de frontera, oscilan de forma indepen-
diente a los del volumen. Estos grados de libertad intr´ınsecos al horizonte son los
responsables de la entrop´ıa del horizonte. Este marco muestra una, nada trivial,
relacio´n entre tres estructuras matema´ticas totalmente diferentes: Relatividad Gen-
eral, Geometr´ıa Cua´ntica y teor´ıas de Chern-Simons. El nu´mero de microestados
de horizonte compatibles con una configuracio´n macrosco´picada dada (caraterizada
por el a´rea) da lugar a la entrop´ıa [17]. El conteo de estos grados de libertad puede
formularse como un problema combinatorio muy bien definido.
Resolver exactamente este problema combinatorio no es un tarea trivial. Los
primeros trabajos utilizaron, para extraer resultados, aproximaciones extra. En par-
ticular, el l´ımite de grandes a´reas permitio´ resolver y obtener expresiones anal´ıticas
para la solucio´n del problema combinatorio. El resultado reprodujo la proporcional-
idad entre entrop´ıa y area y, adicionalmente, produjo una correccio´n logar´ıtmica
adicional con coeficiente −1/2, que hab´ıa sido predicha en te´rminos generales en
otros contextos
S(A) = kB
(
γc
γ
A
4`2P
− 1
2
ln
A
`2P
)
, (4)
donde γ es el llamado para´metro de Barbero-Immirzi (un para´metro real libre en la
teor´ıa), `P la longitud de Planck y γc es un constante nume´rica obtenida del ca´lculo.
Fijando γ igual a γc se obtiene consistencia con la entrop´ıa de Bekenstein-Hawking
en el l´ımite de grandes a´reas.
Alternativamente, la complejidad del problema combinatorio puede ser soslayada
empleando un ordenador para realizar un conteo expl´ıcito de estados, esto es, generar
y contar de forma expl´ıcita las combinaciones de etiquetas que caracterizan los es-
tados de horizonte compatibles con un a´rea fijada [18, 19]. Aunque el crecimiento
exponencial de estados con el a´rea limita severamente el conteo a valores modestos
del a´rea del horizonte (menos de doscientas a´reas de Planck), este conteo confirmo´
los resultados anal´ıticos (4). Ma´s au´n, este conteo directo revelo´ un comportamiento
ma´s rico en el espectro de degeneracio´n cuando se evita cualquier aproximacio´n. Los
estados cua´nticos ma´s degenerados se acumulan alrededor de ciertos valores del a´rea
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equiespaciados, con una degeneracio´n varios o´rdenes de magnitud menor entre ellos.
Esto da lugar a un espectro de a´rea “quasi-discreto”, efectivamente equiespaciado
(con un equiespaciado de aproximadamente 2.4`2P ), aun cuando el espectro de a´reas
de LQG no es equidistante (ver figura 1). Este resultado establece un punto de
contacto, de forma altamente no trivial, con propuestas realizadas por Bekenstein y
Mukhanov en un contexto ma´s general sobre el equiespaciado del espectro de a´reas
de agujeros negros. Adicionalmente este resultado tiene importantes consecuencias
f´ısicas para las propiedades de agujeros negros, tales como la entrop´ıa, la cual pre-
senta una discretizacio´n efectiva, o la radiacio´n Hawking, que pudiera presentar
sen˜ales caracter´ısticas del espectro de degeneracion subyacente.
n
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Figure 1: El nu´mero de estados diferentes de horizonte en cada intervalo de 0.01`2P
se muestra en te´rminos del a´rea en unidades de Planck. Los estados acumulan
alrededor de ciertos valores equidistantes.
Ante esta situacio´n es natural preguntarse cua´l es el origen, dentro del formal-
ismo, de la aparicio´n de esta estructura. Este es el objetivo del cap´ıtulo 7, donde se
pone de manifiesto que la estructura discreta de la geometr´ıa cua´ntica y del espectro
de a´reas de LQG esta´ en la ra´ız de dicho feno´meno. De esta forma se puede entien-
der por que´ en trabajos anteriores esta estructura paso inadvertida, debido a que los
ca´lculos en el l´ımite de grades a´reas aproximan al continuo muchas de las cantidades
discretas fundamentales. Adicionalmente, atendiendo a las caracter´ısticas discretas
del espectro, los estados cua´nticos pueden clasificarse de tal forma que la estruc-
tura en bandas se hace manifiesta. Esta clasificacio´n permite obtener una expresio´n
anal´ıtica para el a´rea a la que tienen lugar los picos de degeneracio´n y, por tanto,
una expresio´n para la periodicidad del espectro.
Un punto importante que ha de ser clarificado es si la periodicidad observada
en el espectro de degeneracio´n para agujeros negros microsco´picos esta´ presente
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en el l´ımite macrosco´pico. El formalismo de horizontes aislados esta´ justificado
para agujeros negros en equilibrio, donde la evolucio´n dina´mica se puede despreciar.
Por tanto, esta definicio´n es ma´s rigurosa para agujeros negros macrosco´picos. Sin
embargo, para agujeros negros de a´reas mayores un conteo expl´ıcito se hace invi-
able, debido al ingente nu´mero de estados involucrados. Es necesario, por tanto,
un ana´lisis ma´s riguroso del problema, que aporte ma´s control sobre el intrincado
problema combinatorio. E´ste es el objetivo del cap´ıtulo 8. Esta parte de la Tesis
tiene como objetivo mostrar como te´cnicas procedentes de teor´ıa de nu´meros y
matema´tica combinatoria discreta pueden ser aplicados para resolver el problema
combinatorio que da lugar a la entrop´ıa de agujeros negros en LQG. En concreto,
estas te´cnicas permiten caracterizar los autovalores del espectro de a´reas y, para
cada uno de ellos, calcular de forma expl´ıcita todos y cada uno de los estados de
geometr´ıa compatibles. Los resultados obtenidos no so´lo confirman los resultados
anteriores, sino que son capaces de extenderlos a a´reas considerablemente mayores.
Adicionalmente, los me´todos empleados permiten estudiar de forma pormenorizada
las contribuciones provenientes de diferentes partes del problema, arrojando luz so-
bre la ra´ız del feno´meno de las bandas en el problema combinatorio.
Un paso clave para obtener el comportamiento de la degeneracio´n en el l´ımite de
grandes a´reas es codificar la solucio´n del problema de forma apropiada en te´rminos
de funciones generatrices [20]. Las funciones generatrices son herramientas potentes
para resolver problemas combinatorios porque incorporan la solucio´n en los coefi-
cientes de expansiones en serie. Esto permite obtener expresiones cerradas para los
coeficientes como integrales de contorno en el plano complejo, cuyo comportamiento
asinto´tico puede ser estudiado por los me´todos presentes en la literatura. Dedi-
caremos el cap´ıtulo 9 a la deduccio´n de las funciones generatrices y su papel en la
obtencio´n de la entrop´ıa en el l´ımite de grandes a´reas.
La u´ltima parte de la Tesis la dedicaremos a la relacio´n del marco teo´rico que
da lugar a la entrop´ıa de agujeros negros en LQG con estructuras ma´s generales.
Por varios an˜os tras establecerse de forma semicla´sica la termodina´mica de los agu-
jeros negros, ninguna de las propuestas de gravedad cua´ntica existentes era capaz
de reproducir la entrop´ıa de Bekenstein-Hawking. Por contra, a d´ıa de hoy existe
una proliferacio´n de resultados, provenientes de propuestas muy diversas, que re-
producen todos el resultado semicla´sico en el l´ımite termodina´mico. De este modo,
en palabras de S. Carlip, el problema a pasado de ser co´mo reproducir el resultado
semicla´sico a, por contra, por que´ todas las propuestas reproducen el mismo resul-
tado. Carlip [21, 22, 23] ha propuesto que la solucio´n a esta pregunta tiene su origen
en una simetr´ıa intr´ınseca al horizonte, la simetr´ıa conforme. En particular, muchos
de los marcos teo´ricos que reproducen este resultado, como la Teor´ıa de Cuerdas,
llevan incorporada y hacen uso de esta simetr´ıa. En LQG la estructura matema´tica
inherente al horizonte es la de una teor´ıa de Chern-Simons. Sin embargo E. Witten
establecio´ en un destacable trabajo [24] la conexio´n entre el espacio de Hilbert de
teor´ıas de Chern-Simons y el espacio de bloques conformes de las teor´ıas de cam-
pos conformes. En el cap´ıtulo 10 queremos mostrar como, al tratar la simetr´ıa
gauge SU(2) de la geometr´ıa en LQG de forma conveniente, la entrop´ıa del hori-
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zonte puede ser calculada empleando la analog´ıa de Witten a trave´s de un conteo
del nu´mero de bloques conformes de una teor´ıa SU(2)-Wess-Zumino -Witten. Este
resultado, aunque todav´ıa preliminar, es un primer paso hac´ıa la definicio´n cua´ntica
de horizonte aislado y a la muy interesante relacio´n entre la descripcio´n cua´ntica de
horizontes aislados y teor´ıas conformes.
Las unidades han sido escogidas de tal forma que coincidan con las empleadas
usualmente en la literatura sobre el tema en cuestio´n, para facilitar comparaciones.
Esto lleva a que en la primera parte de la Tesis (cap´ıtulos 1-5) se empleen las unidades
generalmente empladas en TCC, aunque hemos decidido mantener expl´ıctamente ~
para clarificar el significado f´ısico de algunas expresiones, de forma que empleamos
unidades tales que c = G = 1. En el cap´ıtulo 4 mantenemos tambie´n G 6= 1. En
la seccio´n 5.4, para comparar nuestros resultados con la bibliograf´ıa hemos decidido
emplear unidades usualmente empleadas en cosmolog´ıa en las que c = ~ = 1. En la
segunda parte de la tesis empleamos unidades de Planck. Por conveniencia en los
ca´lculos tomamos unidades tales que 4piγ`2P = 1.
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Chapter 1
Quantum field theory in curved
spacetimes and two-point
functions
1.1 Quantum field theory in curved spacetimes
In this section we want to quickly review the basics of quantum field theory in
curved spacetimes. It does not intend at all to be a detailed revision, instead we
will just briefly review the general aspects of this topic. For details see, for instance,
[3, 5, 4, 25].
The idea of the fundamental constituents of matter being described using fields
defined in a certain region of the spacetime, instead of localized particles, has been
one of the most successful ideas in modern physics, and have led to the formulation
of Quantum Field Theory (QFT) [26]. In this framework the Standard Model was
formulated, which has been spectacularly confirmed experimentally in high energy
experiments in the last decades. It is known that the Standard Model is not the final
theory of physics, and probably QFT is not the most elemental way of describe the
fundamental degrees of freedom, but we have learn a lot about how Nature works
using these theories and, for sure, they have provided a huge amount of indications
about how to look for a more fundamental description.
One of the missing points in the description of QFT is the consideration of the
gravitational interaction. At the present time there are no well defined prescription
to incorporate gravity, at a fundamental level, in the framework of QFT. In fact,
the problem of how to quantize gravity still remains as one of the biggest problems
in fundamental physics, and there is no agreement about which is the appropriate
direction to look for an answer. Then, it makes sense to explore less ambitious ap-
proaches that, in spite of being approximate descriptions, will provide some insights
into the nature of quantum gravity. Quantum field theory in curved spacetimes is an
effective approach that intends to study the behavior of quantum fields in the pres-
ence of the classical effects of gravity. Thus, in this semiclassical framework while
the fields are described by the basic principles of QFT, the spacetime structure is
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described by a manifold on which is defined a classical, Lorentz signature metric,
gab. However, the introduction of a non trivial spacetime geometry establishes im-
portant differences with the usual QFT in the Minkowski spacetime, and opens the
possibility to predict new effects. Very deep results have been obtained from this
point of view, being remarkable the discovery by Parker of particle production in
an expanding universe, the Hawking effect (black hole radiation), and its associ-
ated Unruh and Gibbons-Hawking effects. These results, and their implications, are
probably the most valuable clues we have at present about the fundamental features
that a quantum theory of gravity likely holds.
The principal characteristic that one looses when generalizing QFT in Minkoski
spacetime to curved spacetimes is the existence of Poincare´ symmetry that this
spacetime possesses. The conventional formulation of QFT [26] strongly relies in
that symmetry, in particular in the time translation symmetry, describing the theory
in terms of states of “particles”. In a general background geometry one does not have
any time translation symmetry and has to formulate the theory in general terms.
We want to summarize here this general formulation for the simplest case of a free,
massless, minimally coupled, scalar field, and discuss how the usual formulation of
QFT is recovered when Poincare´ symmetry is present.
Consider, then, a scalar field satisfying the Klein-Gordon wave equation
2φ(x) = 0 , (1.1)
where 2 ≡ ∇µ∇νgµν , being ∇µ the covariant derivative associated with the metric
gµν . In the complex space S of the solutions to this equation an (non positive
definite) inner product can be defined as
(f, g) = −i
∫
Σ
dΣµ(f∇µg∗ − g∗∇µf) , (1.2)
for any f, g ∈ S. This product is usually called the Klein-Gordon (KG) inner
product and (f, f) the KG norm of f . If f and g verify the KG equation, its value
is independent of the space-like surface Σ over which it is evaluated, provided the
functions vanish at spatial infinity.
To quantize the field φ(x), and its conjugate momentum pi(x), they are promoted
to hermitian operators and required to satisfy the canonical commutation relation
[φ(t0, ~x), pi(t0, ~x′)] = i~δ(~x− ~x′) . (1.3)
In order to construct the Hilbert space, we have to find a decomposition of the space
S into a direct sum of a positive norm subspace S0 and its complex conjugate S¯0,
such that all KG products between solutions from the two subspaces vanish. That
is
S = S0 ⊕ S¯0 , (1.4)
such that
(f, f) > 0 ∀f ∈ S0 , (1.5)
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(f, g∗) = 0 ∀f, g ∈ S0 . (1.6)
The first condition implies that each f in S0 can be normalized and the following
construction can be made. One can define the annihilation operator associated with
f as the product of f with the field operator
a(f) = (φ, f) . (1.7)
If one takes into account that the field operator is hermitian, the above definition
implies
a†(f) = −a(f ∗) . (1.8)
The canonical commutation relation (1.3), together with the definition of the mo-
mentum pi(x), imply that
[a(f), a†(g)] = ~(g, f) . (1.9)
Taking into account (1.8), the similar relations are satisfied
[a(f), a(g)] = −~(g∗, f), [a†(f), a†(g)] = −~(g, f ∗) . (1.10)
If f is a positive norm solution with unit norm (f, f) = 1, then a(f) and a†(f) satisfy
the usual commutations relations for the raising and lowering operators. If the
state |ψ〉 satisfies a(f)|ψ〉 = 0, the state |n, ψ〉 := (1/√n!)(a†(f))n|ψ〉, for any non
negative integer number n, is an eigenstate of the number operatorN(f) = a†(f)a(f)
with eigenvalue n. This is called a state with n “f-mode excitations”.
The second condition (1.6) implies that, according to (1.10), the annihilation and
creation operators for f and g in the subspace S0, commute amongst themselves
[a(f), a(g)] = 0 = [a†(f), a†(g)] . (1.11)
Then, given a decomposition (1.4), a total Hilbert space for the field theory can be
defined as the space expanded by all the states of the form
a†(f1)...a†(fn)|0〉 ,
where |0〉 is a state such that a(f)|0〉 = 0 for all f ∈ S0, and is called a Fock vacuum.
This vacuum state depends, obviously, on the decomposition (1.4), and in general
is not the ground state, which is not even defined for a spacetime with no global
time-translation symmetries. The representation of the field operator on this Fock
space is hermitian and satisfies the canonical commutation relations.
In a general curved spacetime there does not appear to be any preferred election
for the decomposition (1.4). In fact, different decompositions (1.4) lead to quantum
representations of the canonical commutation relations that are, in general, unitary
inequivalent. In Minkowski spacetime the Poincare´ symmetry is used to pick out
a preferred decomposition (1.4). One chooses f to be positive frequency solutions
(as, for instance, the plane-wave modes u~k = 1/
√
16pi3we−iwt+~k~x) with respect to an
inertial time. Note that this definition is unaltered if one chooses another inertial
time coordinate t′. Because the time translation symmetry, the vacuum state defined
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in this way, |0M〉, is the ground state of the Hamiltonian. In addition, because the
modes u~k are eigenstates of the inertial time translation operator, ∂t, with eigenvalue
w, the states of the Hilbert space a†(u~k1)...a
†(u~kn)|0〉 can be interpreted as n-particle
states.
1.2 Bogoliubov transformations and particle cre-
ation
The main features introduced by allowing a general non stationary spacetime geom-
etry in QFT, namely the existence of inequivalent quantizations, can be exploited
to generate interesting new physical phenomenon. In the pioneering works [6, 7] on
QFT in curved spacetimes, L. Parker predicted that particles can be created due
to the existence of a time-dependent cosmological background. He introduced the
techniques of Bogoliubov transformations in QFT, which is the basic tool to obtain
the effect of gravitational particle creation. This techniques was latter applied by
Hawking leading to one of the most important prediction of QFT in curved space-
times, the phenomenon of black hole radiation. In this section we want to quickly
review the basis of Bogoliubov transformations.
For illustrative purposes, let us consider the interesting physical situation of a
spacetime background that is stationary in the past and in the future. The exis-
tence of asymptotic stationary regions provide preferred decompositions (1.4) for
constructing the Hilbert space. One can construct S0 as made of the normalized
solutions to the wave equation such that they have definite positive frequency in the
past. These are the modes uini , that give rise to a Hilbert space where the vacuum
state, |in〉, is the ground state of the Hamiltonian in the past, and, in that region,
the states
a†(uini1 )...a
†(uinin)|in〉 ,
can be interpreted as ‘n-particle states’.
On the other hand, with the same degree of legitimacy, the subspace S0 can be
made of the normalized solutions to the wave equation such that they have definite
positive frequency in the future, uouti . In that way the defined vacuum, |out〉, is the
ground state of the Hamiltonian in the future and the states a†(uouti1 )...a
†(uoutin )|out〉
have a natural particle interpretation in the asymptotic future.
The problem that we want to tackle is the following. If the state of the quantum
field in the past is |in〉, what is the state in the asymptotic future? More precisely,
sice in the Heisenberg picture the state does not evolve, so what we are really asking
is: how is the state |in〉 expressed in the out-Hilbert space?
To answer this question we need to relate the annihilation and creation operators
associated with the in and out normalized frequency modes. To do this we want
to express the out modes in terms of the in ones. However, it is not guaranteed
that positive frequency solutions uouti can be expanded in terms of pure positive
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frequency solutions uini , and in general we have
uoutj =
∑
i
(αjiu
in
i + βjiu
in∗
i ) . (1.12)
This sort of linear relations between the two sets of modes is called a Bogoliubov
transformation, and the matrices αij, βij are called the Bogoliubov coefficients. If
the elements in set {uini } are taken normalized with respect to the Klein-Gordon
product
(uini , u
in
j ) = δij , (1.13)
the scalar product between both sets of modes gives directly the Bogoliubov coeffi-
cients
αij = (u
out
i , u
in
j ) , βij = −(uouti , uin∗j ) . (1.14)
The orthonormality relation of the modes also leads to the conditions∑
k
(αikα
∗
jk + βikβ
∗
jk) = δij , (1.15)
and ∑
k
(αikβjk − βikαjk) = 0 . (1.16)
One can also invert the relations (1.12) and obtain
uini =
∑
j
(α∗jiu
out
i − βjiuout∗i ) , (1.17)
and using the fact that a(uini ) ≡ aini = (φ, uini ) and a(uouti ) ≡ aouti = (φ, uouti ) we can
expand one of the two sets of creation and annihilation operators in terms of the
other
aini =
∑
j
(αjia
out
j + β
∗
jia
out†
j ) , (1.18)
or
aouti =
∑
j
(α∗ija
in
j − β∗ijain†j ) . (1.19)
If the coefficients βij do not vanish the vacuum states |in〉 and |out〉 are different.
One can realize this immediately by computing the expectation value of the out
particle number operator for the ith mode
N outi ≡ ~−1aout†i aouti , (1.20)
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in the state |in〉
〈in|N outj |in〉 = ~−1〈in|aout†j aoutj |in|〉 =
= ~−1〈in|
∑
i
(−βjiaini )
∑
k
(−β∗jkain†k )|in〉 =
=
∑
i
|βji|2 . (1.21)
If any of the βij coefficients are different from zero, the |in〉 vacuum state is a non
trivial state in the out Fock space. In particular, in the future it will be considered as
a state of 〈in|N outj |in〉 particles in the mode uoutj . In contrast, if all the coefficients
βij vanish, the relation (1.15) turns out to be∑
k
αikα
∗
jk = δij , (1.22)
which means that the positive frequency modes in and out are related by a unitary
transformation, with matrix αij, and therefore both vacuum states |in〉, |out〉 are
equivalent.
The physical consequences of this result are clear, the vacuum state defined in
the asymptotic past appears to an static observer at the future as an state with a
non trivial content of particles given by the coefficients βij. This phenomenon of
particle creation by time dependent spacetimes has no place in the usual formulation
of QFT in flat space in terms of inertial observers, and is one of the most remarkable
physical consequences of quantum field theory in curved spacetimes.
1.3 Two-point functions and particle creation
This section will be devoted to present an alternative formulation for the phe-
nomenon of particle creation based on two-point functions instead of Bogoliubov
transformations [12, 27, 28]. Intuitively the idea is simple. In the conventional anal-
ysis in terms of Bogoliubov coefficients, we first perform the spatial integrals (to
compute the scalar product required for the β coefficients), and leave to the end
the integration in frequencies w′ (1.21). In contrast, we can invert the order and
perform first the integration in frequencies (which naturally leads to introduce the
two-point function of the matter field) and perform the integration in distances at
the end.
Let us rewrite the basic expression (1.21), or more precisely, the expectation
values of the operator N outi1i2 ≡ ~−1 aout†i1aouti2 , as follows
〈in|N outi1i2|in〉 =
∑
k
βi1kβ
∗
i2k
= −
∑
k
(uouti1 , u
in∗
k )(u
out∗
i2
, uink ) =
=
∑
k
(∫
Σ
dΣµ1u
out
i1
(x1)
↔
∂µu
in
k (x1)
)(∫
Σ
dΣν2u
out∗
i2
(x2)
↔
∂ νu
in∗
k (x2)
)
. (1.23)
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If we now consider the sum in modes before computing the integrals given by two
scalar products, and take into account that
〈in|φ(x1)φ(x2)|in〉 = ~
∑
k
uink (x1)u
in
k
∗
(x2) , (1.24)
we obtain a simple expression for the particle production number in terms of the
two-point function
〈in|N outi1i2|in〉 = ~−1
∫
Σ
dΣµ1dΣ
ν
2[u
out
i1
(x1)
↔
∂µ][u
out∗
i2
(x2)
↔
∂ ν ]〈in|φ(x1)φ(x2)|in〉 . (1.25)
In the above expression the two-point function should be then interpreted in the
distributional sense. The “i-prescription” is therefore assumed for the two-point
distribution 〈in|φ(x1)φ(x2)|in〉, and it verifies the Hadamard condition1 [4, 29].
Alternatively, taking into account the trivial identity 〈out|aout†i1aouti2 |out〉 = 0 we
can rewrite the above expression as
〈in|N outi1i2 |in〉 = ~−1
∫
Σ
dΣµ1dΣ
ν
2[u
out
i1
(x1)
↔
∂µ][u
out∗
i2
(x2)
↔
∂ ν ]〈in| : φ(x1)φ(x2) : |in〉 ,
(1.26)
where 〈in| : φ(x1)φ(x2) : |in〉 ≡ 〈in|φ(x1)φ(x2)|in〉 − 〈out|φ(x1)φ(x2)|out〉. Now the
Hadamard condition for both |in〉 and |out〉 states guaranties that 〈in| : φ(x1)φ(x2) :
|in〉 is a smooth function, and the i-prescription is now redundant.
The expression (1.26) presents several advantages with respect to the more con-
ventional expression (1.21). It explicitly shows the origin of the process of particle
creation as the difference between vacuum fluctuation of the two physical vacuum
states involved. In the following chapters we want to exploit this formulation apply-
ing it to the derivation of the most important effects of particle production. We will
show how within this framework one can easily derive the conventional results for
different quantum fields and, in particular, how this formulation is very convenient
to evaluate explicitly how much these results depend on ultrahigh energy physics:
the so called transplanckian problem.
1The two-point distribution should have, for all physical states, a short-distance structure sim-
ilar to that of the ordinary vacuum state in Minkowski space: (2pi)−2(σ + 2it + 2)−1, where
σ(x1, x2) is the squared geodesic distance.
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Chapter 2
Thermal effects and two-point
functions
The objective of this chapter is to apply the techniques presented in the previous
chapter to the most relevant scenarios where thermal effects are present. The phe-
nomenon of particle production by time-dependent gravitational fields was firstly
introduced and applied to cosmological scenarios in [6, 7] by using the techniques of
Bogoliubov transformations. For spacetimes containing an event horizon this phe-
nomenon has a thermal character which has important physical consequences. A
physical temperature and entropy can be defined for the horizon providing a deep
connection with termodynamics. The Hawking effect [9] in black holes, the Unruh
effect [30] in Minkowski spacetimes and the Gibbons-Hawking effect [31] in de Sitter
space are three physical situations where thermal effects are naturally associated
with horizons. In this chapter we want to give an alternative derivation of these
thermal effects using as central objects the two-point function of the corresponding
quantum fields in the context of quantum field theory in curved spacetimes.
2.1 Hawking effect
In this section we want to review the quantitative arguments leading to the Hawking
result of radiation by Schwarzschild black holes [9, 8, 32, 33]. We first reproduce
the usual derivation based on Bogoliubov transformation to later show how this
problem can be reformulated in the basis of two-point functions. We will show how
using this new formulation the thermal result can be recovered in a smooth way, for
bosonic and fermionic fields, that makes manifest its physical content.
2.1.1 Bogoliubov coefficients and black hole radiance
Let us consider the formation process of a Schwarzschild black hole, as depicted
in Figure 2.1, and a massless real scalar field φ propagating in this background.
The equation of motion obeyed by the field is 2φ = 0 and the Klein-Gordon scalar
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product is given by
(φ1, φ2) = −i
∫
Σ
dΣµ(φ1∂µφ
∗
2 − φ∗2∂µφ1) , (2.1)
where Σ is a suitable “initial data” hypersurface. A natural choice for Σ is the
(asymptotically flat) past null infinity I− and therefore one can express the field in
a set of modes uinj (x), which have positive frequency in I
−
φ =
∑
i
(aini u
in
i + a
in†
i u
in∗
i ) . (2.2)
Alternatively, we can choose Σ as Σ = I+∪H+, where I+ is the future null infinity
!
!
+   
!
r= 0
"
vH
+   
Figure 2.1: Penrose diagram of a collapsing body producing a Schwarzschild black
hole.
and H+ is the event horizon. According to this we can then expand the field in an
orthonormal set of modes uouti (x), which have positive frequency with respect to the
inertial time at I+ and have zero Cauchy data in H+, together with a set of modes
uinti (x) with null outgoing component at I
+. Therefore we can write
φ =
∑
i
(aouti u
out
i + a
out†
i u
out∗
i ) + (a
int
i u
int
i + a
int†
i u
int∗
i ) . (2.3)
The particular choice of modes uinti does not affect the computation of particle
production at I+, so we leave them unspecified.
Considering for simplicity that the background is spherically symmetric we can
choose the following basis for the ingoing and outgoing modes
uinwlm|I− =
1√
4piw
e−iwv
r
Y ml (θ, φ) , (2.4)
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uoutwlm|I+ =
1√
4piw
e−iwu
r
Y ml (θ, φ) , (2.5)
where u = t− r and v = t+ r are null coordinates. Here Y ml (θ, φ) are the spherical
harmonics. One can evaluate the Bogoliubov coefficients βwlm,w′l′m′ according to
previous expressions by making the convenient choice Σ = I−
βwlm,w′l′m′ = −(uoutwlm, uin∗w′l′m′) = i
∫
I−
dvr2dΩ(uoutwlm∂vu
in
w′l′m′ − uinw′l′m′∂vuoutwlm) . (2.6)
The angular integration is straightforward and leads to delta functions δll′ δm,−m′
for the β coefficients. The relevant point is to realize that the coefficients can be
evaluated and have a unique answer, which turns out to be independent of the details
of the collapse, if uouti represents a late-time wave-packet mode (i.e., centered around
an instant u with u→ +∞ along I+). When these modes are propagated backwards
in time they are largely blueshifted when they approach the event horizon. After
passing through the collapsing body they are scattered to I− in a very small interval
just before vH . To know how they behave on I
− (as needed to evaluate the scalar
product with uinwlm) one can apply the geometric optics approximation since the
effective frequency, as measured by freely falling observers, is very large. The (late-
time) mode uoutwlm, which is of the form (2.5) at I
+, evolves and arrives at I− with
the form
uoutwlm|I− =
tl(w)√
4piw
e−iwu(v)
r
Y ml (θ, φ)Θ(vH − v) , (2.7)
where tl(w) is the transmission coefficient for the Schwarzschild metric and the
relation between null inertial coordinates u at I+ and v at I− is typically given by
the logarithmic term
u = vH − κ−1 lnκ|vH − v| , (2.8)
where, for the Schwarzschild black hole, κ = 1/4M is the surface gravity and vH
represents the location of the null ray that will form the event horizon H+ (see Fig.
2.1). One has then all ingredients to work out the (late-time) Bogoliubov coefficients
βwlm,w′l′m′ =
−(−)mtl(w)
2pi
√
w′
w
∫ vH
−∞
dve−iw(vH−κ
−1 lnκ|vH−v|)−iw′vδll′δm −m′ . (2.9)
They can be evaluated explicitly
βwlm,w′l′m′ =
−(−)mtl(w)
2piκ
√
w′
w
e−i(w+w
′)vH
(−κ−1w′i+ )1+κ−1wiΓ(1 +κ
−1wi)δll′δm−m′ , (2.10)
where we have introduced a negative real part (−) into the exponent of (2.9) to
ensure convergence of the corresponding integrals. To compute the particle produc-
tion at I+ one has to evaluate the integral (from now on in this section we shall
omit, for simplicity, the subscripts l,m)∫ +∞
0
dw′βw1w′β
∗
w2w′ . (2.11)
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The integration in w′ reduces to∫ +∞
0
dw′
w′
e−κ
−1w1i ln(−κ−1w′−i)eκ
−1w2i ln(κ−1w′−i) = 2piκe−piκ
−1w1δ(w1 − w2) , (2.12)
from which we finally get∫ +∞
0
dw′βw1w′β
∗
w2w′ =
|tl(w1)|2
e2piκ−1w1 − 1δ(w1 − w2) , (2.13)
where the coefficient in front of δ(w1 − w2) represents a steady thermal flow of
radiation of frequency w = w1
dNlm(w)
dwdt
≡ 1
2pi
〈in|N outwlm|in〉 =
1
2pi
Γl(w)
e2piκ−1w − 1 , (2.14)
and the grey-body factor is given by Γl(w) ≡ |tl(w)|2. This expectation value
coincides exactly with a Planck distribution (modulated by the grey-body factors)
of thermal radiation for bosons (kB is the Boltzman constant)
1
e~w/kBT − 1 ,
with a temperature
TH =
~κ
2pikB
. (2.15)
2.1.2 Two-point functions and black hole radiance
Thermal spectrum for a scalar field
Let us now apply the scheme presented in section 1.3 to the formation process of a
spherically symmetric black hole, and restrict the “out” region to I+ [27],[28]. The
“in” region is, as usual, defined by I−. At I+ we can consider the conventional
radial plane-wave modes
uoutwlm(t, r, θ, φ)|I+ = uoutw (u)
Y ml (θ, φ)
r
, (2.16)
where uoutw (u) =
e−iwu√
4piw
. We shall now evaluate the matrix coefficients 〈in|N outi1i2 |in〉
where i1,2 ≡ (w1,2, l1,2,m1,2). Taking in expression (1.25) I− as the initial value
hypersurface, and integrating by parts we obtain
〈in|N outi1i2 |in〉 =
4
~
∫
I−
r21dv1dΩ1
∫
I−
r22dv2dΩ2u
out
w1
uout∗w2 ×
Y m1l1 (θ1, φ1)
r1
Y m2∗l2 (θ2, φ2)
r2
∂v1∂v2〈in|φ(x1)φ(x2)|in〉 . (2.17)
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The two-point function above can be now expanded at I− as
〈in|φ(x1)φ(x2)|in〉 = ~
∫ ∞
0
dw
∑
l,m
e−iwv1√
4piw
Y ml (θ1, φ1)
r1
eiwv2√
4piw
Y m∗l (θ2, φ2)
r2
. (2.18)
Recall that the radial part of the late-time “out” modes uoutwlm, when they are prop-
agated backward in time and reach I−, takes the form
uoutw |I− = tl(w)
e−iwu(v)√
4piw
Θ(vH − v) (2.19)
where u(v) ≈ vH−κ−1 lnκ(vH−v). Performing now angular integrations and taking
into account that
∂v1∂v2
∫ ∞
0
dw
e−iw(v1−v2)
4piw
= lim
→0+
− 1
4pi
1
(v1 − v2 − i)2 , (2.20)
we get
〈in|N outi1i2|in〉 = −
tl1(w1)t
∗
l2
(w2)
4pi2
√
w1w2
∫ vH
−∞
dv1dv2
e−iw1u(v1)+iw2u(v2)
(v1 − v2 − i)2 δl1l2δm1m2 (2.21)
where the limit  → 0+ is understood. Alternatively, since we are interested in
quantities measured at Σ = I+, we could use this latter hypersurface to carry out
the calculations. In this case, the expression for the particle production rate becomes
〈in|N outi1i2|in〉 = −
tl1(w1)t
∗
l2
(w2)
4pi2
√
w1w2
× (2.22)
×
∫ ∞
−∞
du1du2
dv
du
(u1)
dv
du
(u2)
[v(u1)− v(u2)− i]2 e
−iw1u1+iw2u1δl1l2δm1m2 ,
and leads to
〈in|N outi1i2|in〉 =
−tl1(w1)t∗l2(w2)
4pi2
√
w1w2
∫ +∞
−∞
du1du2
(κ
2
)2e−iw1u1+iw2u2
[sinh κ
2
(u1 − u2 − i)]2 δl1l2δm1m2 .(2.23)
This last expression is more convenient for computational purposes. Since the func-
tion in the integral depends only on the difference z ≡ u2−u1, the integral in u2 +u1
can be performed immediately and leads to a delta function in frequencies
〈in|N outi1i2|in〉 = −
tl1(w1)t
∗
l2
(w2)δ(w1 − w2)
2pi
√
w1w2
∫ +∞
−∞
dze−i
w1+w2
2
z (
κ
2
)2δl1l2δm1m2
[sinh κ
2
(z − i)]2 ,
(2.24)
Performing the integration in z we recover the Planckian spectrum and the particle
production rate
〈in|N outwlm|in〉 =
|tl(w)|2
e2piκ−1w − 1 . (2.25)
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This derivation of black hole radiation is somewhat parallel to the one given
in [34]. The emphasis is in the two-point function of the quantum state, instead
of the usual treatment in terms of Bogoliubov transformations. It is worth noting
that (2.21) displays an apparent sensitivity to ultrashort distances due to the highly
oscillatory behavior of the modes in a small region before vH . A similar conclusion
can be obtained from (2.24) when z → 0. The sensitivity to short distances is,
however, less apparent if we repeat the above calculations using the expression
(1.26) instead of (1.25). In this case, we find
〈in|N outi1i2|in〉 = −
tl1(w1)t
∗
l2
(w2)
4pi2
√
w1w2
∫ vH
−∞
dv1dv2e
−iw1u(v1)+iw2u(v2) ×[
1
(v1 − v2)2 −
du
dv
(v1)
du
dv
(v2)
[u(v1)− u(v2)]2
]
δl1l2δm1m2 , (2.26)
where we have dropped the i terms since they are now redundant. Note that the
short-distance divergence of 1/(v1− v2)2 in (2.26) is exactly canceled by
du
dv
(v1)
du
dv
(v2)
[u(v1)−u(v2)]2
for any smooth choice of the function u(v). This cancelation is a consequence of
the Hadamard condition that verify both the “in” and “out” vacuum states. It is
also important to remark that the above formula exhibits the absence of particle
production under conformal-type (Mobius) transformations
v =
au+ b
cu+ d
, (2.27)
where ab− cd = 1.1
If the calculation is performed using Σ = I+, one finds
〈in|N outi1i2|in〉 = −
tl1(w1)t
∗
l2
(w2)
4pi2
√
w1w2
∫
I+
du1du2e
−iw1u1+iw2u2 ×[
dv
du
(u1)
dv
du
(u2)
(v(u1)− v(u2))2 −
1
[u1 − u2]2
]
δl1l2δm1m2 , (2.28)
which leads to
〈in|N outi1i2 |in〉 = −
tl1(w1)t
∗
l2
(w2)δ(w1 − w2)
2pi
√
w1w2
∫ +∞
−∞
dze−i
w1+w2
2
z ×[
(κ
2
)2
(sinh κ
2
z)2
− 1
z2
]
δl1l2δm1m2 . (2.29)
1This leads, immediately, to the expected result that there is no particle production under
Lorentz transformations.
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The integral in distances z also leads, as expected, to the Hawking formula2
〈in|N outwlm|in〉 = −
|tl(w)|2
2piw
∫ +∞
−∞
dze−iwz
[
(κ
2
)2
(sinh κ
2
z)2
− 1
z2
]
=
|tl(w)|2
e2piwκ−1 − 1 . (2.30)
Thermal spectrum for a s = 1/2 field
In this subsection we shall extend the analysis of the scalar field to a fermionic
s = 1/2 field [28]. For simplicity we take a massless Dirac field, obeying the wave
equation
γµ∇µψ = 0 , (2.31)
where γµ = V µa γ
a are the curved space counterparts of the Dirac matrices γa (see
Appendix A for calculations omitted in this section). The Klein-Gordon scalar
product (2.1) is now replaced by
(ψ1, ψ2) =
∫
Σ
dΣµψ¯1γµψ2 . (2.32)
Therefore the expression for the expectation values (1.25) is replaced by
〈in|N outi1i2|in〉 = ~−1
∫
Σ
dΣµ1dΣ
ν
2[u¯
out
i2
(x2)γν ]b[γµu
out
i1
(x1)]
a〈in|ψ¯a(x1)ψb(x2)|in〉 .
(2.33)
At I+ we can consider the normalized radial plane-wave modes3
uoutwκjmj(t, r, θ, φ)|I+ ∼
e−iwu√
4pir
(
η(rˆ)
mj
κj
(rˆ~σ)η(rˆ)
mj
κj
)
, (2.34)
where η(rˆ)
mj
κj are two-component spinor harmonics (see Appendix A). Note that
the angular momentum quantum number j is uniquely determined by the relation
κj = ±(j + 1/2). The above modes, when propagated backwards in time and reach
I−, turn into
uoutwκjmj(t, r, θ, φ)|I− ∼ tκj(w)
e−iwu(v)√
4pir
(
η(rˆ)
mj
κj
−(rˆ~σ)η(rˆ)mjκj
)
Θ(vH − v)
√
du(v)
dv
, (2.35)
where the last term
√
du(v)/dv appears due to the fermionic character of the field4.
Proceeding as in the bosonic case we can expand the two-point function as
〈in|ψ¯a(x1)ψb(x2)|in〉 = ~
∑
k
v¯ink,a(x1)v
in,b
k (x2) (2.36)
2For Kerr-Newman black holes the calculation is similar up to a shift in the wave function e−iwz,
which should be now replaced by e−i(w−mΩH−qΦH)z, as an effect of wave propagation through the
corresponding potential barrier.
3On physical grounds we should use left-handed spinors uoutL,wjmj ≡ 1√2 (uoutw |κj |mj −uoutw −|κj |mj ).
The final result is not changed. See Appendix B.
4The vierbein fields needed to properly write the field equation in a curved spacetime have been
trivially fixed in the asymptotic flat regions, so its transformation law under change of coordinates
is then translated to the spinor itself (see also Appendix A).
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where vink are negative-energy solutions which in I
− take the form
vink → vinwκjm(t, r, θ, φ)|I− ∼
eiwv√
4pir
(
η(rˆ)
mj
κj
−(rˆ~σ)η(rˆ)mjκj
)
. (2.37)
Performing first the angular integrations and taking into account the orthonormality
relations of the spinor harmonics η(rˆ)
mj
κj , the above formulas get simplified and
become
〈in|N outi1i2|in〉 = −i
tκj1 (w1)t
∗
κj2
(w2)
4pi2
δmj1mj2δκj1κj2 ×
×
∫ vH
−∞
dv1dv2
√
du(v1)
dv
du(v2)
dv
e−iw1u(v1)+iw2u(v2)
(v1 − v2 − i) (2.38)
As in the bosonic case, we rewrite this expression as an integral over I+
〈in|N outi1i2|in〉 = −i
tκj1 (w1)t
∗
κj2
(w2)
4pi2
δmj1mj2δκj1κj2 ×
×
∫ ∞
−∞
du1du2e
−iw1u1+iw2u2 (
κ
2
)
sinh[κ
2
(u1 − u2 − i)] . (2.39)
We can also split the integral in a product of a function dependent on u2 + u1 and
another function which depends on z ≡ u2−u1. The former leads to a delta function
in frequencies and we are left with
〈in|N outi1i2|in〉 = −
i
2pi
tκj1 (w1)t
∗
κj2
(w2)δmj1mj2δκj1κj2δ(w1 − w2)×
×
∫ +∞
−∞
dze−i
w1+w2
2
z (
κ
2
)
sinh[κ
2
(z − i)] . (2.40)
Performing now the integration in z
−i
2pi
∫ +∞
−∞
dze−iwz
(κ
2
)
sinh[κ
2
(z − i)] =
1
e2piwκ−1 + 1
, (2.41)
we recover the Planckian spectrum, with the Dirac-Fermi statistics, and the corre-
sponding particle production rate
〈in|N outwmjκj |in〉 =
|tκj(w)|2
e2piκ−1w + 1
. (2.42)
Analogously as in the bosonic case, if we use the normal-ordering prescription
instead of the i one we find
〈in|N outi1i2|in〉 = −i
tκj1 (w1)tκj2 (w2)
∗
4pi2
∫ vH
−∞
dv1dv2
√
du(v1)
dv
du(v2)
dv
× (2.43)
e−iw1u(v1)+iw2u(v2)
 1
[v1 − v2] −
√
du(v1)
dv
du(v2)
dv
[u(v1)− u(v2)]
 δκj1κj2δmj1mj2 .
2.2 Unruh effect 37
Changing the integration surface to I+ we get
〈in|N outi1i2|in〉 = −i
tκj1 (w1)tκj2 (w2)
∗
4pi2
∫
I+
du1du2
√
dv(u1)
du
dv(u2)
du
× (2.44)
e−iw1u1+iw2u2

√
dv(u1)
du
dv(u2)
du
[v(u1)− v(u2)] −
1
[u1 − u2]
 δκj1κj2δmj1mj2 .
Note again that the short-distance divergence of the two-point function of the
“out” state 1
[u1−u2] is exactly canceled by the corresponding one of the “in” stateq
dv(u1)
du
dv(u2)
du
[v(u1)−v(u2)] , since both vacua are Hadamard states. After some trivial algebra we
get
〈in|N outwκjmj |in〉 = −i
|tκj(w)|2
2pi
∫ +∞
−∞
dze−iwz
[
(κ
2
)
sinh(κ
2
z)
− 1
z
]
, (2.45)
and taking into account
−i
2pi
∫ +∞
−∞
dze−iwz
[
(κ
2
)
sinh(κ
2
z)
− 1
z
]
=
1
e2piwκ−1 + 1
, (2.46)
we recover again the fermionic thermal spectrum.
2.2 Unruh effect
The Unruh effect was discovered in an attempt to better understand the nature of
the Hawking effect. This effect exploits the non absolute meaning of the particle
notion in Minkowski spacetime. Firstly pointed out in [35], continued in [36], and
crucially understood in terms of particle detectors in [30], the Unruh effect states,
in short, that in Minkowski spacetime, when a quantum field is in its ordinary (in-
ertial) vacuum state, a particle detector carried by an accelerating observer will get
exited. Indeed, an uniformly accelerating observer will feel himself immersed in a
thermal bath of particles, at temperature T = a/2pi, being a the acceleration of the
observer. In spite of the fact that Unruh effect is both physically and mathemati-
cally distinct from the Hawking’s one, the two effects are very close related, and the
understanding of the Unruh effect crucially helped to better understand quantum
field theory in curved spacetimes and black hole radiance. For a complete account
of the Unruh effect and its close relation with black hole radiation see [4].
Let us consider the usual construction of quantum field theory in Minkowski
spacetime. This formulation relies in Poincare´ symmetry, since the construction
makes use of the inertial observers as central elements. In this way, the Fock space
states are expanded in terms of states of “particles”, which are defined using the
ordinary (inertial) time translation Killing vector field of the Minkoski spacetime.
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Poincare´ symmetry ensures that different selections of inertial time translation give
rise to equivalent quantizations, obtaining the usual formulation of quantum field
theory in flat spacetime.
However, in Minkowski spacetime we can extend the formulation of quantum field
theory to a wider class of observers. Of particular physical interest are stationary
observers, which can use the Killing vector field defining its trajectory to interpret
the states of the quantum Fock space in terms of particles. In Minkowski spacetime
the (e.g. X-direction) boost generator
IIII
IV
II
X
T
H+
H−
t = constant
ξ = constant
ξ
→
−∞
, t
→
∞
ξ →
−∞
, t→
−∞
Figure 2.2: Minkowski spacetime diagram. The orbits of the X-direction boost
generator are showed.
bµ = a
[
X
(
∂
∂T
)µ
+ T
(
∂
∂X
)µ]
, (2.47)
is a Killing vector field, where a is an arbitrary constant and X and T are global
inertial coordinates. Figure 2.2 shows the orbit structure of these isometries. As we
can observe, bµ is not globally timelike, but it is timelike and future directed in the
region labeled as I. In addition, the region I is globally hyperbolic [37], then we can
construct a quantum field theory considering it as a spacetime itself. The observers
following orbits of bµ, called Rindler observers, are stationary, and they can describe
the Fock space of the quantum field in terms of particles associated with the time
translation bµ. These observers have coordinates, (t, ξ, y, z), adapted to bµ, which
are related with the inertial ones (T,X, Y, Z) by:
t = a−1 tanh−1 T/X , ξ = a−1 ln a
√
X2 − T 2 , Y = Y0 , Z = Z0 ,
o equivalently
T =
eaξ
a
sinh at , X =
eaξ
a
cosh at , Y = Y0 , Z = Z0 (2.48)
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This chart coordinate covers the region I of the Minkowski spacetime, usually called
the Rindler wedge. The lines of constant ξ undergo uniform proper acceleration
ae−aξ, which is equal to a at ξ = 0, and diverges for ξ → −∞. It is conventional
to view the lines of constant ξ, orbits of bµ, corresponding to a system of reference
associated with the observer who accelerates uniformly with acceleration a. Then,
the quantization constructed using bµ = ∂
∂t
as time translation Killing vector field
corresponds to the quantization of an accelerated observer (Rindler observer). The
vacuum state associated with this construction is known as the Rindler vacuum |0R〉,
and states in the Fock space have a natural particle interpretation associated with
bµ.
The question we want analyze is, given the usual Minkowski vacuum defined
in the whole spacetime, how is it described by the Rindler observer?, i.e. how is
it expressed as a state in the Fock space constructed by the accelerated observer
restricted to region I?
2.2.1 Bogoliubov coefficients
We shall present in this section the main aspects of the standard derivation of the
acceleration radiation. Let us consider a massless scalar field propagating in the
Minkowski spacetime. The wave equation 2φ(x) = 0 in the coordinates of the
Rindler observer becomes
(e−2aξ(−∂2t + ∂2ξ ) + ∂2Y + ∂2Z)φ(t, ξ, Y, Z) = 0 . (2.49)
The Y, Z dependence can be trivially integrated using plane waves φ(t, ξ, Y, Z) =
φ(t, ξ)eikY Y eikZZ . Introducing this ansatz in the equation, we find
[(−∂2t + ∂2ξ )− e2aξ(k2Y + k2Z)~−2]φ(t, ξ) = 0 . (2.50)
This equation indicates that the free scalar field of the Minkowski observer appears
like a scalar field in a repulsive potential V (ξ) ∝ e2aξ~k2⊥, where ~k2⊥ = k2Y + k2Z ,
for the uniformly accelerated observer. The exact form of the normalized modes,
with natural support on the accessible region for the accelerated observer (Rindler
wedge), can be expressed as
uR
w,~k⊥
=
e−iwt
2pi2
√
a
sinh
1
2
(piw
a
)
Kiw/a
(
|~k⊥|
a~
eaξ
)
ei
~k⊥· ~X⊥ , (2.51)
where Kν(x) is a modified Bessel function. The important point is that the above
positive frequency modes cannot be expanded in terms of the standard purely pos-
itive frequency modes of the inertial observer
uM
kX ,~k⊥
=
1√
2(2pi)3k0
e−ik0T+i(kXX+
~k⊥· ~X⊥) , (2.52)
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where k0 =
√
k2X +
~k2⊥. The detailed analysis requires one to compute the corre-
sponding Bogoliubov coefficients. They are found to be [35, 38]
βw~k⊥,k′X~k′⊥
= − [2piak′0(e2piw/a − 1)]−1/2(k′0 + k′Xk′0 − k′X
)−iw/2a
δ(~k⊥ − ~k′⊥) . (2.53)
The mean number of Rindler particles in the Minkowski vacuum is obtained as the
integral ∫ +∞
−∞
d~k′βw1~k⊥,~k′β
∗
w2~k⊥,~k′
. (2.54)
The integration in k′X reduces to∫ +∞
−∞
dk′X(2piak
′
0)
−1
(
k′0 + k
′
X
k′0 − k′X
)−i(w1−w2)/a
= δ(w1 − w2) , (2.55)
and taking into account the remaining terms one easily gets∫ +∞
−∞
d~k′βw1~k⊥1,~k′β
∗
w2~k⊥2,~k′
=
1
e2piw1/a − 1δ(w1 − w2)δ(
~k⊥1 − ~k⊥2) . (2.56)
The final outcome is then extremely simple. A uniformly accelerated observer feels
himself immersed in a thermal bath of radiation at temperature kBT = a~/2pi.
2.2.2 Particles detectors
The previous result is reinforced by Unruh’s operational interpretation [30]. In short,
the particle content of the vacuum perceived by an accelerated observer with motion
x = x(τ) can be described by the response function of an ideal quantum mechanical
detector (see also ([3]).
The particle content of the vacuum perceived by an observer with trajectory x =
x(τ) and equipped with a detector, can be analyzed by considering the interaction
of the matter field φ(x) with the detector, modeled, for instance, by the interaction
lagrangian (see, for instance, [3, 4])
g
∫
dτm(τ)φ(x(τ)) , (2.57)
where m(τ) represents the detector’s monopole moment and g is the strength of
the coupling. It is assumed that the detector has some internal energy eigenstates
|E〉, providing the internal matrix elements 〈E|m(0)|E0〉, with the detector ground
state |E0〉. For a general trajectory, the detector will not remain in its ground
state |E0〉, but will undergo a transition to an excited state |E〉. To first order in
perturbation theory, the transition amplitude from |E0〉|0M〉 to |E〉|ψ〉, where |0M〉
is the Minkowski vacuum state of the scalar field and |ψ〉 an arbitrary field state, is
given by
g
∫
dτ〈Eψ|m(τ)φ(x(τ))|E00M〉 . (2.58)
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The probability for the detector to make the transition from |E0〉 to |E〉 (summing
over all final states of the scalar field) is then given by
g2|〈E|m(0)|E0〉|2F (E − E0) , (2.59)
where F (w), (w = (E − E0)/~), is the so-called response function of the detector
F (w) =
∫ +∞
−∞
dτ1
∫ +∞
−∞
dτ2e
−iw(τ1−τ2)〈0M |φ(x(τ1))φ(x(τ2))|0M〉 . (2.60)
To compute the response rate per unit time, it is useful to introduce the response
rate function
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ 〈0M |φ(x(τ1))φ(x(τ2))|0M〉 . (2.61)
To work out the above expressions one should be careful when dealing with the
typical short-distance singularity of the two-point function. Usually one considers
the “i-prescription” to give a well define distributional meaning to the two-point
function.
For an inertial detector trajectory the response rate is given by
F˙ (w) = −
∫ +∞
−∞
d∆τe−iw∆τ/~
[
~
4pi2(∆τ − i)2
]
= − w
2pi
θ(−w) , (2.62)
in agreement with the principle of relativity. If the detector’s initial state is the
ground state, Ei = E0, then w > 0 and the probability for an inertial detector to be
excited is exactly zero, irrespective of the velocity of the detector (when w < 0 the
result is non-vanishing and this leads to the expected non-zero probability for the
spontaneous decay Ei → Ef < Ei).
For a uniformly accelerated trajectory in Minkowski spacetime
T =
1
a
sinh aτ , X =
1
a
cosh aτ , (2.63)
where a is the acceleration, the two-point function, which for simplicity is chosen
for a massless scalar field, becomes
〈0M |φ(x(τ1))φ(x(τ2))|0M〉 =
−~(a
2
)2
4pi2 sinh2 a
2
(∆τ − i) . (2.64)
Unlike the case of inertial trajectories, the response rate function F˙ (w) of a uniformly
accelerated observer does not vanish, and turns out to be
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ
−~(a
2
)2
4pi2 sinh2 a
2
(∆τ − i) =
1
2pi
w
e2piw/~a − 1 . (2.65)
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which implies, via the detailed balance relation P˙ (w) = P˙ (−w)e−2piw/a~, that a uni-
formly accelerated observer in Minkowski space feels himself immersed in a thermal
bath at the temperature kBT =
a~
2pi
.
We would like to remark that the use of the “i−prescription” in treating the
two-point function in the distributional sense guarantees the vanishing of the re-
sponse function for an inertial observer. However, there is an alternative, and more
natural, way to enforce the vanishing of the response function for inertial detectors.
Essentially, for w > 0, we can calibrate the detector with the accelerated (Rindler)
vacuum |0R〉
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ [〈0M |Φ(x(τ1))Φ(x(τ2))|0M〉 − 〈0R|Φ(x(τ1))Φ(x(τ2))|0R〉] .
(2.66)
The integrand is now a smooth function, thanks to the universal short-distance
behavior of the two-point function, and the result is equivalent to (2.65)
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ
[
−~(a
2
)2
4pi2 sinh2 a
2
∆τ
+
~
4pi2(∆τ)2
]
=
1
2pi
~w
e2piwa − 1 . (2.67)
Although both expressions are mathematically equivalent, they lead to different
results when the correlation functions are deformed, as we will see in next chapters.
2.2.3 Two-point functions
We shall now explain with some detail how the Unruh effect can be derived using
the two-point functions of the field [39]. We want to apply the formalism presented
in section 1.3 to compute the number of particles for the accelerated observer in the
Minkowski vacuum |0M〉. To apply the expression (1.26) one can naturally choose
a hyperplane T − λX = constant, with |λ| < 1, as the initial Cauchy surface.
However, it is convenient to consider the limiting case λ = 1 and the null plane
H+0 , defined as U ≡ T − X = U0 < 0 (or the analogous null plane H−0 , defined as
V ≡ T +X = V0 > 0) as our initial data hypersurface. As emphasized in [4] (section
5.1), any solution of the massless Klein-Gordon equation in Minkowski space, having
any dimension greater than two, is uniquely determined by its restriction to the
hyperplane H+0 alone (or H
−
0 alone). So H
+
0 (or H
−
0 ) is enough to characterize the
field configuration5 and can be used as the initial value surface Σ. Therefore, we
convert (1.26) into
〈M0|NRi1,i2|0M〉 =
4
~
∫
H+0
dv1d~x⊥1dv2d~x⊥2uRi1(x1)u
R∗
i2
(x2)
∂v1∂v2 [〈M0|φ(x1)φ(x2)|0M〉 − 〈R0|φ(x1)φ(x2)|0R〉] . (2.68)
5In two dimensions H+0 is not enough and we need H
+
0
⋃
H−0 to have a proper initial surface.
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Since the accelerated modes uRi (x) have support on the right-handed Rindler wedge
the above integral is naturally restricted to the right wedge part of H+0 . The relevant
derivatives of the two-point functions in the Minkowski vacuum can be expressed,
using the inertial null coordinates V, U , as:
〈M0|∂V1φ(x1)∂V2φ(x2)|0M〉 =
1
4pi2
∫
d~k⊥GM~k⊥(x1, x2)e
i~k⊥(~x⊥1−~x⊥2) , (2.69)
where, at the region H+0 :
GM~k⊥
(x1, x2)|H+0 = ∂V1∂V2
~
2pi
K0(|~k⊥|
√
−(V1 − V2)(U1 − U2))|H+0
= − ~
4pi
1
(V1 − V2)2 , (2.70)
where K0(x) is a modified Bessel function. Therefore,
〈M0|∂V1φ(x1)∂V2φ(x2)|0M〉|H+0 = −
~
4pi
1
(V1 − V2)2 δ(~x⊥1 − ~x⊥2) . (2.71)
It is now convenient to perform the calculation on the null plane H+, obtained by the
limiting case U0 → 0. Close to H+ (ξ → −∞), the potential decays exponentially
and the (right)-Rindler modes can be approximated as
uR
w,~k⊥
=
eiγ(w,|~k⊥|)
(2pi)3/2
√
2w
(e−iwu + re−iwv)ei
~k⊥~x⊥ , (2.72)
where v = t+ξ,u = t−ξ, eiγ(w,|~k⊥|) = Γ[1+iw
a
]−1
(
|~k⊥|
2a
)iw
a
, and r(w,~k⊥) = e−i2γ(w,|
~k⊥|)
is the reflection amplitude.
Moreover, the two-point function in the accelerated Rindler vacuum can also be
worked out as
〈R0|∂v1φ(x1)∂v2φ(x2)|0R〉|H+ =
1
4pi2
∫
d~k⊥GR~k⊥(x1, x2)|H+e
−i~k⊥~x⊥
= − ~
4pi
1
(v1 − v2)2 δ(~x⊥1 − ~x⊥2) . (2.73)
Taking this into account, the equation (2.68) becomes:
〈M0|NRi1,i2|0M〉 = −
|r|2
4pi2
√
w1w2
∫
V1,V2>0
e−iw1v1+iw2v2[
dV1dV2
(V1 − V2)2 −
dv1dv2
(v1 − v2)2
]
δ(~k⊥1 − ~k⊥2) , (2.74)
where the transversal (Y, Z) dependence has been trivially integrated, producing
the delta function. We would like to emphasize again the physical meaning of the
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above expression. The particle content of the Minkowski vacuum, as perceived by
the accelerated observer, is displayed as an integral measuring the different vacuum
correlations of inertial and accelerating observers, weighted by the form of the modes
of the accelerated observer.
Taking into account that the relation between the null inertial coordinate V and
the accelerated one v is V = a−1eav we then have
〈M0|NRi1,i2 |0M〉 = −
|r|2
4pi2
√
w1w2
∫ ∞
−∞
dv1dv2e
−iw1v1eiw2v2 ×
×
[
(a/2)2
sinh2 a
2
(v1 − v2)
− 1
(v1 − v2)2
]
δ(~k⊥1 − ~k⊥2) . (2.75)
Note that |r| = 1 because the reflection amplitude r is a pure phase. Integrating
over v1 + v2 we are left with (we define ∆v ≡ v1 − v2)
〈M0|NRi1,i2 |0M〉 = −
1
4pi2w1
∫ ∞
−∞
d(∆v) e−iw1∆v
[
(a/2)2
sinh2 a
2
∆v
− 1
(∆v)2
]
×
× δ(w1 − w2)δ(~k⊥1 − ~k⊥2) = 1
e2piw1/a − 1δ(
~k1 − ~k2) . (2.76)
Alternatively, we can choose the null hypersurface H− (defined as V0 = 0),
instead of H+, as our initial hypersurface. Then one finds
〈M0|NRi1,i2|0M〉 = −
1
4pi2
√
w1w2
∫
U1,U2<0
e−iw1u1+iw2u2[
dU1dU2
(U1 − U2)2 −
du1du2
(u1 − u2)2
]
δ(~k⊥1 − ~k⊥2) , (2.77)
where now U = −a−1e−au. This leads again to the same Planckian spectrum.
Note that, since the Rindler modes (2.72) have a reflection amplitude of unit
module, we get a null net flux of radiation but a non-vanishing thermal energy
density able to excite an accelerated particle detector. In contrast, because in two
spacetime dimensions the left and right modes are independent and one needs H+∪
H− to have a complete initial surface, both expressions (2.74) and (2.77) would then
be needed to properly obtain the acceleration radiation.
2.3 Gibbons-Hawking effect
The Gibbons-Hawking effect [31] is related with the thermal properties of de Sitter
space. It asserts that a geodesic observer in de Sitter space feels itself as if it was
immersed in a thermal bath of particles at a temperature kBT =
H~
2pi
, where H is the
Hubble constant (see Appendix B for the details of classical and quantum properties
of de Sitter spacetime). This effect is close related to the Unruh effect and has its
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origin in the presence of an event horizon for a geodesic observer following the orbit
of the Killing vector field ∂t˜ defined in the Appendix B. One can derive this result
[31] in parallel to acceleration radiation effect of the previous section by making use
of particle detectors. We shall now consider a scalar field in de Sitter space
(2− m
2
~2
− ξR)φ = 0 , (2.78)
where m is the mass and ξ stands for the coupling to the curvature. The response
rate function is also given by the general expression
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ 〈φ(x(τ1))φ(x(τ2))〉 , (2.79)
where now the expectation value is understood with respect to the (global) Bunch-
Davies vacuum |0dS〉, invariant under the SO(4, 1) isometries of the de Sitter space-
time (Appendix B). For simplicity, without loss of generality, we shall restrict our
discussion to conformal coupling ξ = 1/6 and m = 0. In this situation the two-point
function takes the simple form
〈φ(x1)φ(x2)〉 = H
2η1η2~
4pi2[−(η1 − η2 − i)2 + (~x1 − ~x2)2] , (2.80)
where η = −H−1e−Ht is the conformal time, for which the metric takes the form
ds2 =
1
H2η2
(−dη2 + d~x2) . (2.81)
Freely falling detectors with trajectories
t = τ ~x = ~x0 , (2.82)
will have a response function with rate
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ
−~H2
16pi2 sinh2 H
2
(∆τ − i) . (2.83)
This is exactly the same integral as (2.65), producing now, via the detailed balance
relation, thermal radiation at the temperature kBT =
H~
2pi
. As in previous sections
we can eliminate the i-prescription in expression (2.79) by just subtracting the
two-point function of the observer carrying the detector. This (geodesic) observer is
usually called comoving observer and its two-point function evaluated over its world
line x(τ) was showed in the Appendix B to be:
〈0C |φ(x(τ1)φ(x(τ2)|0C〉 = − ~
4pi2(∆τ − i)2 . (2.84)
With this the detector response rate takes the form
F˙ (w) =
∫ +∞
−∞
d∆τe−i(w)∆τ/~
[
−~(H
2
)2
4pi2 sinh2 H
2
∆τ
+
~
4pi2(∆τ)2
]
, (2.85)
which is the same integral as (2.67) giving the thermal result.
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Chapter 3
The transplanckian question and
two-point functions
As we saw in chapter 2 semiclassical gravity predicts the radiation of quanta by
black holes [9]. The emission rate is given by the product of the Planckian factor
times the grey-body coefficient Γlm(w)
dNlm(w)
dwdt
=
1
2pi
Γlm(w)
1
e2piκ−1w ± 1 , (3.1)
where κ is the surface gravity. The signs ± in the denominator account for the
Bose or Fermi statistics, and m is the corresponding axial angular momentum of the
radiated particle.
The deep connection of this result with thermodynamics [40] and, in particular, with
a generalized second law [41] strongly supports its robustness [4, 42, 43]. However,
as stressed in [44, 45, 46], a crucial ingredient in deriving Hawking radiation via
semiclassical gravity is the fact that any emitted quanta, even those with very low
frequency at future infinity, will suffer a divergent blueshift when propagated back-
wards in time and measured by a freely falling observer. Also, in the derivation of
Fredenhagen and Haag [34], the role of the short-distance behavior of the two-point
function is fundamental. All derivations seem to invoke Planck-scale physics. The
exponential blueshift effect of the horizon of the black hole could, thus, be regarded
as a magnifying glass that makes visible the ultrashort distance physics to external
observers. In this regime, it is difficult to believe in the accuracy of free quantum
field theory, and this point constitutes a delicate point in the Hawking derivation.
An approach to investigating this issue was first suggested by Unruh [47] in the
basis of the analogy of condensed matter physical models and effective field theo-
ries with a fundamental cutoff. Unruh realized that a close analog of the Hawking
effect occurs for quantized sound waves in a fluid undergoing supersonic flow. A
similar blueshifting of the modes quickly brings the sound waves into a regimen well
outside the domain of validity of the continuum fluid equation. Unruh investigated
the effect of the natural cutoff present in the fluid in the analog Hawking radia-
tion. Proposing a modification of the dispersion relation at ultra-high frequencies
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he found no deviation from the Hawking predictions [48]. It has been further studied
for different authors in various field theoretic models [49, 50, 51, 52, 53] obtaining
similar results, however none are fully satisfactory since the unphysical short dis-
tance behavior of the field is always eventually called into play. In addition, it is
not completely trivial that this arguments based on condensed matter models can
be translated to gravitational black holes.
Then, the tranplanckian question raises the possibility that the microscopic
structure offered by a quantum gravity theory could leave some imprint or sig-
nal in the emission rate. However, the results of string theory seem to agree with
Hawking’s prediction. For the emission of low-energy quanta (with wavelength large
compared to the black hole radius), and for some particular near-extremal charged
black holes, the prediction of string theory [54, 55, 56, 57, 58] coincides with the
rate (3.1). This agreement is complete, despite the fact that the two calculations are
very different. For instance, whereas in semiclassical gravity one can naturally split
the emission rate into two factors (pure Planckian black-body term and grey-body
factor), in the D-brane derivation one gets directly the final answer without the
above mentioned splitting.
From the perspective of quantum field theory in curved spacetime, it is unclear
how to introduce a cutoff in the scheme (parameterizing our ignorance on trans-
planckian physics) in such a way that, for low-energy emitted quanta, the decay
rate (3.1) is kept unaltered.
The transplanckian question also is present for the Unruh effect. The outgoing
modes of a given frequency w as seen by the accelerating observer at proper time
τ along his worldline correspond to the modes of frequency ∼ w exp(aτ) in a fixed
inertial frame. Therefore, at time τ  1/a one might worry about the accuracy of
free quantum field theory. In the Gibbons-Hawking effect one has to face the same
question due to the exponential blueshift associated with the horizon.
In this chapter we want to address the question of how to evaluate the contri-
bution of transplanckian physics to the thermal spectrum of event horizons [28, 39].
To do this we will take advantage of the formalism presented in chapter 2 based on
two point functions.
3.1 Black Hole radiance and the transplanckian
question
3.1.1 Bogoliubov coefficients and transplanckian physics
Let begin studying the role of transplanckian frequencies in the conventional deriva-
tion of Hawking radiation in terms of Bogoliubov transformations. In the derivation
presented in section 2.1.1 it is important to remark that a basic step to exactly
obtain the Planckian spectrum is (2.12), which crucially requires an unbounded in-
tegration in all frequencies w′. We can study the effect of these ultrahigh frequencies
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by introducing an ultraviolet cutoff Λ for w′. Then, we should replace (2.12) by∫ +Λ
0
dw′
w′
e−κ
−1w1i ln(−κ−1w′−i)eκ
−1w2i ln(κ−1w′−i) = e−piκ
−1w12piδσ[κ
−1(w1−w2)] , (3.2)
where we have defined
δσ[κ
−1(w1 − w2)] =
sin
[
κ−1(w1−w2)
σ
]
piκ−1(w1 − w2) (3.3)
σ =
1
ln[κ−1Λ]
(3.4)
Note that in the limit as σ goes to zero δσ turns into Dirac’s delta function and
we recover (2.12). The new expression is, however, qualitatively different from
the previous one. The evaluation of the new emission rate requires making use
of normalized wave-packet modes. Introducing the standard ones [9]
uoutjnlm =
1√

∫ (j+1)
j
dw e2piiwn/ uoutwlm , (3.5)
where j ≥ 0 and n are integers, representing wave-packets peaked around the re-
tarded time un = 2pin/ and centered, with width , around the frequency wj ≡
(j + 1/2); and, accordingly, defining
βjn,w′ =
1√

∫ (j+1)
j
dw e2piiwn/ βww′ , (3.6)
the emission rate res is (see Appendix C):
〈in|N out,σjn |in〉 ≈
|tl(wj)|2
e2piκ−1wj − 1
sin
[(
2pin

− vH
)
piκσ
2
][(
2pin

− vH
)
piκσ
2
] (3.7)
From this expression1 we see that the rate of emitted particles depends on the re-
tarded time un = 2pin/ and decays with time for any small but nonzero value of
σ = 1/ ln[Λ/κ]. Only when Λ goes to infinity (no high frequency cutoff) do we
recover the steady thermal flux of radiation.
The above discussion shows that the radiation is now time-dependent and decays
for all finite values of Λ. The decay in time would also occur at low frequencies,
where string theory agrees with Hawking’s prediction. Therefore, as expected from
conventional arguments, the mathematical role of the ultrahigh frequencies is very
important for the late-time behavior. Nevertheless, since they only enter as virtual
1We note that the oscillatory behavior in (3.7) is an artifact of the particular way we have
introduced the cutoff. If the cutoff is introduced in a different way, see Appendix C, the oscillatory
term disappears but the decay with time is maintained as ∼ e−[(2pin/−vH)(piκσ/2)]2 .
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quanta, their actual status is unclear [59]. A derivation of the Hawking effect based
on quantities defined on the asymptotically flat region, where physical observations
are made, would be preferable. This turns out to be possible if, instead of working
with Bogoliubov coefficients, one uses two-point functions. They are defined in the
I+ region where a Planck-length cutoff in “distances” can be naturally introduced.
This is the task of next section.
3.1.2 Two-point functions and transplanckian physics
Bosons
We showed in chapter 2 how to derive the Hawking effect in terms of two point
functions, either via expressions (2.22) or, equivalently, via expressions (2.28). Both
prescriptions are equivalent and lead to the Planckian spectrum modulated by grey-
body factors. The advantage of the final expression (2.30) is that it offers an explicit
evaluation of the contribution of distances to the Planckian spectrum. To be more
explicit, the integral2
IB(wκ−1, ακ) = − 1
2piw
∫ +α
−α
dze−iwz
[
(κ
2
)2
(sinh κ
2
z)2
− 1
z2
]
, (3.8)
can be interpreted as the contribution of short-distances z ∈ [−α, α] to the (bosonic)
thermal spectrum when α is close to the Planck length `P . One could, alternatively,
be tempted to propose, according to (2.22), the integral
IBi (wκ
−1, ακ) ≡ −1
2piw
∫ +α
−α
dze−iwz
(κ
2
)2
[sinh κ
2
(z − i)]2 (3.9)
as a legitimate expression to account for the short-distance contributions. However,
this interpretation is not physically sound. In the absence of a black hole, when
there is no radiation at all, the above expression becomes
−1
2piw
∫ +α
−α
dze−iwz
1
(z − i)2 . (3.10)
For α→ +∞ this expression vanishes, as expected due to the absence of radiation.
However, for finite α it is non-vanishing. In contrast, the proposed expression (3.8),
does not suffer from this weird behavior, due to the presence of the second term.
In conclusion, the calculation of black hole radiation using the prescription (1.26)
offers the possibility to re-evaluate Hawking radiation by removing the range of
distances where physics can be dominated by an underlying theory beyond field
theory. We shall now work out explicitly the short-distance contribution to Hawking
2 We have intentionally omitted the grey-body factors |tl(w)|2 in (3.8) because they are irrelevant
for the discussion of this section.
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radiation to see whether it is fundamental or not in order to obtain the thermal
spectrum. The integral (3.8) can be worked out analytically
IB(wκ−1, ακ) = −Si(αw)
pi
− κ
4piw
{eiαw(2F1[1,−iwκ−1; 1− iwκ−1; e−ακ]
−2F1[1, iwκ−1; 1 + iwκ−1; eακ]) + e−iαw(2F1[1, iwκ−1; 1 + iwκ−1; e−ακ]
−2F1[1,−iwκ−1; 1− iwκ−1; eακ])}+ 1
2piαw
cos(αw)
[
ακ
(1 + eακ)
(eακ − 1) − 2
]
(3.11)
where 2F1 is a hypergeometric function and Si(x) =
∫ x
0
dt sin t
t
. To get some insight
about the properties of this formula, we find it useful to expand it in powers of
wκ−1 and ακ. The expansion in ακ assumes that the microscopic length scale
α ∼ `P is much smaller than the typical emission wavelength ∼ κ−1 of the black
hole, whose (macroscopic) temperature is TH = κ/2pi. For a Solar-mass black hole
ακ ∼ 10−40 and for a primordial black hole of 1015 g ακ ∼ 10−21. The expansion in
wκ−1 means that we are looking at frequencies below the typical emission frequency,
wtypical ∼ TH , of the black hole. The result is as follows
IB(wκ−1, ακ) =
(
1
12pi
ακ− 1
720pi
(ακ)3 +O[(ακ)5]
)
κ
w
−
(
1
72pi
(ακ)3 +O[(ακ)5]
)
w
κ
+
(
O[(ακ)5]
)
(
w
κ
)3 + . . . (3.12)
From this expansion we conclude that the contribution of short distances to the
spectrum is completely negligible in the very low energy regime w/κ 1 since
lim
wκ−1→0
IB(wκ−1, ακ)
(e2piwκ−1 − 1)−1 =
ακ
6
 1 . (3.13)
Moreover, due to the smallness of ακ, we find that IB(wtypicalκ
−1, κα) can be well
approximated by (3.12) even for frequencies close to the typical emission frequency,
which leads to
IB(wtypicalκ
−1, ακ)
(e2piwtypicalκ
−1 − 1)−1 ∼ 0.3 ακ 1 . (3.14)
Again, since ακ  1, we find a negligible contribution at wtypical ∼ TH . To be
precise, for a Schwarzschild black hole of three solar masses, when α is around
the Planck length `P = 1.6 × 10−33cm, the relative contribution to the Planckian
distribution I
B(wκ−1,ακ)
(e2piwκ−1−1)−1 is, for w = wtypical, of order 10
−38%. For primordial black
holes, M ∼ 1015 g, the relative contribution is still insignificant: 10−19%. Even
more, using the expansion (3.12) we easily get
IB(wκ−1, ακ)
(e2piwκ−1 − 1)−1 ≈
ακ(e2piwκ
−1 − 1)
12piwκ−1
, (3.15)
and we find that, for a black hole of three solar masses, we need to look at the high
frequency region, w/wtypical ≈ 96, to find that the contribution of Planck distances
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IB(wκ−1, `Pκ) is of order of the total spectrum itself.3 For primordial black holes
we find w/wtypical ≈ 52. The same numerical estimates can be found using the exact
analytical expressions.
We can also naturally ask about the contribution to the spectrum of large dis-
tances. This question is immediately answered using our analytical expression (3.11).
The contribution of distances up to α = 20rg, where rg is the gravitational radius,
represents 90% of the thermal peak at wtypical. For α = 200rg we obtain 99.7% and
for α = 2× 104rg the percentage is around 99.99998% .
Summarizing, we have provided a quantitative estimate of how much of the
Hawking radiation is actually due to Planckian distances. It turns out that the con-
tribution of ultrashort distances is negligible and thermal radiation is very robust
up to frequencies of order 96TH (for Schwarzschild black holes of three solar masses)
or 52TH (for primordial black holes). In parallel and dual to this, the contribution
of large distances is also insignificant. The bulk of Hawking radiation comes from
scales of the same order than rg.
It is interesting to repeat the same calculations with the i-prescription. As we
have already stressed with this prescription one cannot expect a meaningful result.
The outcome is completely different. The contribution of distances in the interval
z ∈ [−α,+α] is now
IBi→0(wκ
−1, ακ) =
eακ(1−iwκ
−1) + eiαw
2piwκ−1(eακ − 1) +
1
2pi(i+ wκ−1)
{eακ(1−iwκ) ×
2F1[1, 1− iwκ−1; 2− iwκ−1; eακ]− e−ακ(1−iwκ) ×
2F1[1, 1− iwκ−1; 2− iwκ−1; e−ακ]} (3.16)
Here, even in the very low energy regime, the contribution of short distances is not
negligible. In fact, it is much bigger than the thermal spectrum itself. To see this
we can approximate IBi (wκ
−1, ακ) as
IBi (wκ
−1, ακ) =
(
1
piακ
+
ακ
12pi
− (ακ)
3
720pi
+O((ακ)5)
)
κ
w
− 1
2
+
(
ακ
2pi
− (ακ)
3
72pi
+O((ακ)5)
)
w
κ
−
(
(ακ)3
72pi
+O((ακ)5)
)
(
w
κ
)3 + ... (3.17)
Note that in this case the dominant term is of order 1/ακ, therefore
lim
κ−1w→0
IBi (wκ
−1, ακ)
(e2piwκ−1 − 1)−1 =
2
ακ
 1 . (3.18)
A similar behavior can be found for w ≈ wtypical.
3The exponential behavior in frequencies of the ratio (3.15) explains why potential deviations
from thermality arise at frequencies much lower than w ∼ 1/`P .
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Figure 3.1: Plot comparing the Planckian spectrum N(w, κ) = (e2piwκ
−1 − 1)−1
(solid line) with the contributions IB (dashed line) and IBi (dotted line) coming
from distances |z| . α according to the normal-ordering prescription and the i
prescription, respectively . We have taken κ = 0.1 and α = 1, 10, 30 and 100 (in
Planck units), respectively.
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We illustrate the difference between both calculations in Fig. 3.1. With the
normal-ordering prescription the short-distance contribution is small, in contrast
with the i-prescription. We have chosen a large surface gravity and different values
of α to better show the effect in the drawings. We clearly observe that, although
both prescriptions lead to the thermal result when α → +∞, they do the job in
very different ways.
Fermions
We shall extend the previous analysis to fermions. The integral involved is
IF (wκ−1, ακ) ≡ −i
2pi
∫ +α
−α
dze−iwz
[
(κ
2
)
(sinh κ
2
z)2
− 1
z
]
=
Si(αw)
pi
+
1
2pi(1 + 4w2κ−2)
{(−i+ 2wκ−1)(e−ακ/2+iαw ×
2F1[1,
1
2
− iwκ−1; 3
2
− iwκ−1; e−ακ]− 2F1[1, 1
2
− iwκ−1; 3
2
− iwκ−1; eακ]×
eακ/2−iαw) + (i+ 2wκ−1)(e−ακ/2−iαw 2F1[1,
1
2
+ iwκ−1;
3
2
+ iwκ−1; e−ακ]
−eακ/2+iαw 2F1[1, 1
2
+ iwκ−1;
3
2
+ iwκ−1; eακ])} . (3.19)
See Fig. 3.2 for a graphical representation. Taking into account that ακ  1 we
can expand IF (wκ−1, ακ) as
IF (wκ−1, ακ) =
(
(ακ)3
72pi
+O[(ακ)5]
)
w
κ
+O[(ακ)5](
w
κ
)3 + ... (3.20)
Note that the term proportional to κ/w, appearing in the bosonic case, has disap-
peared. Therefore, for very low frequencies
IF (wκ−1, ακ)
(e2piwκ−1 + 1)−1
∼ (ακ)
3
36pi
w
κ
 1 . (3.21)
This shows that the contribution of ultrashort distances is negligible, like in the
bosonic case. Moreover, for typical Hawking frequencies, wtypical = TH , we have
IF (wtypicalκ
−1, ακ)
(e2piwtypicalκ
−1
+ 1)−1
∼ 3 · 10−3(ακ)3  1 . (3.22)
This rate is again very small, but the above expressions ilustrate the fact that the
short-distance contribution for fermions seems to be smaller than that of bosons.
For the latter the contribution of short distances is proportional to the first power
of κα while for fermions it is the third power.
Finally, let us give numerical estimates for relevant astrophysical black holes
using the expansion (3.20)
IF (wκ−1, ακ)
(e2piwκ−1 + 1)−1
≈ α
3wκ2(e2piwκ
−1
+ 1)
72pi
. (3.23)
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Figure 3.2: Plot comparing the Dirac-Fermi distribution (solid line) N(w, κ) =
(e2piwκ
−1
+ 1)−1 with the contribution IF coming from distances |z| < α according
to the normal-ordering prescription (dashed line). For completeness we have also
plotted the result obtained with the i-prescription (dotted line). We have taken
κ = 0.1 and α = 1, 40, 103 and 104 (in Planck units), respectively.
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For a black hole of three solar masses, the relative contribution to the total Planckian
spectrum is, for w = wtypical, of order 10
−118% and one must go to frequencies of
order w/wtypical ≈ 270 to find contributions IF (wκ−1, `Pκ) of the same order as the
total spectrum. For primordial black holes, M ∼ 1015 g, the relative contribution
is 10−62% at wtypical and we have to reach frequencies of order 142wtypical to get
a short-distance contribution of order of the thermal distribution. In addition to
the conclusions stressed in the bosonic case, namely the robustness of the Hawking
thermal radiation for wavelengths of order of the size of the black hole, we have a
new result. Fermions seem to be less sensitive to ultrashort distance physics than
(spinless) bosons.
3.1.3 Comments
It is highly non-trivial [44, 45] to truncate Hawking’s derivation of black hole radi-
ance to account for unknown physics at the Planck scale. A simple estimate of the
contribution of virtual high frequencies apparently shows that they are essential to
produce the thermal outcome. One can then change strategy and try to evaluate
the contribution of Planckian physics in distances, which requires a re-derivation
of the Hawking calculation in terms of two-point functions. When these two-point
functions are treated in the distributional sense, with the usual i prescription,
one reproduces exactly the thermal result. However, one can equivalently handle
the divergence of the two-point function by trivially taking normal ordering. The
consistency of this procedure is guaranteed by the Hadamard condition: the short-
distance behavior is universal for all physical states. The advantage of this second
option is that it offers a natural way to evaluate the contribution of short distances
at I+ to Hawking radiation.
We have found that the contribution of short-distances at low frequencies w  κ
is negligible. Our analysis allows us to go further and investigate the short-distance
contribution for frequencies of order the Hawking temperature TH and beyond. We
find that the contribution of ultrashort distances is also negligible for frequencies of
order TH . In fact, for a black hole of three solar masses we need to look at high
frequencies, w/wtypical ≈ 96 (for bosons) or w/wtypical ≈ 270 (for fermions), to find
that the contribution of Planck distances is of order of the total spectrum itself. This
suggests that Hawking thermal radiation is very robust, as it has been confirmed in
completely different analysis based on black hole analogues and in string theory (for
large wavelength) in near-extremal charged black holes.
On the other hand, one can legitimately ask why we have evaluated distances
at I+, instead of just at I−, where the sensitivity of the “in” state to high energy
scales is more apparent, as we showed in section 2.1.1. Our heuristic motivation is
based on the view offered by string theory, where the Hawking radiation is obtained
as the result of collisions between open string excitations. In that approach, the
standard large blueshift of low-energy gravity theory does not seem to play the piv-
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otal role that it does in the pure semiclassical treatment. However, and this is very
important, considering the fundamental Planck scale at I+ does not immediately
guarantee that the Hawking radiation is kept unaltered from Planck-scale physics.
As we have shown, with the standard i-prescription the short-distance contribu-
tion to Hawking radiation is not negligible. In contrast, with the normal-ordering
prescription the bulk of the Hawking effect is maintained at low frequencies, in
agreement with the results of string theory.
3.2 Unruh effect and transplanckian physics
Let us now consider the case of the Unruh effect. If we pay attention to the deriva-
tions presented in section 2.2.1 based on Bogoliubov transformation, or the one
presented in section 2.2.2 based on Unruh particle detectors, the thermal spectrum
seems to depend crucially on the validity of relativistic field theory on all scales. In
the former, the intermediate integral (2.55) involves an unbounded integration in
arbitrary large Minkowskian momentum k′X . If one introduces an ultraviolet cutoff
Λ for |k′X | in the above integral, which particularizes a given Lorentz frame, the re-
sulting thermal spectrum is largely truncated in the same way that it was in section
3.1.1 for the Hawking effect. In the detector model approach, the role of high energy
scale emerges in the evaluation of the integral (2.65), which crucially depends on the
short-distance behavior of the Wightman function (2.64). In this section we want
to use the derivation presented in section 2.2.3 based on two point functions.
Let us now examine with more detail the basic formulas (2.74) and (2.77) leading
to the thermal spectrum. As remarked above, those formulas tell us that particles
in a given mode stem from the different two-point correlations seen by inertial and
accelerated observers. In this sense, one could think that the Unruh effect seems to
require the validity of special relativity for arbitrarily large and unbounded boosts.
This is so because the affine distance |V1 − V2| along the null plane H+ in the
direction of the acceleration can be made arbitrarily small
(V1 − V2)2 ∼ e2av1(v1 − v2)2 , (3.24)
as perceived by the accelerated observer as v1 ≈ v2 → −∞. As a consequence, even
if |v1−v2| ≡ |∆v| is well above the Planck length `P , |V1−V2| involves sub-Planckian
distances when v1 ≈ v2 → −∞ due to the extreme length contraction. And this
ultra-high length contraction seems fundamental in (2.74) to get the exact thermal
result. We will show next, however, that the bulk of the Unruh effect does not
require the consideration of sub-Planckian lengths.
Let us first note that we work in a Lorentz invariant framework. Despite this fact,
in the evaluation of (2.74) we explicitly used a particular inertial observer related to
the accelerated observer by the change of coordinates (2.63) [see (2.75)]. In a fully
Lorentz invariant framework, however, this choice of inertial observer is arbitrary,
since the outcome of (2.74) is actually independent of the particular inertial observer
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chosen4. In such a framework, the only variable that can be naturally distinguished
in (2.74) is the affine distance ∆v, which is measured in the instantaneous rest
frame of the accelerated observer. To study how short distances affect the particle
spectrum seen by the accelerated observer, we restrict in (2.76) the integration over
∆v to distances greater than α ∼ `P  a−1. The result is
− 1
4pi2w
∫
|∆v|>α
d(∆v) e−iw∆v
[
(a/2)2
sinh2 a
2
∆v
− 1
(∆v)2
]
(3.25)
≈ 1
e2piw/a − 1 −
αa
12piw/a
+O(α3a3) ,
which shows that the spectrum is not sensitive to a microscopic (Planckian) cutoff
α for |∆v|, for reasonable values of a.
Let us now assume that equation (2.74) is referred to a particular inertial frame.
This raises a problem, since the two-point function of the inertial observer, in the
region v → −∞, would involve sub-Planckian distances, as discussed above in
eq.(3.24). One should, therefore, consider the effect of removing from (2.74) the
contribution of the two-point function of the inertial observer coming from sub-
Planckian scales. In doing this, one sees that the particle spectrum turns out to be
extremely sensitive to a microscopic cutoff for |∆V |, since then |∆v| is macroscopic
and much bigger than a−1. In fact, for such ∆v, the expansion (3.25) is no longer
valid, which casts doubts on the robustness of the Planckian spectrum.
However, even if a short-distance cutoff is assumed for this (arbitrary) inertial ob-
server, there is an additional argument supporting the robustness of the acceleration
radiation. Instead of H+, one can alternatively use the H− hypersurface for the
calculation of the number of particles [see (2.77)]. Due to the existence of the com-
pletely reflecting potential V (ξ) ∝ e2aξ~k2⊥ for the accelerated observer, the Rindler
(wave-packet) modes with support at [v1, v2] → −∞ have necessarily support at
[u1, u2]→ −∞ (see Fig. 3.3). In this situation we have instead
(U1 − U2)2 ∼ e−2au1(u1 − u2)2 . (3.26)
A Planckian cutoff |U1 − U2| > α ∼ `P for the inertial affine distance in the
region [u1, u2] → −∞ will now remain sub-Planckian for the accelerated observer.
One can, therefore, restrict the integral in (2.77) to distances |∆u| ≥ α, which al-
ways imply ∆U > α, and get an expression identical to (3.25) without ever invoking
4The proof of this claim is simple. We just need to look at the relation between inertial and
accelerated observers given in (2.63), and consider another inertial observer related to the first one
by T ′ = γ(T + βX), X ′ = γ(X + βT ). The relation between the null inertial coordinates of the
new inertial observer and the accelerated observer is given by V ′ ≡ T ′ + X ′ = γ(1 + β) 1aeav and
U ′ ≡ T ′−X ′ = −γ(1−β) 1ae−au. Using these relations, we can evaluate the terms dV1dV2/(V1−V2)2
and dU1dU2/(U1−U2)2 of (2.74) and (2.77), respectively, and find that all β and γ factors disappear.
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Figure 3.3: A uniformly accelerating trajectory (bold line). The dotted lines rep-
resent the (Rindler) mode propagation from t = −∞ and ξ = −∞, its reflection
by the potential (around ξ ∼ 0), until t = +∞ and ξ = −∞, as described by the
accelerating observer.
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sub-Planckian scales. This shows that the Unruh effect can be derived, in dimen-
sions greater than two, without ever invoking sub-Planckian distances (or extreme
high energy scales). This strongly suggests that the acceleration radiation is indeed
a low-energy phenomenon and that it should persist even if a Planck-length cutoff is
introduced in the theory. Note also that this reasoning cannot be used in black holes
due to the absence of a completely reflecting potential. For the Hawking radiation,
extra physical inputs are needed, as argued in section 3.1.2. It appears, there-
fore, that the acceleration radiation is, in any case, more robust to trans-Planckian
physics than Hawking radiation is.
It is important to note that if the above argument, namely the interchangeable
role of H+ or H−, were not correct, as applied to a modified theory with a Planck-
length cutoff, one would find a non-vanishing net flux of radiation. This can be
seen as follows. In the full relativistic theory (without any cutoff), the accelerated
observer perceives an energy flux to the right as well as an (opposite) energy flux
to the left. Summing up both contributions the observer gets a null net flux of
radiation but a non-vanishing energy density. On physical grounds, this can be seen
as a consequence of parity symmetry in our physical scenario. If this symmetry is
maintained in the presence of a microscopic cutoff only a bath of radiation seems
to be physically acceptable. We have seen that for the calculation of the flux to
the left (integration along H+) at v → −∞ ultrashort affine distances are required.
However, for the calculation of the flux to the right (integration along H−) when
u → −∞, we do not need ultrashort affine distances to generate the thermal spec-
trum. So both right and left fluxes should be equal, and approximately thermal,
to produce the bath of radiation. The opposite argument applies at the trajectory
points u → +∞. In this case, ultrashort distances are apparently needed (for the
inertial observer) in the computation of the flux to the right, but not for the com-
putation of the flux to the left.
In conclusion, we have pointed out that the acceleration radiation effect can de
rederived without actually invoking very high energy physics. This supports the view
that the acceleration radiation is robust against Planck scale physics and suggests
that any theory of quantum gravity, with new microscopic degrees of freedom, should
also reproduce this relativistic field-theory effect. These conclusions are in agreement
with the results obtained from a different point of view based on modified dispersion
relations [60].
Chapter 4
Invariant Planck scale, symmetries
and the transplanckian question
The goal of this chapter is to analyze the contribution of transplanckian physics to
the thermal effects from a different perspective, trying to reinforce the methods and
results obtained in chapter 1.3. In this chapter we want to study the effect in the
thermal spectrum of an explicit modification of the relativistic theory at the Planck
scale [61, 62] . We will take advantage of the derivation of thermal effects presented
in the previous chapters to introduce such deformations via two-point functions.1
4.1 Non linear Lorentz action and an invariant
Planck scale
A phenomenological way to explore the properties of a quantum gravity theory,
which is expected to incorporate the Planck scale `P = (G~/c3)1/2,2 is by modify-
ing one of the basic equations of special relativity, namely, the dispersion relation
E2 − p2 = m2, to incorporate the Planck scale. At low energies the dispersion
relation is very well approximated by the standard one, but when the energy or
momentum saturates the Planck scale the physics potentially departs from special
relativity. There are two different attitudes in doing this. One is to allow a violation
of the principle of relativity by distinguishing a particular frame to which the modi-
fied dispersion relation refers. This line of thought, motivated by condensed-matter
analogies, was originally aimed at explaining gamma ray burst phenomenology [64]
and has led to the formulation of generally covariant theories of gravity coupled to
a dynamical timelike vector field [65, 66] (see, also [67]). A different attitude is to
preserve the principle of relativity, equivalence of all inertial frames, by allowing
a nonlinear action of Lorentz transformations keeping then invariant the modified
dispersion relation. This perspective was pushed forward in [68, 69] and has some
1In this chapter, to clarify the physical meaning of the expressions, we choose units such that
c = 1.
2For a general discussion and earlier references, see [63].
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important connections to previous mathematical studies concerning quantum defor-
mations of the Poincare´ group [70]. Let us see in detail how the modifications of the
relativistic theory are introduce in this framework.
Given a modified dispersion relation of the general form
E2f 2(E, p)− p2g2(E, p) = m2 , (4.1)
the easiest way to modify the action of Lorentz transformations on the energy-
momentum pµ is by introducing a nonlinear invertible map U between the physical
quantities (−E, pi) and an auxiliary energy-momentum (−,Πi)
U : pµ ≡ (−E, pi) → Πµ ≡ (−,Πi) = (−f(E, p)E, g(E, p)pi) . (4.2)
While the auxiliary vector (−,Πi) transforms linearly under the Lorentz group, the
physical energy-momentum transforms as
L(pµ) = [U−1 L U ](pµ) . (4.3)
The simplest choice for the function U−1 is
E =

1 + `P~−1
(4.4)
pi =
Πi
1 + `P~−1
,
as was proposed in [69] (it has a deformed dispersion relation of the form (E2 −
p2)/(1 + E`P~−1)2 = m2). In the limit `P → 0 the auxiliary energy-momentum
coincides with the physical one and the nonlinear action becomes the standard linear
transformation. Note also that, in special relativity the energy  is unbounded.
Using arbitrarily large boosts one can get  → +∞, but then the energy in the
deformed theory is saturated to the observer-independent Planck scale E → ~/`P .
The above framework for nonlinear actions on momentum space can be extended
to the full (covariant) phase-space, parameterized by (pµ, xµ), by further extending
the map U
U : (pµ, x
ν)→ (Πµ, Xν) , (4.5)
where
Xµ = Xµ(xν , pρ) . (4.6)
The above action Xµ(xν , pρ), and the corresponding one between physical variables
x′µ = (xν , pρ), can be determined uniquely by imposing some extra physical condi-
tion. There are essentially two different proposals in the literature. One demands
that plane-waves remain solutions of free field theories [71]. The other proposal
requires that the full transformation be a canonical one on phase-space [72, 73, 74].
On the other hand, the proposal of realizing the bold idea of deforming a rela-
tivistic theory in terms of deformed dispersion relations might present an apparent
drawback. The deformation is intended to be relevant for subatomic particles and
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in such a way that either the energy and/or the momentum of the particle is sat-
urated at the Planck scale. But a formulation in phase space applies equally to
microscopic and macroscopic objects (or, in other words, to quantum and classical
objects). In the latter case it is very easy to reach Planck energies, but Nature does
not seem to deform the established kinematical symmetries in this situation. This
fact motivates the approach of next section. Instead of working initially in phase-
space and deformed dispersion relations we shall put forward an alternative way
to further explore the physical consequences of deforming the action of kinematic
symmetries. Instead of taking, as the starting point, a modification of dispersion
relations we shall consider, ab initio, a modification of the two-point function of a
free field theory, which makes sense only at the quantum level.
4.2 Deformed two point functions and nonlinear
actions
4.2.1 Conformal field theories
To illustrate our approach it is convenient to consider the largest kinematical sym-
metry allowed by a relativistic theory in a generic d-dimensional flat spacetime.
This is the conformal group SO(d, 2). In a conformal field theory [75, 76] there
is a particular set of fields with well-defined transformation laws under conformal
transformations x→ x′:
φj(x)→
∣∣∣∣∂x′∂x
∣∣∣∣∆j/d φj(x′) , (4.7)
where |∂x′
∂x
| stands for the jacobian of the transformation and ∆j is the dimension
(or conformal weight) of φj(x). Restricting attention to the two-point correlation
function of a single field, covariance under the transformation (4.7) implies3
〈φj(x1)φj(x2)〉 =
∣∣∣∣∂x′∂x
∣∣∣∣∆j/d
x1
∣∣∣∣∂x′∂x
∣∣∣∣∆j/d
x2
〈φj(x′1)φj(x′2)〉 . (4.8)
As is well-known, invariance under Lorentz transformations, translations, and dila-
tions largely restricts the form of the two-point function. One gets ([76])
〈φj(x1)φj(x2)〉 = Cj
(x1 − x2)2∆j , (4.9)
where Cj is a constant related to the normalization of the field. A typical example
is a massless scalar field in d = 4, for which ∆ = 1 and then
〈φ(x1)φ(x2)〉 = 1
4pi2
~
(x1 − x2)2 , (4.10)
3Unless explicitly stated otherwise, all expectation values are computed with respect to the
vacuum state |0〉.
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where (x1 − x2)2 ≡ −(T2 − T1)2 + (X2 −X1)2 + (Y2 − Y1)2 + (Z2 − Z1)2.4 In d = 2
the formalism should be refined since then the global conformal group SO(2, 2) is
enlarged to the infinite-dimensional group of local transformation x± → x′±(x±),
where x± = t ± x are null coordinates. Relevant fields (usually called primary
fields) should have a weight ∆+ for x
+ → x′+(x+) and another one ∆− with respect
to x− → x′−(x−). Typical examples are the derivatives ∂±φ of a two-dimensional
massless scalar field φ. In this case we also have ∆+/d = 1 and ∆−/d = 0 for ∂+φ,
and the opposite weights for ∂−φ. This implies that
〈∂±φ(x1)∂±φ(x2)〉 = − 1
4pi
~
(x±1 − x±2 )2
. (4.11)
4.2.2 Deforming the conformal two-point functions
Let us now deform the action of the kinematical symmetry on two-point functions
mimicking the scheme followed above for modified dispersion relations. We can
introduce an invertible map U defined as
U : 〈Φj(x1)Φj(x2)〉 → 〈φj(x1)φj(x2)〉 . (4.12)
The action of conformal transformations on the correlations 〈φj(x1)φj(x2)〉 induce,
via U , an action on the (physical) two-point functions 〈Φj(x1)Φj(x2)〉. This can be
seen with the following example. Let us choose the function U−1 similarly as in (4.4)
U−1 : 〈Φj(x1)Φj(x2)〉 = 〈φj(x1)φj(x2)〉
1− `2P~−1〈φj(x1)φj(x2)〉
, (4.13)
where the constant `2P~−1, which (up to a factor c−3) turns out to be equivalent to
Newton’s constant G, is naturally chosen for dimensional reasons. Accordingly, the
deformed action of conformal transformations is
〈Φj(x1)Φj(x2)〉 →
|∂x′
∂x
|∆j/d(x1)|∂x′∂x |∆j/d(x2)〈φj(x′1)φj(x′2)〉
1− `2P~−1|∂x′∂x |∆j/d(x1)|∂x
′
∂x
|∆j/d(x2)〈φj(x′1)φj(x′2)〉
. (4.14)
Case d = 4
For the massless scalar field in four dimensions the above formulas lead to the
following deformed two-point function
〈Φ(x1)Φ(x2)〉 = ~
4pi2(x1 − x2)2 − `2P
, (4.15)
and a modified action of conformal transformations
1
4pi2(x1 − x2)2 − `2P
→ |
∂x′
∂x
|1/4(x1)|∂x′∂x |1/4(x2)
4pi2(x1 − x2)2 − `2P |∂x′∂x |1/4(x1)|∂x
′
∂x
|1/4(x2)
. (4.16)
4When the two-point function is regarded as a distribution one should replace, as usual, T2−T1
by (T2 − T1 − i)
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Note that for the deformed two-point function an invariant (Planck) scale emerges
as
〈Φ(x1)Φ(x2)〉|x1→x2 ≈ −
~
`2P
= − 1
G
. (4.17)
Furthermore, that invariant quantity is not necessarily tied to the expectation value
in the vacuum state. If instead we have a different quantum state Ψ, the Hadamard
condition for the relativistic theory, namely the universality of the short distance
behavior
〈Ψ|φ(x1)φ(x2)|Ψ〉|x1→x2 ∼ 〈φ(x1)φ(x2)〉|x1→x2 , (4.18)
ensures that
〈Ψ|φ(x1)φ(x2)|Ψ〉|x1→x2 ≈ −
~
`2P
= − 1
G
. (4.19)
We would like to remark that the invariant (observer-independent) scale `2P~−1 acts
as a natural regulator for the two-point functions.
Case d = 2
The generic nonlinear realization (4.14) can be displayed more explicitly for the de-
formed correlations of the d = 2 model mentioned above. The deformed correlations
derived from (4.11) and (4.13) are then
〈∂±Φ(x1)∂±Φ(x2)〉 = −~
4pi(x±1 − x±2 )2 + `2P
. (4.20)
The deformed action of conformal transformations reads
〈∂±Φ(x1)∂±Φ(x2)〉 →
dx′±
dx± (x1)
dx′±
dx± (x2)〈φ±(x′1)φ±(x′2)〉
1− `2P~−1 dx′±dx± (x1)dx
′±
dx± (x2)〈φ±(x′1)φ±(x′2)〉
. (4.21)
Therefore
−~
4pi(x±1 − x±2 )2 + `2P
→ −~
dx′±
dx± (x1)
dx′±
dx± (x2)
4pi(x′±1 − x′±2 )2 + `2P dx′±dx± (x1)dx
′±
dx± (x2)
, (4.22)
which clearly shows the emergence of an invariant Planck scale. For instance, under
a boost of rapidity χ: x± → x′± = e±χx±, the deformed two-point functions are
−~
4pi(x±1 − x±2 )2 + `2P
→ −~e
±2χ
4pi(x′±1 − x′±2 )2 + `2P e±2χ
, (4.23)
so all inertial observers agree for the coincident-point limit − ~
`2P
of these correlation
functions.
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4.2.3 Massive scalar field
The approach presented above for conformal field theories can be extended easily
to other theories. To illustrate this let us consider a massive scalar field in four
dimensions. One can deform the corresponding two-point function in a parallel way
to that used for conformal theories. Taking into account that the two-point function
for a relativistic massive scalar field in four-dimensions is
〈φ(x1)φ(x2)〉 = m~
4pi2
√
(x1 − x2)2
K1(m
√
(x1 − x2)2) , (4.24)
where K1 is a modified Bessel function, the deformed two-point function reads
〈Φ(x1)Φ(x2)〉 ≡ 〈φm(x1)φm(x2)〉
1− `2P~−1〈φm(x1)φm(x2)〉
(4.25)
=
m~K1(m
√
(x1 − x2)2)
4pi2
√
(x1 − x2)2 −m`2PK1(m
√
(x1 − x2)2)
.
Note that, since the short-distance behavior of (4.24) coincides with that of a mass-
less field, the invariant (Planck) scale emerges in the same way
〈Φ(x1)Φ(x2)〉|x1→x2 ≈ −
~
`2P
. (4.26)
4.2.4 Relation to other approaches
It is interesting to stress that a method to modify the two-point function in a
Lorentz-invariant way has also been suggested in [77, 78], by invoking some sort
of path-integral duality. In terms of the Schwinger’s proper time formalism, this
approach is equivalent to deforming the symmetric two-point function
〈φ(x1)φ(x2)〉 =
∫ +∞
−∞
dse−im
2sK(x1, x2; s) =
~
4pi2(x1 − x2)2 , (4.27)
where K(x1, x2; s) is the heat kernel of the matter field φ, defined as follows
〈Φ(x1)Φ(x2)〉 =
∫ +∞
−∞
dse−im
2sei`
2
P /(4pi
2s)K(x1, x2; s) , (4.28)
where K(x1, x2; s) is the same relativistic heat kernel. For a massless field the above
proposal for deforming the Green functions and that of (4.13) lead to the same
deformed two-point function. However, one does not get the same result for generic
massive fields.
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4.3 Unruh effect and Lorentz symmetry
Let us now explore what happens, in the Unruh effect, when one deforms the stan-
dard two-point function, for the simple case of a massless scalar field, according to
(4.15)
〈0M |Φ(x1)Φ(x2)|0M〉 = ~
4pi2(x1 − x2)2 − `2P
. (4.29)
The rate F˙ (w) can be worked out in a parallel way to the standard relativistic
theory. The novelty is that one has now modified two-point functions. If we use the
expression 2.66 for the response rate we are left with
F˙`P (w) = −
~
4pi2
∫ +∞
−∞
d∆τe−iw∆τ × (4.30)
×
[
1
(2/a)2 sinh2(a
2
∆τ) + `2P/4pi
2
− 1
(∆τ)2 + `2P/4pi
2
]
.
The result to this integral (see Appendix D)
F˙`P (w) =
~
2pi
[
wepiw/a
(e2piw/a − 1)
sinh[w
a
(θ − pi)]
w
a
sin θ
+
pie−w`P
`P
]
, (4.31)
where θ ≡ 2 arcsin ( `P a
4pi
)
. The thermal Planckian spectrum is smoothly recovered in
the limit `P → 0. In fact, the rate F˙`P (w) can be expanded as
F˙`P (w) ≈
~
2pi
[
w
e2piw/a − 1 −
`Pa
2
32pi
+O(`P/a
2)3
]
. (4.32)
Thermality is maintained up to some frequency scale Ω, which can be estimated
by requiring that the correction does not exceed the leading term in the above
approximate expression. A simple calculation leads to the condition 32piΩe−2piΩ/a ≈
`Pa
2. Planck-scale effects could potentially emerge at the scale Ω, which is roughly
some orders above T = a/2pi, if the acceleration is not very high (in comparison
with the Planck scale). This shows that the thermal spectrum is essentially robust
against transplanckian physics.
Note that, if instead using equation (2.66) one uses (2.60) and naively works out
the response rate as
− 1
4pi2
∫ +∞
−∞
d∆τe−iw∆τ
~
(2/a)2 sinh2(a
2
∆τ) + `2P/4pi
2
, (4.33)
the resulting expression
w~
2pi
epiw/a
(e2piw/a − 1)
sinh[w
a
(θ − pi)]
w
a
sin θ
, (4.34)
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largely departs from the thermal spectrum. Even worse, for an inertial observer,
a = 0, the response rate does not vanish, as one should expect according to the
principle of relativity. To produce a physically sound result one must necessarily
subtract the naive “inertial” contribution, as in (2.67), replacing (4.33) by (4.30).
4.4 Gibbons-Hawking effect and de Sitter sym-
metry
Following the same strategy as for the uniformly accelerated observer in Minkowski,
we shall now deform the two-point function preserving the de Sitter invariance
SO(4, 1) instead of the Poincare´ invariance of the Minkowskian vacuum. We can
chose the function U as in previous sections, which leads to
U−1 : 〈Φ(x1)Φ(x2)〉 = 〈φ(x1)φ(x2)〉
1− `2P~−1〈φ(x1)φ(x2)〉
(4.35)
=
H2η1η2~
4pi2[−(η1 − η2 − i)2 + (~x1 − ~x2)2]− `2PH2η1η2
.
Armed with this deformed two-point function we can evaluate the new response
rate function. Following the analysis of the previous section, we want to employ
the expression (2.66) for F˙`P (w) that involves the difference between the above
correlation function, evaluated in the global de Sitter vacuum, and the two-point
function evaluated in the vacuum of a comoving observer
F˙`P (w) = −
~
4pi2
∫ +∞
−∞
d∆τe−iw∆τ × (4.36)
×
[
1
(2/H)2 sinh2(H
2
∆τ) + `2P/4pi
2
− 1
(∆τ)2 + `2P/4pi
2
]
.
This integral is exactly the same as (4.30) and gives the same result
F˙`P (w) =
~
2pi
[
wepiw/H
(e2piw/H − 1)
sinh[ w
H
(θ − pi)]
w
H
sin θ
+
pie−w`P
`P
]
, (4.37)
where θ ≡ 2 arcsin ( `PH
4pi
)
. Expanding this expression around `P/H
2 = 0
F˙`P (w) ≈
~
2pi
[
w
e2piw/H − 1 −
`PH
2
32pi
+O(`P/H
2)3
]
. (4.38)
we obtain the same consequences that for the case of the accelerating detector in
Minkowski spacetime, with the only replacement a→ H.
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4.5 Hawking effect and conformal symmetry
In this section we want to extend the previous analysis to the Hawking effect. Al-
though there are not global isometries in the spacetime of a collapsing star, a pow-
erful symmetry emerges in the near horizon region. This region is effectively two-
dimensional and conformaly invariant, as can be seen easily by writing the wave
equation of a scalar field in a Schwarzschild background. Expanding the field in
spherical harmonics
φ(xµ) =
∑
l,m
φl(t, r)
r
Ylm(θ, ϕ) , (4.39)
the four-dimensional Klein–Gordon equation for φ is then converted into a two-
dimensional wave equation, for each angular momentum component
(− ∂2
∂t2
+
∂2
∂r∗2
− Vl(r)
)
φl(t, r) = 0 , (4.40)
with the potential Vl(r) =
(
1 − 2GM
r
)[
l(l + 1)/r2 + 2GM/r3
]
, and r∗ ≡ r +
2GM ln |r/2GM −1| is the radial tortoise coordinate. In the near-horizon limit r →
2GM (r∗ → −∞) the potential vanishes and (4.40) becomes the two-dimensional
free wave equation, which in null coordinates (u ≡ t − r∗, v ≡ t + r∗) reads
∂u∂vφl = 0. This equation is very important since it exhibits the emergence of
the two-dimensional conformal invariance u→ u′ = u′(u), v → v′ = v′(v), which is
at the heart of the thermodynamic properties of black holes. This symmetry plays
a pivotal role in unraveling the universal behavior of black hole entropy (see, for
instance [21, 22, 23, 79, 80, 81]) and in the derivation of Hawking radiation. In fact,
as we saw in section 2.1.2 Hawking radiation can be derived using as central objects
the two-point function of a two-dimensional conformal field theory of the primary
fields ∂uφ and ∂vφ, and the conformal transformation u(v) = vH − κ−1 ln (vH − v),
where κ = 1/4GM . 5
Let us see now how deformations of the two-point function would affect Hawking
radiation provided we use again the same deformation function U . In this case, as
explained in subsection 4.2.2, the effect of the Planck scale is encapsulated in the
deformed correlation function
〈∂uφl(x1)∂uφl(x2)〉 = − ~
4pi
dv
du
(u1)
dv
du
(u2)
[v(u1)− v(u2)]2 + `2P dvdu(u1) dvdu(u2)
, (4.41)
which preserves the conformal invariance by construction. Following the analogy
with the case of the accelerated detector in Minkowski space and the freely falling
one in de Sitter space, one should use expression (1.26) to evaluate the emission rate
in the modified theory. We are left with the integral
5It can be showed that conformal symmetry can be also at the heart of the Unruh and Gibbons-
Hawking effect due to the presence of the horizon, and this symmetry can be used to derive the
three thermal effects in a unified way using 2-dimensional conformal invariant two-point functions
[82].
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〈in|N outwlm|in〉 = −
|tl(w)|2
2piw
∫ +∞
−∞
dze−iwz
[
(κ
2
)2
(sinh κ
2
z)2 + (κ
2
)2
`2P
4pi2
− 1
z2 +
`2P
4pi2
]
. (4.42)
The integral to be performed is the same as the one appearing in (4.30) producing
the result
〈in|N outwlm|in〉 = |tl(w)|2
[
epiw/κ
(e2piw/κ − 1)
sinh[w
κ
(θ − pi)]
w
κ
sin θ
+
pie−w`P
w`P
]
, (4.43)
where θ ≡ 2 arcsin ( `P κ
4pi
)
. Then, the conclusions for black hole radiance are exactly
the same that for the Unruh and Gibbons-Hawking effect just by changing (a,H →
κ).
4.6 Conclusions
We have shown that the derivation of the thermal effects in terms of two-point
functions can be used to explore the effects of Planck scale physics by suitable de-
formations of such functions. The deformations proposed here are somehow parallel
to the approach presented in [69], where dispersion relations were modified but keep-
ing the principle of relativity. In our case, the two-point functions were deformed
respecting the symmetries of the original theory: Lorentz symmetry for the acceler-
ation radiation effect, de Sitter SO(4, 1) symmetry for the Gibbons-Hawking effect,
and the two-dimensional conformal symmetry for the Hawking effect.
One of the advantages of our approach is that it is relatively straightforward to
modify the theory maintaining the relevant symmetries of the problem and, since
our basic objects are two-point functions, the physical consequences can be easily
evaluated. On the other hand, it is worth noting that using the result (4.31), which
corresponds to the acceleration radiation problem, we have been able to show that
the three effects described are robust under Planck-scale deformations. This fact
together with the elegant kinematic method of connecting the acceleration, de Sit-
ter and black hole radiation given in [83] may support our view that none of the
semiclassical thermal effects depends on ultra-high-energy physics.
It is worth to note that it is possible to recover the results of this chapter, namely
the effect of a non liner action of the symmetry group on the two-point functions
involved, by introducing the Planck scale as a four dimensional ivariant interval, and
considering the usual linear action of the symmetry group on the four dimensional
two-point functions [84].
Chapter 5
Inflationary cosmology and QFT
in curved spacetimes
5.1 Inflation
Standard cosmology [85, 86, 87, 14] is based on the so called Hot Bing Bang model.
This model has successfully predicted the abundance of light elements in the universe
and the nearly homogeneous cosmic microwave background (CMB). However, in
spite of the success of the Hot Big Bang model there are some points that can not
be explained within this model. In particular: why is the spatial curvature of the
universe so nearly (may be exactly) zero?; why is the universe so nearly homogeneous
and isotropic on large scales?
The first question arises fromthe results of measurements which obtain the pa-
rameter Ω compatible with one [88]. In addition, Friedman equations make Ω even
closer (fine tuning) to one in the past. The second question arises because the ob-
servation of the large scale homogeneity of the CMB, together with the fact that
distant enough parts of the CMB measured spectrum have been causally discon-
nected during the evolution of the expanding universe in the Hot Bing Bang model.
This precludes any possibility of homogenization during the cosmological evolution.
Then, within the Hot Bing Bang model one has to appeal to very special conditions
of the universe to account for the flatness and symmetry of the observed universe.
Inflation [89, 90, 91, 92] is presented as a mechanism to solve dynamically these
problems starting for quite arbitrary initial conditions, leading the universe in a flat
, homogeneous and isotropic state in which the Hot Big Bang model can start to
work out.
The inflationary model has evolved far from the “old inflation”, to the “new
inflation”, “chaotic inflation” and “hybrid inflation” including supersymmetry. But
the basic common mechanism is quite simple. In inflation the energy of the universe
is provided by the large classical potential energy of a scalar (inflaton) field. This
potential energy V (φ) has an “extremely” flat region where the scalar field “slow-
roll” down, keeping V (φ) almost constant, and the kinetic energy φ¨ |V (φ)|, which
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constitutes the so called slow-roll conditions. In this situation the stress-energy
tensor of the scalar field
Tµν := − 2√−g
δSφ
δgµν
, (5.1)
which takes the form
T00 = ρ = 1/2φ˙
2 + V (φ) ,
Tii = pgii = gii(1/2φ˙
2 − V (φ)) ,
is driven by the nearly constant classical potential energy, which acts in the Einstein
equation as an effective cosmological constant Λ. The metric of the universe takes
then the the form
ds2 = −dt2 + a2(t)d~x2 , (5.2)
with a(t) = eHt, H = 3Λ. If the potential energy V (φ) is flat enough the universe
undergoes a sufficiently long lasting quasi exponential expansion that “inflates” it
enormously, increasing its size, isotropizing it and drastically reducing its spatial
curvature (and diluting the presence of magnetic monopoles). This is the simple
mechanism by which inflation explains dynamically why the observable universe
looks like so flat and homogeneous while being compatible with quite arbitrary
initial conditions.
5.2 Primordial perturbations
The present observations of the universe reveal that it is very homogeneous and
isotropic at large scales ( 10Mpc). However, if the scale is reduced the universe is
very inhomogeneous (containing galaxies, galaxy clusters,...). These inhomogeneities
have been observed as temperature fluctuations in the CMB spectrum and measured
with a high degree of precision [88]. The measured inhomogeneities are almost scale-
free and with amplitude ∆T/T ∼ 10−5. We have then to face the question: given
that the universe is homogeneous and isotropic, how did the departures from this
symmetry arise?
At this point inflation provides a simple and elegant mechanism: the devia-
tions from homogeneity arises as quantum fluctuations of the inflation scalar field
that drives inflation 1 [93, 94, 95, 96, 97]. The details depend of the particular
model of inflation, but all of them predict an almost scale-free spectrum of them
(scalar and tensorial) during the period of inflation that provides the seeds which
will evolve, trough gravitational instability, to the present observed spectrum of
inhomogeneities.
Let us see quantitatively how inhomogeneities arise in the simple scenario of
one single field inflation. Let us consider φ(~x, t) as the quantum fluctuation of the
1Tensor perturbation also are produced as amplification of metric perturbations.
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inflation field φ0(t) + φ(~x, t). For a generic cosmological (spatially flat) background
ds2 = −dt2+a2(t)d~x2, with arbitrary a(t), the Klein-Gordon equation of a scalar field
φ(~x, t) of mass m2 = V ′′(φ0(t) H, derived in Appendix 2. Equation (10.36) shows
the equation of motion of each mode vk(t). In the case of considering the metric
tensorial modes the field that has to be considered is hij, where gij = a
2(t)(δij +hij).
The perturbation field hij can be decomposed into two polarization states described
by a couple of scalar massless fields h+,×(t, ~x), both obeying the wave equation
(10.36) with m = 0 (we omit the subindex + or ×).
Equation (10.36) is identical in form to the harmonic oscillator equation with
unit mass, a variable spring constant k2/a(t)2 + m2, and a variable friction damp-
ing coefficient 3H(t). Consequently, the modes with comoving wavelength a(t)/k
much smaller than the Hubble distance 1/H(t) behaves like an ordinary harmonic
oscillator with negligible damping. On the other hand, the modes with comov-
ing wavelength much larger than the Hubble distance behaves like an overdamped
oscillator, ∂tvk goes quickly to zero and its amplitude gets freezed.
If the scale factor a(t) behaves like in a normal era of the universe, the Hub-
ble distance grows more rapidly than a(t). Then, the Hubble distance will tend
to be bigger than the proper length of the modes. Therefore, in a normal era of
the universe vk will evolve from a overdamped oscillator to a underdamped one.
However, in an inflationary period of the universe, the Hubble rate H is constant
or nearly constant, and a(t) grows exponentially with time. Then, any proper dis-
tance grows exponentially, overtaking the Hubble distance, and the amplitude of the
corresponding modes freezes quickly. In that way the quantum fluctuations of the
modes become stretched by inflation that freezes its amplitude forming the seeds of
the density inhomogeneities.
For the case of H exactly constant (de Sitter inflation) these simple facts can be
easily displayed by looking at the solutions of equation (10.36) for the case of tensor
perturbations. The (normalized) solution are
h~k(t, ~x) =
√
16piG
2(2pi)3k3
ei
~k~x(H − ike−Ht)ei(kH−1e−Ht) . (5.3)
Notice that, at early times, the amplitude of oscillations depends on k in a way
similar to that of a massless field in Minkowski space. As time evolves, the comoving
wavelength reaches the Hubble horizon length when ke−Ht ∼ H. The amplitude
of the modes at the horizon exit time t = tk, where k/a(tk) = H, then satisfies
|hk(tk)|2 = 2GH2pi2k3 . A few Hubble times after horizon exit the amplitude freezes
completely and, for all subsequent times t, one has the constant value |hk|2 = GH2pi2k3 .
The loss of phase information associated with the decaying part of the mode converts
the fluctuations into classical perturbations [98]. In the case of H slowly varying,
the above estimation of the freezing amplitude is unaltered. The freezing amplitude
is usually encoded in the quantity ∆2h(k, t), defined in general by ∆
2
h = 4pik
3|hk(t)|2,
and evaluated at the horizon crossing tk (or a few Hubble times after it).
Taking into account the two polarizations, one finally obtains a nearly “scale
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free” tensorial power spectrum
Pt(k) = 4∆
2
h(k) =
8
M2P
(
H(tk)
2pi
)2
, (5.4)
where MP = 1/
√
8piG is the reduced Planck mass. This quantity can be related in
a fundamental way with the two point-function of the quantum field [99]∫ ∞
0
dk
k
sin (k|∆~x|)
|∆~x| ∆
2
h(k, t) = 〈0dS|h(t, ~x)h(t, ~x+ ∆~x)|0dS〉 , (5.5)
or, taken the coincidence point limit∫ ∞
0
dk
k
∆2h(k, t) = 〈0dS|h(t, ~x)h(t, ~x)|0dS〉 , (5.6)
where |0dS〉 is the Bunch-Davies vacuum state (Appendix B).
The quantity 〈0dS|h(t, ~x)h(t, ~x)|0dS〉 also represents the variance of the Gaussian
probability distribution associated with h(~x, t) which is a fundamental quantity in
the formalism.
When one considers as the fluctuating field a perturbation φ(t, ~x) of the inflation
field driving inflation φ = φ0(t)+φ(t, ~x) one can estimate the amplitude of quantum
fluctuations ∆2φ in a way similar to ∆
2
h. Inflaton fluctuations translate to curvature
perturbations, which constitute the “seeds” for structure formation and are charac-
terized by their scalar power spectrum PR(k) =
(
H/φ˙
)2
∆2φ, evaluated at, or shortly
after, the time of horizon exit [100, 86]. Slow-roll inflation can be parameterized
by a set of dimensionless parameters  and η. Defining  ≡ −H˙/H2  1, and
η = ∂2t φ/(H∂tφ), which can be related to the derivatives of the inflaton potential
 = (M2P/2)(V
′/V )2, η = M2P (V
′′/V ), the scalar power spectrum takes the form
PR(k) =
1
2M2P (tk)
(
H(tk)
2pi
)2
. (5.7)
The tensor-to-scalar ratio is then r = Pt/PR = 16. The power spectra are not
exactly scale invariant, they can vary with k and this dependence is parameterized
by the scalar and tensorial spectral indices
ns − 1 ≡ d lnPR/d ln k , nt ≡ d lnPt/d ln k . (5.8)
Since these indices are related to the slow-roll parameters ns−1 = −6+2η , nt = −2
one generates immediately the consistency relation r = −8nt, which should be
verified by any single-field slow-roll inflationary model, irrespective of the particular
form of the potential.
These expressions are considered the fundamental predictions of inflation. If pri-
mordial gravitational waves are detected in near future experiments, as expected,
these predictions will be highly scrutinized to test and constrain inflationary cos-
mology. We want to reexamine these predictions by a reanalysis of the variance of
the fluctuation amplitudes in position space from the viewpoint of quantum field
theory in curved spacetime [5, 3].
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5.3 Reexamining the power spectrum in de Sitter
inflation
In this section we want to reexamine the basic expressions presented in the previous
section form the point of view of the techniques and results presented in previous
chapters. We will restrict in this section to exact de Sitter inflation in order to gain
intuition about how to analyze the more realistic case of slow-roll inflation in next
the section.
A simple argument that gives the power spectrum amplitude estimate comes from
the Gibbons-Hawking radiation effect. As explained in chapter 2, a particle detector
on a geodesic measures the invariant vacuum state |0dS〉 in de Sitter space [101] as
a thermal state with a non-zero temperature, the Gibbons-Hawking temperature
TGH =
H~
2pi
[31], where H is the Hubble constant of the exponentially expanding de
Sitter universe
ds2 = −dt2 + a2(t)d~x2 , (5.9)
with a(t) = eHt. A comoving observer detects a thermal bath of radiation at tem-
perature TGH and the associated amplitude of thermal fluctuations accounts for
(5.7).
However, in deriving the Gibbons-Hawking effect one implicitly considers two
vacuum states. In addition to the globally defined de Sitter vacuum, we have the
local vacuum |0C〉 associated with a freely falling, or comoving, observer at a given
spatial point ~x. The fundamental role of both vacua can be nicely displayed in
terms of two-point functions. We saw in chapter 1 that the standard formula for the
expectation value of the particle number operator in terms of Bogoliubov coefficients
can be rewritten, when particularized to de Sitter space and the inhomogeneous
scalar field φ, as follows
〈0dS|NCi |0dS〉 =
∑
j
|βij|2
=
1
~
∫
Σ
dΣµ1dΣ
ν
2(u
C
i (x1)
↔
∂µ)(u
C∗
i (x2)
↔
∂ ν)×
[〈0dS|φ(x1)φ(x2)|0dS〉 − 〈0C |φ(x1)φ(x2)|0C〉], (5.10)
where Σ is a Cauchy hypersurface. The physical idea in the latter method is that
it is just the difference between the correlations of the de Sitter vacuum and those
of the comoving vacuum that produces the relevant observables. Similarly, in black
hole emission, the difference between the two-point function for the “in” vacuum,
defined at the remote past before gravitational collapse, and that for the “out”
vacuum, defined at future infinity, is at the heart of Hawking radiation (section
2.1). This idea can be reinforced by deriving the Gibbons-Hawking effect in terms
of the Unruh particle detector. As we showed in section 2.3 the rate of the response
function of an inertial detector in de Sitter space, with trajectory xµ = xµ(τ), can
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be computed as
F˙ (w) =
∫ +∞
−∞
d∆τe−iw∆τ [〈0dS|φ(x(τ))φ(x(τ + ∆τ))|0dS〉
− 〈0C |φ(x(τ))φ(x(τ + ∆τ))|0C〉] . (5.11)
Expression (5.11) shows again that the detector responds to the relative correlations
between the quantum state and the vacuum of the comoving observer.
Having in mind all the above, we find it natural to propose that, to properly
quantify the amplitude of quantum fluctuations, one should compare the amplitude
of the modes udSi of the invariant de Sitter vacuum with respect to the amplitude
of the modes uCj of a comoving observer. This leads us to replace the standard
definition of the power spectrum [99, 100, 86, 87]∫ ∞
0
dk
k
∆2φ(k, t; dS) = 〈0dS|φ(t, ~x)φ(t, ~x)|0dS〉 , (5.12)
by the following [102]∫ ∞
0
dk
k
∆2φ(k, t) ≡ 〈0dS|φ(t, ~x)φ(t, ~x)|0dS〉 − 〈0C |φ(t, ~x)φ(t, ~x)|0C〉 . (5.13)
Note that, in the well-established Casimir effect between two conducting plates, it is
also the difference between the formal vacuum energy density of the global quantum
state with suitable boundary conditions on the plates, and the corresponding formal
vacuum energy density of a (comoving) inertial observer at the same point in the
absence of the plates that is the physically relevant quantity. This subtle point
of quantum field theory in non-trivial backgrounds, namely, the need to compare
two quantum vacuum states, which has been checked experimentally in the Casimir
effect, will be explored in this section in the de Sitter inflation.
An advantage of the new definition (5.13) is that its right-hand side is a smooth
function as a consequence of the Hadamard condition, which guarantee that the two-
point functions in both the de Sitter and the comoving vacuum states have the same
divergent parts. If we expand the right-hand side of (5.13) in modes, the resulting
integral is finite and no further renormalization is needed for ∆2φ(k, t). Nevertheless,
it should be clear that the reason for subtracting the amplitude of the comoving
observer is more fundamental than simply to bypass the divergence of the two-point
functions at the coincident point. The subtraction would be natural even if there
were no divergences.
Let us consider a minimally coupled scalar field in de Sitter space with [2 −
(m/~)2]φ(x) = 0, where φ represents the quantum fluctuation of the inflaton field,
φ0(t) +φ(t, ~x), and m is the mass of φ(t, ~x). The normalized modes u
dS
~k
(~x, t) for the
invariant de Sitter vacuum are (see Appendix B)
udS~k (~x, t) =
1√
(2pi)3a(t)3
vk(t)e
i~k~x , (5.14)
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vk(t) =
1
2
√
pi
H
H(1)ν (kH
−1 exp(−Ht)) , (5.15)
where ν =
√
9/4−m2/H2~2 is the index of the Hankel function. Therefore, the
amplitude of quantum fluctuations is given as a sum in modes
〈0dS|φ(t, ~x)φ(t, ~x)|0dS〉 = ~(4pi2a(t)3)−1
∫ ∞
0
|vk(t)|2k2dk , (5.16)
and the standard power spectrum is given by
∆2φ(k, t; dS) = ~(4pi2a(t)3)−1k3|vk(t)|2 . (5.17)
Evaluated in terms of the physical comoving wavevector k¯ = k/a(t) the amplitude
behaves as in Minkowski space for very large k¯, but around the exit from the Hubble
horizon k¯ ≈ H, and for m2  H~2, one gets the usual nearly scale-free spectrum
∆2φ(k¯; dS) =
~H2
8pi
|H(1)n (k¯H−1)|2 ≈
~H2
2pi
, (5.18)
that accounts for (5.7).
Let us now study the amplitude of the comoving modes at a given spatial point
~x. As we show in Appendix B the form of the comoving s-modes are found to be
uCw(r˜, t˜) =
e−iwt˜√
4pi
Nν(w)
r˜
[P
i w
H
ν−1/2(Hr˜)− αν(w)Q
i w
H
ν−1/2(Hr˜)] (5.19)
where P µν (z) and Q
µ
ν (z) are generalized Legendre functions, Nν(w) is a normalization
constant and αν(w) is a constant ensuring the regularity at r˜ = 0 computed in
Appendix B.
Therefore, the form of the modes at the physically relevant point r˜ = 0, can be
written as
uCw(r˜ = 0) = e
−iwt˜ N˜ν(w/H)√
4piw
Hβν(w/H) , (5.20)
where (for ν ∈ <)
βν(z) = −
21/2−ν sin(piµ∗ν) sin(
piµν
2
)
pi2 cosh piz
Γ(µν)
[
z|Γ(µ−ν/2)|2+ (5.21)
2pi(
m2
~2H2
− 2)=
(
Γ(µ−ν)2F1(32 − ν, 12 − ν + iz; 2 + iz;−1)
Γ(2 + iz) cos piµν
2
)]
is a dimensionless function. With this we obtain
〈0C |φ(t, ~x)φ(t, ~x)|0C〉 = ~H
2
4pi
∫ ∞
m
~
dw
w
|N˜ν |2|βν |2 (5.22)
Taking into account the relation, w2 = k¯2 +m2~−2, one gets the following spec-
trum of fluctuations
∆2φ(k¯;C) = ~
H2
4pi
k¯2
k¯2 +m2~−2
|N˜ν(k¯H−1)|2|βν(k¯H−1)|2] . (5.23)
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m2
H2~2 10
−1 10−3 10−5
∆2φ(k¯)
∆2φ(k¯,dS)
0.2212× 10−1 0.2525× 10−3 0.2529× 10−5
Table 5.1: Ratio of the proposed power spectrum ∆2φ(k¯) by the standard value
∆2φ(k¯, dS) at k¯ = H.
The amplitude of these fluctuations depends only on the physical comoving scale
k¯. The difference ∆2φ(k¯; dS) − ∆2φ(k¯;C), which is the proposed spectrum of this
Thesis, seems to be driven, at first sight, by H2. However, explicit evaluation
of the above formulas shows a miraculous simplification of the right-hand side of
(5.23) when the mass m goes to zero. In this case, ν = 3/2, α3/2 =
2i
pi
tanh piw
2H
,
β3/2 = (1 + iw/H)/[Γ(1− iw/H) sinh2 piw2H ], and the normalization factor is
|N˜3/2(w/H)|2 = |Γ(1− iw/H)|
2
pi
sinh2
piw
2H
. (5.24)
We find that, irrespective of the scale k¯, the amplitude of fluctuations is identical
for both quantum states
∆2φm=0(k¯; dS) =
~H2
4pi2
(1 +
k¯2
H2
) = ∆2φm=0(k¯;C) . (5.25)
This result has a major consequence, since it implies that the proposed power
spectrum
∆2φ(k¯) ≡ ∆2φ(k¯; dS)−∆2φ(k¯;C) , (5.26)
is now driven by a different physical scale, namely, the mass of the scalar (inflaton)
field, instead of the Hubble constant: ∆2φ(k¯) ∝ m2 for small m2.
Let us now estimate the behavior of the proposed power spectrum for the nonzero
mass case. One immediately obtains that
∆2φ(k¯) = ~H2
[
1
8pi
|H(1)ν (k¯H−1)|2− (5.27)
1
4pi
k¯2
k¯2 +m2~−2
|N˜ν(k¯H−1)|2|βν(k¯H−1)|2]
]
.
This spectrum is still nearly scale-free for m2/H2~2  1 and k¯ ≈ H. In Table
5.1 we compare the proposed power spectrum ∆2φ(k¯) with the standard spectrum
∆2φ(k¯, dS) at k¯ = H for different values of the inflaton mass. We observe that the
amplitude of the proposed power spectrum scales with m2 and the ratio with the
conventional spectrum for m2/(H~)2 ≤ 10−2 can be approximated by
∆2φ(k¯)
∆2φ(k¯, dS)
∣∣∣∣∣
k¯=H
≈ 0.25 m
2
H2~2
. (5.28)
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This shows that our proposal for subtracting the amplitude of the fluctuations of
the comoving vacuum to define the power spectrum produces a drastic reduction of
its amplitude provided that m2 is sufficiently small.
We have explored an alternative definition for the power spectrum of quantum
fluctuations in an inflationary de Sitter universe. An important result is that the
amplitude of quantum fluctuations for the de Sitter invariant and the comoving
vacuum states in de Sitter space coincide exactly in the massless case. This has
major physical consequences. The proposed spectrum is no longer driven by the
Hubble constant, but instead by the effective mass of the scalar field.
It is worth noting that similar results for the behavior for the power spectrum
can be found on grounds of adiabatic regularization of the two-point function [13].
The fact of getting similar results is indicating that the subtraction of the comoving
vacuum can be also understood as a process of renormalization. The election of
the concrete comoving modes would corresponds then to a particular election of the
function w0(x, x
′) which parameterizes the ambiguity in the renormalization process
in quantum field theory in curved backgrounds (see, for instance [4]). This motivates
the approach adopted in the next section.
5.4 Reexamining the power spectrum in slow-roll
inflation
In this section2 we shall reexamine, on the basis of general principles of quantum field
theory in an expanding background [5, 3], the fundamental expressions (5.7-5.4) for
the scalar and tensorial power spectrum in the slow-roll inflation scenario. In doing
this we shall also be led to modify the expressions for the spectral indices in terms
of the slow-roll parameters and, therefore, to generate a new consistency relation
[103, 104]. We will have all the necessary ingredients to reexamine the observational
predictions of inflationary models and here we shall do that for some of the most
significant models.
Let us focus first on these tensorial perturbations. The modes u~k(~x, t) for the
field h(~x, t) can be expressed as u~k(~x, t) = a
−1ei~k~xv~k(t), where the functions v~k verify
the differential equation
v¨~k + (
~k2 − a¨/a)v~k = 0 . (5.29)
The dot means derivative with respect to the conformal time3 τ ≡ ∫ dt/a(t). In the
slow-roll approximation aH = −(1 + )/τ the wave equation for v~k(τ) turns out to
2In this section, in order to make easy the comparison with the usual conventions in the cos-
mological literature, we choose units such that c = ~ = 1.
3In this section we shall denote the conformal time with the symbol τ in order to avoid confusion
with the slow-roll parameter η.
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be
v¨~k + (k
2 − (2 + 3)/τ 2)v~k = 0 . (5.30)
The normalized solutions with the standard boundary conditions at τ → −∞ are
v~k(τ) = (−τpi/4(2pi)3)1/2H(1)ν (−kτ), where the index of the Bessel function is given
by ν =
√
9/4 + 3. In the particular case → 0 the modes (10.41) are recovered.
The spectrum of fluctuations ∆2h(k, t) is a measure of the amplitude of the cor-
responding modes |u~k|2. This amplitude is naturally evaluated at the time scale in
which the modes cease to oscillate, which happens shortly after the Hubble horizon
exit k/a(t) = H(t). More precisely (the factor 4pi comes from angular integration)
∆2h(k, t) ≡ 4pik3|u~k(~x, t)|2 , (5.31)
and since  1 one gets the nearly scale-free spectrum
∆2h(k) ≈
(
H
2pi
)2
, (5.32)
which accounts for (5.4) and (5.7).
At this stage it is important to remark that the above definition of the power
spectrum is such that the quantum fluctuations of the perturbations in position
space verify the relation
〈h2(~x, t)〉 =
∫ ∞
0
dk
k
∆2h(k, t) . (5.33)
This quantity represents the variance of the Gaussian probability distribution asso-
ciated with h(~x, t). However, in the form given by (5.33), it is divergent. It might
be argued, as is common when dealing with random fields, that this divergence can
be eliminated by smoothing out the field on a certain scale R to remove the Fourier
modes with k−1 < R. It can also be argued that the value of 〈h2〉 is unimportant
and regard the (finite) two-point function 〈h(x1)h(x2)〉, uniquely defined by ∆2h(k),
as the basic object. However, it is our view to regard the variance as the basic
physical object, which defines the amplitude of fluctuations in position space, and
treat h(~x, t) as a quantum entity. Therefore, if one regards h(~x, t) as a quantum
field, and 〈h2(~x, t)〉 its two-point function at coincident points, the divergences must
be handled in a different way. Taking into account the large k asymptotic form of
the modes one can estimate the form of the integral at an arbitrary time
〈h2(~x, t)〉 ≈
∫ ∞
0
dk
k
16piGk3
4pi2a3
[
a
k
[1 +
(2 + 3)
2k2τ 2
] + ...
]
. (5.34)
The first term produces a quadratic divergence, which is the typical singularity of a
quantum field in Minkowski space. The second term produces a logarithmic diver-
gence, which is typical of a massless field in an expanding universe. For a quantum
mechanical system, with a finite number of degrees of freedom, such a divergent be-
havior would not arise and one need not worry about the definition of the physical
5.4 Reexamining the power spectrum in slow-roll inflation 81
power spectrum. However, a quantum field is neither a random field nor a quantum
mechanical system with a finite number of degrees of freedom. The existence of
divergences tells us that the nature of a quantum field is more involved. If we wish
to have a finite expression for 〈h2(~x, t)〉 one should subtract the divergences in a
consistent way. In technical words, we should renormalize the quantum field. Since
the physically relevant quantity (power spectrum) is expressed in momentum space,
the natural renormalization scheme to apply is the so-called adiabatic subtraction
[13], as it renormalizes the theory in momentum space. Adiabatic renormalization
[105, 5, 3] removes the divergences present in the formal expression (5.33) by sub-
tracting
(16piGk3/4pi2a3)[1/w + a˙2/2a2w3 + a¨/2aw3]
mode by mode in the integral (5.33), where w is the frequency of the modes. The
subtraction of the first term (16piGk3/4pi2a3w) to cancel the typical flat space vac-
uum fluctuations was already considered in [15]. However, the additional terms,
proportional to a˙2 and a¨ are necessary to properly perform the renormalization in
an expanding universe. Subtracting consistently the divergent terms one obtains
the finite expression (see Appendix E for details)
〈h2(~x, t)〉 =
∫ ∞
0
dk
k
16piGk3
4pi2a3
[−aτpi
2
|H(1)ν (−kτ)|2
− a
k
[1 +
(2 + 3)
2k2τ 2
]] . (5.35)
For the idealized case of a strictly constant H the subtraction exactly cancels out
the vacuum amplitude [13] since
H
(1)
3/2(x) = i exp(ix)
√
2/pix(−1 + i/x) .
From this it follows that in pure de Sitter inflation there is no production of gravi-
tational waves, in concordance with the results of the previous section. One would
thus expect that the tensorial power spectrum were proportional to the  slow-roll
parameter, which parameterizes the slow change in H(t). The loss of phase infor-
mation in the modes still occurs at a few Hubble times after horizon exit, providing
classical properties to the fluctuations. Therefore, it is natural to evaluate the power
spectrum (with the corresponding adiabatic counterterms) a few Hubble times after
the time tk. Since the results will not be far different from those at tk, we use that
time to characterize them. Evaluation of the above integral at the time tk leads to
the redefinition
∆2h(k) = 4GH
2
[
1 + 
2
|H(1)ν (−kτ = 1 + )|2 −
(4− )
2pi
]
, (5.36)
which turns out to be proportional to ,
∆2h(k) = α16piG(H(tk)/2pi)
2(tk) +O(
2),
82 Inflationary cosmology and QFT in curved spacetimes
where α is a numerical coefficient of order unity, α ≈ 0.904. Taking into account
the usual conventions, we get, at leading order in ,
Pt(k) =
8α
M2P
(
H(tk)
2pi
)2
(tk) . (5.37)
One can proceed in the same way to reevaluate the scalar power spectrum. However,
to be precise in the calculation, one must keep the mass term in the inflation equation
of motion to take into account the slow decay of the Hubble rate H, as above. The
latter is controlled by the slow-roll parameter , while the former is captured by the
slowly changing parameter η, which gives m2 = 3ηH2. The form of the scalar modes
is the same as that for the tensorial ones, up to the fact that the coefficient
√
16piG is
now absent and the Bessel index is now ν2 = 9/4+3−3η. The adiabatic subtracting
terms are then those already present for a massless field, with w(t) =
√
k2/a2 +m2,
together with new terms proportional to the mass
(k3/4pi2a3)[m2a˙2/2a2w5 +m2a¨/4aw5 − 5m4a˙2/8a2w7] .
With this we obtain (see Appendix E)
∆2φ(k) = 4~GH2
[
1 + 
2
|H(1)ν (−kτ = 1 + )|2 −
(4− − 5/2m2/H2)
2pi
]
, (5.38)
and the final result for the scalar power spectrum is
PR =
1
2M2p (tk)
(
H(tk)
2pi
)2
(α(tk) + 3βη(tk)) , (5.39)
where β ≈ 0.448 is another numerical coefficient. In the case of eternal de Sitter
expansion, one recovers previous results [13].
The above expression, together with (5.37) for the tensorial power spectrum,
constitute our main results and lead to a change in the testable predictions of
inflation. To see this we have to consider the scalar and tensorial spectral in-
dices. The standard expression for them, in terms of the slow-roll parameters, is
ns − 1 = −6+ 2η , nt = −2. However, if we invoke renormalization we get
nt = 2(− η) (5.40)
ns − 1 = −6+ 2η + 4α
2 + (6β − 2α)η − 3β(n′t/2− 4(− η))
α+ 3βη
(5.41)
where n′t is the running of the tensorial index n
′
t ≡ dnt/d ln k. Note that n′t can be
expressed in terms of the slow-roll parameters as n′t = 8( − η) + 2ξ, where ξ is
defined by ξ ≡ M4P (V ′V ′′′/V 2). The above formulae provide, implicitly, algebraic
relations between physical observables. The most important one is the relation
between the tensor-to-scalar ratio r ≡ Pt/PR with the spectral and running indices:
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Figure 5.1: Plot of r versus ns. The contours show the 68% and 95% CL derived
from WMAP5 (in combination with BAO+SN) [88]. We consider two representative
inflation models: V (φ) = m2φ2 (solid line), V (φ) = λφ4 (dashed line) and V (φ) =
V0 exp (−
√
2/pφMP ) (dotted line). The symbols show the prediction from each
of these models in terms of the number N of e-folds of inflation for the monomial
potentials, and in terms of p for the exponential potentials. The top part corresponds
to the prediction of our formulae, while the bottom one corresponds to the standard
prediction.
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r = r(nt, ns, n
′
t). In the simplest case of n
′
t = 0, and taking the approximation
α ≈ 2β, the new consistency condition becomes
r = 1− ns + 96
25
nt +
11
5
√
(1− ns)2 + 96
25
n2t . (5.42)
This relation could be potentially checked, and compared with the standard one
r = −8nt, in near future high-precision anisotropy measurements of the CMB.
However, we can already contrast, partially, our predictions with the standard ones
on the basis of the five year WMAP results by performing a model by model analysis.
As a representative examples we shall reexamine the monomial chaotic potential
V (φ) = λM
(4−p)
P φ
p, and the exponential potential V (φ) = V0 exp (−
√
2/pφMP ), and
compare with standard theoretical and experimental results [88]. For the monomial
potential straightforward evaluation provides
r =
αp2
(3β(p− 1)/2 + αp/4)N , 1− ns =
p
2N
, (5.43)
being N ≡ ln aend/aWMAP the number of e-folds of inflation between the end of
inflation and the epoch when the wavelength of fluctuations that WMAP detects
left the horizon. The standard approach leads to r = 4p/N and 1 − ns = (p +
2)/2N . We can now compare these results with the WMAP 5-year data for the
representative values p = 2 and p = 4 (Figure 5.1). Both models are compatible
with the experimental data for the reasonable range of N between 50 and 60 (Figure
5.1 top), in sharp contrast with the prediction of the standard approach (Figure 5.1
bottom) where the monomial potential with p = 4 is excluded convincingly. With
the new predictions both models, p = 2 and p = 4, fall inside the 68% confidence
level region for all the values on N between 50 and 60. For the exponential potential
V (φ) = V0 exp (−
√
2/pφ/MP ) the above expression produce r = 16α/(6β+α)p and
1− ns = 2/p. Comparing with the WMAP5 data (Figure 5.1 top) we see that with
this approach the models with p = 36 are excluded with a 95% CL, however models
with p > 44 are inside of the 68% region, to compare with the result of the standard
approach (Figure 5.1 bottom) where the models with p > 70 are inside the 95%
region.
The alternative predictions presented here may soon come within the range of
measurement in high-precision CMB experiments, as expected in the PLANCK
satellite mission [106].
Chapter 6
Loop Quantum Gravity and black
hole entropy
6.1 Introduction
As we saw in Chapter 2 QFT in curved spacetimes predicts that black holes radiate
like black bodies [9]. This remarkable result provided a clear evidence that the
similarity between the laws of black hole mechanics [10] and the ordinary laws of
thermodynamics is much more than a mere mathematical analogy. This physical
analogy is summarized in the Generalized Second Law [11], which endows black
holes with physical entropy in the pure thermodynamical sense. This entropy is
proportional to the area of the horizon and is know as the Beckenstein-Hawking
entropy
S = kB
A
4`2P
, (6.1)
being A the area of the black hole horizon. Quantum theory was needed to establish
the thermodynamical properties of black holes, and the common view is to consider
that any self-respectable quantum gravity theory proposal has to provide the micro-
scopic structure that gives rise to this entropy in a suitable thermodynamical limit.
In this Thesis we want to analyze in detail the quantitative predictions that Loop
Quantum Gravity (LQG) makes to the respect. We will not describe here the basis
of LQG that can be found in many textbooks and good reviews [2, 107, 108, 109].
Instead we want to describe in detail the results concerning black holes and, in par-
ticular, we want to make a detailed study of the combinatorial problem of counting
the microstates that give rise to the black hole entropy in this framework.
Loop Quantum Gravity (LQG) is an approach to canonically quantize, non-
perturbatively, General Relativity. Within this framework General Relativity is
rewritten by making use of the so called Ashtekar variables, which leads to a phase
space analog to a SU(2) Yang-Mills theory with the characteristic constraints of
General Relativity. LQG describes quantum gravity in terms of states of quantum
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geometry. A convenient basis for the Hilbert space of the geometry is provided
by the so called ‘spin networks’, which diagonalize the geometrical operators such
as area and volume. A spin network is an oriented graph formed by edges and
vertices, embedded in a spatial section Σ of the spacetime. The edges of the spin
networks are the Wilson lines of the SU(2) connection and are labeled by the spin-
like numbers j of the corresponding irreducible representation. Physically these
edges can be thought of as ‘flux lines of area’ because they endow each surface which
they intersect with a quantum of area given by1 8piγ`2P
√
j(j + 1). The vertices of
the spin network contains a gauge invariant operator (intertwiner) linking ingoing
and outgoing j-representations at each vertex.
The study of black holes within LQG makes use of the concept of Isolated
Horizons (IH). IH are generalizations of event horizons of stationary black holes
[112, 113, 114]. The main characteristic of IH, in comparison with event horizons,
is that IH do not require the existence of any global Killing vector field. Then,
although the horizon itself is stationary, the outside spacetime does not need to
be stationary. This generalization follows the spirit of statistical mechanics where,
in order to study the equilibrium properties of a system, it is enough to have the
system in equilibrium and not the complete universe. Yet, the structure offered by
IH is rich enough to allow a natural extension of the laws of black hole mechanics
[115, 116].
Black holes in LQG are included in an effective way. The quantization program is
applied to a spacetime containing an inner boundary, to which boundary conditions
guaranteing that it is an IH are imposed [17]. In particular, this boundary conditions
imply that the only independent degrees of freedom on S (the intersection of the IH
and Σ) are given by a U(1) connection. In [112, 113, 114] the Hamiltonian framework
adapted to manifolds with internal boundaries was constructed. The novel fact was
that the expression for the gravitational symplectic structure contains, in addition
to the familiar volume integral over a spatial section Σ of the manifold, a surface
term given as an integral over the surface S. This surface term coincides with
the standard symplectic structure of a U(1) Chern-Simons theory, where the U(1)
connection W is the gravitational connection of the bulk projected on the horizon.
Note, however, that at the classical level W does not present a new degree of freedom
and is determined by the connection in the bulk.
At the quantum level, however, one has to use generalized connections, whose
behavior on the boundary S can be quite independent of their behavior in the bulk
[17]. This leads to the fact that geometrical surface states are no longer determined
by volume states, in contrast to the classical theory. The total Hilbert space is
the tensor product HΣ ⊗HS of a volume Hilbert space HΣ with a surface one HS.
States in the volume are described, as usual, by spin networks. The edges of these
spin networks can end on S where they make punctures (see figure 6.1). In these
punctures the edges acquire an additional label mI ∈ {−jI ,−jI − 1, ..., jI} (the
corresponding spin projection) characterizing the intersection with the horizon. At
1γ is the so called Barbero-Immirzi [110, 111] parameter, a free real parameter in LQG that
gives rise to inequivalent quantum theories.
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Figure 6.1: Punctured horizon.
each puncture the edges of the spin network induce a specific distributional curvature
for the U(1) connection W . Heuristically one can say that the quantum horizon is
flat except at the punctures. It is important to remark that the punctures have
a distinguishable character as a consequence of the action of the diffeomorphisms
[17, 2].
Moreover, the space of U(1) connection acquire the Chern-Simons symplectic
structure from the classical Hamiltonian framework. The surface Hilbert space HS
is then the space of states of a Chern-Simons theory formulated over a punctured
sphere [17]. The effect of the punctures is that the holonomy of the U(1) connection
W around a loop on S is non-trivial if and only if the loop encloses a puncture. The
holonomy around each puncture endows it with a deficit of angle characterized by
a label a. These angles deficits are quantized to 4pia/κ, with a ∈ Zκ (the group
of integers modulo κ) and where κ ∈ Z is the level of the Chern-Simons theory,
which is related to the classical area A0 of the horizon trough the ‘prequantization
condition’ [17], by κ = A0/4piγ`
2
P . In order to incorporate the spherical topology
of the horizon, a holonomy of a path containing all the punctures has to be trivial,
that corresponds to a condition for the aI numbers of the punctures
a1 + a2 + ...+ aN = 0 mod κ. (6.2)
It turns that the eigenstates of the operator, defined in the surface Hilbert space,
that measures the holonomy of each path on S, which are characterized by the labels
{aI ∈ Zκ}NI=1, provide a basis of HS.
Once the volume HΣ and surface HS Hilbert spaces are constructed, one has to
impose matching conditions between them [17]. The matching conditions relate the
spectrum of operators in each space, imposing a relation between the aI and mI
labels
2mI = −aI , mod κ . (6.3)
The next step is to use the quantum horizon geometry to account for the entropy
of the Isolated Horizon. This entropy will arise due to the different quantum states
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associated with a horizon with a given area A0. The quantum area of the horizon
is obtained from the jI labels of the edges piercing it, through the area operator
spectrum
A = 8piγ`2P
∑
I
√
jI(jI + 1) , (6.4)
(from now on we will use units in which 4piγ`2P = 1, except when we explicitly state
the contrary). All the horizon quantum geometry states of the horizon compatible
with a given area are the ones responsible for the black hole entropy.
As stated in [17], the entropy associated with an Isolated Horizon of fixed area
A0 is:
S = kB ln n(A0) (6.5)
where n(A0) is the dimension of the surface Hilbert space HS. To compute n(A0)
we need the following definitions (as taken from [17]):
• Given an ordered list of non zero positive half-integers ~j = (j1, ..., jN), let A(~j)
be the corresponding eigenvalue of the area operator:
A(~j) := 2
∑
I
√
jI(jI + 1) . (6.6)
We say the list ~j is ‘permissible’ if it satisfies
A0 − δ ≤ A(~j) ≤ A0 + δ , (6.7)
for some small δ (∼ `2P ).
• Given a list of non zero half-integers ~m = (m1,m2, ...,mN), we say it is ‘per-
missible’ if, for some permissible list of positive half-integers ~j = (j1, j2, ..., jN),
we have mI ∈ {−jI ,−jI + 1, ..., jI} for each I.
• Finally, given a list ~a = (a1, a2, ..., aN) of elements of Zκ, we say it is ‘per-
missible’ if
∑
I aI = 0, and aI = −2mI mod κ, for some permissible list of
half-integers ~m = (m1,m2, ...,mN), being κ the level of the Chern-Simons
theory on the horizon.
Given these definitions n(A0) is computed as the number of permissible lists ~a
of elements of Zκ.
6.2 The combinatorial problem(s)
6.2.1 Domagala-Lewandowski implementation
Domagala and Lewandowski (DL) in [117] formulated the previous entropy counting
in a more practical way. As aI labels are directly related to mI labels through the
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isolated horizon boundary conditions, one can just count permissible lists of mI
labels, such that ∑
I
mI = 0 . (6.8)
In other words, we have to find all possible ordered lists of m labels, satisfying
condition (6.8), such that there exists, at least, one compatible list ~j (i.e., satisfying
mI ∈ {−jI ,−jI + 1, ..., jI}) giving rise to a value of area A(~j) satisfying A(~j) ∈
[A− δ, A + δ]. When the number of states increases extremely rapidly with A, the
number of states in the interval [A− δ, A+ δ] can be computed as the ones lying in
the interval [0, A]. Then, the number of sequences ~m such that there exist at least
one compatible sequence ~j satisfying A(~j) ≤ A can be computed just counting the
~m lists such that
N∑
I=1
2
√
|mI |(|mI |+ 1) ≤ A .
Taking this into account, we can formulate the combinatorial problem as pro-
posed in [117]:
The entropy S of a quantum horizon of classical area A0 according to Quantum
Geometry and the Ashtekar-Baez-Corichi-Krasnov [17] framework is
S = kB ln n(A0) ,
where n(A0) = 1 + NDL(A0), being NDL(A0) the number of all the finite sequences
~m = (m1, . . . ,mN) of non-zero elements of
1
2
Z, such that the following equality and
inequality are satisfied:
N∑
I=1
mI = 0, A(~m) := 2
N∑
i=I
√
|mI |(|mI |+ 1) ≤ A0.
The extra term 1 above comes from the trivial sequence.
For subsequent computations it is convenient to write NDL(A) as
NDL(A) =
∑
A′<A
dDL(A
′) , (6.9)
being dDL(A) the number of all the finite, arbitrarily long, sequences ~m of non zero
elements of 1
2
Z satisfying
N∑
I=1
mI = 0, A(~m) := 2
N∑
i=I
√
|mI |(|mI |+ 1) = A0.
From now on we will call the number dDL(A) degeneracy, and it contains all the
information about the entropy.
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6.2.2 The Ghosh-Mitra counting
Although there is a widespread agreement with the standard framework and the
results presented above, there have been however other alternative proposals for
the horizon state counting in LQG. In this section, we are going to account for the
one presented by Ghosh and Mitra (GM) in [118, 119, 120]. The reason for doing
so is to show that, even when they are quite different combinatorial problems, the
structure of the results is very similar and gives rise to completely analog physical
consequences, thus emphasizing the applicability and robustness of the methods we
want to present.
So far we have seen that horizon states are described by ordered lists of m labels
which determine the states of a U(1) Chern-Simons theory. Nevertheless, punctures
carrying m labels are also characterized by the piercing of the spin network edges
coming from the bulk. These edges carry an additional number j that labels the
corresponding SU(2) irreducible representation. One might consider that these j
labels, which are responsible for the horizon area, are then also responsible for
the horizon geometry states, and should thus be taken into account for the state
counting. This point of view was put forward in [118, 119, 120] and (as stated in
[2]) is not an unreasonable proposal.
If we follow this approach, the punctures are labeled by pairs of numbers (jI ,mI),
satisfying jI ∈ Z/2 and mI ∈ {−jI ,−jI + 1, ..., jI}. Then, the entropy of an Isolated
Horizon with area A0 is obtained as S = ln nGM(A0), where nGM(A0) = 1+NGM(A)
being NGM(A) the number of different ordered (
−−→
j,m) lists of such pairs, that
A0 − δ ≤ A(~j) :=
∑
I
√
jI(jI + 1) ≤ A0 + δ , (6.10)
and ∑
I
mI = 0. (6.11)
As for the DL counting we want to define de degeneracy dGM(A) as the number
of the previous (
−−→
j,m) sequences verifying A(~j) :=
∑
I
√
jI(jI + 1) = A0. Then,
trivially NGM(A) =
∑A+δ
A′=A−δ dGM(A
′).
6.3 Previous analytical results
6.3.1 Domagala-Lewandoswski counting
Shortly after the proposal of the combinatorial problem by Domagala y Lewandosky
[117], K.A. Meissner [121] obtained a nice analytical method to solve it based on
Laplace transforms. Let us briefly show in this section the Meissner results.
In a first step Meissner solved the combinatorial problem proposed by DL but
neglecting the projection constrain. That is, he obtained the number N(A0) of
different ordered sequences ~m = (m1, ...,mN) of non-zero elements of
1
2
Z, such that
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the inequality A(~m) := 2
∑N
I=1
√|mI |(|mI |+ 1) ≤ A0 is satisfied. The reason for
not considering the projection constrain is that, as we will see, it does not modify
the leading behavior of entropy with area in the large area limit, introducing just
subleading corrections.
If we split the counting of these ~m sequences into the first number m1 and the
rest, then we can write the recurrence relation
N(A) = θ(A−
√
3) (2N(A−
√
3) + 2N(A− 2
√
2) + ...+
+ 2N(A− 2
√
|mI |(|mI |+ 1)) + ...+ 2b
√
A2 + 1− 1c) , (6.12)
where the symbols b...c denotes integer part. The first term on the RHS corresponds
to sequences with at least two elements and m1 = ±1/2, the second corresponds to
sequences with at least two elements and m1 = ±1 and so on, and the last term to
sequences consisting of just m1 and nothing else.
It is possible to exactly solve this functional equation by using Laplace trans-
forms. The fact that N(A) is exponentially bounded [117] and piecewise continuous
guarantees that its Laplace transform, P (s), exits. Using (6.12), we have then
P (s) :=
∫ ∞
0
N(A)e−As dA (6.13)
= 2
∫ ∞
√
3
b
√
A2 + 1− 1ce−As dA+ 2
∫ ∞
√
3
( ∞∑
k=1
N(A−
√
k(k + 2))
)
e−As dA
=
2
s
∞∑
k=1
e−s
√
k(k+2) + 2
∞∑
k=1
∫ ∞
√
3
N(A−
√
k(k + 2)) e−As dA
=
2
s
∞∑
k=1
e−s
√
k(k+2) + 2
∞∑
k=1
e−s
√
k(k+2)
∫ ∞
−
√
k(k+2)
N(A)e−As dA
=
2
s
∞∑
k=1
e−s
√
k(k+2) + 2P (s)
∞∑
k=1
e−s
√
k(k+2) ,
where k ∈ N. And from this
P (s) =
2
∑∞
k=1 e
−s
√
k(k+2)
s
(
1− 2∑∞k=1 e−s√k(k+2)) . (6.14)
An exact expression for N(A) can be obtained just as the inverse Laplace trans-
form of P (s). In [121] an expression for N(A) was obtained in the large area limit
using the well known fact that the growth of N(A) is determined by the poles of
P (s)
N(A) =
∑
si
Res[P (s)esA] , (6.15)
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being si the poles of P (s). In the large area limit N(A) is driven by the pole with
the largest real part, and the rest of poles give rise to an exponentially suppressed
growth. Meissner found that the pole of P (s) with the biggest real part is just the
real pole, that is, the real solution to the equation(
1− 2
∞∑
k=1
e−s
√
k(k+2)
)
= 0 . (6.16)
This solution results to be piγM , being γM = 0.237532957..., obtaining then, for large
areas
N(A) ≈ CepiγMA , (6.17)
where C is a constant of order one. With this the entropy results (we reintroduce
here the factor 4piγ to clarify the meaning of this expression)
S = kB ln n(A) = kB ln (N(A) + 1) = kB
(
γM
γ
A
4`2P
+O(A0)
)
. (6.18)
We see from this expression that choosing the value of the Barbero-Immirzi param-
eter γ = γM the Beckenstein-Hawking entropy-area relation is recovered in the large
area limit.
Let us see what happens when the projection constrain is introduced. Let us
then compute the number N(A, p) of different ordered sequences ~m = (m1, ...,mN)
of non-zero elements of 1
2
Z, such that the equality
∑
I mI = p, and the inequality
A(~m) := 2
∑N
I=1
√|mI |(|mI |+ 1) ≤ A are satisfied. The number we are interested
in is N(A, 0). In this case it is possible to find a recurrence relation for N(A, p) that
reads2 [121, 122]
N(A, p) = (1− δ(0, p))θ(A− 2
√
|p|(|p|+ 1)) (6.19)
+
∞∑
k=1
(
N(A−
√
k(k + 2), p− k/2) +N≤(A−
√
k(k + 2), p+ k/2)
)
,
with the condition N(A, p) = 0 if A < 2
√|p|(|p|+ 1). This functional equation can
be solved in a similar way to the previous case using a Laplace transform in the
variable A. The existence of the additional variable p also requires to use a Fourier
transform in this variable. The solution of (6.19) is given by [122]
2It has to be noted here that, as remarked in [122], the corresponding functional equation
appearing in [121] contains a missprint in one of the terms and, in addition, contains a pre-factor
θ(A− 2√|p|(|p|+ 1)) that can be avoided. This is needed to exactly solve the recurrence relation.
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P (s, ω) :=
∫ ∞
0
e−sA
[ ∑
p∈Z/2
eiωpN(A, p)
]
dA
=
∫ ∞
0
e−sA
[ ∑
p∈Z/2
eiωp(1− δ(0, p))θ(A− 2
√
|p|(|p|+ 1))
]
dA
+
∫ ∞
0
e−sA
[ ∑
p∈Z/2
eiωp
∑
`∈Z∗
N(A−
√
|`|(|`|+ 2), p− `
2
)
]
dA
=
2
s
∞∑
k=1
e−s
√
k(k+2) cos
kω
2
+ 2P (s, ω)
∞∑
k=1
e−s
√
k(k+2) cos
kω
2
. (6.20)
According to this we get
P (s, ω) =
2
s
( ∞∑
k=1
e−s
√
k(k+2) cos
kω
2
)(
1− 2
∞∑
k=1
e−s
√
k(k+2) cos
kω
2
)−1
. (6.21)
We can get N(A, p) from (6.21) by inverting the Laplace-Fourier transform. Using
the same argument as used in the case with no projection constraint, Meissner [121]
solved the inverse Laplace transform in the large area limit and, inverting the Fourier
transform, he obtained
N(A, 0) =
C√
2piβMA
epiγMA (6.22)
being βM and C constants of order one. With this he obtained an entropy [121] (we
introduce again in this expression the factor 4piγ`2P )
S = kB
(
γM
γ
A
4`2P
− 1
2
ln (A/`2P ) +O(A
0)
)
. (6.23)
For large areas the Beckenstein-Hawking entropy is recovered, with the same value
for the Barbero-Immirzi parameter obtained previously, γ = γM . The projection
constraint has introduced a logarithmic correction with coefficient −1/2 independent
of the Barbero-Immirzi parameter previously obtained.
6.3.2 Ghosh and Mitra counting
In this section we are going to briefly review the previous analytic results present in
the literature for the GM proposal about counting the black hole microstates [118,
119, 120]. In order to work with integer numbers, for mathematical convenience, we
define the labels kI = 2jI . It is also convenient to define the occupancy numbers,
nk, as the times that the label j = k/2 appears in a sequence (
−−→
j,m). Thus, in the
remainder, we will call configuration to a given set of numbers α = {nk}kmaxk=1 with
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kmax the maximum value of k, and a configuration will be permissible if it satisfies
the area constraint, that in terms of nk reads
kmax∑
k=1
nk
√
k(k + 2) = A0 . (6.24)
A configuration α = {nk} characterizes a ~j list up to reorderings of labels. Then, in
order to consider all quantum states (
−−→
j,m) contained in a given configuration, one
has to take into account the degeneracy coming from two sources:
• one due to all possible reorderings of the {kI} labels,
• one coming from all possible combinations of mI labels associated with each
configuration satisfying the constraint (6.11).
Then, one can write the degeneracy associated with a given configuration α =
{nk}kmaxk=1 as:
dGM(n1, ..., nkmax) =
(
∑
k nk)!∏
k nk!
∏
k
(k + 1)nk , (6.25)
where sums and products run from k = 1 to kmax. In the above expression the
projection constraint is not being taken into account, but this fact will not affect the
results that we are going to obtain in the remainder of the section. This degeneracy
was studied in [118, 119], where the question of which are the values of nk that give
rise to the maximal value of degeneracy, for a fixed value of area, was addressed.
The degeneracy dGM(n1, ..., nkmax) (or equivalently ln dGM(n1, ..., nkmax)) is max-
imized by varying nk subject to the constraint (6.24), which is introduced via a
Lagrange multiplier. This maximizing process can be easily worked out in the large
area limit, where the variables nk  1 can be considered as continuous. This vari-
ational problem is then solved easily using Stirling’s approximation, giving us the
result
nˆk =
nk∑
k nk
= (k + 1)e−λ
√
k(k+2) , (6.26)
where for consistency, λ must satisfy the “normalization condition”
kmax∑
k=1
(k + 1)e−λ
√
k(k+2) = 1 . (6.27)
Numerical solutions to this equation, in the large area limit (kmax  1) give
λGM = 0.861006.
We will call this nˆk distribution the Maximal Degeneracy Distribution
3 (MDD).
Besides, it was shown in [119] that the introduction of the projection constraint
3We will use the term distribution as opposed to configuration, in the sense that it gives the
proportions between the different nk instead of the absolute value of each nk.
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does not modify this distribution, so despite the fact that one starts with (6.25), the
results can be considered as including this constraint.
It is worth to note that, in the MDD, the proportions between the different nk
are maintained for different values of area (the values of nk grow proportionally),
and then the values of nˆk are independent of area. When plotting nˆk (Figure 6.2), an
interesting behavior is observed. Although the largest contribution comes from the
smallest value of k (which contributes with approximately one half of the punctures),
the contribution of the next few values of k is also significant (in sharp contrast with
the original assumption [17]). Nevertheless, the MDD shows an exponential decrease
as k grows, so for k larger than the smallest few values the contribution will become
negligible.
nˆs
s
0
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Figure 6.2: The nˆk given by the Maximal Degeneracy Distribution (MDD) is plotted
as a function of k. The relevant contribution of the lower values of k and the
exponential decrease as k grows are observed.
Once the MDD has been obtained, the degeneracy for a given value of area can
be computed, introducing in addition the projection constraint (6.11), and the result
is [119]
dGM(A) =
c√
A
eλA , (6.28)
where c ∼ O(1). It can be seen that the number of quantum states grows ex-
ponentially with area and an extra factor A−1/2 appears due to the introduction
of the projection constraint. From this, the entropy can be computed obtaining
(introducing again all the factors)
S(A) = kB
(
λ
piγ
A
4`2P
− 1
2
ln
A
`2P
+O(A0)
)
. (6.29)
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This result agree with the semiclassical Beckenstein-Hawking entropy for large
areas provided that γ = λ/pi. Substituting the value of λ, the value for the Barbero-
Immirzi parameter is
γGM = 0.27398563 .
It has to be noted here that the above formalism can be also applied to study
the degeneracy dDL(A) in the DL counting. It can be done just changing the factor
(k + 1) in (6.25), (6.26) and (6.27) by 2. The result for the entropy (6.29) is still
valid but with the corresponding value of λ, λDL = 0.746232, producing a value
for the Barbero-Immirzi parameter γM = 0.237532958. We can observe that the
same result that the one obtained in the previous section for the Barbero-Immirzi
parameter is reproduced in this framework.
Large area limit
In the previous computations the large area approximation was involved. However,
one can wonder about the meaning of “large area” in this context. If one looks at
the normalization condition (6.27), it is easy to see that the value of λ obtained from
it depends on the value of kmax up to which we are summing up. Then, as the value
of kmax depends on the area, we have a λ that is a function of area. Nevertheless,
if one studies the function λ = λ(A) (or equivalently λ = λ(kmax), as shown in
Figure 6.3), one sees that λ grows very quickly and saturates the asymptotic value
for relatively small values of kmax (for kmax around 12 the value of λ is equal to
the asymptotic value in four decimal places). But this value of kmax corresponds to
values of area around 45`2P . So for areas larger than that, we can say that we are
already in the large area limit, as long as the distribution (6.26) is concerned.
6.4 Previous computational results: The ‘band’
structure
In the previous sections some approximations were employed in order to count the
number of quantum microstates compatible with a macroscopic black hole. One can
legitimately be worried about the fact that this approximations could potentially
be hiding part of the richness of the problem. Fortunately, in spite of the intrinsic
complexity of the problem, an exact counting can be performed to show whether
a richer structure in the spectrum is there or not. This can be done by means of
an explicit enumeration computational algorithm. The strategy is to systematically
generate all the possible combinations of labels (for any possible number of punc-
tures), and to check one by one if it satisfies the required conditions. Then, by
explicitly enumerating all states, one can make an exact counting of the black hole
quantum configurations (for a given value of area) in this framework. This was done
in [18] for the GM counting and we are going to review the main results obtained
there and in subsequent works. Even when such an exact counting can be done,
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Figure 6.3: The value of λ as a function of smax is plotted, and compared with the
asymptotic value.
the price to pay for overcoming the complexity of the problem with an explicit enu-
meration is a severe restriction in the size of black hole that can be analyzed, due
to the huge number of configurations to be counted. For that reason, the available
computing power allowed to analyze black holes up to less than two hundred Planck
areas, for which around 1058 states had to be counted. However, this computations
were enough to confirm the results of the previous sections, namely the exponen-
tial growth of the number of states with area and, when imposing the projection
constraint, the factor A−1/2. The fact that this results are compatible with the an-
alytical computations gives one some confidence in the interest of performing such
a counting even though, due to computational limitations, one is restricted to work
in a small horizon area regime, far below the large area limit in which the Isolated
Horizon framework was originally formulated.
In addition confirming the previous analytical results, the exact counting showed
a much richer behavior in the black hole degeneracy [18, 19]. It was found that the
black hole quantum states in the GM counting are distributed in area following a
“band structure”. The most degenerate configurations cluster around evenly spaced
values of area, giving rise to equidistant peaks of degeneracy, with some orders of
magnitude less degeneracy in regions between those peaks (Figure 6.4). This fact
gives rise to an effective equidistant quantization of the black hole area in LQG,
even when the area spectrum in the theory is not equidistantly quantized. The
most relevant quantitative information about this phenomenon is the fundamental
area gap between peaks, which is given by
∆A = γχ`2P , (6.30)
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Figure 6.4: The number, nGM(A), of different horizon states in each area interval of
0.01`2P is plotted. States accumulate around some equidistant area values.
where χ was estimated to be
χ ≈ 8.80 .
A remarkable fact is that the same result was obtained also for the degeneracy
dDL(A) in the DL counting, and all the difference resides just in the value of the
Barbero-Immirzi parameter.
The obvious interest is then in the physical consequences of this structure. The
first clear consequence is in the entropy-area relation. This periodic band structure
in the area spectrum gives rise to a very distinctive signal in the black hole entropy,
namely a stair-like behavior of entropy as a function of area,4 as shown in figure 6.5.
In addition, the particular structure of the spectrum can also have some implications
in the black hole radiation spectrum, as pointed out in [123].
On the other hand, this particular structure in the black hole area spectrum
provides a nice contact point with the heuristic ideas of Bekenstein and Mukhanov
[124, 125, 126] about black hole area equidistant quantization. Even though the
basic area spectrum in LQG is not equidistant, this phenomenon shows that in
the case of black holes an effectively equidistant spectrum arises in a rather subtle
way, namely as a result of the non trivial degeneracy distribution. This point of
contact becomes even more intriguing when one realizes that the value of χ is close
4For the entropy the value of δ was taken in [19] to be ∆A in order to avoid artificial oscillations.
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Figure 6.5: Plot of the results for the entropy as a function of area (in Planck units)
obtained with the computational counting. The stair-like behavior is observed.
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8 ln 3 ≈ 8.788898, as there is also a logarithmic constant arising from the heuristic
considerations of Bekenstein and Mukhanov. It is evident that no reliable conclusion
can be extracted from this numerical proximity but it is worth to keep it in mind
in order to see if a more detailed work can unearth a deeper relation behind this
coincidence.
It has to be noted that for the DL counting one has to perform an additional
sum in order to obtain the number of states n(A) = 1 +
∑
A′<A dDL(A).
Chapter 7
The origin of the band structure:
the richness of discreteness
In the previous chapter we showed how an explicit counting of the black hole mi-
crostates unearthed a very peculiar pattern in the degeneracy spectrum for small
values of the horizon area, which was missing in the previous analytic analysis. In
the present chapter we want to reconsider the problem, and try to understand the
origin of the band structure. The qualitative picture presented here allows to obtain
analytical expressions for the most relevant quantities associated to this effect [127].
7.1 Introduction
In this chapter we seek to understand where the equidistant structure in the black
hole spectrum comes from. We want to make use of the analysis presented in
section 6.3 to study what happens to the MDD when one takes into account the
discrete nature of the problem. Then, we are going to classify all the configurations
in sets characterized by two parameters, in such a way that the accumulation of
states around the degeneracy peaks becomes explicit and easy to study. Using these
parameters, and some information extracted from the MDD, we will compute the
value of area corresponding to each peak of degeneracy and then, the area gap
between peaks. As we pointed out in section 6.3.2, using the MDD one can account
for both DL and GM countings, just by changing the factor (k + 1) by 2. Hence,
the analysis presented in this chapter is valid for both dGM and dDL degeneracies.
The first thing to ponder is how is it possible to obtain information about the
quasi-discrete structure of the spectrum using a distribution that was computed
with approximations that seem to neglect all the information about this behavior.
In this point the important thing to notice is that, in fact, the approximation that is
hiding all the discrete information is to assume that one can find some configuration
satisfying the MDD for any given value of area. When doing so, one is implicitly
assuming that the nk numbers can take any possible value given by (6.26), that in
general are not integer values. It is clear that a non integer nk makes no sense. Then,
in order to find the actual maximally degenerate configuration, one should take the
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closest integer to each value of nk given by the MDD. However, if one modifies the
value of nk, one is modifying also its contribution to the area. Then, there are two
possible cases, depending on the value of area we start with:
• When one tries to find the closest integer configuration, the area changes of
each nk compensate each other in such a way that, at the end, the integer
configuration that we find takes almost the same value of area. Then, we
are able to find some highly degenerate integer configurations with the same
value of area we started from. This case would correspond with a peak of
degeneracy.
• When changing to the closest integer configuration, the deviations of each
nk add up, giving rise to a global area change so that the resulting integer
configuration lies, in fact, in a different region of the spectrum. If one tries to
find some integer configuration with the same value of area than the continuous
one, it will not suffice to just take the closest integer to each nk. One would be
forced to modify considerably the nk distribution, in order to reach this value
of area with integer nk values. But then, the obtained configuration will follow
a distribution no longer close to the maximal degeneracy one, and would then
have a much lower degeneracy. Therefore, one will not be able to find a highly
degenerate integer configuration for this value of area. Such values of area are
the ones corresponding to the regions of low degeneracy between peaks.
Our task now is to find out which values of area correspond to the first case and
which ones to the second. In order to do that, we will use a convenient classification
of states.
7.2 Classifying states
The combinatorial problem we are trying to address is a very complicated one,
given the large number of variables that come into play. For this reason, it is very
difficult to handle all the information in a straightforward way. In order to be able to
understand the underlying structure, we are going to organize all these configurations
according to two parameters that will allow us to have a reasonable number of
variables while keeping enough information for our analysis and computations. The
two parameters we are going to consider to classify configurations are:
• The number p of punctures of the configuration α = {nk}, p =
∑kmax
k=1 nk , and
• the sum over all punctures of the kI labels S =
∑p
I=1 kI =
∑kmax
k=1 k nk.
For each pair of values of these parameters, we will have a set of many possible
configurations. The interesting thing is that if one fixes a given pair (S, p), then
the only freedom left to change the value of area associated with a configuration is
to distribute the S “units of k label” over the p punctures in different ways (or in
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other words, to change the nk distribution). However, the changes in area given by
changing the distribution of nk are very small compared with the change in area
given by modifying the parameters S or p by one unit (the requirement that all nk
must be integer obviously implies that S and p can only take integer values). Then,
by considering all possible nk distributions, one is covering an almost continuous
region of area in the spectrum, while modifying S or p results in a discrete jump to
another area region. Of course, if one modifies radically the nk distribution, from
one extreme to the other, one can get changes in area larger than the one given by
a change of one unit in S or p, so these different area regions could overlap at some
points.
On the other hand, although changing S produces a jump in areas and so does
a change in p, one could in principle modify both parameters in such a way that
the final area change is small. In fact, as we are going to see, there is a way of
changing S and p so that the area does not change. As pointed out in [123], there
is a very precise relation in the area spectrum of LQG that will help us to obtain
this interesting relation between S and p. One can check that the contribution to
area given by one puncture with k = 6 is exactly the same as the contribution
given by four punctures with k = 1. The interesting fact about this relation is that
it is the only existing one for the low values of k that are relevant to the highly
degenerate configurations1 (as pointed out in section 6.3.2, the value of nˆk decreases
exponentially with k in the MDD).
Then, given a configuration α = {nk}, one can obtain another one with exactly
the same value of area by removing a puncture with k = 6 and adding four punctures
with k = 1 (decreasing the value of n6 in 1 unit and increasing n1 in 4 units). But this
change implies increasing the number of punctures p in three units and decreasing
the sum of k over all punctures (S) in two. Therefore, different pairs of parameters
(S, p) related by this transformation will be in the same area region.
We can write down this relation in a more concrete way. Given a value S0 for S
and a value2 p0 = 1, 2, 3 for p, all pairs (St, pt) that satisfy the following relation:
(St, pt) = (S0 − 2t, p0 + 3t) , (7.1)
with t ∈ Z such that St ≥ pt, are in the same region of area. S0 will be the maximum
value of S and p0 the minimum value of p among all pairs (St, pt) satisfying this
relation. Thus, if we consider the quantity K = 3S0 + 2p0, we can associate to the
same value of area all pairs of parameters satisfying
3S + 2p = K . (7.2)
Then, for each value of K we will obtain the configurations that appear in a
certain region of area. In fact, it is important to notice that, if one takes into
1The next exact relation is found between one puncture with k = 16 and six punctures with
k = 2, but the contribution of punctures with k = 16 to the highly degenerate configurations is
completely negligible.
2Any value of p larger than 3 would be in correspondence with one of these tree values of p0,
i.e., a pair (S, p = 4) will correspond to (S0 = S + 2, p0 = 1), and so on.
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account the projection constraint, then the value of S can only be even (for an odd
value of S would imply that
∑
I mI can only take half-integer values, and then it
could not be zero). With this in mind, K will only be allowed to take even values.
7.3 Highly degenerate integer configurations
Now, in order to account for the peaks of degeneracy, we need to consider the most
degenerate integer configurations, which we will find with the help of the MDD.
For a certain value of area, this distribution fixes a value for S and p, that we
will call kmd(A) and pmd(A). Furthermore, as the values of nˆk are constant with
area, kmd(A) and pmd(A) will grow proportionally with area, giving rise to a constant
quotient kˆmd =
kmd
pmd
. Hence, not all the pairs (S, p) can contain maximally degenerate
configurations; these configurations can only take values of S and p satisfying the
quotient kˆmd. However, it is important to notice that the values of kmd(A) and
pmd(A) fixed by the MDD are not, in general, integer numbers. Then, if starting
from a configuration satisfying the MDD one changes to the closest integer values
for each nk in order to find the actual maximally degenerate integer configuration,
this would necessarily imply a change in S and in p to integer values. But as we
have seen, to change S and p implies relatively large changes in area, unless such
changes in S and p follow the “constant area” relation (7.2). Therefore, if those
(kmd(A), pmd(A)) satisfy this relation for an even value of K, it will be possible to
find, for the same value of area, some integer pair (S ′, p′), with even S ′, close to
(kmd(A), pmd(A)), thus containing highly degenerate configurations. Otherwise, it
will not be possible to find any highly degenerate configuration for that value of
area, as explained at the begining of section 7.1.
In addition, among all configurations compatible with a given pair of values
(S ′, p′), the most degenerate ones will be those having nk distributions close to the
MDD, and therefore they will all appear together in a region of area much smaller
than the total area covered by the set of all configurations with these values of
(S ′, p′). Then, although the regions of area corresponding to different pairs (S, p)
can overlap (as pointed out above), the regions containing highly degenerate integer
configurations will not. Thus, we expect to find the highly degenerate configurations
clustered around some area values, each one corresponding to a different value of K.
We are going to compute in the next section the values of area for which the
MDD fixes a pair of values (kmd(A), pmd(A)) satisfying the constant area relation
for each value of K, which will correspond to the values of area of the peaks of
degeneracy.
We can understand the above discussion in a more graphical way by looking
at Figure 7.1. The positive slope line represents the pairs (S, p) that satisfy the
maximal degeneracy quotient kˆmd (MD-line). Each of the negative slope lines rep-
resents the values (S, p) related by (7.2) for each even value of K (K-lines). The
marked points represent the allowed integer pairs (S, p). Only at those points at
where the MD-line intersects some of the K-lines, a close integer pair (S ′, p′) can
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Figure 7.1: Plot of the sum S of spin labels vs. the number p of punctures. All the
discrete configurations are placed in the marked points. The thin lines represent
“constant area surfaces” (K-lines) while the thick line cointains the values of (S, p)
that satisfy the quotient kˆmd (MD-line).
be reached following the corresponding K-line (keeping area constant). In other
words, the actual highest degeneracy configurations, that can only be found in the
integer points close to the MD-line, correspond to the values of area associated with
the point at which the corresponding K-line intersects this MD-line. The MDD
provides the necessary information to compute the value of area associated with
each point of the MD-line, as well as the slope of this MD-line. We can compute,
therefore, the area of each intersection point and, thus, of the corresponding peak
of degeneracy. Finally, computing the difference in area between two consecutive
intersections (two consecutive even values of K) we will get the area gap between
two peaks of degeneracy.
As a final remark in this section, we can analyze the effect of the projection
constraint. In our model, this constraint is introduced by considering only even
values of K (i.e. even values of S). Then, if the projection constraint was not
introduced, there would be an additional line between each two consecutive K-lines
in Figure 7.1. This would correspond to having an additional peak of degeneracy
between each two. But looking at Figure 6.4 one can see that, given the proportions
of the spacing between peaks and the width of those peaks, placing an additional
one between each two would almost result in no low degeneracy regions between
them, hiding then the “quasi-discrete” structure of the spectrum. Then, as pointed
out in [128], the regular pattern we are studying is a general feature that affects
to all states and not only those satisfying the projection constraint. However, it is
precisely the introduction of this constraint what makes the “discrete” structure to
arise in a clear and relevant way.
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7.4 Computation of ∆A
Let us then proceed to the explicit computation of these quantities. The steps we
are going to follow are:
• In the first place, using the MDD we will compute the quotient kmd
pmd
for maxi-
mally degenerate states (kˆmd).
• From (7.2) we will obtain an explicit relation S = S(p,K).
• We will use this explicit relation and the value of the quotient kˆmd to compute
the number of punctures of the maximally degenerate state pmd(K) for a given
value of K (the value of p at which the MD-line intersects a K-line in Figure
7.1).
• Then, again using the MMD, we will compute the mean contribution to the
area Aˆmd of a puncture in a configuration described by this distribution.
• Thus, the value of area associated with an intersection with a line characterized
by K will be Amd(K) = pmd(K)Aˆmd.
• Finally, computing the difference between Amd(K) for two consecutive even
values of K (Amd(K + 2)− Amd(K)), we will obtain the value of ∆A.
In order to compute kˆmd it is worth noticing that the quantity
S
p
can be seen
as the mean value of k of each puncture in a configuration. Then, to compute this
value in the case of the MMD, we can write
kˆmd =
∑
k
knˆk. (7.3)
Thus we can compute the value of kˆmd and we know that
kmd
pmd
= kˆmd . (7.4)
Now, from the relation between S and p in a given band (3S + 2p = K), we can
extract the following equation
S(p,K) =
K
3
− 2
3
p . (7.5)
Plugging this into (7.4), we get
kmd(p,K)
pmd(K)
=
K
3
− 2
3
pmd(K)
pmd(K)
= kˆmd ,
leading to
pmd(K) =
K
3kˆmd + 2
. (7.6)
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We have then the number of punctures that correspond to a maximal degeneracy
configuration for a given value of K (the intersection for a given K-line).
Now, to compute the mean contribution to the area from a puncture in a con-
figuration satisfying the MDD, we proceed in the same way as we did to compute
kˆmd. We then write
3
Aˆmd = 4piγ`
2
P
∑
k
nˆk
√
k(k + 2) . (7.7)
With this expression we can write the value of area associated with each of the
intersections for each value of K,
Amd(K) = pmd(K)Aˆmd =
KAˆmd
3kˆmd + 2
. (7.8)
We have then reached the main goal, i.e. obtaining the value of area associated
with the corresponding peak of degeneracy for each value of K. With this expression
we can numerically compute the value of area of each degeneracy peak. We can
also easily see that Amd has a linear dependence on K, so the peaks are evenly
spaced. We can hence compute this spacing just by taking the difference between
two consecutive values of K,
∆A = Amd(K + 2)− Amd(K) = Aˆmd(pmd(K + 2)− pmd(K)) = 2Aˆmd
3kˆmd + 2
. (7.9)
Then, finally, writing explicitly all the terms in the above result, we can express the
value of the area gap between peaks. Using the MDD for the GM counting
∆AGM = χGMγGM =
8piγGM`
2
P
∑
k
√
k(k + 2)(k + 1)e−λGM
√
k(k+2)
3(
∑
k k(k + 1)e
−λGM
√
k(k+2)) + 2
. (7.10)
If we change the factor (k + 1) by 2 we can account for the DL counting
∆ADL = χDLγM =
8piγM`
2
P
∑
k 2
√
k(k + 2)e−λDL
√
k(k+2)
3(
∑
k 2ke
−λDL
√
k(k+2)) + 2
, (7.11)
with the corresponding λDL.
7.5 Analysis of the results
In this section we present the numerical values obtained for χ and analyze them.
The resulting values of the expressions we have found can be easily computed using
MathematicaTM and we get
3We restore in this section the factor 4piγ`2P for convenience interpreting the results.
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χGM = 8.789242 , χDL = 8.784286 .
The fact that the difference between these two values is in the fourth digit gives
us a hint on the level of accuracy that is being reached. Besides, it was pointed
out in [19] that the value of χ is numerically close to 8 ln 3 = 8.788898. One can
see that the above results coincide, also up to the fourth digit, with this value, and
furthermore, that the value of 8 ln 3 is contained between the two above values of χ.
One can compute the deviations between those three values:
|χGM − 8 ln 3|
8 ln 3
= 0.000039 = 0.004% ,
|χDL − 8 ln 3|
8 ln 3
= 0.00052 = 0.05% ,
|χGM − χDL|
χGM
= 0.00056 = 0.06% .
Then, with a precision of 0.06%, the values of χGM, χDL and 8 ln 3 are the same. Of
course, this is still not a rigorous proof that χ is equal to 8 ln 3, but it is relevant to see
how, when one improves the accuracy of the calculations, the numerical coincidence
remains being satisfied.
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Figure 7.2: Comparison between the analytic values for the area of the peaks (dashed
vertical lines) and the actual peaks obtained from the computational data.
Let us end this section with two remarks.
• One can check that the results obtained with the model presented here are
in good agreement with the computational data obtained from the algorithm
of [18]. It can be seen in figure (7.2) how the values for the area of the
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Figure 7.3: The mean values of nˆk obtained from the computational results (points)
are compared with the exponential decrease expected from the MDD.
peaks that we obtained here fit the peaks observed in the spectrum obtained
from the computer. We see how the analytic values match in a nice way the
computational data. On the other hand, in figure (7.3) the mean values of
the nˆk obtained with the computer for the five most degenerate configurations
of three consecutive peaks (with areas between 170 and 177`2P) are compared
with those given by the MDD. One can check that, even for this extreme
low value of area, the agreement is quite good, as expected from the analysis
in section 6.3.2, so one can feel confident about the use of the MDD in the
computations. Finally, using these computational data we have observed that,
in fact, all configurations giving relevant contributions to the degeneracy at
any given peak are characterized by pairs of values (S, p) that satisfy the
relation (7.2) for the corresponding value of K, in complete agreement with
the analysis presented in this chapter. Thus, the computational data support
the fact that the model presented here works reasonably well.
• At this point we can analyze the results previously obtained in [128]. There,
the problem is addressed using a rather different approach, namely, reformu-
lating it in terms of the so called random walks. It is very interesting to see
how, within this alternative approach, the accumulation of states around cer-
tain values of area also becomes manifest. By treating the area spectrum of
LQG as an effectively quasi-equidistant spectrum, a way to compute the area
gap between peaks is then proposed. The value for ∆A was obtained as 2/3 of
the spacing in this effectively quasi-equidistant area spectrum. This 2/3 factor
was introduced ad hoc in order to fit the computational data. A noteworthy
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fact is that this independent derivation gave rise to the same expression (7.11).
Nevertheless, from our point of view it is not easy to reconcile the introduc-
tion of this 2/3 coefficient with the qualitative picture of a quasi-equidistant
spectrum being the origin of the observed regular pattern.
With the picture presented here, it is now rather easy indeed to understand
where this coefficient comes from. The fundamental area gap in the quasi-
equidistant spectrum of [128] corresponds to the mean area change given by
increasing S in one unit in our formalism. But as we have seen, S only takes
even values. Then the minimum increment in S must be two. Furthermore, if
one comes back to the relation between S0, p0 and K (K = 2S0 + 3p0) then
one can check that for each even value of S0 there are three corresponding
values of K (the ones corresponding to p0 = 1, 2, 3) and then to three peaks of
degeneracy. Hence, the mean area change given by increasing S in two units
corresponds to three times the area gap between peaks. Thus, the fundamental
gap of the quasi-equidistant spectrum in [128] is nothing but three halves of
the area gap between peaks ∆A.
7.6 Conclusion and outlook
Let us summarize the results of the chapter. We have analyzed the combinatorial
problem and we have qualitatively understood the reason why the highest degener-
ate configurations can only appear for some values of area and not for all of them.
When the discrete nature of the problem is taken into account, there are area regions
for which the “discrete configurations” are not allowed to satisfy a distribution close
to the one that gives the maximal degeneracy in the continuous case, thus giving rise
to the observed pattern in the black hole area spectrum. We have also verified that
the analysis is valid for both choices of labels, as the arguments presented here apply
equally to both cases, so it seems now rather natural that the analyzed behavior of
the spectrum appears with both counting procedures. Finally, our analytical com-
putations allowed us to obtain the values of area for which the peaks of degeneracy
should appear and showed that these values are evenly spaced. In addition, the re-
sults match in a nice way the computational data obtained in [18], thus supporting
the validity of the model. From this, we have also been able to compute the analytic
value of the corresponding parameter χ for both label choices and we have found
that the results coincide up to a precision of 0.06%. Furthermore, we have checked
out that, up to this improved precision, the surprising numerical coincidence with
8 ln 3 keeps holding.
There are still some important open questions. On the one hand, one may
ask which are the sources of this 0.06% deviation. Moreover, it would be very
interesting to obtain an analytical proof for the conjectured value of χ = 8 ln 3. On
the other hand, although the area gap between peaks obtained with our model has
no dependence on the area, one may be interested in knowing what would happen
to the width of the bands for large areas. Whether this width increases with area,
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thus hiding the quasi-discrete behavior, or not, is also an interesting issue to be
investigated. A comprehensive analysis of the full combinatorial problem could
shed light on some of these questions.
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Chapter 8
Black hole entropy and number
theory
The objective of this chapter is to take advantage of techniques coming from number
theory and discrete mathematics to tackle the combinatorial problem that gives rise
the black hole entropy in LQG. Using these techniques we provide a complete char-
acterization of the relevant sector of the spectrum of the area operator, including
degeneracies, and explicitly determine the solutions to the combinatorial problem.
Additionally, this algorithms can be implemented in a computer to confirm and ex-
tend previous results on the detailed structure of the black hole degeneracy spectrum
[129].
8.1 DL counting and number theory
In this section we want to solve the combinatorial problem stated in section 6.2.1.
An obvious way to proceed is by first computing the number dDL(A) of all different
sequences ~m = (m1,m2, ...,mN), of finite arbitrary length, such that A(~m) = A0,
and verifying
∑
I mI = 0. With this one can obtain trivially n(A0) just summing
dDL(A) for every value of area A ≤ A0, n(A) = 1 + NDL(A), with NDL(A) =∑A
A′=0 dDL(A
′).
For convenience, let us define the auxiliary label kI := 2|mI |. With this we have
A(~m) := 2
N∑
I
√
|mI |(|mI |+ 1) =
N∑
I
√
(kI + 1)2 − 1 =
kmax∑
kI
nk
√
(k + 1)2 − 1 ,
(8.1)
where nkI denotes, as in previous chapters, the number of times that a given value
of the label kI appears in the considered sequence and, thus, n1 + ... + nkmax = N
is just the length of the sequence. It is worth to note that we can always write
the factor
√
(kI + 1)2 − 1 as the product of an integer number times the square
root of a square-free positive integer number (SRSFN) by using its prime factor
decomposition. That means that the black hole area eigenvalues can be written as
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A =
∑r
i=1 qi
√
pi, with qi ∈ N, and pi a square-free number. Now, it is possible to
obtain the configurations α = {nkim}kmaxk=1 , for a given value of area A =
∑r
i=1 qi
√
pi,
by solving the equation
kmax∑
kI=1
nkI
√
(kI + 1)2 − 1 =
r∑
i=1
qi
√
pi . (8.2)
If, given a set {qi, pi}ri=1, there exist some (at least one) configuration α = {n1, ..., nkmax}
verifying this equation, then A =
∑r
i=1 qi
√
pi is an eigenvalue of the area operator.
The equation (8.2) can be solved in two steps. First, identifying the values of
kI such that
√
(kI + 1)2 − 1 is a multiple of some √pi, and second determining the
values nkI that tell us how many times each of them appears. In order to deal with
the first problem we must solve the equations associated with each of the SRSFN’s
in the r.h.s. of (8.2), i.e. √
(k + 1)2 − 1 = y√pi, (8.3)
with y ∈ N. This is equivalent to solve the so called Pell equation x2 − piy2 = 1
where the unknowns are x := k + 1 and y. This equation has been studied in
depth in the literature (see, for instance [130]). The equation (8.3) has infinite
solutions {(kim, yim) : m ∈ N} which can be obtained from the fundamental one
(ki1, y
i
1) corresponding to the minimum, nontrivial, value of both k
i and yi, according
to the equation:
(kim + 1 + y
i
m
√
pi) = (k
1
i + 1 + y
i
1
√
pi)
m , (8.4)
where it can be seen that both kim and y
i
m grow exponentially with m. The funda-
mental solutions can be obtained, for instance, using continued fractions. Once we
have the solutions to the Pell equations, {(kim, yim) : m ∈ N}, we can substitute in
equation (8.2) and we are left with the diophantine equation for the nkim
r∑
i=1
∞∑
m=1
nkimy
i
m
√
pi =
r∑
i=1
qi
√
pi . (8.5)
Using the fact that the SRSFN numbers are linearly independent over the rational
numbers (and, hence, over the integers), the previous equations can be split into r
diophantine equations
∞∑
m=1
yimnkim = qi , i = 1, ..., r . (8.6)
Several comments are in order now. First, these are diophantine linear equations in
the unknowns nkim with the solutions restricted to take non-negative values. They
can be solved by standard algorithms, most of them implemented in commercial
symbolic computing packages. Second, although we have extended the sum in (8.6)
to infinity, it is actually finite because the yim grow with m without bound. Third,
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for different values of i the equations (8.6) are written in terms of disjoint sets of
unknowns. This means that they can be solved independently of each other (a very
convenient fact when performing actual computations). Indeed, if (ki1m1 , y
i1
m1
) and
(ki2m2 , y
i2
m2
) are solutions to the Pell equations associated with different square-free
integers pi1 and pi2 , then k
i1
m1
and ki2m2 must be different. This can be easily proved
by reductio ad absurdum.
It may happen that some of the equations in (8.6) admit no solutions. In this
case
∑r
i=1 qi
√
pi does not belong to relevant part of the area spectrum. On the other
hand, if these equations do admit solutions, the
∑r
i=1 qi
√
pi belong to the spectrum
of the area operator, the numbers kim tell us the spins involved, and the nkim count
the number of times that the edges labeled by the spin kim/2 pierce the horizon.
Then, by solving the equations (8.6) we can know explicitly every spin configuration
contributing to the degeneracy for a given value of area.
Let us denote by S iqi , i = 1, ..., r, the set built form the solutions to the i-th
diophantine equation appearing in (8.6) as:
S iqi = {αi = {(nkim)}Mim=1 :
Mi∑
m=1
yimnkim = qi} . (8.7)
The elements in these sets are combined in the Cartesian product SA = ×ri=1S iqi to
give all the solutions to the system (8.6). The set SA contains all the configurations
α = (α1, α2, ..., αr) = {nkim}i,m ∈ SA compatible with the area eigenvalue A =∑r
i=1 qi
√
pi.
Once we have these configurations, it is immediate to obtain the number of all the
~m lists that we are looking for. This can be done by assigning a degeneracy factor
to these configurations coming from two sources. The first source of degeneracy
comes form the fact that the punctures on the horizon are distinguishable and, thus,
reordering the mI-labels we obtain ~m lists that have to be considered as different.
We shall call this degeneracy r-degeneracy, and the expression associated with it,
for a given configuration α = {nkim}i,m, can be easily obtained applying elementary
combinatorial techniques
R(α) =
(
∑r
i=1
∑
m nkim)!∏r
i=1
∏
m nkim !
, (8.8)
where the sum and product are extended to all the elements nkim of the configuration
α.
The second source of degeneracy comes form the fact that, in order to obtain
a ~m list form a ~k list, we have the freedom to assign a sign to each kI = 2|mI |,
taking into account that the condition
∑
I mI = 0 is satisfied. Then, what we shall
call m-degeneracy consists of the number of ~m sequences that can be obtained from
a given configuration by assigning signs to each kI , while verifying the projection
constraint
∑
I mI = 0. This problem is closely related to the partition problem of
counting how many partitions of a set K = {k1, ..., kN} of N (possibly equal) natural
numbers into two disjoint sets K1 and K2, such that
∑
k∈K1 k =
∑
k∈K2 k, exist.
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This problem has been already studied in the literature (see, for instance, [131], and
references therein) and the result is
PDL(α) =
2N
M
M−1∑
l=0
N∏
I=1
cos (2pilkI/M) , (8.9)
where M = 1 +
∑N
I=1 kI .
This problem can be solved in a different way. It is not difficult to realize that
the number of different ways of assing sings over a list of kI labels specified by a
configuration α = {nkim}, in such a way that they sum up zero, can be obtained as
the constant term in the Laurent expansion of
N∏
I=1
(zkI + z−kI ).
A closed expression for that term can be obtained using the Cauchy theorem in the
complex plane. If we parameterize z = eiθ, the zero order coefficient in the Laurent
expansion of the previous function can be given by
PDL(α) =
1
2pi
∫ 2pi
0
dθ
∏
k
(2 cos kθ)nk . (8.10)
The expressions (8.9) and (8.10) are different expressions for the same solution.1
At this point we can state that the number dDL(A) of different lists ~m =
(m1, ...,mN) verifying A(~m) :=
∑N
I
√|mI |(|mI |+ 1) = A and ∑I mI = 0 is given
by
dDL(A) =
∑
α∈SA
R(α)PDL(α) . (8.11)
The above procedure can be efficiently implemented in a computer to explicitly
obtain the black hole degeneracy in terms of the area. In order to see the fundamen-
tal structure of the degeneracy we can plot the number dDL(A) in terms of the area.
This can be seen in figure 8.1. We can see that the result obtained in [18, 19] by a
brute force analysis, summarized in section 6.4, is reproduced. Specifically we can
see that the number of sequences dDL(A) is distributed forming a ‘band structure’
in terms of the area. Peaks of degeneracy appear evenly spaced, with regions of
some order of magnitude less degeneracy between them, giving rise to an effectively
equidistant spectrum. Figure 8.1 contains all the information about the degeneracy
spectrum and from it is trivial obtain a plot of the number of states NDL(A) in
terms of the area just by summing up until the area considered (see figure 8.2). The
logarithm of this number (plus one) is the black hole entropy as stated in [117],
which presents the same steps than NDL(A) but following a linear growth (plus a
logarithmic correction).
1We will see in chapter 10 a different way of solving this problem by means of the theory of
group characters.
8.1 DL counting and number theory 117
Figure 8.1: Plot of the degeneracy dDL in terms of the area (in Planck units)
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Figure 8.2: Plot of the number of states NDL(A) in terms of the area (in Planck
units)
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8.2 GM counting and number theory
Let us proceed now to tackle the combinatorial problem proposed in section 6.2.2.
In a similar way to the previous section this can be done in two steps. First,
given a value for the area of the horizon A, we shall determine all the possible ~j
lists of arbitrary length verifying A(~j) = A. But for each of these ~j sequences,
there is still some freedom left to choose all the compatible ~m lists satisfying the
projection constraint; this will be the second step. By adding all the compatible
~m lists verifying
∑
I mI = 0 for each single permissible
~j sequence, we will get the
total number dGM(A) of (
−−→
j,m) lists compatibles with A. From this, nGM(A0) can
then be trivially obtained as nGM(A0) = 1 +
∑A0+δ
A=A0−δ dGM(A). The main difference
between this counting and the standard one resides in the fact that now a given ~m
list might be counted more than once, if it turns out to be compatible with more
than one permissible ~j list. We thus expect to obtain here a larger number of states.
In order to carry out the first step we shall follow a procedure very similar to
the one presented in the previous section. In particular, we can define an auxiliary
variable kI := 2jI and proceed exactly in the same way that in section 8.1 to find
SA, the set of all configurations α compatibles with area A =
∑r
i qi
√
pi. In fact SA
is exactly the same set computed in the previous section.
Following the reasoning of section 8.1, we can obtain the number dGM(A) of (
−−→
j,m)
lists assigning a degeneracy to the previously computed configurations. The first
source of degeneracy is the same that the one appearing in section 8.1, namely the r-
degeneracy coming from reordering the kI labels over the distinguishable punctures,
and it is given by
R(α) =
(
∑r
i=1
∑
m nkim)!∏r
i=1
∏
m nkim !
, (8.12)
where again the sum and product are extended to all the elements nkim in the con-
figuration α.
The second source of degeneracy is the only difference in the resolution of the
combinatory problem with respect to the DL counting. In this counting procedure
we will call m-degeneracy the number of different assignments to each label kI of
the (kI + 1) values of mI , 2mI ∈ {−kI ,−kI + 2, ..., kI}, verifying
∑
I mI = 0. There
are several ways to solve this problem and we want to discuss here all of them.
The problem of find the m-degeneracy is equivalent in this case to counting the
number of irreducible representations, taking into account multiplicities, that appear
in the tensor product
⊗N
I=1[jI ], where, [jI ] = [kI/2] denotes the irreducible repre-
sentation of SU(2) corresponding to spin jI . The reason is that the decomposition
of the tensor product of representations in the direct sum of irreducible representa-
tion is a decomposition in states with defined ‘total spin j’ and ‘total m’. If the set
of kI = 2jI labels specified for the configuration α = {nk} is compatible with the
projection constraint (that is when (
∑
k knk) ∈ 2N), each irreducible representation
present in the direct sum decomposition has one state with total m = 0. Then, in
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order to know how many states exist with total m = 0 it is enough to count the
number of irreducible representations present in the direct sum decomposition.
In order to solve this problem we rely on techniques developed in the context of
conformal field theories [76]. The starting point is to write the tensor product of
two SU(2) representations in the form[
k1
2
]
⊗
[
k2
2
]
=
∞⊕
k3=0
Nk3k1k2
[
k3
2
]
, (8.13)
where the integers Nk3k1k2 , called fusion numbers [76], tell us the number of times
that the representation labeled by k3/2 appears in the tensor product of [k1/2] and
[k2/2]. If we take into account that the algebra of the characters of the SU(2)
representations, χkI =
sin (kI+1)θ
sinθ
, involves the fusion numbers
χk1χk2 =
∑
k3
Nk3k1k2χk3 ,
and, in addition, that these characters are orthonormal with respect to the SU(2)
scalar product
〈χki |χkj〉SU(2) :=
∫ 2pi
0
dθ
pi
sin2 θ χkiχkj = δij ,
we can obtain easily the number we are looking for as
PGM(α) =
∞∑
j=0
〈
∏
k
χnkk |χkj〉SU(2) (8.14)
=
∞∑
j=0
∫ 2pi
0
dθ
pi
sin2 θ
∏
k
(
sin (k + 1)θ
sin θ
)nk sin (kj + 1)θ
sin θ
,
where the product is extended over all the k apearing in the configuration α = {nk}.
An alternative way of obtaining the m-degeneracy is by means of the spectral
theory of Toeplitz matrices [132] as follows. For each k ∈ N∪{0}, we introduce now
the infinity fusion matrices (Ck)k1k2 := N k2k1k, where k1, k2 ∈ N ∪ {0}. These can be
shown to satisfy the following recursion relation
Ck+2 = XCk+1 − Ck, k = 0, 1, . . . (8.15)
where we have introduced the notation X := C1. Explicitly Xk1k2 = δk1,k2−1 +
δk1,k2+1, which shows that X is a Toeplitz matrix [132]. The solution to (8.15), with
initial conditions C0 = I and C1 = X, can be written as
Ck = Uk(X/2), k = 0, 1, . . .
in terms of the Chebyshev polynomials of the second kind Uk. The tensor product
of an arbitrary number of representations can be decomposed as a direct sum of
120 Black hole entropy and number theory
irreducible representations by multiplying the fusion matrices introduced above. By
proceeding in this way we get[
k1
2
]
⊗
[
k2
2
]
⊗ · · · ⊗
[
kN
2
]
=
∞⊕
k=0
(Ck2Ck3 · · ·CkN )k1k
[
k
2
]
.
Notice that the product of matrices appearing in the previous formula is, in fact, a
polynomial in X. The total number of representations, that gives the solution to
the combinatorial problem at hand, is simply given by
∞∑
k=0
(Ck2Ck3 · · ·CkN )k1k. (8.16)
This is just the sum of the (finite number of non zero) elements in the k1 row of the
matrix Ck2Ck3 · · ·CkN . A useful integral representation for this sum can be obtained
by introducing a resolution of the identity for X as in [132] and the well-known
identity Un(cos θ) = sin[(n+ 1)θ]/ sin θ. In fact, equation (8.16) can be equivalently
written as
PGM(α) =
2
pi
∫ pi
0
dθ cos
θ
2
[
cos
θ
2
− cos (K+ 3
2
)
θ
]∏
k
(
sin(k + 1)θ
sin θ
)nk
, (8.17)
where K = k1 + · · ·+ kN .
Yet another different way of solving this problem is to realize that what we are
doing is composing SU(2) representations and asking how many states with total
m = 0 there exist in such composition. This question can be solved by asking for
the multiplicity of the m = 0 U(1) irreducible representation in the decomposition
of the tensor product of the SU(2) representations involved. This can be done easily
using again the characters of the representations. Because the characters ηm = e
imθ
of the U(1) irreducible representations are orthonormal with respect to the standard
scalar product in the circle
〈ηi|ηj〉U(1) = 1
2pi
∫ 2pi
0
dθe−imiθeimjθ = δij , (8.18)
we can obtain the number we are looking for just by projecting the product of
characters of the SU(2) representations involved over the character of the m = 0
U(1) irreducible representation η0 = 1
P (α) =
1
2pi
∫ 2pi
0
dθ
∏
k
(
sin (k + 1)θ
sin θ
)nk
. (8.19)
There is a different way of obtain an expression for the m-degeneracy based
on the generating functions introduced in Chapter 9. The m-degeneracy can be
obtained as the coefficient of the term of order zero of the Laurent expansion of the
function ∏
k
(
k∑
α=0
zk−2α
)nk
=
∏
k
(
zk+1 − z−k−1
z − z−1
)nk
. (8.20)
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This coefficient can be obtained applying the Cauchy theorem in the complex plane
PGM(α) =
1
2pi
∫ 2pi
0
dθ
∏
k
(
sin (k + 1)θ
sin θ
)nk
, (8.21)
where the product runs over all the k’s appearing in the configuration α.
It is worth to note that, in spite of the different appearance of expressions (8.14),
(8.17), (8.19) and (8.21), they are three integral representations of the solution to
the same problem.
Once we have expressions for the two sources of degeneracy we can compute
the number dGM(A) of different (
−−→
j,m) lists such that A(j) = A and satisfying the
projection constraint as
dGM(A) =
∑
α∈Sa
R(α)PGM(α) (8.22)
When we plot the final results in Figure 8.3, we see that, in spite of the new
features considered in the counting, we obtain a completely equivalent behavior for
the degeneracy, including the evenly spaced band structure and the exponential
growing of the height of peaks.
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Figure 8.3: Plot of the degeneracy dGM in terms of the area (in Planck units)
Now, in order to obtain nGM(A0) as stated above, we only need to sum the
degeneracy corresponding to all states falling in the corresponding area interval δ.
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8.3 Comments
In the previous sections we have been able to find a number-theoretic-combinatorial
way to tackle the problem of calculating the degeneracy spectrum of spherical black
holes in LQG. Our procedure has several advantages over previous approaches. First,
we have been able to characterize the area spectrum in a proper way, giving an
algorithm to explicitly find every single spin configuration contributing to each value
of the area spectrum. In particular, the degeneracies of the area eigenvalues can be
obtained. This has allowed us to reproduce and understand the band structure
already observed in [18], [19] for the black hole degeneracy spectrum in a much
more efficient way. We not only recover previous results obtained by using a brute
force algorithm, but easily extend them to area values significantly larger than those
reached in [18, 19] up to approximately 500`2P . Moreover, with our methods it is
possible to compute the configurations and degeneracy even for much larger values
of area. As a token we give the degeneracy for an area of 8320
√
2 + 14400
√
3 +
2240
√
6+4640
√
15+1120
√
35, which is 3.46437296507975 · · ·×1024420. Additionally
we have shown that the techniques presented can be applied to a very wide range
of combinatorial situations, in particular the DL and GM problem can be treated
in an unified way.
We want to comment that, as we have clearly stated, the two different countings
that we have studied above correspond to two different physical models. That is, at
the physical level it is clear that the two models are based on different considerations.
Nevertheless, when one arrives to the specific combinatorial problem to solve in
order to compute the entropy, our techniques allow treat they in an unified way.
Concretely, the only difference between the two proposed combinatorial problems
can be associated with the different values of the label mI that can be assigned to
each label kI belonging to a given configuration. This fact gave rise to different
expressions for the m-degeneracy for each counting procedure.
Moreover, in spite of the the fact that both counting procedures are physically
inequivalent, the obtained results are very similar. Both dDL(A) and dGM(A) present
the same pattern, namely the ‘band’ structure shown in the Figures 8.1 and 8.3. In
fact, the only difference between both results can be codified in the value of the
γ parameter. Specifically, as we showed in the previous chapter, if we compare
the value of a relevant quantity in the spectrum, namely the area gap between two
consecutive peaks ∆A, obtained from the previous plots, we obtain
∆ADL := γDLχDL ,
∆AGM := γGMχDL ,
where χ = χDL ≈ χGM ≈ 8.8.
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8.4 Analysis of the results
The aim of this section is take advantage of the techniques presented in the previous
sections to provide a detailed analysis of the combinatorial problem [134]. The tech-
niques presented allow us to make a detailed study of every part of the combinatorial
problem, trying to unravel the origin and properties of the observed behavior of the
degeneracy spectrum. This analysis, valuable by its own, can provide important in-
formation in order to undertake the asymptotical study of the degeneracy spectrum
in the large area limit.
We are going to separate the analysis in two different parts. On the one hand
we are going to study the relative importance of each value of the label kI in the
degeneracy spectrum. On the other hand, we are going to analyze the contribution
of each source of degeneracy to a given configuration, namely the m-degeneracy and
the r-degeneracy, and their influence to the observed pattern.
As shown in the previous sections all the information about the degeneracy spec-
trum is contained in the function dDL(A) which shows explicitly the band structure
responsible of the periodic pattern. Then, in this section we will pay attention to
this function. Moreover we will focus in the standard DL counting, but the obtained
results can be exactly applied to the GM counting.
8.4.1 Hierarchy in the kI relevance
The techniques presented in section 8.1 are very convenient for analyzing the hierar-
chy in the contribution of each value of the label kI := 2|mI | to the observer pattern.
The reason is that we know that the area eigenvalues have the form A =
∑
i qi
√
pi,
being qi positive integers and pi squarefree numbers. But, given a squarefree number
appearing in an area eigenvalue, the Pell equation tells us which are exactly the val-
ues of kI that can appear in the horizon states for that value of area. For example,
if the area eigenvalue contains a multiple of the square root of the squarefree pi = 2,
the Pell equation tells us that horizon states with kI = 2, 16, 98, .. can appear in the
spectrum. An important advantage of this fact is that by considering only values
of area containing a chosen subset of squarefree numbers we can have control on
which values the kI are going to appear in the spectrum. In this way we can study
how the shape of the degeneracy spectrum changes when different values of kI are
involved just by considering values of area given in terms of the squarefree number
that we allow the appearance of these kI .
As we know form section 6.3.2, the smaller kI is, the higher is its contribution to
the highest degenerate states. Then, we are interested in studying the contribution
of values of kI in increasing value order 1, 2, 3, 4, 5... According to the Pell equation,
this values of kI appear in states compatibles with area eigenvalues containing the
squarefree numbers 3, 2, 15, 6, 35, ... respectively. Let us then begin analyzing the
degeneracy spectrum obtained just considering areas proportional to
√
3, thus al-
lowing only the values kI = 1, 6, 25, .... The results can be seen in the figure 8.4. We
see that the contribution given by this family of states grows exponentially, giving
124 Black hole entropy and number theory
a straight line in the log plot. It is relevant to see how the exponential growth of
states can already be seen within a so reduced subset of the area spectrum.
100 200 300 400 500 600
20
40
60
Figure 8.4: Plot of the log of the total degeneracy considering areas proportional to√
3 in terms of the area (in Planck units).
As a next step we can consider values of area involving two squarefree numbers
(3 and 2) , three (3,2 and 15), an so on, and observe how the spectrum is modified
when we are allowing in this way new values of kI . When doing so, there are some
interesting behaviors that are observed.
• The first thing to notice is that, the ‘band’ structure in the spectrum appears
clearly for very few values of kI involved. In fact, with linear combinations of
2 squarefree numbers (3 and 2), it is not possible to distinguish those struc-
tures in the spectrum yet, but as soon as 3 different squarefree numbers are
considered, the bands can already be observed, as seen in Figure 8.5. In fact,
the only reason for not observing the bands with 2 squarefree numbers is that
there are not enough points (values of area). The mean separation between
points is of the same order of the band periodicity, giving thus not enough
resolution for the bands to become evident.
• The second thing is that, after that, adding linear combinations of more square-
free numbers, does not change the structure and position of the bands. As one
adds new squarefree numbers in the values of the area spectrum (allowing
thus higher values of kI), the only effect that can be observed is that more and
more points appear ‘in’ the peaks, but not ‘out’ the peaks, giving as a result
a better resolution of the shape, but not modifying significantly any feature
of the structure.
• The third point is that, as soon as the 5 or 6 first squarefree numbers are con-
sidered, the spectrum obtained is almost indistinguishable from the complete
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Figure 8.5: Plot of dDL versus area (in Planck areas) considering only areas involving
the squarefrees numbers 3, 2 and 15.
one. This is, with the first 5 squarefree numbers we are able to reproduce all
the points in the spectrum that have a degeneracy within the same order of
magnitude than the maximum. New area values including new kI will include
points appearing in the ‘base’ of the peaks, some orders of magnitude below
in degeneracy.
• Another thing to notice is that, when considering a given squarefree number,
we have different values of kI . However, the lower ones give the maximal
contribution. In fact, if we only take into account this lower values, the change
in the values of degeneracy associated with the corresponding values of area
is completely negligible, so we can conclude that these lower values are giving
all the relevant contribution.
The information that one can extract from the above analysis is very valuable,
in particular the fact that the highest degeneracy states responsible for the observed
pattern in the degeneracy spectrum are (mostly) composed by punctures with by
kI = 1, 2, 3, 4, 5, 6, what is in concordance with the structure of the MDD presented
in section 6.3.2. Moreover, we know that the area values containing this config-
urations are those containing multiples of square roots of the squarefree numbers
3, 2, 15, 6. Then, considering only this values of area we are completely sure that
no relevant information is being missed and, at the same time, neglecting a huge
amount of ‘useless’ information that obstructs the calculations and analysis. In fact,
all the plots appearing in the present chapter contain this approximation. In addi-
tion, this kind of ‘smart’ approximation can be very useful to study the large area
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asymptotical behavior, since it enormously simplifies the analysis while keeping all
the relevant information of the problem.
8.4.2 r-degeneracy vs m-degeneracy
In previous sections we described that the degeneracy associated with a given
spin configuration comes from two different sources, the r-degeneracy and the m-
degeneracy. In this subsection we are going to study the contribution to the spectrum
of each of this sources which can provide very useful information about the origin
of the observed pattern.
If we plot each of the degeneracy sources separately in terms of the area we obtain
the structures observed in Figures (8.6) and (8.7). The first piece of information
that we can extract from that plots is that the band structure comes from the r-
degeneracy. The contribution of this degeneracy shows exactly the same pattern as
the total one. The only difference is that the exponential growth of the peaks is less
pronounced.
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Figure 8.6: Plot of r-degeneracy versus area (in Planck areas).
On the other hand we can observe that the m-degeneracy shows also an ex-
ponential growth that, added to the structure of the r-degeneracy, gives the more
pronounced exponential growth of the peaks appearing in the total degeneracy.
One could think that the exponential growth of the m-degeneracy should modify
the shape of the peaks and shift their values of area. This effect is not observed,
however, in the comparison between the total spectrum and the one given by r-
degeneracy. In order to understand why, one should ask about which points of the
m-degeneracy plot correspond to the ones appearing in the peaks in Figure 8.1. To
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Figure 8.7: Plot of m-degeneracy versus area (in Planck areas)
do so, lets restrict our attention only to one single peak. The analysis made in
Chaptern7 provided a criterium to characterize the configurations belonging to a
peak of degeneracy. This configuration share the value of the variable K. In order
to check this criterium we can color the points corresponding to a single value of
K in the Figure 8.1. We can see in Figure 8.8 that they give rise to a complete
peak. There are no points in the peak with a different value of K and there are
no points with the selected value of K in other peaks. Only in the ‘base’ of the
peaks, with degeneracies lower in some orders of magnitude, the configurations with
different values of K get mixed. This is a very nice evidence for the kind of analysis
performed in Chapter 7.
Now we can study the corresponding points for this value of K in the m-
degeneracy plot. They seem to appear in a particular configuration that does not
follow the exponential growth, but rather stays in an almost constant degeneracy
region. This can be seen in Figure 8.9 where we compare both sources of degeneracy
for the single value of K. This way we can explain why the m-degeneracy does not
modify the shape of the bands. All the points in the spectrum belonging to a given
peak have degeneracies of the same order of magnitude (almost constant), and not
following an exponential growth. The exponential growth in the m-degeneracy only
appears when moving through consecutive values of K.
With this analysis at hand it can be easily understood why the result obtained
for both label countings, DL and GM, produce equivalent results. The reason lies
in the fact that, as we showed in the previous sections, the r-degeneracy responsible
of the band structure is common for both countings of states. Both countings differ
in the expression for the m-degeneracy which translates into a different rate of
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Figure 8.8: Points corresponding to a given value of K (black points).
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Figure 8.9: Comparisons between the r-degeneracy (gray points) and the m-
degeneracy (black points) for a given value of K.
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the exponential growing of states. This fact is reflected in a different slope in the
entropy-area relation and, thus, in a different value of the B-I parameter γ. This is
the only quantitative difference between the results of both countings procedures as
long as the degeneracy d(A) is concerned.
8.5 Improving the standard entropy counting
In section 8.1 we computed the entropy of a black hole as stated in [117]. The diffi-
culty of the counting as stated in [17] resides in the fact that the states to be counted
do not have direct information about the area. The aI numbers labeling states of the
Chern-Simons theory living on the horizon were related with the mI labels. However
the sequences of m labels do not contain direct information about the area, but they
do in an indirect way through the relation with j labels. Given a ~m list, all the infor-
mation we have about the area is a lower bound, A(~m) := 2
∑N
I
√|mI |(|mI |+ 1),
which is obtained assigning a ~j list with the lowest allowed value for each jI , that is
jI = |mI |. In [117] this problem was bypassed appealing to the exponential growing
of states with area: the number of ~j lists verifying A(~j) ∈ [A − δ, A + δ] can be
substituted by the number of lists verifying A(~j) ≤ A. This argument is common
in statistical mechanics [133] when a extremely strong growing of states is present.
The existence of the inequality allows to compute the number of ~m list because the
knowledge of their lower area bound.
However the detailed study of the number of states in the problem of black hole
entropy in LQG presented in the previous sections have shown that this number does
not grow exponentially, instead presents a very particular oscillatory pattern coming
from the band structure of dDL(A). Then, in order to perform an accurate counting,
we have to reformulate the combinatorial problem starting from [17]. One can
additionally argue that the number of states in the interval [A− δ, A+ δ] can always
be obtained from the number of states in the range A′ ≤ A just by subtracting the
result for the corresponding values of A. However one has to be careful in comparing
states defined for different Chern-Simons theory levels κ. In addition, in that way
not all the Chern-Simons states are counted, and this will imply a vanishing number
of states in the limit δ → 0.
However, the techniques presented in the previous section have provided a com-
plete control of every step of the combinatorial problem. On the one hand they
provide a complete characterization of the area spectrum allowing to characterize
every single eigenvalue of the black hole area operator. On the other hand, given
an area eigenvalue A0, we are able to obtain every single configuration of integers
kI labels verifying
∑N
I=1
√
kI(kI + 2) = A0. This detailed control about the combi-
natorial problem can be very useful to solve the entropy counting as stated in [17]
in an exact way, with neither approximation nor extra assumptions [134]. In order
to do this we want to solve the following combinatorial problem:
ω(A) is the number of ~m = (m1,m2, ...,mN) ordered, arbitrary long, sequences
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of non zero elements of 1
2
Z such that for each of them there exist at least one list
~j = (j1, j2, ..., jN) of non zero elements of
1
2
N, such that mI ∈ {−jI ,−jI + 1, ..., jI}
and
N∑
I=0
mI = 0 , A(~j) := 2
N∑
I=1
√
jI(jI + 1) = A . (8.23)
The procedure explained in the previous section allows to find ω(A). In section
8.1 we computed all the configurations α = {nk} satisfying
∑N
I=1
√
kI(kI + 2) = A.
Identifying jI = kI/2 we have all the configurations α = {nj} compatible with
area A. From this configurations is trivial obtain all the ~j sequences satisfying
A(~j) =
∑N
I=1
√
jI(jI + 1) = A just by finding all possible reorderings of labels. Then
all the possible lists ~m that we are looking for can be easily constructed starting
from each of these ~j sequences and subtracting integer values to the jI labels. We
can construct an algorithm that allows us to compute all such configurations, taking
care of not repeating any ~m list, and then sum its degeneracies in order to obtain
ω(A).
The value of ω(A) in terms of the area is shown in Figure (8.10). We can see in
this plot that the ‘band structure’ is present when an exact computation is done.
The number of horizon states as proposed in [17] can be obtained from ω(A) taking
care of the relation between aI and mI labels [134].
The knowledge of the number of horizon states compatible with every single
value of the black hole area spectrum can be used to obtain physical information
besides the entropy. In particular, it can be exploited to obtain information about
the spectrum of Hawking radiation [135]. Because the limited knowledge about the
coupling between radiation and geometry in LQG, it is not possible to perform a
dynamical study. However, even when the probability of emission of a quanta of
Hawking radiation by the black hole is related with the details of radiation-geometry
coupling, the ratio between emission probabilities has more to do with ratios between
degeneracies than with dynamics. Under very general and reasonable assumptions
about the behavior of the coupling radiation-geometry, a huge amount of information
of the spectrum of black hole emission can be extracted from the degeneracy of the
black hole states in terms of the area [136, 137].
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Figure 8.10: Plot of ωDL in terms of the area (in Planck units).
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Chapter 9
Towards the asymptotical
expansion
In the previous chapters we have described the computation of black hole entropy
in the context of LQG as stated in [17]. We have seen that, in this context, the
Beckenstein-Hawking entropy-area relation is recovered in the macroscopic area
regime. Moreover, superposed to this leading linear behavior of entropy with area,
LQG predicts that the entropy grows by discrete steps, being the size of these steps
of order of the Planck area. However, the existence of this particular behavior has
been showed to be present for ‘micorscopic’ black holes, of around half thousand
Planck areas. In this regime one can be suspicious about the legitimacy of employ-
ing the formalism of Isolated Horizons, which is justified in the macroscopic regime.
In addition, one can not rule a priori out the possibility that, in considering higher
values of area, the width of the bands gets larger and this phenomenon dilutes for
macroscopic black holes. It is very important, then, to extend the previous results
to the large area regime. However this is not a trivial task at all.
On the other hand in sections 6.3.1 and 6.3.2 we showed how previous analytical
results [121, 118] showed that, in the large area regime the growing of entropy with
area is just linear. Are then these results telling us that the discrete behavior gets
diluted? In chapter 7 we showed that, in the formalism of GM, the approximations
employed, in particular considering the occupancy numbers nk as continuous, were
the responsible of hiding the richer behavior of the problem. However, the formalism
employed by Meissner [121] uses exact methods to find the entropy and, except if
there is something missing in that work, one can consider this result as a proof of
the dilution of the discrete structure in the large area regime.
The objective of this chapter is twofold. On the one hand we want to show how
one can obtain closed expression for the solution of the combinatorial problems that
give rise to black hole degeneracy. This can be done by using generating functions
[20] and the results of the previous section. These generating functions provides a
very convenient way of encode the information about the combinatorial problem and
are particularly useful to carry out an asymptotic expansion. We want to exploit
this fact in the second part of the chapter. Using these generating functions one can
134 Towards the asymptotical expansion
recover, from a different perspective, the results of Meissner [122]. This will help
to identify the missing ingredients in the derivation of Meissner that can allow the
presence of the band structure in the macroscopic regime.
9.1 Generating functions
The objective of this section is to find generating functions for the combinatorial
problems for the entropy counting stated in sections 6.2.1 and 6.2.2. This was
obtained in [20] and here we want to reproduce that results.
In section 8.1 and 8.2 we saw how the black hole degeneracy d(A) can be obtained
once we have the set SA of all the configurations α = {nk} compatible with a given
area A by associating two sources of degeneracy to each of these sets α = {nk},
namely the r-degeneracy and the m-degeneracy. We saw that the r-degeneracy is
common for both entropy countings DL and GM, and the difference between them
is codified in the m-degeneracy. Then, we want to obtain the generating function
for the degeneracy in two steps. In the first step, common for both countings, we
will find the generating function for the r-degeneracy. In a second step, we will add
to this result the m-degeneracy for each entropy counting.
9.1.1 Generating function for the r-degeneracy
Given a value of area A =
∑r
i=1 qi
√
pi the r-degeneracy is given by the expression
R(A) =
∑
α∈SA
(∑r
i
∑
m nkim
)
!∏r
i=1
∏
m nkim !
, (9.1)
where SA contains of all the sets α = {nkim} of solutions of the system of decoupled
diophantine equations
∞∑
m=1
nkimy
i
m = qi, i = 1, ...r , (9.2)
with yim non-negative integer numbers obtained by the known solutions to the Pell
equations. In order to find a generating function for R(A) we will split the problem
in three steps:
1. We will find a generating function for the number of solutions to the diophan-
tine equations (9.2). That is, the number∑
α∈SA
1 . (9.3)
2. We will modify the previous generating function to introduce the denominators
appearing in (9.1). That is, the number
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∑
α∈SA
1∏r
i=1
∏
m nkim !
. (9.4)
3. We will modify the generating function to account also for the numerators of
(9.1) and reproduce the total number R(A).
1. Let us solve the first step. It is not difficult to find a generating function that
count the number of solutions of a diophantine equation
nki1y
i
1 + nki2y
i
2 + ... = qi , (9.5)
for the unknowns nkim . If we consider the function
f(x) = (x0·y
i
1 + x1·y
i
1 + x2·y
i
1 + ...)(x0·y
i
2 + x1·y
i
2 + x2·y
i
2 + ...)... , (9.6)
it is not difficult to realize that the coefficient of the term of order qi in the
Taylor expansion of f(x) around x = 0 gives the number of solutions to the
diophantine equation. The sum inside the brackets can be formally made to
obtain a generating function for the number of solutions
f(x) =
1
1− xyi1
1
1− xyi2 ... =
∞∏
m=1
1
1− xyim . (9.7)
Now if we have a set of decoupled diophantine equations as (9.2) the number
of solutions is just the product of the number of solutions of each equation,
and the generating function is
f(x1, x2, ...) =
∞∏
i=1
∞∏
m=1
1
1− xyimi
. (9.8)
The number we are looking for is just∑
α∈SA
1 = [xq11 , x
q2
2 , ..., x
qr
r ]f(x1, x2, ...) , (9.9)
where we have used the notation [xq11 , x
q2
2 , ..., x
qr
r ]f(x1, x2, ...) for the coefficient
that multiplies xq11 , x
q2
2 , ..., x
qr
r in the Taylor expansion of f(x1, x2, ...) around
xi = 0.
2. We can easily modify the previous generating function to incorporate the fac-
tors appearing in the denominator of the expression for R(A). This can be
done by modifying the expression (9.6) for each diophantine equation as follows
f(x) −→ g(x) = ( 1
0!
x0·y
i
1+
1
1!
x1·y
i
1+
1
2!
x2·y
i
1+...)(
1
0!
x0·y
i
2+
1
1!
x1·y
i
2+...)... . (9.10)
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Again, the sum inside the brackets can be formally done
g(x) =
∞∏
m=1
ex
yim . (9.11)
Now it is immediate to obtain the number we are looking for
∑
α∈SA
1∏r
i=1
∏
m nkim !
= [xq11 , x
q2
2 , ..., x
qr
r ]g(x1, x2, ...) , (9.12)
being
g(x1, x2, ...) =
∞∏
i=1
∞∏
m=1
ex
yim = exp
( ∞∑
i=1
∞∑
m=1
x
yim
i
)
. (9.13)
3. The factor in the numerator of R(A) is N !, being N =
∑
i
∑
m nkim . To
introduce this factor in the numerator we will make use of the expansion of
the exponential in g(x1, x2, ...)
exp
( ∞∑
i=1
∞∑
m=1
x
yim
i
)
= 1 +
( ∞∑
i=1
∞∑
m=1
x
yim
i
)
+
1
2!
( ∞∑
i=1
∞∑
m=1
x
yim
i
)2
+ ... , (9.14)
The key idea is to realize that each term in the above expansion will be the
contributions of configuration α = {nkim} with constant N . That is, the term
1 can contribute only when a configuration with every nkim = 0 appears, that is
N = 0; the term
(∑∞
i=1
∑∞
m=1 x
yim
i
)
can contribute when configurations with
just one nkim = 1 and the rest equal to zero appear, that is configurations with
N = 1; and so on. Then, the only modifications that we have to introduce in
g(x1, x2, ...) is multiply each term in the expansion (9.14) by the corresponding
N !
G(x1, x2, ...) = 0!1 + 1!
( ∞∑
i=1
∞∑
m=1
x
yim
i
)
+ 2!
1
2!
( ∞∑
i=1
∞∑
m=1
x
yim
i
)2
+ ...
=
1
1−∑∞i=1∑∞m=1 xyimi . (9.15)
Then, given an area eigenvalue A =
∑r
i=1 qi
√
pi, the number we are looking
for is given by
R(A) = [xq11 , x
q2
2 , ..., x
qr
r ]G(x1, x2, ...) . (9.16)
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There exist an alternative argument to obtain the generating functionG(x1, x2, ...)
in a quicker way. We are looking for the number of different sequences ~k = (k1, k2, ..., kN),
with arbitrary N , satisfying A =
∑
I
√
kI(kI + 1), for a given value of area A =∑r
i=1 qi
√
pi. By the solutions to the corresponding Pell equation we know, for each
kI , the value of y and p such
√
kI(kI + 1) = y
√
p. Because the number R(A)
has the form of the multinomial coefficients, it is possible to obtain the number of
permissible ~k sequences with a fixed number of elements N as
[xq11 , x
q2
2 , ..., x
qr
r ]GN(x1, x2, ...) , (9.17)
being GN(x1, x2, ...) the multinomial
GN(x1, x2, ...) =
( ∞∑
i=1
∞∑
m=1
x
yim
i
)N
.
If the length of ~k is arbitrary we can obtain the generating function for R(A) just
summing up for every N
G(x1, x2, ...) =
∞∑
J=1
GJ(x1, x2, ...) = 1 +
( ∞∑
i=1
∞∑
m=1
x
yim
i
)
+
( ∞∑
i=1
∞∑
m=1
x
yim
i
)2
+ ... =
=
1(
1−∑∞i=1∑∞m=1 xyimi ) , (9.18)
recovering the result obtained above.
9.1.2 Adding the m-degeneracy
We want to introduce the m-degeneracy in the generating function. Because this
degeneracy is different for the DL and GM counting, the two cases have to be
distinguished.
The m-degeneracy can be introduced in a straightforward way. For the standard
DL counting, once the values of kI appearing in each configuration are given, the
m-degeneracy is given by the constant term in the Laurent expansion of
N∏
I=1
(zkI + z−kI ),
whereas for the GM counting it is given by the constant term in the Laurent expan-
sion of
N∏
I=1
kI∑
α=0
zkI−2α =
N∏
I=1
zkI+1 − z−kI−1
z − z−1 .
With this the desired generating functions for the combinatorial problems can be
obtained as
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GDL(z, x1, x2, . . . ) =
(
1−
∞∑
i=1
∞∑
m=1
(zk
i
m + z−k
i
m)x
yim
i
)−1
, (9.19)
GGM(z, x1, x2, . . . ) =
1− ∞∑
i=1
∞∑
m=1
( kim∑
α=0
zk
i
m−2α
)
x
yim
i
−1 . (9.20)
These functions have an extra auxiliary argument z that is not present in (9.15).
The degeneracy can be obtained then as
dDL(A) = [z
0, xq11 , x
q2
2 , ..., x
qr
r ]G
DL(x1, x2, ...) , (9.21)
dGM(A) = [z
0, xq11 , x
q2
2 , ..., x
qr
r ]G
GM(x1, x2, ...) . (9.22)
It is worth to comment that, despite the apparent infinite number of terms
involved in the different sums and products appearing in the above, for a given
value of area only a finite numbers of variables and terms are needed. It is only the
fact that the diophantine equations that we need to solve have an effective number
of variables that depends on the area, that forces to introduce a formally infinite
number of them.
To show the power of this techniques let us show a concrete example [20]. If
we take an area A = 40
√
2 + 40
√
3 the total degeneracy is given by taking the
generating function
GDL(z, x1, x2) =
=
1
1− (z2 + z−2)x21 − (z16 + z−16)x121 − (z + z−1)x2 − (z6 + z−6)x42 − (z25 + z−25)x152
.
The value of the black hole degeneracy is given by the coefficient of z0x401 x
40
2 in the
power series expansion of GDL(z, x1, x2). This is
dDL = 991809938488860909241077458398212.
9.2 Black hole entropy from generating functions
We want to devote this section to obtain closed expressions for the black hole en-
tropy using the generating functions for the degeneracy obtained in the previous
section. We will restrict this study to the standard DL counting and we want to
take advantage of techniques based on Laplace transforms as presented in [122].
For illustrative purposes we will being omitting the projection constrain, to later
introduce it.
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Let us call AIH = {An : An < An+1} the set of eigenvalues of the black hole area
operator. We can construct the following distribution
dDL(A) =
∑
n∈N
dDL(An)δ(A− An) , (9.23)
being δ(x) the usual delta Dirac distribution, which have the property that
n(A) = 1 +
∫ A
0
dA dDL(A) . (9.24)
Taken into account the trivial fact1
L[δ(A− An); s] = e−Ans , (9.25)
we can obtain that
L[dDL(A); s] =
∑
n∈N
dDL(An)e
−Ans , (9.26)
and, thus
dDL(A) = L−1[
∑
n∈N
dDL(An)e
−Ans;A] . (9.27)
Now we want to take advantage of the following fact concerning Laplace transforms.
If F (A) = L−1[f(s);A] then the integral on F (A) can be obtained as∫ A
0
F (A)dA = L−1[1
s
f(s);A] . (9.28)
Applying this to dDL(A)∫ A
0
dDL(A)dA = L−1[1
s
∑
n∈N
dDL(AN)e
−Ans;A] . (9.29)
At this stage is when the generating function GDL(z, x1, x2, ...) plays a key role,
because it allows us to write
∑
n∈N dDL(AN)e
−Ans in an easy way. For the case
without projection constraint it is trivial to verify that
GDL(1, e−s
√
p1 , e−s
√
p2 , ...) =
∑
n∈N
dDL(AN)e
−Ans + 1 , (9.30)
because we have changed
xq11 , x
q2
2 ...x
qr
r −→ e−s(q1
√
p1+q2
√
p2+...+qr
√
pr) = e−sAn
1In the following L[f(A); s] denotes the Laplace transform, expressed in the variable s, of the
function f(A). On the other hand, L−1[f(s);A] denotes the inverse Laplace transform of the
function f(s) in terms of the variable A.
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in the Taylor expansion of the generating function. From (9.19) we obtain
GDL(1, e−s
√
p1 , e−s
√
p2 , ...) =
(
1− 2
∞∑
i=1
∞∑
m=1
e−sy
i
m
√
pi
)−1
. (9.31)
We can now use the Pell equation to write yim
√
pi =
√
kim(k
i
m + 2)
GDL(1, e−s
√
p1 , e−s
√
p2 , ...) =
(
1− 2
∞∑
k=1
e−s
√
kim(k
i
m+2)
)−1
, (9.32)
and we can write expression (9.29) as∫ A
0
dDL(A)dA = L−1[ 2
∑∞
k=1 e
−s
√
kim(k
i
m+2)
s
(
1− 2∑∞k=1 e−s√kim(kim+2)) ;A] , (9.33)
and finally
n(A) = 1 +
∫ A
0
dDL(A)dA = L−1[ 1
s
(
1− 2∑∞k=1 e−s√kim(kim+2)) ;A] . (9.34)
Let us now introduce the projection constraint. This can be easily done by
computing the coefficient of the zero order term in the variable z of the generating
function (9.19). This can be done using the Cauchy theorem in the complex plane
[z0]GDL(z, x1, x2, ...) =
1
4pi
∫ 4pi
0
dwG(eiw/2, x1, x2, ...) . (9.35)
Then, the projection constraint can be included making the following substitution
in the previous expressions
G(1, x1, x2, ...) −→ [z0]G(z, x1, x2, ...).
With this∫ A
0
dDL(A)dA = L−1[ 1
4pi
∫ 4pi
0
dw
2
∑∞
k=1 cos (wk/2)e
−s
√
kim(k
i
m+2)
s
(
1− 2∑∞k=1 cos (wk/2)e−s√kim(kim+2)) ;A] ,
(9.36)
and
n(A) = L−1[ 1
4pi
∫ 4pi
0
dw
1
s
(
1− 2∑∞k=1 cos (wk/2)e−s√kim(kim+2)) ;A] . (9.37)
At this point we should compare these results with the ones presented in section
6.3.1. If we compare expressions (6.14) and (6.21) with the previous expressions
(9.33) (9.36), we can observe that using generating function we obtain exactly the
same expressions that Meissner obtained using recurrence relation (once some mis-
sprints are taken into account [122]).
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9.3 Asymptotical expansion of the entropy
In the previous section we have obtained analytical closed expressions for n(A),
which are very convenient to tackle the study of the behavior of n(A) in the large
area regime. However, because the expressions obtained are equivalent to the ones
obtained by Meissner, we can expect that the asymptotical behavior of n(A) be just
the one obtained by him, presented in section 6.3.1. This would mean that, if we
consider big enough areas for the horizon, the band structure is diluted, and we are
left just with an exponential growth for the degeneracy. The only way out to this
situation is that there exist some missing point in the Meissner analysis, that can
allow the discrete structure to be present. In fact, that is the situation, as shown in
the recent analysis [122]. The key point is in the analysis of the pole structure of
the function2
1
s
(
1− 2∑∞k=1 e−s√kim(kim+2)) . (9.38)
This function has an infinite number of poles that are confined to a band in the com-
plex plane. Their real parts are bounded from above by s = piγM = 0.746231795...
which is the only real pole (the one obtained by Meissner). There is only a single
pole with real part equal to piγ what constituted the Meissner argument to claim
that the asymptotical behavior of the inverse Laplace transform
L−1[1
s
(
1− 2
∞∑
k=1
e−s
√
kim(k
i
m+2)
)−1
;A] ∼
∑
si
Res[
1
s
(
1− 2
∞∑
k=1
e−s
√
kim(k
i
m+2)
)−1
esa]
(9.39)
is driven by this single real pole. However, as shown in [122], the real part of
the complex poles has an accumulation point precisely for the value piγM . This is
the missing point in the Meissner analysis. This fact implies that the asymptotic
behavior of the inverse Laplace transform is no longer dominate by the real pole,
because there exist several (infinite in fact) complex poles with a real part arbitrarily
close to piγM , that can change drastically the large area behavior. The best way to
show how the pole accumulation can change the asymptotical expansion is using
a simple example. Let us consider one of the examples appearing in the Meissner
paper [121]
f(s) =
2
s(es/2 − 3) . (9.40)
The Laplace transform inverse can be computed exactly
L−1[f(s);A] = 3b2Ac , (9.41)
where the symbol bxc indicates the integer part of x.
2This expression is for the case with no projection constraint, however the argument is exactly
the same when the projection constraint is included.
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The real pole is s = 2 ln 3 and considering the behavior of the Laplace transforms
driven just by this pole, we obtain
L−1[f(s);A] ∝ 32A . (9.42)
The difference between both results is given by 32A − 3b2Ac. This function grows
exponentially with A.
The conclusion of this analysis is that in order to obtain an accurate analysis
of the asymptotic behavior of entropy with area the contribution of the (infinite)
complex poles has to be considered. This is not a trivial task that has to be carried
out in order to show if the discrete structure survive for macroscopic black holes
[138].
Chapter 10
Conformal field theory and Black
Hole entropy in LQG
10.1 Introduction
Ever since the pioneering work of Bekenstein [11] about the physical entropy of black
holes, one of the main challenges of quantum gravity has been to describe the micro-
scopic degrees of freedom responsible for this entropy. At the present time there are
several proposals that, in spite of their totally different motivations, have reproduced
the Bekenstein-Hawking law at the leading order, furthermore showing an agreement
in the first order logarithmic correction. This proliferation of different alternatives
raises the puzzle of understanding the underlying reason of this broad agreement.
On the basis of the observation that, in addition, most of these approaches involve
Conformal Field Theory (CFT) techniques at some stage, it has been suggested that
conformal symmetry could play a fundamental role in this scenario (see [21, 22, 23]
and references therein).
As we have seen in previous chapters, Loop Quantum Gravity (LQG) offers a
detailed description of the black hole horizon quantum states [17]. In the Isolated
Horizon framework a black hole is introduced as an inner boundary of the space-
time manifold. Over this boundary, constraints implementing the Isolated Horizon
properties are imposed. They reduce, already at the classical level, the SU(2) gauge
symmetry of the theory to a U(1) gauge symmetry on the horizon. These U(1)
degrees of freedom, that at the quantum level fluctuate independently from the ones
of the bulk, are described by a Chern-Simons (CS) theory and are responsible for
the horizon entropy. As shown in previous chapters, by counting these CS degrees
of freedom, a robustly verified (chapter 8) linear behavior of entropy as a function of
the horizon area is obtained at the leading order, showing in addition the existence
of a first order logarithmic correction.
On the other hand, E. Witten proposed [24] the correspondence between the
Hilbert space of generally covariant theories and the space of conformal blocks of a
conformally invariant theory. This idea was applied in [139, 140] to the computation
of the entropy for a horizon described by a SU(2)-CS theory, by putting its Hilbert
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space in correspondence with the space of conformal blocks of a SU(2)-Wess-Zumino-
Witten (WZW) model.
The purpose of the present chapter is to make use of Witten’s correspondence
for the U(1)-CS theory describing the black hole horizon in LQG, looking for some
hints on the role of CFT techniques in this framework. Taking into account the fact
that this U(1) group arises as the result of a geometric symmetry breaking from the
SU(2) symmetry in the bulk, one can still make use of the well established correspon-
dence between SU(2) Chern-Simons and Wess-Zumino-Witten theories. However,
in this case it will be necessary to impose restrictions on the SU(2)-WZW model in
order to implement the symmetry reduction. Through this procedure we expect to
eventually reproduce the counting of dimensions of the U(1)-CS Hilbert space1 [141].
10.2 Implementing the analogy between Chern-
Simons and Wess-Zumino-Witten
Let us begin by recalling the classical scenario and how the symmetry reduction
takes place at this level. The geometry of the bulk is described by a SU(2) connec-
tion, whose restriction to the horizon S gives rise to a SU(2) connection over this
surface. As a consequence of imposing the Isolated Horizon boundary conditions
this connection is reduced to a U(1) connection. In [17] this reduction is carried
out, at the classical level, just by fixing a unit vector ~r at each point of the horizon.
By defining a smooth function r : S → su(2), a U(1) sub-bundle is picked out from
the SU(2) bundle. This kind of reduction can be described in more general terms
as follows (see for instance [142]). Let P (SU(2), S) be a SU(2) principal bundle
over the horizon, and ω the corresponding connection over it. A homomorphism λ
between the closed subgroup U(1) ⊂ SU(2) and SU(2) induces a bundle reduction
form P (SU(2), S) to Q(U(1), S), being Q the corresponding U(1) principal bundle
with reduced U(1) connection ω′. This ω′ is obtained, in this case, from the restric-
tion of ω to U(1).
All the conjugacy classes of homomorphisms λ : U(1) → SU(2) are represented in
the set Hom(U(1), T (SU(2))), where T (SU(2)) = {diag(z, z−1)|z = eiθ ∈ U(1)} is
the maximal torus of SU(2). The homomorphisms in Hom(U(1), T (SU(2))) can be
characterized by
λp : z 7→ diag(zp, z−p) , (10.1)
for any p ∈ Z. However the generator of the Weyl group of SU(2) acts on T (SU(2))
by diag(z, z−1) 7→ diag(z−1, z). If we divide out by the action of the Weyl group
we are just left with those maps λp with p a non-negative integer, p ∈ N0, as
representatives of all conjugacy classes. These λp characterize then all the possible
ways to carry out the symmetry breaking from the SU(2) to the U(1) connection
that will be later quantized.
1The analysis of this chapter is restricted to the standard DL counting.
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However, one can follow the alternative approach of first quantizing the SU(2)
connection on S and imposing the boundary conditions later on, at the quantum
level. This would give rise to a SU(2)-CS theory on the horizon to which the
boundary conditions have to be imposed. The correspondence with conformal field
theories can be used at this point to compute the dimension of the Hilbert space
of the SU(2)-CS as the number of conformal blocks of the SU(2)-WZW model, as
it was done in [139]. It is necessary to require, then, additional restrictions to the
SU(2)-WZW model that account for the symmetry breaking, and consider only the
degrees of freedom corresponding to a U(1) subgroup.
Let us briefly review the computation in the SU(2) case, to later introduce the
symmetry reduction. The number of conformal blocks of the SU(2)-WZW model2,
given a set of representations P = {j1, j2, ..., jN}, can be computed in terms of the
so-called fusion numbers N ril [76] as
NP =
∑
ri
N r1j1j2N
r2
r1j3
...N jNrN−2jN−1 . (10.2)
These N ril are the number of independent couplings between three primary fields,
i.e. the multiplicity of the r-irreducible representation in the decomposition of the
tensor product of the i and l representations [ji]⊗ [jl] =
⊕
rN
r
il[jr]. This expression
is known as a fusion rule. NP is then the multiplicity of the SU(2) gauge invariant
representation (j = 0) in the decomposition of the tensor product
⊗N
i=1[ji] of the
representations in P . The usual way of computing NP is using the Verlinde formula
[76] to obtain the fusion numbers. But alternatively one can make use of the fact that
the characters of the SU(2) irreducible representations, χi = sin [(ji + 1)θ]/ sin θ,
satisfy the fusion rules χiχj =
∑
rN
r
ijχr. Taking into account that the characters
form an orthonormal set with respect to the SU(2) scalar product, 〈χi|χj〉SU(2) = δij,
one can obtain the number of conformal blocks just by projecting the product of
characters over the gauge invariant representation
NP = 〈χj1 ...χjN |χ0〉SU(2) =
∫ 2pi
0
dθ
pi
sin2 θ
N∏
I=1
sin [(jI + 1)θ]
sin θ
. (10.3)
This expression is equivalent to the one obtained in [139, 140] using the Verlinde
formula, giving rise to the same result for every set of punctures P .
To implement, now, the symmetry breaking we have to restrict the representa-
tions in P to a set of U(1) representations. This corresponds in the case of Chern-
Simons theory to performing a symmetry reduction locally at each puncture. It is
known that each SU(2) irreducible representation j contains the direct sum of 2j+1
U(1) representations eijθ ⊕ ei(j−1)θ ⊕ ...⊕ e−ijθ. One can make an explicit symmetry
reduction by just choosing one of the possible restrictions of SU(2) to U(1) which,
as we saw above, are given by the homomorphisms λp. This corresponds here to pick
2Notice that, though we are omitting the κ subindex, the group of the WZW theory is in fact
the quantum group SU(2)κ. The κ dependence is implicit in the allowed sets of representations
P.
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out a U(1) representation of the form eipθ ⊕ e−ipθ with some p ≤ j. The fact that
we will be using these reducible representations, consisting of T (SU(2)) elements
as U(1) representatives, can be seen as a reminiscence from the fact that the U(1)
freedom has its origin in the reduction from SU(2).
Having implemented the symmetry reduction, let us compute the number of
independent couplings in this U(1)-reduced case. Of course, we are considering
now U(1) invariant couplings, so we have to compute the multiplicity of the m =
0 irreducible U(1) representation in the direct sum decomposition of the tensor
product of the representations involved. As in the previous case, this can be done
by using the characters of the representations and the fusion rules they satisfy. These
characters can be expressed as η˜pI = e
ipIθ + e−ipIθ = 2 cos pIθ. Again, we can make
use of the fact that the characters ηi of the U(1) irreducible representations are
orthonormal with respect to the standard scalar product in the circle. Then, the
number we are looking for is given by
NPU(1) = 〈η˜p1 ...η˜pN |η0〉U(1) =
1
2pi
∫ 2pi
0
dθ
N∏
I
2 cos pIθ , (10.4)
where η0 = 1 is the character of the U(1) gauge invariant irreducible representa-
tion. We can see that this result is exactly the same as the one obtained for P (α) in
Eq. (8.10), coming from the U(1)-CS theory, just by identifying the pI with kI labels.
10.3 Remarks and Conclusions
Let us put this result in context with the entropy counting. As explained in chapter
8, in computing the entropy of a black hole within LQG there are several con-
tributions involved. Some of them are related with the LQG framework, like the
computation of the set SA of all the permissible configurations α by characterizing
the black hole area spectrum, or R(α) due to the distinguishability of the punctures
originated in the quantization process. The term P (α), however, is related with the
CS theory on the horizon. Once one has introduced all the conditions imposed by
the LQG framework, what is left is the counting of states of a CS theory subject
to some external inputs. That is what P (α) is counting. Then, if there is any
connection between this CS theory and a Conformal Field Theory, one should ex-
pect this CFT to reproduce precisely this term P (α), subject to the same external
inputs. This is exactly what we observe here by identifying the pI and kI labels.
We are, thus, proposing a precise implementation of Witten’s analogy through this
symmetry reduced counting that yields the expected result.
From the physical point of view, the main change we are introducing, besides
using the CS-CFT analogy, is to impose the Isolated Horizon boundary conditions
at the quantum level, instead of doing it prior to the quantization process. This is
a preliminary step in the direction of introducing a quantum definition of Isolated
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Horizons.3
It is important to remark that the results obtained in this chapter do not jeopar-
dize at all with the particular way of formulating the combinatorial problem for the
entropy counting. In this chapter we have followed the standard DL formulation,
which is encoded in the set SA of permissible configurations. The role of this set in
this chapter was just impose restrictions on the allowed Chern-Simons states and,
thus, the relation between U(1)-CS and WZW models as presented here is insensi-
tive to a modification or improvement of the combinatorial setting. For instance,
the introduction of the improved counting as proposed in section 8.5 is completely
compatible with the results proposed in this chapter.
It is very interesting to observe that, as shown in [134], the contribution to
entropy of P (α) has a linear growth with area, including a logarithmic correction.
The R(α) term, on the other hand, introduces very particular quantum effects,
that are specific from LQG. In particular, the stair-like behavior appearing at the
Planck scale in the entropy-area relation has its origin in this factor. Thus, the
picture obtained here seems to be compatible with the proposed role of conformal
symmetry on the first order behavior of black hole entropy.
3The results of this chapter can be completed by an explicit construction of the quantum SU(2)-
Chern-Simons theory on the horizon, which will show that the imposition of the IH boundary
conditions leads to the kind of symmetry reduction proposed here [143].
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Conclusiones
Es comunmente aceptado que el efecto Hawking es una de las claves ma´s impor-
tantes que tenemos a d´ıa de hoy sobre las propiedades que ha de tener una teor´ıa de
gravedad cua´ntica. Su amplia aceptacio´n y robustez tienen su origen en la analog´ıa
termodina´mica. Sin embargo, existen puntos de´biles en la derivacio´n que podr´ıan
platear dudas sobre su validez. En particular, el aparente papel fundamental que
tiene la f´ısica por encima de la escala de Planck, conocido como problema trans-
planckiano, pone en tela de juicio la robustez de la derivacio´n. Este problema no es
u´nico de agujeros negros y se extiende al resto de efectos de radiacio´n te´rmica en
presencia de horizontes, como el efecto Unruh y el efecto Gibbons-Hawking. Es alta-
mente no trivial eliminar de la derivacio´n la f´ısica por encima de la escala de Planck
de forma que el espectro te´rmico se vea inalterado, tal como sugiere la analog´ıa
termodina´mica. Una simple estimacio´n de la contribucio´n de las altas frecuencias
virtuales mediante el formalismo de Bogoliubov, aparentemente muestra que son
esenciales para producir el resultado te´rmico.
En esta Tesis se ha analizado detalladamente este problema, explotando las ven-
tajas que presenta una derivacio´n de los efectos te´rmicos en te´rminos de funciones
de dos puntos. Esta derivacio´n ha permitido deducir de forma simple la radiacio´n
Hawking para diferentes campos cua´nticos, as´ı como extenderla al ana´lisis del efecto
Unruh y Gibbons-Hawking. En lo que al problema transplankiano respecta, esta
formulacio´n permite formular el problema de manera invariante y mediante canti-
dades que involucran al observador que mide la radiacio´n. Esto permite introducir
un cut-off (en distancias) excluyendo la f´ısica transplanckiana para este observador.
Los resultados indican que el espectro Hawking se ve inalterado para frecuencias
menores que unas 100 veces la frecuencia t´ıpica de emisio´n, lo cual pone de mani-
fiesto su robustez. Este estudio puede ser extendido al caso del efecto Unruh, el cual
se muestra ma´s insensible incluso a la f´ısica transplanckiana que el propio efecto
Hawking, debido a la naturaleza particular del problema.
Para reforzar estas conclusiones es posible analizar el problema modificando las
funciones de correlacio´n a la escala de Planck de manera expl´ıcita. Las deforma-
ciones propuestas aqu´ı siguen la filosof´ıa expuesta en [69], donde las relaciones de
dispersio´n son modificadas a la escala de Planck manteniendo la invariancia Lorentz.
En nuestro caso, las funciones de correlacio´n han sido modificadas respetando las
simetr´ıas de los problemas originales: simetr´ıa Lorentz en el efecto Unruh, de Sitter
SO(4, 1) en el efecto Gibbons-Hawking, y simetr´ıa conforme dos dimensional en el
efecto Hawking. El ana´lis realizado en esta Tesis demuestra que las simetr´ıas juegan
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un papel fundamental en la robustez del resultado te´rmico para los tres efectos.
Las te´cnicas y resultados obtenidos en el contexto de radiacio´n te´rmica por hor-
izontes pueden ser particularmente u´tiles en el ana´lisis de otro efecto ı´ntimamente
relacionado. La amplificacio´n de las fluctuaciones del vac´ıo por la expansio´n in-
flaccionaria del universo primordial, responsable del espectro de inhomogeneidades
del fondo co´smico de microondas, tiene un origen estrechamente ligado al efecto
Gibbons-Hawking. En esta Tesis se han revisado las predicciones para el espectro
de inhomogeneidades en el contexto de la teor´ıa cua´ntica de campos en espacios
curvos. El estudio se ha centrado en aquellas cantidades fundamentales, como la
variancia de las fluctuaciones gaussianas del inflato´n, que sufren de las divergen-
cias t´ıpicas en teor´ıa de campos cuando aparecen valores esperados de operadores
cuadra´ticos. Estas divergencias pueden ser eliminadas empleando me´todos de renor-
malizacio´n bien establecidos, como es el me´todo de renormalizacio´n adiaba´tica. Sin
embargo, tal y como se muestra en la Tesis, la eliminacio´n de las divergencias tiene
efectos en las predicciones de las magnitudes observables que realiza inflacio´n. En
particular, las predicciones de inflacio´n en el contexto de “slow-roll” para el ‘Espec-
tro de Potencias’ escalar y tensorial, se ven modificadas. Esto lleva a una modifi-
cacio´n en la condicio´n de consistencia que relaciona el cociente entre las amplitudes
escalar-tensor, r, con los ı´ndices espectrales. Adicionalmente, las predicciones para
los modelos ma´s simples de inflacio´n (con los potenciales cao´ticos φ2, φ4) muestran
que, cuando los efectos de renormalizacio´n se tiene en cuenta, ambos potenciales
caen dentro de la regio´n de 68% de nivel de confianza en el plano (ns, r) de los
resultados experimentales de WMAP-5 an˜os. Por contra, las predicciones esta´ndar
descartan el potencial φ4. Las predicciones realizadas en esta Tesis estara´n dentro
del rango experimental de la pro´xima misio´n PLANCK.
Otro de los temas estudiados en este trabajo esta´ relacionado con otro aspecto
fundamental en la termodina´mica de agujeros negros: su entrop´ıa. En esta Tesis
se ha analizado de forma minuciosa el problema del ca´lculo de la entrop´ıa de un
agujero negro de Schwarzschild en el contexto de Loop Quantum Gravity (LQG).
El estudio detallado de los ingredientes del problema que da lugar al ca´lculo de
la entrop´ıa, ha permitido entender de forma cualitativa el origen de la estructura en
bandas que aparece en el espectro de degeneracio´n. Au´n ma´s, la imagen propuesta
produce expresiones anal´ıticas que dan cuenta del valor exacto del a´rea al que tiene
lugar cada pico de degeneracio´n, proporcionando por tanto informacio´n cuantitativa
precisa sobre las principales caracter´ısticas del feno´meno observado, como es el valor
del periodo de la estructura en bandas.
Tambie´n hemos realizado un estudio pormenorizado del problema combinato-
rio del ca´lculo del nu´mero de microestados accesibles de un agujero negro de a´rea
fijada. Empleando te´cnicas provenientes de teor´ıa de nu´meros y combinatoria disc-
reta, hemos resuelto exactamente dicho problema. Esto ha permitido dar una car-
acterizacio´n de la parte relevante del espectro de a´reas de LQG, as´ı como calcular
expl´ıcitamente todos los microestados cua´nticos compatibles con una configuracio´n
macrosco´pica de agujero negro dada, caracterizada por el a´rea. Adicionalmente, los
me´todos presentados pueden ser eficientemente implementados en un computador
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para confirmar y extender los resultados previos sobre la estructura detallada del
espectro de degeneracio´n.
Estos me´todos son de gran utilidad para atacar el problema del comportamiento
de la entrop´ıa en el l´ımite de grandes a´reas, de forma que se evite cualquier aproxi-
macio´n que pueda esconder parte de la riqueza del problema. En particular, hemos
visto co´mo es posible obtener funciones generatrices que codifiquen la solucio´n al
problema combinatorio en los coeficientes de desarrollos en serie. Estas funciones
permiten obtener fo´rmulas cerradas para la degeneracio´n, las cuales son particular-
mente interesantes para abordar el estudio del l´ımite asinto´tico.
En la u´ltima parte de la Tesis se ha demostrado como, cuando se trata de forma
adecuada la simetr´ıa gauge de la teor´ıa, es posible poner en correspondencia los gra-
dos de libertad del horizonte con grados de libertad de una teor´ıa conforme. Hemos
demostrado como la analog´ıa propuesta por Witten entre teor´ıas covariantes gen-
erales y teor´ıas conformes, se puede implementar de forma precisa en este contexto.
Mediante una rotura de simetr´ıa ana´loga a la que se impone en el caso cla´sico, la
entrop´ıa de un agujero negro puede calcularse a trave´s del nu´mero de bloques con-
formes de una teor´ıa de Wess-Zumino-Witten. Este resultado constituye un primer
paso hac´ıa la definicio´n cua´ntica de horizonte aislado. Adicionalmente abre tambie´n
la puerta a la relacio´n entre la entrop´ıa de agujeros negros en LQG y las teor´ıas
conformes, la cual es de especial relevancia tanto por la potencia de ca´lculo que
presenta como por la relacio´n con otros marcos teo´ricos.
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Appendix A: Dirac equation in the
Schwarzschild geometry
We will proceed now to solve the massless Dirac equation in a curved background
with spherical symmetry. The equation to solve is4
γµ∇µψ = 0 (10.5)
where γµ = γaV µa (x) satisfy {γµ, γν} = 2gµν , {γa, γb} = 2ηab and V µa V νb ηab = gµν
represent the vierbeins5. Note that ∇µψ = (∂µ− Γµ)ψ where Γµ = −14γbγcV νb ∇µVνc
represents the spin connection. We will take the curved space line element ds2 =
e2ρdx+dx− − r2dΩ2, with dx+dx− = dt2 − dr∗2, and ηab = diag(1,−1,−1,−1).
Introducing the ansatz ψ = e
−ρ/2
r
Φ and making the simplest choice for vierbeins
(i.e., to be parallel to the unit vectors in t, r∗, θ, φ directions), the Dirac equation
(10.5) becomes
γaV ia∂iΦ +
1
r
[
γ2
sin1/2 θ
∂θ sin
1/2 θ +
γ3
sin θ
∂φ
]
Φ = 0 (10.6)
where the index i runs over the non-angular variables. Since for x± = t±r∗ we have
γaV ia∂i = e
−ρ[γ0∂t + γ1∂r∗ ], (10.6) can be written in the more familiar form
∂tΦ = −γ0γ1
[
∂r∗ +
eρ
r
(
γ2γ1
sin1/2 θ
∂θ sin
1/2 θ +
γ3γ1
sin θ
∂φ
)]
Φ (10.7)
The angular part of this equation can be reexpressed as eργ0K/r:
∂tΦ = −γ0γ1
[
∂r∗ − e
ρ
r
γ0K
]
Φ (10.8)
where the operator K
K = γ0
(
γ1γ2
sin1/2 θ
∂θ sin
1/2 θ +
γ1γ3
sin θ
∂φ
)
(10.9)
4For earlier references see [144, 145], and for a more advanced treatment (no needed for the
purposed of this Thesis) see [146].
5Due to our convention for the metric signature the γa matrices should verify the conditions
(γ0)2 = −I, (γi)2 = I. However, to agree with the standard notation for Dirac matrices in this
appendix we have flipped the metric signature to (+,−,−,−). This is, however, irrelevant for the
computations carried out in section 2.1.2.
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commutes with the Dirac equation as well as ~J2 and J3 and, therefore, its eigen-
values can be used to characterize the angular part χmjκj of the modes: Kχmjκj =
(−κj)χmjκj , with κ2j = (j + 12)2. Moreover the eigenfunctions χmjκj admit the fol-
lowing decomposition χmjκj = c
+χ+mjκj + c
−χ−mjκj , with
χ+mjκj =
 η(rˆ)mjκj
0
 (10.10)
χ−mjκj =
 0
η(rˆ)
mj
−κj
 (10.11)
Therefore, in a stationary spacetime, ρ = ρ(r), a general solution can then be
expressed as
ψwκjmj(x) =
e−ρ/2e−iwt
r
 Gwκj(r)η(rˆ)mjκj
−iFwκj(r)σ1η(rˆ)mjκj
 (10.12)
where we have used that σ1η(rˆ)
mj
κj = η(rˆ)
mj
−κj and the functions Fwκj(r
∗) and Gwκj(r
∗)
satisfy the following equations (see also [147])
∂r∗Gwκj = −
eρ
r
κjGwκj + wFwκj (10.13)
∂r∗Fwκj =
eρ
r
κjFwκj − wGwκj (10.14)
Adding the time-dependent part, the above equations lead to plane-wave solutions
∼ e−iw(t±r∗) = e−iwx± for all κj as r →∞.
We note that the form of the eigenfunctions χmjκj can be worked out immediately
if the vierbeins are chosen to be parallel to unit vectors in the standard t, x, y, z
directions6. The bispinors ηmjκj can be constructed, as it is well-known, using
the Clebsch-Gordon rules for addition of angular momentum in terms of spherical
harmonics and two-component spinors, and the result is
η(rˆ)
mj
κj<0
=
 √ j+mj2j Y mj−1/2j−1/2 (θ, φ)√
j−mj
2j
Y
mj+1/2
j−1/2 (θ, φ)
 (10.15)
and
η(rˆ)
mj
κj>0
=
 √ j+1−mj2j+2 Y mj−1/2j+1/2 (θ, φ)
−
√
j+1+mj
2j+2
Y
mj+1/2
j+1/2 (θ, φ)
 (10.16)
6With this orientation for the vierbeins, K can be written as K = γ0(I + 2~S · ~L), which is the
standard form of this operator in Minkowski space.
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With the modes given in (10.12) conveniently normalized, the quantized Dirac
field can be expanded in modes as
ψ(x) =
∑
κjmj
∫
dw
[
awκjmjuwκjmj(x) + b
†
wκjmj
vwκjmj(x)
]
(10.17)
where uwκjmj(x) and vwκjmj(x) represent positive and negative energy solutions re-
spectively. On the other hand, since we are dealing with massless spinors, it is nec-
essary, on physical grounds, to use states with well defined helicity. In particular,
left-handed spinors can be obtained from (10.12) by projecting with PL =
1
2
(I−γ5),
where γ5 = iγ0γ1γ2γ3. We will therefore be working with the (normalized) modes
ψLwjmj =
1√
2
(ψw|κj |mj − ψw−|κj |mj).
We will now carry out the calculations that lead to (2.38) (adapted now for chiral
spinors). First thing to note is that the propagated backwards mode (2.35) contains
a term of the form
√
du(v)/dv. A simple way to realize why this term arises is that
it is necessary to ensure the invariance of the scalar product under time evolution.
Putting aside backscattering effects, the Dirac scalar product for out modes can be
written, equivalently, as∫
I+
dΩdur2u¯outγ+u
out =
∫
I−
dΩr2dvu¯outγ−uout . (10.18)
The above equality requires, up to relative signs in the spinor components, that
uout(v)|I+ =
√
du(v)/dvΘ(vH − v)uout(u)|I− . (10.19)
Note that the factor e−ρ/2 in (10.12) also signals this behavior. Since the spinor ψ(x)
does behave as a scalar under general changes of coordinates, it follows that the
functions F and G must somehow compensate the change in e−ρ/2 under conformal
transformations.
Let us now focus on the integration over the angular variables prior to (2.38).
This integration can be readily performed if we put the result of (2.36) into (2.33).
We then find
〈in|Ni1i2|in〉 =
∑
k
∫
I−
dv2r
2
2dΩ2
(
u¯out,Li2 (x2)
[γ0 − γ1]
2
vin,Lk (x2)
)
×
×
∫
I−
dv1r
2
1dΩ1
(
v¯in,Lk (x1)
[γ0 − γ1]
2
uout,Li1 (x1)
)
(10.20)
where the indices i1, i2 and k denote (w, j,mj). Using the modes of eqs.(2.35) and
(2.37) it is immediate to verify that∫
dΩ2u¯
out,L
i2
(x2)
[γ0 − γ1]
2
vin,Lk (x2) =
t∗j2(w2)
2pir22
√
du(v)
dv
Θ(vH − v)×
× eiw2u(v2)+iwv2δmj2mkδj2jk (10.21)
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where we have used that
∫
dΩ η
mj†
κj (rˆ)η
mj′
κj′ (rˆ) = δmjmj′δκjκj′ . An analogous calcula-
tion applies to the second factor in (10.20). Plugging these results back into (10.20)
we obtain
〈in|Ni1i2 |in〉 = δmj1mj2δj1j2
tj1(w1)t
∗
j2
(w2)
4pi2
∫ vH
−∞
dv1dv2 (10.22)√
du(v1)
dv
du(v2)
dv
e−iw1u(v1)+iw2u(v2)
∫ ∞
0
dwe−iw(v1−v2)
There remains to perform the integration in w, which yields∫ ∞
0
dwe−iw(v1−v2) = lim
→0
−i
(v1 − v2 − i) (10.23)
and leads to the sought-after result.
Appendix B: Classical and
quantum properties of de Sitter
spacetime
Classical properties of de Sitter spacetime
The de Sitter spacetime is defined as the spacetime with positive constant curvature
R > 0. As any spacetime with constant curvature it is maximally symmetric,
enjoying the same degree of symmetry as Minkowski spacetime, that are, in four
dimensions, 10 Killing vector fields. In de Sitter spacetime these 10 Killing vector
fields form the de Sitter algebra so(1, 4).
de Sitter spacetime can be represented as a 4-dimensional hypersphere embedded
in a 5-dimensional Minkowski spacetime with line element [148][149]
ds2 = −dT 2 + dW 2 + dX2 + dY 2 + dZ2 . (10.24)
That is, de Sitter spacetime is the 4-dimensional pseudosphere (hyperboloid) satis-
fying −T 2 +W 2 +X2 + Y 2 +Z2 = H−2, being H−1 the radius of the pseudosphere.
Then, the symmetry group of the de Sitter spacetime is easily displayed as the ro-
tations and Lorentz transformations of the 10 planes formed by the 5 coordinates of
the flat embedding spacetime. This 10 parameter symmetry group is the de Sitter
group SO(1, 4). In spite of the maximum degree of symmetry, the presence of cur-
vature produce non-trivial global properties, which make very interesting the study
of classical and quantum properties of this spacetime.
One can introduce coordinates in the hyperboloid by the relations [148][149]
H−1 sinhHτ = T
H−1 coshHτ cos ξ = W
H−1 coshHt sin ξ cos θ = X
H−1 coshHt sin ξ cos θ cosφ = Y
H−1 coshHt sin ξ cos θ sinφ = Z .
With these coordinates the metric has the form of a closed Roberson-Walker space-
time
ds2 = −dτ 2 +H−2 cosh2Hτ [dξ2 + sin2 ξ(dθ2 + sin2 θ)] , (10.25)
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which covers the whole spacetime and shows explicitly the R × S3 topology of the
de Sitter spacetime.
If we now define the coordinate T˜ as cos T˜ = 1/ cosh τ , so that we have −pi/2 <
T˜ < pi/2, the metric takes the form
ds2 =
1
cos2 T˜
(−dT˜ 2 + dΩ23) , (10.26)
which shows that de Sitter spacetime is conformal to a portion (−pi/2 < T˜ < pi/2)
of the Einstein static Universe (ds2 = (−dT 2 + dΩ23)). This allows us to draw the
Penrose diagram of the de Sitter space (Fig. 10.1).
I
South PoleNorth Pole
+
I!
Figure 10.1: Penrose diagram of de Sitter spacetime. Dashed lines represent the
past and future horizon of an observer located at the south pole.
Each point of the diagram represents a S2 sphere except for the points on the
left or right sides, which lie on the north or south pole respectively.
The main fact of the global properties of the de Sitter spacetime is that, in
contrast with Minkoski one, it has a spacelike future and past infinity for timelike
and null lines (I+ and I−). This produces the existence of both particle and even
horizons for geodesics observers.
Let us now introduce two physically relevant coordinate systems. Consider first
the coordinates (t, ~x) defined by
T = H−1 sinhHt+
1
2
HeHt|~x|2 , X = eHtx , Y = eHty , (10.27)
Z = eHtz , W = H−1 coshHt− 1
2
HeHt|~x|2 . (10.28)
In these coordinates the metric takes the form
ds2 = −dt2 + e2Htd~x2 , −∞ < t, x, y, z <∞ (10.29)
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This coordinates cover only half of the hyperboloid T +W ≤ 0 (see Fig. 10.2). This
is the line element of a spatially flat Roberson-Walker space time with scale factor
a(t) = eHt and Hubble constant H = a˙/a. Lines ~x = ~x0 are geodesics.
i 0
i!
 x=const  
 t=constI
+
Figure 10.2: Constant t and constant x surfaces of the de Sitter spacetime.
Another physically interesting set of coordinates are the so called static coordi-
nates (t˜, r˜, θ˜, φ˜) defined by
T = (H−2 − r˜)1/2 sinhHt˜
X = (H−2 − r˜)1/2 cosh(Ht˜)
Y = r˜ sin θ˜ cos φ˜
Z = r˜ sin θ˜ sin φ˜
W = r˜ cos θ˜ ,
with 0 ≤ r˜ ≤ ∞. With this coordinates the metric takes the form
ds2 = −(1− r˜2H2)dt˜2 + 1
(1− r˜2H2)dr˜
2 + r˜2(dθ˜2 + sin2 θ˜dφ˜) (10.30)
In these coordinates ∂t˜ is a Killing vector field which is timelike and future directed
in the southern causal diamond of the Penrose diagram, timelike and past directed
in the northern causal diamond and spacelike in the rest (see Fig. 10.3 and 10.4).
The line element (10.30) possesses a coordinate singularity at r˜ = H−1, which is
an event horizon for an observer located at r˜ = 0 following the trajectory of ∂t˜.
It is worth to note that the origin of coordinates of a static observer located at the
south pole is a geodesic coinciding with the trajectory of a freely falling (comoving)
observer at the same point and, therefore ∂t˜|r˜=0 = ∂t|~x=0.
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I
+
I!
r=1
/H
r=1/H
Figure 10.3: Direction of the flow generated by the Killing vector field ∂t˜ in static
coordinates.
r=const
t=const
Figure 10.4: Constant t˜, and constant r˜ surface in static coordinates.
Appendix B: Classical and quantum properties of de Sitter spacetime161
Quantum properties of de Sitter spacetime
The de Sitter invariant (Bunch-Davies) vacuum
The quantum properties of the Sitter spacetime has been long studied by quantum
field theorist due to its maximum degree of symmetry [3, 5, 25] that greatly simplifies
technical computations. However, the presence of curvature introduce non-trivial
global properties which largely enrich the study of quantum fields. In de Sitter space
the SO(4, 1) symmetry plays a pivotal role in the process of quantization and the
definition of the vacuum state, just as Poincare´ does in Minkowski spacetime. We
will use this symmetry to characterize the quantum vacuum state [101].
Let us consider the de Sitter metric in the form:
ds2 = −dt2 + a(t)2(dx2 + dy2 + dz2) , (10.31)
with a(t) = eHt , H = a˙
a
=constant. The Klein-Gordonn equation for a scalar field
2φ−m2φ− ξRφ = 0 , (10.32)
with ξ the coupling to the spacetime curvature R, can be solved expanding the field
in Fourier modes
φ(t, x, y, z) =
1
(2pi)3/2
∫
d3kuk(t)e
i~k~x . (10.33)
In coordinates (10.31) the Klein-Gordon equation results
∂2t uk(t) + 3H∂tuk(t) +
(
k2
a2
+m2 + ξR
)
uk(t) = 0 . (10.34)
It is worth to note that, in fact, this equation is valid for a general Robertson-
Walker spacetime with arbitrary a(t). If we particularize for de Sitter (constant H)
and write
uk(t) = a
−3/2vk(t) , (10.35)
the equation (10.34) becomes
∂2t vk(t) +
(
−9
4
H2 +
k2
a2(t)
+m2 + 12ξH2
)
vk = 0 , (10.36)
where we have used the fact that the curvature R = 12H2. We want to introduce
now the conformal time η = −H−1 exp (−tH). Using this time the metric (10.31)
becomes
ds2 =
1
Hη2
(−dη2 + d~x2) , (10.37)
which is singular at η = 0. η runs from −∞ to 0 when −∞ < t <∞. The remaining
half of de Sitter spacetime no covered by −∞ < η < 0 when −∞ < t < ∞ can
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be covered allowing η to range −∞ < η < ∞. In terms of the conformal time the
equation (10.36) becomes
η2∂2ηvk(η) + η∂ηvk(η) + (k
2η2 − ν2)vk(η) = 0 , (10.38)
where ν2 = 9
4
− m2
H2
− 12ξ. This equation is the Bessel equation in the variable kη,
therefore, the most general solution is of the form
vk(kη) = AJν(kη) +BYν(kη) (10.39)
being A and B constants and Jν(x) and Yν(x) Bessel functions of first and second
kind respectively. Once the normalization is fixed, the solution (10.39) define a one
(complex) parameter family of invariant de Sitter vacuum states.
Moreover, in the limit η → ±∞ (or k → ∞) equation (10.38) becomes as a
Klein-Gordon equation in Minkowski spacetime and, thus, each mode vk(η) has a
strongly adiabatic regime in that limit. So, it is natural to define the vacuum state
applying the Minkowski vacuum prescription in the limit η → ±∞ (or k →∞). To
do this we choose the solutions (10.39) with asymptotic behavior
vk(ηk) −→ 1√
2pik
eikη (10.40)
when η → ±∞, k →∞. These solutions are obtained using the combination
vk(kη) =
1
2
√
pi
H
(Jν(kη) + iYν(kη)) =
1
2
√
pi
2H
H(1)ν (kη) (10.41)
being H
(1)
ν a Hankel function. Then, the modes
udS~k =
1√
(2pi)3a(t)3
vk(t) (10.42)
define the invariant de Sitter vacuum state, so called in the literature as the Bunch-
Davies vacuum state [101]. In the limit m→ 0, ξ → 1/6 this vacuum state coincides
with the so called conformal vacuum [3, 5].
Once we have obtained the modes defining the de Sitter vacuum, we can obtain
the corresponding Hadamard two-point function. This can be done as a sum in
modes [3]
GdS(x, x
′) = ~
H2(1/4− ν)
16pi2 cospiν
2F1[3/2 + ν, 3/2− ν; 2; (1 + cos
√
H2σ)/2] , (10.43)
where σ is the square geodesic distance. For the conformal case (m→ 0, ξ → 1/6)
this function takes the simple form
GdS(x, x
′) =
~2H2ηη′
4pi2[−(η − η′ − i)2 + (~x− ~x′)2] , (10.44)
which shows the conformal relation to the Minkowski one.
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The comoving vacuum
Another physically relevant vacuum quantum state in de Sitter spacetime is the
so called comoving vacuum. The comoving vacuum |0C(x)〉 is the vacuum state
defined by a freely falling (comoving) observer at the point x. This vacuum state is,
of course, point dependent in the sense that a freely falling observer in a different
point x′ will define a different quantum state |0C(x′)〉.
In order to define the vacuum |0C(x)〉 let us use static coordinates
ds2 = −(1− r˜2H2)dt˜2 + 1
(1− r˜2H2)dr˜
2 + r˜2dΩ2 (10.45)
where the origin of coordinates (r˜ = 0) is situated at the location x of the comoving
observer. Attending to the symmetries of the metric (10.45) we can write the scalar
field as
φ(t˜, r˜, θ˜, φ˜) =
1√
4pi
1
r˜
∑
l,m
∫
dwuCw,l(r˜, t˜)Yl,m(θ˜, φ˜) (10.46)
being uCw,l(r˜, t˜) = u
C
w,l(r˜)e
−iwt˜. With this, the Klein-Gordon equation (10.32) reduces
to
(1− r˜2H2)∂2r˜uCw,l(r˜)− 2H2r˜∂r˜uCw,l(r˜) +
+
(
2H − l(l + 1)
r˜2
−m2 − 12ξH2 + w
2
1− r˜2H2
)
uCw,l(r˜) = 0 . (10.47)
Introducing the “tortoise” coordinate r∗ = H−1 tanh−1 r˜H this equation can be
written as
∂2r∗u
C
w,l(r
∗) + V (r∗)uCw,l(r
∗) = −w2uCw,l(r∗) , (10.48)
with V (r∗) =
[
2H2 −m2 − 12ξH2 − l(l+1)
r˜2
]
(1− r˜2H2) and r˜ = r˜(r∗). This equation
can be solve easily for the s-wave sector, which will be the interesting modes for our
computations
uCw,l=0(r
∗) = Nν(w)[P
i w
H
ν−1/2(tanhHr
∗)− αν(w)Qi
w
H
ν−1/2(tanhHr
∗)] (10.49)
where P µν (z) and Q
µ
ν (z) are generalized Legendre functions, Nν(w) is a normalization
constant and αν(w) is a constant ensuring the regularity at r˜ = 0
αν(w) =
1
2
[
2i+ 4
(
i+ e−ipiνepiw/H
)−1]
.
A major technical point is to compute the exact form of the normalization con-
stant. A easy way to do it is to change the standard hypersurface t˜ = constant
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to normalize the modes by the (null) hypersurface defined by the future horizon
(r∗ → ∞). To this end we shall take into account the asymptotic behavior of the
functions P µν (z) and Q
µ
ν (z) at the horizon (r
∗ →∞)
P
i w
H
ν (tanhHz) ∼ 1
Γ[1− iw
H
]
eiwz , (10.50)
Q
i w
H
ν (tanhHz) ∼ A(w)eiwx +B(w)e−iwz , (10.51)
where
A(w) =
−ipi
4Γ(1− iw/H)(coth
piw
2H
+ tanh
piw
2H
) , (10.52)
B(w) =
−pi
4Γ(1− iw/H)
coth piw
2H
sinh2 piw
2H
. (10.53)
The horizon (r∗ → ∞) can be parameterized by (u = ∞, v, θ˜, φ˜), where v = t˜ + r∗
and u = t˜− r∗. The normalization condition at the horizon turns out to be
(uCw1,l=0(v), u
C
w2,l=0
(v)) (10.54)
= −i
∫ ∞
−∞
dvdΩ˜r˜2(uCw1,l=0(v)∂vu
C∗
w2,l=0
(v)− uC∗w2,l=0(v)∂vuCw1,l=0(v))
= N2ν (w1 + w
2)|Γ−1(1− iw
H
)− αν(w)A(w)|2
∫ ∞
∞
dve−i(wi−w2)v
= δ(w1 − w2) (10.55)
This implies that |Nν(w)|2 := 1w N˜ν(w/H)|2, where |N˜ν(w/H)|2 is the dimensionless
function
|N˜n(w/H)|2 = 1
4pi
|Γ(1− iw/H)|2
|1 + ipi
4
αn(w)(coth
piw
2H
+ tanh piw
2H
)|2 . (10.56)
With this the s-wave modes are:
uCw,l=0(t˜, r˜) =
1√
4piw
1
r˜
N˜ν(w/H)e
−iwt˜[P
i w
H
ν−1/2(Hr˜)− αν(w)Q
i w
H
ν−1/2(Hr˜)] . (10.57)
Conformal coupling
The previous expressions get largely simplified if the scalar field is massless (m = 0)
and conformally coupled to the curvature (ξ = 1/6). In this case, as can be trivially
derived from (10.48), the modes are
uCw,l=0(r
∗) = N sinwr∗ , (10.58)
where the normalization can be easily obtained integrating again at the future hori-
zon
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(uCw1,l=0(v), u
C
w2,l=0
(v)) (10.59)
= −i
∫ ∞
−∞
dvdΩ˜r˜2(uCw1,l=0(v)∂vu
C∗
w2,l=0
(v)− uC∗w2,l=0(v)∂vuCw1,l=0(v))
= N
(w1 + w
2)
4
∫ ∞
∞
dve−i(wi−w2)v = δ(w1 − w2) , (10.60)
form where we can conclude that N = 1√
piw
.
The above analytical result allow us to evaluate the two-point function when one
point is taken at the origin of coordinates (x = (t˜, r˜ = 0)):
〈0C(x)|φ(x)φ(x+ ∆(x))|0C(x)〉 (10.61)
= lim
→0
~
4pi2
∫ ∞
0
dwe−iw(∆t−i)
1
r˜
sin
[w
H
tanh−1 (r˜H)
]
= lim
→0
~
4pi2
1
r˜
χ(r˜)
χ(r˜)2 − (∆t˜− i)2 , (10.62)
being χ(r˜) = H−1 tanh−1 (r˜H). It is worth to note that, when r˜  H−1 this two-
point function reduces to the Minkowski one
〈0C(x)|φ(x)φ(x+ ∆(x))|0C(x)〉 = ~
4pi2[(∆t˜− i)2 − r˜2] . (10.63)
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Appendix C
We will complete here the steps missing in the derivation that led to the emission
rate (3.7). Using the wave packets (3.5) we can express it as
〈in|N out,σj1n1,j2n2|in〉 =
∫ Λ
0
dw′βj1n1,w′β
∗
j2n2,w′ = (10.64)
1

∫ (j1+1)
j1
dw1
∫ (j2+1)
j2
dw2 e
2piiw1n1/ e−2piiw2n2/
∫ Λ
0
dw′βw1w′β
∗
w2w′ .
Using (3.2) we get
〈in|N out,σj1n1,j2n2|in〉 =
1

∫ (j1+1)
j1
dw1
∫ (j2+1)
j2
dw2 e
i
2piw1n1
 e−i
2piw2n2

tl(w1)t
∗
l (w2)
e−i(w1−w2)vH
2pi
√
w1w2
e−piκ
−1ω1i−iκ
−1(w1−w2)
Γ(1 + iκ−1w1)Γ(1− iκ−1w2)δσ[κ−1(w1 − w2)] . (10.65)
This integral can be estimated explicitly when the width  of the frequency interval
[j, (j + 1)] is assumed, as usual, small. In this case, the integral is essentially as
follows
〈in|N out,σj1n1,j2n2|in〉 ≈ δj1j2
|tl(wj)|2|Γ(1 + iκ−1wj)|2
2piwj
e−piκ
−1wje
2pi(n1−n2)wj
 In1n2(σ)
(10.66)
where
In1n2(σ) =
1

∫ /2
−/2
dx1
∫ /2
−/2
dx2e
i[
2pin1

−vH ]x1−i[ 2pin2 −vH ]x2−piκ−1(x1+x2)/2δσ[κ−1(x1 − x2)]
(10.67)
and x1,2 ≡ w1,2− (j+1/2). The factor δj1j2 in (10.66) is due to the role of δσ, which
selects frequencies on a very narrow band of order |w1 − w2| ∼ κσ. For this reason,
it is also convenient to introduce a new variable y = x1− x2 and rewrite In1n2(σ) as
follows
In1n2(σ) ≈
1

∫ /2
−/2
dx1e
2pi(n1−n2)x1

∫ x1+/2
x1−/2
dyei[
2pin2

−vH ]yδσ[κ−1y] . (10.68)
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In writing this we have neglected the term epiκ
−1(x1+x2)/2 which is almost constant
(unity) over the integral. We can now estimate the integral over y having in mind
that δσ is very well approximated by a square step of width piκσ and height 1/(piσ)
centered at y = 0. This means that the main contribution comes from the interval
[−piκσ
2
, piκσ
2
]. This fact makes the outcome of the integral independent of x1, which
also allows us to perform the integral in y. Putting all together we find
In1n2(σ) ≈ κδn1n2
sin
[(
2pin2

− vH
)
piκσ
2
][(
2pin2

− vH
)
piκσ
2
] (10.69)
Plugging this result back into (10.66) we find (3.7).
We will now briefly consider the effect of introducing the cutoff in frequencies in
a different way. The cutoff was introduced in (3.2) in the form∫ ∞
−∞
d log[w/κ]e−iκ
−1(w1−w2) log[w/κ] →
∫ log[Λ/κ]
− log[Λ/κ]
d log[w/κ]e−iκ
−1(w1−w2) log[w/κ]
(10.70)
We will now consider the change∫ log[Λ/κ]
− log[Λ/κ]
dλe−iκ
−1(w1−w2)λ →
∫ ∞
−∞
dλe−iκ
−1(w1−w2)λe−(λ/Λ˜)
2
(10.71)
where Λ˜ must be of order ∼ log[Λ/κ]. This modification leads to a redefinition of δσ
δσ˜[κ
−1(w1 − w2)] =
exp
[
κ−1(w1−w2)
2σ˜
]2
2σ˜
√
pi
(10.72)
which in the limit 2σ˜ → 0 also becomes the Dirac’s delta function. One can then
proceed as above and define the corresponding function In1n2(σ˜), which this time
can be evaluated extending up to infinity the limits of integration over the variable
y = x1 − x2. This leads to
In1n2(σ˜) = κδn1n2e
−[( 2pin2 −vH)κσ˜]
2
(10.73)
The corresponding emission rate is now
〈in|N out,σj1n1,j2n2 |in〉 = δj1j2δn1n2
|tl(wj)|2
e2piκ−1wj − 1e
−[( 2pin2 −vH)κσ˜]
2
(10.74)
This expression is always positive definite and exhibits the same decay rate as (3.7)
if we identify 2σ˜ with σ, which in fact is the right choice for the definition of (10.72).
Appendix D
In this appendix we want to show explicitly the solution to the integral
I =
∫ ∞
−∞
dze−iwz
[
(k/2)2
sinh2 kz/2 + (k/2)2α2
]
. (10.75)
Let us split this expression in two integrals I = I1 + I2. The first one can be
reexpressed using the variable x = ezk as follows
I1 =
∫ ∞
0
dx
x−iw/k
(x− 1)2 + k2α2x . (10.76)
The integrand now has simple poles in the points of the complex plane x = a± ib,
Figure 10.5: Contour of integration in the complex plane for I1
where a = (1 − (kα)2
2
), b = (kα)
√
1− (kα
2
)2
. Applying the Cauchy theorem, using
the integrating contour show in Figure 10.5, the integral results
I1 =
2pii
1− e2piw/k [Res[a+ ib] +Res[a− ib]] , (10.77)
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being
Res[a± ib] = ±(a± ib)
−iw/k
2ib
. (10.78)
Taking into account that
(a+ ib) = ew/kθ , (10.79)
(a− ib) = (ew/kθ − ew/k(2pi−θ)) , (10.80)
being θ = arctan(b/a), the integral results
I1 =
pi
1− e2piw/k
(
ew/kθ − ew/k(2pi−θ))
α
√
1− (kα
2
)2 . (10.81)
The second integral
I2 = −
∫ ∞
−∞
dze−iwz
1
z2 + α2
(10.82)
can be solve taking into account that the integrand has two simple poles at z = ±iα.
Choosing the contour of the Figure 10.6, the integral can be expressed as
Figure 10.6: Contour of integration in the complex plane for I2
I2 = (−2piiRes[iα])∗ , (10.83)
being Res[iα] = e
−wα
2iα
. Then
I2 = −pi
α
e−wα . (10.84)
Putting together both results the integral I is
I =
1
(1− e2piw/k)
pi
α
(ew/kθ − ew/k(2pi−θ))√
1− (kα
2
)2 + (e2piw/k − 1)e−wα
 (10.85)
Appendix D 171
With a bit of algebra this integral can be expressed as
I = w
[
wepiw/k
(1− e2piw/k)
sinh [w
a
(β − pi)]
w
a
sin β
− pie
−wα
α
]
, (10.86)
where β = 2 arcsinαk.
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Appendix E: Adiabatic
counterterms
In this appendix we want to show explicitly the computations leading to the coun-
terterms used in section 5.4. Adiabatic renormalization [105, 5] is a renormalization
procedure based on a substraction mode by mode of the counterterms computed at
the corresponding adiabatic order. In the case of interest (section 5.4) the adiabatic
counterterms have to be considered up to second order, and they are given by
1
wk(t)
+
(
Wk(t)
−1)(2) , (10.87)
where the first adiabatic substraction term removes the quadratic UV divergence,
and de second substraction term removes the logarithmic UV divergence that is
present in the formal expression (5.33). (Wk(t)
−1)(2) is given by
(
Wk(t)
−1)(2) = m2a′2
2a2w5
+
m2a′′
4aw5
− 5m
4a′2
8a2w7
+
a′2
2a2w3
+
a′′
2aw3
, (10.88)
where the prime indicates derivative with respect to the comoving time t. If we
represent by a dot the derivatives with respect to the conformal time τ , we find that
a′ =
a˙
a
,
a′′ = − a˙
2
a3
+
a¨
a2
.
With this
(
Wk(t)
−1)(2) = m2a˙2a
2w˜5
− m
2a˙a
4w˜5
+
m2a¨a2
4w˜5
− 5m
4a˙2a3
8w˜7
+
1
2
a¨
w˜3
, (10.89)
being w˜ = aw. Taking into account that in slow-roll inflation
a = −1 + 
Hτ
,
a˙
a
= −1 + 
τ
,
a¨
a
=
2 + 3
τ 2
, (10.90)
the previous expression can be written as
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(
Wk(t)
−1)(2) = a3m2
w˜5
(
3 + 5
4τ 2
)
− 5
8
m4
w˜7
1 + 2
τ 2
a5 +
a
2w˜3
2 + 3
τ 2
. (10.91)
At leading order in the slow-roll parameters (remember that 3η = m2/H2), and
taking into account that
w˜ = a
√
k
a2
+m2 =
1
τ
√
(1 + )2 +
m2
H2
(1 + ) ≈ 1
τ
√
1 + 2+
m2
H2
, (10.92)
we have
w−1k +
(
Wk(t)
−1)(2) ≈ a3m2
w˜5
3
4τ 2
+
a
2w˜3
2 + 3
τ 2
+
a
w˜
≈
≈ −3
4
m2
H3
(
1− 5− 5
2
m2
H2
)
− 2 + 5
2H
(
1− 3− 3
2
m2
H2
)
≈ 1
H
(
−2 + 
2
+
5
4
m2
H2
)
, (10.93)
which are the counterterms employed in section 5.4.
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