We consider the following activation process: a vertex is active either if it belongs to a set of initially activated vertices or if at some point it has at least k active neighbors (k is identical for all vertices of the graph). Our goal is to find a set of minimum size whose activation will result in the entire graph being activated. Call such a set contagious. We give new upper bounds for the size of contagious sets in terms of the degree sequence of the graph. In particular, we prove that if G = (V , E) is an undirected graph then the size of a contagious set is bounded by
Introduction
Consider the following activation process. We have an undirected graph G = (V , E) and a parameter k ≥ 1. Initially, each vertex is either active or inactive. Let A 0 = A be the set of initially active vertices. For every t > 0 set A t+1 = A t ∪ {v ∈ V : |N(v) ∩ A t | ≥ k} where N(v) is the set of neighbors of v. We say that A is contagious if ⟨A⟩ k =  t A t = V . The aforementioned activation process is often referred to as k-neighbor bootstrap percolation. It was introduced by Chalupa et al. [11] in the context of disordered magnetic systems, and has since been extensively studied, mostly in the case where A is chosen randomly, on the lattice [8, 6, 5] , and on various other graphs, such as hypercubes [4, 7] , trees [9] and random graphs [10, 16, 17] . In addition, such processes have attracted attention recently as they are related to the study of diffusion processes of ideas, products and trends within social networks [12, 19, 18, 14] .
Finding the size of a smallest contagious set is computationally hard: it is NP-hard to find a minimum size contagious set or even find an approximate solution [18, 12] . Recall that an approximation algorithm for a minimization problem on graphs achieves f (n) approximation if for n-vertex graphs, it returns a solution that is of size at most f (n)opt where opt is the minimal solution. To the best of our knowledge, no algorithm achieving approximation significantly better than Ω(n) for
In this work we give upper bounds on m(G, k) in terms of the degrees of the vertices of the graph G. We apply a probabilistic idea and prove (Theorem 2.1) that there is always a contagious set of size at most permutation on {v} ∪ N(v). Similar ideas were previously used to give lower bounds on the size of maximal independent set of graphs in terms of the degrees [3, 20, 15] as well as in algorithms for finding independent sets [13] (an independent set is a set of vertices that spans no edge). In addition, it turns out that the contagious set A constructed in the proof of Theorem 2.1 has the property that G(A), the graph induced on A, is k-degenerate (see the beginning of next section for the definition of k-degenerate graphs). This implies a different proof of a result due to [2] concerning the existence of large induced ddegenerate graphs in arbitrary graphs. Finally, our result implies that if the minimal degree of G = (V , E) is Ω(|V |), then one can find a contagious set of minimum cardinality in polynomial time by exhaustive search since there is a contagious set of constant size. To the best of our knowledge, it was unknown whether this problem admits a polynomial time algorithm when the graph is very dense (e.g., has minimal degree which is linear in the number of vertices).
Theorem 2.1 was discovered independently by [1] . The authors in [1] mention that their probabilistic construction can be derandomized using the method of conditional probabilities [3] ; however, they do not provide a description of their algorithm (nor do they consider the connection between the contagious set constructed in the proof of Theorem 2.1 and k-degenerate graphs). Here we provide a simple deterministic algorithm achieving the same bounds as in Theorem 2.1. This algorithm gives a constructive proof of Theorem 2.1.
The main result
All graphs in this work are undirected. For a graph G we denote its vertex set by V (G) and its edge set by E(G) 
one can find such a set in deterministic polynomial time.
Proof. Consider a permutation σ chosen uniformly at random from the set of all permutations of V where
be the set of all vertices that appear in the ith location among themselves and their neighbors, where the order between vertices is determined by the order in which they appear in the random permutation (L i might be empty for certain i's and certain permutations but this does not affect the proof). For v ∈ V , v belongs to L i with probability
}. Activate all vertices in L. Every vertex either belongs to L, or has at least k neighbors that are activated and hence is activated as well. By standard expectations arguments we have established the existence of a contagious set whose size is at most
}.
Finally we prove that one can find such a set deterministically. Consider the following algorithm: While there is a vertex of degree at least k, choose among all vertices of degree at least k, one with minimal degree and delete it. When all vertices are of degree strictly smaller than k, stop and return these vertices as the set to be activated. Note that this algorithm runs in polynomial time. Denote the set of vertices that this algorithm activates by I.
Clearly I is contagious (the vertices not in I are activated in an order that is the reverse of the order in which they were deleted).
It remains to prove that
}. We apply similar ideas to those used in [2, 15] . For an undirected graph,
} by w(G). We show that w(G) will not increase as vertices are deleted from G during the iterations of our algorithm. When the algorithm terminates, w(G(I)) = |I| (where G(I) is the graph induced by the vertices of I, the set activated by our algorithm). Hence |I| ≤ w(G), as required.
If all vertices are of degree at most k − 1 then |I| = w(G) and we are done. Otherwise, let u be a vertex that is deleted in the first iteration, with d(u) = γ . Denote u's neighbors with degree at least k by {u 1 , . . . , u l } (this set may be empty). Since the contribution of the neighbors of u with degrees at most k − 1 is identical in both w(G) and w(G \ {u}), we have
A simple inductive argument shows that w(G) does not increase through the execution of this algorithm, concluding the proof.
The following corollary immediately follows from Theorem 2.1:
It is easy to see that the set L defined in the proof induces a k-degenerate graph. To see this, assume that the permutation of the vertices is u 1 , . . . , u n where 
}.
This proof of the aforementioned theorem is different and somewhat shorter than the one appearing in [2] .
Our algorithms imply an O( n δ ) approximation algorithm for m (G, k) . An interesting question is that of whether there exists an efficient n ϵ approximation algorithm for finding the size of the minimal contagious set in a graph for some fixed 0 < ϵ < 1.
