A model of temporal summation and intensity coding relates the subject's internal percept y(t) to the stimulus input x (t) by the equation y (t) = g [ oet_ oof[x (r)]h [t,r,x (r)] d r]. In words, some transformation f[x(t)] of the stimulus intensity is weighted by a function h and integrated; the result is transformed into the internal percept by a function g. This system postulates a linear integral operator preceded and followed by transformations which may be nonlinear. Based on forward masking of clicks by white noise, we (1) show that the above characterization of the model is appropriate (which involves showing that there is a linear temporal summation stage), and (2) derive certain characteristics of the system's nonlinearities. In particular, the integral of h times f is shown to be a nonlinear function of the input intensity exhibiting more compression than a power function. It is also shown that h must depend upon the intensity of the stimulus.
INTRODUCTION

AND THEORETICAL FRAMEWORK
This paper focuses on certain aspects of temporal integration and the internal coding of intensity of wideband white noise stimuli. Because the noise spectrum is white, the input to the auditory system is charact6r- (1)
The function f describes the transformation of the input intensity, x(t), prior to integration; I is a temporal summation function; and g maps the resultant integrand onto an internal percept.
It should be said at the outset that this model is stated as if the inputs to, and outputs from, each stage have no variability. Of course there is both external and internal variability, so that a complete model would specify the probabilistic distributions at each stage (as is often done in stimulus oriented models for detection; e.g., Jeffress, 1964; McGill, 1967) . Such an approach is beyond the scope of this paper, because analytical derivations of the mathematical forms of the functions of Eq.
(1) tend to become intractable if the arguments of these functions are arbitrary distributions. Thus, for the purposes of this paper, we treat Eq. (1), and the equations that follow, as • they describe the transformations of the mean of the distributions at each stage. We shall return to problems that this approach might raise.
Since the function I is completely unrestricted, Eq. (1) is too general to be interesting or useful. However, if g or f can be assumed to be monotonic (which seems reasonable in both cases), then Krantz (1973) gives a test which is necessary and sufficient for Eq. (1) to have the form: y(t)= g u{t, r, x(r)) d, .
An equivalent way to write Eq. (2), without loss of generality, is:
y(t)=g x(,)]h[t, r, x(,)] d, ,
where the function h is, for convenience, given a value of 1o0 at its mode. In effect, this definesf by the transformation at the mode of h, (or equivalently, at the mode of u, if the input intensity is constant). As an ex- 
y(t)=g t ftf[x(r)]h[t, z]dz f (4)
that due to B U C. We carried out such a test verifying this equality, and it will be reported in Sec. II. Our main interest, however, is the determination of the system nonlinearities, so we will provisionally assume the class of models described by Eqso (2) or (3), and consider methods by which the nonlinearities may be derived.
To begin with, some procedure must be adopted to measure y(t) at particular values of t. Loudness judgments and loudness matching are two fairly direct methods that suggest themselves. However, these methods do not necessarily reflect the value of y(t) at a single point in time, nor is it clear that the same point in time will be measured in different conditions. We decided, therefore, to measure y(t) indirectly, using It is convenient in the following to focus on the time at which the signal is measuring the value of y. This time will be termed t•, and the value of y will be termed y(t•) (see Penner, 1980 ).
Supplementary measurement assumption
"I m is a time such that the mode of h, based on intensity Xs, will coincide temporally with the probe signal."
The fundamental assumption states that the threshold value will measure y at a specified point in time (see Sec. HI and Penner, 1980). The supplementary assumption will not be used until the end of this section, when it shall prove useful in making inferences aboutf. In the studies to follow we have always placed the probe signal at least 5 msec distant from the nearest other input. 4
With these assumptions, and this measurement technique, we may consider ways to derive certain nonlinearities in the auditory system; in particular, we wish to derive the form of u or f and h. Krantz (1973) discusses two procedures that allow u to be derived in measurement-free fashion--that is, independently of g and the subject's decision rules. We will not discuss these techniques in detail here, noting only that they assume a noise-free system. In practice, the presence of a great deal of •nternal noise will severely curtail the dynamic •ntensity range over which the procedures can be applied. For these reasons we shall adopt a different method, one that retains many of the advantages of the Krantz techniques but is easier to utilize in practice. from his own data in experiment 1 with the restriction that the maskers be equivalent and that the entire range of masker levels on the abscissa in There were three S's in this experiment, since three of the subjects in experiment I terminated their participation in the study.
I. A METHOD FOR DERIVING THE SYSTEM'S
Results
The results of this experiment concerning the com- Table I ). The line with slope 1.5 is a best fit to the data. Table I .) Note that, as x s increases, the decibel difference between the best fitting and dashed lines increases.
The large decibel difference between the data and the dashed line provides evidence for considerable compression, as we show below. However, this difference decreases as intensity drops toward threshold. In fact, although extrapolation of the present data to lower intensities should be made only with great caution, it appears that the fitted line and the dashed line would meet near absolute threshold, implying that intensity additivity does occur at this point (i.e., no compression). It is interesting that Zwislocki (1965), using a very different paradigm involving a maximal rather than minimal integration procedure, came to just this conclusion. In this figure, the curve labeled 3 shows the J function obtained with a-2.618 and b=1.5, the values that fit the data in Fig. 2, and K set Table I gives the ratio of K• to K z for each of the three subjects who took part both in experiments I and 2, for each of the masking conditions. Even allowing for noise in the data, it is clear that the ratio is not constant. A somewhat different approach to determine u near the signal involves setting forth an explicit decision model for detection in the threshold task. Suppose we adopt a somewhat traditional signal detection framework (Green and Swets, 1966) The function f, defined to be the function u at the time of the signal, could not be measured directly by our techniques. Two indirect approaches were suggested to make inferences concerning f. In the first, the fact that the integral of u had the same general form in all conditions examined was used as a basis for generalization to the temporal regions that could not be or were not examined. Such a generalization suggests that u and f have the general form of the function J. The second approach involved the explicit use of a signal detection model for threshold determination.
It was shown that, when g and F were assumed to have certain simple functional forms, f would still be in a class of functions similar to that of J.
II. SYSTEM ADDITIVITY
Can the system of Eq. (1) be written in the form of Eq. (2) or (3)? Krantz (1973) gives necessary and sufficient conditions for this question to be answered affirmatively.
The test involves showing that for any three nonoverlappingmaskers A, B, and C, the percepts yA(t), ys(t), y•uc(t), and yruc(t), at any fixed time t, obey the following 7:
Test 1: y,(t)>•ys(t) if and only if yAuc(t)>•ysuc(t)
In this case A U C and B U C are maskers constructed by combining the separate maskers into a single masker defined on two intervals. In practice, •quality, rather than inequality, is examined since little is learned when one component of a masker is so intense that the other component has a negligible effect. We therefore' test the essentially equivalent form:
Test la: y•(t)=ys(t) if and only if yau(t)=ysu(t)
Note also that test la is surely going to be satisfied if masker C is either much more, or much less, effective than maskers A and B. Thus the strongest test occurs when the masking effects of A, B, and C alone are approximately equal.
Carrying out test la is actually quite easy since our basic measurement assumption posits the signal threshold to be monotonically related to y(t). Thus, the threshold values can be used directly to determine equality or inequality of percepts. 
Test la is satisfied if maskers A and C presented sequentially produce the same masking effect as B and C presented sequentially. It is apparent that A U C is equivalent to B U C .8 B. Discussion
For the two sets of conditions we examined, test la was satisfied, within the limits of experimental error. A truly persuasive test would involve many more conditions and levels than we had the time to study. Nevertheless, the results do provide support for writing Eq.
(1) in the form of Eq. However, these statements are not easy to justify. For example, the median, or some other parameter of the distribution, could be substituted in the above statements for the mean. In this event, the same conclusions would be reached, but they would apply to the new parameter. That is, there may be rio difficulty in determining J, but the implications of J for the distributional characteristics of the various processing stages are less obvious. lø It seems clear that more sophisticated methods of research, that are sensitive to distributional characteristics, will be needed to resolve questions of this type. Alternatively, specific distributions could be assumed, as has been traditional, and the resultant model could be tested against the data.
Aside from the basic problems of our measurement technique, there are other matters of concern. Our procedure of fitting linear functions to all data plotted on log-log coordinates can be questioned. Although the data appear to be rougly linear, there is a fair amount of noise in the observations, and it is undoubtedly true that other functions could be fitted to these points. However, whether these functions are two-limbed, curvilinear, or of another form entirely, the data will constrain them to be roughly linear over the range we examined.
Our method of construction of the J function is such that it, also, will be constrained to be similar to that derived in Eq. (8)ø A related question concerns the reliability of the estimates of the parameters a and b. This question could be answered statistically, but since the estimates are presently based on just three subject's data in a limited number of conditions, it seems best to wait for the collection of additional data on other subjects before reaching a decision (see Penner, 1980).
Let us turn now to implications that may be drawn from our results on additivity and nonlinearity and the relationship of these to data and theory already in the literature.
To start with, it should be noted that models of auditory analysis that fit into the framework of Eqo Many models in audition incorporate a sampling assumption in one way or another. For example, a filter with a very short time constant is often assumed to be the first stage of the processing system. In our terms, we might capture such a concept by extending the model slightly to include a first temporal summator,' of a few milliseconds in duration, which provides the intensity value, x(t), that is transformed by f (or u). It follows that two inputs very close together in time will be summated before the transformation f, or u, takes place. In particular, a signal a few milliseconds from a masker will be summated with part of the masker intensity before the function f, or u, is applied. It is in consideration of this line of reasoning that we decided to use probe signals which were at least 5 msec from the maske rs.
Let us provisionally assume that u has the general form of Eq. (12). Then u, and f, will be highly compressive, and it is useful to consider implications for the auditory system. The significant compression of the derived J function superficially brings the behavioral data more closely in line with the neurophysiological data. That is, single cells in the auditory nerve respond over a much narrower range than the range of stimulus intensities (e.g., Katsuki, 1961; Kiang, 1968 A particularly intriguing direction for future research involves testing additivity across frequency as well as time. It is natural to try to extend the present approach so that it will deal jointly with time and frequency. A first step in that direction might involve tests of additivity across both of these dimensions. For example, maskers A, B, and C might lie in frequency regions fA, lB, andfc and temporal regions tA, tB, and tc respectivelyo All maskers could be made equivalent. Then the masking effect of A 0 C could be compared to B U C in either of two conditions: (1) the maskers do not overlap in either time or frequency or (2) no masker overlaps another in both time and frequency. Such results could have important implications for theory development in these areas. ratio of any two solutions will be a function with multiplicative period K. In effect, the different solutions to (A1) involve different methods of interpolation between the fixed points of (A5). In a sense, any of the periodic solutions will still be nonlinear and compressive, so the basic conclusions of this paper are not fundamentally affected. On the other hand, it is traditional to adopt some sort of "smoothness" requirement that will make Eq. (8) the unique solution to (A1) (e.g., see Luce and Edwards, 1958, pp. 230, 231). We also point out that empirical exploration can limit the "roughness" of the possible solutions. For example, the criterion defining threshold can be systematically varied, or the combined threshold study can be carried out with three, four, 4Why must not the probe be in the temporal neighborhood of other inputs? Consider first the case where the probe signal is simultaneous with the masker. For example, suppose condition i utilizes a 100-msec-long masker, A, followed by a probe signal 20 msec later, and condition 2 utilizes a 100-msec-long masker, B, followed 20 msec later by a brief masker, C, simultaneous with the probe signal. Suppose the intensities x,•, xB, and Xc of A, B, and C are adjusted so that the same threshold value, Xs, is reached in both conditions. Do we want to argue that the percept, y(tm) , attains the same value, also? In condition i the contribution to y due to the probe signal will be f)u (Xs) , while in condition 2 the contribution due to the probe will be fr•(Xs.Xc)-fr•(Xc), where 6 in each case is the duration of the brief stimuli. If u is nonlinear, we cannot expect these contributions to be equal, even though Xs is equal in the two conditions. Hence y cannot be expected to be equal, either. This argument suggests that signals simultaneous with maskers will not obey the fundamental measurement assumption. In Sec. III of the paper we will give reasons why a signal very close in time to another input may be treated by the system as if it were simultaneous with that input. The minimum duration required between a probe signal and other inputs, so that the desired measurement properly will be attained, is a matter for empirical exploration. løFor some purposes, this problem may not appear. For example, Eq. (9) can be used to make threshold predictions for one condition based on observed threshold values for others, without concerning oneself with the underlying distributional characteristics that are being transformed.
