We propose a new covariance matrix called Gini covariance matrix (GCM), which is a natural generalization of univariate Gini mean difference (GMD) to the multivariate case. The extension is based on the covariance representation of GMD by applying the multivariate spatial rank function. We study properties of GCM, especially in the elliptical distribution family. In order to gain the affine equivariance property for GCM, we utilize the transformation-retransformation (TR) technique and obtain an affine equivariant version GCM that turns out to be a symmetrized M-functional. The influence function of those two GCM's are obtained and their estimation has been presented. Asymptotic results of estimators have been established. A closely related scatter Kotz functional and its estimator are also explored. Finally, asymptotical efficiency and finite sample efficiency of the TR version GCM are compared with those of sample covariance matrix, Tyler-M estimator and other scatter estimators under different distributions.
Introduction
Gini mean difference (GMD) was introduced by Corrado Gini in 1914 as an alternative measure of variability. Since then, GMD and its derivatives such as Gini index have been widely used in a variety of research fields especially in finance, economics and social welfare (Yitzhaki and Schechtman, 2013) . Rather than the assumption on the finite second moment, the GMD only requires existence of the finite mean of the distribution (Yitzhaki, 2003) . Hence GMD is more robust than the variance and it is often used for heavy-tailed asymmetric distributions, although it is less robust than some scale measures without any moment conditions. On the other hand, GMD is highly efficient. The relative efficiencies (RE) of the sample GMD with respect to sample standard deviation are about 0.98 under the normal distributions, 1.21 under the Laplace distribution and 1.86 under the t(5) distribution (Nair, 1936; Gerstenberger and Vogel, 2015) . With a little loss on efficiency, GMD gains robustness against departures from normal distributions.
In this paper, we extend GMD to the multivariate case. We propose the Gini covariance matrix (GCM) as (2 times) the covariance of X with its spatial rank r(X), which is a direct generalization from a covariance representation of the univariate GMD. While the covariance matrix (Cov) is the covariance of X with itself and the rank covariance matrix (RCM) (Visuri et al., 2000) is the covariance of r(X) with r(X), intuitively GCM is a new scatter measure between Cov and RCM. With no surprise, the efficiency and robustness of sample GCM are between those of sample Cov and RCM. In terms of balance between efficiency and robustness, sample Gini covariance matrix provides us an extra method for multivariate statistical inference including multivariate analysis of variance, principle component analysis, factor analysis, and canonical correlation analysis.
As any estimator based on spatial signs and ranks, GCM is only orthogonally equivariant. In order to gain fully affine equivariant property, we utilize a transformation-retransformation (TR) technique (Charkraborty and Chaudhuri, 1996; Serfling, 2010) to obtain an affine equivariant version of GCM. The well-known scatter Tyler M-functional (Tyler, 1987 ) is a TR version of the spatial sign covariance matrix. Dümbgen (1998) considered symmetrized TR spatial sign covariance matrix on the difference of two independent vectors X 1 − X 2 . Dümbgen et al. (2015) provided a general treatment on M-functionals of scatter based on symmetrizations of arbitrary order. Our TR Gini covariance matrix turns out to be a pairwise symmetrized scatter M-functional. Compared to the regular M-functional, the symmetrized one has several advantages as emphasized in Sirkiä et al. (2007) . The distribution of pairwise differences is symmetric at 0, hence avoids imposing some arbitrary definition of location for non-symmetric distributions. For elliptical distributions, there is no need to estimate location simultaneously for scatter M-estimators. Hence they avoid restrictive regularity conditions for joint existence of location and scatter estimators and may take fewer iterations to converge than their counterparts. Further, a symmetrized scatter matrix has the so-called block independence property: it is a block diagonal matrix if the block components of the random vector are independent. Such a property holds naturally for the regular covariance matrix but may not for general M-functionals and some robust alternatives . Both versions of GCM have the block independence property and hence can be applied to independent component analysis (Hyvärinen et al., 2001) or invariant coordinate selection (Tyler et al., 2009 ). The price to pay for those advantages of the pairwise difference approach is an increase of computation burden and a loss of some robustness. If a procedure has computation complexity O(n), its symmetrized one may require O(n 2 ), although Dümbgen et al. (2016) have presented new algorithms for symmetrized M-estimators to reduce the computation time substantially. For large n, they approximate symmetrized estimators by considering the surrogate ones rather than all pairwise differences. Their algorithms can easily be adopted for our estimators. The decrease of robustness in symmetrized procedures seems to be understandable since one single outlier affects n − 1 pairwise differences. One must take into consideration of efficiency, robustness and computation when choosing a proper procedure for applications at hand. Koshevoy et al. (2003) considered other multivariate extensions of mean deviation and Gini mean difference using the geometric volumes of zonotopes and lift-zonotopes. Their covariance matrices share many similar properties as our proposed ones, but ours enjoy simplicity and computational ease. Although the approach differs from ours, it is worthwhile to mention that Serfling and Xiao (2007) also generalize GMD to multivariate case through L-moment approach.
The remainder of the paper is organized as follows. In Section 2, we first review the Gini mean difference and the spatial rank function, then introduce the Gini covariance matrix and its affine equivariant version. Section 3 explores the influence functions of the two Gini covariance matrices. Section 4 presents estimation of the two Gini covariance matrices and asymptotical properties of the estimators. Asymptotic and finite sample efficiencies of the proposed TR Gini covariance estimator have been studied and compared with other estimators. The paper ends with some final comments in Section 5. All proofs are reserved to Appendix Section.
Two Gini Covariance Matrices

Gini Mean Difference
Gini mean difference (GMD) was introduced as an alternative measure of variability to the usual standard deviation. For a random variable X from a univariate distribution F , the GMD of X (or F ) is
where X 1 and X 2 are independent random variables from F . In contrast, the variance of X (or F ) is
Rather than the assumption of finite second moment, the GMD only requires existence of a finite mean of F . Hence the Gini mean difference is often used for heavy-tailed asymmetric distributions, especially in social welfare and the fields of decision-making under financial risk. Among many representations such as Lorenz curve or L-functional formulations (Yitzhaki and Schechtman, 2013) , we are interested in covariance formulations. One of them is
While the variance is the covariance of X with itself, the GMD is (4 times) the covariance of X with F (X). In this spirit, two Gini-type alternatives to the usual covariance for measuring the dependence of random variable X and another random variable Y with distribution function H are
Such extensions are natural and useful (Yitzhaki, 2003; Carcea and Serfling, 2015) . However, a major drawback is the asymmetry between X and Y , i.e., Cov g (X, Y ) = Cov g (Y, X), in general. An even worse part is that Cov g (X, Y ) and Cov g (X, Y ) may have different signs in some cases (Yitzhaki, 2003) , which brings substantial difficulty in interpretation. The asymmetry stems from the usage of F (X) or H(Y ), which can be thought as a standardized marginal rank. A symmetry one calls for a 'joint' rank of X and Y .
The other covariance type formulation for GMD is
allowing an insightful interpretation: σ g (X) is twice of the covariance of X and the centered rank function r(X) = 2F (X) − 1. r(X) is centered because Er(X) = 0 if F is continuous. So
A nice generalization of the centered rank in high dimensions provides a joint rank, and along with the representation of GMD in (2) yields a natural extension of GMD for a multivariate distribution F .
Spatial Rank Function
Let X be a d-variate random vector from a continuous distribution F with a finite first moment and the expected Euclidean distance from x to X be D(x, F ) = E F x − X . Then the gradient of D is denoted as the centered spatial rank function (Möttönen et al., 1997) , that is,
where s(x) = x/ x (s(0) = 0) is the spatial sign function in R d . The spatial rank function is the expected direction from X to x. We call it centered because a random rank is centered at 0, that is, Er(X) = 0. The solution of x in r(x) = 0 is called the spatial median of F , which minimizes D. In the univariate case, the derivative of D(x, F ) = E|x − X| with respect to x leads to the univariate centered rank function r(x) = Esign(x − X) = 2F (x) − 1 ∈ [−1, 1] if F is continuous. Clearly, the median of F has a center rank 0.
The spatial rank function has many nice properties. The rank function r(x) characterizes the distribution F (up to a location shift) (Koltchinskii, 1997; Oja, 2010) , which means that if we know the rank function, we know the distribution (up to a location shift). Under weak assumptions on F , r(x) is a one-to-one mapping from x to a vector inside the unit ball with the magnitude r(x) ∈ [0, 1] and the center of the unit ball is the spatial median of F .
Marginal ranks are less interesting because they are neither rotation nor scale equivariant. Also they lack the efficiency at the normal model since they loss dependence information (Visuri et al., 2000) . Based on the expected geometric volume of the simplex formed by x and d random vectors from F , i.e, D(x, F ) = E F V (x, X 1 , ..., X d ), Oja rank and sign functions are defined analogously (Oja, 1983) . The major concern of this joint rank function is the computation of its sample version, especially for high dimensions. However, the sample spatial rank is simple and easy to compute, which makes it advantageous and feasible in practice. For this reason, we will use the spatial rank function to define our multivariate Gini covariance matrix.
Gini Covariance Matrix
Definition 2.1 For a d-variate random vector X from a continuous distribution F possessing a finite first moment, the Gini covariance matrix of X or F (GCM) is defined as
where r(x) is the spatial rank function defined in (3).
As we can see, the definition of the Gini covariance matrix is a direct generalization from (2) . Equivalently, let X 1 and X 2 be independent random vectors from F and s(x) be the spatial sign function, then we have difference (1) when d = 1. It also demonstrates that it is a pairwise difference approach defined without reference to a location parameter. From (4), we can also write Σ g as E(X 1 − X 2 )s T (X 1 − X 2 ), which is the expected matrix of the product of a pairwise difference and its directional sign function. If we only use directional information of F , we obtain
The resulting matrix is known as the symmetrized spatial sign covariance matrix (SSCM), which has been studied by Visuri et al. The spatial rank covariance matrix (RCM) is defined as the covariance matrix of spatial rank. That is,
RCM and its modified version have been studied by Visuri et al. (2000) and Yu et al. (2015) . Since RCM uses three independent random vectors in its definition, the sample RCM is more efficient than the sample SSCM. Before we explore properties of the Gini covariance matrix, it is worthwhile to note that another useful extension of GMD from the covariance representation based on the spatial rank function is 2EX
T r(X). This generalization coincides with the multivariate Gini mean difference defined in Koshevoy and Mosler (1997) . That is, 2EX
T r(X) = E X 1 − X 2 . Clearly, it is also an immediate extension from the L 1 metric representation of (1).
Properties of Gini covariance matrix
We study properties of the Gini covariance matrix under elliptical distributions. Definition 2.2 A d-variate absolutely continuous random vector X has an elliptical distribution if its density function is of the form
for some positive definite symmetric matrix Σ and nonnegative function g with
is integrable, then the k th moment of X exits. The parameter µ is the symmetric center and it equals the first moment if it exists. The scatter parameter Σ is proportional to the covariance matrix when it exists. It should be noted that elliptical distributions can also be defined through the characteristic functions without assuming densities. In addition, the variates
and U = {Σ −1/2 (X − µ)}/R are independent with U being uniformly distributed on the unit sphere and R having density
where Γ(a) = ∞ 0 t a−1 e −t dt is the gamma function. The independence of R and U follows from Lemma 1 of Stamatis et al. (1981) . Note that if the covariance matrix of X exists, it equals (ER 2 /d)Σ. More details on the elliptical distribution family refer to Fang and Anderson (1990) .
The family of elliptical distributions is denoted as E(µ, Σ, g). If µ = 0 and Σ = I d (the d × d identity matrix), we call the distribution spherically symmetric and denote it as F 0 (g).
The family of elliptical distributions contains a quite rich collection of models. Perhaps the most widely used one is the Gaussian distribution, in which
Other than that, t distributions are commonly used in modeling data with heavy-tailed regions. In the case of the t distributions,
where ν is the degree of freedom parameter. ν determines the fatness of the tail regions. For ν = 1, it is called d-variate Cauchy distribution, which has very heavy tails where even the first moment does not exist. When ν → ∞, it yields the Gaussian distribution. A quite flexible elliptical family is called Kotz type distributions (Kotz, 1975; Nadarajah, 2003) , in which the density is of the form (6) with
The parameters are β, γ > 0, α > 1 − d/2 and c(d, α, β, γ) is the normalization constant. Clearly, when β = 1, α = 1 and γ = 1/2, the distribution reduces to the Gaussian distribution. The heaviness (or lightness) of tail regions of distributions mainly depends on β. In particular, we take the special case of β = 1/2, α = 1 and γ = 1 for demonstration in later sections, that is,
We call it the Kotz distribution. For d = 1, the Kotz distribution reduces to the Laplace distribution. It can be viewed as a multivariate generalization of Laplace distribution. Arslan (2010) also considered this distribution and extended it to asymmetry distributions by introducing a skewness parameter.
The following theorem states the relationship of the Gini covariance matrix and the scatter matrix Σ in elliptical distributions. Theorem 2.1 If X is elliptically distributed from F with the first moment and the scatter parameter Σ having the spectral decomposition V ΛV T , then
and hence
T is uniformly distributed on the unit sphere, λ i 's are eigenvalues of Σ and c(F ) is a constant depending on distribution F .
The proof of Theorem 2.1 goes along the lines of the proof of Theorem 1 in Taskinen et al. (2012) and is given (together with all other proofs) in the Appendix. The main consequence is that the same orthogonal matrix V diagonalizes both Σ and Σ g . In other words, the Gini covariance matrix Σ g has the same eigenvectors as Σ. Consequently, the Gini covariance matrix can be used for principal component analysis.
In other words, for spherical distributions F 0 (g) (even µ = 0), their Gini covariance matrix is the identity matrix multiplied by a factor. Dividing by this factor makes GCM estimator Fisher consistent to the scatter parameter at F 0 (g). An estimator T (F n ) is Fisher consistent to θ if T (lim n→∞ F n ) = θ where F n is the empirical distribution of sample X 1 , ..., X n from F .
.
Remark 2.2
For any elliptical distribution F in E(µ, Σ, g) and the associated spherical distribution F 0 (g), the constant c(F ) = c(F 0 ) = E F0 X 1 −X 2 , where X 1 and X 2 are independent random vectors from
. However, such a relationship may not hold for other elliptical distributions.
2 ), the Gini covariance is reduced to the Gini mean difference that equals 2σ/ √ π.
Spatial signs and spatial ranks are orthogonally equivariant in the sense that for any
s(X * ) = sign(c)Os(X), and r(X * , F * ) = sign(c)Or(X, F ).
Therefore, we have the orthogonal equivariance property of GCM as follows.
Orthogonal equivariance property of the Gini covariance matrix Σ g holds under any distribution with a finite first moment. Orthogonal equivariance ensures that under rotation, translation and homogeneous scale change, the quantities are transformed accordingly. However, it does not allow heterogeneous scale changes. The equality does not hold for a general d × d nonsingular matrix A. Hence the Gini covariance matrix is not fully affine equivariant.
The Affine Equivariant Version of GCM
In order to achieve full affine equivariance, we use the transformation -retransformation (TR) technique, which serves as standardization of multivariate data. More details can be found in Charkraborty and Chaudhuri (1996) and Serfling (2010) . The affine equivariant counterpart of the Gini covariance matrix is denoted as Σ G . The idea is that if X 1 and X 2 are independent random vectors from F and they are transformed or standardized to be
, then Z 1 and Z 2 are independently distributed from the spherical distribution F 0 with the scatter matrix I d . By Remark 2.1, we thus have
Since
, the middle term of (10) is
Thus, the TR version of the GCM is defined as follows.
Definition 2.3 For a d-variate elliptical distribution F with existing first moment, its TR version of the Gini covariance matrix, denoted as Σ G , is defined as the solution of
where X 1 , X 2 iid ∼ F and c(F ) is given in Remark 2.2.
Theorem 2.2
The matrix valued functional Σ G (·) is a scatter matrix in the sense that for any nonsingular
T , where X is distributed from F and F * is the distribution of AX+b.
Hence, σ G is Fisher consistent to the squared scale parameter for distributions in the location-scale family. Also σ G only assumes the existence of first moment compared to the second moment needed for the variance σ
Note that the affine equivariant version of GCM Σ G is a symmetrized M-
where w 1 and w 2 are real-valued functions on [0, ∞),
. Clearly, the weight functions for Σ G are w 1 (t) = t and w 2 (t) = c(F )/d. For the case of w 1 (t) = t 2 and w 2 (t) = 2, the covariance matrix is obtained. If w 1 (t) = d, w 2 (t) = 1 and an additional condition that the trace of the matrix is d, the symmetrized Tyler M-functional called Dümbgen's M-functional is obtained (Dümbgen, 1998 ). Dümbgen's M-functional is also a TR-version of symmetrized spatial sign matrix. The very recent paper (Dümbgen et al., 2015) considers a framework to generalize M-functionals based on symmmetrizations of arbitrary order. Our TR Gini covariance matrix can be treated as an example of their Case 1 with the symmetrization of order 2.
As defined using pairwise differences, the symmetrized M-functional is obtained without reference to the location parameter µ. Maronna (1976) considered simultaneous location and scatter M-functionals. In this paper, since we focus on symmetrized scatter M-functionals, we assume µ known for scatter M-functionals. Letting
, we obtain a regular scatter M-functional that solves
For w 1 (t) = t 2 , w 2 (t) = 1, the covariance matrix is obtained. Tyler M-functional is the case of w 1 (t) = d, w 2 (t) = 1 with an additional condition that the trace of the matrix M is d. The case of w 1 (t) = t and w 2 (t) = 1 is called Kotz functional, denoted as Σ K . The rational for such a name is because it equals the scatter parameter of the Kotz distribution (8) .
Note that a L 1 -type M-functional considered by Roelant and Van Aelst (2007) and Arslan (2010) is the simultaneous location and scatter Kotz Mfunctional. Our TR Gini covariance matrix can be viewed as the symmetrized Kotz functional. In other words, TR Gini covariance is a multivariate extension of E|X 1 − X 2 |, while Σ K is for E|X − µ|. It is worth to mention that Koshevoy et al. Thus the resulting RCM is affine equivariant and robust. However, it may trade off too much efficiency for robustness. The simulation in later section confirms its relatively low finite sample efficiency comparing to symmetrized M-estimators. Also, as cautioned in , those robust alternatives may not have the block independence property.
Block Independence Property
One important property of symmetrized scatter functionals is the independence property, or more generally, the block independence property. A scatter functional with the block independence property means that it is a block diagonal matrix if the block components of the random vector are independent. Such a property holds naturally for the regular covariance matrix, but it may not hold for general M-functionals and some other robust scatter functionals, as noted in . They proved that any symmetrized scatter functionals have the block independent property. In fact, such a result holds for any symmetrized orthogonally equivariant covariance matrix since the proof of their theorem only uses the conditions of symmetry and orthogonal equivariance. As a result, our two versions of GCM have the block independence property as stated in the following corollary.
and Σ G (X) are block diagonal matrices with block dimensions d 1 , ..., d k .
The block independence property is beneficial in many applications, for example, in independent component analysis (Oja et al., 2006) , in independent subspace analysis (Nordhausen and Oja, 2011), or in invariant coordinate selection (Tyler et al., 2009 ).
In the next section, we study the robustness properties of the two Gini covariance matrices along with the Kotz functional through the influence function approach.
Influence function
The influence function (IF) introduced by Hampel (1974) is a standard heuristic tool for measuring the effect of infinitesimal perturbations on a functional T . 
where δ x denotes the point mass distribution at x. Not only is the IF a local robustness measure of T (F ), it is also useful in deriving asymptotic efficiency of the corresponding estimator T (F n ), where F n is the empirical distribution.
Proposition 3.1
The influence function of the Gini covariance matrix Σ g is
2 , the influence function of the regular variance.
The influence function of the affine equivariant GCM is more complicated than that of GCM. Hampel et al. (1986) showed that, for an affine equivariant scatter functional M (·), the influence function of M at a spherical distribution
where α M and β M are two real valued functions depending on F 0 (g). Then the influence function of M at an elliptical distribution
The following corollary states the influence function of the TR version of GCM, which is obtained as a special case of Theorem 2 in Sirkiä et al. 
where (X 1 ) 2 denotes the second coordinate of X 1 , e 1 = (1, 0, ..., 0) T , and 
where c 1 (F 0 ) = E F0 X 1 with X 1 from F 0 .
Remark 3.3
For a spherical distribution F 0 (g), c 1 (F 0 ) = Er where r has the distribution of (7).
Note that when ν → ∞, using Stirling formula
→ 1, which corresponds to the normal case in that c 1 ( 
. This means that for boundedness of the influence at off-diagonal elements, a necessary and sufficient condition is that the α is bounded, while for diagonal elements, one needs boundedness on both α and β. As we can see from Figure 1 , the α and β functions of Tyler's and Dümbgen's M-functionals are bounded. The α function of the covariance matrix is quadratic in the radius r = x , though its β function is constant to be bounded. Both functions of the TR Gini covariance matrix are approximately linear for large r and those of the Kotz functionals are linear. This suggests that the TR Gini covariance matrix and Kotz matrix give more protection to moderate outliers than the covariance matrix but they are not robust in the strict sense. The Kotz functional and its symmetrized version TR Gini covariance matrix are L 1 methods. They are more robust than L 2 methods, and also very efficient (as we will see in the next section). Such properties are also shared by the zonoid scatter matrix ( 
Estimation
Sample Gini Covariance Matrix
Suppose that X = {X 1 , ..., X n } is a random sample from a continuous distribution F in R d and its empirical distribution is F n . Then the sample counterpart of the Gini covariance matrix is obtained by replacing F with the empirical distribution F n in (4). That is,
Clearly, the sample Gini covariance matrix Σ g (F n ) is a matrix-valued U -statistic U n to estimate Σ g (F ) with the kernel h(
A straightforward generalization of univariate results on non-degenerated Ustatistics given in Serfling (1980) establishes √ n-consistency of Σ g (F n ). This means that for F having a finite second moment,
where the remainder term satisfies R n p → 0. We have the following proposition.
Proposition 4.1 Let X 1 , ..., X n be a random sample from d-variate distribution F with a finite second moment. Then
where
T / x−x 1 and vec(A) stacks columns of A to form a long column vector.
Note that 2φ g (x) = vec(IF (x; Σ g , F ) ). The assumption of a finite second moment guarantees existence of the covariance of the limiting distribution.
Sample TR Gini Covariance Matrix
Replacing F with F n in (10), the sample affine equivariant Gini covariance matrixΣ G is defined and it is the solution of 2 n(n − 1)
The existence and uniqueness of the solution of (15) E2 w 2 (r) is increasing, and positive when r ≥ 0.
E3 w 1 (r) and w 2 (r) are bounded and continuous.
E5
For any hyperplane H, let P (H) be the fraction of pairwise difference belonging to that hyperplane.
U2 w 1 (r) is continuous and increasing, and positive when r > 0.
U3 w 2 (r) is continuous and decreasing, non-negative, and positive when 0 ≤ r < r 0 for some r 0 .
U4 For all hyperplane H, P (H) < 1/2.
Our affine equivariant version of Gini covariance estimator is the case with w 1 (t) = t and w 2 (t) = c(F )/d. It satisfies all except Assumption E3 in which w 1 is bounded. However, if we replace E3 with E3', (15) by a common iterative algorithm:
The initial value can takeΣ (0)
< ε for a pre-specified number ε > 0, where · can take any matrix norm. Note that we need to know the distribution F since c(F ) is included in (16) . In this case the estimator is Fisher consistent to Σ. (15) and obtain its solution for estimation of scatter matrix up to a factor.
The above algorithm is called the fixed-point algorithm and its convergence from any start points has been rigorously proved (Tyler, 1987) . However, it can be rather slow for high dimensions and large sample sizes. The very recent paper by Dümbgen, Nordhausen and Schuhmacher (2016) provide much faster new algorithms by utilizing a Taylor expansion of second order of the target functional. For large n, they approximate symmetrized estimators by considering the surrogate ones rather than all pairwise differences. Based on their idea, an algorithm for our Gini estimator can be developed and added to their R package "fastM" (Dümbgen et al., 2014) .
If we assume that the location parameter µ is known, then the MLE of Σ in the Kotz distribution (8) is found to be a scatter M-estimator, which is the solution ofΣ in the equation below:
The solution ofΣ in (17) is denoted asΣ K , which is Σ K (F n ). Assuming a known location parameter is for avoiding some restrictive regularity conditions for the simultaneous M-estimators. The simultaneous one is treated in Roelant and Van Aelst (2007) and Arslan (2010) . Our TR version GCM estimator is the symmetrized scatter MLE of the Kotz distribution without the need of reference to the location parameter, and hence avoids the above situation. n-consistency ofΣ G andΣ K under a spherical distribution F 0 is established as follows.
Proposition 4.2 Let X 1 , ..., X n be a random sample from a spherical distribution F 0 in R d . Under the assumption of finite second moment of
Once we obtain the √ n-consistency ofΣ G , we are able to use Theorem 4 of Sirkiä et al. (2007) , in which they assume √ n-consistency of symmetrized M-estimators to establish asymptotic normality. In the following we give the result for our estimator.
Corollary 4.1 Let X 1 , ..., X n be a random sample from a spherical distribution
If the covariance matrix (second moments) of F 0 exists, then
According to (12) and Corollary 3.1, the covariance matrix of the limit distri-
with (i, j)-block being equal to a d × d matrix that has 1 at entry (j, i) and 0 elsewhere. ASV (Σ G12 ; F 0 ) denotes the asymptotic variance of an off-diagonal element and ASC(Σ G11 ,Σ G22 ; F 0 ) denotes the covariance of any two diagonal elements. With Corollaries 4.1 and 3.1, we have
Using the affine equivariance property ofΣ G and Kronecker product ⊗, the limiting distribution of √ n vec(Σ G − Σ) at the elliptical distribution F is multivariate normal with zero mean and covariance matrix
Checking the conditions (N1-N4) of MLE proposed by Huber (1967), we are able to establish the normality of Kotz estimatorΣ K assuming a known location parameter. Proposition 4.3 Let X 1 , ..., X n be a random sample from spherical distribution F 0 (g) in R d . If the second moment of F 0 (g) exists and the first moment is known, then
With the results of Corollary 3.2 and Proposition 4.3, we have
in which E F0 [ X 2 ] = ER 2 with R having the distribution of (7).
Asymptotic Efficiency
Although our TR Gini covariance estimator is Fisher consistent to the scatter matrix since it is corrected by c(F 0 )/d, we consider its shape estimator in order to compare its limiting efficiency with that of the Tyler and Dümbgen M-estimators. The shape matrix associated with the scatter functional Σ is
Note that there are also other definitions for a shape matrix. For example, Paindaveine (2008) uses the determinant. Here we use the shape matrix based on the matrix trace because it allows us to compare asymptotic efficiency more easily. Tyler and Dümbgen estimators estimate the shape matrix. At elliptical distributions, all shape estimators estimate the same population quantity and hence are comparable without any correction factors. Theorem 5 of Sirkiä et al. (2007) states that a single number characterizes the limiting distribution of the shape estimators at F 0 and that number is the variance of off-diagonal elements ofΣ orŴ , τ . In general, the asymptotic relative efficiency (ARE) of an estimator T 1 with respect to another estimator T 2 is defined as the ratio of ASV (T 2 ) and ASV (T 1 ). Hence for shape estimators, the ARE ofŴ 1 with respect toŴ 2 is τ (Ŵ 2 )/τ (Ŵ 1 ). Listed in Table 1 are the limiting efficiencies of shape estimators with respect to the shape estimator based on the regular sample covariance matrix (i.e. the regular shape estimator). The efficiencies are considered under spherical Kotz(d) distribution and T d (ν) distributions at different dimensions d with different degrees of freedom ν, with ν = ∞ referring to the normal case. The variance of the off-diagonal element of the regular shape estimator at F 0 equal to 1 + κ(F 0 ), where κ(F 0 ) is the kurtosis of F 0 . That is, τ of the regular shape estimator is (ν −2)/(ν −4) in the T d (ν)-distributions for ν > 4 and (d+3)/(d+1) in the Kotz(d) distribution (Wang, 2009; Zografos, 2008) . In the normal case, 
2 ) with X from F 0 . For example, ASV of the Kotz shape estimator under the Kotz(d) distribution is (d + 2)/(d + 1). The variances of off-diagonal elements of the TR Gini shape estimator are given by (18) , and computed through a combination of numerical integration and Monte Carlo simulation. More specifically, for d = 2, the inner expectation of (18) is computed by a double integration and the outer expectation is estimated by an empirical mean on a sample of size 10 8 . For d > 2, all calculations are through simulations on samples with size 10
8 . The asymptotic variance of off-diagonal elements of the zonoid shape estimator under 
Finite Sample Efficiency
We conduct a small simulation to study finite sample efficiencies of the shape estimators with respect to the regular shape estimator. M = 10000 samples of two different sample sizes (n = 50, 200) at two different dimensions (d = 2, 5) are drawn from spherical T -distributions with 5, 8 and ∞ degrees of freedoms and from spherical Kotz distribution. We use R Package "mnormt" (Azzalini and Genz, 2016) to generate samples from multivariate T -distributions and normal distribution. We generate a random vector X from spherical Kotz distribution by X = RU , in which R is distributed from the Gamma distribution with the shape parameter being d and the scale parameter being 1 and U = Z/ Z with Z being a vector formed by d iid standard normal variables. If a random sample from Kotz(µ, Σ) is required, then by taking Σ's Cholesky decomposition L, we have Y = LX + µ from Kotz(µ, Σ).
In the simulation, all M-estimators and symmetrized M-estimators are calculated by the fixed-point algorithm. Tyler and Kotz shape estimators use the true location values in the computation. tyler.shape and duembgen.shape functions in R package "ICSNP" (Nordhausenet al., 2015) are used for computing Tyler and Dümbgen estimators. Also spatial.rank function of "ICSNP" is used for TR Gini shape estimator. The convergence criterion uses Frobenius matrix norm with ε being the default value 10 −6 and the maximum number of iterations setting to be 100. We also include the affine equivariant spatial rank shape estimator (MRCM) for comparison. It uses the median of absolute deviation (MAD) as univariate scale estimator. An alternative to MAD, Q n , is also included to see efficiency improvements of MRCM. The Zonoid shape estimator is not included in the finite sample efficiency comparison study due to its high computation complexity O(n d+1 ). For each estimator, the mean squared errors of off-diagonal elements are computed. That is,
Obviously, here we have Σ ij = I ij = 0. Since the off-diagonal elements have equal variances and are uncorrelated, the average of their MSEs is computed. The finite sample relative efficiencies listed in Table 2 are ratios of the mean MSE of the regular shape matrix to that of each estimator. The asymptotic relative efficiencies (n = ∞) from Table 1 are also listed in Table 2 for convenient reference.
The results of finite sample study show that Kotz and TR Gini estimators have a relatively fast convergence to their limiting efficiencies. Even for n = 50 of the normal and Kotz cases, their finite sample efficiencies are already close to the asymptotic ones. For the Tyler estimator, the convergence is slower, and the loss in efficiency is larger for finite sample sizes comparing to that of others. In the case of the T (5) distribution, the convergence to the limiting efficiency is much slower than that of the other cases. Low efficiency of MRCM can be explained by low efficiency of the univariate scale estimator MAD. Improvement can be done by using other robust alternatives which are more efficient, as suggested by Rousseeuw and Croux (1993) . They recommended Q n which is given by the 0.25 quantile of the pairwise distances multiplying some correction factor. For the normal distribution under the size n = 200, if Q n is used, the RE of MRCM increases to 0.83 for d = 2 and 0.87 for d = 5. Similar improvements are observed for other distributions also.
Conclusion
We have extended the univariate Gini mean difference to the multivariate case and proposed two versions of Gini covariance matrix (GCM). New covariance matrices are based on pairwise differences. Thus the location center needs not be estimated nor known. Their properties have been explored. They possess the block independence property, which allow them beneficial in many applications. Their influence functions have been derived. It was found that the influence functions of GCM are approximately linear, which is unbounded. In a strict sense, they are not highly robust. However, they are highly efficient under normal distributions. They have greater than 98% asymptotic relative efficiency with respect to sample covariance matrix. On the other hand, they are more robust than the covariance matrix which has influence function of a quadratic form. GCM will give more protection to moderate outliers than the covariance matrix. Similar properties are also shared by the Oja sign or rank covariance matrix and the zoniod or lift-zoniod covariance matrix, but our proposed ones enjoy computational ease. Hence the proposed affine equivariant GCM provides us an option for estimating scatter matrix with a consideration to balance well among efficiency, robustness and computation. U = (2Λ) −1/2 (Z 1 − Z 2 )/R being independent with R and uniformly distribution on the unit sphere. Then
Denote √ 2ER as c(F ), the proof is complete.
Proof of Theorem 2.2. Multiplying A on the left and A T on the right to both sides of Equation (11), we have
Since A is nonsingular, A −1 and (A T ) −1 exist. Hence
It means that AΣ G A T is the TR version of Gini covariance matrix for AX + b, where X is random vector from distribution F .
Proof of Proposition 3.1. The proof is straightforward. Let Y 1 and Y 2 be independently distributed from F ε = (1 − ε)F + εδ x and X 1 and X 2 independently distributed from F , then we have
Then the result for IF (x; Σ g , F ) follows. 2 ) is nonzero and finite, then the asymptotic normality ofΣ K follows.
Note that U (x, M, δ) is less than
Hence, for sufficient small δ, EU (X, M, δ) < δ+E X /d max( , and it exists a b > 0 such that EU (X, M, δ) < bδ. Similarly, the existence of c can be proved under the assumption of finite second moment, that E X 2 < ∞. Also the result that E( ψ(X, I d )
2 ) is nonzero and finite follows for continuous F 0 with a finite second moment.
