One of the newest methods of identification system is finger vein recognition which is a unique and successful way to identify human based on the physical characteristics of finger vein patterns. In this paper, a new type of classifier called Local Mean based K-nearest centroid neighbor (LMKNCN) is applied to classify finger vein patterns. Finally, the significance of the proposed method is proven by comparing the results of LMKNCN classifier with traditionally used K nearest neighbor classifier (KNN). The experimental results indicate that the proposed method in this research confidently merits the performance of the finger vein recognition method, as the gained accuracy using the proposed method is higher than that of the traditionally used method KNN. The maximum obtained accuracy of LMKNCN test with 2040 number of finger vein images is 100% while for KNN is 98.53%.
Introduction
The issue of security has always been a key challenging for human beings. The matters that how human can identify an unknown person's identity and how human can have an accurate identification have been worked on by many researchers for a long time. Finger vein recognition is one of the most suitable means for this purpose [1] . The highest priorities in this field is actually how to recognize and identify with maximum accuracy. This explains why we have the tendency to use new method of classification to classify data. Principal component analysis (PCA) [2] is one of the effective dimensionality reduction and feature extraction techniques but it employs K-nearest neighbor classifier (KNN) which suffers from some common classification problems such as small training sample size (SSS) and negative effect of exist outliers [3] . So to improve the classification, the new method is proposed which employs the local mean based k-nearest centroid neighbor classifier (LMKNCN) [3] instead of KNN (Euclidean distance) to classify the extracted features by PCA. The LMKNCN classifier considers both proximity and spatial distribution of the neighbors around query pattern. The remaining of this paper is organized as follows:
In Section 2, General Model of Finger Vein Recognition is shown. In Section 3 and 4, Image Acquisition andImage Processing are explained. In Section 5, a brief explanation of PCA as feature extraction is presented. In section 6, KNN and LMKNCN classifiers are introduced briefly. In section 7, Experimental Results are explained and finally, section 8 is the conclusion of the paper.
General Model
The general model of finger vein recognition can be seen in Fig. 1 consists of enrolment, getting live sample, image processing, storage, identification process (feature extraction, classification and comparison). In the enrolment part, the samples of finger vein should be captured by related finger vein devises (image acquisition) and then these captured images must be stored in the database. The live sample also referred to user's biometric template. This database which is captured from several individuals is needed later in identification process. The identification process is included feature extraction, classification and finally decision part which is explained more in the following subsections.
Fig. 1 The general model of finger vein recognition

Image Acquisition
The database, used in this research, consists of 2040 images from 204 subjects (10 images were taken from each subject). Four low cost devices employing for image acquisition are as follows: a camera in order to capture the images (Logitech V-UAV35 web-cam), an infrared LED (Osram SFH485 infrared light emitting diodes (IR LED)), a computer to process the finger vein images [4] . The mentioned web-cam is not sensitive to the infrared (IR) rays so, a negative film is used instead of IR blocking filter to prevent the infrared rays from being blocked. This negative film operates as an IR pass filter and transmits about 90% of radiation wavelength of 850nm.Samples of finger vein images captured from one of the subjects are shown in fig. 2 .
Fig. 2 Captured images of one subject of database
Image Processing. To prepare the finger vein images for the identification process, two major steps should be done before, region of Interest (ROI) extraction and resizing the images [5] . ROI Extraction. It is very important to extract the finger vein image from the undesired background. Because these unwanted background has negative affect on the recognition process. Fig. 3 shows how unwanted black area around the image is omitted from the finger vein image [5] .
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Manufacturing Engineering and Technology for Manufacturing Growth Resizing. Size of the finger image is very important issue because inappropriate image size might reduce the accuracy and increase the computational time. To overcome the time complexity and also eradicate the pixel noise, the cropped image size of 480×160 pixels is reduced to the smaller size which is 30×10 pixels image size in this research. Feature Extraction. PCA is one of the fundamental and effective methods in case of dimensional reduction [6] . This kind of transformation method is used to simplify data analysis. Dimensionally reduction and feature extraction are the main purposes of using PCA [7] .In our study, PCA is used to reduce the number of features extracted from the finger vein images.
Classification K-Nearest Neighbor Classifier. KNN [8] is a fundamental algorithm in pattern classification which is used in classification part of traditional PCA method. The first formulation of the nearest neighbor introduced by Hodges [9] and Sebesteyen [10] suggested a method to use KNN in the pattern recognition problem. However, KNN classifier has some disadvantages, for instance the classification accuracy dramatically reduces in the small training sample size, especially in the case of the outliers which has seriously effect on the performance of the nonparametric classifiers [3] .
Local Mean based K-Nearest Centroid Neighbor classifier (LMKNCN).
The latest method in pattern classification is the Local Mean Based K-Nearest Centroid Neighbor classifier (LMKNCN) [3] which is the combination of Local Mean based K-Nearest Neighbor (LMKNN) [11] and K-Nearest Centroid Neighbor (KNCN) [3] . LMKNN is robust to outliers, while KNCN is very effective to solve small training sample size problem. LMKNCN technique introduces a class label with nearest local centroid mean vector for each query pattern in order to improve the classification performance. LMKNCN works based on the three main subjects: 1) Proximity, 2) Spatial distribution of k neighbors, 3) Local mean vector of k neighbors from each class. The mathematical explanation of LMKNCN is provided as follows in five steps [3] :
First some definitions: is a query pattern , shows the size of the neighborhood, = { ∈ } is a training set, = { ∈ } represents the class training set, , … , show the number of classes in T, , … , represent the number of training samples in T i [3] .
Step 1: In the first step, the distances between training samples and query pattern X should be calculate in each class as follows:
Step 2: In the second step, the first nearest centroid neighbor of x in each class should be obtained and say .
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Step 3: K nearest centroid neighbors of x must be found, except for the first ones.
Next find the distances between the query pattern X and the obtained centroids ( ) :
Step 4: In set . (/) for each class, the local centroid means vector will be calculate:
Step 5: Designate X to the class c by finding the nearest local centroid mean vector: = arg $ 3 ) ( , # . )
Experimental Results on Finger Vein Database
As mentioned before, the database consists of 2040 finger vein images from 204 subjects. For a fair comparison, the value of K is fixed to 2 in all implementations. To demonstrate the effectiveness of the proposed method, the accuracy of the LMKNCN classifier is compared with the KNN classifier .The comparison is done at the different number of training and testing images as shown in Fig. 4 .
Fig. 4Different types of implementations by LMKNCN and KNN classifiers from each class
As it can be seen in Table 1 , the proposed method using LMKNCN classifier has the best performance on finger vein recognition in all different types of implementations, especially in cases in which the number of training samples has increased; this confirms the robustness of LMKNCN method [3] . It also can be observed that the performance of the proposed algorithm (using LMKNCN classifier and PCA as a feature extraction) is much better than traditionally one (using KNN classifier and PCA) for all different numbers of training images from one to nine.
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Manufacturing Engineering and Technology for Manufacturing Growth Fig. 5Comparison the percentages of having highest recognition rate between PCA&LMKNCN and PCA& KNN According to the Fig. 5 , it is noticeable that the obtained optimal performance of proposed method is significantly superior to that of PCA&KNN, especially in case of small training sample size. In order to explain the reason for this superior performance should be referred to the basic concept of the LMKNCN taking the advantages of two mentioned classifiers, first the LMKNN classifier which is robust to the outliers using the local mean vector of each class and second, KNCN classifier which is an effective method in small sample size situations due to the concept of the NCN [3] . So combining of the robustness of LMKNN and effectiveness of KNCN are the most important reasons to achieve this significant performance in finger vein recognition.
Conclusion
A new algorithm for finger vein recognition is proposed. The proposed method confidently merits the performance of the finger vein recognition method as the gained accuracy using proposed method is higher than that of the traditionally used method "using KNN classifier and PCA " in all Advanced Materials Research Vol. 628 of implementations. Another significant result which is worth mentioning is that the proposed method improves the performance of the finger vein recognition a lot in case of small training sample size.
