Abstract. Motivated by applications in moduli theory, we introduce a flexible and powerful language for expressing lower bounds on relative dimension of morphisms of schemes, and more generally of algebraic stacks. We show that the theory is robust and applies to a wide range of situations. Consequently, we obtain simple tools for making dimension-based deformation arguments on moduli spaces. Additionally, in a complementary direction we develop the basic properties of codimension for algebraic stacks. One of our goals is to provide a comprehensive toolkit for working transparently with dimension statements in the context of algebraic stacks.
Introduction
The notion of dimension for schemes is poorly behaved, even for relatively basic examples such as schemes smooth over the spectrum of a discrete valuation ring. Related concepts which are better behaved are codimension and dimension of local rings. Thus, if one wants to translate naive dimension-based arguments from the context of schemes of finite type over a field to a more general setting, a standard approach is to rephrase results using one of these two alternatives. The purpose of the present paper is twofold: first, to introduce a more natural way of working with relative dimension of morphisms, and second, to generalize this -as well as basic properties of codimension -to algebraic stacks.
More specifically, we introduce in Definition 3.1 below a precise formulation of what it should mean for a morphism to have relative dimension at least a given number n. Our immediate motivation is that in certain moduli space constructions in Brill-Noether theory (particularly the limit linear series spaces introduced by Eisenbud and Harris), a key property of the moduli space it that it has at least a certain dimension relative to the base. This allows the use of deformation arguments based purely on dimension counts. However, the existing language to express these ideas is notably lacking when the base is not of finite type over a field. Our definition gives very natural language to capture what is going on, and we show that it is formally well behaved, occurs frequently, and has strong consequences of the sort that one wants for moduli theory.
In generalizing limit linear series to higher-rank vector bundles, it is natural to work not with schemes but with algebraic stacks, and in this context, it is even more difficult to give transparent relative dimension statements using the usual tools. In particular, there is no good notion of dimension of local rings of stacks (see Example 6.9 below). Thus, the fact that our language generalizes readily to
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the stack context makes it especially useful, and it is incorporated accordingly into [Oss] and [OT] .
Finally, as a complement to the theory of relative dimension, we also develop the theory of codimension in the context of stacks. Here, the statements are as expected, but we emphasize that the context of stacks introduces certain subtleties which demand a careful treatment. These arise in large part because of the tendency of smooth (and even etale) covers to break irreducible spaces into reducible ones. For instance, it is due to these phenomena that the condition of being universally catenary does not descend under etale morphisms, in general.
The paper is organized as follows: in §2, we recall some background definitions and results of particular relevance. In §3, we give the definition of a morphism having relative dimension at least n, which forms the heart of the paper. We analyze the basic properties of this definition, as well as consequences of the defined properties, with an eye towards moduli theory. In §4, we analyze the formal behavior of our theory, particularly with respect to compositions of morphisms, and in §5 we give a number of examples as well as further discussion of the theory. In §6 we develop the theory of codimension of stacks. Finally, in §7 we generalize the notion of relative dimension to the context of stacks.
Acknowledgements. I would like to thank Johan de Jong for helpful conversations.
Preliminaries
Recall that if Z ⊆ X is a closed subscheme, then we define codim X Z = min
where we can take Z ′ and X ′ to run over irreducible components of Z and X respectively, or over all irreducible closed subschemes. If X is locally Noetherian, this is always finite.
We will work extensively with universally catenary schemes. Recall that schemes are only required to be locally Noetherian in order to be universally catenary, and a scheme locally of finite type over a universally catenary scheme remains universally catenary (see Remark 5.6.3 (ii) and (iv) of [GD65] ). The distinction between finite type and locally finite type is particularly important in the context of stacks, where naturally arising irreducible stacks may be locally of finite type without being of finite type.
One of the primary ways in which the universally catenary hypothesis will arise is the "dimension formula," which we now recall in the particular form which we will use.
In the above, and throughout the paper, the subscripts are used to denote the relevant fibers.
Proposition 2.1 is just a rephrasing of Proposition 5.6.5 of [GD65] .
We will also make frequent use of Chevalley's theorem on upper semicontinuity of fiber dimension for morphisms locally of finite type; this is Theorem 13.1.3 of [GD66] , and holds without any further hypotheses.
We use the term "algebraic stack" in the sense of Artin, following the conventions of [LMB00] , Chapter 4; in particular, their quasiseparation hypotheses imply that the underlying topological spaces of arbitrary algebraic stacks still have the property that every irreducible closed subset has a unique generic point (see Corollory 5.7.2 of [LMB00]).
A smooth presentation of an algebraic stack X consists of a scheme X together with a smooth, surjective morphism P : X → X . A smooth presentation of a morphism X → Y of algebraic stacks consists of schemes X, Y together with smooth surjective morphisms P : Y → Y and
We will frequently use the fact that smooth morphisms of stacks (and in particular smooth presentations) are open, and hence allow for lifting of generizations; see Proposition 5.6 and Corollary 5.7.1 of [LMB00] .
Notation 2.2. If f is a smooth morphism of schemes or algebraic stacks, we write reldim x f for the relative dimension of f at a point x of the source.
An example of de Jong (see Tag 0355 of [Sta13] ) shows that the universally catenary condition does not descend under etale morphisms, so it does not make sense to say that an algebraic stack is universally catenary. However, a natural substitute is to work with algebraic stacks locally of finite type over a universally catenary base scheme. We will show that such stacks behave much like universally catenary schemes.
Finally, we make some definitions and basic observations relating to fibers of morphisms of stacks. Even though the fibers themselves are not in general well defined, properties such as dimension and geometric reducedness behave well. Definition 2.3. Let f : X → Y be a morphism of algebraic stacks. For x ∈ X, let y be a geometric point representing f (x), and x a point of X × Y y lying over x. We say that f is reduced at x if X × Y y is reduced at x.
In general, if y ′ and x ′ are different choices of a geometric realization of the fiber as in the definition, then there exists a common realization simultaneously extending y and y ′ , and with a point mapping to x and x ′ . In particular, because geometric reducedness is invariant under field extension, we have:
Proposition 2.4. The definition of f being reduced at x is independent of the choices of y and x.
We now treat fiber dimension.
Definition 2.5. Let f : X → Y be a locally finite type morphism of algebraic stacks. For x ∈ X, let y be a geometric point representing f (x), and x a point of X × Y y lying over x, and define δ x f to be the dimension at x of X × Y y.
We then conclude:
Proposition 2.6. The definition of δ x f is independent of the choices of y and x, and can be expressed equivalently as follows: if P : Y → Y and P ′ : X → X × Y Y give a smooth presentation of f , and we have x ∈ X and y ∈ Y mapping to x and f (x) respectively, then
In addition, the function x → δ x f is upper semicontinuous.
Proof. The first statement follows just as for reducedness, since dimension is invariant under field extension. Next, let P and P ′ be a smooth presentation of f , and let y be a geometric point extending y ∈ Y . Then P ′ induces a smooth cover of X × Y y as well, so we conclude the desired identity directly from the definition of dimension of an algebraic stack.
Finally, for semicontinuity, we wish to show that for all n, the subset of X on which δ x f ≤ n is open. Let g : X → Y be the morphism induced by P, P ′ ; this is locally of finite type, so by semicontinuity of fiber dimension, the locus on X where the fiber dimension of g is at most m is open for all m. But by the previous statement of the proposition, δ x f is obtained as
for some x ∈ X lying over x, and since the relative dimension of P ′ is locally constant, we find that the preimage in X of the locus of X on which δ x f ≤ n is open, and hence the locus itself is open.
Relative dimension for morphisms
In this section, we define relative dimension, give some examples, and investigate some basic properties, including the "smoothing" results (Propositions 3.7 and 3.8) which constitute the primary application of the theory.
The definition is the following:
Definition 3.1. Let f : X → Y be a morphism locally of finite type of universally catenary schemes. We say that f has relative dimension at least n if for any irreducible closed subscheme Y ′ of Y , and any irreducible component X ′ of X| Y ′ , with generic point η, we have
We say that f has universal relative dimension at least n if for all universally catenary Y -schemes S, the base change X × Y S → S has relative dimension at least n.
We say that f has relative dimension (respectively, universal relative dimension) at least n at a point x ∈ X if there is an open neighborhood U of x such that the induced morphism U → Y has relative dimension (respectively, universal relative dimension) at least n.
Remarks 3.2. (i) The terminology is justified by the observation that if Y is of finite type over a field, then (3.1) is equivalent to dim X ′ − dim Y ′ ≥ n. Although the latter expression is independent of f , the property of having relative dimension at least n may still depend on f in general; see Remark 5.5.
(ii) If f : X → Y has relative dimension at least n, then we see immediately from the definition that every irreducible component of every fiber of f must have dimension at least n; see Proposition 3.5 below for a stronger version of this statement.
(iii) Note that here we allow n to be negative, and even then the condition is not vacuous; see Example 3.4.
(iv) Because dimension theory only works well for universally catenary schemes, it is natural to restrict to this case. We will use the hypothesis primarily to analyze composition of morphisms.
(v) Universally catenary schemes are by definition closed under morphisms which are locally of finite type, so we have in particular that if a morphism has universal relative dimension at least n, then every locally finite type base change has relative dimension at least n.
(vi) Although fiber dimension is upper semicontinuous, the same is not true for our definition of relative dimension. See Example 5.3 below.
(vii) We are primarily interested in the global case; we use the local concept of relative dimension mainly to simplify the treatment of stacks, where smooth presentations may have different relative dimensions at different points.
We begin with two classes of examples of morphisms satisfying Definition 3.1.
Example 3.3. If f is universally open with every generic fiber having every component of dimension at least n (in particular, if f is smooth of relative dimension n or larger), then f has universal relative dimension at least n. Indeed, because of semicontinuity of fiber dimension, the condition is preserved under base change (including under restriction to irreducible subschemes of the base), so this follows immediately from the fact that open morphisms map generic points to generic points.
Example 3.4. For closed immersions, the first difference between relative dimension and codimension is that codimension is defined to be c if the minimum codimension over all irreducible components of the source is equal to c, while the relative dimension is at least −c only if the maximum codimension over all irreducible components of the course is (at most) c. More generally, for closed immersions relative dimension measures intersection codimension behavior.
In particular, if f : X → Y is a closed immersion, Y is regular, and every component of X has codimension at most c in Y , it is a theorem of Serre (Theorem V.3 of [Ser65] ) that f has relative dimension at least −c, and building on Serre's theorem Hochster proved in Theorem 7.1 of [Hoc75] that f has universal relative dimension at least −c.
In a different direction, if Y is universally catenary, and everywhere locally X is cut out by at most c equations in Y , then f has universal relative dimension at least −c by Krull's principal ideal theorem. More generally, if X is everywhere locally cut out by the vanishing of the (k + 1) × (k + 1) minors of an n × m matrix, then f has universal relative dimension at least −(n − k)(m − k) (see Exercise 10.4 of [Eis95] ). Further, because Y is catenary, and such descriptions are preserved under restriction, we see that the same also holds for intersections of closed subschemes of the above forms, if we sum the corresponding relative dimensions.
Finally, we note that since our definitions are blind to non-reduced structure, it is in fact enough for the above descriptions of X to hold up to taking reduced structures. In particular, if Y has pure dimension c at a closed point x, then setting X = {x} we find that X ֒→ Y has universal relative dimension at least −c.
We next make some preliminary observations: Proposition 3.5. If f : X → Y has relative dimension at least n, then for any irreducible closed subset Y ′ of Y , and any irreducible component
Proof. Observing that in Definition 3.1, we have X ′ f (η) irreducible and hence equidimensional, the statement follows immediately from semicontinuity of fiber dimension. The same statements hold for universal relative dimension.
Consequently, f has (universal) relative dimension at least n if and only if it has (universal) relative dimension at least n at every point of X. We conclude this section with two propositions describing the main applications of Definition 3.1; in the context of moduli spaces, they constitute "smoothing theorems" based on dimension counts and analysis of special fibers. The strongest statements occur in the case of nonnegative relative dimension.
Proposition 3.7. Given f : X → Y , suppose there exists x ∈ X such that f has relative dimension at least n at x, and the fiber X f (x) has dimension n at x. Then there exists a neighborhood U of x on which f has relative dimension at least n and pure fiber dimension n, and on any such neighborhood f is open.
If further f has universal relative dimension at least n at
If further Y is reduced and the fiber of f is geometrically reduced at x, then f is flat at x.
Note that this proposition can also be viewed as a complement to the standard criterion for flatness in terms of fiber dimension in the case of a Cohen-Macaulay scheme over a regular scheme.
Proof. By definition, there exists an open neighborhood of x on which f has relative dimension at least n. Applying Proposition 3.5 and semicontinuity of fiber dimension, there exists a possibly smaller open neighborhood U of x on which f also has pure fiber dimension n. We claim that f is necessarily open on U . Let U ′ be any non-empty open neighborhood of U ; by Proposition 3.6, we have that f has relative dimension at least n and pure fiber dimension n, so it is enough to show that the image of such a morphism is open. Since the morphism is locally of finite type, by Corollary 1.10.2 of [GD64] it is enough to show that the image is closed under generization. Let y specialize to y ′ in Y , with y ′ in the image of f , say
. Set Y ′ to be the closure of y, and
Then from the definition of having relative dimension at least n, together with the hypothesis that the fibers have dimension n, we conclude that X ′ dominates Y ′ , and in particular y is in the image of f , as desired. Next, if f has universal relative dimension at least n, we conclude that f is universally open on U because according to Corollary 8.10.2 of [GD66] we may check that a morphism is universally open after finite type base change.
Finally, if the fiber of f is geometrically reduced at x, and Y is reduced, flatness of f follows from Theorem 15.2.2 of [GD66] .
It is clear that Proposition 3.7 will never apply in the case of negative relative dimension. Because it is sometimes important for applications, we also state a weaker version which works even when the relative dimension is negative. 
where η is the generic point of X ′ .
Then for every irreducible component X ′′ of X containing x, we have
If further we have
Proof. Given X ′′ an irreducible component of X containing x, let η ′ be its generic point. By (I), we have
But (in light of our running catenary hypotheses) this contradicts the hypothesis that codim Y Y ′ > 0. Thus the first assertion holds.
Next suppose that (III) is also satisfied, and let X ′ be an irreducible component of f −1 (Y ′ ) containing x and contained in X ′′ , and η its generic point. Then, since we already have the opposite inequality, we want to show that
But applying the catenary hypothesis together with the hypothesis on the universal relative dimension of Y ′ ֒→ Y , we have
But the catenary hypothesis also allows us to use the dimension formula, Proposition 2.1 to conclude that the righthand side above is equal to dim
, yielding the desired inequality.
Formal properties of relative dimension
In this section, we investigate the formal behavior of relative dimension, including behavior with respect to compositions in general, and with respect to composition with smooth morphisms.
Our first observation is the following, which will allow us to generalize Definition 3.1 to morphisms of stacks.
Proposition 4.1. Suppose that f : X → Y is smooth, and g : Y → Z a morphism with Z universally catenary. Given x ∈ X, we have that g has relative dimension at least n at f (x) if and only if g • f has relative dimension at least n + reldim x f at x. Additionally, the same statement holds for universal relative dimension.
Proof. The statements being local at x, we may assume that f has pure relative dimension m := reldim x f . Since smooth morphisms are open, we reduce immediately to showing that if f is surjective, then g has (universal) relative dimension at least n if and only if g • f has (universal) relative dimension at least n + m. Because smoothness is preserved under base change, and composition commutes with base change, the universal statement follows immediately from the non-universal statement. Next, observe that if g • f is locally of finite type then g is locally of finite type by Lemma 17.7.5 of [GD67] . Now, if Z ′ is an irreducible closed subscheme of Z, then by smoothness, every component
Thus, given such X ′ and Y ′ , having generic points η and ξ respectively, we have g(f (η)) = g(ξ), and by smoothness dim X
Now we come to the more substantial statement that Definition 3.1 behaves well with respect to composition.
Lemma 4.2. Suppose that f : X → Y has relative dimension at least m at x, and g : Y → Z has relative dimension at least n at f (x). Then g • f has relative dimension at least m + n at x.
The same holds for universal relative dimension.
Proof. By restricting to suitable neighborhoods of x and f (x), we may assume that f and g have (universal) relative dimension at least m and n everywhere, and we show that the composition has (universal) relative at least m + n everywhere. The universal statement follows immediately from the non-universal statement, since composition commutes with base change. For the non-universal statement, let Z ′ be an irreducible component of Z, and X ′ an irreducible component of X| Z ′ , with generic point η; then we wish to show
The relationship between dim X
Adding the two inequalities and using the above equation, we find that
We now apply our catenary hypothesis, first to conclude that
and second, to apply the dimension formula, Proposition 2.1, to the morphism
. Putting these three equations together with the previous inequality gives the desired inequality.
We conclude that Definition 3.1 behaves well with respect to smooth covers. We remark that without universality, relative dimension at least n need not be preserved under smooth base change; see Remark 5.9.
If f has universal relative dimension at least n at x, then by definition f ′ has universal relative dimension at x ′ for any x ′ lying over x, and in particular for x ′ = h(x ′′ ). We conclude that f ′′ has universal relative dimension at least n + reldim x ′′ h from Proposition 4.1. Conversely, if f ′′ has universal relative dimension at least n + reldim x ′′ h at x ′′ , then the other direction of Proposition 4.1 implies that f ′ has universal relative dimension at least n at h(x ′′ ). Then by Lemma 4.2, we have that g • f ′ has universal relative dimension at least n + reldim f ′ (h(x ′′ )) g at h(x ′′ ). Write g ′ : X ′ → X for the base change of g; then g ′ is a smooth cover with reldim h(x ′′ ) g ′ = reldim f ′ (h(x ′′ )) g, and g • f ′ = f • g ′ , so again applying Proposition 4.1, we have that f has universal relative dimension at least n at g ′ (h(x ′′ )) = x, as desired.
Using Lemma 4.2 and the standard Grothendieck six conditions argument (see for instance Remark 5.5.12 of [GD60]), we see that Definition 3.1 also behaves well under post-composition by a smooth morphism. Proof. The "only if" direction is immediate from Lemma 4.2. For the converse, first observe that Y is universally catenary, and the smoothness of g implies the diagonal ∆ g : Y → Y × Z Y has universal relative dimension at least −n, because if we factor ∆ g as a closed immersion followed by an open immersion, the closed immersion is locally cut out by n equations (See Proposition 2.2.7 of [BLR91] ). Now, if g • f has universal relative dimension at least m + n, then the second projection p 2 : X × Z Y → Y is the base change of g • f to Y , so likewise has universal relative dimension at least m+n. On the other hand, the graph morphism Γ f : X → X × Z Y is the base change of ∆ g under f × id, so it has universal relative dimension at least −n. Since f = p 2 • Γ f , we conclude that f has universal relative dimension at least m from Lemma 4.2.
Examples and further discussion
We conclude our examination of relative dimension with positive and negative examples, and a number of remarks on various aspects of the subject.
First, as another consequence of Lemma 4.2, we obtain the following wide classes of examples. Alternatively, suppose that f : X → Y is a morphism of smooth S-schemes, with S universally catenary, and m and n the relative dimensions of X and Y over S, respectively. Then f has universal relative dimension at least m − n.
Again, we mention that universal relative dimension is insensitive to non-reduced structures, so in fact the descriptions of the corollary only need to hold up to taking reduced structures in order to conclude the desired statements.
Proof. The first statement is a direct consequence of Lemma 4.2, together with Examples 3.3 and 3.4. For the second, we observe that f is necessarily locally of finite type, so X can locally be written as a closed subscheme of A Example 5.2. If Y is a smooth variety over a field, and f : X → Y is a blowup with smooth center, the second part of Corollary 5.1 implies that f has strong relative dimension at least 0.
We next provide some negative examples. Example 5.3. As usual, the normalization C of an irreducible nodal curve C provides an interesting example to consider. It has relative dimension at least 0, but not universal relative dimension at least 0. Indeed, if we take C × C C, we obtain C together with two isolated points, each of which maps to one of the preimages of the node under projection to C.
Another base change which does not have relative dimension at least 0 is obtained by taking the product with C, considered over the base field. In this case, if we let ∆ ⊆ C × C be the diagonal, and Z ⊆ C × C its image, then the restriction of C × C to (the preimage of) Z likewise consists of a copy of ∆ ∼ = C together with two isolated points.
Notice that this means that relative dimension does not have a semicontinuity property: the map C × C → C × C has relative dimension at least 0 over the nonsingular locus of C × C, but not over all of C × C.
Example 5.4. An example of a closed immersion of codimension c which does not have relative dimension at least −c is given by the standard example of failure of subadditivity of codimension for intersections: let X be a cone over a quadric surface, and Z the cone over a line in the surface. Then Z has codimension 1, but we claim that the inclusion Z → X does not have relative dimension at least −1. Indeed, if Z ′ is the cone over any other line in the same ruling, then Z ′ ∩ Z is equal to the cone point, which has codimension 2 in Z ′ .
Remark 5.5. According to Corollary 5.1, relative dimension does not depend on the map f when X and Y are both smooth over a common base. However, in the general case, we see from Example 5.3 that there is a nontrivial dependence on f . Indeed, the morphism C × C → C × C considered in that example does not have relative dimension at least 0, but there are many other morphisms with the same source and target which do. For instance, if we choose a point P ∈ C and consider the composition
where the second morphism is the normalization, then we have a composition of morphisms of relative dimension at least 1, 0 and −1 respectively, so obtain relative dimension at least 0, as asserted.
Remark 5.6. We elaborate slightly on the hypotheses and conclusions of Proposition 3.8. First, we observe that under the hypotheses of the proposition, although dim X
remains unchanged when we replace X ′ by X ′′ , the separate terms need not. Indeed, the map A 2 → A 2 given by (x, y) → (x, xy) has dimension dimension at least 0, and if we restrict to the line x = 0 in the target, we get that the dim X ′ f (η) = codim Y ′ f (X ′ ) = 1, so the proposition applies. However, without restricting (and letting η ′ be the generic point of X), we have dim X f (η ′ ) = codim Y f (X) = 0. This behavior is discussed further in Remark 5.7.
The final conclusion of Proposition 3.8 may seem superfluous in the context of smoothing arguments, but in fact it plays an important role in inductive arguments. We see from the second part of Example 5.3 that for this final conclusion, hypothesis (III) is indeed necessary. In the notation of that example, consider the map
This has relative dimension at least −1, and if we restrict to Z, we find that the conditions of Proposition 3.8 are satisfied with n = −1, except that Z does not have relative dimension at least −1 in C × C. However, in this case (again setting η ′ to be the generic point of X) we have dim given by (x, y) → (x, xy), and it is natural to notice that the failure of openness occurs at a jump in fiber dimension, and to wonder whether this phenomenon is general. In fact, Example 5.3 yields an example of a dominant morphism of varieties for which the image is not open and the fiber dimension does not jump. Namely, in the notation of that example, consider the map
This is a dominant morphism of varieties, with all fibers 0-dimensional, but its image is (C × C Z) ∪ {P 1 , P 2 }, where P 1 and P 2 are the intersection of Z with the singular locus of C × C.
However, we see immediately from Proposition 3.7 that if f : X → Y has relative dimension at least n, and there is no jumping of fiber dimension (i.e., all fibers have dimension n), then f necessarily has open image. By Corollary 5.1, the relative dimension hypothesis applies in particular whenever X and Y are smooth and dim X − dim Y = n. Thus, the behavior of the first example is in fact rather general.
Remark 5.8. Suppose that we have f : X → Y and g : Y → Z, where g is a closed immersion, and g • f has relative dimension at least n. Then it is immediate from the definition that f has relative dimension at least n as well, but it is natural to wonder, if g(Y ) has codimension c in Z, whether in fact f has relative dimension at least n + c. However, this is not the case. For instance, if f is the inclusion of the cone over a line into the cone over a quadric surface, as in Example 5.4, then we know that f does not have relative dimension at least −1. However, if we compose with the inclusion of Y into A 3 , then because A 3 is regular, we have that the composition has relative dimension at least −2, in fact universally.
Remark 5.9. Example 5.3 also demonstrates that the statement of Corollary 4.4 fails if we replace universal relative dimension with relative dimension. Indeed, in the notation of the example, the composed morphism
has relative dimension at least 1, and C × C → C is smooth of relative dimension 1, but C × C → C × C does not have relative dimension at least 0.
Codimension for stacks
We now give a treatment of the theory of codimension for algebraic stacks. Although the definitions and statements are as expected, there are some non-trivial aspects to the proofs, largely coming from the fact that basic statements on codimension for schemes require irreducibility, and irreducibility is not preserved under smooth covers.
The definition is as one would expect.
Definition 6.1. Let X be a locally Noetherian algebraic stack, and Z ⊆ X a closed substack. The codimension of Z in X is defined to be the codimension in X of X × X Z, where X → X is a smooth presentation of X .
We remark that although the Zariski topology on X is sober, topological codimension does not yield the correct definition -see Example 6.10.
Proposition 6.2. Codimension is well defined, and finite.
Proof. We first verify that codimension is well defined. If X → X , X ′ → X are both smooth presentations of X , then X × X X ′ is a smooth cover of both X and X ′ ; in principle, it may be that X × X X ′ is an algebraic space, but even so we can take a further smooth cover to obtain a common smooth cover of X and X ′ be a scheme. Thus, it is enough to see that codimension is preserved under passage to a smooth cover. But this is true more generally for flat covers, see Corollary 6.1.4 of [GD65] .
We next verify finiteness. By definition, any smooth presentation P : X → X has X locally Noetherian. Now, codim X Z := codim X P −1 Z, and in order to establish finiteness of codim X P −1 Z, it is enough to show that codim X Z ′ is finite for some Proof. The statement is obvious for schemes. Thus, if P : X → X is a smooth presentation, and Z = P −1 (Z) it suffices to prove that Z contains an irreducible component of X if and only if Z contains an irreducible component of X. But this is clear from the fact that P maps generic points to generic points.
We now state our main intrinsically stack-theoretic results, deferring for the moment the supporting results needed to prove them. We begin with a statement to the effect that, in the case of stacks, codimension still behaves the same with respect to irreducible components.
Proposition 6.4. Let Z ⊆ X be a closed substack. Then
where Z ′ and X ′ range over irreducible components (or equivalently, irreducible closed substacks) of Z and X respectively.
The next two results are generalizations to stacks of standard statements in the scheme setting, both of which require catenary hypotheses. The first is additivity of codimension.
Proposition 6.5. Let X be an irreducible algebraic stack, locally of finite type over a universally catenary base scheme, and
The second is the generalization of the "dimension formula" to stacks.
Proposition 6.6. Let Y be an algebraic stack, of finite type over a universally catenary scheme, and f : X → Y a morphism locally of finite type. Let Z ′ ⊆ Z be irreducible closed subschemes of X , and let η ′ and η be their respective generic points. Then
. Propositions 6.4, 6.5 and 6.6 will be easy consequences of the following.
Lemma 6.7. Let X be a locally Noetherian irreducible algebraic stack, and Z ⊆ X an irreducible closed substack. Let P : X → X be a smooth presentation of X , and P ′ : Z → Z the induced presentation of Z. Then for every irreducible component
If further X is locally of finite type over a universally catenary base scheme, then for every irreducible component Z ′ of Z, and every irreducible component
As usual, the proof of the lemma reduces to a related result on schemes, which we state separately. 
If further Y is universally catenary, then for any irreducible component
Proof. Using openness of smooth morphisms, we may replace X and Y by open subsets on which f is surjective, and f −1 (Z) = Z ′ . The first statement then follows from Corollary 6.1.4 of [GD65] .
In the universally catenary case, since the relative dimension of a smooth morphism is locally constant, and smoothness also ensures that X ′ dominates Y and Z ′ dominates Z, this is an immediate application of the dimension formula, Proposition 2.1.
Proof of Lemma 6.7. Our first claim is that if X ′′ ⊇ Z ′′ are different choices of irreducible components of X and Z respectively, then exists a scheme Y with irreducible closed subschemes Z ′ ⊆ X ′ such that Y is a smooth cover of X in two different ways, and under these maps, Z ′ is an irreducible component of the preimage of Z ′ and Z ′′ respectively, and X ′ is an irreducible component of the preimage of X ′ and X ′′ respectively. Indeed, by considering induced mappings on generic points, we can find an irreducible component Z of Z × X Z which dominates Z ′ and Z ′′ respectively under the projection morphisms, as well as an irreducible component X of X × X X which contains Z and likewise dominates X ′ and X ′′ respectively under the projection morphisms. Note also that
so we have also that Z is simultaneously an irreducible component of the preimage in X × X X of Z ′ via one projection, and of Z ′′ via the other. Now, it may be that X × X X is an algebraic space rather than a scheme, but if so we can pass to a further smooth cover Y → X × X X and let X ′ and Z ′ be components of the preimages of X and Z. This proves the desired claim. Now, for the first statement, it suffices to show that
Choosing Y and Z ′ as above (with the choice of X ′′ and X ′ being irrelevant), we apply the first part of Proposition 6.8 to conclude that
For the second statement, it suffices to show that
Choosing X ′ and Z ′ as above, we apply the second part of Proposition 6.8 to deduce that codim
as desired.
We now give the proofs of our main propositions.
Proof of Proposition 6.4. The first equality is an immediate consequence of the definitions of codimension for subschemes and substacks. The second equality reduces immediately to the case that Z = Z ′ , which is to say that we need to verify that, when Z is irreducible, we have codim X Z = max
Letting P : X → X be a smooth presentation, the above equation gives us that
where X ′ = P −1 (X ′ ), and Z ranges over irreducible components of P −1 (Z). However, according to Lemma 6.7, the values of codim X Z and codim X ′ Z are each independent of the choice of Z, so the desired identity reduces to the standard identity codim X Z = max
Proof of Proposition 6.5. The issue here is that even when everything is of finite type over a field, the statement can fail without irreducibility hypotheses, and since irreducibility is not preserved under smooth covers, we again have to exercise care in reducing to the scheme case. However, according to Lemma 6.7 we can compute all the codimensions in question in terms of a fixed chain of irreducible closed subschemes in a smooth presentation of X , so the statement reduces to the usual statement for schemes, which is immediate from the definition of catenary.
Proof of Proposition 6.6. Let P : Y → Y and P ′ : X → X × Y Y be a smooth presentation of f , with f ′ : X → Y the induced morphism. By hypothesis, f ′ is locally of finite type, and Y is universally catenary. Let Z and Z ′ be the preimages in X of Z and Z ′ respectively, and let W ′ be an irreducible component of Z ′ , and W an irreducible component of Z containing W ′ . Then f ′ (W ) and f ′ (W ′ ) are irreducible components of P −1 (f (Z)) and P −1 (f (Z ′ )), respectively. It follows from Lemma 6.7 that we have
On the other hand, the relative dimension of P ′ , being locally constant, is the same at all points of W and in particular on W ′ , so we see that
, where ξ and ξ ′ are the generic points of W and W ′ respectively. The proposition then follows from Proposition 2.1.
We conclude with examples illustrating the obstruction to defining a notion of "dimension of local ring" for stacks, and the difference between codimension and topological codimension for Artin stacks.
Example 6.9. Let k be a field, and X the stack given by A 1 k /G m . Then X is smooth of dimension 0 over Spec k. It has two points x 1 and x 0 , with x 1 specializing to x 0 , and via the smooth presentation A 1 k → X , we see that x 0 has codimension 1 in X . This example demonstrates that there is no theory of "dimension of local rings" for algebraic stacks -even those of finite type over a field -which simultaneously satisfies the following three conditions: (i) If δ(x) denotes the "dimension of the local ring at x," and x 1 specializes to x 0 , then
(ii) If X is smooth over a field, of pure dimension n, and x is a closed point of X , then δ(x) = n. Indeed, conditions (ii) and (iii) together imply that in our example, we must have δ(x 0 ) = 0 = δ(x 1 ), but this contradicts (i). k / GL 4 (k)], we see that the point corresponding to the zero matrix has codimension 2 in the underlying topological space of X , but codimension 4 in X itself.
Relative dimension and stacks
Finally, we generalize our results on relative dimension of morphisms to the setting of algebraic stacks. First, following the standard procedures, we will obtain from Corollary 4.3 that our definition of relative dimension generalizes to stacks.
Definition 7.1. Suppose that X , Y are algebraic stacks, locally of finite type over a universally catenary base scheme S, and f : X → Y a morphism. We say that f has universal relative dimension at least n if there exists a smooth presentation P : Y → Y and P ′ : X → X × Y Y of f such that for all x ∈ X, the induced morphism X → Y has universal relative dimension at least n + reldim x P ′ at x.
The following proposition says in essence that universal relative dimension is well defined for stacks. The proof of this proposition is completely standard, and underlies the fundamental Definition 4.14 of [LMB00] . However, since the proof is omitted in loc. cit., we sketch it here for the convenience of the reader.
Proof. Suppose that P and P ′ satisfy the condition of Definition 7.1, and we are given
′′ be smooth presentations of the relevant algebraic spaces. Then the morphism X ′′ → Y ′′ factors through both We next use the properties of stack codimension which we have developed to verify that universal relative dimension for stacks could be defined without reference to smooth presentations. Proof. Fix P : Y → Y and P ′ : X → X × Y Y a smooth presentation of f . First suppose that f has universal relative dimension at least n, and let Z → Y be as in the statement of the proposition. Fix a smooth cover Z → Z × Y Y , and let g : X × Y Z → Z be the second projection. We observe that X × Y Z is a smooth cover of X × Y Z: indeed, we obtain this as the composition 
We claim that we have
together, these claims yield the desired inequality. For the latter claim, according to Lemma 6.7, it is enough to show that g(Z ′ ) is an irreducible component of the preimage of 
since the latter is (an irreducible component of) a base extension of the former, and dim
′′ , obtained as a base change of P ′ . We thus conclude one direction of the proposition. For the converse, given x ∈ X, restricting to the connected component of X containing x, we may assume that X → X × Y Y has constant relative dimension m, and we want to prove that X → Y has universal relative dimension n + m. We can now state the main application of relative dimension of morphisms in the context of stacks. Recall that we have defined the notions of reducedness of fibers and of the fiber dimension function δ x f in Definitions 2.3 and 2.5.
Corollary 7.4. If f : X → Y has universal relative dimension at least n, then δ x f ≥ n for all x ∈ X . If for some x ∈ X , we have δ x f = n, then there exists a neighborhood U of x with δ x ′ f = n for all x ′ ∈ U, and on any such neighborhood we have that f is universally open.
If further Y is reduced and f is reduced at x, then f is flat at x.
Proof. It is immediate from the definitions and from Proposition 3.5 that δ x f ≥ n for all x ∈ X , and it then follows from Proposition 2.6 that if δ x f = n, there exists an open neighborhood U with δ x ′ f = n for all x ′ ∈ U. The universal openness and flatness assertions then follow from the corresponding statements of Proposition 3.7. Proof. In light of Proposition 7.3, the proof of Proposition 3.8 goes through verbatim in the stack setting, using Proposition 6.3 for the first part, and Propositions 6.5 and 6.6 for the second.
We next observe that composition of morphisms still behaves well in the stack setting.
Corollary 7.6. Suppose that f : X → Y has universal relative dimension at least m, and g : Y → Z has universal relative dimension at least n. Then g • f has universal relative dimension at least m + n.
Proof. Let P : Z → Z, P ′ : Y → Y × Z Z and P ′′ : X → X × Y Y give smooth presentations of g and f . Then using that
we have a morphism X × Y Y → X × Z Z which is likewise a smooth cover, and thus yields a smooth presentation of g • f as well.
The desired statement is then immediate from Lemma 4.2.
We conclude by giving the obvious generalization of Corollary 5.1 to the stack setting. Alternatively, suppose that f : X → Y is a morphism of smooth algebraic stacks locally of finite type over a scheme S, with S universally catenary, and let m and n be the relative dimensions of X and Y over S, respectively. Then f has universal relative dimension at least m − n.
Here, when we say that X may be expressed locally as an intersection of determinantal conditions with expected codimension adding up to c, we mean simply that there exists some smooth presentation of Y for which this is the case.
Proof. For the first statement, it follows immediately from the scheme case that f has universal relative dimension at least −c, and g has universal relative dimension at least n, so the desired assertion follows from Corollary 7.6.
The second statement can be reduced immediately to the scheme statement given in Corollary 5.1.
