Abstract-The control of the gliding action of underwater gliding snake-like robot is mainly studied in this paper. In order to solve the problem that the hydrodynamic environment is hard to model, the method of reinforcement learning is used to make the underwater gliding snake-like robot adapt to the underwater environment and automatically learn the gliding actions. A modified Monte Carlo policy gradient algorithm using pre-processed neural network is proposed to solve the problem that the states of the robot are difficult to be observed completely due to its complex structure. The gliding control problem of the underwater gliding snake-like robot can be approximated as a Markov Decision Process, so as to obtain an effective gliding control policy. Simulation results show the effectiveness of the proposed method.
I. INTRODUCTION
With the increasing demand for long-term exploration and monitoring in complex underwater environments, higher requirements have been placed on the endurance and maneuverability of corresponding detection equipment. At present, the existing underwater glider [1] has the advantages of good endurance and low noise and large capacity, but its fixed structure and buoyancy-driven characteristics cause the underwater glider to have poor maneuverability . Snake-like and fish-shaped bionic underwater robots [2, 3] , which have the characteristics of high mobility, can be flexibly applied to complex underwater detection of cracks, underwater equipment maintenance and other complex underwater environmental tasks. But they also have shortcomings such as low energy efficiency and poor endurance. Reference [4] proposed a new type of Underwater Gliding Snake-like Robot (UGSR) combining these two types of robots has the advantages of high mobility and strong endurance. That is what we studied in this paper.
The irregularly shape of snake-like robots and the highly complex interaction of robots and water make the environment extremely uncertain. So it's difficult to establish an accurate control model using traditional hydrodynamic analysis. So in this paper, we try a control method that can adapt to the environment. [5, 6] define that reinforcement learning is learning what to do-how to map states to actions-so as to maximize a numerical reward signal. In reinforcement learning, a class of model-free [5, 7] method has
Research supported by 1.National Key Research and Development Program (2017YFB1300101) 2. National Natural Science Foundation of China (61333016) * 1 is with the College of Information Science and Engineering, Northeastern University, Shenyang, China( zhangxiaolu@sia.cn ) 2 All other authors are with State Key Laboratory of Robotics, Shenyang Institute of Automation, Chinese Academy of Sciences, Shenyang, China the advantage of not requiring accurate mathematical model of the environment and has strong adaptability. So the reinforcement learning algorithm provides a new idea for the control policy of UGSR. Reinforcement learning algorithm has strong adaptability to the environment and self-learning ability for complex systems. It turns the problem of robot control into Markov Decision Processes (MDP) [8] , and it has been widely used in robotics research and application. In the UGSR application, the features of states such as position, joint angle, attitude, velocity and acceleration, which are all continuous features. For multi-degree-of-freedom robots, continuous high-dimension continuous actions are often used. Simple discretizations of states and actions often leads to the "dimensionality disaster" problem, so a function approximation method that can be applied to continuous state and action space needs to be taken. The neural network has the property of approximating any nonlinear continuous function with any precision. Therefore, we approach the nonlinear characteristics of UGSR control policy in reinforcement learning using neural network.
Due to the difficulty in fully observing the robot states in practical applications, the gliding control problem of UGSR using reinforcement learning actually belongs to the Partially Observable Markov Decision Process(POMDP) [9, 10] . Based on REINFORCE [11] , the classic Monte Carlo Policy Gradient (MCPG) algorithm, this paper makes a simple modification and proposes a Monte Carlo policy gradient algorithm with preprocessing. By preprocessing the input of the neural network, some of the observable problems of the state in controlling gliding action are effectively improved. The basic gliding action of UGSR was studied by the algorithm, and the effectiveness of the algorithm was verified by simulation analysis.
II. DESIGN OF UNDER-WATER GLIDING SNAKE-LIKE ROBOTS
The structure and movement mechanism of underwater gliding snake like robot are introduced in this section. Underwater gliding snake-like robot is improved on the basis of "Explorer" [12] , a underwater snake like robot designed by Shu-mei Yu et al.. Fig.1 shows the UGSR prototype, which contains five two-degree-of-freedom joints in the middle of the body and two joints in the head and tail of the body. There are also two flat gliding wings on both sides of the body. The five joints in the middle are used to adjust the posture of the robot and the other two telescopic joints control the buoyancy through screw unit so as to control the up and down of UGSR. The five two-degree-of-freedom joints of UGSR are equipped with angle rudder to control the joints' angle, so as to achieve the movement of changing direction through the swing of joints. There are more detailed structural design and prototype model of UGSR in [3] . According to the design of UGSR, the two telescopic joints can be suspended in water when the expansion amount is 0.
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III. REINFORCEMENT LEARNING ALGORITHM FOR GLIDING ACTION
Using reinforcement learning to control robot's actions is a process that robot choose actions sequentially to get rewards as much as possible. The robot's control problem is transformed into a MDP which includes a state space , an action space , an initial state distribution p 1 (s 1 ) and a state transition probability p(s t+1 |s t ,a t ). According to Markov Property, as in (1), the transition probability for a state to future states depends only upon the present state, not on the sequence of events that preceded it. r u o¡ p ¡ , what reinforcement learning need to do is to find a policy map from the state space to the action space, so that the agent can solve the MDP problem according to the policy. The extension of the telescopic joints of the UGSR and the inclination angle of the body are continuous values, so the states are also continuous. In this paper, the neural network is used to fit the continuous nonlinear function of the UGSR control problem.
A. Selection of the Algorithm
Because of the complexity of the underwater environment , we attempts to use a model-free method to study the control problem of gliding actions of UGSR. Monte Carlo methods are ways of solving the reinforcement learning problem based on averaging sample returns [5] . When the water environment model is unknown, we set a control target for UGSR. Do a lot of experiments following a initial policy and then calculate the discounted cumulative reward values for every state as in (2) where
In this paper, we use a neural network with two fully connected layers to fit the current control policy T S in the gliding experiment. And the outputs are calculated by softmax function, which computes the probability of every action. We update the parameters of policy by optimizing an objective function so as to get the best policy. The objective function is selected as (3), the cumulative reward expectation under policy T S .
In (3) ( , ) q s a S is the discounted cumulative reward gotten after selecting action a in state s. The policy gradient algorithm transforms the policy learning of gliding to a optimization problem. To solve the optimization problem, we use the gradient ascent method as (4) .
In 
Here we choose the cost function as negative objective function (6) . 
B. Improvements of the Algorithm
When UGSR interact with water environment, it is easy to get the location of head joint, tail joint and inclination angle of UGSR. It is difficult to get the parameters related to speed, acceleration, angular velocity and angular acceleration. If we do not consider the advanced sensors to acquire these parameters and only use directly observed observations, the gliding control will not satisfied with Markov property.
When authors of [13, 14] train agents to play Atari only using raw pixels as input , they stack 4 most recent frames as states to perceive the changes of the game frame and then achieved excellent results. In order to make neural network perceive the dynamics of UGSR, we preprocess the P and V are mean and standard deviation, respectively, of every feature in an episode of experiments. The standardization can effectively improve the convergence speed and the effect. To increase the exploration of the algorithm, the actions are randomly selected by the output probability.
In order to better understand the implementation of the modified algorithm, Tab.1 gives pseudo code for the preprocessed Monte Carlo Policy Gradient (PMCPG) algorithm. 
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IV. ALGORITHM DESIGN FOR GLIDING ACTIONS OF UGSR
There are mainly two ways for UGSR to move: the first is the same as the underwater snake-like robot, which generates the driving force through the swing of the two-degree-offreedom joints, so as to drive the UGSR forward flexibly. The second type is the same as the underwater glider who achieve more energy-saving gliding by controlling the changes of buoyancy. In this paper, we study the second type of movement and change the buoyancy by controlling the length of the two telescopic joints at the head and tail of the UGSR to drive its own gliding. With reinforcement learning, UGSR can learn to maximize the horizontal sub-displacement by gliding.
A. Elements design of gliding actions
Selection of state S According to the PMCPG algorithm, we need to save the most recent L times observations in the experiments of UGSR. In this paper we selects L=3. We select the center point coordinates of the UGSR joint (x, z), the expansion of the head joint (dh), the expansion of the tail joint (dt), and the pitch angle T of the body as the observation. The state S, input of neural network, can be designed as (10) . The subscript 0, 1, and 2 represent the observations of the last three time steps 
Selection of action
Considering the actual experiments of real-time control of the robot, it is difficult to achieve a large action mutation. So we set the expansion of telescopic joint to a constant real value d ' . We have three actions for each telescopic jointelongating d ' , shortening d ' and no change, then two joints can make up nine actions. This method of selecting actions can avoid the occurrence of dimensionality disaster.
Selection of terminal state
In reinforcement learning, every episode of experiment has a terminal state. When the terminal state is reached, this episode is terminated, and the next episode will begin training from the initial state. To prevent UGSR from turning in the horizontal direction, we limit T to a range of 
Selection of immediate reward
Since we have taken the Monte Carlo method, each update of the policy requires a complete experiment from the initial state to the terminal state. Robots are not as easy to get mass of experimental data as games, so the number of experiments required should be as few as possible. Because of the initial stochastic policy, it is difficult to achieve the target in the early stage of training. In order to get UGSR to reach the horizontal displacement target by gliding, we set the immediate reward r proportional to the difference between the horizontal coordinates of the last two time steps. In this paper, the positive direction of the horizontal axis OX is horizontal to the right and the positive direction of the vertical axis OZ is vertical downward. In order to achieve upward gliding, the current ordinate Z2 should be smaller than the ordinate Z1 of the last time step, so the immediate reward function of upward gliding can be set to (11) for upward gliding and set to (12) for downward gliding. In (11) and (12) 
In order to prevent local optimum, a penalty or a negative reward 1 r is obtained if UGSR fails to reach the expected target when it gets into a terminal state.
V. SIMULATION AND ANALYSIS
In order to shorten the time consumed by the training experiment and reduce the mechanical damage to the robot by repeated training process, we do simulation experiments in virtual environment firstly. After getting satisfactory results, the trained parameters is saved and transferred to the real robot as the initialized parameters. To this end, we built a hydrodynamic virtual environment based on rigid body hydrodynamic analysis, in which UGSR and water interact with each other. To simulate the true under-water environment, we won't get the data calculated by the virtual environment just like interaction force, velocity, acceleration, angular velocity and angular acceleration of hydrodynamic related.
In the simulation of this paper, we set threshold
The parameter network is updated every 0.05 seconds.
In addition to these fixed values, it is necessary to manually adjust some hyper parameters like the learning rate, the discount factor and the structure of the neural network according to the experimental results. Every neural network has two hidden layers and there are 20 neurons per layer. The rest of the parameters are updated by the neural network itself. 
A. Upward gliding
In this paper, the learning rate of neural network is chosen as self attenuation like (13) . 
In (13) 
To achieve upward gliding ,the immediate reward function should be set to (11) .
Simulation results of REINFORCE algorithm
It's equivalent to the classic MCPG algorithm--REINFORCE if we use the observation of the current time step as a state directly without stacked and standardized preprocessing. The cost function and the average return of discounted cumulative reward values are as Fig.3 and Fig.4 respectively. Because of the random initialization of the policy , the immediate reward if often negative at the beginning, so the average return of discounted cumulative reward values are negative in the several episodes at the beginning in Fig.4 Figure 2 . Prototype of underwater gliding snake-like robot So it's easy to get that cost function (6) will also have negative values in the several episodes at the beginning. As the training goes on, UGSR gradually gets some positive rewards, the return of discounted cumulative reward values is gradually greater than 0 and the cost function value becomes positive too. After about 1000 episodes, the average return of discounted cumulative reward values is stably convergent to a positive value but the cost function gradually converges to 0 after at least 4000 episodes. The intuitive understanding is that when the average return value is stable, UGSR can reach the target displacement along the roughly same route. After that, the parameter network gradually increase ( | , ) 
Simulation results of PMCPG algorithm
If the REINFORCE algorithm is preprocessed into a PMCPG algorithm, the cost function and the average return of discounted cumulative reward values are as Fig.5 and Fig.6 respectively.
As it can be seen from the cost function curve in Fig.5 , the cost function values of the first 500 episodes of PMCPG algorithm decrease significantly faster than that of REINFORCE algorithm. In Fig.6 , the average return values is stably convergent to a positive value in only 500 episodes. It shows that the preprocessing of the stacking and standardizing of input plays an important role in accelerating the training. 
B. Downward gliding
Compared with upward gliding, the only change in downward gliding is setting immediate reward function as (12) . Except for the only change, we used the same network architecture and hyper parameter values as the upward gliding. Fig.8 shows the cost function with PMCPG algorithm. Fig.9 shows the gliding diagram in a episode of downward gliding of UGSR with PMCPG algorithm.
C. Performance comparison
By comparing the curves of the cost function and the average return values of the two algorithms, we can get a contrast in the convergence speeds of the two algorithms intuitively. But we also need to know which algorithm can adapt to the noisy environment. So we test the generalization performances of the two policies in a simple way.
During the test, we reload the trained policy network and make the first 10 time steps follow the random policy to simulate a random starting state. Each policy network performs 100 episodes' test experiments and the number of times the target displacement is shown in Tab.2.   TABLE II. ALGORITHMS' GENERALIZATION PERFORMANCE Tab.2 illustrates that with PMCPG algorithm, UGSR can reach the target displacement more times which means it has better generalization performance than that with REINFORCE.
VI. CONCLUSION
In this paper, we proposed an algorithm called PMCPG which uses preprocessed neural network to fit a policy to control the gliding of UGSR. When UGSR learns how to glide, the use of PMCPG algorithm not only accelerates the convergence of training but also improves the performance when the state can not be observed completely.
