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We present a general method to obtain the exact rate function Ψ[a,b](k) controlling the large deviation proba-
bility Prob[IN [a, b] = kN ]  e−NΨ[a,b](k) that an N ×N sparse random matrix has IN [a, b] = kN eigenval-
ues inside the interval [a, b]. The method is applied to study the eigenvalue statistics in two distinct examples:
(i) the shifted index number of eigenvalues for an ensemble of Erdo¨s-Re´nyi graphs and (ii) the number of eigen-
values within a bounded region of the spectrum for the Anderson model on regular random graphs. A salient
feature of the rate function in both cases is that, unlike rotationally invariant random matrices, it is asymmetric
with respect to its minimum. The asymmetric character depends on the disorder in a way that is compatible
with the distinct eigenvalue statistics corresponding to localized and delocalized eigenstates. The results also
show that the level compressibility κ2/κ1 for the Anderson model on a regular graph fulfills 0 < κ2/κ1 < 1
in the bulk regime, in contrast to the behavior found in Gaussian random matrices. Our theoretical findings are
thoroughly compared to numerical diagonalization in both cases, showing a reasonable good agreement.
Since the fundamental works of Wigner [1] and Dyson [2–
4] that lay the foundations of random matrix theory, several
observables related to the eigenvalue statistics of N × N
random matrices have been studied and a wealth of quanti-
tative information is currently available, constituting an in-
valuable tool to address problems in various disciplines [5].
A primary observable is the number of eigenvalues IN [a, b]
within a bounded interval [a, b] on the real line. The statistics
of IN [a, b] describes the ground-state fluctuations of many-
body systems [6, 7], whose experimental realization may
be achieved by confining cold atoms in optical laser traps
[8]. From a more theoretical perspective, the fluctuations
of IN [a, b] provide a criterion to distinguish between the lo-
calized and the extended phase in non-interacting disordered
electronic systems [5, 9], due to the striking different behavior
of the eigenvalue statistics in each phase. Several works have
been also devoted to the statistics of the number of eigenvalues
in an unbounded interval (−∞, b] [10–18], which is relevant
to problems in different areas, such as the study of the intri-
cate energy landscape of disordered systems [10, 19, 20], or
the meaningful analysis of the correlation matrix built from
large datasets [13, 17]. These works deal with rotationally
invariant random matrices (RIRM), where the joint distribu-
tion of eigenvalues is analytically known and the Coulomb gas
method can be applied, yielding analytical results not only for
typical statistical fluctuations of IN [a, b], but also for atypical,
rare fluctuations, which remain finite for N →∞.
Although the Coulomb gas method has played a crucial role
in random matrix theory, its application is limited to RIRM.
The statistics of IN [a, b] in other interesting random matrix
ensembles has eluded a careful treatment, as the analytical
form of the joint distribution of eigenvalues is not generally
known. In this sense, the most relevant examples come from
spectral graph theory [21], in which the central interest lies in
the eigenvalue statistics of certain matrices related to sparse
random graphs, defined as a set of N nodes connected ran-
domly by edges. The behavior of the fluctuations of IN [a, b]
in random graphs is an interesting subject from the theoret-
ical side, due to the interplay between the distinct statistical
properties of eigenvalues corresponding to localized and ex-
tended states, both usually coexisting in the spectra of random
graphs [22–26]. In the last decade, random graphs have be-
come a fundamental tool to explore different branches of sci-
ence, finding applications in complex networks, spin-glasses
and information theory (see [27, 28] and references therein).
Another important application is the study of transport prop-
erties in disordered electronic systems, where random graphs
give rise to mean-field models [22, 23, 25, 29–31]. Motivated
by the connection between Anderson localization on a regu-
lar random graph (RRG) and localization in the Fock space
of many-body quantum systems [32, 33], there has been a re-
newed interest in the Anderson model on a RRG due to the
possible existence of a novel, non-ergodic delocalized phase
[31, 34–40], which would be characterized by extended eigen-
states corresponding to uncorrelated energy levels [31]. In
spite of this ubiquitousness, analytical techniques to pursue
an in-depth analysis of the eigenvalue fluctuations of random
graphs are still lacking, even in the context of the well-studied
Anderson model on a RRG.
In this paper we introduce a powerful method to compute
analytically the rate function Ψ[a,b](k) describing the large de-
viations that a large N × N matrix associated to a random
graph model has IN [a, b] = kN eigenvalues inside [a, b].
Our approach explores an analogy between spin-glasses and
random matrices by mapping the problem of computing the
cumulant generating function (CGF) of IN [a, b] in a free-
energy calculation reminiscent from spin-glasses, which can
be pursued using the replica method [41]. In order to illustrate
the general character of our technique, we present results for
two different examples: (i) the rate function of IN (−∞, L]
for Erdo¨s-Re´nyi (ER) random graphs; (ii) the statistics of
IN [−L,L] for the Anderson model on a RRG. As a com-
mon finding, the rate function of IN is asymmetric with re-
spect to its minimum, in contrast to its symmetric nature for
ar
X
iv
:1
60
3.
06
00
3v
2 
 [c
on
d-
ma
t.d
is-
nn
]  
2 S
ep
 20
16
2RIRM studied up to the present. We argue that such asymme-
try comes from the presence of both localized and extended
states in the spectra of random graphs. As another outcome
of the method, our results show that, for fixed L = O(1) and
large N , the level compressibility κ2/κ1 [42, 43] for the An-
derson model on a RRG fulfills 0 < κ2/κ1 < 1, which com-
plies with the absence of strong level repulsion. All results
are compared with numerical diagonalization of large random
matrices, showing a fairly good agreement.
We consider an N × N symmetric real matrix H with
eigenvalues λ1, . . . , λN , where IN [a, b] denotes the num-
ber of eigenvalues inside [a, b] ⊆ R. If ρN (λ) =
(1/N)
∑N
i=1 δ(λ− λi), obviously
IN [a, b] = N
∫ b
a
dλ ρN (λ) . (1)
Using the discontinuity of the complex logarithm along the
branch cut on the negative real axis as a prescription of the
Heaviside step function Θ(−x) = 12pii limη→0+ [ln(x+ iη)−
ln(x− iη)], one derives the expression
IN [a, b] = − 1
pii
lim
η→0+
ln
[
Z(bη)Z(a
?
η)
Z(b?η)Z(aη)
]
, (2)
where aη ≡ a − iη and bη ≡ b − iη. We have introduced
Z(z) = [det (H − z1 )]−1/2, with 1 the N ×N identity ma-
trix and (· · · )? the complex conjugation. Next we introduce
the CGF for the statistics of IN [a, b]
F[a,b](y) = − lim
N→∞
1
N
ln
〈
e−yIN [a,b]
〉
, (3)
where 〈· · · 〉 represents the average over the ensemble of ran-
dom matrices H , specified through the distribution p(H).
Combining eqs. (2) and (3), one can write
F[a,b](y) = − lim
N→∞
lim
η→0+
1
N
lnQ[aη,bη](y) , (4)
with
Q[aη,bη](y) =
〈
Z
iy
pi (b?η)Z
iy
pi (aη)Z
− iypi (bη)Z−
iy
pi (a?η)
〉
.
(5)
Assuming that F[a,b](y) is differentiable for arbitrary
y ∈ R [44], from large deviation theory we have that
Prob[IN [a, b] = kN ]  e−NΨ[a,b](k), where the rate function
Ψ[a,b](k) [45] is related to the CGF F[a,b](y) by the Legendre
transform
−Ψ[a,b](k) = inf
y∈R
[
ky −F[a,b](y)
]
, (6)
while the `th cumulant κ`[a, b] of IN [a, b] follows from
κ`[a, b] = (−1)`+1
∂`F[a,b](y)
∂y`
∣∣∣
y=0
. (7)
Thus, the CGF is the central object of interest, since the com-
putation of Ψ[a,b](k) and κ`[a, b] boils down to being able to
determine F[a,b](y).
Fortunately,F[a,b](y) can be calculated exactly forN →∞
using spin-glass techniques [41]. According to eqs. (4) and
(5), F[a,b](y) is obtained from the ensemble average of imag-
inary powers of Z(z), which is an unworkable calculation.
In order to overcome this obstacle, one employs the replica
method as discussed in [46], by defining the function
Qr(n+, n−) =
〈 [
Z(b?η)Z(aη)
]n+ [
Z(bη)Z(a
?
η)
]n− 〉 (8)
in terms of positive integers n±. Once Qr(n+, n−) is com-
puted in the limit N → ∞, the function Q[aη,bη ](y) of Eq.
(5) is recovered by making an analytical continuation of n±
to the complex plane and then performing the replica limit
n± → ±iy/pi of Qr(n+, n−). Although the general scheme
of the replica approach, including the underlying interchange
of limits N → ∞ and n± → ±iy/pi, has been rigor-
ously established only for some disordered systems [47], the
replica method has proven to be a valuable tool to calculate
exactly the averaged spectral properties of random matrices
for N → ∞ (see [48] and references therein). All techni-
cal details of the replica method to compute Q[aη,bη ](y) are
discussed in the supplemental material [48].
In order to illustrate the versatility of our approach, we
study two different examples: (i) the number of eigenval-
ues inside (−∞, L], also known as the shifted index number
(SIN), for the adjacency matrix of Erdo¨s-Re´nyi (ER) graphs
[49]; (ii) the number of eigenvalues within [−L,L] for the
Hamiltonian describing the Anderson model on a RRG [50].
The statistics of IN is studied from the eigenvalues of an
N × N symmetric random matrix H . Both models are de-
fined by a common matrixH with entries Hij = iδij + cij ,
where {i} are independent random variables drawn from the
distribution P().
The structure of each random graph is encoded in the en-
tries {cij} of the underlying adjacency matrix [49]: cij = 1
if nodes i and j are connected, and cij = 0 otherwise. The
distributions of {cij} for each example are presented in [48].
It is important to note that, for a RRG, the number of neigh-
bors connected to each node is fixed to a integer c, while this
quantity fluctuates from node to node in the case of ER ran-
dom graphs, with an average value c ∈ R. We refer to [48] for
further details regarding the definition of each random graph
model.
We present below the main outcomes of the method,
namely the analytical results for the rate functions in each
case. LetF (p)L (y) andF (a)L (y) denote, respectively, the CGF’s
for the examples (i) and (ii) introduced above. After following
3the replica method [48], one ends up with the expressions
F (p)L (y) =
c
2
∫
du dv ωp(u)ωp(v)
[
e
y
piϕ(u,v) − 1
]
− ln
[∫
duµ(u)e
y
pi θ(u)
]
, (9)
F (a)L (y) =
1
2
(c− 2) ln
[∫
du dv ν(u, v|c)e ypi [θ(u)+θ(v)]
]
− c
2
ln
[∫
du dv ν(u, v|c− 1)e ypi [θ(u)+θ(v)]
]
,
(10)
where u and v are complex variables, and we have defined
θ(u) = − i
2
ln
( u
u?
)
, ϕ(u, v) = − i
2
ln
[
1 + 1uv
1 + 1(uv)?
]
.
(11)
The integrals with the measure du dv in Eqs. (9) and (10) run
over all possible values of the real and imaginary parts of u
and v, with the constraints Reu > 0 and Re v > 0 [48].
The function µ(u) is the joint distribution of (Reu, Imu),
while ν(u, v|c) is the joint distribution of the real and imagi-
nary parts of u and v for a fixed c. These quantities are evalu-
ated from
µ(u) =
∞∑
k=0
e−cck
k!
∫ [ k∏
n=1
dunωp(un)
]
×
〈
δ [u− F(u1,...,k)]
〉

, (12)
ν(u, v|c) =
∫ [ c∏
n=1
dun dvn ωa(un, vn)
]
×
〈
δ [u− F(u1,...,c)] δ [v − F−(v1,...,c)]
〉

,
(13)
with
F(u1,...,k) = i (− z∗) +
k∑
n=1
1
un
, (14)
and z = L− iη. The symbol 〈. . . 〉 denotes the average over
. The system of equations is closed for each example by the
equations for the joint distributions ωp(u) and ωa(u, v)
ωp(u) =
e
y
pi θ(u)µ(u)∫
du e
y
pi θ(u)µ(u)
, (15)
ωa(u, v) =
e
y
pi [θ(u)+θ(v)]ν(u, v|c− 1)∫
du dv e
y
pi [θ(u)+θ(v)]ν(u, v|c− 1) . (16)
The limit η → 0+ is implicit in Eqs. (9) and (10) as well as in
the equations for the distributions.
The system of Eqs. (12-16) determine all distributions
needed to calculateF (p)L (y) andF (a)L (y). By substituting Eqs.
(12) and (13) in Eqs. (15) and (16), we obtain self-consistent
equations for ωp(u) and ωa(u, v), whose solutions depend on
y. As the y-dependent factors play the role of reweighting
terms in Eqs. (15) and (16), these are solved numerically
by a weighted population dynamics algorithm, discussed in
[48]. The subsequent numerical solutions are used to evaluate
the CGF’s of Eqs. (9) and (10) for different values of y, and
the corresponding rate functions Ψ(p)L (k) and Ψ
(a)
L (k) follow
from Eq. (6). For y = 0, Eqs. (15) and (16) have a standard
form, already found in similar problems [24, 46, 51, 52].
FIG. 1. Rate function Ψ(p)L (k) of the fraction of eigenvalues inside
(−∞, L] for Erdo¨s-Re´nyi graphs with L = −1 and average connec-
tivity c = 3. The solid line is the population dynamics results and the
symbols correspond to numerical diagonalization of matrices of sizes
N = 50 (yellow pentagons), N = 100 (orange rhombic symbols)
and N = 300 (dark-red triangles), using ensembles with 7 × 109,
6× 108 and 2× 108 samples, respectively.
Firstly we present results for the rate function Ψ(p)L (k)
governing the statistics of IN (−∞, L] for ER graphs with
P() = δ(). The function Ψ
(p)
L (k) for c = 3 is displayed
in figure 1, where we compare the population dynamics re-
sults with numerical diagonalization of finite matrices. Since
the probability of observing IN (−∞, L] = kN behaves as
e−NΨ
(p)
L (k) for N  1, there is a compromise between con-
sidering larger and larger N to suppress finite size effects
while at the same time exploring a sizeable subinterval of
k ∈ [0, 1]. In spite of this difficulty, numerical diagonaliza-
tion results approach the theoretical results for increasing N .
The effect of the average connectivity c on Ψ(p)L (k) is illus-
trated in figure 2. A notable feature of Ψ(p)L (k) is its asymme-
try around the position of its minimum, located at the typical
value ktyp = limN→∞ 〈IN (−∞, L]〉 /N . This is at odds to
the behavior of the rate functions describing the eigenvalue
statistics in RIRM studied up to the present [6, 11–18], but
consistent with the gradual change of the eigenvalue statisti-
cal properties as c increases [22, 23]. For c < 1, the graph is
composed of finite, disconnected clusters, and all eigenvectors
are localized [23, 53], while a giant cluster emerges at c ≥ 1,
with the spectrum presenting a mobility edge that separates lo-
4FIG. 2. Population dynamics results for the rate function Ψ(p)L (k) of
the fraction of eigenvalues inside (−∞, L] for Erdo¨s-Re´nyi graphs
with L = −1 and different values of the average connectivity c. The
typical value ktyp of the shifted index is defined in the main text.
calized and extended eigenstates [24, 26, 53]. Level repulsion
between neighboring eigenvalues is stronger for c ≥ 1 and,
accordingly, samples that increase the SIN become less prob-
able, resulting in rate functions that grow faster for k > ktyp
when compared to the left branch k < ktyp. By rescaling cij
as cij → cij/
√
c, Ψ(p)L (k) becomes gradually more symmetric
for increasing c > 1 [48], consistently with RIRM [6, 11–18].
Next we present results for the rate function Ψ(a)L (k) con-
trolling the fraction of eigenvalues inside [−L,L] for the An-
derson model on a RRG. The diagonal entries 1, . . . , N
are uniformly distributed in [−W/2,W/2]. The statistics of
IN [−L,L] depends crucially on how L scales with N [6].
Below we comment on the possibility to apply our method
to study the local eigenvalue statistics, obtained by consid-
ering L = O(1/N) [5, 54]. Here we limit ourselves to the
regime where L = O(1), independently of N , such that
ρ(λ) is not uniform over [−L,L]. In this case, the asym-
metric nature of Ψ(a)L (k) changes as a function of W , simi-
larly to ER graphs, as shown in figure 3. Repulsion between
neighboring levels becomes more prominent for smaller W ,
which makes the fluctuations that tend to raise IN [−L,L]
rarer. For W > Wc ' 17.5, all eigenstates are localized
and the level-spacing distribution corresponding to the local
eigenvalue statistics follows a Poisson law [25, 29, 31], such
that the eigenvalues behave as uncorrelated random variables.
The rate function is closer to that of a binomial distribution
for large W , since ρ(λ) becomes approximately uniform over
[−L,L].
We finish by presenting results for the cumulant ratio κ2/κ1
of IN [−L,L] for the Anderson model on a RRG. From Eq.
(7), we have that κ2/κ1 = σ2N/mN is the level compress-
ibility [9, 42, 43], since σ2N = 〈I2N 〉 − 〈IN 〉2 is the number
variance and mN = 〈IN 〉 is the mean number of eigenval-
ues inside [−L,L]. The analytical equations for κ1 and κ2
are shown in [48], including the case of W = 0, for which
FIG. 3. Population dynamics results for the rate function Ψ(a)L (k) of
the fraction of eigenvalues inside [−L,L] for the Anderson model
on a regular random graph with fixed connectivity c = 3, L = 1 and
different disorder strengths W . The solid red line is the rate function
of a binomial distribution, where 2L/W is the probability that an
eigenvalue falls into [−L,L].
κ2/κ1 = 0. The ratio κ2/κ1 allows to distinguish between
Poisson level statistics, where σ2N = mN and κ2/κ1 = 1, and
the statistics of a rigid spectrum, where neighboring eigenval-
ues strongly repel each other, yielding σ2N = O(lnN) and
κ2/κ1 = 0 [9, 42, 43].
Figure 4 displays population dynamics results for κ2/κ1
as a function of W for fixed connectivity c = 3. The level
compressibility κ2/κ1 is a continuous and monotonic func-
tion of W ≥ 0, which approaches κ2/κ1 → 1 only for
W → ∞. More interestingly, it fulfills 0 < κ2/κ1 < 1 for
any W > 0 and, consequently, the number of energy levels
inside [−L,L] corresponding to extended eigenstates follows
a sub-Poissonian statistics. This is in contrast to the behav-
ior of the extended states in Gaussian random matrices [6],
where κ2/κ1 = 0 for an interval of size 2L = O(1), due to
the strong level-repulsion. The population dynamics results
are free of finite size effects, as they arise from the solution of
eqs. (13) and (16), valid for N →∞.
Finally, we remark that our results do not allow to draw con-
clusions on the existence of an ergodic/non-ergodic transition
in the extended phase of the Anderson model on a RRG, since
we have considered L = O(1), independently of N . Such
transition can be studied, in principle, by computing κ2/κ1
corresponding to the statistics of low-lying energies {λi} that
fulfill 1/N  λi  ET , where ET ∝ (lnN)−1 is the Thou-
less energy for the Anderson model on a RRG [54]. This is
achieved by setting L = s/N , with s 1 [54]. Although we
do not study local eigenvalue fluctuations, our approach opens
the very interesting perspective that such problem can be ad-
dressed analytically by considering finite size corrections, fol-
lowing the ideas of [55, 56]. Work along this line is underway.
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5FIG. 4. Populations dynamics results (solid lines) for the cumulant
ratio κ2/κ1 of the number of eigenvalues within [−L,L] for the An-
derson model on a regular random graph with connectivity c = 3
and different L: L = 1/2 (dark red), L = 1 (yellow) and L = 2
(blue). We also present numerical diagonalization results (symbols)
for matrices of sizeN = 1000 and average over 5×103 samples, for
L = 1/2 and L = 1, and over 104 samples for L = 2. The shaded
area around each curve represents the error bars.
PAPIIT IA101815.
[1] E. P. Wigner, Mathematical Proceedings of the Cambridge
Philosophical Society 47, 790 (1951).
[2] F. J. Dyson, Journal of Mathematical Physics 3, 140 (1962).
[3] F. J. Dyson, Journal of Mathematical Physics 3, 157 (1962).
[4] F. J. Dyson, Journal of Mathematical Physics 3, 166 (1962).
[5] M. Mehta, Random Matrices, Pure and Applied Mathematics
(Elsevier Science, 2004).
[6] R. Marino, S. N. Majumdar, G. Schehr, and P. Vivo, Phys. Rev.
Lett. 112, 254101 (2014).
[7] R. Marino, S. N. Majumdar, G. Schehr, and P. Vivo, ArXiv
e-prints (2016), arXiv:1601.03178 [cond-mat.stat-mech].
[8] I. Bloch, J. Dalibard, and W. Zwerger, Rev. Mod. Phys. 80, 885
(2008).
[9] S. A. K. B. L. Altshuler, I. K. Zharekeshev and B. I. Shklovskii,
J. Exp. Theor. Phys. 67, 625 (1988).
[10] A. Cavagna, J. P. Garrahan, and I. Giardina, Phys. Rev. B 61,
3960 (2000).
[11] S. N. Majumdar, C. Nadal, A. Scardicchio, and P. Vivo, Phys.
Rev. Lett. 103, 220603 (2009).
[12] S. N. Majumdar, C. Nadal, A. Scardicchio, and P. Vivo, Phys.
Rev. E 83, 041105 (2011).
[13] S. N. Majumdar and P. Vivo, Phys. Rev. Lett. 108, 200601
(2012).
[14] R. Marino, S. N. Majumdar, G. Schehr, and P. Vivo, Journal of
Physics A: Mathematical and Theoretical 47, 055001 (2014).
[15] I. P. Castillo, Phys. Rev. E 90, 040102 (2014).
[16] I. Pe´rez Castillo, ArXiv e-prints (2014), arXiv:1410.4127
[cond-mat.stat-mech].
[17] A. Camacho Melo and I. Pe´rez Castillo, ArXiv e-prints (2015),
arXiv:1510.04752 [cond-mat.stat-mech].
[18] A. Grabsch and C. Texier, ArXiv e-prints (2016),
arXiv:1602.03370 [cond-mat.stat-mech].
[19] K. Broderix, K. K. Bhattacharya, A. Cavagna, A. Zippelius,
and I. Giardina, Phys. Rev. Lett. 85, 5360 (2000).
[20] D. Wales, Energy Landscapes: Applications to Clusters,
Biomolecules and Glasses, Cambridge Molecular Science
(Cambridge University Press, 2003).
[21] D. Cvetkovic´, P. Rowlinson, and S. Simic´, An Introduction
to the Theory of Graph Spectra, London Mathematical Society
Student Texts (Cambridge University Press, 2009).
[22] S. N. Evangelou and E. N. Economou, Phys. Rev. Lett. 68, 361
(1992).
[23] S. N. Evangelou, Journal of Statistical Physics 69, 361.
[24] F. L. Metz, I. Neri, and D. Bolle´, Phys. Rev. E 82, 031135
(2010).
[25] G. Biroli, G. Semerjian, and M. Tarzia, Progress
of Theoretical Physics Supplement 184, 187 (2010),
http://ptps.oxfordjournals.org/content/184/187.full.pdf+html.
[26] F. Slanina, The European Physical Journal B 85, 361 (2012),
10.1140/epjb/e2012-30338-1.
[27] M. Mezard and A. Montanari, Information, Physics, and Com-
putation (Oxford University Press, Inc., New York, NY, USA,
2009).
[28] A. Barrat, M. Barthlemy, and A. Vespignani, Dynamical Pro-
cesses on Complex Networks, 1st ed. (Cambridge University
Press, New York, NY, USA, 2008).
[29] R. Abou-Chacra, D. J. Thouless, and P. W. Anderson, Journal
of Physics C: Solid State Physics 6, 1734 (1973).
[30] Y. V. Fyodorov and A. D. Mirlin, Phys. Rev. Lett. 67, 2049
(1991).
[31] G. Biroli, A. C. Ribeiro-Teixeira, and M. Tarzia, ArXiv e-prints
(2012), arXiv:1211.7334 [cond-mat.dis-nn].
[32] B. L. Altshuler, Y. Gefen, A. Kamenev, and L. S. Levitov, Phys.
Rev. Lett. 78, 2803 (1997).
[33] D. Basko, I. Aleiner, and B. Altshuler, Annals of Physics 321,
1126 (2006).
[34] A. De Luca, B. L. Altshuler, V. E. Kravtsov, and A. Scardic-
chio, Phys. Rev. Lett. 113, 046806 (2014).
[35] A. De Luca, A. Scardicchio, V. E. Kravtsov, and B. L. Alt-
shuler, ArXiv e-prints (2014), arXiv:1401.0019 [cond-mat.stat-
mech].
[36] V. E. Kravtsov, I. M. Khaymovich, E. Cuevas, and M. Amini,
New Journal of Physics 17, 122002 (2015).
[37] P. Shukla, New Journal of Physics 18, 021004 (2016).
[38] X. Li, J. H. Pixley, D.-L. Deng, S. Ganeshan, and S. Das
Sarma, ArXiv e-prints (2016), arXiv:1602.01849 [cond-
mat.stat-mech].
[39] K. S. Tikhonov, A. D. Mirlin, and M. A. Skvortsov, ArXiv
e-prints (2016), arXiv:1604.05353 [cond-mat.dis-nn].
[40] B. L. Altshuler, E. Cuevas, L. B. Ioffe, and V. E. Kravtsov,
ArXiv e-prints (2016), arXiv:1605.02295 [cond-mat.dis-nn].
[41] M. Mezard, G. Parisi, and M. Virasoro, Spin Glass Theory
and Beyond, Lecture Notes in Physics Series (World Scientific,
1987).
[42] J. T. Chalker, V. E. Kravtsov, and I. V. Lerner, Journal of Ex-
perimental and Theoretical Physics Letters 64, 386 (1996).
[43] E. Bogomolny and O. Giraud, Phys. Rev. Lett. 106, 044101
(2011).
[44] H. Touchette, Physics Reports 478, 1 (2009).
[45] A. Dembo and O. Zeitouni, Large Deviations Techniques and
Applications, Applications of mathematics (Springer, 1998).
[46] F. L. Metz and D. A. Stariolo, Phys. Rev. E 92, 042153 (2015).
[47] M. Talagrand, Spin glasses: A challenge for mathematicians.
Cavity and mean field models. (Berlin: Springer, 2003).
[48] See Supplemental Material, which includes Refs. [57–63].
[49] B. Bolloba´s, Random Graphs, 2nd ed. (Cambridge University
6Press, 2001) cambridge Books Online.
[50] N. C. Wormald, in Surveys in Combinatorics (University Press,
1999) pp. 239–298.
[51] R. Ku¨hn, Journal of Physics A: Mathematical and Theoretical
41, 295002 (2008).
[52] T. Rogers, I. P. Castillo, R. Ku¨hn, and K. Takeda, Phys. Rev. E
78, 031116 (2008).
[53] A. D. Mirlin and Y. V. Fyodorov, Journal of Physics A: Mathe-
matical and General 24, 2273 (1991).
[54] A. D. Mirlin, Physics Reports 326, 259 (2000).
[55] F. L. Metz, G. Parisi, and L. Leuzzi, Phys. Rev. E 90, 052109
(2014).
[56] F. L. Metz, ArXiv e-prints (2015), arXiv:1510.06637 [cond-
mat.stat-mech].
[57] D. S. Dean, Journal of Physics A: Mathematical and General
35, L153 (2002).
[58] G. Ergu¨n and R. Ku¨hn, Journal of Physics A: Mathematical and
Theoretical 42, 395001 (2009).
[59] T. Rogers, C. P. Vicente, K. Takeda, and I. P. Castillo, Journal
of Physics A: Mathematical and Theoretical 43, 195002 (2010).
[60] R. Ku¨hn and J. van Mourik, Journal of Physics A: Mathematical
and Theoretical 44, 165205 (2011).
[61] Z. Bai and J. W. Silverstein, Spectral Analysis of Large Dimen-
sional Random Matrices (Springer-Verlag New York, 2010).
[62] M. Me´zard and G. Parisi, The European Physical Journal B -
Condensed Matter and Complex Systems 20, 217 (2001).
[63] M. Me´zard and G. Parisi, Journal of Statistical Physics 111, 1
(2003).
