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ABSTRACT
Topological quantum computing is an alternative framework
for avoiding the quantum decoherence problem in quantum
computation. The problem of executing a gate in this frame-
work can be posed as the problem of braiding quasiparticles.
Because these are not Abelian, the problem can be reduced
to finding an optimal product of braid generators where the
optimality is defined in terms of the gate approximation and
the braid’s length. In this paper we propose the use of dif-
ferent variants of estimation of distribution algorithms to
deal with the problem. Furthermore, we investigate how the
regularities of the braid optimization problem can be trans-
lated into statistical regularities by means of the Boltzmann
distribution. We show that our best algorithm is able to
produce many solutions that approximates the target gate
with an accuracy in the order of 10−6, and have lengths up
to 9 times shorter than those expected from braids of the
same accuracy obtained with other methods.
Keywords
topological computing, quasiparticle braids, estimation of
distribution algorithms, probabilistic graphical models, evo-
lutionary algorithms
1. INTRODUCTION
The idea of using the theory of quantum mechanics to ob-
tain computers potentially exponentially faster for certain
applications, such as the factorization of prime numbers,
arouses considerable interest and research efforts from the
scientific community nowadays. In quantum computation,
information is represented and manipulated using quantum
properties. An obstacle for the construction of large quan-
tum computers is the problem of quantum decoherence, that
can be viewed as the loss of information of the quantum sys-
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tem due to the interaction with the environment. It terms
of the computation goal, quantum decoherence can be also
understood as unwanted noise introduced in quantum com-
putation [25]. One possible solution to this problem is the
design of quantum systems immune to quantum decoherence
on a hardware level.
Topological quantum computing (TQC) [3, 25] investi-
gates quantum computing systems that, given the proper-
ties of quasiparticles they use, are not affected by quantum
decoherence. The key idea of these systems is that quantum
information can be stored in global properties of the system
and thus affected only by global operations but not by local
perturbations such as noise. In TQC, quantum gates are
carried out by adiabatically braiding quasiparticles around
each other. This braiding is used to perform the unitary
transformations of a quantum computation.
One of the essential questions to design a TQC is to find
a product of braid generators (matrices) that approximates
a quantum gate with the smallest possible error and, if pos-
sible, as short as possible to prevent loss [12]. Some ap-
proaches that treat this question as an optimization problem
have been proposed. Exhaustive search [3] has been applied
to search for braids of manageable size (up to 46 exchanges).
More recently, McDonald and Katzgraber [12] have proposed
the use of genetic algorithms to find optimal braids. They
also introduce a function that takes into account the goals of
maximizing the accuracy and minimizing the length. In this
paper, we build on their results to propose an analysis of the
braid optimization problem using probabilistic modeling of
the space of braid solutions. For braid problems of small
size, we show that the regularities that exist in the search
space can be captured by the probabilistic models. We then
extend these results to propose the application of evolution-
ary algorithms (EAs) able to capture statistical regularities
of the best solutions.
Estimation of distribution algorithms (EDAs) [11, 15, 10]
are EAs that apply learning and sampling of distributions
instead of classical crossover and mutation operators. Mod-
eling the dependencies between the variables of the problem
can serve to efficiently orient the search to more promising
areas of the search space by explicitly capturing and exploit-
ing potential relationships between the problem variables. In
addition, the information contained in the models can reveal
previously unknown information about the problem.
The paper is organized as follows: The next section briefly
describes braids and Fibonacci anyons [3]. The problem for-
mulation, including the problem representation and fitness
functions used are presented in Section 3. The framework
for probabilistic analysis of braids is introduced in Section 4.
This section also includes a number of experiments that help
to illustrate the rationale of our approach. Section 5 presents
the different variants of EDAs proposed for the braids prob-
lem. Work related to our approach is discussed in Section 6.
Section 7 describes the experimental framework to evalu-
ate our proposal and presents the numerical results of our
experiments. The main contributions of the paper are sum-
marized in Section 8 where some lines for future research are
also discussed.
2. BRAIDS AND ANYONS
Qubits play in quantum computation a role similar to that
played by bits in digital computers. A braid operation can be
represented by a matrix that acts on the qubit space. These
matrices are referred to as generators, and the quantum gate
that a braid represents is the product of the generators that
encode the individual braid operations.
Let σ1 and σ2 represent two possible generators. σ
−1
1 and
σ−12 respectively represent their inverses. Given a braid B,
len() is a function that returns the braid’s length l (e.g.
B = σ1σ1σ2σ
−1
1 , l = len(B) = 4).
Since the product of a matrix by its inverse reduces to the
identity matrix, some braids can be simplified reducing their
length. Therefore, we also define function elen(), that has a
braid as its argument and returns the braid’s effective length
which is the length of braid after all possible simplifications
have been conducted.
σ1σ1σ1σ1σ
−1
1 =σ1σ1σ1 (1)
σ−12 σ1σ1σ
−1
1 σ
−1
1 σ2σ
−1
1 =σ
−1
1 (2)
In the braids shown in examples (1) and (2), the effective
length values are 3 and 1, respectively.
Let T represent the target matrix (gate to be emulated),
the braid error is calculated with the following metric [12]:
ǫ = |B − T | (3)
where the matrix norm used is
|M | =
√∑
ij
M2ij . (4)
The problem of finding braiding operations that approxi-
mate gates is then reduced to finding a product chain of the
reduced generators and their inverses that approximates the
matrix representing the quantum gate. Two elements that
describe the quality of a braid are its error ǫ and its length
l.
2.1 Fibonacci anyon braids
Anyons appear as emergent quasiparticles in fractional
quantum Hall states and as excitations in microscopic mod-
els of frustrated quantum magnets that harbor topological
quantum liquids [21]. Fibonacci anyons are the simplest
anyons with non-Abelian braiding statistics that can give
rise to universal quantum computation. Fibonacci anyon
braids [3] only encompasses one-qubit gates. In such sys-
tems, the braid transition operators result in a phase change
for the non computational state, and therefore it can be
ignored. Overall, phases in the problem can also be ig-
nored. Therefore the transition matrices can be projected
onto SU(2) by a multiplication with e
ipi
10 , yielding for the
generators
σ1 =
(
e
−i7pi
10 0
0 −e−i3pi10
)
(5)
σ2 =
(
−τe−ipi10 −i√τ
−i√τ −τe−ipi10
)
(6)
where τ =
√
5−1
2
.
In this paper we address the problem of finding a prod-
uct of generator matrices for Fibonacci anyon braids. Al-
though the methodology we propose can be extended to
other braids, we focus on anyon braids since they are one
of the best known in TQC [12, 29]. As a target gate for
computing the error (3) we use
T =
(
i 0
0 i
)
. (7)
3. PROBLEM FORMULATION
3.1 Problem representation
Let X = (X1, . . . , Xn) denote a vector of discrete random
variables. We use x = (x1, . . . , xn) to denote an assignment
to the variables. I denotes a set of indices in {1, . . . , n}, and
XI (respectively xI) a subset of the variables of X (respec-
tively x) determined by the indices in I .
In our representation for the quasiparticle braids problem,
X = (X1, . . . , Xn) represents a braid of length n, where Xi
takes values in {0, 1, . . . , 2g − 1} and g is the number of
generators. Given an order for the generators σ1, σ2, . . . , σg,
Xi = j, j < g means that the matrix in position i is σj+1. If
Xi = j, j ≥ g, then the matrix in position i is σ−1(j−g)+1. For
example, for generators shown in Equations (5) and (6), and
B = σ1σ1σ2σ
−1
2 σ
−1
1 , the corresponding braid representation
is x = (0, 0, 1, 3, 2).
3.2 Fitness function
We are interested in the solution of an optimization prob-
lem formulated as x∗ = argmaxxf(x), where f : S → R is
called the objective or fitness function. The optimum x∗ is
not necessarily unique.
To evaluate the fitness function associated to a solution
x, firstly the product of braid matrices B is computed ac-
cording to x and then the error ǫ is calculated from B as
in (3).
The fitness function [12] is defined as:
f(x) =
1− λ
1 + ǫ
+
λ
l
(8)
where l is the braid’s length, and the parameter λ serves to
balance the two conflicting goals, i.e., having short braids or
low approximation error. When λ = 0, braids are optimized
only for the error and the function reaches its maximum
value when this error is minimized.
We define functions fˆ(x) and f¯(x) as two variations of
function (8). Function fˆ(x) is identical to f(x), except that
the effective length lˆ = elen(B) is used instead of the braid’s
length. Function f¯(x) outputs the maximum value of the
function for any of the braids contained in B that start from
the first position, i.e.
f¯(x) = maxy,y∈{(x1),(x1,x2),(x1,...,xi),(x1,...,xn)}f(y) (9)
4. PROBABILISTIC MODELING OF BRAIDS
To optimize the braid problem we use a class of evolu-
tionary algorithms that capture and exploit statistical reg-
ularities in the best solutions. These methods assume that
such regularities exist. As a preliminary proof of concept on
the existence of such regularities, we investigate the Boltz-
mann distribution for braids of manageable size. A similar
approach has been successfully applied to investigate the
dependencies that arise in the configurations of simplified
protein models [24] and conductance-based neuron models
[23].
4.1 Boltzmann distribution
When the dimension of the braid problem is small, com-
plete enumeration and evaluation of all possible solutions is
feasible. In this situation, brute force can be applied to iden-
tify the optimal solutions. We use complete enumeration to
define a probability distribution on the space of all possible
braids for n = 10. Using the fitness value as an energy func-
tion, we associate to each possible braid a probability value
p(x) according to the Boltzmann probability distribution.
The Boltzmann probability distribution pB(x) is defined as
pB(x) =
e
g(x)
T∑
x′
e
g(x′)
T
, (10)
where g(x) is a given objective function and T is the system
temperature that can be used as a parameter to smooth the
the probabilities.
The Boltzmann probability distribution is used in statis-
tical physics to associate a probability with a system state
according to its energy [28]. In our context of application,
pB(x) assigns a higher probability to braids that gives a
more accurate approximation to the target gate. The solu-
tions with the highest probability correspond to the braids
that maximize the objective function. We use an arbitrary
choice of the temperature, T = 1, since our idea is to com-
pare the distributions associated to different fitness func-
tions for the same parameter T .
Using the Boltzmann distribution we can investigate how
potential regularities of the fitness function are translated
into statistical properties of the distribution. In particu-
lar, we investigate the marginal probabilities associated to
the variables and the mutual information between pairs of
variables. Figure 1 shows the probabilities assigned by the
Boltzmann distribution to functions f , fˆ , f¯ , for n = 10. The
search space comprises 410 = 1, 048, 576 braids.
It can be seen in Figure 1a) that probabilities assigned
by the Boltzmann distribution to function f and fˆ are very
similar although not identical. For both functions, only few
points have a high probability. The important difference be-
tween functions f and f¯ is evident in Figure 1b). The prob-
ability assigned by the Boltzmann distribution to a braid is
always higher or equal for function f¯ than for function f .
The reason is that f¯ considers a greater space of solutions.
Differences between functions f and fˆ can be also detected
by comparing figures 1b) and 1c). For the three functions,
the space of solutions with lower fitness is more dense that
the solutions with higher fitness.
4.2 Statistical analysis of the braids space
Figure 2 shows the univariate probabilities computed from
the Boltzmann distribution for the three functions analyzed
and the 10 variables. p1, p2, p3, and p4 respectively rep-
resent the univariate probabilities for braid generators λ1,
λ2, λ
−1
1 , and λ
−1
2 . For all the functions, higher probabilities
for p3 indicate that λ
−1
1 is more likely to be present in the
best solutions. This is the type of statistical regularities that
can be detected and exploited by EAs that learn probabilis-
tic models. If a particular configuration is more likely to
be present in the best solutions, then, these configurations
could be sampled more frequently at the time of generating
new solutions.
Analysis of Figure 2 also reveals the similarities between
functions f and fˆ since they determine similar univariate
distributions for all the variables. A remarkable fact is that
for function f¯ (Figure 2c)) the univariate probabilities no-
tably differ for the first variables and are more similar as the
index of the variables increases. One possible explanation
for this behavior is that the first variables are present in
more solutions of those considered by function f¯ . Changes
in these variables are more influential in the function. Fi-
nally, another remarkable observation is that the univariate
probabilities associated to λ1 and λ
−1
1 are always very close
for the three functions.
Finally, using the Boltzmann probabilities, we compute
the bivariate marginal distributions between every pair of
variables and derive the values of the mutual information.
The mutual information is a measure of statistical depen-
dence between the variables and can serve to identify vari-
ables that are dependent. A strong dependence between two
variables may indicate that their joint effect has a strong
influence on the function. Figure 3 shows the mutual infor-
mation computed for the three functions analyzed.
It can be seen in Figure 3 that for the three functions
the strongest dependencies are between adjacent variables,
although for functions f and fˆ there is also a strong de-
pendence between the first variable and the last variable.
Although the pattern of dependence is similar in functions
f and fˆ , the mutual information is higher for function fˆ .
It can also appreciated in Figure 3c) that the dependen-
cies between adjacent variables decreases with the index for
function f¯ .
Summarizing, the statistical analysis of the Boltzmann
distribution shows that there are at least two types of reg-
ularities of the braid problem that are translated into sta-
tistical features. Firstly, there are different frequencies as-
sociated to the generators in the space of the best solutions.
Secondly, there are strong dependencies between the vari-
ables, particularly those that are adjacent in the braid rep-
resentation.
5. MODELING THE BRAID SPACE
Using the Boltzmann distribution to find the statistical
regularities is not feasible for real problems for which the
space of solutions can not be inspected exhaustively. How-
ever, statistical regularities can be detected in samples of
a) b) c)
Figure 1: Boltzmann distribution computed for different functions. a) f vs fˆ , b) f vs f¯ , and c) fˆ vs f¯ .
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Figure 2: Univariate probabilities computed from the Boltzmann distribution for : a) f , b) fˆ , and c) f¯ .
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Figure 3: Mutual information computed from the Boltzmann distribution for: a) f , b) fˆ , and c) f¯ .
n braid
50 σ−11 σ
3
2σ
−2
1 σ2σ
−1
1 σ2σ
−2
1 σ
3
2σ
−1
1 σ2σ
−1
1 σ2σ
−2
1 σ2σ
−2
1 σ2σ
−1
1 σ
3
2σ
−1
1 σ
2
2σ
−1
1 σ2σ
−1
1 σ2σ
−2
1 σ
2
2σ
−3
1 σ
2
2
100 σ1σ
−2
2 σ
4
1σ
−1
2 σ1σ
−4
2 σ1σ
−1
2 σ
3
1σ
−1
2 σ
2
1σ
−2
2 σ
4
1σ
−1
2 σ1σ
−4
2 σ1σ
−1
2 σ
6
1σ
2
2σ1σ2σ1σ
2
2σ
3
1σ
5
2σ
−1
1 σ2σ
−3
1 σ2σ
3
1σ
5
2
150 σ2σ
−1
1 σ2σ
−1
1 σ
−1
2 σ
2
1σ
−1
2 σ1σ
−4
2 σ
2
1σ
−2
2 σ
−1
1 σ
−1
2 σ
−2
1 σ
−4
2 σ
2
1σ
−4
2 σ1σ
−1
2 σ
2
1σ
−1
2 σ
−1
1 σ2σ
−3
1 σ
−1
2 σ1σ
−1
2 σ
3
1σ
−1
2 σ1σ
−4
2 σ
2
1σ
−4
2 σ
2
1σ
−3
2
200 σ−22 σ
4
1σ
−1
2 σ1σ
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2 σ1σ
−1
2 σ
2
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2 σ
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1σ
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−4
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2 σ
4
1σ
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2 σ
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1σ
2
2σ1σ
−1
2 σ1σ
−1
2 σ
−5
1 σ2σ
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1 σ
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2 σ
−2
1 σ
3
2
250 σ1σ2σ
−1
1 σ2σ
−1
1 σ
−1
2 σ1σ
−1
2 σ
−3
1 σ
4
2σ
−2
1 σ
4
2σ
−1
1 σ2σ
2
1σ2σ
−1
1 σ
4
2σ
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1 σ
4
2σ
−3
1 σ
−1
2 σ1σ
−1
2 σ
−1
1 σ
2
2σ1σ
−1
2 σ
2
1σ
−1
2 σ1σ
−4
2 σ
2
1σ
−4
2 σ1σ
−1
2 σ
4
1
σ−12 σ
−1
1 σ
−1
2 σ
−4
1 σ
−1
2 σ
−1
1 σ
−1
2 σ
4
1σ
−1
2 σ1σ
−4
2 σ
2
1σ
−4
2 σ1σ
−2
2 σ
−1
1 σ
5
2σ
−1
1 σ2σ
−4
1 σ
2
2σ
−4
1 σ
2
2σ
−4
1 σ
2
2σ
−1
1
Table 1: Best braids found by the EDAs for each value of n.
solutions selected according to their fitness. EDAs use sam-
ples of solutions to learn a model that captures some of the
regularities that may exist in the data. The pseudocode of
an EDA is shown in Algorithm 1.
Algorithm 1: Estimation of distribution algorithm
1 Set t⇐ 0. Generate N solutions randomly.
2 do {
3 Evaluate the solutions using the fitness function.
4 Select a population DSt of K ≤ N solutions ac-
cording to a selection method.
5 Calculate a probabilistic model of DSt .
6 Generate N new solutions sampling from the dis-
tribution represented in the model.
7 t⇐ t+ 1
8 } until Termination criteria are met.
The model used by the EDA will determine the type of
regularities that will be captured from the data and also
the cost of the optimization algorithm since more complex
models are generally more computationally costly.
In this paper we use three types of probabilistic graphical
models: 1) Univariate model. 2) 1-order Markov model. 3)
Tree model. We work with positive distributions denoted
by p. p(xI) denotes the marginal probability for XI = xI .
p(xi | xj) denotes the conditional probability distribution of
Xi = xi given Xj = xj .
In the univariate model variables are considered to be in-
dependent, and the probability of a solution is the product
of the univariate probabilities for all variables:
pu(x) =
n∏
i=1
p(xi) (11)
In the 1-order Markov model, the configuration of variable
Xi depends on the configuration of its previous variable:
pMK(x) = p(x1)
n∏
i=2
p(xi | xi−1) (12)
A probability distribution pT (x) that is conformal with a
tree is defined as:
pT (x) =
n∏
i=1
p(xi|pa(xi)), (13)
where Pa(Xi) is the parent ofXi in the tree, and p(xi|pa(xi)) =
p(xi) when pa(Xi) = ∅, i.e. Xi is a root of the tree. We al-
low the existence of more than one root in the PGM (i.e.
forests) although for convenience of notation we refer to the
model as tree.
Univariate approximations are expected to work well for
functions that can be additively decomposed into functions
of order one (e.g. g(x) =
∑
i
xi). However, other non ad-
ditively decomposable functions can be easily solved with
EDAs that use univariate models (e.g. g(x) =
∏
i
xi+
∑
i
xi)
[14]. Therefore, it makes sense to test the univariate approx-
imation for the braid problem. The 1-order Markov model
captures only dependencies between adjacent variables, and
the tree model can represent a maximum of n− 1 bivariate
dependencies.
EDAs that used univariate, one-order Markov, and tree
models were respectively introduced in [1, 16], [5] and [2]
and details on the methods used to learn and sample the
models can be obtained from these references.
5.1 Enhancements to the EDAs
We consider three enhancements to EDAs: 1) Use of a
local optimizer. 2) Partial sampling. 3) Recoding.
As is the case of other EAs, EDAs can be enhanced by
the incorporation of local optimizers [19]. We use a greedy
optimization algorithm that is applied during the evaluation
of the population by the EDA. The algorithm starts from the
solution generated by the EDA. In each iteration, the local
optimizer evaluates all the 3n solutions that are different
to the current solution in only one variable (the neighbor
solutions). The next selected solution is the neighbor that
improves the fitness of the current solution the most. The
algorithm stops when none of the neighbors improves the
fitness of the current solution.
During the sampling step of an EDA, all variables are as-
signed their values according to the probabilistic model and
the sampling method. For the EDA that uses the univariate
model, variables are independently sampled. For 1-order
Markov and tree, probabilistic logic sampling (PLS) [7] is
used. In both methods, all variables are assigned the new
values. However, for some problems with higher-order in-
teractions using a base template solution can be better than
generating each new solution from scratch. For the braid
problem, careful recombination of the solutions proved to
be essential for the genetic algorithm introduced in [12].
In partial sampling, a solution of the population is selected
and only a subset of its variables are sampled according to
the model. We use two variants of partial sampling I) Partial
sampling where the number of variables to be modified is
randomly selected between 1 and n. II) Partial sampling,
where the number of variables to be modified is randomly
selected between 1 and n
2
.
Recoding consists in modifying the representation of the
solution according to the evaluation. For functions fˆ and f¯
it is possible to recode the solution by eliminating redundant
generators (e.g., pairs σiσ
−1
i ). The rationale of using recod-
ing is that meaningful variables will be located closer to the
beginning of the braid. Since solutions have a fixed length,
the last variables will be kept unused, i.e. garbage informa-
tion. Therefore, we devised two ways to fill these gaps: I)
Leaving the unused variables as they were in the original so-
lution. II) Replacing the unused variables by a reverse copy
of the variables used in the evaluation. The second variant
intends to replicate information that has proved to be“infor-
mative” about the problem. Equations (14) and (15) show
examples of recoding type I and II, respectively. In this hy-
pothetical examples, the underlined variables are those that
provided the best fitness after simplifying the braid and eval-
uating function f¯ .
(0, 3, 1, 3, 3, 3, 2, 1, 2, 2) =(0, 3, 3, 3, 2, 3, 2, 1, 2, 2) (14)
(0, 3, 1, 3, 3, 3, 2, 1, 2, 2) =(0, 3, 3, 3, 2, 2, 3, 3, 3, 0) (15)
6. RELATED WORK
In addition to the use of genetic algorithms [12], brute
force [3] has been proposed to search for a braids of man-
ageable size (up to 46 exchanges). Other methods such as
the Solovay-Kitaev algorithm [4, 9, 17] provide bounds on
the accuracy and length of the braids. However, these meth-
ods do not allow the user to tune the balance between the
accuracy and the length as pioneered in [12].
The Boltzmann distribution has played an important role
in the theoretical analysis of EDAs and other authors works
have analyzed the relationship between the function struc-
ture and the dependencies in the distribution [13, 18, 22].
Other problems from physics have been previously treated
with EDAs. In particular, spin glass models with different
types of interactions and topologies have been addressed [19,
20, 27]. Two important differences between the braid prob-
lem and the spin glass models that makes it particularly
challenging is that its fitness function is multiplicative and
that the representation is non binary. In fact the cardinality
of the variables can increase with the number of generators.
7. EXPERIMENTS
The main objective of our experiments is to evaluate the
capacity of the EDAs to find optimal solutions to the braid
problem. We run experiments for n ∈ {50, 100, 150, 200, 250}
in order to evaluate the scalability of the algorithms. A sec-
ond objective is to compare different variants of the problem
formulation and of the algorithm.
7.1 Experimental settings
Each EDA is characterized by 5 parameters:
• Use of local optimizer. 0: Only EDA is applied, 1:
EDA is combined with greedy search as described in
Section 5.1.
• Type of function and representation. 0: Function f ,
1: Function f¯ without recoding, 2: Function f¯ with
recoding type I, 3: Function f¯ with recoding type II.
• λ value. 0:0.0, 1:0.01, 2:0.05, 3:0.1.
• Sampling method. 0: Normal, 1: Partial sampling
type I, 2: Partial sampling type II.
• Type of probabilistic model. 0: Univariate, 1: 1-order
Markov, 2: Tree.
The total number of variants of the algorithm was 2 ×
4 × 4 × 3 × 3 = 288. All the algorithms use truncation
selection, in which the best 5% of the population is selected.
EDAs that do not incorporate the greedy local search use a
population size N = 10000. For these EDAs, the number of
generations was dependent on n as Ng = 15n.
Due to the large number of evaluations spent by the greedy
search method, the population size for all hybrid EDAs was
N = 100n and the number of generations was fixed to
Ng = 100. For each EDA variant, 100 experiments were
run.
7.2 Best solutions found by EDAs
Tables 1 and 2 respectively show the best braids achieved
by the EDAs for each value of n and the characteristics of
these solutions. In Table 2, we show an estimate of the
length of the braids (O[log3.9710 (1/ǫ)]) that would compute
the Solovay-Kitaev algorithm to obtain the same error ǫ of
our best solutions. The lengths of our solutions compare
favorably with these estimates.
n l ǫ log10(ǫ) log
3.97
10 (
1
ǫ
)
50 44 4.8435 × 10−4 −3.3148 116.47
100 70 8.3527 × 10−6 −5.0782 633.37
150 64 8.3527 × 10−6 −5.0782 633.37
200 62 8.3527 × 10−6 −5.0782 633.37
250 124 3.5038 × 10−6 −5.4555 841.82
Table 2: Parameters of the best braids found by the
EDAs for each value of n.
Figure 4 shows the length of all the best solutions found
for each value of n. It can be observed in Figure 4 that
EDAs are able to find several braids with different lengths
for n = 150 and n = 200.
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Figure 4: Length of the best solutions found for each
value of n.
7.3 Behavior of the different EDA variants
We further investigate the behavior of the different EDA
variants. Figure 5 shows the violin plots [8] with the distri-
bution of the best values found in all the executions for: a)
All EDA variants without local optimizer (14400 runs), b)
All EDA variants that incorporate the greedy search (14400
runs), c) EDAs with local optimizer, recoding type II, and
that use partial sampling type II (300 runs). Each violin
plot shows a histogram smoothened using a kernel density
with Normal kernel. The mean and median are shown as
red crosses and green squares, respectively.
In Figure 5, the modes of the Normal distribution indicate
the existence of a local optimum with a very wide basin
of attraction. This local optimum has value log10f(ǫ) =
−2.50785 and the majority of the EDA runs can be trapped
in this value. Differences between the EDAs due to the appli-
cation of the greedy method can be appreciated for n = 200
and n = 250 (Figures 5a) and 5b)). Also, Figure 5c) reveals
how a particular combination of the EDA’s parameters can
improve the results of the search. This is shown in detail in
Table 3 that comprises all EDA variants that reached one of
the best solutions in at least one of the 100 runs.
There are a number of commonalities between the best
EDA variants included in Table 3. Except in one case, all
EDAs use recoding of type II. Similarly, except in one case,
in all the variants λ ∈ {0.01, 0.05}. Except in two cases, the
sampling method selected was partial sampling. The appli-
cation of the local optimizer notably improved the results
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Figure 5: Violin plots showing the distribution of the best values found in all the executions for: a) All EDAs
variants without local optimizer (14400 runs), b: All EDAs variants with local optimizer (14400 runs), c: EDAs
with local optimizer, recoding type II, and that use partial sampling type II (300 runs).
L tf tλ ts pm 50 100 150 200 250 tot
0 3 1 0 0 0 0 1 1 0 2
0 3 1 1 0 1 0 1 4 0 6
0 3 1 1 1 0 0 1 2 0 3
0 3 1 1 2 0 0 1 0 0 1
0 3 1 2 0 0 0 0 2 0 2
0 3 1 2 1 0 0 0 2 0 2
0 3 1 2 2 0 0 0 3 1 4
0 3 2 0 0 0 0 0 1 0 1
0 3 2 1 0 0 0 4 3 0 7
0 3 2 1 1 0 0 0 1 0 1
0 3 2 1 2 0 0 1 1 0 2
0 3 2 2 0 0 1 0 1 0 2
0 3 2 2 1 0 1 1 1 0 3
0 3 2 2 2 0 0 2 3 0 5
1 2 2 1 2 0 0 1 0 0 1
1 3 0 1 2 0 0 1 0 0 1
1 3 1 1 0 0 0 0 2 0 2
1 3 1 1 2 0 0 0 1 0 1
1 3 1 2 0 0 0 9 12 0 21
1 3 1 2 1 0 2 14 21 0 37
1 3 1 2 2 0 1 18 19 0 38
1 3 2 1 0 0 0 0 4 0 4
1 3 2 1 1 0 0 1 1 0 2
1 3 2 1 2 0 0 1 0 0 1
1 3 2 2 0 0 0 4 20 0 24
1 3 2 2 1 0 0 2 9 0 11
1 3 2 2 2 0 0 4 11 1 16
Table 3: EDAs variants that obtained one of the
best solutions at least one in the 100 experiments.
L: Local optimizer, tf: Type of function and repre-
sentation, tλ: type of λ value, ts: type of sampling,
pm: probabilistic model.
for n ∈ {150, 200} but in terms of the best solution found it
did not have an important influence for the other values of
n.
As a summary, we recommend to use an EDA that incor-
porates the greedy search, and uses partial sampling of type
II and the 1-order Markov model since it is less complex
than the tree and results achieved by the two models are
similar.
7.4 Improvement over other search methods
As a final validation of our method, we compare it with
the results achieved using a random search, the greedy local
optimizer, and the GA introduced in [12]. We compare our
best EDA variant as described in the previous section. For
the random search, we randomly selected 10000 solutions
and selected the best solution according to function f¯ , λ =
0.01. The same experiment was repeated 100 times to select
the 100 “best” solutions for n ∈ {50, 100, 150, 200, 250}.
A similar procedure was followed for the greedy local search.
The local optimizer was applied to each of the 10000 solu-
tions until no improvement was possible. For the GA, we
used the results of 100 GA runs used for the work published
in [12]. Since these results were obtained using solutions
of different length, and with a different number of evalua-
tions, care must be taken to interpret the differences. We
only compare the GA results with the other algorithms for
n = 50. Similarly, the results of the random search search
were very poor for n > 50 and we only include them in the
comparison for n = 50. Results are shown in Figure 6. The
results of the comparison between the EDA and the greedy
search for n > 50 are shown in Figure 7. In the boxplots,
the central mark is the median, the edges of the box are the
25th and 75th percentiles, the whiskers extend to the most
extreme data points not considered outliers, and outliers are
plotted individually.
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Figure 6: Comparison between the Best EDA vari-
ant, a random search, the greedy local search and
the GA for n = 50.
It can be seen in Figures 6 and 7 that the EDA signifi-
cantly outperforms all the other methods. Furthermore, as
n increases the algorithm is able to scale and find better
solutions.
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Figure 7: Comparison between the Best EDA vari-
ant and the greedy local search n ∈ {100, 150, 200, 250}.
8. CONCLUSIONS
In this paper we have proposed the use of different EDA
variants for the quasiparticle braid problem. We have shown
that the fitness function and general evolutionary optimiza-
tion approach initially introduced with GAs, can be success-
fully extended by the application of EDAs. The best braids
obtained with our EDAs have lengths up to 9 times shorter
than those expected from braids of the same accuracy ob-
tained with the Solovay-Kitaev algorithm and had not been
previously reported to be found by the GA approach. We
have also proposed three different methods to enhance the
behavior of EDAs. Our results show that although the local
optimizer improves the results of the EDA, it is not able to
reach solutions of similar quality when applied alone. De-
coding, and particularly partial sampling, can be used as
effective methods when dealing with other real-world prob-
lems as a way to improve usability of the representation and
avoid disrupting complex solutions, respectively.
By means of analyzing the Boltzmann distribution we
have shown that some of the problem characteristics are
translated into statistical regularities of the Boltzmann dis-
tribution. In the future we plan to extend this analysis to
try to extract more problem specific information that can be
useful for designing more effective search methods. Other
evolutionary algorithms that use models able to represent
higher order dependencies, such as Bayesian networks [11],
Markov networks [26], and factor graphs [6], could be ap-
plied. We also plan to address other braid problems of higher
difficulty.
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