Topologically induced metastability in periodic XY chain by Cosco, Clément & Shapira, Assaf
TOPOLOGICALLY INDUCED METASTABILITY IN PERIODIC XY CHAIN
CLÉMENT COSCO AND ASSAF SHAPIRA
Abstract. Non-trivial topological behavior appears in many different contexts in statistical
physics, perhaps the most known one being the Kosterlitz-Thouless phase transition in the two
dimensional XY model. We study the behavior of a simpler, one dimensional, XY chain with
periodic boundary and strong interactions; but rather than concentrating on the equilibrium
measure we try to understand its dynamics. The equivalent of the Kosterlitz-Thouless transition
in this one dimensional case happens when the interaction strength scales like the size of the
system N , yet we show that a sharp transition for the dynamics occurs at the scale of logN
– when the interactions are weaker than a certain threshold topological phases could not be
observed over long times, while for interactions that are stronger than that threshold topological
phases become metastable, surviving for diverging time scales.
Keywords: metastability, XY model, SDEs, topological phases
1. Introduction
Since the seminal work of Kosterlitz and Thouless [9], physical systems with non-trivial
topological phases have been studied in many different contexts. One particularly interesting
phenomenon studied in [9] is the formation of vortices in the two dimensional XY model, and the
phase transition related to it. The existence of this phase transition has been proven rigorously
in the work of Fröhlich and Spencer [6]; and understanding in depth the topological behavior
of these systems is a very challenging problem.
The purpose of this paper is to study systems with non-trivial topological phases from a
different point of view – rather than analyzing their equilibrium measure, we will try to under-
stand their dynamics. For the sake of this study, we consider a simple, one dimensional, chain
of rotors X = (X1, . . . , XN) ∈ SN , where S = R/2piZ. In order to see a topological effect, we
take periodic boundary conditions, setting X0 = XN . The interaction between the rotors will
be given by the XY Hamiltonian
H(X1, . . . , XN) = −J
N∑
i=1
cos(Xi −Xi−1),
which defines the equilibrium measure µ on SN :
dµ = e−βH/ZNdλ,
with λ the Lebesgue measure.
For fixed inverse temperature β and coupling constant J its behavior is trivial, but if βJ →∞
withN we can see different topological phases – imagine that the interactions are strong enough,
so that the angles between neighboring rotors are all very small. In this case, the discrete chain
looks like a continuous circle – for each point t ∈ R/Z we can define φ(t) = XbNtc; and when
the interactions are very strong we expect the field φ to behave like a continuous function. If
this is indeed the case, we can consider topological properties of this field, and in particular,
as a continuous function from R/Z to S (both homeomorphic to S1), it has a winding number
counting how many times the path described by φ turns around S. The winding number
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is a topological invariant – it does not change under continuous deformation of φ (namely
homotopy).
In fact, the winding number could be defined on a discrete chain (x1, . . . , xN) ∈ SN whenever
xi − xi+1 6= pi for all i – for an angle θ ∈ S \ {pi}, denote by θ˜ its representative in (−pi, pi] –
then the winding number is defined as1
W(x1, . . . , xN) = 1
2pi
N∑
i=1
˜xi − xi−1. (1)
This number must be an integer due to the periodic boundary condition, and it is continuous
in its domain of definition. Therefore, it could only change when at some position i the two
rotors Xi and Xi+1 point in opposite directions. It should be noted that each phase (defined by
a winding number) contains a unique minimum of H at X =
(
2piW
N
i
)N
i=1
, and that the energy
difference between these minima is of order 1
N
(for fixed W).
In this paper we will focus on the reversible process with respect to the measure µ given by
the Itô equation
dX(t) = −∇H (X(t)) + σdBt(t), (2)
where σ2 = 1
2β
and B1, . . . , BN are independent Brownian motions on S. Imagine, for example,
the initial configuration in which Xi = 2piiN , so the winding number in the beginning equals 1.
In order to exit the W = 1 phase, we must overcome a certain energy barrier. Indeed, the
energy of each pair in the beginning is −J cos (2pi
N
) ≈ −J , but the winding number could only
change when some pair has an interaction energy −J cos (pi) = J . That is, the energy barrier
is 2J . Thus, for fixed N , we expect a waiting time of the scale eJ/σ2 to change the winding
number as βJ →∞ [3, 11].
In this paper we will also be interested in the dependence of this time on N , which will add
an entropic term to that expression – since there are N possible positions for neighboring rotors
to point in opposite directions, the entropy of the transition state should equal approximately
logN , giving the time scale eJ/σ2−logN . Probabilistically, this is the result we expect if the
winding number changed independently at each pair (Xi, Xi+1) with rate e−J/σ
2 . We prove
that this is indeed the correct time scale in which the winding number changes.
2. Model and notation
For N ∈ N we consider a periodic chain of rotors X(N)1 , . . . , X(N)N = X(N)0 on the one dimen-
sional torus S = R/2piZ. They evolve according to the Itô equation
dX(N)(t) = −∇HN
(
X(N)(t)
)
+ σNdB(N)(t), (3)
with the Hamiltonian
HN(x1, . . . , xN) = −JN
N∑
i=1
cos(xi − xi−1), (4)
where x0 = xN , and whereB(N) = (B
(N)
1 , . . . B
(N)
N ) is a vector of independent standard Brownian
motions on S (each of which obtained through projection of a real-valued standard Brownian
motion). In the following we may omit the subscript or superscript N to simplify the notation.
We use C to denote a generic positive constant.
1On points where xi−xi+1 = pi for some i the winding number is ill defined; it will sometimes be convenient
for us to set W =∞.
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This process is reversible with respect to the equilibrium measure µN on SN given by
dµN(x1, . . . , xN) =
e−
1
2σ2
HN (x1,...,xN )
ZN dλ(x1, . . . , xN), (5)
where λ is the Lebesgue measure and ZN a normalization constant. Probabilities and expected
values with respect to the Itô process will be denoted P(N),E(N) (or simply P,E when clear
from the context). When starting from equilibrium we write Pµ,Eµ, and when the initial state
is drawn from equilibrium conditioned on being in some set A we write Pµ|A,Eµ|A. We will
often consider the process starting from equilibrium conditioned on the event {W = k} (recall
equation (1)); in this case we use the notation Pµ|k,Eµ|k. Finally, we denote the hitting time of
an event A ⊆ SN by τA, and for the event {W 6= k} (understood to contain also the points in
which W is not defined) we write τk±1.
We will start by studying the equilibrium measure µ. This analysis will help us understand
the equilibrium properties ofW , and to obtain estimates that will be used in order to study the
dynamics. We will see that when the temperature is very low, J/σ2  N , the winding number
equals 0 with very high probability. On the other hand, in the regime J/σ2  N it satisfies a
central limit theorem, fluctuating around 0. The emergence of non-trivial topology, appearing
at temperatures above N−1, corresponds in the two dimensional model to temperatures above
the Kosterlitz-Thouless critical point [9].
Theorem 2.1. Assume that J/σ2 →∞ as N →∞.
• If J/σ2  N , then
2pi
√
J
2σ2N
W(N) (d)−→ N (0, 1).
• If J/σ2  N , then
µ(W(N) = 0)→ 1.
The proof of this theorem is given at the end of Section 3.
After establishing these properties about the equilibrium measure, we will bound τk±1 from
below. We follow the ideas of [11], but some extra care is needed in order to obtain the correct
dependence on N .
Theorem 2.2. Assume there exists a positive constant C such that C logN ≤ J/σ2 = o(N)
and that J = o(Nα) for all α > 0. Then for all ε > 0 small enough, as N →∞,
Pµ|k
(
τk±1 ≤ e
J
σ2
(1−ε)−logN
)
→ 0. (6)
We will finish by proving an upper bound for τk±1 using a variational principle introduced in
[1] together with a path argument.
Theorem 2.3. Assume that there exist positive constants C,C1 such that C logN < J/σ2 =
o(N), and in addition σ = o(Nα) for all α > 0. Then for all ε > 0 small enough, as N →∞,
Pµ|k
(
τk±1 ≥ e
J
σ2
(1+ε)−logN
)
→ 0. (7)
3. A few properties of equilibrium
In this section we will prove some properties of the equilibrium measure µ, that we will use
later in the analysis of the dynamics.
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First, we will see that under µ the chain of rotors can be seen as a random walk conditioned
on returning to the origin, with increments in S that distribute according to the density
h(x) =
1
m
e
J
2σ2
cos(x), (8)
where m =
∫
e
J
2σ2
cos(x)dx.
Definition 3.1. Let (ξi)ni=1 be a sequence of i.i.d. random variables on S with density h with
respect to the Lebesgue measure, Sk =
∑k
i=1 ξi, and Ξ be a random variable with the uniform
distribution on S and independent of the ξi’s. We denote by P the the measure of Ξ and the
ξi’s.
Proposition 3.2. The vector (Ξ,Ξ + S1, . . . ,Ξ + SN), conditionally on SN = 0, has the same
law as (X0, . . . , XN) under µ. Note that in particular the first and last entry are equal in both
vectors.
Proof. Let h?N denotes the N -th iterated convolution of h with itself. For (x1, . . . , xN) ∈ SN ,
P (Ξ ∈ dx1,Ξ + S1 ∈ dx2, . . . ,Ξ + SN−1 ∈ dxN |SN = 0) = h(x1 − xN)
∏N−1
i=1 h(xi+1 − xi)
2pih?N(0)
,
while
dµ
dλ
(x) =
h(x1 − xN)
∏N−1
i=1 h(xi+1 − xi)
ZN m
N .
By integrating that ZN = 2pih?N(0)mN , from which we obtain the statement by equality of the
last two displays. 
Corollary 3.3. The vector (X1 −X0, . . . , XN −XN−1) under µ has the same law as (ξ1, . . . ,
ξN), conditionally on
∑N
i=1 ξi = 0.
Corollary 3.4. Let ρi be the representative of ξi in (−pi, pi) (i.e. ρi = ξ˜i) thought of as a
random variable in R. Let g be the density of ρi/2pi with respect to the Lebesgue measure on R.
Then, for all k ∈ {−N, . . . , N},
µ (W = k) = g
?N(k)∑
k∈Z g
?N(k)
. (9)
Proof. By Corollary (3.3), (X1 −X0, . . . , XN −XN−1) under µ has the law of (ξ1, . . . , ξN) under
the condition that SN = 0, so the result follows from the fact that W = 12pi
∑N
i=1
˜Xi −Xi−1 (d)=
1
2pi
∑N
i=1 ρi and the observation that
{SN = 0} =
{
N∑
i=1
ρi ∈ 2piZ
}
.

The following moments estimate will prove useful:
Proposition 3.5. As J
σ2
→∞,
m ∼ 2√pi e J2σ2
(
σ2
J
)1/2
, (10)
s2 ∼ 2(2pi)−2
(
σ2
J
)
, β3 ∼ 8(2pi)
−3
√
pi
(
σ2
J
)3/2
. (11)
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where s2 =
∫
y2g(y)dy and β3 =
∫ |y|3g(y)dy.
Proof. This is a direct application of Laplace’s method. See, e.g., estimate (3) in [5, p. 37]. 
Proposition 3.6. Assume that J/σ2 → ∞ with J/σ2 = o(N). For all k ∈ Z, there exist two
positive constants c, C, such that for N large enough and all M ≥ N/2, for all y ∈ [k−1, k+1],
c
√
J
σ
M−1/2 ≤ g?M(y) ≤ C
√
J
σ
M−1/2. (12)
and moreover,
c
√
J
σ
N−1/2 ≤ µ(W = k) ≤ C
√
J
σ
N−1/2. (13)
Proof. By equation (9), we see that it is enough to have a good control on the asymptotic
behavior of g?M , which could be obtained via a local limit theorem for densities. However, we
want the constants c, C not to depend on J, σ, so we should beware of the error term in the
local limit approximation. We therefore rely on the result of [12] (see also [8] and references
therein). Letting s, β are as in Proposition 3.5 and A = sup g = 2pi
m
e
J
2σ2 , we obtain that there
exists a universal constant C > 0, such that for all y ∈ R,∣∣∣∣g?M(y)− 1s√Mϕ
(
y
s
√
M
)∣∣∣∣ ≤ Cs5M β9 max(1, A5)1 + y2
s2M
≤ C
sM
1
1 + y
2
s2M
, (14)
where the second inequality follows from proposition 3.5.
Since s2N → ∞, estimate (12) is a direct consequence of equation (14). Moreover, setting
M = N , the RHS of equation (14) is summable in y = k ∈ Z with vanishing sum when N →∞.
Furthermore 1
s
√
N
∑
k∈Z ϕ
(
k
s
√
N
)
→ ∫ ϕ = 1, therefore ∑k∈Z g?N(k) → 1 and so equation (13)
follows from Corollary 3.4. 
We can use the tools from the proof of the previous proposition to show Theorem 2.1:
Proof of Theorem 2.1. We begin with the case J/σ2 = o(N). Relying on equation (9), we see
from equation (14) and
∑
k∈Z g
?(k) → 1 (cf. proof of Proposition 3.6) that the following local
limit estimate for W holds:
µ(W = k) = (1 + δN) 1
s
√
N
ϕ
(
k
s
√
N
)
+ αNk , (15)
where δN → 0 and
∣∣aNk ∣∣ ≤ C(sN)−1 (1 + k2s2N)−1. From the local limit estimate for W , we
obtain via integration over a test function and the Riemann sum properties that
(s2N)−1/2W(N) (d)−→ N (0, 1).
For the case N = o(J/σ2), we will use the following lemma:
Lemma 3.7. Let f1 and f2 be two even functions from R to R, non-decreasing on (−∞, 0]
and non-increasing on [0,∞). Then their convolution f1 ? f2 is also even, non-decreasing on
(−∞, 0] and non-increasing on [0,∞).
Before proving the lemma, we will use it in order to deduce the second part of the theorem.
Consider a random variable ZN whose law is given by g?N . Its variance is Ns2N , so by equation
(11) it converges to 0. Hence the probability that ZN is in (−1/2, 1/2) is equal 1 − εN for a
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sequence εN → 0. Since by Lemma 3.7 the function g?N is maximal at 0, necessarily g?N(0) >
1− εN . On the other hand, again using Lemma 3.7, for all x > 1/2
N∑
k=1
g?N(k)1(k−1/2,k)(x) < g(x),
and integrating both sides yields
∑N
k=1 g
?N(k) < 2
∫∞
1/2
g(x)dx = εN . The same estimate holds
when summing over negative values of k, so
∑
k 6=0 g
?N(k) → 0. This concludes the proof by
Corollary 3.4. 
Proof of Lemma 3.7. Convolution of even functions is even, so it suffices to prove that, for any
fixed 0 < x < y,
f1 ? f2(x)− f1 ? f2(y) =
∫
R
(f1(x− t)− f1(y − t))f2(t)dt ≥ 0. (16)
We will split the integral over R into the two intervals (−∞, x+y
2
] and [x+y
2
,∞). By the change
of variables s = x+ y − t the second could be rewritten as∫
[x+y
2
,∞)
(f1(x− t)− f1(y − t))f2(t)dt =
∫
(−∞,x+y
2
]
(f1(y − s)− f1(x− s))f2(x+ y − s)ds. (17)
Fix s < x+y
2
. If s ≥ 0 then, since x + y − s > s > 0, we know that f2(x + y − s) ≤ f2(s).
The same inequality holds also when s < 0 – in that case, x + y − s > −s > 0, so indeed
f2(x + y − s) ≤ f2(−s) = f2(s). Similar reasoning shows that f1(y − s) ≤ f1(x − s) – when
s < x this follows from the fact that 0 < x−s < y−s, and when s ≥ x we use 0 < s−x < y−s.
To summarize,
∀s ∈ (−∞, x+ y
2
], f2(x+ y − s) ≤ f2(s) and f1(y − s)− f1(x− s) ≤ 0. (18)
We can now prove inequality (16):
f1 ? f2(x)− f1 ? f2(y) =∫
(−∞,x+y
2
]
(f1(x− t)− f1(y − t))f2(t)dt+
∫
(−∞,x+y
2
]
(f1(y − s)− f1(x− s))f2(x+ y − s)ds
≥
∫
(−∞,x+y
2
]
(f1(x− t)− f1(y − t))f2(t)dt+
∫
(−∞,x+y
2
]
(f1(y − s)− f1(x− s))f2(s)ds = 0.

4. Lower bound
In this section we focus on showing the lower bound in equation (6) on the time needed for the
winding number to change. Our main tool is the following lemma, in the spirit of [11, Chapter
5]. In the following, for x = (x1, . . . , xN) ∈ SN , we denote by ‖x‖∞ = max{|x˜i| : i ∈ [N ]}.
Lemma 4.1. Fix two events A,B on SN and δ > 0. Let Aδ be the δ-thickening of A in B,
that is,
Aδ = {x : ‖x− y‖∞ < δ for some y ∈ A} ∩B.
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Assume that τA ≤ τBc Pµ|B-a.s. and that there is a sequence T = T (N) such that
J/σ2 ≤ C(log T + logN)→∞; σ = O((NT )α), (19)
for all α > 0, as N →∞. Let
αN := σ
2T (log T + logN)
µ(Aδ)
µ(B)
.
Then, for δ small enough,
Pµ|B (τA < T ) = O(αN)
as N →∞.
Proof. The strategy is to divide time between [0, T ] as follows:
∆ =
δ2
80σ2(log T + logN)
, tj = ∆ j for 0 ≤ j ≤ n =
⌈
T
∆
⌉
.
In order to control the increment of the Xi’s during a timelap ∆, we start by defining a "bad
event" Ω where the driving noise varies too much:
Ω =
{
max
0≤j≤n
sup
tj≤t≤tj+1
σ ‖B(t)−B(tj)‖∞ ≥
δ
4
}
On its complement Ωc, for all j ∈ [0, n], t ∈ [tj, tj+1] and i < N ,
|Xi (t)−Xi (tj)| ≤
t∫
tj
∣∣∣∣∂H∂xi (Xs)
∣∣∣∣ ds+ σ |Bi(t)−Bi(tj)|
≤ J ∆ + δ
4
≤ δ
2
,
where the last equality comes from assumption (19) of the lemma and choosing δ small enough.
On the event Ωc ∩ {τA ≤ τBc ; τA < T}, the largest tj strictly less than τA satisfies Xtj ∈ Aδ (if
τA = 0, set tj = 0). Therefore, as Ω is independent of the initial condition of X and since we
assume that τA ≤ τBc ,
Pµ|B (τA < T ) ≤ P(Ω) + Pµ|B (Ωc ∩ {τA < T}) ,
≤ P(Ω) + Pµ|B (∪j≤n{X(tj) ∈ Aδ}) .
By the union bound, the reflection principle for Brownian motion on R and the standard
Gaussian tail estimate
∫∞
u
e−z
2/2dz ≤ u−1e−u2/2,
P (Ω) ≤ 2N (n+ 1) 4∆
1/2σ
δ
e−
δ2
32σ2∆
≤ CelogN+log T σ
δ∆1/2
e−
δ2
32σ2∆
= C ′e−
3
2
(logN+log T )(logN + log T )1/2
σ2
δ2
→ 0,
where the convergence is assured by (19).
Now, by stationarity, for any t ≥ 0,
Pµ|B (Xt ∈ Aδ) ≤ Pµ (Xt ∈ Aδ)Pµ (X0 ∈ B) =
µ (Aδ)
µ (B)
,
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so in particular,
Pµ|B
(
Xtj ∈ Aδ for some j
) ≤ n µ (Aδ)
µ (B)
≤ 80σ
2 (log T + logN)
δ2
T
µ (Aδ)
µ (B)
= O(αN).

Conclusion of the proof of Theorem 2.2. Let B = {W = k} and A be the event
A = {∃i such that Xi −Xi−1 = pi} .
We will estimate the probability of its thickening. By Proposition 3.6, for N large enough and
our assumptions on J/σ2,
µ (X1 −X0 ∈ (pi − δ, pi + δ) |W = k) =
∫
[pi−δ2pi ,
1
2 ]∪[−12 ,−pi+δ2pi ]
g(y)g?(N−1)(k − y)
g?N(k)
dy
≤ C
∫
[pi−δ2pi ,
1
2 ]∪[−12 ,−pi+δ2pi ]
g(y)dy ≤ C
√
J
σ
e−J/σ
2 (2− 12 δ2).
Hence,
µ(Aδ) < C
√
J
σ
e−
J
2σ2
(2− 12 δ2)+logNµ (B) .
Letting
T = e
J
2σ2
(2−δ2)−logN ,
we can estimate αN of Lemma 4.1 using our assumptions on J, σ2:
αN ≤ σ2 T (log T + logN)
√
J
σ
e−
J
2σ2
(2− 12 δ2)+logN = (1− δ2/2) J
3/2
σ
e−
δ2
4
J/σ2 → 0.
Since the winding number changes only when we hit A, if we start in W = k necessarily
τA = τ{W6=k}. We may therefore use Lemma 4.1 concluding that
Pµ|k (τk±1 < T )→ 0.

5. Upper bound
5.1. Proof of the upper bound for the exit time (Theorem 2.3). The upper bound
will use certain spectral properties of the infinitesmal generator of the process. Recall that the
generator associated with the process defined in equation (3) and its associated Dirichlet form,
acting on a smooth function f , are given by
Lf =−∇H∇f + σ
2
2
∆f, (20)
Ef =E(f, f) = 1
2
µ
(
(∇f)2) . (21)
Fix a closed set A ⊂ SN . The next lemma is a result of [1], which bounds τA from above. They
consider the discrete case of an interacting particle system; but there is no essential difference
between this case and the continuous diffusion equation that we are interested in. There are,
however, several technical complications that appear, detailed in Appendix A. Among these
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complications is a certain regularity condition on the set A. For the sake of this discussion,
it suffices to assume that its complement Ac satisfies the Poincaré cone condition, i.e., that
from each point x on the boundary of Ac one can find a cone which is entirely contained in the
interior of A.
Let C∞c (Ac) be the set of smooth function on SN that are compactly supported in Ac.
Lemma 5.1. Let λ > 0, and assume that for all f ∈ C∞c (Ac),
Ef ≥ λµ(f 2). (22)
Then Pµ(τA > t) ≤ e−λt for all t > 0.
This lemma will allow us to find the bound on the hitting time that we are looking for.
Starting from winding number k, the corresponding set A we are interested in is {W 6= k}. It
turns out, thought, that it is more convenient to consider the set
A = {W 6= k} ∪ E, (23)
where E is some "bad" event that we will define below. In fact, we will show that τE is usually
much bigger than τA (see equation (25) and Proposition 5.3), so that τA indeed captures the
time needed for the winding number to change. To obtain the upper bound on τA, using Lemma
5.1, it will be enough to prove inequality (22). This is done via a path argument (see, e.g., [10,
Section 13.5]). By averaging over different paths, as in [10, Section 13.5.1], we will be able to
find the correct entropic term.
Start by defining the bad event. Let r ∈ N and δ > 0 be two parameters (independent ofN) to
be determined later on, and consider the intervals rj, . . . , rj+k−1 for j = 1, . . . , bN/rc. We say
that such an interval is good (for a state x ∈ SN) if |xi+1−xi| ≤ 3δ for all i ∈ {rj, . . . , rj+r−1}.
The set of j such that rj, . . . , rj + k − 1 is a good interval is denoted by Gx. Then the bad
event is
E = {x : |Gx| < bN/2rc}. (24)
Remark 5.2. By our definition of W, the set {W 6= k} is closed, hence A is closed. Further-
more Ac satisfies the Poincaré cone condition, so that by Corollary A.6 and Lemma A.4 we
may use Lemma 5.1 with this set A.
The following proposition bounds from below the time needed to enter E.
Proposition 5.3. Suppose that J
σ2
→ ∞ with J/σ2 = o(N) and σ = o(Nα) for all α > 0.
Then, for N large,
Pµ
(
τE < e
2J
σ2
)
= o
(√
J
σ2N
)
.
We begin with a lemma that we will use in the proof of the proposition.
Lemma 5.4. Assume that J/σ2 = o(N). Then for every measurable set F ⊆ SN ,
µ(F ) ≤ C
√
J
σ2
µind(F ),
where µind denotes the law of (Ξ,Ξ + S1, . . . ,Ξ + SN−1) (recall Definition 3.1).
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Proof. Let φ(x1, . . . , xN) be any non-negative measurable function. By Proposition 3.2,
µ(φ(X1, . . . , XN)) =
∫
h(x1 − xN)
∏N−1
i=1 h(xi+1 − xi)
2pih?N(0)
φ(x1, . . . , xN)dx1 . . . dxN
≤ suph
h?N(0)
∫ ∏N−1
i=1 h(xi+1 − xi)
2pi
φ(x1, . . . , xN)dx1 . . . dxN
≤C
√
J
σ2
µind(φ(X1, . . . , XN)),
where we have used equation (10) and the fact that h?N(0) is bounded away from 0 uniformly
in N . The latter could be deduced from the fact that
∑
k g
?N(k)→ 1 (see proof of Proposition
3.6), which implies that h?N(0)→ (2pi)−1. 
Proof of Proposition 5.3 . The proof of the proposition is based on Lemma 4.1, with E and SN
playing the roles of A and B respectively. We thus wish to bound from above µ(Eδ), where Eδ
is the δ-thickening of E. Note that Eδ ⊂
{∑N
i=1 1|Xi−Xi−1|≥δ ≥ N2r
}
, and that the probability of
the last event with respect to µind is bounded from above by e−NI(a), with I the rate function
of the Bernoulli random variable with parameter pδ = P (|ξ1| ≥ δ) and a = (2r)−1. As Jσ2 tends
to infinity, pδ → 0 (e.g. by Chebyshev’s inequality and equation (11)), so I(a) → ∞. We can
now use Lemma 4.1 – by Lemma 5.4,
αN = σ
2e
2J
σ2
(
2J
σ2
+ logN
)
µ(Eδ) ≤ Cσ2e
2J
σ2
(
2J
σ2
+ logN
)√
J
σ2
e−I(a)N
= o
(√
J
σ2N
)
,
and this concludes the proof. 
Conclusion of the proof of the upper bound (Theorem 2.3). As explained above, we
are reduced to studying the entry time of A, recalling equations (23) and (24). We postpone
to Section 5.2 the proof of the following lemma:
Lemma 5.5. For all ε > 0, we can choose δ small enough and r large enough such that for
every f in C∞c (Ac),
µ(f 2) ≤ Ce Jσ2 (1+ε)−logN Ef.
Define
T = e
J
σ2
(1+2ε)−logN ,
and observe that since τA > 0 implies W(X0) = k, Lemma 5.5, Lemma 5.1 and equation (13)
yield (recall that J/σ2 > C logN):
Pµ|k(τA > T ) =
Pµ (τA > T )
µ(W = k) = o(1). (25)
We further obtain from equation (13) that
Pµ|k(τk±1 > T ) = Pµ|k(τk±1 > T, τE > T ) + Pµ|k(τk±1 > T, τE < T )
≤ Pµ|k(τA > T ) + C σ√
J
N1/2 Pµ (τE < T ) .
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The first term converges to 0 by equation (25), and by Proposition 5.3 also does the second
one. 
5.2. Proof of Lemma 5.5. We define for each x ∈ Ac a family of paths starting in A and
leading to x. In order to obtain the correct entropic term, we need these paths to be disjoint,
and we will construct them such that along the j-th path only the coordinates xrj, . . . , xrj+r−1
change (recalling the definition of a good interval). We therefore define Πj to be the projection
on these coordinates, i.e.,
Πj(x1, . . . , xN) = (0, . . . , 0, xrj, . . . , xrj+r−1, 0, . . . , 0) .
Proposition 5.6. Fix x ∈ Ac. Then for all j ∈ Gx there exists a function φxj : [0, 2pi] → SN
such that
(1) φxj (0) ∈ A and φxj (2pi) = x,
(2) Πj
(
dφxj (t)
dt
)
=
dφxj (t)
dt
with Πj as above,
(3)
(
dφxj (t)
dt
)2
≤ r for all t,
(4) Let Dφxj (t) be the derivative of φ with respect to x, i.e. the matrix whose (α, β) entry
is the α coordinate of the vertor ∂φ
x
j (t)
∂xβ
; then
∣∣det Dφxj (t)∣∣−1 ≤ 1,
(5) H
(
φxj (t)
) ≤ H(x) + ∆H for all t, where ∆H = 2J + 2piJ (δ + 1
r
)
.
Proof. Denoting y = φxj (t), set
yi =
{
xi +
i−rj+1
r
(2pi − t) i ∈ rj, . . . , rj + r − 1
xi otherwise
.
We need to verify 1-5. It is clear that y = x at time t = 2pi. So for condition 1, it is enough
to show that W(φxj (0)) 6= k and we will prove that in fact W(φxj (0)) = k + 1. We see that the
change in the rotation angle of the path along rj, . . . , (j + 1) r between times 2pi and t is
r(j+1)−1∑
i=rj
˜yi+1 − yi =
∑
i<(j+1)r−1
˜(
xi+1 − xi + 1
r
(2pi − t)
)
+ ˜
(
x(j+1)r − x(j+1)r−1 − (2pi − t)
)
.
In a good interval all angles are small, hence ˜(xi+1 − xi + r−1 (2pi − t)) is continuous in t ∈
[0, 2pi] for all i < (j + 1) r − 1. However, ˜(x(j+1)r − x(j+1)r−1 − (2pi − t)) jumps by −2pi exactly
once from time 0 to time 2pi. This shows that indeed the winding number has jumped from
k + 1 to k from time 0 to 2pi.
Condition 2 is clear, since we only change the coordinates rj, . . . , rj + r − 1.
For condition 3, we calculate(
dφxj,r (t)
dt
)2
=
r(j+1)−1∑
i=rj
(
i− rj + 1
r
)2
=
1
r2
r∑
i=1
i2 ≤ r.
Condition 4 is satisfied since Dφxj,r is the identity matrix.
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Condition 5 is verified by calculating, for i < (j + 1) r − 1,
cos (xi+1 − xi)− cos (yi+1 − yi) = cos (xi+1 − xi)− cos
(
xi+1 − xi + 1
r
(2pi − t)
)
≤ sup
s∈[0,2pi]
∣∣∣∣1r sin
(
xi+1 − xi + 1
r
(2pi − s)
)∣∣∣∣ t
≤
(
δ +
1
r
)
2pi
r
;
and for i = (j + 1) r − 1 we simply bound |cos(·)| by 1. 
These paths could be used now in order to prove Lemma 5.5. We will use the notation φxj for
the functions defined in Proposition 5.6 when j ∈ Gx, and when j /∈ Gx the function φxj (t) is
defined to be the constant function x. Note that, in both cases, conditions 2-5 of Proposition
5.6 are satisfied; but not condition 1.
Proof of Lemma 5.5. Let ∆H = 2J + 2piJ
(
δ + 1
r
)
and let f be any function in C∞c (Ac). For
x ∈ Ac and for all j ∈ Gx, noting that f(φxj (0)) = 0,
f(x) =
∫ 2pi
0
∇f (φxj (t)) dφxj (t)dt dt,
and thus
f(x)2 =
1
|Gx|
∑
j∈Gx
(∫ 2pi
0
Πj∇f
(
φxj (t)
) dφxj (t)
dt
dt
)2
≤ 1|Gx|
∑
j∈Gx
∫ 2pi
0
(
Πj∇f
(
φxj (t)
))2
dt
∫ 2pi
0
(
dφxj (t)
dt
)2
dt
≤ 2pir
N/2r
bN/kc∑
j=1
∫ 2pi
0
(
Πj∇f
(
φxj (t)
))2
dt,
where in the last inequality we used x ∈ Ec, and the fact that dφxj (t)
dt
= 0 if j /∈ Gx.
We can now integrate over x, obtaining
µ(f 2) =
∫
x∈Ac
e−H/2σ
2
f(x)2dx
≤
∫
x∈Ac
dx
4pir2
N
bN/kc∑
j=1
2pi∫
0
e−H(x)/2σ
2 (
Πj∇f
(
φxj (t)
))2
dt
≤ 4pir
2
N
e∆H/2σ
2
∫
x∈Ac
dx
bN/kc∑
j=1
2pi∫
0
e−H(φ
x
j (t))/2σ2
(
Πj∇f
(
φxj (t)
))2
dt,
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so that
µ(f 2) ≤ 4pir
2
N
e∆H/2σ
2
∫
y∈Ac
dy
bN/kc∑
j=1
2pi∫
0
e−H(y)/2σ
2
(Πj∇f (y))2
∣∣det Dφxj (t)∣∣−1 dt
≤ 4pir
2
N
e∆H/2σ
2
∫
y∈Ac
dy e−H(y)/2σ
2
(∇f (y))2
=
8pir2
N
e∆H/2σ
2Ef.
Choosing δ < ε/4pi and r > 4pi/ε finishes the proof of the theorem. 
6. Concluding remarks and further questions
This paper presents a certain aspect of metastable topological phases in a simple toy model.
We have identified a sharp transition in the behavior of the system’s dynamics – roughly
speaking, when J/σ2 > logN different topological phases are metastable, surviving for a long
time; while for J/σ2 < logN the winding number changes constantly over a very short time
scale. In particular, staring in {W = 0}, the winding number will remain 0 for a very long
time in the regime J/σ2 > logN . This is a remarkable behavior, considering that from the
equilibrium point of view only when J/σ2 reaches the scale N ( logN) the state W = 0 is
thermodynamically stable.
This work allows us to gain access to the time scales related to the topological phases of this
model, but many questions are left open. In view of general results in metastability (see, e.g.,
[3, 11]), we expect some form of loss of memory over short time scales, leading to the following
conjecture:
Conjecture 6.1. Assume that lim inf J
σ2 logN
> 1, and let
τ (N) =
1
2
inf
{
t : P(N)µ|0 (τ0±1 > t) < e
−1
}
.
Then:
(i) τ (N) = C(JN , σN)eJN/σ
2
N−logN , where C(J, σ) is polynomial in J, σ.
(ii) Let S > 0, and n(N)s = W
(
X(N)(s/τ (N))
)
for s ∈ [0, S]. Then, as N →∞, the process
(ns)0≤s≤S converges to a continuous time simple random walk, with exponential waiting
times of rate 1.
A natural strategy for proving that waiting times are exponential, as in [11], is showing a type
of metastable mixing. One way to do this is coupling the process starting at two different points
with the same winding number, say, for simplicity, W = 0. It is reasonable to assume that
both processes would typically spend their time in the box [−s, s]N , so they could be coupled
in a time scale of σ2/s2. As long as this scale is much smaller than the exit time τ0±1 we should
observe a loss of memory resulting in the random walk picture laid out in Conjecture 6.1. This
strategy, however, is not straight forward to implement when N is big. A first problem is that
if we want to be able to consider small values of J/σ2 (i.e. (1 + ε) logN), the processes will
spend some of their time in a region in which H is not convex, repelling one another. If we
take stronger interaction (say J/σ2 > 100 logN), the time it takes to exit the region in which
H is convex is long, and there is hope that a coupling argument will work. There is, however, a
second difficulty that arises – even though we know that the exit time from this "good" region
is long starting from a random configuration (according to µ(·|{W = 0})), coupling requires an
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Figure 1. Left: a simulation of the winding number for N = 100, J = 20, σ = 3
as a function of time. Right: a histogram of exit times from the phase W = 1,
compared to an exponential distribution, for N = 20, J = 20, σ = 3. The code
used to produce these graphs is attached to this paper.
a priori bound on this exit time when starting from a fixed, deterministic, configuration. Such
an estimate is, for the moment, beyond our reach. Figure 1 shows a simulation of the process
demonstrating the random walk picture and the exponential jump times.
It is also possible to consider times beyond Conjecture 6.1 – we have conjectured that the
random walk is symmetric due to the fact that the phases with different winding numbers look
the same, as long as these winding numbers remain small (i.e., O(1) as N →∞). In particular,
if we give each phase {W = k} an effective energyH(k) = infx∈{W(x)=k}H(x), these energies will
differ by O(k2/N), making the effective energy landscape essentially flat. However, at longer
time scales the small drift induced by these energy differences becomes significant, and when
we reach times of order Nτ (N) the process should converge to an Ornstein-Uhlenbeck process.
This conjecture is supported by Theorem 2.1, showing that W indeed satisfies a central limit
theorem in equilibrium.
Another interesting aspect of this model that we have not at all considered in this paper
is the behavior of the system in the metastable phase. Consider, for example, the correlation
cos
(
X1 −XbN/2c
)
for large J . When the winding number is 0 all rotors align, and we expect
a positive correlation. However, in the metastable phase with W = 1 this is no longer the
case – if we believe that the typical behavior is when the energy is minimal, X1 and XbN/2c
should point in opposite directions, and the correlation would be negative. This effect is indeed
observed in simulations, comparing the W = 1 phase, the W = 0 phase, and the system with
free boundary conditions evolving from the same initial configurations. The complete code is
available as a supplementary file to this paper.
One more observable that could be studied in the metastable state is the response to an
external field, i.e., replacing the Hamiltonian in equation (4) by
H(x1, . . . , xN) = −J
∑
cos(xi − xi−1)−B
∑
cos(xi).
In the W = 0 phase, where all rotors are aligned, adding a field will make all rotors point in
the direction of the field. In the W = 1 phase, however, the rotors cannot all point in the
same direction (e.g., X1 and XbN/2c are inverse). This effect does not allow the rotors to align
all together with the field, so we expect a smaller total magnetization. This behavior is also
verified in simulations.
Metastability effects related to topological phases could be studied in more models. In one
dimension, other interactions could be studied, as well as models with different topologies (e.g.,
rotors that live on an 8 shape). Finally, understanding the dynamics and the metastability
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properties of models in higher dimensions, and in particular the creation and annihilation of
vortex pairs in the two dimensional XY model and the equivalent of the regime logN < J/σ2 <
N above the Kosterlitz-Touless critical temperature, is a very interesting (and very challenging)
problem.
Appendix A. Proof of Lemma 5.1
Let A ⊂ SN be a closed set. For continuous functions in HA = {f ∈ L2(µ), f ≡ 0 on A} we
let (Pt)t≥0 be the semi-group acting through Pt(f)(x) = Ex[f(X(t∧ τA))], whose action can be
further extended on HA (see (26)). We emphasize that if f vanishes on A, also Ex[f(X(t∧τA))]
vanishes on A. We denote by ‖f‖2HA = µ(f 21Ac) the induced norm in HA and 〈, 〉µ its associated
scalar product.
We start with this lemma:
Lemma A.1. The operator Pt is a strongly continuous symmetric contraction on HA and if
LA denotes its negative definite self-adjoint generator, then Pt = etL
A where the exponential
is defined via the spectral theorem. Moreover, the domain of LA contains C∞c (Ac) and for all
f ∈ C∞c (Ac), LAf = Lf .
Proof. We now verify that (Pt) is a strongly continuous symmetric contraction semi-group on
HA. For the contraction property, observe that by Jensen’s inequality,
‖Ptf‖2HA =
∫
Ac
µ(x)Ex [f (X(t))1t<τA ]
2 dx ≤
∫
SN
µ(x)Ex
[
f (X(t))2
]
= ‖f‖2HA . (26)
where the last equality comes from the fact that µ is a reversible measure of X. To prove
symmetry, one can for example follow the lines of [4, p.35] and use again that µ is a reversible
measure of X. To show strong continuity, let f be a continuous and bounded function in HA,
so f(X(t ∧ τA)) is càdlàg and therefore Ptf converges pointwise to f as t→ 0. By dominated
convergence, this implies that Ptf → f in HA, which can be further extended to any f ∈ HA
by density of continuous and bounded functions in HA and the contraction property of Pt. The
exponential formula follows from [7, Lemma 1.3.2.].
To prove the last claim of the lemma, we use Dynkin’s formula, from which we obtain that
for all f ∈ C∞c (Ac),
Ptf(x)− f(x) = Ex
[∫ t
0
Lf(X(s ∧ τA))ds
]
, (27)
and hence LAf = Lf on C∞c (Ac). 
We now introduce the symmetric positive definite bilinear form EA associated to Pt, which
satisfies EA(f, g) = 〈−LAf, g〉µ for all f in the domain of LA and g in the domain of EA.
Lemma A.2. Assume that A has a smooth boundary and denote by λ0 the smallest eigenvalue
of −LA. Then,
λ0 = inf
f∈C∞c (Ac),f 6=0
〈−LAf, f〉µ
〈f, f〉µ = inff∈C∞c (Ac),f 6=0
EA(f, f)
〈f, f〉µ . (28)
Proof. First observe that (28) holds if C∞c (Ac) is replaced by the domain of LA. We now explain
why it is possible to exchange them.
For α > 0, let H10 (Ac) denote the closure of C∞c (Ac) for the norm induced by EAα = EA+α〈, 〉.
Note that the closure does not depend on α. We also let
Gα =
∫ ∞
0
e−tαPt,
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be the strongly continuous resolvent associated to P and G′α be the Green function associated
to the equation (L − α)u = f with Dirichlet boundary conditions, i.e. the bounded operator
in HA such that for all function f ∈ HA, G′αf ∈ H10 (Ac) is the unique solution (in the weak
sense) of (L − α)u = f . Now let f ∈ C∞c (Ac). It is a well known fact that since A has a
smooth boundary, then G′αf ∈ C∞c (Ac). Moreover, we have G′αf = Gαf by [3, Theorem 7.15]2.
Therefore, the two bounded operators Gα and G′α both agree on the dense subset C∞c (Ac),
hence Gα = G′α on HA. In particular, this implies that Gα(HA) ⊂ H10 (Ac).
Let D(EA) denote the domain of EA. As Gα(HA) is dense in D(EA) for EAα , we finally obtain
that D(EA) = H10 (Ac). Equation (28) thus follows from C∞c (Ac) being dense in H10 (Ac) for EAα
and the inclusion of the domain of A in D(EA). 
Definition A.3. Let τYB denote the hitting time of B for a continuous process (Yt). Given two
Borel sets E and F , a set E is said to be regular for F with respect to Y if for every x ∈ E,
Px(τYF = 0) = 1.
Lemma 5.1 is an immediate corollary of the following proposition.
Proposition A.4. Let A be a closed domain of SN such that the boundary of A is regular for
the interior of A (denoted by A˚) with respect to X. Then
Pµ(τA > t) ≤ e−λ0(A)t, (29)
where λ0(A) is given in equation (28).
Proof. We can in fact assume that A has smooth boundary. If not, one can always approximate
A with an increasing sequence An of closed subset with smooth boundary and observe that: (i)
λ0(An) in (28) is non-increasing in n; (ii) Pµ(τAn > t) → Pµ(τA˚ > t) by continuity of X; (iii)
the hypothesis of regularity of the boundary and the strong Markov property for X imply that
a.s. τA˚ = τA.
Then, by the spectral theorem, Lemma A.2 and Cauchy-Schwarz inequality, we have that for
all f ∈ C∞c (Ac),∫
µ(dx)Ptf(x) = 〈etLAf,1Ac〉µ =
∫ ∞
λ0(An)
e−tu d〈E−LAu f,1Ac〉µ ≤ e−tλ0(An)‖f‖HA ,
where E−LA is the spectral measure associated to −LA. Now, let fn ∈ C∞c (Ac) be a sequence
of functions converging to 1Ac in L2(µ). Since Pt is a contraction, we have that Ptfn → Pt1Ac
in L2(µ), which along with the previous bound proves the proposition since Pµ(τA > t) =
Eµ (1Ac (Xt∧τA)). 
Lemma A.5. If E is regular for F with respect to Brownian motion, then E is regular for F
with respect to the diffusion X given in equation (2).
Proof. Let ε > 0 and x ∈ E. By Girsanov’s theorem, σB has the law of X on [0, ε] under the
the change of measure on P with density Dε = exp{
∫ ε
0
H(Bs)dBs− 12
∫ ε
0
H(Bs)
2ds}. Therefore,
since H is bounded we obtain by Cauchy-Schwarz inequality that there is some C0 > 0 such
that for all ε < 1,
Px(τXF > ε) ≤ Px(τσBF > ε)1/2Ex[D2ε ]1/2 ≤ C0Px(τBF > σ2ε)1/2 → C0Px(τBF > 0)1/2 = 0,
as ε → 0, where we have used the Brownian motion scaling property (σBt) (d)= (Bσ2t). Hence
P(τXF = 0) = 1. 
2Note that uniqueness of the martingale problem comes from boundedness of ∇H.
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Corollary A.6. If Ac satisfies the Poincaré cone condition (see the beginning of Section 5.1
for a definition), then A satisfies the assumption of Lemma A.4.
Proof. The proof of [2, Proposition II.1.13] shows that started from the extremity of a finite size
cone, the hitting time of the interior of the cone by the Brownian motion in RN is almost-surely
null. Now, the Brownian motion on SN can simply be obtained by projecting a RN -Brownian
motion on SN . Therefore, if started at the extremity of a cone in SN , the Brownian motion
on SN will also enter the finite cone immediatly. This implies in particular that if Ac satisfies
the Poincaré cone condition, the boundary of Ac is regular for A˚ which is the assumption of
Proposition A.4. 
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