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I. INTRODUCTION
T HE UNDERLYING mechanisms for sensory perception and cognitive brain processes may be related to information encoded in measurable attributes of brain responses such as amplitude, latency, waveform morphology, or spatial and temporal patterns associated with particular events/tasks [1] - [7] . Magnetoencephalography and electroencephalography (MEG/EEG) are attractive tools for study of brain activity because they are noninvasive and have high temporal resolution suitable for tracking dynamic neural activity. Nevertheless, reliably estimating even simple quantities such as amplitude or latency of a given response is a challenging task in MEG/EEG because of the low SNR typical of the recorded data. The blurring and mixing of cortical signals observed at the scalp further complicate response interpretation. Stimulus-locked averaging of evoked responses has long been employed to improve the SNR. Averaging can result in loss of amplitude and distortion of the estimated response waveform in the presence of latency jitter, such as is common with weak stimuli or late components [8] , [9] . Furthermore, potentially useful information contained in trialto-trial variations is not available from analysis of averaged data. This paper presents a full spatiotemporal framework for estimating single-trial response latencies and amplitudes. Spatial and temporal bases are employed to capture the aspects of the evoked response that are consistent across trials. The spatial bases require that the signal originate from a specific location on the cortical surface or lie in a given subspace, while the temporal bases control attributes such as signal bandwidth, duration, or shape. Exploiting the spatiotemporal character of the evoked response results in improved estimates of latencies and amplitudes at realistic SNRs. The amplitudes are assumed independent between trials and are drawn from the identical underlying normal distribution with unknown mean and variance. The trial latency is assumed to be deterministic but unknown. We assume the noise is spatially correlated with unknown covariance matrix. Maximum likelihood (ML) estimates of the amplitudes, latencies, basis coefficients, and noise covariance matrix are obtained using a generalized expectation-maximization (EM) algorithm. We refer to this algorithm using the acronym TriViAL (Trial Variability in Amplitude and Latency). A key attribute of the proposed approach is the ability to perform ML source localization and response parameter estimation simultaneously. Source localization is performed by scanning the TriViAL algorithm over spatial bases corresponding to different locations on the cortical surface. Source locations are identified as the locations corresponding to large likelihood values. ML estimates of the signal waveform shape, noise covariance matrix, trial amplitudes, and trial latencies are then obtained using the spatial bases for the identified locations.
The effectiveness of the TriViAL algorithm is demonstrated using simulated data and two well-characterized evoked response experiments. The localization performance is validated using tactile stimulation of the finger, which is known to produce activity in the somatosensory areas of the cortex. The efficacy of the TriViAL algorithm in estimating latency variability is shown by corroborating the latency estimates with the known dependence of the auditory M100 response peak latency in MEG to the stimulus tone frequency [3] , [10] . We also demonstrate that estimation of response amplitude is improved when latency is included in the signal model.
The TriViAL algorithm is an extension of our previously proposed generalized EM algorithm for estimating trial amplitude variability assuming latency is constant [11] . Both of these extend the constant response (CR) spatiotemporal ML approaches in [12] - [14] to estimate parameters of individual trials. A number of researchers have previously proposed algorithms for estimating amplitude and latency variability of individual trials, some of which are conceptually similar to the approach presented in this paper. The earliest work on estimating variable latencies is the ad hoc iterative scheme of Woody [15] . Woody proposes cross correlating single-trial waveforms with a signal template, estimating latency based on the peak of the cross correlation, then revising the template by averaging the individual waveforms after compensating for latency. Similar approaches based on maximal cross correlation are reported in [6] and [16] . None of these employs a ML-based spatiotemporal framework. ML approaches for estimating amplitude and latency variability include [9] , [17] , [18] . Ja´skowski and Verleger [9] and Tuan et al. [17] unrealistically assume that the background noise is spatially white and use only a single channel. de Munck et al. [18] relax the uncorrelated background noise assumption and present a multichannel ML-based approach for estimating trial amplitudes, spatiotemporal response waveform, and the spatial and temporal covariances of the noise. However, this method does not relate the responses to cortical source space, does not estimate trial latencies and uses an ad hoc iterative algorithm that is not guaranteed to converge to ML estimates. This paper is organized as follows. The following section presents the spatiotemporal signal model for the evoked response and the assumptions on the single-trial amplitudes and latencies. Development of the TriViAL algorithm for estimating latencies, amplitudes, and other response parameters is presented in Section III. Use of TriViAL for ML source localization is described in Section IV. Section V illustrates the effectiveness of the algorithm using simulated and real evoked response data. We conclude with a discussion in Section VI.
Bold upper and lower case symbols represent matrix and vector quantities, respectively. Superscripts T and −1 denote matrix transpose and inverse, respectively. The symbol tr {A} represents the trace of the matrix A and ⊗ denotes the Kronecker product. The operator vec{A} forms a vector from a matrix by stacking columns of A. The Frobenius norm of A is written as A F .
II. EVOKED RESPONSE SIGNAL MODEL
Assume the response amplitude and latency varies from trial to trial and the remaining spatiotemporal characteristics of the evoked response are constant across trials. We express the N by T matrix S j representing the jth trial of the response measured at N sensors and T time samples as
where U(r) is the N by P known spatial basis matrix associated with location r on the cortical surface. Each of the P columns of U(r) is a basis vector; their linear combination gives rise to the observable spatial patterns at the N sensors. The L rows of the L by T s matrix C T are the known temporal bases, where we assume the response of interest exists over T s time samples. Hence, The L by T trial-dependent temporal basis matrix
encodes the latency of the jth trial, τ j , as the number of zero columns that precedes the known temporal bases matrix C T . Here, B j is a P × L unknown basis coefficient matrix for the jth trial and takes the form B j = x j B, where x j is the amplitude of the trial and B defines the shape of the spatiotemporal response. Consequently, the spatiotemporal evoked response that is consistent across all trials is described by the N by T s matrix S = U(r)BC T . The quantities x j and τ j capture the amplitude and latency variability across trials, respectively.
The spatial bases U(r) may be chosen to model dipoles [19] , multipoles [20] , [21] , or cortical patches [14] . In cases where source localization is not necessary or possible, U(r) = U may be chosen based on the data, e.g., using spatially derived principal components. The temporal bases represent temporal attributes such as bandwidth or expected morphology [12] , [13] , and can be chosen in many ways, including Fourier bases or wavelets. Without loss of generality, we assume orthogonal basis functions, U(r) T U(r) = I P and C T C = I L , and normalize the basis coefficient matrix such that B F = 1. In the subsequent sections, the dependence of the spatial basis U(r) on location r is dropped for notational convenience when there is no need to distinguish between different locations.
We model the amplitude of each response x j as a sequence of statistically independent Gaussian distributed random variables with unknown prior mean µ x and variance σ 2 x , i.e.,
where N µ x , σ 2 x denotes the normal density. The latency of each response, τ j , is assumed deterministic but unknown.
The N × T matrix Y j denotes the measured response and is modeled as
Here, the N × T matrix N j is zero-mean Gaussian noise with unknown positive-definite spatial covariance R n and known temporal covariance R t . We assume R t = I without loss of generality since the data may be prewhitened by the known R t . Hence, we write N j ∼ N (0, I ⊗ R n ), where I ⊗ R n is the covariance matrix of vec {N j }. The noise is assumed to be independent and identically distributed across trials. If we
. . , Y J } denote the collection of measured data and X = {x 1 , x 2 , . . . , x J } the set of unknown trial amplitudes, we may write the probability density for Y conditioned on X as
where
The matrix I ⊗ R n is the covariance matrix of vec{Y j } given x j . It is implicit that the latencies τ j are given or known for this conditional distribution.
III. TRIVIAL ALGORITHM
The TriViAL algorithm employs the expectation-conditional maximization (ECM) method [22] to obtain solutions for the ML estimates of the individual trial amplitudes and latencies, spatiotemporal waveform, spatial noise covariance matrix, and the prior mean µ x and variance σ 2 x . ECM is a variant of the conventional EM algorithm that simplifies estimation of coupled parameters by sequentially solving for them in the conditional maximization (CM-) step. ECM retains the favorable convergence properties of EM provided the sequential estimates increase the likelihood. We treat the unknown trial amplitudes as the so-called hidden data. We combine the observed data Y with the hidden data to form the complete data {Y, X}. Estimates of the trial amplitudes X are obtained in the expectation (E-) step and the remaining unknown parameters including the trial latencies, Θ = {R n , B, µ x , σ 2 x , τ j }, are estimated in the conditional maximization step. Assuming the response amplitudes are independent allows closed-form expressions for the posterior mean of the x j , which are taken as the updated estimates of the trial amplitude, and closed-form equations for updating the parameters in the CM-step of the TriViAL algorithm.
The complete-data log likelihood, l (Y, X), is written as
Using (2) and (5), we can express (7), ignoring additive constants, as
A. E-Step
The expectation step in the (k + 1)th iteration computes the expected complete-data log likelihood or the Q-function, Q Θ|Θ (k ) , where Θ (k ) denotes the parameter estimates from the CM-step in the previous iteration. The expectation is taken with respect to the conditional distribution of the hidden data given the observed data and
Substituting (8) into (9) yields
. The expectation is taken with respect to the posterior distribution p x j |Y j , Θ (k ) and is not to be confused with the prior mean
The first and second conditional moments
. Since x j and Y j are jointly Gaussian [see (8) ] and p(x j ) is a conjugate prior, this posterior distribution is also Gaussian according to the GaussMarkov theorem [23] , i.e.,
So,
In these expressions, B, R n , σ 2 x , and µ x are replaced by their current estimates
x from the preceding CM-step. Similarly, the position of C in D j changes according to the current estimated latency τ 
B. CM-Step
The CM-step updates the value of the trial latency and the remaining parameters in Θ by maximizing Q(Θ|Θ (k ) ) with respect to Θ. To help stabilize the noise covariance matrix estimate, we modify the ML cost function using an inverse Wishart prior asQ
is a Wishart prior on the inverse of the spatial noise covariance matrix and ρ = 1.
We partition the parameters into subsets Θ 1 = {R n , µ x }, Θ 2 = B, σ 2 x , and Θ 3 = {τ j }. The CM-step update involves sequentially solving a three-step maximization problem
The likelihood is always increased in each substep, and so, the CM-step monotonically increases the likelihood at each iteration and convergence of the ECM algorithm to a local maximum is guaranteed. The update equations for the new parameter estimates Θ with respect to
Note that the dependence ofx j , γ, R xy , and R xx on the iteration k is suppressed for notational convenience. Next, we maximize with respect to Θ 2 = B, σ 2
x to obtain
The final substep updates the estimates of latencies {τ j }. Because of the independence between trials, each latency τ j is estimated independently. The only term inQ
Hence,
That is, the latency estimate is given as the time point at which the correlation between the current estimate of the whitened signal (R
In practice, we discretize the search space for τ j to integer multiples of the sampling interval and perform exhaustive search of the best τ j in a physically feasible range. This discretization avoids the complication of accounting for changes in response morphology associated with fractional delays. MEG/EEG is typically oversampled and thus the latency quantum is much smaller than the inverse of the response bandwidth. If finer precision is needed than that provided by the sampling interval, the data can be interpolated to decrease the sampling interval prior to processing. Note that noise and trial-to-trial variations in waveform shape limit the practical utility of very fine scale latency estimates.
The TriViAL algorithm iterates between updating the amplitude estimates in the E-step and the latency estimates and other parameters in the CM-step until the original data log likelihood l (Y ) converges to a local maximum. The data log likelihood used to terminate the algorithm is
x ,B,μ x } be the parameter estimates after convergence of l(Y ). The spatiotemporal evoked response shape estimate isŜ = UBC T .
IV. SOURCE LOCALIZATION USING TRIVIAL
Recall that the spatial bases U(r) relate the activity at cortical location r to the measured data. The TriViAL algorithm can be used for ML source localization by scanning the likelihood l(Y ) over different locations r on the surface using the spatial bases U(r). This results in a log-likelihood value l(Y ; U(r)) that is an explicit function of location. The ML estimate of r is the value that maximizes l(Y ; U(r)).
V. RESULTS
Real and simulated evoked response data are used to illustrate the effectiveness of the algorithm in localizing neural activity and estimating trial-to-trial amplitude and latency variability. In examples where localization is illustrated, dipolar lead field matrices are used as the spatial bases for both localization and estimation. These are calculated for the N = 74 channels Magnes II Biomagnetometer system (Biomagnetic Technologies, Inc.) assuming a dual sphere forward model. In the remaining examples, source localization is not performed and two dominant principal components derived from the filtered and averaged data are used as spatial bases for signal estimation.
A. Simulated Data
We simulate focal neural activity by placing a single dipolar source in the somatosensory area and generate 300 trials of evoked response recordings. The signal duration is 53.76 ms or T s = 28 time samples at 520.8 Hz sampling rate. The signal waveform has a raised cosine shape with 17.5 ms full-width at half maximum (FWHM), as shown in Fig. 1(a) . The observation interval is 107.52 ms or T = 56 time samples in length. The simulated response amplitudes are chosen to have an initial habituation effect followed by an oscillatory behavior, as shown in Fig. 1(b) . The latency of each response is a random number drawn from a uniform distribution with maximum latency of one-half of the signal duration (14 time samples or 26.88 ms). Prestimulus noise from a human somatosensory evoked response (SER) experiment is added to represent background brain activity.
Four sets of data with SNR level ranging from −25 dB to 0 dB are generated. The SNR is defined as the ratio of the signal power to the noise power, i.e., < x 2 j > tr{S T S}/tr{R n }, where < · > denotes an ensemble average. Fig. 1(c) and (d) depicts the simulated single-trial recordings and the corresponding averaged data for the high SNR (−10 dB) case, and Fig. 1(e) and (f) for the low SNR (−20 dB) case, respectively. The signal waveform is visible in the averaged data but not in the single-trial recordings.
Source localization is performed by initializing the TriViAL algorithm with estimates from the closed-form CR-based ML algorithm of [12] . The signal duration is estimated from averaged data. Note that because of the variation in latency, the averaged waveform has a broadened peak [compare Fig. 1(a) and Fig. 1(d) ]. However, the signal duration is slightly underestimated because noise obscures the tails. The L = 5 temporal bases are chosen as in [13] to span 1-30 Hz frequency band. The log-likelihood maps for different SNR levels are depicted in Fig. 2 . At the highest SNR (0 dB), the likelihood map has a strong focal peak at the source location. The peak becomes less focal as the SNR decreases, however, the locations with the maximum value of likelihood correspond to the simulated source location for all cases.
The response parameter estimates are computed using the dipolar lead field matrix corresponding to the location with maximum value of likelihood as spatial bases (P = 2). At each SNR, we simulate amplitude and latency variation over J = 300 trials according to the true amplitude and latency evolutions shown in Fig. 3(b) and (c) (blue lines). The estimation results are shown in Fig. 3 for SNR = −20 dB. The true and estimated signal waveform shapes are depicted in Figs. 1(a) and 3(a) , respectively. Although the signal duration is underestimated using the average data, the estimated waveform shape has a FWHM of 23 ms, which is slightly wider than the true FWHM. Fig. 3(b) depicts the true and estimated trial amplitudes. The TriViAL algorithm is able to capture the habituation effect and the oscillatory behavior of the amplitude, although the estimates are noisy due to the low SNR. Similarly, the algorithm provides reasonable trial latency estimates, as shown in Fig. 3(c) , although the error is relatively large in a few trials. The numbers of iterations and computation times required for TriViAL algorithm to converge for each SNR level is shown in the first four rows of Table I . The algorithm is run using MATLAB (The MathWorks, Inc.) on a Macintosh (2.4 GHz Intel Core 2 Duo Processor, 2 GB RAM). For all SNR levels, the algorithm takes less than a minute and requires small number of iterations before convergence is reached.
In order to explore the effect of trial amplitude on the latency estimate, we arrange the latency estimates in groups of 20 according to the size of the amplitudes and compute the rootmean-square error (RMSE) for each group of J = 20 using Fig. 5 . Here, the nMSE of the trial amplitude is defined as
The amplitude nMSE decreases more significantly than the latency RMSE as the SNR increases.
B. Real Data
Well-studied SER and auditory evoked response (AER) experiments are used to validate the TriViAL algorithm. Tactile stimulation of fingers is known to evoke neural activity in the somatosensory region of the cortex. This experimental paradigm is used to verify the source localization capability of the TriViAL algorithm. An auditory experiment is employed to illustrate the effectiveness of the algorithm in estimating amplitude and latency variability. It is well established that the latency of the M100 (also known as the N1m) response peak in MEG, and correspondingly, the N1 response in EEG is dependent on the frequency of the auditory stimulus. In particular, the latency is larger for tones of lower frequencies [3] , [10] , [24] - [26] . This section demonstrates that the TriViAL algorithm is able to identify this dependence of latency on frequency.
1) SER Experiment: Using a single Dewar (37 channels) of the 74-channel Magness II system, two sets of MEG recordings with J = 129 and J = 122 trials are collected from a female subject whose right-hand index finger is stimulated using uniform pneumatic pressure pulses. The sampling rate is 520.8 Hz. The data is bandpass filtered at 2-40 Hz. Two bad channels are rejected, so N = 35. Magnetic resonance images of the subject are used to derive the 3-D cortical surface using FreeSurfer [27] . Elementary current dipoles with unknown moment orientation are placed at each node of the discretized cortical surface. Source localization is performed over the first pronounced peak in the average response waveform (approximately 80 ms after the stimulus onset at zero). The assumed signal durations and allowable ranges of the shifted response are denoted on the filtered and averaged waveforms in Fig. 6(a) and (b) by the red and black vertical lines, respectively. The assumed observation interval is chosen such that the maximum shift of the response peak of interest does not overlap with peaks of late components.
The log-likelihood maps given by scanning the TriViAL algorithm over all dipoles on the surface are depicted in Fig. 7 . The log-likelihood maps for both datasets contain a focal peak near the middle of the left somatosensory cortex, consistent with our expectation.
2) AER Experiment: MEG recordings from two subjects during auditory stimulation are acquired by positioning a single Dewar (N = 37 channels) of the 74-channel Magnes II system above the left hemisphere. Pure tone bursts of 100 Hz, 250 Hz, 500 Hz, or 1 kHz frequency are presented monaurally to the subject's contralateral ear via an earphone. Each stimulus tone has a 10 ms rise and fall time with an intensity of approximately 60 dB. The intensity is adjusted to achieve roughly equal loudness between different stimulus frequencies. The frequencies of the stimuli are randomly interleaved to obtain a total of J = 399 We choose not to perform source localization in this example to illustrate application of the TriViAL algorithm when forward solutions are not available. Furthermore, we expect slight shifts in cortical location for different frequency stimuli. We choose the two dominant principal components obtained from 0.5−20 Hz filtered and averaged data as our spatial bases for estimating response parameters (P = 2), consistent with the fact that the M100 or N1 response is often modeled by single equivalent dipole [28] . The filtered and averaged waveforms are depicted in Fig. 6 (c) and (d) along with the assumed signal duration (red solid lines) and observation intervals (black solid lines). The assumed signal duration (171 ms or T s = 90) is wider than the typical M100 response peak to account for potential differences in waveform shape associated with different stimulus frequencies. The observation interval is 250 ms or T = 131. We estimate the response amplitudes, response shape, and latencies by applying TriViAL to all 399 responses. We show that TriViAL is able to track the changes in latency associated with the randomized stimulus frequencies by grouping the estimated latencies based on the stimulus frequency associated with the corresponding response. Fig. 8 depicts the estimated mean latency of the M100 peak for each group as a function of the stimulus frequency. The error bars denote the standard error of the mean. Decrease in the mean M100 latency in the range of 12-25 ms between lowest and highest stimulus frequency is clearly observed in both subjects as the stimulus frequency increases. These results are consistent with previously reported latency prolongation obtained by separately presenting each stimulus frequency [3] , [10] , [28] . The corresponding signal waveform shape estimates are depicted in Fig. 9 . The last two rows of Table I displays the required number of iterations and computation time for convergence of the algorithm when applied to the two AER data sets. Similar to the simulated data example, the algorithm converges in less than ten iterations in approximately 2 min.
The impact of jointly estimating amplitude and latency on amplitude estimates is illustrated in Fig. 10 by comparing histograms of the estimated amplitudes using the TriViAL algorithm to the amplitude-only algorithm of [11] . The amplitudeonly algorithm results in negative estimated amplitudes in 9.27% of the responses, while the TriViAL algorithm results only in positive amplitude estimates. Negative amplitude estimates are not physically meaningful since they imply reversal of cortical current flow. 
VI. DISCUSSION
The CR spatiotemporal framework for evoked response data has been used successfully in MEG/EEG applications in the past [12] - [14] , but is unable to track variability of individual evoked responses. The TriViAL algorithm presented in this paper extends the spatiotemporal evoked response framework to estimate amplitudes and latencies of individual evoked responses. Spatial and temporal bases are employed to provide a low-dimensional representation for the aspect of the evoked response that is consistent across trials while explicitly modeling amplitude and latency parameters. This spatiotemporal framework results in improved discrimination between signal and noise, provided the evoked response is well-described by the spatiotemporal bases, and consequently results in improved quality waveform, amplitude, and latency estimates. Furthermore, the use of spatial bases endows our approach with source localization capability. The TriViAL algorithm is effective at source localization as well as waveform, amplitude, and latency estimation for the SNRs typical of evoked response data.
The framework proposed in this paper assumes that the responses lie in a spatiotemporal space defined by the spatial and temporal bases, with constant waveform shape and only the amplitude and latency changing from trial to trial. All response components that satisfy these signal characteristics are modeled, whereas all other response components are included in the estimated spatial covariance matrix of the noise. Note that in the CR approach all variable response components are included in the noise. ML provides a principled means for estimating the unknown response parameters, and the TriViAL algorithm developed here are simple to implement and guaranteed to converge to a local maximum of the likelihood function.
Explicit modeling of response latency results in significant improvements in waveform shape and response amplitude estimation. Ignoring modest latency variations can result in obscuring of multiple peaks in the response due to temporal smoothing, while ignoring larger variations in latency can result in false peaks in the signal waveform. Modeling latency also improves estimation of response amplitude since it prevents the amplitude estimates from attempting to compensate for mismatch in response shape. We have shown that modeling latency greatly reduces the occurrence of nonphysical, negative amplitude estimates.
The limitations of existing approaches for assessing amplitude and latency variability are discussed in detail in [11] . In summary, existing methods either: apply to single channel measurements or are not formulated in terms of cortical source space [9] , [17] ; use suboptimal two-step approaches where the cortical source space problem is treated separately from amplitude and/or latency estimation [29] , [30] ; or require estimation of a large number of unknown parameters [18] . In contrast, the TriViAL algorithm utilizes spatial bases to relate the measured sensor data back to the original source space on the cortex and simultaneously estimates the optimum signal waveform parameters, noise covariance matrix, amplitude, and latency using the ML principle. The TriViAL algorithm estimates latency by cross correlating the current spatially whitened waveform shape estimate with spatially whitened data, analogous to heuristic crosscorrelation approaches [15] , [31] . However, use of appropriate spatial and temporal bases mitigates the unrealistic waveform sharpening that can result from the Woody filter [15] .
Performance of the TriViAL algorithm in source localization and response estimation is demonstrated with both simulated and measured somatosensory and auditory MEG data in a realistic SNR range. The algorithm performs reasonably well when the SNR is sufficiently large. As expected, the resolution of the localization result as well as the quality of the response waveform, trial amplitudes, and trial latency estimates decrease as SNR decreases. We observe that the trial amplitude estimation error decreases more significantly than the trial latency estimation error when the SNR increases. We also observe that the RMSE of the latency estimates depends on the amplitude of the corresponding trials. In particular, for a given SNR the latency error is generally greater for trials with relatively weak amplitude.
The ECM algorithm is only guaranteed to find a local maximum of the likelihood surface. An approach often used to avoid local maxima with ECM algorithms is to perform estimation multiple times with randomized initial conditions on the parameters and choose the set of parameters producing the highest likelihood. It is not necessary to employ this so-called multistart approach to produce the strong results presented in this paper. An expected range of latencies is known for many experimental paradigms and can be used to limit the search range. In our experience the choice of response duration does not have much effect on estimation performance provided it is sufficiently long to capture the dominant features in the response. Increasing the observation interval generally increase computation time due to the increased latency search space. Criteria for choosing the response duration and observation interval are likely to vary with the application.
The effectiveness of the TriViAL algorithm for latency estimation is demonstrated using the well-known dependence of the M100 response latency in MEG (N1 response in EEG) on the frequency of auditory stimuli. The latency increases as stimulus frequency decreases below 1 kHz [3] , [10] , [24] , [28] , suggesting that stimulus attributes may be reflected in evoked response latency variations [28] , [32] . This phenomenon represents an ideal paradigm for evaluating latency estimation methods. We present a series of tones with pseudorandomly chosen stimulus frequencies and estimate the latencies of each response using the TriViAL algorithm with no prior knowledge of the stimulus frequency. The estimated mean latencies associated with each stimulus frequency reproduce the known relationship between latency and stimulus frequency with excellent agreement between both subjects studied. Furthermore, the standard error of the mean is small and supports the frequency dependence of the latency estimates. This result provides compelling evidence of the efficacy of the TriViAL algorithm.
It is possible in principle to extend the TriViAL algorithm to a model containing multiple independent components, each having independent amplitudes, latencies, and spatiotemporal response shapes. This would require a multiple dimensional search to estimate latency parameters and thus would be limited to relatively small numbers of components. The challenge with such an extension is to obtain data with sufficiently high SNR to enable reliable estimation of all unknown model parameters.
