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Целью данной работы является исследование типов  и способов по-
строения искусственных нейронных сетей, а также их применения. 
В последние несколько лет мы наблюдаем взрыв интереса к нейрон-
ным сетям, которые успешно применяются в самых различных областях - 
бизнесе, медицине, технике, геологии, физике. Нейронные сети вошли в 
практику везде, где нужно решать задачи прогнозирования, классифика-
ции или управления. Такой впечатляющий успех определяется несколь-
кими причинами: 
 богатые возможности.  Нейронные сети - исключительно мощ-
ный метод моделирования, позволяющий воспроизводить чрез-
вычайно сложные зависимости; 
 простота в использовании.  Нейронные сети учатся на приме-
рах. 
Нейронные сети привлекательны с интуитивной точки зрения, ибо 
они основаны на примитивной биологической модели нервных систем. В 
будущем развитие таких нейро-биологических моделей может привести к 
созданию действительно мыслящих компьютеров. Между тем уже «про-
стые» нейронные сети, которые строит система ST Neural Networks, явля-
ются мощным оружием в арсенале специалиста по прикладной статисти-
ке. 
Искусственные нейронные сети (ИНС) строятся по принципам орга-
низации и функционирования их биологических аналогов. Они способны 
решать широкий круг задач распознания образов, идентификации, про-
гнозирования, оптимизации, управления сложными объектами. 
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Нейрон является составной частью нейронной сети. Он состоит из 
элементов трех типов: умножителей (синапсов), сумматора и нелинейно-
го преобразователя. 
Нейронная сеть представляет собой совокупность нейроподобных 
элементов, определенным образом соединенных друг с другом и с внеш-
ней средой с помощью связей, определяемых весовыми коэффициентами. 
В полносвязных нейронных сетях каждый нейрон передает свой вы-
ходной сигнал остальным нейронам, в том числе и самому себе. Все 
входные сигналы подаются всем нейронам. Выходными сигналами сети 
могут быть все или некоторые выходные сигналы нейронов после не-
скольких тактов функционирования сети. 
Несмотря на весь прогресс в области искусственного интеллекта, 
множество проблем в этой области продолжают истощать возможности 
компьютеров на базе архитектуры фон Неймана.   
Процессоры, выполняющие последовательности инструкций, не мо-
гут воспринимать и мыслить на уровне, сравнимом с человеческим разу-
мом. По этой причине многие исследователи обращаются к машинам с 
альтернативными архитектурами. Одна из таких архитектур ‒ искусст-
венная нейронная сеть (artificial neural network). 
Уже сегодня искусственные нейронные сети используются во многих 
областях. Области применения нейронных сетей весьма разнообразны ‒ 
это распознавание текста и речи, семантический поиск, экспертные сис-
темы и системы поддержки принятия решений, предсказание курсов ак-
ций, системы безопасности, анализ текстов. 
В заключении данной работы можно отметить что нейронные сети 
актуальная тема, исследование которой важно для техники и информати-
ки, так как она выдвинет эти науки на новый уровень. Нейронные сети 
способны самообучаться, это делает их уникальными для наук. 
