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The contribution of this paper is twofold. It presents a new approach to the matched
drawability problem of pairs of planar graphs and it provides four algorithms based on this
approach for drawing the pairs 〈outerplane,maximal outerpillar〉, 〈outerplane,generalized
outerpath〉, 〈outerplane,wheel〉 and 〈wheel,wheel〉. Further, it initiates the study of the
matched drawability of triples of planar graphs: it presents an algorithm to compute a
matched drawing of a triple of cycles and an algorithm to compute a matched drawing of a
caterpillar and two unlabeled level planar graphs. The results extend previous work on the
subject and relate to existing literature about simultaneous embeddability and unlabeled
level planarity.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Let G0 = (V0, E0) and G1 = (V1, E1) be two planar graphs, each having n vertices such that there is a one-to-one
mapping that matches each vertex of V0 to a distinct vertex of V1. Graphs G0 and G1 are matched drawable with respect to
the given one-to-one mapping if there exist two straight-line planar drawings Γ0 and Γ1 of G0 and G1, respectively, such that
every pair of matched vertices lies on one of n parallel lines and each line contains exactly two vertices. The pair Γ0, Γ1
is a matched drawing of G0 and G1 with respect to the given one-to-one mapping. For example, consider the pair of graphs of
Fig. 1(a), where the bold curves indicate the one-to-one mapping. Fig. 1(b) shows a matched drawing of G0 and G1 with
respect to the given mapping; in the ﬁgure, the matched vertices lie on horizontal lines. A pair of planar graphs is matched
drawable if it admits a matched drawing with respect to any given one-to-one mapping.
The concept of matched drawability of a pair of planar graphs was ﬁrst deﬁned and studied in [9]. Matched drawings
are a variant of simultaneous geometric embeddings ﬁrst deﬁned by Brass et al. in [2] and then studied in several papers,
including [1,3,4,10,11,13,15,17]. A simultaneous geometric embedding of a pair G0,G1 of planar graphs sharing their ver-
tex set, consists of two straight-line planar drawings of the graphs such that every vertex has the same location in both
drawings. If an edge is shared by the two graphs, then it is therefore represented by the same straight-line segment which
makes it easy to visually discover common patterns in the drawings. However, the families of planar graphs that admit a
simultaneous geometric embedding have been proven to be rather restricted (see, e.g., [2,10,18,19]). Requiring that the same
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612 L. Grilli et al. / Computational Geometry 43 (2010) 611–634Fig. 1. (a) A pair of planar graphs G0 = (V0, E0) and G1 = (V1, E1) along with a one-to-one mapping between V0 and V1; the mapping is indicated by
bold curves joining the pairs of matched vertices. (b) A matched drawing of G0 and G1 where matched vertices lie on horizontal lines.
vertices share only one of their coordinates, as is the case for matched drawings of pairs of graphs, is a natural relaxation
to consider.
It is worth noting that matched drawability is also related to the well-known notion of level planarity (see, e.g., [7,21–
23]). Namely, consider the 2n-vertex graph G consisting of the two disjoint n-vertex components G0 and G1. Consider all
possible one-to-one mappings between the vertices of G0 and G1. G0 and G1 are matched drawable if and only if for each
such mapping, G has a straight-line level planar drawing where every level contains exactly two matched vertices. As will
be shown in a subsequent section, matched drawability is also related to unlabeled level planar graphs, which have been
introduced and studied in [12,14,16]. An unlabeled level planar graph G is a graph such that for any integer labeling of
its vertices there exists a straight-line planar drawing of G where the y-coordinate of each vertex matches its label. This
implies that an unlabeled level planar graph has a simultaneous geometric embedding with a path for any given one-to-one
mapping between their vertex sets.
Finally, the study of matched drawings ﬁts within the application framework recently described by Collins and Carpen-
dale [5] who, motivated by exploring relationships between relational sets of data, present a system that matches vertices of
independent drawings. Collins and Carpendale [5] compute the drawings independent of one another, which may give rise
to many crossings among the edges that describe correspondences between vertices in different visualizations. By studying
matched drawings we explore the possibility of visualizing pairs of graphs such that, if there is a bijection between their
vertices, then the bijection is emphasized by placing each pair of corresponding vertices along a distinct line of a set of
parallel lines. For a variant of matched drawings and a system that allows the visual correlation of two drawings of graphs
see also [8].
The known results about matched drawability of graph pairs are described in [9]. The authors prove that not all planar
pairs are matched drawable and also describe meaningful pairs of planar graphs that always admit a matched drawing.
Among the different families of matched drawable graphs, they showed that every pair of trees with a bijection between
their vertices admits a matched drawing. Recall that not all tree pairs admit a simultaneous geometric embedding [19].
In this paper, we extend the results of [9] in different directions. Namely, we present both new pairs of matched drawable
planar graphs, and we initiate the study of matched drawings of triples of planar graphs. More precisely, let G0, G1, G2 be a
triple of planar graphs that have the same number of vertices where there is a one-to-one mapping between the vertices of
any pair of graphs in the triple. Namely, two one-to-one mappings between the vertices of two pairs of graphs are speciﬁed,
and by associativity the remaining one-to-one mapping is implicitly ﬁxed. We say that the triple has a matched drawing with
respect to the given mappings if there are three straight-line planar drawings Γ0, Γ1, and Γ2, of G0, G1, and G2, respectively,
such that: (i) each pair of drawings is a matched drawing of the corresponding pair of graphs with respect to the given
one-to-one mapping; and (ii) the parallel lines that describe a one-to-one mapping between two graphs do not intersect
the drawing of the remaining graph. We remark that without condition (ii) a matched drawing of a graph triple can be
obtained by computing two matched drawings of two graph pairs, and by horizontally aligning the drawings of the graphs.
However, in this way matched vertices of the leftmost and rightmost drawings lie on a set of parallel lines that overlap the
in-between drawing. Therefore, this second requirement makes easier the visual correlation of graph pairs in the drawing
and resembles the classical edge-region crossing-free constraint for cluster planarity [24]. Fig. 13 shows an example of a
matched drawing of three graphs each having ten vertices; the three one-to-one mappings are represented by numbering
the vertices of the three graphs with integers from 0 to 9. A triple of planar graphs is matched drawable if it has a matched
drawing for any given one-to-one mapping between the vertices of any pair of graphs in the triple. Our main results can be
outlined as follows.
1. We present a novel approach for computing matched drawings of pairs of planar graphs. This technique is based on
a suitable labeling of the vertices of the graphs and on characterizing vertex levelings of graphs that always admit
a level planar realization. In this respect, our results can be related to the well-known research regarding level pla-
narity and unlabeled level planarity (see [12,16]). As application examples of the proposed technique, we prove that
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〈outerplane,wheel〉 and 〈wheel,wheel〉.
2. We introduce and study the notion of matched drawing for a triple of planar graphs. Using this concept we discover
new differences between matched drawability and simultaneous drawability. Namely, while it is known that triples of
graphs with the same vertex set may not have a simultaneous geometric embedding even in the case that they are
simple paths [2], it turns out that a triple consisting of a caterpillar and two unlabeled level planar graphs [16] is
always matched drawable.
3. We exploit the drawing technique of the item above, combined with a suitable sequence of geometric translations, to
show that every triple of cycles admits a matched drawing.
The focus of the present paper is on proving the existence of matched drawings of graph pairs and of graph triples. Our
proofs are constructive, but some of our constructions can lead to drawings of exponential area. Assuming the real RAM
model of computation, all the described algorithms run in polynomial time and most of them run in linear time.
The remainder of the paper is organized as follows. Preliminaries can be found in Section 2. Our approach for computing
matched drawings of graph pairs is described in Section 3. Matched drawings of graph triples are discussed in Section 4.
Finally, Section 5 lists some open problems.
2. Preliminaries
We assume that the reader is familiar with standard notions of graph drawing [6,24–26]. Let G be a simple planar graph.
A drawing Γ of G maps each vertex of G to a distinct point in the plane and each edge to a simple Jordan curve connecting
the points that represent its end-vertices. Drawing Γ is planar if no two distinct edges intersect except at common end-
vertices. Drawing Γ is a straight-line planar drawing if it is planar and all its edges are represented by straight-line segments.
G is planar if it admits a planar drawing.
A planar drawing Γ of G partitions the plane into topologically connected regions called the faces deﬁned by Γ . The
unbounded face is called the external face; the other faces are the internal faces. A face f is represented by the circular
ordering of vertices and edges that are encountered when walking on its boundary in the clockwise direction if f is internal,
and in the counterclockwise direction if f is external. A planar embedding of a planar graph G is an equivalence class of
planar drawings that deﬁne the same set of faces for G . A planar graph G together with the description of a set of faces is
called an embedded planar graph.
Let G be an embedded planar graph. A drawing of G is embedding preserving if it maintains the given planar embedding;
otherwise, the drawing of G is not-embedding preserving. In this paper, we shall sometimes assume as input a graph G
with a given planar embedding and compute planar drawings that do not preserve the given planar embedding.
The weak dual G∗ of G is a graph whose vertices correspond to the internal faces of G with an edge between two vertices
if the corresponding internal faces in G share one or more edges.
A wheel is a graph consisting of a cycle plus a vertex, called the center of the wheel, that is connected to all the vertices
of the cycle. A fan is a graph formed by a path plus a vertex, called the apex, that is connected to all the vertices of the
path; a fan can be obtained from a wheel by removing an edge that is not incident to its center.
An outerplanar graph is a graph that admits a planar embedding such that all vertices are on the same face. Such
an embedding is called an outerplanar embedding and the face containing all the vertices is referred to as the unbounded
or the external face. An outerplanar graph is a maximal outerplanar graph if the addition of any new edge would destroy
its outerplanarity; or equivalently, a biconnected outerplanar graph in which every internal face is deﬁned by a three-cycle.
Note that a biconnected outerplanar graph has a unique external face, which is deﬁned by a Hamiltonian cycle. An outerplane
graph is an outerplanar graph with a given outerplanar embedding.
Let G be a maximal outerplane graph. If G has at least three vertices, then its internal faces are triangular and G∗ is
a tree whose nodes have degree at most three. Note that G always contains at least two vertices of degree two. (This is
immediate when G has exactly three vertices. When G has more than three vertices, it is implied by the observation that
every vertex v of G of degree two belongs to a face that is a leaf of G∗ and every leaf of G∗ corresponds to a face of G that
contains exactly one vertex of degree two.)
An unlabeled level planar graph G (also known as an ULP graph [12,16]) is a graph such that for any integer labeling of
its vertices there exists a straight-line planar drawing of G where the y-coordinate of each vertex matches its labels. ULP
graphs can be distinguished into ULP graphs with duplicate labels and ULP graphs with distinct labels based on whether multiple
vertices per level are allowed. Note that the set of ULP graphs with duplicate labels is strictly contained in the set of ULP
graphs with distinct labels. In the present paper, we consider only ULP graphs with distinct labels, which will be referred
to as simply ULP graphs.
3. Matched drawings of graph pairs
Let G0 = (V0, E0) and G1 = (V1, E1) be two planar graphs such that |V0| = |V1| = n. Let Φ : V0 → V1 be a one-to-one
mapping that matches every vertex v ∈ V0 to a distinct vertex w ∈ V1, i.e. w = Φ(v) and v = Φ−1(w). Let Γ0 and Γ1 be
two straight-line planar drawings of G0 and G1, respectively. The pair of drawings 〈Γ0,Γ1〉 is a matched drawing of G0 and
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vertices. A pair of planar graphs 〈G0,G1〉 is matched drawable if it admits a matched drawing for any possible one-to-one
mapping Φ between their vertices. In this section, we describe pairs 〈G0,G1〉 of planar graphs that are matched drawable.
Without loss of generality, we shall assume in the following that any two matched vertices have the same y-coordinate in
the computed drawings.
In [9], it has been proven that every pair 〈T0, T1〉 where both T0 and T1 are trees is matched drawable. A matched
drawing of two trees is constructed by a vertex addition strategy that alternately chooses the next vertex to be drawn from
T0 and from T1: T0 determines which vertex is placed in odd steps at y-coordinates n − 1,n − 2, . . . , n/2 + 1 while T1
determines which vertex is placed in even steps at y-coordinates 0,1, . . . , n/2. We extend this result by presenting new
pairs of matched drawable graphs. This is done by using a drawing approach that looks similar but is also quite different
from the one of [9].
The main idea behind our new approach is to separate the role that the two graphs have in the computation. Based on
the topology of one of the two graphs, the vertices are given one of two labels. Based on the topology of the other graph,
the y-coordinates are deﬁned. Finally, the matched drawing is computed. More precisely, our approach can be described as
consisting of the following three main phases.
1. Labeling phase. Vertices of V0 and of V1 are associated with labels in the set {B, T } such that matched vertices have the
same label. Such a labeling, called a BT-labeling, speciﬁes that vertices labeled as B (“Bottom”) will be drawn “below”
those labeled as T (“Top”). The BT-labeling exclusively depends on the topology of G1. Namely, based on the topology
of G1 a BT-labeling of the vertices of V1 is initially computed and then each vertex of G0 is given the label of the
corresponding vertex of G1.
2. Leveling phase. Let Y = {y0, y1, . . . , yn−1} be a set of n distinct non-negative integers. In this phase, matched vertices are
associated with numbers in set Y such that every vertex labeled B is given a number smaller than any vertex labeled T .
Such an assignment of numbers in set Y to the vertices is called a label-preserving level assignment and it is computed
by considering only the topology of G0.
In particular, this phase is accomplished by constructing a straight-line planar drawing of G0 such that: (i) the vertices
have distinct non-negative integer y-coordinates; (ii) every vertex labeled B is given an y-coordinate strictly smaller
than any vertex labeled T .
3. Matching phase. A matched drawing 〈Γ0,Γ1〉 is obtained by computing a straight-line planar drawing of G1, such that
the y-coordinates of the vertices are those deﬁned by the label-preserving level assignment.
The matching phase relies on proving the following property: for any label-preserving level assignment of the vertices
of G1, there always exists a straight-line planar drawing of G1 in which every vertex is given an y-coordinate equal to its
level number. This will be clariﬁed in the following subsections. It is worth noting that the graphs of the pairs that we study
in the next sections may not have level preserving straight-line drawings for all possible levelings of their vertices [16].
3.1. Matched drawing of 〈outerplane,maximal outerpillar〉
A caterpillar is a path or a tree such that the removal of all leaves gives rise to a path; this path is called the spine of the
caterpillar. An outerpillar is an outerplane graph whose weak dual is a caterpillar. An outerpillar whose weak dual is a path is
also called an outerpath. A maximal outerpillar is an outerpillar whose internal faces are all three-cycles. Similarly, a maximal
outerpath is an outerpath whose internal faces are all three-cycles. Fig. 2(a) shows a drawing of a maximal outerpillar; the
weak dual is also depicted and the vertices of its spine are indicated in grey.
In this section, we show that a pair 〈outerplane, maximal outerpillar〉 is matched drawable. Namely, for any given one-
to-one mapping between the vertices of this pair of graphs, we describe how to construct a matched drawing by executing
the three phases of our general methodology. In what follows, we denote the outerplane graph as G0 and the maximal
outerpillar as G1. Without loss of generality, we assume that n 3 and that the outerplane graph is maximal, if not, it can
be made maximal by means of a suitable addition of edges between vertices of non-triangular faces. Therefore, both graphs
are biconnected.
3.1.1. Labeling phase
In this phase, we ﬁnd a BT-labeling of the vertices of the graphs by considering only the topology of the maximal
outerpillar. More precisely, based on the topology of G1, we ﬁrst compute a BT-labeling of its vertices, and then each vertex
v ∈ V0 is given the label of the corresponding vertex Φ(v) ∈ V1.
Our strategy for computing a BT-labeling of the vertices of V1 can be summarized as follows. Let G∗1 denote the weak
dual of the maximal outerpillar. By deﬁnition, G∗1 is a caterpillar with maximum vertex degree three (see Fig. 2(a)). We ﬁrst
identify two “special” vertices f s and ft of G∗1 such that the path of G∗1 from f s to ft contains the spine of G∗1. We then
identify two vertices s and t of degree two that belong to the faces of G1 corresponding to f s and ft , respectively.
Vertices s and t are used to split the boundary of the external face of G1 into two disjoint oriented paths. The bottom
path, denoted as Πb , consists of the sequence of vertices encountered when traversing counterclockwise the boundary of
the external face of G1 starting from s to the vertex preceding t . The top path, denoted as Πt , is the sequence of vertices
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 615Fig. 2. (a) A drawing of a maximal outerpillar and of its weak dual. (b) An example of a bottom path (bold light color) and of a top path (bold darker color).
encountered when traversing clockwise the boundary of the external face of G1 starting from the vertex that follows s to
the vertex t . Fig. 2(b) shows examples of top and bottom paths.
The BT-labeling of the vertices of V1 is obtained by assigning the label T to each vertex of Πt and the label B to each
vertex of Πb .
In the following, a BT-labeling of a maximal outerpillar that can be obtained with this strategy will be referred to as a
proper BT-labeling. We now present a detailed description of the algorithm to compute a proper BT-labeling of a maximal
outerpillar.
Algorithm BT-Label-MaxOuterpillar
Algorithm BT-Label-MaxOuterpillar receives as input a maximal outerpillar and returns a proper BT-labeling of
its vertices. It handles separately the cases n = 3, and n 4, and works as follows.
If n = 3, then label a vertex B and the remaining vertices T .
If n 4, then ﬁnd the vertices f s and ft of G∗1 as follows. If G∗1 is a path, then f s and ft are its end-vertices. Otherwise,
remove the leaves of G∗1 in order to obtain its spine. Now, if G∗1 is a star so that the spine consists exactly of one vertex f p ,
then f s and ft are two arbitrary leaf vertices that are adjacent to f p in G∗1. Otherwise, f s and ft are two leaf vertices of
G∗1 that are adjacent to different end-vertices of its spine (see Fig. 2(a)). Once f s and ft are known, compute the top and
bottom paths and label their vertices T and B , respectively.
End Algorithm BT-Label-MaxOuterpillar
It is immediate to see that Algorithm BT-Label-MaxOuterpillar executes in time that is linear in the number of
vertices.
3.1.2. Leveling phase
In this phase, a label-preserving level assignment of the vertices is computed by constructing a straight-line planar
drawing Γ0 of the outerplane graph G0 in such a way that the BT-labeling inherited by the previous phase is preserved.
In particular, drawing Γ0 is such that its vertices have distinct integer y-coordinates and every vertex labeled B has an
y-coordinate strictly less than the y-coordinate of any vertex labeled T . A drawing Γ0 of this kind is called a BT-label
preserving straight-line planar drawing.
We compute Γ0 by using Algorithm BT-Draw-Outerplane, which is described in detail below. Algorithm BT-Draw-
Outerplane receives as input a maximal outerplane graph G0 along with a BT-labeling of its vertices and returns as
output a BT-label preserving straight-line planar drawing Γ0 of G0. Recall that a maximal outerplane graph only has trian-
gular internal faces and is biconnected with a unique external face. Therefore, G0 has at least three vertices (n 3).
Algorithm BT-Draw-Outerplane
We ﬁrst give a high level outline of the algorithm and then provide a more detailed description.
Drawing Γ0 is computed with a vertex addition strategy. At each step, a new vertex is added to the current drawing
and the edges connecting it to the current drawing are also added. Vertices are added according to an ordering deﬁned as
follows.
Let v0 be a vertex of degree two of G0 (note that a maximal outerplane graph always has at least two vertices of degree
two). Let v1 be a neighbor of v0; note that (v0, v1) is an edge of the external face of G0. Let G∗0 be the weak dual of G0
and let f0 be the internal face of G0 containing (v0, v1).
Number as v2 the vertex of face f0 other than v0 and v1. Perform a depth-ﬁrst search traversal of G∗0 that starts at
f0, i.e. f0 is the ﬁrst visited node. Let fk be the kth visited node of G∗0 (1 k  n − 2). Number as vk+1 the vertex of the
corresponding face fk of G0 that has not yet received a number (see, e.g., Fig. 3(a)).
616 L. Grilli et al. / Computational Geometry 43 (2010) 611–634Fig. 3. (a) A vertex numbering of a maximal outerplane graph with ten vertices; vertices with label T have darker color (blue), while those with label B
have a lighter color (red). (b) A BT-label preserving straight-line planar drawing of the outerplane graph computed at step 5; safe regions of the candidate
edges (v3, v5) and (v2, v5) are the colored triangles. (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web
version of this article.)
Fig. 4. Illustration of the steps 0 and 1 of Algorithm BT-Draw-Outerplane. A safe region 	(e) of e is also depicted. (a) Vertices v0 and v1 have the
same BT-label B . (b) Vertices v0 and v1 have the same BT-label T . (c) Vertices with distinct BT-labels: v0 is labeled B and v1 is labeled T .
The drawing algorithm executes in n steps. At step i of Algorithm BT-Draw-Outerplane, for i ∈ {0,1, . . . ,n − 1},
vertex vi is processed; we denote as Γ0(i) the partial drawing of G0 obtained at the end of this step. Vertices are assigned
one of n distinct y-coordinates in set Y = {0,1, . . . ,n − 1}. Each of these y-coordinates is initially marked as unused; it
is marked as used when it is assigned to a vertex. At step i, the drawing is computed by maintaining a set of geometric
invariants for some special edges called candidate edges of Γ0(i) and deﬁned as follows.
Drawing Γ0(0) consists of a single vertex and has no candidate edges. Drawing Γ0(1) consists of the single edge (v0, v1)
that is the candidate edge of Γ0(1). For any Γ0(i) such that 2 i  n− 1, the candidate edges of Γ0(i) are those edges that
belong to the external face of Γ0(i), but not to the external face of G0.
Observe that a candidate edge can be created only once at some step i, and it might disappear in the next step i + 1,
but it might also remain for many steps. Fig. 3 shows an example of a maximal outerplane graph with ten vertices and of
its drawing computed at step 5, that is Γ0(5). Note that the addition of v5 removes edge (v2, v3) from the set of candidate
edges, and introduces two new candidate edges: (v2, v5) and (v3, v5).
We say that a candidate edge e of Γ0(i) has a safe region denoted as 	(e) if there exists a triangular region such that:
1. One of the sides of 	(e) is e and two sides (e may be one of these two sides) of 	(e) intersect every unused y-
coordinate.
2. The intersection between the interior of 	(e) and Γ0(i) is empty.
Safe regions associated with the candidate edges are assumed to be open sets. In the ﬁgures throughout the paper, we shall
depict safe regions, for each candidate edge, as open triangles with a distinct colored background (see, e.g., Fig. 3(b)).
At the end of step i the drawing algorithm maintains the following invariants.
I1: Each candidate edge of Γ0(i) has a safe region;
I2: For any two candidate edges of Γ0(i), their safe regions have empty intersection.
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 617Fig. 5. Illustration of case BB: (a) A safe region 	(e) of the edge e = (v j , vk). (b) Addition of the vertex vi having label B . (c) Addition of the vertex vi
having label T .
Fig. 6. Illustration of subcase BT in which the two sides of 	(e) that intersect all unused y-coordinates are both incident on v j : (a) A safe region 	(e) of
the edge e = (v j , vk). (b) Addition of the vertex vi having label B . (c) Addition of the vertex vi having label T .
Details on the steps of the drawing algorithm are given below.
Step 0 and step 1. The x-coordinate of both vertices v0 and v1 is set to 0. If both v0 and v1 have label B , then they are
assigned y-coordinates 0 and 1, respectively. If they both have label T , then they are assigned y-coordinates n − 2
and n− 1, respectively. Otherwise (v0 and v1 have distinct BT-labels), the vertex with label B is given y-coordinate 0,
while the other is given y-coordinate n−1. Depending on the different cases, the safe region 	(e) of edge e = (v0, v1)
is deﬁned as in Fig. 4.
Step i (2 i  n − 1). The addition of vi makes a new face in the drawing. This face consists of two edges incident to vi
and one of the candidate edges of Γ0(i − 1). Let e = (v j, vk) be such a candidate edge of Γ0(i − 1) ( j,k < i and j 
= k).
Let 	(e) be a safe region of e and let p be the corner of 	(e) other than v j and vk . Vertex vi is drawn inside 	(e).
There are four cases to be considered.
• Case BB: both v j and vk have label B. See Fig. 5. If vi is labeled B , then it is drawn at the minimum unused y-coordinate
(see, e.g., Fig. 5(b)). Otherwise, it is drawn at the maximum unused y-coordinate (see, e.g., Fig. 5(c)).
If edge (v j, vi) is a candidate edge of Γ0(i), then its safe region is deﬁned as the open triangle 	(v j, vi, p). Similarly,
if (vk, vi) is a candidate edge of Γ0(i), then its safe region is the open triangle 	(vk, vi, p).
• Case BT: v j and vk have label B and T , respectively. Refer to Figs. 6 and 7. Assume ﬁrst that vi is labeled B (see,
e.g., Figs. 6(b) and 7(b)).
We distinguish between two subcases based on whether or not the two sides of 	(e) that intersect every unused
y-coordinate are both incident on v j (that is, the vertex labeled B). In the aﬃrmative case, (see, e.g., Fig. 6(a)), draw
vertex vi at the minimum unused y-coordinate (see, e.g., Fig. 6(b)). Thus, two safe regions for the edges (v j, vi) and
(vk, vi) can be deﬁned as the open triangles 	(v j, vi, p) and 	(vk, vi, p), respectively.
To handle the case in which there is only one side of 	(e) that is incident on v j and intersects all unused y-
coordinates, proceed as follows (see, e.g., Fig. 7(b)). Determine a point q inside 	(e) having an y-coordinate that
is strictly greater than the maximum unused one (such a point always exists since 	(e) is an open set containing
all unused y-coordinates). Points v j , vk , and q deﬁne a triangle 	′(e) contained inside 	(e) such that two sides
of 	′(e) intersect all unused y-coordinates. Draw vi inside 	′(e) at the lowest unused y-coordinate. Similarly to
618 L. Grilli et al. / Computational Geometry 43 (2010) 611–634Fig. 7. Illustration of subcase BT in which the two sides of 	(e) that intersect all unused y-coordinates are both incident on vk : (a) A safe region 	(e) of
the edge e = (v j , vk). (b) Addition of the vertex vi having label B . (c) Addition of the vertex vi having label T .
the previous case, the open triangles 	(v j, vi,q) and 	(vi, vk,q) deﬁne two safe regions for the edges (v j, vi) and
(vk, vi), respectively.
The case when vi is labeled T is symmetric to the case when vi is labeled B (see, e.g., Figs. 6(c) and 7(c)).
• Case TB: v j and vk have label T and B, respectively. This case is symmetric to the case BT .
• Case TT: both v j and vk have label T . This case is symmetric to the case BB.
End Algorithm BT-Draw-Outerplane
Lemma 1. Let G0 be a maximal outerplane graph with n vertices and a given BT-labeling. Algorithm BT-Draw-Outerplane
computes in O (n) time a BT-label preserving straight-line planar drawing of G0 .
Proof. We ﬁrst prove that Algorithm BT-Draw-Outerplane maintains the invariants, which implies that by construction
every vertex labeled B has an y-coordinate smaller than the y-coordinate of any vertex labeled T . Then we show that the
computed drawing is planar and ﬁnally we discuss the time complexity.
The invariants are trivially true at the end of step 1. Assume that invariants I1 and I2 hold at the end of step i − 1
(2 i  n− 1). The addition of vi and of the two edges (v j, vi) and (vk, vi) changes the set of the candidate edges of Γ0(i)
with respect to those of Γ0(i − 1). Namely, edge (vk, v j) is no longer a candidate edge while all other candidate edges of
Γ0(i − 1) remain candidate edges of Γ0(i). Let f be the face of G0 whose vertices are vk , v j , vi . Of course, if f corresponds
to a leaf node of G∗0, then the set of candidate edges of Γ0(i) is the same as that of Γ0(i − 1) without the edge (vk, v j).
Therefore, invariants I1 and I2 are maintained since the safe regions of the candidate edges of Γ0(i) still remain those of
the candidate edges of Γ0(i − 1). On the other hand, if f corresponds to a non-leaf node in the weak dual G∗0, then at least
one of (v j, vi) and (vk, vi) is a new candidate edge of Γ0(i). By construction, the safe regions of these two edges exist
and are contained inside the safe region of edge (v j, vk) which, by inductive hypothesis, does not intersect the safe regions
of the other candidate edges of Γ0(i − 1). Hence, the safe regions of (v j, vi) and (vk, vi) do not intersect the safe regions
of the other candidate edges; furthermore, they do not intersect each other. It follows that both invariants I1 and I2 are
maintained at the end of step i.
As for the planarity of the computed drawing, note that Γ0(1) is planar because it consists of an edge. Suppose that by
induction Γ0(i − 1) is planar for some 2 i  n − 1. Since vi is drawn in a safe region which, by deﬁnition, has an empty
intersection with Γ0(i − 1), it follows that the addition of vi and of the two straight-line edges incident to vi introduces
neither edge crossings nor vertex-edge overlaps. Hence, Γ0(i) is also planar.
Finally, the dual of the outerplane graph can be constructed and visited in O (n) time. The drawing is computed by using
a vertex addition strategy. The algorithm spends O (1) time to draw each vertex and its incident edges. The incremental
strategy never changes the location of the drawing computed at previous steps. It follows that Algorithm BT-Draw-
Outerplane runs in O (n) time. 
3.1.3. Matching phase
In this phase, we complete the construction of a matched drawing of the pair 〈G0,G1〉, with respect to the given one-
to-one mapping, by computing a (BT-label preserving) straight-line planar drawing Γ1 of G1 whose vertices have the same
y-coordinates as those of the corresponding vertices of G0. Our strategy for computing Γ1 consists of three steps. First, we
remove from G1 the faces corresponding to the leaves of G∗1, in order to obtain an outerpath having the spine of G∗1 as
weak dual. Then, we compute a (level preserving) drawing of this outerpath and ﬁnally, we reinsert the pruned faces of G1
in the computed drawing.
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 619Fig. 8. Illustration of Algorithm yBT-Draw-Outerpath. (a) A maximal outerpath with n = 13 vertices. (b) An y-coordinate assignment to the vertices of
the outerpath. (c) A straight-line planar drawing of the maximal outerpath computed by Algorithm yBT-Draw-Outerpath.
We start by describing our algorithm for drawing outerpaths, called yBT-Draw-Outerpath, and then we show how
to exploit it in order to draw maximal outerpillars. In this respect, recall that a proper BT-labeling of an outerpath is a
BT-labeling such that for a given pair of bottom and top paths, every vertex of the bottom path is labeled with B , while
the vertices of the top path are all labeled with T . Note that if the outerpath is maximal then there exists a unique pair of
bottom and top paths.
Algorithm yBT-Draw-Outerpath receives as input a maximal outerpath G1, a proper BT-labeling of G1, and a label-
preserving level assignment for its vertices (that is, an assignment of a set Y = {y0, y1, . . . , yn−1} of n distinct non-negative
integer y-coordinates to its vertices such that any vertex labeled B has a y-coordinate smaller than the y-coordinate of all
vertices labeled T ). Algorithm yBT-Draw-Outerpath returns as output a straight-line planar drawing of G1 such that
every vertex is drawn at the assigned y-coordinate (see, e.g., Fig. 8). We adopt the following notation, for a vertex w , X(w)
and Y (w) denote its x-coordinate and y-coordinate in the computed drawing, respectively. We remark that the algorithm
computes only the x-coordinates of the vertices since the y-coordinates are already determined.
Algorithm yBT-Draw-Outerpath
The algorithm follows a vertex addition strategy and each time a vertex is processed it receives an integer x-coordinate
that is strictly greater than the x-coordinate of any other vertex already drawn. Algorithm yBT-Draw-Outerpath distin-
guishes the cases n = 3 and n 4, as follows.
If n = 3, then there is exactly one vertex with label B . Let w0 be this vertex and let w1 and w2 be the remaining
vertices. Place vertex w0 at the point with coordinates (0, Y (w0)), and place vertex w1 at the point (1, Y (w1)). Now, assign
to w2 an integer x-coordinate such that the slope of edge (w0,w2) is strictly less than the slope of edge (w0,w1). More
precisely, X(w2) is an integer strictly greater than
Y (w2)−Y (w0) .Y (w1)−Y (w0)
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preserves the given y-coordinates is computed in nb steps. Visit Πb from its source to its sink and denote as wk the kth
encountered vertex starting from 0 (see, e.g., Fig. 8(a)). At step i, vertex wi ∈ Πb and its neighbors in the top path that are
not yet drawn are processed. If wi has d(i) neighbors in Πt , then denote these neighbors as w
j
i , j ∈ {0,1, . . . ,d(i) − 1},
according to their ordering in the top path. The algorithm proceeds as follows.
At step 0, vertex w0 is drawn at the point (0, Y (w0)). Notice that, w0 has exactly one neighbor w00 in the top path.
Draw vertex w00 at point (1, Y (w
0
0)).
At step i (1  i  nb − 1), vertex wi is the apex of a fan that contains one or more vertices of Πt . Furthermore, since
all internal faces of G1 are three-cycles and always contain two vertices with distinct labels, the ﬁrst neighbor of wi in
Πt coincides with the last neighbor of wi−1 in Πt , that is w0i = wd(i)−1i−1 . Hence, vertex w0i has been already drawn at
some previous step. In order to draw wi while preserving the planar embedding of G1, we distinguish two cases based on
whether the slope of the edge (w0i ,wi−1) is positive. In the aﬃrmative case, vertex wi is drawn at point (X(w
0
i )+1, Y (wi)).
In the negative case, wi is given an integer x-coordinate such that the edges (w0i ,wi−1) and (w
0
i ,wi) have increasing (i.e.,
less negative) slopes. Namely, X(wi) is an integer strictly greater than
Y (wi)−Y (w0i )
Y (wi−1)−Y (w0i )
[X(wi−1) − X(w0i )] + X(w0i ). Now, if
d(i)  2, then vertex w1i is drawn at point (X(wi) + 1, Y (w1i )) and vertices w2i , . . . ,wd(i)−1i are given suitable integer x-
coordinates so that their incident edges (wi,w
j
i ) have decreasing (i.e., less positive) slopes. Namely, X(w
j
i ) (2 j  d(i)−1)
is an integer strictly greater than
Y (w ji ) − Y (wi)
Y (w j−1i ) − Y (wi)
[
X
(
w j−1i
) − X(wi)
] + X(wi).
End Algorithm yBT-Draw-Outerpath
Lemma 2. Let G1 be an outerpath with n vertices and a proper BT-labeling. For any label-preserving level assignment, Algorithm
yBT-Draw-Outerpath computes in O (n) time a straight-line planar drawing of G1 where every vertex is given an y-coordinate
equal to its level number.
Proof. We ﬁrst show that the computed drawing is planar and then discuss the time complexity of the algorithm.
By construction, each vertex of the computed drawing has an assigned y-coordinate, and edges connecting a vertex of
the bottom path with a vertex of the top path cannot cross each other. Also, the top and bottom paths are drawn as two
strictly x-monotone chains with the top path entirely above the bottom path, thus their edges cannot intersect each other.
Therefore, crossings may occur only between an edge joining the top and bottom paths and an edge of one of these paths.
More precisely, let (wi,wi+1) be an edge of Πb and let (wk,w jk) be an edge between a vertex wk ∈ Πb and a vertex
w jk ∈ Πt .
• If k < i, then wk and w jk are both to the left of wi and of wi+1, hence these edges are represented by two disjoint
segments.
• If k = i, then edges (wi,wi+1) and (wi,w ji ) share the vertex wi and they cannot overlap. More precisely, if X(w ji ) <
X(wi), then w
j
i − wi − wi+1 is a strictly x-monotone chain. On the other hand, if X(w ji ) > X(wi), the segment wiw ji
has a positive slope that is strictly greater than the slope of the segment wiwi+1 since Y (w ji ) > Y (wi+1) and, by
construction, X(w ji ) < X(wi+1).
• Similarly, if k = i + 1, then edges (wi,wi+1) and (wi+1,w ji+1) share the vertex wi+1. They cannot overlap if X(w ji+1) >
X(wi). On the other hand, if X(w
j
i+1) < X(wi), then j = 0 and w0i+1 = w0i . In this case, vertices w0i , wi and wi+1
cannot be collinear because, by construction, segments w0i wi and w
0
i wi+1 have increasing (negative) slopes.
• Consider now the case in which k > i + 1. We distinguish two subcases based on whether X(w jk) > X(wi+1). In the
aﬃrmative case, vertices wk and w
j
k are both to the right of wi+1, and thus, edges (wi,wi+1) and (wk,w
j
k) are
represented by two disjoint segments. In the negative case, (that is X(w jk) < X(wi+1)) j must be equal to 0 and w
0
k
coincides with w0i+1, and thus, edges (wi,wi+1) and (wk,w
0
k ) cannot intersect because, by construction, the segment
w0k wi+1 has a negative slope that is strictly smaller than the (negative) slope of the segment w
0
k wk .
By a symmetric argument, it can be proved that an edge of the top path and an edge joining a vertex of the top path with
a vertex of the bottom path cannot intersect. From which follows that the computed drawing is planar.
Concerning the time complexity, note that Algorithm yBT-Draw-Outerpath follows a vertex addition strategy and
processes vertices one at a time. Each vertex and its incident edges require O (1) time to be drawn, because only a constant
number of algebraic operations must be executed. It follows that yBT-Draw-Outerpath runs in O (n) time. 
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 621Fig. 9. Illustration of the vertex reinsertion phase described in Theorem 1. Reinsertion of a vertex z labeled B: (a) Y (q) > Y (z); (b) Y (q) < Y (z). Reinsertion
of a vertex z labeled T : (c) Y (q) < Y (z); (d) Y (q) > Y (z).
The labeling phase described in Section 3.1.1 together with Lemmas 1 and 2 will be used to prove the following.
Theorem 1. Let G0 = (V0, E0) and G1 = (V1, E1) denote an outerplane graph and a maximal outerpillar, respectively, each having n
vertices. The pair 〈G0,G1〉 is matched drawable. Also, for any one-to-one mapping, a matched drawing can be computed in O (n) time.
Proof. For a given one-to-one mapping between the vertices of G0 and of G1, we show how to compute a matched drawing
〈Γ0,Γ1〉, in O (n) time, by executing the three main phases of the general approach previously introduced.
A BT-labeling is computed in the labeling phase by using Algorithm BT-Label-MaxOuterpillar, which requires
O (n) time. Afterwards, in the leveling phase, a label-preserving level assignment is obtained by constructing a BT-label
preserving straight-line planar drawing Γ0 of the outerplane graph, which is computed by using Algorithm BT-Draw-
Outerplane. This phase requires O (n) time, as described in Lemma 1.
It remains to show how the matching phase is performed. Namely, we show how to construct a straight-line planar
drawing of G1 that preserves the y-coordinate assignment of its vertices inherited by the leveling phase. Note that if G1 is
a maximal outerpath, then the statement follows from Lemma 2. Therefore, we assume that G∗1 is not merely a path, but it
is a caterpillar that contains at least a vertex of degree three. In this case, we proceed as follows.
We ﬁrst remove from G1 a set of vertices along with their incident edges in such a way that the remaining graph
is a maximal outerpath that contains the vertices s and t . This can be easily done by removing from G1 every face that
corresponds to a leaf of G∗1 distinct from f s and ft , i.e. by removing every vertex w of degree two whose neighbors have
the same label as that of w (note that vertices s and t cannot be removed, since they are adjacent to vertices with distinct
labels).
Let G ′1 be the remaining graph; G ′1 is a maximal outerpath. Hence, by using Algorithm yBT-Draw-Outerpath we
compute a straight-line planar drawing of G ′1 that preserves the y-coordinate assignment for its vertices.
Now, we reinsert the pruned faces by adding a vertex at a time. We remark that, although the drawing of the outerpath
has integer x- and y-coordinates, this vertex reinsertion phase assigns fractional x-coordinates to the vertices. Also, it
may change the embedding of the maximal outerpillar so that the resulting drawing is still planar, but not necessarily
outerplanar.
We ﬁrst describe how to reinsert vertices with label B and then those with label T . Let z be a vertex to be reinserted
with label B . By the labeling phase, z is adjacent to two vertices of the bottom path of G1 that are consecutive in the
bottom path of G ′1. Let wi and wi+1 denote such vertices, and let w
0
i+1 denote the vertex of the top path that is adjacent
to wi and wi+1 (see, e.g., Figs. 9(a) and 9(b)).
In order to preserve the planarity of the computed drawing, we place vertex z either inside the triangle 	(wi,wi+1,w0i+1)
or under the segment representing the edge (wi,wi+1), i.e. segment wiwi+1. More precisely, we choose X(z) as follows.
Let q be an internal point of wiwi+1 having a non-integer y-coordinate. Point q is such that the y-coordinate of any
vertex labeled B crosses either segment qw0i+1 or the vertical half-line starting from q and going down. For example, q
can be deﬁned as the point of wiwi+1 whose y-coordinate is given by (Y (wi) + Y (wi+1))/2 + 1/2. We then deﬁne
X(z) = X(q), if Y (q) > Y (z) (see, e.g., Fig. 9(a)). Otherwise, X(z) is the x-coordinate of the intersection point between
segment qw0 and the horizontal line y = Y (z) (see, e.g., Fig. 9(b)).i+1
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+
3 edge. (d) C
+
4 edge. (e) Kite edge. (f) Outerpath. (g) Generalized outerpath.
Similarly, suppose now that z is labeled T , and let w ji and w
j+1
i be its neighbors, where wi is the vertex of the bottom
path that is adjacent to both vertices w ji and w
j+1
i . Choose a point q of segment w
j
i w
j+1
i with a non-integer coordinate.
Draw z at point (X(q), Y (z)), if Y (q) < Y (z) (see, e.g., Fig. 9(c)). Otherwise, place z at the intersection point between the
segment qwi and the horizontal line y = Y (z) (see, e.g., Fig. 9(d)).
Concerning the time complexity, we observe that the maximal outerpath can be extracted from the maximal outerpillar
in linear time, since it can be obtained by removing the faces of G1 corresponding to the leaves of G∗1 that are distinct
from f s and ft . Furthermore, in the vertex reinsertion phase, each vertex z together with its incident edges are added to
the drawing one at a time and X(z) is always computed with a constant number of algebraic operations. Therefore, the
matching phase requires linear time and the overall time complexity is O (n). 
3.2. Matched drawing of 〈outerplane, generalized outerpath〉
In this section, we introduce a new family of graphs that include the maximal outerpillars as a special case and extend
the result of Theorem 1 to the graph pairs consisting of an outerplane graph and a graph of this family. We adopt some
terminology from [16].
(a) A K3 edge is the cycle u − v − w − u on vertices {u, v,w} (see Fig. 10(a)).
(b) A C4 edge is the cycle u − s − v − t − u on vertices {u, v, s, t} (see Fig. 10(b)).
(c) A K+3 edge is set of cycles u − v − w ′ − u with edge (u, v) on vertices {u, v} ∪ W , where w ′ ∈ W for some non-empty
vertex set W (see Fig. 10(c)).
(d) A C+4 edge is set of cycles u − w − v − w ′ − u on vertices {u, v,w} ∪ W , where w ′ ∈ W for some non-empty vertex set
W (see Fig. 10(d)).
(e) A kite edge is the cycle u − s − v − t − u with edge (s, t) on vertices {u, v, s, t} (see Fig. 10(e)).
Let O be an outerpath (that is an outerpillar whose weak dual is a path) and let G be a graph obtained from O by replacing
some edges of the external face of O with a K+3 edge, a C
+
4 edge, or a kite edge. Graph G is called a generalized outerpath.
For example, Fig. 10(f) shows an outerpath O and Fig. 10(g) shows a generalized outerpath G; in the ﬁgure, edge (u′, v ′)
of O has been replaced by a C+4 edge in G . Notice that a maximal outerpillar is a generalized outerpath obtained from a
maximal outerpath by using only K3 edges.
A slightly involved but quite straightforward extension of the drawing technique described in Section 3.1 implies the
following theorem. The interested reader can ﬁnd its proof in Appendix A.
Theorem 2. Let G0 = (V0, E0) and G1 = (V1, E1) denote an outerplane graph and a generalized outerpath, respectively, each having
n vertices. The pair 〈G0,G1〉 is matched drawable. Also, for any one-to-one mapping, a matched drawing of 〈G0,G1〉 can be computed
in O (n) time.
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 623Fig. 11. Illustration of the construction in Theorem 3. (a) A wheel and a label-preserving level assignment of a set of y-coordinates for its vertices. (b) The
ﬁnal drawing of the wheel.
3.3. Matched drawing of 〈outerplane, wheel〉
In this section, we describe an algorithm for computing a matched drawing of the pair 〈outerplane, wheel〉 for any given
one-to-one mapping between the vertices of their vertex sets. The algorithm follows the three main phases of the general
approach previously introduced.
Theorem 3. Let G0 = (V0, E0) and G1 = (V1, E1) denote an outerplane graph and a wheel, respectively, each having n vertices. The
pair 〈G0,G1〉 is matched drawable. Also, for any one-to-one mapping, a matched drawing of 〈G0,G1〉 can be computed in O (n) time.
Proof. The labeling phase depends only on the topology of the wheel, and it consists of assigning the label B to the center
of the wheel and the label T to all the remaining vertices.
The leveling phase consists of computing a BT-label preserving straight-line planar drawing Γ0 of the outerplane graph
by applying Algorithm BT-Draw-Outerplane. We remark that, once Γ0 is computed, the y-coordinate of any vertex
w ∈ V1 is ﬁxed and is equal to that of the corresponding vertex Φ−1(w) ∈ V0.
The theorem is proved by showing that, for any assignment of y-coordinates to the vertices of a wheel such that the
center is given the smallest value, there always exists a level preserving straight-line planar drawing. See Fig. 11 for an
example of this construction.
Let w0 be the center of the wheel and let w1 be the vertex that has received the greatest y-coordinate. Note that w1
cannot be the center of the wheel because of the labeling phase and because of Lemma 1. Also, let {w1,w2, . . . ,wn−1}
denote the encountered vertices when travelling clockwise along the cycle of the wheel starting from w1.
Our strategy for computing a level preserving straight-line planar drawing of G1 can be summarized as follows. We
ﬁrst remove edge (w1,wn−1) from the wheel and draw the remaining fan so that vertices {w0,w1,w2, . . . ,wn−1} have
increasing integer x-coordinates and edges (w0,wi), i ∈ {1,2, . . . ,n − 1} have decreasing slopes. Finally, we re-insert edge
(w1,wn−1), which may introduce crossings between this edge and the other edges. If this happens, we shift the vertex
wn−1 horizontally to the right until these intersections do not occur.
A detailed description of the drawing algorithm is the following: (i) Place vertex w0 at point (0, Y (w0)) and vertex
w1 at point (1, Y (w1)). Note that Y (w0) and Y (w1) are the smallest and the greatest y-coordinates, respectively; (ii) For
i ∈ {2, . . . ,n − 2} assign to vertex wi any integer x-coordinate so that the slope of edge (w0,wi) is strictly smaller than
the slope of edge (w0,wi−1). Namely, X(wi) is any integer strictly greater than Y (wi)−Y (w0)Y (wi−1)−Y (w0) [X(wi−1) − X(w0)] + X(w0);
(iii) Finally, in order to ensure that edge (w1,wn−1) does not introduce crossings, choose X(wn−1) so that the (negative)
slope of edge (w1,wn−1) is greater than the slope of any segment joining w1 and wi (2  i  n − 2). More precisely,
X(wn−1) is any integer strictly greater than
Y (wn−1) − Y (w1)
M
+ X(w1)
where M is given by
M = max
i=2,...,n−2
Y (wi) − Y (w1)
X(wi) − X(w1) .
Regarding the time complexity, observe that the labeling phase can be trivially performed in O (n) time, and by Lemma 1
the leveling phase can also be done in O (n) time. Also, the construction of the drawing of the wheel follows a vertex
addition strategy and the x-coordinate of each vertex is computed with a constant number of algebraic operations, from
which follows that the matching phase executes in linear time. Therefore, the overall time complexity for computing a
matched drawing of the pair 〈outerplane, wheel〉, each having n vertices, is O (n) for any given one-to-one mapping between
the vertices of their vertex sets. 
624 L. Grilli et al. / Computational Geometry 43 (2010) 611–634Fig. 12. Construction of the drawing Γ0. (a) Wheels do not have matched centers. (b) Wheels have matched centers.
3.4. Matched drawing of 〈wheel, wheel〉
In this section, we show how to construct a matched drawing of two wheels for any given one-to-one mapping between
the vertices of their vertex sets. The algorithm is described in the proof of the following theorem and follows the high level
description introduced at the beginning of this section.
Theorem 4. Let G0 = (V0, E0) and G1 = (V1, E1) denote two wheels, each having n vertices. The pair 〈G0,G1〉 is matched drawable.
Also, for any one-to-one mapping, a matched drawing of 〈G0,G1〉 can be computed in O (n) time.
Proof. The labeling phase is the same as in the proof of Theorem 3, that is, the center of G1 is labeled B , and all other
vertices are labeled T .
The leveling phase is executed by computing a straight-line planar drawing Γ0 of G0 such that the y-coordinates of the
vertices of Γ0 deﬁne a label-preserving level assignment. This drawing is computed by distinguishing two cases: either the
center of G0 is matched to the center of G1, or it is matched to some other vertex of G1. In both cases, we denote as C0
the cycle of the wheel, that is obtained after the removal of its center.
Consider ﬁrst the case that the two centers are not matched. We show how to construct Γ0 in O (n) time on an n × n
grid. Let v0 be the vertex of G0 that corresponds to the center of G1, i.e. Φ(v0) is the center of G1, and let v1 be the
center of G0. Also, let {v2, v3, . . . , vn−1} be the sequence of vertices that are encountered when traversing the cycle C0
clockwise starting at vertex v0 (see Fig. 12(a)). Draw vertex v0 at point (0,0) and draw vertex v1 at point (1,1). Now, for
i ∈ {2,3, . . . ,n−1} draw vertex vi at point (i,n− i+1). By construction, the resulting drawing Γ0 preserves the BT-labeling.
Furthermore, Γ0 is planar and its construction requires O (n) time.
Now consider the case that the centers of the wheels are matched, and let v0 be the center of G0. We construct Γ0
in O (n) time on an (n + 1) × n grid as follows. See Fig. 12(b). Let {v1, v2, . . . , vn−1} be the sequence of vertices that are
encountered when traversing the cycle of C0 clockwise starting at any vertex v1. Draw vertex v0 at point (0,0), and for
i ∈ {1,2, . . . ,n − 2} draw vertex vi at point (i,n − i). Finally, in order to avoid collinearities between edge (v1, vn−1) and
edges in the path v1 − v2 − · · · − vn−1, draw vertex vn−1 at point (n + 1,1). It is immediate to see that Γ0 preserves the
BT-labeling, is planar, and can be computed in O (n) time.
The matching phase consists of computing a drawing of G1 as described in the proof of Theorem 3.
Finally, taking into account the previous considerations on the time complexity and by an argument similar to that of the
proof of Theorem 3, it follows that the overall time complexity for computing a matched drawing of two n-vertex wheels is
O (n), for any given one-to-one mapping. 
4. Matched drawings of graph triples
In this section, we extend the deﬁnition of matched drawing in order to allow the pairwise comparison of three n-vertex
planar graphs.
Note that any number of unlabeled level planar graphs have a matched drawing such that matched vertices have the
same y-coordinate. It can be trivially constructed by horizontally aligning the drawings of the graphs. However, in this
type of visualization, matched vertices of two non-consecutively aligned drawings lie on a set of parallel lines that would
overlap the in-between representations. Similarly to the classical edge-region crossing-free requirement of cluster planarity
(see [24]) we add the constraint that the lines describing the matching of a pair of graphs never intersect the area occupied
by the drawing of the third graph.
Let G0 = (V0, E0), G1 = (V1, E1) and G2 = (V2, E2) be a triple of planar graphs such that |V0| = |V1| = |V2| = n. Let
Φ01 : V0 → V1 and Φ12 : V1 → V2 be two one-to-one mappings between the vertices of the pairs 〈G0,G1〉 and 〈G1,G2〉,
respectively. Let Φ20 : V2 → V0 denote the one-to-one mapping that is implicitly ﬁxed by associativity from the mappings
Φ01 and Φ12, i.e. Φ20 = (Φ01 ◦ Φ12)−1. Let Γ0, Γ1 and Γ2 be three straight-line planar drawings of G0, G1 and G2, respec-
tively. The triple of drawings 〈Γ0,Γ1,Γ2〉 is a matched drawing of G0, G1 and G2, with respect to the mappings Φ01,Φ12 and
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of the corresponding graph pairs 〈Gi,G(i+1) mod 3〉 with respect to the one-to-one mapping Φi(i+1) mod 3; and (2) Let Li
denote the set of parallel lines of the one-to-one mapping Φi(i+1) mod 3, then Li ∩ Γ(i+2) mod 3 = ∅. Namely, the parallel
lines of any one-to-one mapping between two graphs do not intersect with the drawing of the remaining graph. A triple
of planar graph is matched drawable if it has a matched drawing for any given one-to-one mapping between the vertices of
any pair of graphs in the triple.
In [19], it was proved that there exist two trees that do not admit a simultaneous geometric embedding, while in [9],
it was proved that every pair of trees is matched drawable. The next theorem contributes by shedding more light on the
differences between the notion of matched drawability and simultaneous drawability. Namely, while it is known that triples
of graphs with the same vertex set may not have a simultaneous geometric embedding even in the case that they are simple
paths [2], it turns out that a triple consisting of a caterpillar and two unlabeled level planar graphs is matched drawable.
We remark that, trees that are ULP graphs are characterized in [12]; general unlabeled level planar graphs are characterized
in [16] as follows.
Lemma 3. (See [16].) A planar graph is ULP if and only if it is either a generalized caterpillar, or a radius-2 star, or an extended degree-3
spider.
4.1. Matched drawings of a caterpillar and two unlabeled level planar graphs
Before describing the main result of this section, we give a technical lemma and introduce a suitable ordering of the
vertices of a caterpillar that are needed to prove this result.
Let Γ be a straight-line planar drawing, and let v be a vertex of Γ . A safe region for v is a disk centered at v , and
denoted as SR(v), such that, if Γ is perturbed by moving v to any point inside SR(v), the modiﬁed drawing stays planar.
The following lemma shows how to compute SR(v) for a vertex v of a given straight-line planar drawing Γ . SR(v) is
obtained by looking only at the pairs of elements (vertices of edges) in Γ that are not incident with each other. That is, the
lemma considers pairs of elements in Γ whose relative distance is strictly greater than zero.
Lemma 4. Let Γ be a straight-line planar drawing, and let v be a vertex of Γ . Let δΓ be the minimum non-zero distance between any
pair of elements (vertices or edges) of Γ . Then, a disk centered at vertex v and having radius r < δΓ is a safe region for v.
Proof. Suppose that vertex v is moved from its initial position, at point P , to a new position, at point P ′ , inside the safe
region; hence d(P , P ′)  r < δΓ . Of course, vertex v cannot overlap any other vertex or edge of Γ . Therefore, possible
crossings may occur only between an edge e incident on v and any other element of Γ , namely a vertex distinct from v ,
or an edge that is not incident on v .
Suppose, for contradiction, that there is a crossing between an edge e incident to v and an element o of Γ . This would
imply that edge e has been moved towards element o by an amount δeo greater or equal to their initial distance, thus δeo 
δΓ . However, δeo cannot be greater than d(P , P ′), i.e. d(P , P ′) δeo , and thus d(P , P ′) δΓ , which is a contradiction. 
Let G and S denote a caterpillar and its spine, respectively. Let s and t be the end-vertices of the spine. Orient the spine
from s to t . A spine-monotone ordering associates each vertex v of G with a distinct non-negative integer ord v according to
the following rules:
(i) vertex s is given number 0, that is ord s = 0;
(ii) for any pair of distinct vertices u, v of S such that u precedes v , we have ordu < ord v;
(iii) for any edge (u,w) such that w is a leaf and u is not, we have ordu < ordw;
(iv) for any three vertices u, v,w such that u and v belong to S , u precedes v along S , and w is a leaf adjacent to u, we
have ordu < ordw < ord v .
Note that a spine-monotone ordering of G can be easily obtained by a suitable traversal of G starting with s and such that
for each visited vertex v , the vertices adjacent to v with degree 1 are visited before those having degree greater than 1.
Theorem 5. Let G0 = (V0, E0) be an n-vertex caterpillar, and let G1 = (V1, E1) and G2 = (V2, E2) be two n-vertex unlabeled level
planar graphs. The triple 〈G0,G1,G2〉 is matched drawable. Also, for any one-to-one mapping, a matched drawing of 〈G0,G1,G2〉 can
be computed in O (n3) time.
Proof. Compute a spine-monotone ordering of G0. Denote each vertex v of G0 as the integer j (0  j  n − 1) such that
j = ord v . Let L0 = {l0 j: 0 j  n − 1} be a set of parallel horizontal lines, where l0 j = {(x, j): x ∈R}. Assign vertex j of G0
to line l0 j . For an example, see Fig. 13.
Since G1 is an ULP graph, there exists a straight-line planar drawing Γ1 of G1 preserving the vertex numbering deﬁned
by L0 [16] and the mapping Φ01. Deﬁne L1 as a set of parallel lines with slope α different from that of L0 and such that
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each line of L1 passes through a distinct vertex of Γ1. The value of α can be chosen as any angle in the interval [π/6,π/3]
that is distinct from the slopes of all the lines through any pair of vertices of Γ1. Note that the lines of L1 may not be
uniformly spaced. Similarly, there exists a straight-line planar drawing Γ2 of G2 preserving the vertex numbering deﬁned
by L1 and the mapping Φ12. Also, deﬁne L2 as a set of parallel lines such that each line of L2 passes only through a distinct
vertex of Γ2. Fig. 13 shows an example of three possible sets of parallel lines L0, L1 and L2, where the lines in each set are
uniformly spaced.
The intersections of the lines L2 with those of L0 completely deﬁne a drawing Γ0 of G0, i.e. each vertex v ∈ V0 is drawn
at the intersection point of its corresponding lines l0v ∈ L0 and l2v ∈ L2. By construction, the y-coordinates of Γ0 deﬁne
a spine-monotone ordering of G0. This implies that any pair of edges of Γ0 with no vertex in common cannot cross each
other. More precisely, let e = (u,w) and e′ = (v, z) be two edges of Γ0 with distinct end-vertices. It is immediate to see that
e and e′ are disjoint if at least one of them is an edge of the spine of G0. Otherwise, both edges are incident exactly to one
vertex of the spine; without loss of generality suppose that u and v are vertices of the spine of G0 such that u precedes v .
By the rule (iv) it follows that Y (u) < Y (w) < Y (v) and by the rule (iii) we have Y (v) < Y (z). Thus, e and e′ are disjoint.
However, the edges of Γ0 sharing a common vertex may overlap. In order to remove all these possible overlaps, we proceed
as follows.
Let V ′0 be a set of leaves of Γ0 whose removal makes Γ0 planar (a set V ′0 can be obtained by repeatedly removing, one at
a time, overlapping leaves of Γ0 until the remaining drawing becomes planar). First, remove from Γ0 all vertices of V ′0 and
then reinsert these vertices one at a time, by placing each vertex v ∈ V ′0 at the intersection point between its corresponding
lines l0v ∈ L0 and l2v ∈ L2.
Let Γ0(v) denote the partial drawing of G0 that is obtained after the reinsertion of v . Test whether v still introduces
overlaps in Γ0(v). In the aﬃrmative case, compute the radius r0 of a safe region for v in Γ0(v), and the radius r2 of a
safe region for w in Γ2, where w = Φ−120 (v). Also, compute the minimum distance δ(l2v) between l2v and its neighbor lines
of L2.
Then, shift l2v along L2 by a positive amount  < min{r0, r2, δ(l2v)}. This shifting of l2v moves vertex v along l0v by
a positive amount less than  , and thus all its previous overlaps are removed. Furthermore, the relative position of l2v
with respect to the other lines in L2 is preserved and, by Lemma 4, neither new overlaps are introduced in Γ0(v), nor the
planarity of Γ2 is affected. After all vertices of V ′0 are processed, the triple of drawings 〈Γ0,Γ1,Γ2〉 is a matched drawing
of the triple 〈G0,G1,G2〉, with respect to the given one-to-one mappings.
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The time complexity is dominated by the time required to perturb drawings Γ0 and Γ2. More precisely, a straight-line
planar drawing of G1 (G2) preserving the vertex numbering deﬁned by L0 (L1) can be computed in O (n) time [16]. The
identiﬁcation of the set V ′0 takes O (n) time and in the worst case its size is n − 2. Also, for each pair of vertices v and
Φ−120 (v) to be perturbed, their safe regions in both drawings Γ0 and Γ2, respectively, can be computed in O (n2) time.
Therefore, the overall time complexity is O (n3). 
Theorem 5 and the characterization of ULP graphs in [16] immediately imply the following.
Corollary 1. Let G0 be a caterpillar. Let Gi , 1 i  2, be a graph in any of the following classes {radius-2 star, generalized caterpillar,
extended degree-3 spider}. The triple 〈G0,G1,G2〉 is matched drawable.
Fig. 13 shows a matched drawing of three caterpillars.
4.2. Matched drawings of three cycles
The proof of Theorem 5 strongly relies on the acyclicity of graph G0. The next theorem investigates the case that the
three graphs in the triple are all cycles.
Theorem 6. Let 〈G0,G1,G2〉 be a graph triple such that G0 , G1 , and G2 are cycles, each having n vertices. The triple 〈G0,G1,G2〉 is
matched drawable. Also, for any one-to-one mapping, a matched drawing of 〈G0,G1,G2〉 can be computed in O (n) time.
Proof. Let v0 − v1 − · · ·− vn−1 − v0 denote the vertices of G0 in the order in which they are encountered when visiting G0
starting from a vertex v0. For j ∈ {0,1, . . . ,n− 1}, let w j denote the vertex of G1 such that w j = Φ01(v j), and let z j denote
the vertex of G2 such that z j = Φ12(w j). Also, let l0, j , l1, j and l2, j denote three lines having equations y = j, y = x− j and
y = −x− j, respectively, where j is any integer.
We show how to construct a matched drawing of the triple 〈G0,G1,G2〉 for any one-to-one mapping between the
vertices of any pair of graphs in the triple. We start by considering the case that the three cycles are identical, and construct
a matched drawing in O (n) time, see Fig. 14.
For j ∈ {1, . . . ,n − 1}, assign the following coordinates to the vertices of the cycles: (X(v j), Y (v j)) = (−n, j),
(X(w j), Y (w j)) = (n, j) and (X(z j), Y (z j)) = (0,−n + j). Finally, draw vertex v0 at point (−n − 3,0), draw vertex w0
at point (n + 1,0) and draw vertex z0 at point (−1,−n − 2).
By construction, the computed drawings do not cross each other. Also, each cycle is drawn as a vertical path plus a
vertex and its incident edges that are not collinear with the path and that close the cycle. Hence, every drawing is planar.
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Furthermore, let L0 = {l0, j: 0  j  n − 1}, L1 = {l1, j: 1  j  n − 1} ∪ {l1,n+1} and L2 = {l2, j: 1  j  n − 1} ∪ {l2,n+3} be
three sets of parallel lines. Then, it is immediate to see that each pair of matched vertices v jw j , w jz j and z j v j lies exactly
on one of the lines of L0, of L1 and of L2, respectively. Thus, the three drawings of the cycles are a matched drawing.
Consider the case that the three cycles are not identical, and thus there exists an edge that does not belong to all the
three cycles. Namely, there exists an edge e of some cycle such that in at least one of the other cycles, the pair of vertices
that are matched to the end-vertices of e are not adjacent. Without loss of generality, suppose that (v0, vn−1) ∈ G0 and
(z0, zn−1) /∈ G2.
Now, decompose each cycle as a path plus an edge connecting its end-vertices, where such an edge is referred to as the
broken edge, as follows. Deﬁne Π0 as the n-vertex path formed by the vertices encountered when traversing along G0 from
v0 to vn−1. Moreover, deﬁne Π1 and Π2 as the paths obtained by removing an edge adjacent to vertex w0 and z0 from the
cycle G1 and G2, respectively. By Theorem 5, the three paths admit a matched drawing, which can be easily computed as
follows (see Fig. 15 for an illustration).
Let L0 = {l0, j: 0  j  n − 1}, L1 = {l1, j: 1  j  n} and L2 = {l2, j: 1  j  n} denote three sets of parallel lines. For
each 0  i  2, travel transversely to the lines of Li , from the outermost line to the innermost one, and assign to the kth
encountered line of Li the kth vertex of the path Πi . Namely, line l0,n−1−k is given vertex v(k), line l1,n−k is given vertex
w(k) and line l2,n−k is given vertex z(k), where v(k), w(k) and z(k) are the kth vertices of the paths Π0, Π1 and Π2,
respectively.
Now, place each vertex v j ∈ Π0 at the intersection point between the pair of lines in L0× L2 that have been associated to
v j and z j , respectively (namely, l0,n−1− j and l2,n− j). Similarly, place each vertex w j ∈ Π1 at the intersection point between
the two lines in L0 and L1 that have been associated to v j and w j , and place each vertex z j ∈ Π2 at the intersection point
of the corresponding lines in L1 and L2.
By construction, each path is represented by a monotone chain, and thus their drawings are planar. Recall that vertices
z(n − 1) and v(n − 1) (the last vertex of Π0 and of Π2, respectively) are not matched, thus v(n − 1) does not lie on the
bottom-right corner of the “diamond” formed by the intersection points between the pairs of lines in L0 × L2 (this corner is
formed by the intersection of the lines l0,0 ∈ L0 and l2,1 ∈ L2 corresponding to vertices v(n − 1) and z(n − 1), respectively).
This is the key factor of the proof because, although the broken edges may introduce crossings, it allows the removal of
such crossings by means of the following line shift operations.
More precisely, suppose that all three cycles are not planar, then proceed as follows:
1. Move the line l0,n−1 ∈ L0 (the topmost line) up until the broken edge of G1 does not cross. Clearly, this operation does
not affect path Π2, but it lengthens one of the edges of Π0.
2. Move the line l2,n ∈ L2 (the outermost line of L2) without changing its slope and in such a way that X(v0) decreases
until the cycle G0 becomes planar. This operation does not affect cycle G1, but it lengthens one of the edges of Π2.
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Note that this motion does not affect cycle G1. It modiﬁes cycle G0, but since there is no vertex on the bottom-right
corner of the diamond of L0 × L2, cycle G0 remains planar.
Concerning the time complexity, observe that a matched drawing of the three paths Π0, Π1 and Π2 can be computed
in O (n) time. Furthermore, if Γ1 is not planar because of the broken edge (w(n − 1),w(0)), it can be made planar by
imposing that the slope of the edge (w(n − 1),w(0)) is strictly greater than the slope of any other segment w(n − 1)w(i)
for i ∈ {1,2, . . . ,n− 2}. A similar argument can be followed to make Γ0 and Γ2 planar, if they are not. Therefore, the overall
time complexity is O (n). 
5. Conclusions and open problems
In this paper, we have addressed the matched drawability problem for well-known families of planar graphs. In particular,
we have extended to triples of graphs the concept of matched drawing, introduced in [9], and studied the drawability
problem for pairs and triples of graphs. We have introduced a general approach for computing a matched drawing of a pair
of graphs, and provided four algorithms based on this approach for drawing the pairs 〈outerplane, maximal outerpillar〉,
〈outerplane, generalized outerpath〉, 〈outerplane, wheel〉 and 〈wheel, wheel〉. Finally, we have presented two algorithms for
computing a matched drawing of a caterpillar and two ULP graphs and of three cycles.
We conclude with several interesting open problems for future research:
1. Discover new pairs of matched drawable graphs. For example, Theorem 1 establishes the matched drawability of an
outerplane graph with a maximal outerpillar. A natural next step to consider in order to extend this theorem is to study
the pair 〈outerplane, outerplane〉.
2. Let F0 be the class of n-vertex graphs that admit a BT-label preserving straight-line planar drawing for any assigned
BT-labeling of the vertices. Let F1 be the class of n-vertex graphs that admit a BT-labeling such that they are level
planar for any set of y-coordinates preserving this labeling. Our general methodology for computing matched drawings
of pairs of graphs implies the matched drawability of any pair of graphs 〈G0,G1〉, where G0 ∈F0 and G1 ∈F1. It would
be interesting to completely characterize these classes.
3. Discover new triples of matched drawable graphs. For example, Theorem 5 shows the matched drawability of a cater-
pillar and two ULP graphs. It could be interesting to look at either the case that the caterpillar is replaced by a tree in
the triple or that the triple consists of three trees.
4. The drawing techniques of Theorems 1, 2 and 3 may give rise to drawings where the area is at least exponential in
the size of the graphs. The problem of establishing a lower bound on the area required by matched drawings is in our
opinion a fundamental one. This problem is also mentioned as open in [9].
5. It is known that not all pairs of planar graphs are matched drawable [9]. This justiﬁes a relaxation of the deﬁnition
of matched drawing. What if one allows some bends along the edges? More speciﬁcally, are all pairs of planar graphs
matched drawable if one bend per edge is allowed? Note that two bends per edge are suﬃcient, since Di Giacomo
and Liotta prove that any pair of planar graphs each having n vertices has a simultaneous embedding with at most
two bends per edge on an integer grid of size O (n2) × O (n2) [10]; hence a matched drawing of the two graphs is
immediately obtained by translating one of the two drawings that form the simultaneous embedding.
6. Study colored matched drawable graphs. Instead of considering a one-to-one mapping between the vertices of two planar
graphs, one can consider the case that the mapping is based on colors. More precisely, the vertices of the graphs are
partitioned into color classes such that the number of vertices of color i in graph G0 is the same as the number of
vertices of color i in graph G1. The drawing algorithm can match a vertex of color i of G0 to any vertex of the same
color in G1; every vertex can be matched to exactly one other vertex. The matched drawability studied in this paper
is the n-colored version of this problem. It is immediate to see that any pair of planar graphs are 1-color matched
drawable.
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Appendix A
In this appendix we present a proof of Theorem 2. The proof follows the same approach described in Section 3.1. We
start with a preliminary deﬁnition and then illustrate the labeling phase, the leveling phase, and the matching phase.
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Let G be a generalized outerpath. A seed outerpath of G is a subgraph of G obtained by replacing every K+3 edge with an
edge and by replacing every C+4 edge and every kite edge with a path formed by two edges. For example, Fig. 16(b) shows
a seed outerpath of the generalized outerpath depicted in Fig. 16(a).
In what follows, we denote the outerplane graph as G0 and the generalized outerpath as G1. As in Section 3.1, we
assume that the outerplane graph is maximal and n 3.
A.1. Labeling phase
In this phase, we compute a BT-labeling for the vertices of G1 and then we assign to each vertex v ∈ V0 the same label
as that of the corresponding vertex Φ(v) ∈ V1.
We identify a seed outerpath of G1 by suitably removing vertices that belong to the K
+
3 , C
+
4 , and kite edges of G1. More
precisely, for each K+3 edge we remove all its vertices having degree two in G1. Similarly, for each C
+
4 edge we remove all
its vertices having degree two in G1 except the one that is the innermost in G1. For each kite edge we remove its vertex on
the external face of G1 that is adjacent to all the remaining vertices of the kite edge.
Let G ′1 be the resulting seed outerpath of G1. If G ′1 is not maximal we make it a maximal outerpath with a suitable
addition of edges, and denote as G ′1M the resulting maximal outerpath. We label the vertices of G ′1M by using Algorithm BT-
Label-MaxOuterpillar (see Section 3.1.1). Finally, we label every vertex z of G1 −G ′1 as follows. If z is a vertex of some
K+3 edge, let z0 and z1 be the neighbors of z such that z1 is the ﬁrst vertex encountered when traversing counterclockwise
the boundary of G ′1 starting from z0. Vertex z is given the same labels as that of z0. If z is a vertex of some C
+
4 edge, let
z0, z1 and z2 be three consecutive vertices on the boundary of G ′1 such that z0 and z2 are the two neighbors of z. Vertex z
is given the same label as the one of z1. If z is a vertex of some kite edge, let z0, z1 and z2 be its consecutive neighbors on
the boundary of G ′1. Vertex z is given the same label as the one of z1.
Lemma 5. Let G1 be a generalized outerpath with n vertices. A BT-labeling of the vertices of G1 can be computed in O (n) time.
Proof. Assuming that G ′1 is known, it is immediate to see that a maximal outerpath G ′1M can be obtained from G ′1 in linear
time. Furthermore, as already observed in Section 3.1.1, a BT-labeling of G ′1M can be computed in O (n) time. Each vertex
of G1 − G ′1 is labeled in constant time because its label is chosen by reading the labels of at most three other vertices. It
remains to prove how to identify a seed outerpath G ′1 in O (n) time. We proceed as follows. We ﬁrst remove from G1 every
degree-3 vertex of the external face that is adjacent to an internal vertex of G1. This operation takes O (n) time and removes
exactly all vertices of G ′1 − G1 that belong to some kite edge of G1. As for the vertices to be removed that belong to the
K+3 edge and C
+
4 edge, we apply the following strategy. Let z be a degree-2 vertex of the external face of G1, and let z0
and z2 be its neighbors. If z0 and z2 are both adjacent to an internal vertex z1 of G1, then vertex z is removed. We repeat
this operation until vertices z0 and z2 have exactly one common neighbor that is an internal vertex of G1. This requires to
visit all the edges that are incident on z0 or on z2. Hence, it takes O (d) time, where d = min{deg(z0),deg(z2)}. Once every
degree-2 vertex of the external face of G1 has been processed, the removed vertices are those of G ′1 − G1 that belong to
some C+4 edge or to some K
+
3 edge having more than three vertices. Also, this operation globally takes O (n) time because
every edge of G1 is visited at most twice and G1 is planar. The resulting graph is in general an outerpillar that contains a
seed outerpath. A seed outerpath can be easily obtained in linear time. Therefore, the overall time complexity for computing
a BT-labeling of the vertices of a generalized outerpath is O (n). 
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A.2. Leveling phase
The leveling phase is performed by applying Algorithm BT-Draw-Outerplane to graph G0. By Lemma 1 this phase
can be executed in O (n) time.
A.3. Matching phase
In this phase, we compute a straight-line planar drawing Γ1 of the generalized outerpath such that each vertex w ∈ Γ1
has the same y-coordinate as that of the corresponding vertex Φ−1(w) ∈ Γ0, where Φ is any given one-to-one mapping
between the vertices of the outerplane graph and those of the generalized outerpath.
Similarly to the case of the maximal outerpillar, the algorithm for drawing the generalized outerpath exploits Algorithm
yBT-Draw-Outerpath to draw a seed outerpath, and then the remaining vertices and edges are suitably reinserted in
the drawing. We report below the statement of Theorem 2 along with its proof, where this algorithm is described in detail.
Theorem 2. Let G0 = (V0, E0) and G1 = (V1, E1) denote an outerplane graph and a generalized outerpath, respectively, each having
n vertices. The pair 〈G0,G1〉 is matched drawable. Also, for any one-to-one mapping, a matched drawing of 〈G0,G1〉 can be computed
in O (n) time.
Proof. We describe the matching phase, namely the algorithm for computing a straight-line planar drawing Γ1 of the
generalized outerpath G1 such that the y-coordinates of the vertices are those speciﬁed by the leveling phase. Recall that
the labeling phase requires the identiﬁcation of a seed outerpath G ′1 of G1, G ′1 is then made maximal by means of a suitable
addition of edges between vertices of non-triangular faces. In what follows we refer to such a maximal outerpath as G ′1M .
Γ1 is computed as follows.
We ﬁrst draw the maximal seed outerpath G ′1M by using Algorithm yBT-Draw-Outerpath and remove from the
computed drawing Γ ′1M all the edges that do not belong to G ′1 (namely, the edges inserted to make G ′1 maximal). Then,
similarly to the technique described in the proof of Theorem 1, we reinsert the vertices of G1 − G ′1 one at a time along
with their incident edges. Each vertex to be reinserted has degree three or two and in both cases its neighbors may have
distinct labels. Let z be a vertex to be reinserted in the drawing of G ′1 and let Γ1(z) denote the partial drawing of G1 that
is obtained before adding the vertex z and its incident edges. In order to preserve planarity, we place z at a point p that
is either inside an internal face of Γ1(z) or inside the external face, and such that all neighbors of z are “visible” from p.
Namely, the incident edges of z do not introduce crossings with Γ1(z) (see, e.g., Fig. 17).
We start by describing the reinsertion of vertices of the kite edges, then those of the C+4 edges, and ﬁnally those of the
K+3 edges.
Suppose that z is a vertex of a kite edge. Let z0, z1 and z2 be its consecutive neighbors in the order in which they are
encountered when traversing counterclockwise the boundary of Γ1(z). We remark that by the labeling phase, z1 has the
same label as that of z, and it has degree three in G1.
We ﬁrst handle the case in which G ′1M has only three vertices. Refer to Fig. 18. By the labeling phase, we can distinguish
two subcases based on whether the label of z is B . In the aﬃrmative case, z1 is labeled B , while z0 and z2 are labeled T .
Let q be an inner point of the segment representing the edge (z0, z2), that is the segment z0z2, and let 	 be the half-
line starting at point q and passing through z1. Place vertex z at the intersection point between 	 and the horizontal line
y = Y (z) (see, e.g., Fig. 18(a)). Note that the half-line 	 contains all the y-coordinates corresponding to the vertices with
label B . Also, each point of 	 is visible from all neighbors of z.
632 L. Grilli et al. / Computational Geometry 43 (2010) 611–634Fig. 18. Reinsertion of a degree-3 vertex z to a drawing Γ1(z) in the case that G ′1M has three vertices. (a) Vertex z is labeled B . (b) Vertex z is labeled T
and vertex z2 is labeled B . (c) Vertex z is labeled T and vertex z0 is labeled B .
In the case that z and z1 are labeled T (see, e.g., Figs. 18(b) and 18(c)), exactly one end-vertex of the edge (z0, z2) is
labeled B , thus segment z0z2 contains a point q having y-coordinate equal to yTmin − 1/2, where yTmin is the minimum
y-coordinate among those corresponding to the vertices with label T . Similarly to the previous case, we deﬁne 	 as the
half-line through z1 and starting at point q, we draw z at the intersection point between 	 and the horizontal line y = Y (z).
Assume now that G ′1M has more than three vertices, hence the top and bottom paths are always deﬁned. Refer to Fig. 17.
We remark that Γ1(z) contains a drawing Γ ′1 that, in turn, is obtained from Γ ′1M by removing the edges that are added in
order to make G ′1 maximal. We identify a suitable poly-line or half-line 	 such that: (i) 	 contains all the y-coordinates
of the vertices having the same label as the label of z; (ii) each point of 	 is visible from all neighbors of z. Vertex z is
placed at the intersection point between 	 and the horizontal line y = Y (z); recall that Y (z) has been computed during the
leveling phase. More precisely, in order to draw vertex z we distinguish the following cases.
Case TTT. In this case, z and all its neighbors are labeled T . Recall that in a maximal outerpath two adjacent vertices of the
top path must be connected with the same vertex of the bottom path. Hence, by referring to the maximal outerpath
G ′1M , we can distinguish two subcases: (a) all neighbors of z are connected with the same vertex wi of the bottom
path; (b) the neighbor z1 is adjacent to (at least) two distinct vertices of the bottom path.
Figs. 17(a) and 17(b) show two examples of these subcases, where dashed segments represent edges of G ′1M that
do not belong to G ′1. In the ﬁrst subcase, 	 is formed by the segment wiz1 and by the vertical half-line starting
from z1 and going up. In the second subcase, 	 is the vertical half-line through the vertex z1 and starting at point
(X(z1), yTmin − 1/2).
Case TTB. In this case, z0, z1 and z2 are labeled T , T , and B , respectively. Hence, vertex z2 is the ﬁrst vertex of the bottom
path of G ′1M , which is also denoted as w0 or s; see, e.g., Fig. 17(c). Therefore, we can deﬁne 	 as the vertical half-line
through the vertex z1 and starting at point (X(z1), yTmin − 1/2).
Case BTT. In this case, z0, z1 and z2 are labeled B , T , and T , respectively. They form the last face of the maximal outerpath.
Namely, z1 is the last vertex of the top path of G ′1M , which is also denoted as t or w1nb−1, where wnb−1 is the last
vertex of the bottom path and it coincides with z0. z2 is the vertex of the top path preceding z1, and is denoted
as w0nb−1. We then deﬁne 	 as the half-line through the vertex z1, starting from the point of segment z0z2 having
y-coordinate equal to yTmin − 1/2; see, e.g., Fig. 17(d).
Case BBB. This case is symmetric to the case TTT.
Case BBT. This case is symmetric to the case TTB.
Case TBB. This case is symmetric to the case BTT.
The case in which z is a vertex of a C+4 edge can be handled similarly to the kite edge case, by deﬁning as z0, z1 and z2
three consecutive vertices on the boundary of Γ1(z) such that z0 and z2 are the two neighbors of z. We remark that there
may be more than one vertex z attached to the same pair of neighbors z0 and z2, but the computed drawing stays planar
because the inner vertex z1 is not adjacent to any removed vertex.
Finally, we consider the case in which z is a vertex of some K+3 edge. Let z0 and z1 denote the neighbors of z, such
that z1 is the ﬁrst vertex encountered after z0 when traversing counterclockwise the boundary of Γ1(z). If both neighbors z0
and z1 have the same label, then vertex z can be drawn as described in the proof of Theorem 1.
Otherwise, two cases are possible, namely z0 and z1 are labeled either T and B , or B and T , respectively. In the ﬁrst
case, z1 is the ﬁrst vertex of the bottom path of G ′1M and by the labeling phase, z has label T . Thus, we deﬁne 	 as the
vertical half-line starting at point q and going up, where q is the point of the segment z0z1 such that Y (q) = yT −1/2; see,min
L. Grilli et al. / Computational Geometry 43 (2010) 611–634 633Fig. 19. Reinsertion of a vertex z that belongs to some K+3 edge. (a) Vertices z0 and z1 are labeled T and B , respectively. (b) Vertices z0 and z1 are labeled
B and T , respectively.
e.g., Fig. 19(a). In the second case, z1 is the last vertex of the top path of G ′1M and z has label B . We deﬁne 	 as the vertical
half-line starting at point q and going down, where q is the point of z0z1 such that Y (q) = yTmin − 1/2; see, e.g., Fig. 19(b).
Concerning the time complexity, observe that by Lemma 5 a BT-labeling of 〈G0,G1〉 can be obtained in O (n) time, for
any given one-to-one mapping between V0 and V1. The leveling phase requires O (n) time, as shown in Lemma 1. In the
matching phase, Algorithm yBT-Draw-Outerpath computes drawing Γ ′1M in O (n) time, as shown in Lemma 2. Also, each
vertex of G1 −G ′1 and its incident edges can be drawn in O (1) time, because only a constant number of algebraic operations
need to be executed. Therefore, the overall time complexity for computing a matched drawing of the pair 〈outerplane,
generalized outerpath〉, each having n vertices, is O (n) for any given one-to-one mapping between the vertices of their
vertex sets. 
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