This paper studies the performance of the aposteriori recursive least squares lattice lter in the presence of a nonstationary chirp signal. The forward and backward partial correlation (PARCOR) coe cients for a Wiener-Hopf optimal lter are shown to be complex conjugates for the general case of a nonstationary input with constant power. Such an optimal lter is compared to a minimum mean square error based least squares lattice adaptive lter. Expressions are found for the behavior of the rst stage of the adaptive lter based on the least squares algorithm. For the general n th stage, the PARCOR coefcients of the previous stages are assumed to have attained Wiener-Hopf optimal steady state. The PARCOR coe cients of such a least squares adaptive lter are compared with the optimal coe cients for such a nonstationary input.
Introduction
Adaptive ltering algorithms are useful when the input signal statistics are unknown and possibly changing with time 1]. The performance of Least Mean Square (LMS) based adaptive lters for a number of applications has been described in 2]. The misadjustment noise in adaptive LMS lters has been shown to have two components 3]: steady state misadjustment and tracking lag. It has been shown that the magnitude of the steady state misadjustment and the adaptive time constant are inversely related. Under nonstationary conditions, when the Wiener-Hopf optimum weights for the input nonstationary process obey a rst order Markov relationship, the misadjustment in the LMS lter weights due to tracking lag has been shown to be directly proportional to the time constant 3]. For inputs with signi cant eigenvalue disparity, least squares adaptive algorithms have been shown to have superior convergence properties relative to the LMS adaptive lters 4]. In order to quantify the errors due to tracking, various investigators have studied the performance of the LMS, Recursive Least Squares (RLS) and Stochastic Gradient Lattice (SGL) lters. Eleftheriou and Falconer 5] also studied the tracking lag in the transversal implementation of the recursive least squares lters for nonstationary inputs when the Wiener-Hopf optimum weights for the input process obey a rst order Markov relationship.
In this paper we describe the behavior of the recursive least squares lattice PARCOR coe cients in the presence of a nonstationary chirp input. The pulsed chirp signal has been used in a number of radar applications as a means of increasing the bandwidth of a maximum power signal. Adaptive equalizers are employed in mobile communications applications where there is a time varying frequency shift in the received data due to the relative motion between the transmitter and the receiver. A limiting case for describing Doppler e ects is also a linear FM modulation on the transmitted signal. Bershad et al. analyzed the performance of transversal adaptive lters using both the LMS as well as the RLS updating of weights for chirp inputs 6, 7] . The transversal lter results are useful for predicting the performance of xed order lters but do not describe the e ect of lter order on such tracking abilities. Chew et al. 8, 9] analyzed the properties of the partial correlation coe cients of the Stochastic Gradient Lattice (SGL) lter in the presence of a chirped sinusoidal input. The SGL is a lattice structure where the coe cients of the lattice lter are updated by a gradient based algorithm and are not exact solutions of the normal equations. Thus it incorporates the gradient properties of the LMS algorithm with the lattice structure. As shown by Karlsson and Hayes 10] , there are two separate phenomenon in the case of lattice lters: First an estimation of the autocorrelation and crosscorrelation of the input is done; next an orthogonalization procedure similar to the Gram-Schmidt is performed to obtain the sequence of backward errors. In the case of SGL algorithm, the tracking performance is a combination of the e ects due to the gradient algorithm and the orthogonalization being done by the lattice algorithm.
In this paper we study the di erence between a statistically optimal lattice lter and a minimum mean square error based least squares lattice lter. The \optimal" lattice lter structure assumes perfect estimation of the input signal properties and the e ect of orthogonalization in such a case is studied. It is shown that an optimal lattice lter is able to track a chirp signal perfectly and the orthogonalization procedure does not introduce any tracking errors. In fact the PARCOR coe cients used by an optimal lattice lter are seen to form a spatial chirp across the lattice stages and modulate the past inputs to the current chirp frequency and thus minimize error.
The least squares lattice lter incorporates both the orthogonalization and the least squares estimation steps during adaptation. It is shown that the tracking lag in such adaptive lters is a result of the procedure used to estimate the covariance matrix of the input process. This tracking lag is then related to the forgetting factor and the rate of nonstationarity in the input process. It is seen that for an exponentially windowed estimation technique, if the forgetting factor is made higher than a certain threshold (and consequently the time constant is set lower than a corresponding threshold) tracking performance degrades drastically. The PARCOR coe cients of such an orthogonalization procedure are often used to model systems and a knowledge of their behaviour in nonstationary conditions is essential for modeling nonstationary systems. If the tracking behaviour of the various stages of such models is studied, system order and forgetting factor can be set to satisfy a given tracking performance requirement. A study of the behaviour of the individual stages of the lattice lter is also a step towards a better understanding of the behaviour of the underlying orthogonalization procedure in the presence of nonstationary signals.
In section 2, the model used to represent the chirp and the recursive least squares lattice lter is presented. The optimal lter for such a nonstationary input is described in appendices A and B. In section 3 we derive expressions for the optimal re ection coe cients of the lattice lter for this process. It is shown that these expressions are complex conjugates for the forward and backward coe cients. This result is generalized and shown to be true for any constant power nonstationary signal. In section 4 we derive the analytical expressions for the rst stage PARCOR coe cients for a given weighting parameter ( ). We show that the PARCOR coe cients of the exact least squares lattice lter has two components, a remnant component, reducing in magnitude with time; and a learning component, increasing in magnitude with time, both of which depend on . Section 5 describes the general m th stage PARCOR coe cients which have been derived with the assumption that the (m ? 1) In this paper, we analyze a similar unnormalized least squares lattice formulation obtained by using the regular structure of the input covariance matrix to obtain the order and time updates for both the PARCOR coe cients of the lattice structure 12]. This formulation is also called the recursive LSL algorithm using the aposteriori estimation errors 1].
The LSL lter structure is shown in Fig. 1 
It should be noted that in the case of a stationary input signal F(kjm?1) B(k?1jm?1) and K f (kjm) = K b (kjm).
2.2
The Nonstationary Chirp Input
The nonstationary input to the lattice lter is taken to be the linear chirp signal in white Gaussian noise. Some relevant properties for such a signal have been described in 6] and we will use the same notation in this paper.
The sinusoid with a linearly changing frequency is de ned by
where P s is the input signal power, ! is the input signal base frequency, is the chirp rate, and is an arbitrary xed constant between ? and . The input signal x(k) is then given by
where n(k) is a zero mean white Gaussian noise process with noise power P n . The input vector to the lter can then be written as
where m is the lter length. This input vector can be split into two vectors corresponding to the signal and the noise as With this notation, the input covariance matrix can be de ned as
which can then be written as
where = Ps Pn is the signal to noise ratio (SNR). Similarly, for the m-tap one step forward predictor, the cross correlation vector f (kjm) is given by
For the chirp signal this can then be written as
For the one step backward predictor the backward cross correlation vector is given by
and for the chirp signal this can be written as
where a m = e j(m+1) (23) b m = e j (m+1)!?
3 Optimal PARCOR
In this section we derive the optimal PARCOR coe cients of a lattice structure for a chirp input. The derivation of the aposteriori recursive least squares lattice lter in 1] assumes a weighted least squares estimation procedure for the input autocorrelation followed by an orthogonalization procedure to obtain the lattice structure. The Wiener-Hopf optimal partial correlation coe cients for the lattice structure are de ned to be those obtained by a similar orthogonalization if the estimation procedure is exact in the statistical ensemble sense. A derivation of the optimal lattice PARCOR coe cients for the case of stationary signals assuming the forward and backward PARCOR coe cients to be complex conjugates of each other has been done in 10] using geometric techniques. The derivation, for a nonstationary chirp input, presented here follows along similar lines. The optimal covariance of the input chirp process is de ned by Eq. 18. Then the optimal forward prediction lter weights for a transversal lter (w fo (kjm)) are given by the well known Wiener-Hopf equation as m (k)w fo (kjm) = f (kjm) (24) and the optimal backward prediction transversal lter weights (w bo (kjm)) are given by
The optimum forward and backward one step prediction errors are given by 
and the optimal backward weights can be written as
and since the noise is white and uncorrelated and x T m (k) does not contain either x(k) or x(k ? m ? 1) we have
The backward error can then be written as
Further, since e j (m+1) = 1 , and E n(k)e fo (kjm)] = P n we have The optimal PARCOR coe cients for the lattice lter can be derived by using the orthongality of the input and the errors as sketched in Appendix A. It should be noted that the geometric techniques used in Appendix A are similar to the ones used in 10] to derive the optimal PARCOR coe cients for a stationary input. However, unlike 10], in this treatment, we cannot assume the forward and backward PARCOR coe cients to be complex conjugates due to the nonstationary input. We can then write the optimal forward and backward PARCOR for the lattice lter as K fo (kjm) = ? o (kjm ? 1) B It should be noted that for P s constant, K fo (kjm) = K bo (kjm), since Eq. 31 and Eq. 32 are independent of time. Consequently, the optimal lattice lter performance is the same for the chirp signal and for stationary sinusoidal inputs. Similar results were obtained in 6] where it was shown that the optimal transversal lter tracks the chirp perfectly and the optimal prediction error is independent of time as well as being independent of the chirp rate.
Further, the optimal PARCOR coe cients describe a spatial chirp along the lattice stages.
The chirp base frequency is seen to be ! + k and the chirp rate as seen in Eq. 38 is ? .
Thus at any given time, the base frequency is the instantaneous frequency of the input. The \spatial" chirp rate of the PARCOR coe cients along the tap orders is seen to be opposite of the input chirp rate. Thus lter tap weights are seen to modulate the past input samples up to the frequency of the current input sample in order to reduce the overall mean square error. This has also been shown in 6] for transversal lters. This is similar to the case of the adaptive noise canceler studied by Glover 24] . In that case it was shown that when the input signal and the reference signal are sinusoids of di erent frequencies, the lter weights converge to a dynamic travelling wave solution wherein the input is modulated to the frequency of the reference in order to minimize the output error. For the chirp input, the reference signal is always at a frequency slightly di erent from the input data and the PARCOR coe cients are seen to modulate the input to the reference frequency.
First Stage PARCOR: Expected Value
In this section we derive the expected value of the PARCOR coe cients of the recursive least squares lattice lter after the weighted least squares estimation procedure has been used. These expected values are an indication of the tracking capabilities of the recursive least squares lattice lters and will be compared with the optimal PARCOR derived in section 3.
The initialization procedure described in 1] is used throughout this derivation. The rst stage maximum likelihood parameter is initialized to (k ? 1j0) = 1. 
Thus the expected value of (kj0) is now given by
Since the noise is assumed to be zero mean white Gaussian, we have 
It should be noted that even when the decay term has vanished the PARCOR are not exactly equal to the optimal. This is a result of the least squares estimation procedure which is no longer unbiased and maximum likelihood due to the e ect of the weighting factor and the nonstationarity in the input. 
which agrees with the expression for the optimal PARCOR of a lattice lter with a single complex sinusoidal input described in 25].
The Expected PARCOR for any Stage
In this section we derive the expected PARCOR coe cients for any general stage of a lattice lter. Similar to previous studies 4] on lattice convergence behavior, we assume that the previous stages have attained optimal behavior and are tracking perfectly. Though this is usually not exactly true, it permits a tractable analysis of the lattice structure and the trends in such behavior can be observed.
The inputs to the m th stage of a recursive least squares lattice lter are the forward and backward errors from the previous stage. Since the previous m ? 1 stages have been assumed to be optimal, this leads to the input to this stage being e fo (kjm ? 1) and e bo (k ? 1jm ? 1). 
The cross correlation relevant to this stage is given by (72) with the rst term being the tracking term and the second term being a decaying term depending on the initial conditions of the lattice lter input.
The decay term is seen to fall o at the rate of k =(1? k ). As expected this \initialization"
term is forgotten faster for a lower value of . This behavior has been noticed in other weighted estimation based lters and is in accordance with weighted least squares estimation theory. For the chirp input in particular this decay term is also seen to be modulated by a phase term which depends on the chirp rate.
At steady state (k ! 1) the e ect of the decaying term can be neglected and we have K b (kjm) = K bo (kjm)d m ( ) and K f (kjm) = K fo (kjm)d m ( ). Thus d m ( ) can be viewed as an asymptotic bias term introduced in the least squares estimation on which the lattice orthogonalization procedure depends. This asymptotic bias includes the natural bias of the weighted least squares estimation for a stationary signal 10] viz, the term (1? ). In addition it incorporates the bias introduced in the estimation procedure due to the fact that the statistics of the input are changing with time and the input is not an ergodic series. This non-ergodicity leads to an imperfect estimation and a further bias in the asymptotic PARCOR coe cients. From equations (71) and (72) it is obvious that this bias depends on the rate of nonstationarity of the input as well as the order of the lattice lter.
The steady state frequency lag for the PARCOR can be de ned
where 6 (K f (kjm)) is the phase angle of K f (kjm). This can be seen to be d m ( ) which depends on the forgetting factor ( ) as well as the rate of nonstationarity ( ). Fig. 2 shows the expected instantaneous frequency lag in the steady state PARCOR as a function of (1 ? ), for di erent chirp rates. It is observed that for any given chirp rate, there is a maximum value of max (minimum value of (1 ? )) such that for all forgetting factors < max , the tracking lag is very small. If the forgetting factor is chosen to be higher than this given value, the lag increases very rapidly and the system performance degrades drastically. Further, for a faster rate of nonstationarity, this value of max is smaller by the amount indicated in Eq. 73. It is also known that misadjustment noise in the output increases as is decreased. Thus to keep misadjustment noise small, but at the same time attain good tracking performance, must be chosen to be close to this max which in turn depends on the nonstationarity in the input.
Simulations
Simulation results are presented in this section to validate the analytical expressions derived above.
The spectrum of the input for ten consecutive time intervals of 1024 input samples taken 1024 samples apart is shown in Fig. 3 . The signal to noise ratio was chosen to be 10dB and the chirp rate was = 10 ?4 radians per second. At this chirp rate, the spectrum is seen to change an appreciable amount in the time scale under consideration. Further, due to the fast chirp rate, the samples used for a single FFT slice in this gure also di er signi cantly in their frequency, thus leading to a broadening e ect on the FFT. This can be seen as the attening of the peak in each of the spectrum lines in the gure. Fig. 4 shows the corresponding spectrum of the optimal backward PARCOR coe cients of a 256 tap lattice lter, as derived in section 3. In this case a \spatial" Fourier transform was taken of the PARCOR coe cients across the tap order at di erent time points, corresponding to the sampling done in Fig. 3 . A comparison of Fig. 3 with Fig. 4 shows a very good correspondence of the center frequencies of the PARCOR and the input nonstationarity. This is expected since, as shown in section 3, the backward PARCOR coe cients form a chirp similar to the input with center frequency following that of the input (viz, ! + k).
To understand the \tracking" performance of the lattice lter coe cients, the instantaneous frequency of the rst stage forward PARCOR is shown as a function of the iteration number in Fig. 5 . The solid lines represent the theoretical and optimal values of the instantaneous frequency of K f (kj1) while the dotted lines are the simulation results. A very good correspondence is obtained between the simulation and the analytical expressions. It is further noted that the variance (and hence the misadjustment) of the PARCOR is much higher for low values of (as seen for the case of = 0:9 ). This trend is as expected, since in all weighted least squares estimation techniques a lowering of the weighting parameter leads to more noise in the estimates.
Similar tracking gures for the second stage of the lattice lter forward PARCOR are shown in Fig. 6 . It is also seen that the amount of misadjustment in the PARCOR coe cients increases along the stages of a lattice, with the PARCOR for the second stage exhibiting more misadjustment than those for the rst stage. This is a trend that depends on the SNR at the input of the stage. The SNR at the latter stages of a lattice lter is less than at the earlier stages, leading to a higher misadjustment in the PARCOR coe cients.
Conclusions
This paper has studied the properties of the partial correlation coe cients of the adaptive lattice lter based on the aposteriori recursive least squares algorithm in the presence of a nonstationary chirp process. Since the autocorrelation matrix of the input process is time varying, the PARCOR coe cients are also found to be time varying. In the general case of a nonstationary input, the forward and backward PARCOR coe cients of a lattice lter will not be equal (just as the forward and backward transversal prediction lters will not be equal for a nonstationary signal). However, it was shown that for an input with a nonstationary phase and constant power, the forward and backward prediction error powers will be equal and hence the forward and backward PARCOR coe cents will be complex conjugates.
The optimal PARCOR coe cients for a general lattice lter were derived, wherein the e ect of estimating the autocorrelation matrix was separated from the orthogonalization performed by the lattice. For the nonstationary chirp input, the orthogonalization of the input by the lattice structure leads to the optimal PARCOR coe cients being described by a spatial chirp along the lter order, albeit at a chirp rate opposite to that of the input process. Thus the PARCOR coe cients were seen to modulate the previous input samples up to the instantaneous frequency of the current input sample to predict the input process and minimize the tracking error. This phenomenon is seen to be similar to the modulation property of adaptive noise cancellers shown by Glover 24] .
Expressions were found for the expected values of the PARCOR coe cients in the nonoptimal case. These expressions included the e ect of the weighted least squares estimation procedure. In the presence of a nonstationary input process, the weighted least squares estimation procedure is no longer a maximum likelihood unbiased estimation procedure and this a ects the PARCOR coe cients. The e ect of memory in such an estimation scheme for an inherently non-ergodic signal is seen in the form of a shadow component present in the ex-pected value of the PARCOR coe cients. This component decays with the rate of decay being proportional to the weighting (forgetting) factor used in the estimation scheme.
Further, since the input is complex with a changing frequency component, this leads to a bias in the estimation procedure. Hence, even at steady state, the PARCOR coe cients of the lattice lter are seen to be biased from the optimal by a multiplicative factor which depends on both the weighting factor and the rate of input nonstationarity. The steady state frequency lag of such lters was related to the rate of input nonstationarity, the forgetting factor and the stage of the lattice lter. It was shown that the tracking lag is negligible if the forgetting factor is smaller than a certain threshold but increases nonlinearly if the forgetting factor is increased below this threshold. and can thus be described using the PARCOR as e fo (kjm) = e fo (kjm ? 1 From these projection equations and using the inner product space de ned by ha; bi = E (b a) (76) and using the fact that the error after such a projection is orthogonal to the input, we get he fo (kjm); e bo (k ? 1jm ? 1) 
where the optimal forward and backward transversal weight vectors are given by
with the quantities m , f , and b being as previously de ned. 
For the calculation of the relevant PARCOR coe cients, the crosscorrelation between the forward and backward errors as well as the forward and backward energy are also of interest. These can be found to be E e fo (k ? rjm)e bo (k ? r ? It should be noted that the forward and backward error energies are independent of time for an optimally tracking lter. This is in agreement with the case of the transversal lter where it was shown that the optimal Wiener-Hopf transversal lter tracks a chirp signal perfectly and the Wiener-Hopf minimum error is independent of time 6]. 
