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Abstract
Voxel-based soft robots (VSRs) are aggregations of soft blocks whose design is amenable to optimization. We here present
a software, 2D-VSR-Sim, for facilitating research concerning the optimization of VSRs body and brain. The software,
written in Java, provides consistent interfaces for all the VSRs aspects suitable for optimization and considers by design
the presence of sensing, i.e., the possibility of exploiting the feedback from the environment for controlling the VSR. We
experimentally characterize, from a mechanical point of view, the VSRs that can be simulated with 2D-VSR-Sim and
we discuss the computational burden of the simulation. Finally, we show how 2D-VSR-Sim can be used to repeat the
experiments of significant previous studies and, in perspective, to provide experimental answers to a variety of research
questions.
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1. Motivation and significance
Soft robotics [1, 2] is a field of robotics that studies
robots composed of soft materials. Soft robots may be
able to perform tasks which are hard for rigid robots [3],
thanks to their soft nature which gives them “infinite de-
grees of freedom” [4]. This potential comes at the cost of
a larger effort required for designing the robot, both in its
controller (brain) and its shape (body). For this reason,
optimization, possibly by means of meta-heuristics, is an
effective way to address the design of soft robots.
A kind of soft robots that is particularly relevant from
the perspective of optimization is the one of voxel-based
soft robots (VSRs) [5]. VSRs are composed of many simple
soft blocks (called voxels) that can change their volumes:
the way voxels are assembled defines the body of the VSR,
whereas the law according to which voxels change their vol-
ume over the time defines the brain of the VSR. VSRs are
even more suited to optimization than soft robots in gen-
eral: on one hand, it is difficult to take into account the
complex interactions that may emerge from the concur-
rent “behavior” of many small blocks; on the other hand,
the very modular nature of VSRs permits to tackle the
robot design from different points of view and at different
scales. Indeed, many applications of optimization to VSRs
have been proposed, e.g., [6, 7, 3, 8, 9, 10, 11]. Automa-
tion offered by optimization fostered research by allowing
researchers and practitioners to focus more on the broad
goal of optimization, rather than on the finer details about
how to perform it.
In this paper, we present a software for experimenting
with the optimization of VSRs that we called 2D-VSR-
Sim. We designed 2D-VSR-Sim focusing mainly on two
key steps of optimization: what to optimize and towards
which goal. As a result, 2D-VSR-Sim offers a consistent in-
terface (a) to the different components (e.g., body, brain,
specific mechanisms for control signal propagation) of a
VSR which are suitable for optimization and (b) to the
task the VSR is requested to perform (e.g., locomotion,
grasping of moving objects). For not posing bounds on
which kinds of optimization techniques can be applied,
we built 2D-VSR-Sim without making any assumption in
these terms. That is, 2D-VSR-Sim leaves researchers great
freedom on how to optimize: different techniques, e.g., evo-
lutionary computation or reinforcement learning, can be
used on VSRs by researchers of different disciplines, e.g.,
robotics, artificial life, learning representations.
Some software frameworks originated from needs simi-
lar to ours, namely [12] (later wrapped in Evosoro [13])
and [14]. Other frameworks could be used for modeling
and simulating VSRs, e.g., [15], but operate at a much
lower abstraction level and require a larger design effort to
the researcher. 2D-VSR-Sim differs from those frameworks
because it offers an higher level of abstraction to the de-
scription of the VSRs that favors the task of defining what
to optimize. In particular, we included by design the pos-
sibility for the VSR to sense the environment: that is, the
controller under optimization can use as inputs the cur-
rent velocities, accelerations, rotations, etc., of each of the
voxels. 2D-VSR-Sim allows the user (i.e., a researcher) to
exploit those sensing abilities out-of-the-box, thereby sav-
ing the effort for modeling and implementing them in the
simulation. A recent study showed that sensing the envi-
ronment may be beneficial for obtaining a broader range of
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behaviors [10]. Moreover, sensing might lead to a sharper
arising of the embodied cognition paradigm, according to
which the complexity of the behavior of a robotic agent
depends on both its brain and its body [16].
Besides sensing, 2D-VSR-Sim differs from existing soft-
ware tools also because it simulates a 2-D version of VSRs:
operating in 2-D, rather than in 3-D, makes the search
space in general “smaller” and hence potentially facilitates
the optimization. On the other hand, optimized artifacts
have no clear real counterparts. Indeed, some attempts to
physically build VSRs are being made [5, 17, 18, 19], at
different scales and with different actuation mechanisms,
but practicality is still limited. We plan to extend 2D-
VSR-Sim to the 3-D case as future work.
Finally, 2D-VSR-Sim provides components for visualiz-
ing the simulated behavior of a VSR, which is very impor-
tant in an exploratory research field of this kind. More-
over, this functionality has been obtained by the sepa-
ration of concerns design principle, by exploiting the pro-
gramming language features offered by Java, which greatly
simplifies possible extensions of 2D-VSR-Sim.
2. Software description
The software here proposed is a simulator of one or more
2-D VSRs that perform a task, i.e., some activity whose
degree of accomplishment can be evaluated quantitatively
according to one or more indexes. The simulation is dis-
crete in time, using a fixed time-step, and continuous in
space: the position and configuration of each voxel of the
VSR is updated at each time-step according to the me-
chanical model and to the VSR controller.
2.1. Voxel model
A voxel is a soft 2-D block, i.e., a deformable square
modeled with four rigid bodies (square masses), a number
of spring-damper systems (SDSs) that constitute a scaf-
folding, and a number of ropes. SDSs and ropes have zero
mass: ropes act as upper bounds to the distance that two
bodies can have. Figure 1 shows the mechanical model of
a single voxel. Most of the properties of the voxel model
are configurable by the user, as explained below.
The user can configure the scaffolding specifying a sub-
set of the following groups of SDSs: (a) side external, one
outer SDS connecting the two masses for each voxel side
(blue in Figure 1); (b) side internal, one inner SDS con-
necting the two masses for each voxel side (red in Fig-
ure 1); (c) side cross, two crossing SDSs connecting the two
masses for each voxel side (green in Figure 1); (d) central
cross, two crossing SDSs connecting the four masses (or-
ange in Figure 1). The presence of the ropes can be config-
ured (enabled or disabled) by the user too. Table 1 shows
the main parameters of the voxel model along with their
default values and domains. Mass friction and restitution
coefficients are used by the physics engine (see Section 2.6)
while determining the effects of collisions of masses with
other bodies (e.g., the ground).
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Figure 1: The mechanical model of the voxel. The four masses
are depicted in gray and numbered (for later reference) in black; the
different components of the scaffolding are depicted in blue, green,
red, and orange (see text); the ropes are depicted in black.
Description and symbol Def. val. Domain Unit
Side length l 3 ]0,+∞[ m
Mass side length ratio lm 0.3 ]0, 0.5]
Mass linear damping dlm 1 [0,+∞[
Mass angular damping dωm 1 [0,+∞[
Mass mass mm 1 ]0,+∞[ kg
Mass friction coeff. ρm 100 [0,+∞[
Mass restitution coeff. rm 0.1 ]0,+∞[
SDS frequency fs 8 [0,+∞[ Hz
SDS damping ratio ds 0.3 [0, 1]
Max force magn. fmax 1000 [0,+∞[ N
Max area change ρA 0.2[0, 1]
Table 1: Voxel configurable properties.
By varying the values of the parameters, the user can
impact on the properties of the material constituting the
voxel. In particular, for impacting on the softness of the
voxel, the user can operate on the scaffolding and/or on the
SDS frequency fs; with the former, the more the selected
groups, the more rigid the voxel. After a few exploratory
experiments, we set as default value fs = 8 Hz and the
scaffolding composed of all the groups.
The VSR can perform its task by varying the area of
the composing voxels over the time, i.e., by actuating each
voxel. In the mechanical model of 2D-VSR-Sim, the actu-
ation can be obtained either by imposing forces on the four
masses, or by varying the resting length of the SDSs—the
method to be used can be configured by the user. In the
first case (force actuation mode), the force vector for each
mass is applied on the mass center and along the direction
connecting the mass center with the voxel center (i.e., the
average of the centers of the four masses). The magnitude
of the force vector is ffmax, where fmax is a maximum con-
figurable value and f ∈ [−1, 1] is the control value, f = 1
corresponding to shrinking the voxel. In the second case
(area actuation mode), the resting length of all the SDSs is
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instantaneously modified such that the voxel side becomes
l′ =
√
l2(1− fρA) where ρA is the maximum increase or
decrease of the voxel area that is meant to be obtained by
applying a control value f ∈ [−1, 1]. Note, however, that
the actual area depends also on the other forces acting on
the voxel, namely those related to gravity, adjacent con-
nected voxels, or static objects (like the ground). We set
as default actuation method the second one.
2.2. VSR model
A VSR is modeled as a collection of voxels organized in
a 2-D grid, each voxel in the grid being rigidly connected
with the voxel above, below, on the left, and on the right.
The connection between two voxels is modeled as two rigid
joints connecting the centers of the masses on the common
side. The rigid joint does not allow rotations of the masses
around the connection points, nor variation in the distance
between the two connected masses: in other words, two
masses connected by a rigid joint are welded. Figure 2
shows the mechanical model of an example VSR composed
of 8 voxels.
The parameters of the voxels composing a VSR can have
different values (with the exception of the side length l); a
VSR can hence be composed of different materials.
2.3. VSR controller
The way a VSR behaves is determined by a controller.
Whenever it is invoked, the controller determines, for each
voxel vi of the VSR, the control value fi ∈ [−1, 1] to apply.
The control value is applied by the physics engine (see
Section 2.4) and results in a change in the area of the
corresponding voxel and hence a change in the shape of
the VSR. The controller can be implemented by the user
and 2D-VSR-Sim provides ample freedom in this respect:
realizable controllers include those where fi depends only
on the current time t and those where fi is the result of
a possibly non trivial processing of current and previous
states of the VSR and the environment.
A controller has access to several sensors for each
voxel, hence giving the VSR the ability to sense its sta-
tus and the environment. For each sensor s and each
voxel vi, the controller may use zero or more of the
following: (a) the current value s(t, vi); (b) the aver-
age value 1n
∑n−1
k=0 s(t − k∆tc, vi) of the last n readings
(at times t, . . . , t − (n − 1)∆tc); (c) the n-th difference
s(t, vi)−s(t−(n−1)∆tc, vi) between the current value and
the n − 1-th reading. Available sensors include: (a) area
ratio, i.e., the ratio between the current area of the voxel
and its rest area l2; (b) velocity magnitude, the magnitude
‖v‖ of the voxel velocity v obtained as the average veloc-
ity of the four masses; (c) angle, the rotation angle α of
the voxel obtained as the average of the direction of the
vector connecting masses 1 and 2 and that of the vector
connecting masses 4 and 3 (see Figure 1); (d) x-velocity,
the velocity vx = v · (1, 0) along the x-axis; (e) y-velocity,
the velocity vy = v · (0, 1) along the y-axis; (f) rotated
x-velocity, the velocity vrotx = v · (cosα, sinα) along the
x-axis rotated by α; (g) rotated y-velocity, the velocity
vroty = v · (sinα,− cosα) along the y-axis rotated by α;
(h) touching, a value in {0, 1} that is 1 if and only if at
least one of the masses is currently in touch with another
body not belonging to the VSR.
We implemented two controllers in 2D-VSR-Sim, one
being stateless and not exploiting any sensor, the other
based on a multilayer perceptron (MLP) and resembling
the one presented in [10]. The two implementations can be
used without writing any code and can be instantiated by
setting the values of the parameters of the corresponding
controllers, that we describe below.
The stateless, non-sensing controller simply applies to
each voxel vi a control value fi = fi(t): the controller
parameters are hence a grid of functions fi : R+ → [−1, 1].
The MLP-based controller computes, at each invoca-
tion, the output y = fMLP(x,θ) of a MLP with a user-
defined architecture and weights θ on an input x. The size
of the input layer m,x ∈ Rm is implicitly defined by the
user-defined sensors for each voxel of the VSR; the size of
the output layer n,y ∈ [−1, 1]n is equal to the number of
voxels of the VSR. The control value fi of a voxel vi is
set to the i-th element yi of y. Optionally, a supplemen-
tary input can be set to the current value of a user-defined
function of the current time, called driving function. The
MLP-based controller parameters are hence: the grid of
sensors to be used, the driving function, the MLP archi-
tecture, and the MLP weights θ. For example, let the
VSR be composed of 6 voxels (like the one of Figure 2)
and let the inputs be: the average of the last 5 area ratio,
rotated x-velocity, and rotated y-velocity readings for all
the voxels; the current touching reading for the 2 bottom
voxels; a driving function sin(2pit). Let the MLP consist
of the inner layer, an hidden layer of 10 neurons, and the
output layer. Then, the number |θ| of weights is given
by (6 × 3 + 2 + 1 + 1) × 10 + 10 × 6 = 220 + 60 = 280:
6 voxels with 3 sensors, 2 voxels with one sensor each, 1
driving function, the bias. That vector might be the one
subjected to optimization (see Section 3.3).
2.4. Simulation
2D-VSR-Sim exploits an existing physics engine, dyn4j1,
for solving the mechanical model defined by a VSR sub-
jected to the forces caused by the actuation determined
by its controller and by the interaction with other bodies
(typically, the ground). We refer the reader to the docu-
mentation of dyn4j for the fine details about how physics
is modeled.
The physics engine can be configured in several aspects.
One that is particularly relevant is the time-step ∆t that is
used for numerically solving the model: in order to avoid
numerical instabilities, ∆t has to be small enough with
respect to the SDS frequency fs. For the same reason, we
1http://www.dyn4j.org/
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Figure 2: The mechanical model of a VSR composed of 8 voxels. The masses, the SDSs, and the ropes are depicted in gray; the rigid joints
connecting the voxels are depicted in red.
made 2D-VSR-Sim to not invoke the controller of the VSR
at every time-step, but every c+ 1 time-steps, c ≥ 0 being
the control step interval. After preliminary experiments,
we set the default values for ∆t to 160 s (which is the default
value of the underlying physics engine) and for c to 1, i.e.,
the controller is invoked every 130 s.
2.5. Task
The goal of the optimization is represented in 2D-VSR-
Sim as a task to be solved. In general, a task is a function
that processes an input and gives an output: the common
case is the one where the input is a description of a VSR
(or of part of it) and the output is a measure of the degree
to which that VSR accomplished the task. The latter can
be based on any quantity that made available by 2D-VSR-
Sim and the underlying physics engine, e.g., position of the
center of mass of the VSR, consumed energy, and so on.
We implemented one task in 2D-VSR-Sim that repre-
sents locomotion, i.e., a task where the goal of the robot is
to travel as far as possible. We chose this task because it
is the one on which the vast majority of previous studies
put their focus. The implementation of this task can be
used without writing any code and can be instantiated by
setting the values of the parameters describe below.
The input of this task is a description of the VSR, in
terms of its body (grid of voxels described by their param-
eters) and brain (controller). The output is given by one
or more measures obtained by simulating the VSR that
moves on the ground as, e.g., the distance traveled along
the x-direction. Many aspects of the locomotion task can
be configured, including: (a) the duration of the simu-
lation; (b) the shape of the ground, that can be flat or
uneven with different degrees of roughness; (c) the mea-
sures to be taken upon the completion of the simulation.
The latter aspect allows to cast the optimization of a VSR
for locomotion as a single- or multi-objective optimization
problem. Measures that may be taken include: (a) the
travel velocity, i.e., the ratio between the displacement of
the VSR center (the average of its voxels centers) along the
x-axis and the duration of the simulation; (b) the average
y-coordinate of the VSR center; (c) the average of the sum
of the squared control values of the voxels. For example,
optimizing the controller of a VSR with a given body for
the minimization of both measure a (inverted in sign) and
measure c corresponds to searching for a controller that is
at the same time good in running and energy-saving.
2.6. Software architecture
2D-VSR-Sim is meant to be used within or together with
another software that performs the actual optimization.
2D-VSR-Sim is organized as a Java package contain-
ing the classes and the interfaces that represent the
models and concepts described previously. The voxel
is represented by the Voxel class and its parameters
can be specified using the Voxel.Builder class, using
the builder pattern. The VSR is represented by the
VoxelCompound class; a description of a VSR, that can
be used for building a VSR accordingly, is represented by
the VoxelCompound.Description class. A controller is
represented by the interface Controller: a controller ex-
ploiting sensing can be realized by extending the abstract
class ClosedLoopController, that takes care of collect-
ing the sensor readings and makes them available to the
inheriting class. Finally, a task is described by the inter-
face Task.
Since VSRs are defined as grids of voxels, a class of par-
ticular importance in 2D-VSR-Sim is Grid<T>, that rep-
resents a 2-D grid of objects of type T: Grid may con-
tain null objects, meaning that the corresponding posi-
tions are empty. For example, a Grid<Voxel.Builder>
is used for specifying the body of a VSR, whereas a
Grid<SerializableFunction<Double, Double>> is used
for specifying the time functions, one for each voxel, that
are the parameters of the stateless, non-sensing controller
(represented by the class TimeFunction).
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2D-VSR-Sim provides a mechanism for keeping track of
an ongoing simulation based on the observer pattern. A
SnapshotListener interface represents the observer that
is notified of progresses in the simulation, each in the form
of a Snapshot: the latter is an immutable representation
of the state of all the objects (e.g., positions of voxels, val-
ues of their sensor readings) in the simulation at a given
time. We implemented two listeners using this interface.
GridOnlineViewer renders a visualization of the simu-
lated world within a GUI, whereas GridFileWriter pro-
duces a video file: both can process multiple simulations
together, organized in a grid. The possibility of visualizing
many simulations together can be useful, for example, for
comparing different stages of an optimization.
Figure 3 shows the graphical user interface (GUI) pro-
vided by GridOnlineViewer: four simulations of the loco-
motion task are shown with four different VSRs. On top of
the GUI, a set of checkboxes allows the user to customize
the visualization with immediate effect. Several measures
can be visualized through the fill color of the voxel or other
means; voxels SDSs and masses can be visualized too, as
well as other useful information.
2.7. Sample code
In Listing 1, we show a brief fragment of Java code using
2D-VSR-Sim for setting up a VSR and assessing it in the
task of locomotion.
Listing 1: Example of usage of 2D-VSR-Sim for setting up and per-
forming a simulation of a VSR composed of two materials that per-
forms locomotion.
1 Locomotion locomotion = new Locomotion(
2 60,
3 Locomotion.createTerrain("flat"),
4 Lists.newArrayList(
5 Locomotion.Metric.TRAVEL_X_VELOCITY ,
6 Locomotion.Metric
7 .AVG_SUM_OF_SQUARED_CONTROL_SIGNALS
8 ),
9 1,
10 new Settings ()
11 );
12 final Voxel.Builder hardMaterial =
Voxel.Builder.create ()
13 .springF (25)
14 .springScaffoldings(EnumSet.allOf(
15 Voxel.SpringScaffolding.class));
16 final Voxel.Builder softMaterial =
Voxel.Builder.create ()
17 .springF (5)
18 .springScaffoldings(EnumSet.of(
19 Voxel.SpringScaffolding.SIDE_EXTERNAL ,
20 Voxel.SpringScaffolding.CENTRAL_CROSS));
21 int w = 4;
22 int h = 2;
23 VoxelCompound.Description description = new
VoxelCompound.Description(
24 Grid.create(
25 w, h,
26 (x, y) -> (y == 0) ? materialHard :
materialSoft
27 ),
28 new TimeFunction(Grid.create(
29 w, h,
30 (x, y) -> (Double t) -> Math.sin(-2 *
Math.PI * t + Math.PI * (( double) x /
(double) w))
31 ))
32 );
33 List <Double > result =
locomotion.apply(description);
From line 1 to line 11, a task of locomotion on flat terrain
is defined with duration a of 60 s, a control step interval
c = 1, default settings for the physics engine, and two
measures to be taken at the end of the simulation: the
velocity along the x-axis, and average sum of the squared
control values.
From line 12 to line 20 two materials are defined by in-
stantiating two Voxel.Builder objects with different pa-
rameters (using the builder pattern). The first material
(hardMaterial, lines 12–15) has a large SDS frequency
fs = 25 Hz and all the groups of SDSs are used in the scaf-
folding. The second material (softMaterial, lines 16–20)
has fs = 5 Hz and only side external and central cross
groups enabled.
From line 23 to line 32 a VSR is defined by defining the
corresponding VoxelCompound.Description. The defini-
tion consists of a desription of the body (lines 24–27) and
a description of the brain (lines 28–31). The former is de-
fined as a grid of 4× 2 Voxel.Builders: the bottom row
of the grid uses the hard material; the top row uses the
soft material. The brain, i.e., the controller, is the state-
less, non-sensing one (TimeFunction) in which the control
value depends only on the current time. In particular, for a
given voxel at position x, y in the grid, the control value is
given by fx,y(t) = sin
(−2pit+ pi x4 )—i.e., the control value
varies with the same frequency and amplitude, but differs
in phase along the body.
Finally, at line 33, the execution of the task by the VSR
is simulated. This is the statement that, when executed,
results in the actual computation of the metrics that are,
in Listing 1, eventually stored in result in the form of a
list of two numbers.
It can be seen that, by exploiting the recent Java lan-
guage features (namely, lambda expressions) and estab-
lished coding practices, 2D-VSR-Sim allows to specify
complex scenarios concisely and consistently.
2.8. Impact of main parameters
We experimentally characterized 2D-VSR-Sim in terms
of the impact of its main parameters. In particular, we
considered three parameters—the SDS frequency fs, the
scaffolding, and the time-step ∆t—and evaluated their im-
pact on the static and dynamic behavior of the simulated
material and on the simulation performance.
2.8.1. Static and dynamic behavior
For characterizing the static and dynamic behavior, we
considered a cantilever beam, i.e., a grid of w × h voxels
with the same properties in which the h leftmost voxels
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Figure 3: The GUI provided by 2D-VSR-Sim for visualizing many simulations together (here four simulations in a grid of 2 × 2). In this
(default) configuration, each voxel is filled with a color that is proportional to the variation of the voxel area: red means shrunk, green means
no variation, yellow means enlarged. The ground is filled in dark gray.
are connected with an unamovable body (a wall). We ex-
perimented with three cantilever sizes (5× 2, 10× 2, and
10× 2)—Figure 4 shows the 10× 4 case.
Figure 4: The 10× 4 cantilever beam used for the characterization
of the static and dynamic behavior of the simulated material.
We simulated an interval of 60 s with the default values
for all the parameters with the exception of the SDS fre-
quency fs and the scaffolding. We set fs to one value in
4 Hz, 8 Hz, 10 Hz, 15 Hz, 20 Hz, 25 Hz, and 30 Hz and scaf-
folding to one possible subset of the scaffolding groups—we
varied only one parameter at once. During the simulation,
we applied a force f along the y-axis, i.e., towards the
ground, to the rightmost extreme of the cantilever beam:
in detail, we applied an equal force with a magnitude of
1
2h‖f‖ to each one of the two rightmost masses of each of
the h rightmost voxels.
For characterizing the static behavior, we set ‖f‖ =
30 N and applied it for the entire duration of the simu-
lation. For the dynamic case, we set ‖f‖ = 800 N and
applied it for the initial 0.1 s. In both cases, we disabled
the gravity. We measured the y-displacement of the cen-
ter of the h rightmost voxels with respect to the resting
position.
Figure 5 shows the results for the static case in terms of
the final y-displacement at t = 60 s vs. the parameter value
(SDS frequency fs on the left plot and scaffolding on the
right plot), one set of measurements for each of the three
cantilever sizes. It can be seen that the static behavior is,
in general, consistent. The lower fs, the larger the absolute
y-displacement: i.e., the softer the material, the more the
cantilever bends. The same trend can be observed for the
scaffolding: with just two groups (side external and central
cross) the y-displacement is larger than with more groups;
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as expected, the lowest displacement is obtained with all
the groups enabled, corresponding to the largest stiffness.
Figure 6 shows the results for the dynamic case in terms
of the y-displacement over the time (for t ≤ 15 s) for dif-
ferent values of the SDS frequency fs (left plot) and dif-
ferent configurations of the scaffolding (right plot)—only
the results for the 10 × 4 cantilever are shown. It can be
seen that the two parameters impact again as expected:
the lower fs, hence the softer the material, the larger the
maximum absolute y-displacement and the slower the os-
cillation. Similarly, with all the groups the maximum dis-
placement is smaller and the oscillation shorter than with
just two groups.
2.8.2. Simulation performance
Concerning the simulation performance, i.e., how many
simulation steps can be performed in the unit of time on
a given computing machine, we explored the impact of
scaffolding and simulation step ∆t. The SDS frequency
fs has no significant impact; we hence do not discuss this
parameter here.
We considered a VSR of w × 3 voxels with the same
properties (i.e., a sort of worm of length w) actuated by
a stateless, non-sensing controller. The control value for
a voxel at position x, y in the grid is given by fx,y(t) =
sin
(−2pit+ pi xw ), i.e., the same of Section 2.7. The VSR
moved on an uneven surface in the attempt of performing
the locomotion task.
For each value of w ∈ {3, 6, . . . , 42, 45} (starting from
w = 45), we performed 5 simulations lasting 60 s (sim-
ulated time). We executed the simulations in parallel
(as Callables through the Java ExecutorService frame-
work, one Callable for each core) on the Galileo partition
of the CINECA HPC cluster, where each node is equipped
with 2 × 18 cores based on 2.30 GHz Intel Xeon E5-2697
v4 (Broadwell) and with 128 GB RAM. We used Open-
JDK 64-Bit Server VM (build 13+33) with the -Xmx8G
option (i.e., with at most 8 GB) and repeated the proce-
dure 10 times on 10 different HPC nodes, hence perform-
ing 5 × 10 = 50 simulations for each value of w. At the
end of each simulation, we counted the average number
of simulated voxel steps per second (SVSPS), obtained as(
60
∆t3w
)
1
τ ,
60
∆t being the number of simulated steps, 3w
the number of voxels, and τ the duration (wall time) in
seconds of the simulation.
Figure 7 shows the results in terms of SVSPS vs. the
VSR length w for different configurations of the scaffold-
ing (left plot) and for different values of the time-step ∆t
(right plot). It can be seen that 2D-VSR-Sim is able to
perform approximately 20 000 SVSPS per core on the used
machine—we remark that each simulation has been exe-
cuted on a single core. Moreover, Figure 7 shows that the
number of SVSPS depends on the number of voxels: larger
VSRs result in fewer SVSPS. The remarkably lower values
of SVSPS for largest w values in both plots are related
to how we executed the experiments: the Java VM took
some time to warm up and delivered worse performance
in the first executed simulations, that were the ones with
w = 45.
Concerning the impact of the scaffolding, it can be seen
that, as expected, the larger the number of simulated SDSs
per voxel, the fewer SVSPS: we recall that E+C, E+I+C,
All, and E+I+X correspond to 6, 10, 18, and 16 SDSs,
respectively. Finally, concerning the time-step ∆t, it can
be seen that the lower ∆t, the more SVSPS, though the
differences are small. This finding can be explained by
considering that the underlying physics engine is required
to perform heavier computation when longer time-steps
are performed. We recall, however, that the overall num-
ber of performed steps is inversely proportional to ∆t: this
makes, with other parameters being the same, convenient
to prefer large values for ∆t.
3. Illustrative examples
In order to verify that 2D-VSR-Sim can be a useful tool
for research about optimization of VSRs, we repeated the
experiments carried out in three significant and recent pa-
pers on this topic, namely [5, 9, 10]. The cited studies
tackled different research questions, but share the fact that
they used optimization of VSRs as an experimental way
for providing answers. In [5] the investigation is about the
possibility of obtaining functioning objects by optimizing
the distribution of the materials. In [9] the question is
whether development (i.e., change in the properties of the
agent during its lifetime) can increase evolvability. Finally,
in [10] the hypothesis is that when a VSR controller can
sense the environment, it can be more effective. Interest-
ingly, all the three studies rely on evolutionary computa-
tion for doing optimization.
We remark that our intent was not to exactly repro-
duce the experimental results of the cited studies (also be-
cause they were obtained with 3-D VSRs and 2D-VSR-Sim
work with 2-D VSRs), but instead to show how 2D-VSR-
Sim can be used in a variety of scenarios for a variety of
purposes. To this end, we performed our experiments in
similar, but not identical, settings. In particular, we used
here one single evolutionary algorithms (EA) for the three
cases and adapted the representation of the solution, and
hence the search space, to the specific case.
The used EA employs a µ + λ generational model
(see [20] for a general introduction to evolutionary com-
putation): a population of µ = npop individuals is evolved
by generating, at each iteration, an offspring of λ = npop
that is then merged with the parents; the npop best in-
dividuals are selected for keeping the population size the
same. The initial population is filled randomly, i.e., by
randomly sampling the search space. The offspring is gen-
erated by repeating, for each children, the following steps:
(i) a genetic operator between crossover and mutation is
chosen randomly with probability of, respectively, 0.8 and
0.2; (ii) two or one parents, depending on the genetic oper-
ator, are chosen using a tournament selection of size ntour;
(iii) the operator is applied and the child is added to the
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offspring. In order to prevent premature convergence to
local optima [21], diversity is favored in the population by
repeating the process above for at most 10 times if the
individual generated by applying the genetic operator is
already present in the population (parents or offspring).
Since we applied this EA on numerical search spaces, i.e.,
in Rp, we used suitable genetic operators. For the mu-
tation, we used the Gaussian mutation, i.e., a child x′
is obtained by adding a zero-mean Gaussian noise inde-
pendently to each element of the parent x ∈ Rp—we set
σ = 0.15. For the crossover, we used the extended segment
crossover, i.e., the child x′ is obtained as x1 +α(x2−x1),
where α ∼ U(−1, 2)p is a vector of independent values
generated by sampling uniformly the interval [−1, 2].
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In our experiments, we set npop = 250, ntour = 8,
and we stopped the evolution after ngen = 500 itera-
tions. We made the code of the experimental machinery
using this EA together with 2D-VSR-Sim publicly avail-
able at https://github.com/ericmedvet/hmsrevo. We
set ∆t = 130 s and used the same HPC machines of Sec-
tion 2.8.2.
3.1. Evolutionary optimization of the body
Hiller and Lipson [5] are the authors of one of the semi-
nal papers about VSRs. They considered recent progresses
in fabrication techniques that enabled robots to be com-
posed of soft materials whose properties vary continuously
along the robot. These advancements brought great free-
dom in the design of the robots along with, however, the
challenge of effectively exploiting this freedom. For ad-
dressing this challenge, the authors used optimization to
automatically design, starting from a small set of available
materials, the body of a VSR for the task of locomotion;
the optimization was performed using a software which
simulates the locomotion. At the end, the results were
validated by fabricating a few of the obtained designs and
measuring the locomotion performance in reality—the ac-
tuation was obtained using air pressure changes, by means
of a pneumatic chamber. We here use 2D-VSR-Sim for re-
producing the optimization process using an EA, with a
solution representation similar to the one of the cited pa-
per.
One of the key contribution of [5] is the representation of
the solution, i.e., the body of a robot, by using Gaussian
mixtures. We defined our representation based on that
idea.
First, we defined four materials by setting different voxel
and controller properties, as follows: (i) a passive hard
material, with fs = 25 Hz, all the scaffolding groups en-
abled, and a control value f(t) = 0 (i.e., no actuation);
(ii) a passive soft material, with fs = 5 Hz, only the side
external and central cross groups enabled, and a con-
trol value f(t) = 0; (iii) an active material, with all
the parameters set to default values and a control value
f(t) = sin(2pit); (iv) a counter-phased active material,
with all the parameters set to default values and a con-
trol value f(t) = sin(−2pit). Then, given an enclosing
grid of w × h voxels, we defined a body to be unequivo-
cally described by 5 tuples for each material, a tuple being
(xˆi, yˆi, σi, qi), i ∈ {1, . . . , 5}.
For determining the VSR given its 5× 4 tuples, we pro-
ceeded as follows:
1. for each element of the grid (x, y) ∈ {1, . . . , w} ×
{1, . . . , h} and for each material j, we computed the
sum of the corresponding Gaussian mixtures as:
g(x, y, j) =
i=5∑
i=1
qi
σi
√
2pi
e
− d2
σ2
i
where d =
√
(x− xˆi)2 + (y − yˆi)2;
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Figure 8: Results of the body optimization problem inspired by [5]:
fitness, i.e., relative average velocity, of the best individual during the
evolution. The shown value is the median across the 10 repetitions.
The shaded area represents the interval defined by ±σ, σ being the
standard deviation across the repetitions.
2. then, for each element of the grid, we set the
material to the one with the largest g(x, y, j), if
maxj g(x, y, j) ≥ g0, or no material (i.e., no voxel at
x, y), otherwise—g0 is a predefined threshold that we
set to 1;
3. finally, we took only the largest connected subset of
voxels.
In summary, this representation is an indirect gener-
ative representation corresponding to the search space
R5×4×4 = R80, that we searched with the EA described
in Section 3. We generated the initial population by ran-
domly sampling [0, 1]80.
We experimented with two enclosing grids of 5× 5 and
10× 10 and measured the individual fitness as the relative
average velocity in a simulation lasting 60 s, i.e., the ve-
locity divided by the largest dimension (width or heigth)
of the VSR—we actually used negative velocities for cast-
ing the problem as a minimization problem. We used a
flat terrain and performed 10 repetitions of the execution
of the EA for each enclosing grid by varying the random
seed.
Figure 8 shows the results of this experiments as the
median value (across the 10 repetitions) of the fitness of
the best individual, i.e., the one with the largest relative
velocity, during the evolution, one line for each of the two
enclosing grids.
It can be seen that the optimization works, i.e., relative
velocity is ≈ ×2.5 larger in the optimized 5× 5 VSRs and
≈ ×2 larger in 5×5 VSRs with respect to a “random” VSR.
Interestingly, the variability of the designs is larger for the
largest enclosing grid, which is consistent with the fact
that this case allows for more possible shapes. Figure 9
shows a few frames of one of the evolved designs in the
5 × 5 case: the body is actually enclosed in a 5 × 3 grid
and has two legs, the rear one with a larger “foot”. We
analyzed the videos and saw that this foot, while moving
in coordination with the rest of the body, allows the robot
to move fast.
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Figure 9: Five frames of one of the evolved designs in the 5× 5 case that moves over the flat terrain.
3.2. Evolution and development
Kriegman et al. [9] focused on the interaction between
evolution and development, two forms of adaptation that
occur at different time scales. For investigating experimen-
tally this topic, the authors considered the case of VSRs:
robots had to adapt for locomotion by varying the param-
eters defining their body and their behavior.
Here we used a very similar representation for the VSRs,
all with a body consisting of a fixed grid of 11 × 4 voxels
with the same properties. Concerning the controller, we
considered two cases: one for the evolution only, the other
for combined effect of evolution and development. In the
former case, each j-th voxel is actuated by a control value
fevo(t) = sin(2pit+φj); in the latter case, the control value
is set by fevoDevo(t) = sin(2pit + φj) + aj +
t
tfinal
(bj − aj),
where tfinal = 60 s is the duration of the simulation. In
fevoDevo the development is given by the linear variation
of the control value, i.e., the relative area of the voxel,
that changes “slowly” from aj to bj over the course of
the VSR lifetime. With this representation a VSR is un-
equivocally defined by 11 × 4 = 44 values φ1, . . . , φ44, in
the evolution only case, and by 11 × 4 × 3 = 132 values
φ1, a1, b1, . . . , φ44, a44, b44, in the evolution+development
case; the corresponding search spaces are hence R44 and
R132. We generated the initial populations by randomly
sampling [−pi, pi]44 and [−pi, pi]132.
Similarly to the previous experiment, we used the rel-
ative average velocity as the fitness of the individual and
we performed 10 executions of the EA for each of the two
cases by varying the random seed.
Figure 10 shows the results as the median value (across
the 10 repetitions) of the fitness of the best individual dur-
ing the evolution, one line for each of the two cases. It can
be seen that, in accordance with the findings of the [9],
the combined effect of evolution and development allows
to eventually obtain VSRs that are more effective at lo-
comotion. Another interesting observation concerns the
efficiency of the optimization: initially, optimizing in the
evolution+development case is harder, likely because the
search space is larger. Qualitatively, this finding is consis-
tent with what Kriegman et al. shown experimentally in
their study.
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Figure 10: Results of the evolution vs. evolution+development ex-
periment inspired by [9]: fitness, i.e., relative average velocity, of
the best individual during the evolution. The shown value is the
median across the 10 repetitions. The shaded area represents the
interval defined by ±σ, σ being the standard deviation across the
repetitions.
3.3. Evolutionary optimization of sensing controllers
Talamini et al. [10] proposed to design a VSR controller
that can exploit the feedback from the environment—
that is, sense it—in contrast with existing approaches (as,
e.g., [5, 9]) where the control values were simple functions
of the current time. In order to verify if the ability of
sensing actually allows to obtain more effective VSRs, the
authors of [10] considered the locomotion problem, three
VSR shapes, and optimized the controller parameters us-
ing an EA. They adopted the stateless, non-sensing con-
troller of [9] (in the evolution only case) and its represen-
tation as a comparison baseline.
We here considered three similar shapes: (a) a worm
of 4 × 1 voxels; (b) a biped with 4 × 1 voxels as trunk
and two single-voxel legs at the extremes; and (c) a tripod
with a 5×1 voxels as trunk and three single-voxel legs, two
at the extremes and one in the middle. For the baseline
controller, the representation is the same of the previous
experiment and the search spaces are R4, R6, and R8, re-
spectively for the worm, biped, and tripod. For the sens-
ing controller, we used a MLP-based controller described
in Section 2.3 with no inner layer and the following m = 6
inputs for each one of the VSR voxels: (1) the average of
the last 5 readings of the area ratio, (2) the 5-th difference
of the area ratio, (3) the average of the last 5 readings of
the rotated x-velocity, (4) the 5-th difference of the rotated
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x-velocity, (5) the average of the last 5 readings of the ro-
tated y-velocity, and (6) the 5-th difference of the rotated
y-velocity. We set the driving function to sin(2pit); this
resulted in the MLP being defined by (6n + 1 + 1) × n
weights, n being the number of voxels. The corresponding
search spaces are hence R104, R228, and R400 for the three
shapes. We generated the initial populations by randomly
sampling [−1, 1]104, [−1, 1]228 and [−1, 1]400.
We used the relative average velocity as the fitness of
the individuals and we performed 10 executions of the EA
for each pair composed of a controller type (sensing or
non-sensing) and a shape (worm, biped, or tripod).
Figure 11 shows the results as the median value (across
the 10 repetitions) of the fitness of the best individual dur-
ing the evolution, one line for each of the two controller
cases, one plot for each shape. It can be seen that the
sensing controller is always more effective, after some op-
timization effort, in accordance with the findings of [10].
There are some differences in the amount of improvement
that sensing delivers among the three shapes which could
be explained, at least in part, by the different increases of
the size of the search space.
We visually inspected the behaviors of some of the opti-
mized VSRs and verified that, as found in the cited paper
by systematically analyze the behaviors, sensing appar-
ently produces more interesting behaviors. For example,
we discovered that for the worm shape some sensing con-
trollers resulted in a sort of jumping behavior. The MLP-
based controller was able to perceive the change in the
value of the 5-the difference of the rotated y-velocity (i.e.,
acceleration along the y-axis) in order to trigger a prompt
expansion of all voxels which itself made the VSR jump.
In contrast, many of the non-sensing controllers resulted
in a slightly less effective worm-like movement, where the
four voxels expand with different phases that cause a sort
of wave along the worm body.
4. Conclusions
We presented 2D-VSR-Sim, a software for simulating
a particular kind of soft robots, called VSRs, composed
of many simple voxels. Our software allows researchers
to focus more on what to optimize rather than on how
to model a VSR. In particular, 2D-VSR-Sim may boost
research concerning how VSRs can exploit perception and
modularity to improve their effectiveness.
We showed that 2D-VSR-Sim is highly versatile and can
be easily tailored to a variety of experimental scenarios. To
this end, we used 2D-VSR-Sim for repeating the experi-
ments of three significant and recent studies on VSRs. The
studies are similar, since they all use VSRs and optimiza-
tion to answer broad research questions, but differ in the
nature of the questions they address.
We think that many other interesting research ques-
tions still exist that can be tackled also experimenting with
VSRs and optimization. E.g., which kind of development
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Figure 11: Results of the sensing vs. non-sensing controller exper-
iment inspired by [10]: fitness, i.e., relative average velocity, of the
best individual during the evolution, one plot for each VSR shape.
The shown value is the median across the 10 repetitions. The shaded
area represents the interval defined by ±σ, σ being the standard de-
viation across the repetitions.
is beneficial to evolution of highly modular robots? To
which degree different kinds of perception may enable the
robot to perform more complex tasks? Can optimization
be favored by gradual hardening of the target task? Can
the body and the brain be optimized together? Which
learning representation for the robot brain result in good
scalability with respect to the body size? We think that,
by reducing the burden for the experiments needed to val-
idate answers to these and other questions, 2D-VSR-Sim
may become a valuable tool for researchers in different dis-
ciplines.
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