In this paper, the following generalization of multivariate Bernstein polynomials has been studied:
Introduction
Direct and inverse theorems for Bernstein type linear positive operators have been investigated by many authors [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . Direct theorems concern the rate of converges of these operators. Inverse theorems concern the task of determining the class of functions. These problems have been solved by several authors by means of different techniques of the main tools being the classical modulus of continuity. Some of them are those written in [1, 2, 4, 13] .
Some inverse theorems have been proved in [2] for B n f denoting the, Bernstein polynomials on the two-dimensional simplex S = {(x, y) : x + y 1, x 0, y 0}.
The aim of this paper is to prove direct and inverse theorems and to give some examples of numerical solutions for the multivariate generalized Bernstein polynomials in (1) .
Let 
Definition 1. Let f ∈ C I R m (D)
and is a positive number. Full continuity modulus of function f is 
The best known of two of features of continuity modulus are as such below
and for any > 0,
The same properties are satisfied by partial continuity moduli.
Definition 2.
Let f be continuous on D and (b n ) is a sequence of positive numbers such that lim n→∞ n/b n = 1, then a generalization of multivariate Bernstein polynomials is defined as follows:
where
When n is taken instead of b n in (1), classical Bernstein polynomials are obtained. 
Convergence analysis
where t = (t 1 
The proof of this theorem is shown in [7] . Proof. It is obvious that B n is a linear positive operator and the equations and inequality given below are easy to show:
By Theorem 3,
Example 5. When m = 2 is chosen the multivariate Bernstein polynomials of f (x 1 , x 2 ) is as in the following form:
For n = 1, 2, 3, 5, 10 and b n = 1/(ln(n + 1) − ln(n)) , the convergence of
2 )/100 will be illustrated in Fig. 1 . 
For n = 2, 3, 5, 8 and
will be illustrated in Fig. 2 .
Rate of convergence
Proof. When the difference B n f − f is represented as follows:
the following inequality is obtained.
By using well-known properties of the modulus of continuity and applying the Cauchy-Schwartz inequality, we obtain the formula
where n is the some sequence which tends to zero as n → ∞. By taking in (6), we obtain the following formula:
In the same way, the second inequality
Example 8. The error of the approximation of f (x 1 , x 2 ) = x 1 sin(x 2 ) by using polynomial (5), where b n = 1/(ln(n + 1) − ln(n)), are listed in Table 1 .
Example 9. The error of the approximation of f (x
by using polynomial (6) , where b n = 1/(ln(n + 1) − ln(n)), are listed in Table 2 .
The values in the tables above by using Maple 9 program in computer have been obtained.
Corollary 10. If f satisfies the Lipschitz conditions,
(i) |f (x 1 , x 2 , . . . , x m ) − f (y 1 , y 2 , . . . , y m )| M( m j =1 (x j − y j ) 2 /2 , (ii) |f (x 1 , x 2 , . . . , x j , . . . , x m ) − f (x 1 , x 2 , . . . , x j −1 , y j , x j +1 , . . . , x m )| M j |x j − y j | j , j = 1, 2, . .
. , m, then the inequalities
are obtained.
Inverse theorems Theorem 11. If f ∈ C I R m (D) is such that
for some positive constant M, then f ∈ Lip .
Proof. The partial derivative of Eq. (1) with respect to x i may be written as follows:
For any pair x, y of points in [0, 1], we write as follows:
The sequence n decreases to zero as n → ∞. Also n−1 2 n for n = 2, 3, . . . . Hence for a given 0 < 1 there exists a natural number n such that n n−1 2 n .
By using (9) in (8), we get
On the other hand, we write 
By using (9) and (10) On the other hand, from the inequality (f ; h) C 1 ( + (h/ ) (f ; )) we get the inequality (f ; h) C 2 h (proof see [1] ). Consequently, we write (f ; h) C 2 h (0 < < 1).
By the inequality (13), we obtain f ∈ Lip . This completes the proof. is obtained.
