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Résumé
Les systèmes autonomes prennent une place de plus en
plus importante dans nos environnements quotidiens et im-
posent des spécifications particulières. Il est donc impor-
tant de définir et vérifier des propriétés liées à la sécurité,
la sûreté ou encore la fiabilité de tels systèmes. Dans cet
article, nous adoptons un formalisme de modélisation basé
sur les systèmes à évènement discrets (SED) et nous intéres-
sons à des propriétés relatives au diagnostic. Une nouvelle
propriété appelée estimabilité à état unique est introduite.
Lorsque les observations produites par un système ne per-
mettent pas d’être certain de l’état dans lequel il se trouve
(plusieurs états sont compatibles avec les observations) l’es-
timation de son état est ambiguë. Cette propriété exprime
alors la possibilité de limiter l’estimation à un seul état sans
rencontrer d’incohérence dans la suite de l’exécution. Limi-
ter l’estimation à un seul état facilite entre autres la décision
notamment par l’utilisation éventuelle d’un planificateur dé-
terministe dans une architecture autonome complète. Une
condition nécessaire et suffisante pour l’ estimabilité à état
unique des SED est fournie ainsi qu’un algorithme récur-
sif permettant de la vérifier et, testé sur différents jeux de
données.
Abstract
Specific requirements must guide the design of au-
tonomous systems as they are increasingly present in our
everyday environment. Their properties must be carefully
defined and checked to guarantee safety, security and de-
pendability. In this paper, we adopt a discrete event system
modelling framework and focus on properties that are re-
lated to diagnosis. A new property called single state track-
ability is introduced. When available observations may lead
to an ambiguous estimate, i.e. several admissible state can-
didates, this property assesses the possibility of reducing the
estimate to a single state without this leading to a dead-end
in the continuation of the execution. A single state estimate
advantageously facilitates decision making and allows the
use of a deterministic planner in the autonomous architec-
ture. We provide a necessary and sufficient condition for
single state trackability of a discrete event system and we
propose a recursive algorithm to check this property. The
algorithm is validated with a set of benchmarks.
1 Introduction
La capacité d’un système autonome à réagir à des événe-
ments imprévus dépend de sa capacité à estimer son état in-
terne. Ceci influe fortement sur la prise de décision et peut
être nécessaire à sa survie. Nous nous concentrons sur des
systèmes dont la dynamique peut être représentée par un
formalisme de modélisation à événements discrets à temps
échantillonné.
Dans ce contexte, l’estimation d’état et le diagnostic ont
fait l’objet de nombreux travaux [17, 18, 6, 5]. En géné-
ral, les observations issues du système ne suffisent pas à
garantir l’observabilité de l’état [12, 10], ce qui signifie
que l’estimation d’état est ambiguë : plusieurs estimations
sont possibles à chaque pas de temps. Par conséquent, le
nombre d’états candidats augmente de façon exponentielle
au fil de l’exécution du système. La plupart des travaux
s’attaquent à ce problème en sélectionnant un nombre li-
mité de meilleurs candidats en fonction d’un critère de pré-
férence, par exemple des probabilités comme dans [16, 8].
Cependant, lorsque l’état réel ne fait pas partie du sous-
ensemble sélectionné, cela peut conduire à une impasse
dans la suite de l’exécution. La solution proposée par [8]
pour ce problème est de revenir en arrière et de récupérer la
trajectoire de l’état qui permet à l’estimation de reprendre.
Dans ce travail, nous réduisons à l’extrême le nombre
d’estimations et nous proposons de n’en conserver qu’une
seule, comme dans [1]. Cela découle de plusieurs rai-
sons. Premièrement, les architectures autonomes ont une
quantité très limitée de mémoire et il n’est pas souhai-
table de stocker l’historique complet de l’exécution du sys-
tème puisque celle-ci croît au fil du temps. Deuxièmement,
l’estimation doit être incrémentale et fondée uniquement
sur l’estimation précédente et sur l’observation actuelle à
chaque étape. Enfin, l’estimation d’un état unique facilite
avantageusement la prise de décision et permet l’utilisa-
tion de planificateurs déterministes dans l’architecture au-
tonome.
Nous pensons qu’un retour en arrière en cas d’impasse
n’est pas une solution viable compte tenu des contraintes
de temps réel. C’est pourquoi nous introduisons une nou-
velle propriété appelée estimabilité à état unique qui éva-
lue la possibilité de réduire l’estimation à un seul état sans
que cela n’aboutisse à une impasse dans la poursuite de
l’exécution. Des observations ultérieures peuvent prouver
que l’état estimé était erroné, invalidant ainsi les décisions
précédemment prises. Bien qu’il soit souvent impossible
d’assurer l’exactitude de l’état estimé, la propriété présen-
tée dans cet article évalue s’il est possible de sélection-
ner une estimation unique de l’état du système de manière
à ce qu’elle ne soit jamais remise en cause par une sé-
quence d’observations ultérieure. Notre principale contri-
bution est de fournir une condition nécessaire et suffisante
pour l’estimabilité à état unique d’un système à événe-
ments discrets et nous proposons un algorithme récursif
pour vérifier cette propriété à partir du modèle du système
et de son estimateur.
Cet article est structuré comme suit. Les travaux
connexes sont présentés en Section 2. La Section 3 pré-
sente le formalisme de modélisation pour les systèmes à
événements discrets et les estimateurs incrémentaux. En-
suite, la propriété d’estimabilité à état unique est présentée
en Section 4. Les concepts utiles à la vérification de cette
propriété sont introduits en Section 5. Enfin, un algorithme
de vérification est proposé en Section 6 et validé sur des
systèmes expérimentaux en Section 7.
2 Travaux connexes
Bien que la propriété d’estimabilité à état unique soit
nouvelle, les notions connexes d’observabilité et de diag-
nosticabilité des SED ont fait l’objet de plusieurs travaux.
[12] traite de l’observabilité dans le cadre de l’observation
partielle de l’état et de l’observation totale des événements.
La notion d’états (faiblement) indiscernables tient compte
de toutes les observations futures, et l’observabilité (faible)
est obtenue lorsque toutes les paires d’états sont (faible-
ment) indiscernables. La notion de coobservabilité est dé-
finie de la même façon pour des observations antérieures.
Une forte coobservabilité implique que l’état actuel peut
être déterminé de façon certaine à partir de l’historique des
observations, ce qui est beaucoup plus fort que l’ estimabi-
lité à état unique car celle-ci n’impose pas à l’état estimé
de correspondre parfaitement à l’état du système.
Dans [10], seuls quelques événements sont observés, et
un système est dit observable lorsqu’un observateur qui suit
tous les états possibles visite régulièrement un état connu
avec certitude. La notion d’observabilité avec délai est si-
milaire, mais permet à l’état unique connu de se situer dans
le passé. La définition des observateurs résilients reflète le
principe de robustesse aux observations perturbées. L’ob-
servabilité exige la connaissance de l’état exact du système,
ce qui n’est pas nécessaire pour l’estimabilité à état unique.
Inversement, l’estimabilité à état unique exige que, parmi
deux états indiscernables, l’un explique toutes les observa-
tions produites par l’autre, ce qui n’est pas nécessaire dans
les définitions de l’observabilité.
La diagnosticabilité, telle que définie dans [13], diffère
de notre approche par plusieurs aspects. Tout d’abord, elle
cible les fautes permanentes, tandis que notre approche
peut également être appliquée pour estimer la présence
de fautes intermittentes. Deuxièmement, elle nécessite la
construction complète d’un diagnostiqueur, ce qui pose un
problème de passage à l’échelle ([14] atténue ce problème).
Enfin, elle tient compte d’un délai limité entre l’apparition
d’une faute et son diagnostic. Bien que cette idée soit inté-
ressante et constitue une exigence réaliste, il n’existe aucun
moyen universel de l’appliquer aux phénomènes intermit-
tents. Les méthodes issues de [3] et [7], ont été difficile à
appliquer à notre contexte de systèmes autonomes.
3 Estimation d’état dans les SED
Dans cet article, nous adoptons une approche de modé-
lisation similaire à celle du model-checking, dans laquelle
les états sont définis par des affectations sur un ensemble
de variables booléennes S. Certaines variables sont obser-
vées (toujours les même à chaque pas de temps) et forment
un ensemble O tel que O ⊆ S. Les variables qui ne sont pas
observés sont alors estimées. On appelle observation une
affectation aux variables d’états observés. Nous supposons
que le système suit une dynamique discrète et que tous les
pas de temps sont de même durée.
définition 1 (Système à évènements discrets) Un sys-
tème à évènements discrets (SED) est représenté par un
tuple (S ,∆, s0) où S est l’espace d’état, ∆ ⊆ S × S est la
relation de transition et s0 ∈ S est l’état initial.
On suppose qu’il n’existe aucune contrainte à propos de
la vivacité du système, cet hypothèse n’influant pas le pro-
blème traité et les définitions associées.
définition 2 (Langage d’exécution) Pour un SED
(S ,∆, s0), le langage d’exécution L(∆) ⊆ S ∗ est l’en-
semble des séquences finis d’états cohérentes :
L(∆) = {(s0, . . . , sn)|n ∈ N+,∀i ∈ [0, n − 1], (si, si+1) ∈ ∆}
Notations : Soit seq ∈ L(∆) une séquence d’états, seq[i]
dénote le i
ème
état de la séquence commençant à l’état initial
seq[0], la taille de la séquence est notée |seq|.
Une affectation sur les variables de O est appelé une ob-
servation. On note O l’ensemble des observations possibles
et on note obs la fonction d’observation de S vers O qui
projette un état sur son observation et nous l’étendons na-
turellement de S ∗ vers O∗ comme suit : |obs(seq)| = |seq| et
obs(seq)[i] = obs(seq[i]) pour i ∈ [0, |seq|[.
Nous définissons ensuite le langage des observations
pour un SED.
définition 3 (Langage des observations) Pour un SED,
le langage des observations Lobs(∆) ⊆ O∗ est l’ensemble
des séquences d’observations cohérentes.
Lobs(∆) = {obs(seq)|seq ∈ L(∆)}
Pour une séquence d’observations sobs deLobs(∆) et une
observation o de O, on note sobs.o la concaténation de sobs
et o.
Nous définissons maintenant le problème de l’estimation
d’état dans les SED. L’estimation est un processus incré-
mental qui base son raisonnement uniquement sur l’état
précédent (estimé) et l’observation actuelle.
définition 4 (Candidats à l’estimation) Étant donnés un
SED (S ,∆, s0, ), un état s ∈ S et une observation o ∈ O,
nous définissons l’ensemble des candidats à l’estimation
cands(s, o) comme l’ensemble des états dans lesquels le
système pourrait se trouver, en supposant qu’il était dans
l’état s à l’instant précédent, et produit l’observation o à
l’instant courant. Formellement :
cands(s, o) = {sˆ ∈ S |(s, sˆ) ∈ ∆ et obs(sˆ) = o}
Pour une paire donnée (s, o), il existe souvent plusieurs es-
timations possibles. Dans notre approche, un seul candidat
est sélectionné à chaque étape. Ainsi, l’estimation d’état
peut être modélisée comme suit.
définition 5 (Fonction d’estimation) Soit (S ,∆, s0) un
SED. Une fonction d’estimation est une fonction estim :
(S ×O)→ S qui sélectionne un état unique parmi les can-
didats, c.a.d. pour chaque s ∈ S et o ∈ O, si cands(s, o) , ∅
alors estim(s, o) ∈ cands(s, o).
Un estimateur est complètement défini par sa fonction
d’estimation. Il reçoit les observations en entrée, et l’état
estimé est réutilisé à l’étape suivante pour calculer l’esti-
mation.
définition 6 (Séquence d’estimations) Soient (S ,∆, s0)
un SED, estim : (S ×O)→ S une fonction d’estimation, et
sobs une séquence d’observations de Lobs(∆). La séquence
d’estimations pour sobs est l’unique séquence d’états sest
telle que :
— sest[0] = s0 et
— pour i ∈ [1, |sobs|[, si cands(sest[i − 1], sobs[i]) , ∅
alors sest[i] = estim(sest[i − 1], sobs[i])
sinon sest est indéfinie.
4 Estimabilité à état unique
Le simple fait qu’un estimateur sélectionne une estima-
tion unique crée des scénarios dans lesquels l’estimation
peut différer de l’état réel du système, le système peut par
la suite produire une observation incompatible avec l’état
précédent estimé. Dans de tels scénarios, l’estimateur est
incapable de produire une estimation, car l’ensemble des
candidats à l’estimation est vide et la fonction d’estimation
est alors indéfinie 1. Formellement, si nous notons s l’état
réel du système et sˆ l’estimation de l’état faite par l’estima-
teur, si s , sˆ, le système peut évoluer dans un état s′ et pro-
duire une observation obs(s′) = o telle que cands(sˆ, o) = ∅.
Nous appelons une telle situation une impasse, et le chemin
observable est appelé un chemin sans issue.
définition 7 (Chemin sans issue) Soient (S ,∆, s0) un
SED, estim : (S × O) → S une fonction d’estimation,
k ∈ N, sobs une séquence d’observations de Lobs(∆) telle
que k = |sobs| et o une continuation de sobs telles que
sobs.o ∈ Lobs(∆). sobs.o est un chemin sans issue si et
seulement si :
— il existe une séquence d’estimations sest =
(sˆ0, . . . , sˆk) pour sobs ;
— il n’existe aucun candidat à l’estimation pour o,
c.a.d. cands(sˆk, o) = ∅.
Les chemins sans issue illustrent le problème dans le-
quel l’estimateur fait une hypothèse au sujet de l’état réel
du système, et découvre plus tard que celle-ci était fausse.
Cela peut poser problème si une décision importante a été
prise à la suite de cette hypothèse. La plupart du temps, il
est impossible (et pas nécessaire) de connaître avec certi-
tude l’état réel du système pour le faire fonctionner. C’est
pourquoi nous introduisons le concept d’estimabilité à état
unique, c.a.d. la capacité d’estimer de manière unique l’état
du système et de ne jamais rencontrer un chemin sans issue.
définition 8 (Estimabilité à état unique) Un SED est es-
timable à état unique 2 si et seulement s’il existe une fonc-
tion d’estimation estim : (S × O) → S telle qu’aucune
séquence d’observations sobs ∈ Lobs(∆) n’est un chemin
sans issue.
exemple 1 Considérons le SED représenté en figure 1, dé-
crit comme un automate de Moore [9] sans alphabet d’en-
trée.
Au début de l’exécution, le système produit la séquence
d’observations (a, a, b). Pour les 3 premiers pas de temps,
1. Notons que de tels scénarios peuvent se produire puisque l’estima-
teur ne garde pas en mémoire tous les candidats à l’estimation.
2. Dans cet article, « estimable » et « estimabilité » font respective-
ment référence à estimable à état unique et estimabilité à état unique
s0
a
s1
a
s2
b
FIGURE 1 – Un SED non estimable avec comme états S =
{s0, s1, s2} et observations O = {a, b}. ∆ et obs sont représentés
comme dans une machine de Moore.
l’estimation est triviale puisque le système ne peut qu’em-
prunter la séquence d’états (s0, s1, s2). Mais pour la sé-
quence d’observations (a, a, b, a), l’ensemble des candi-
dats est alors cands(s2, a) = {s0, s1}. Un choix doit alors
être fait. Considérons donc les deux fonctions d’estima-
tion possibles estim0(s2, a) = s0 et estim1(s2, a) = s1,
ainsi que les deux séquences d’observations (a, a, b, a, a)
et (a, a, b, a, b) respectivement produites par les séquences
d’états (s0, s1, s2, s0, s1) et (s0, s1, s2, s1, s2).
Avec estim0, la séquence d’observations (a, a, b, a)
est estimée comme (s0, s1, s2, s0), mais du fait que
cands(s0, b) = ∅, la séquence d’observations (a, a, b, a, b)
est une impasse.
Avec estim1, la séquence d’observations (a, a, b, a)
est estimée comme (s0, s1, s2, s1), mais du fait que
cands(s1, a) = ∅, la séquence d’observations (a, a, b, a, a)
est une impasse.
Puisque toutes les fonctions d’estimation possibles ren-
contrent des impasses, le système n’est pas estimable.
5 Vérification de l’estimabilité à état unique
Vérifier l’estimabilité d’un système est une tâche diffi-
cile. Nous introduisons dans cette section certaines condi-
tions nécessaires et une condition d’équivalence.
définition 9 (État atteignable) Un état sˆ est atteignable
par la séquence d’observations sobs ∈ Lobs(∆) si et seule-
ment si il existe une séquence d’états seq ∈ L(∆) telle que
obs(seq) = sobs, et seq se termine par sˆ. L’ensemble des
états atteignables via sobs est noté reach(sobs).
Notons que si l’ensemble des séquences d’observations
est infini, l’ensemble des états atteignables est toujours fini
car c’est un sous-ensemble de 2S . Cet ensemble peut être
énuméré en utilisant une construction par sous-ensembles
cohérents avec obs.
définition 10 (État non-bloquant) Soient (S ,∆, s0) un
SED, et sobs ∈ Lobs(∆) une séquence d’observations. Un
état sˆ est non-bloquant pour sobs si celui-ci est atteignable
par sobs et pour chaque observation ultérieure o, il existe
au moins un candidat. Formellement, sˆ ∈ reach(sobs) est
non-bloquant si et seulement si :
∀o ∈ O si sobs.o ∈ Lobs(∆), alors cands(sˆ, o) , ∅
Un état atteignable via sobs mais qui n’est pas non-
bloquant pour sobs est appelé état bloquant. Notons qu’un
état sˆ peut être non-bloquant pour une séquence d’obser-
vations sobs1 et bloquant pour une autre séquence sobs2.
Les états non-bloquants sont importants car les estimateurs
doivent toujours les sélectionner, sinon ils pourraient ren-
contrer un chemin sans issue.
proposition 1 (Condition sur les états non-bloquants)
S’il existe une séquence d’observations sobs ∈ Lobs(∆)
telle que reach(sobs) ne contient que des états bloquants,
alors le système n’est pas estimable.
Intuitivement, la proposition 1 signifie que si l’ensemble
des états atteignables reach(sobs) pour une séquence d’ob-
servations sobs de Lobs(∆) ne contient que des états blo-
quants, alors quel que soit l’état sˆ ∈ reach(sobs) choisi, il
existe une continuation sobs.o ∈ Lobs(∆) qui est une im-
passe. Il est donc impossible, dans cette configuration, de
construire un estimateur qui ne rencontrerai pas d’impasse.
proposition 2 (Transitions entre états non bloquants)
Soit sobs ∈ Lobs(∆) une séquence d’observations et
o ∈ O une observation telle que sobs.o ∈ Lobs(∆). Si le
système est estimable, alors il existe une paire d’états
(s1, s2) ∈ ∆ telle que s1 est non-bloquant pour sobs et s2
est non-bloquant pour sobs.o.
La proposition 2 étend la proposition 1 aux transitions,
et pourrait être étendue à des chemins de longueur arbi-
traire. D’une part, lors de la construction de l’ensemble
de tous les reach(sobs) afin de vérifier la proposition 1, et
en particulier lors de la construction d’une transition entre
reach(sobs) et reach(sobs.o), il est facile de vérifier la pro-
position 2 à la volée. La recherche de chemins plus longs
nécessiterait une recherche spécifique.
D’autre part, la vérification de cette propriété pour les
chemins de n’importe quelle longueur ne fournit pas une
condition suffisante pour l’estimabilité. Dans le SED pré-
senté en figure 2, il est toujours possible pour une sé-
quence d’observations de construire des paires d’états res-
pectant la proposition 2 cependant le SED n’est pas esti-
mable. En effet, si nous prenons la séquence d’observations
(a, b, a, b, c) produite par la séquence d’états non bloquants
(s0, s1, s0, s2, s4), il est cependant impossible de construire
une fonction estim : (S × O) → S permettant d’emprun-
ter cette séquence puisque qu’a partir de s0 et en recevant
l’observation b, il faudrait choisir tantôt s1, tantôt s2.
Afin de fournir une condition nécessaire et suffisante
pour assurer l’estimabilité, il est requis de s’assurer que le
langage des observations (l’ensemble des séquences d’ob-
servations) est supporté par un estimateur.
définition 11 (Langage accepté par l’estimateur) Soit
(S ,∆, s0) un SED, sobs ∈ Lobs(∆) une séquence d’obser-
vations et estim : (S × O) → S une fonction d’estimation.
s0
a
s1
b
s2
b
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c
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c
FIGURE 2 – Un SED non estimable mais satisfaisant la condition
de la proposition 2.
Le langage accepté par cette fonction d’estimation, noté
Lobs(estim), est l’ensemble de toutes les séquences d’ob-
servations possibles pour lesquelles il existe une séquence
d’estimations. Formellement :
Lobs(estim) = {sobs ∈ Lobs(∆) | |sobs| > 1 et ∃sest ∈ L(∆)
t.q. sobs = obs(sest)
et pour i ∈ [1, |sobs|], estim(sest[i − 1], sobs[i]) = sest[i]}
Nous définissons ensuite une condition nécessaire et suf-
fisante pour l’estimabilité à état unique.
proposition 3 (Condition d’estimabilité) Un SED
(S ,∆, s0) est estimable à état unique si et seulement s’il
existe une fonction d’estimation dont le langage accepté
est égal au langage des observations du système :
∃ estim : (S × O)→ S telle que Lobs(estim) = Lobs(∆)
Il devient maintenant évident qu’il est possible de trou-
ver des impasses pour un estimateur donné à l’aide d’un
algorithme semblable à celui de la vérification de l’égalité
des langages réguliers.
La preuve est assez directe : si la condition de la propo-
sition 3 est satisfaite, alors la fonction d’estimation four-
nit une séquence d’estimations pour tous les éléments de
Lobs(∆). Il n’y a donc pas d’impasse. La principale diffi-
culté est de trouver une telle fonction d’estimation ou de
prouver qu’elle n’existe pas.
Afin de vérifier efficacement l’estimabilité, notre ap-
proche consiste à construire récursivement des fonctions
d’estimation partiellement définies et les tester. Nous défi-
nissons les impasses pour ces fonctions d’estimation par-
tielles et introduisons une proposition utilisée dans notre
algorithme.
définition 12 (Prolongement d’une fonction d’estimation)
Soient estim et pestim deux fonctions d’estimation de
(S × O) vers S . On dit que estim prolonge pestim si et
seulement si pour tout couple (s, o) de S × O tel que
pestim(s, o) est définie, alors estim(s, o) est également
définie et pestim(s, o) = estim(s, o)
Génération Validation
Estimable
Impasse
pestim
Définir pour (s, o)
FIGURE 3 – Structure de l’algorithme.
proposition 4 Soient sobs une séquence d’observations de
Lobs(∆), pestim et estim deux fonctions d’estimation de (S×
O) vers S telles que estim prolonge pestim. Si sobs est un
chemin sans issue pour pestim, alors sobs est également un
chemin sans issue pour estim.
6 Algorithme
Nous décrivons un algorithme pour vérifier l’estimabilité
d’un système. Le principe est de trouver des impasses pour
des fonctions d’estimation partiellement définies. Notre al-
gorithme est structuré en deux composantes : la première
produit des fonctions d’estimation partiellement définies
et la seconde vérifie si une fonction d’estimation partielle
donnée satisfait la proposition 3. La structure de l’algo-
rithme est illustré en figure 3.
La composante de génération produit récursivement des
fonctions d’estimation partielles pestim et les envoie pour
validation. La composante de validation a trois types de
retours : « Estimable » signifie que le système peut être
surveillé avec la pestim courante ; « Impasse » signifie que
pestim rencontre une impasse ; « Définir pour (s, o) » si-
gnifie que pestim doit être prolongée pour inclure une es-
timation pour (s, o). Selon le résultat de la validation, la
composante de génération peut terminer ou produire récur-
sivement d’autres fonctions d’estimation partielles.
6.1 Génération de fonction d’estimation
La composante de génération passe par une fonction GE-
NESTIM décrite dans l’algorithme 1 qui lance le processus
de vérification et appelle la composante de validation. Lors
de la première itération, la composante de génération pro-
duit la fonction d’estimation partielle vide (c.a.d. définie
sur ∅), et l’envoie à la composante de validation.
Si la composante de validation retourne « Estimable »,
cela signifie que la fonction d’estimation partielle courante
pestim définit un estimateur qui accepte Lobs(∆), et que les
paires d’états pour lesquelles pestim n’est pas définie ne
sont pas nécessaires pour l’estimation. De ce fait, toute ex-
tension de pestim satisfait la proposition 3, et le système est
estimable.
Si la composante de validation retourne « Impasse »,
cela signifie qu’il existe un chemin sans issue pour pestim.
Par la proposition 4, aucune extension de cette fonction ne
peut satisfaire la proposition 3. La récursion se termine.
Algorithme 1 Composante de génération : fonction GE-
NESTIM
1: Entrees
2: Σ = (S ,∆, s0) : un SED
3: Sorties
4: pestim : une fonction d’estimation partielle
5: function GENESTIM(Σ, pestim)
6: switch CHECKESTIM(Σ, pestim, s0, {s0}) :
7: case Estimable : return true
8: case Impasse : return false
9: case Définir pour (s,o) :
10: for c in cands(s, o) do
11: extension← pestim ∪ ((s, o), c)
12: if GENESTIM(Σ, extension) then
13: return true
14: end for
15: return false
Si la composante de validation retourne « Définir pour
(s, o) », cela signifie qu’il existe une paire (s, o) telle que s
est atteignable, cands(s, o) contient plusieurs candidats, et
pestim n’est pas définie pour (s, o). Dans ce cas, nous de-
vons vérifier s’il existe une option d’estimation pour (s, o)
qui satisfait la proposition 3, et les extensions de pestim
sont alors générées récursivement.
L’algorithme explore récursivement toutes les options
d’estimation, Ainsi s’il termine sans qu’aucune fonction
d’estimation satisfaisant la proposition 3 n’ait été trouvée,
alors le système n’est pas estimable.
6.2 Validation de fonction d’estimation
La composante de validation contient une fonction CHE-
CKESTIM qui vérifie si le langage accepté par une fonction
d’estimation partielle est égal au langage des observations
du système. L’algorithme est basé sur une légère modifica-
tion de l’algorithme classique pour tester l’égalité des lan-
gages réguliers [2] afin de tenir compte des cas où plusieurs
candidats à l’estimation existent et pour lesquelles la fonc-
tion d’estimation partielle est indéfinie.
L’approche consiste à simuler l’exécution de l’estima-
teur et du système, tout en s’assurant qu’ils sont synchro-
nisés sur les mêmes séquences d’observations. Puisque
pour chaque séquence d’observations sobs, il existe (au
plus) une séquence d’estimations unique, nous n’avons be-
soin de garder trace que d’un seul état dans l’estimateur.
Ainsi, l’état de l’estimateur atteint via une séquence d’ob-
servations sobs est associé à l’ensemble des états systèmes
reach(sobs) (voir définition 9).
L’algorithme explore récursivement des paires
(estSt, sysSts) où sysSts = reach(sobs) pour une
sobs ∈ Lobs(∆), et où estSt ∈ sysSts. Pour s’assurer
que l’algorithme termine, une variable globale « visited »
Algorithme 2 Composante de validation : fonction CHE-
CKESTIM
1: Entrees
2: Σ = (S ,∆, s0) : un SED
3: estim : une fonction d’estimation partielle
4: estSt ∈ S : état de l’estimateur
5: sysSts ⊆ S : états du système
6: Sorties
7: «Estimable» , « Impasse» ou «Définir pour (s, o)»
8: Global
9: visited ∈ S × 2S ← ∅
10: function CHECKESTIM(Σ, estim, estSt, sysSts)
11: if (estSt, sysSts) ∈ visited then
12: return Estimable
13: visited ← visited ∪ (estSt, sysSts)
14: nextObs← {obs(s′)|∃s ∈ sysSts, (s, s′) ∈ ∆}
15: for o in nextObs do
16: estNxts← NEXTESTSTATES(estSt, o)
17: sysNxts← {s′ | obs(s′) = o∧
18: ∃s ∈ sysSts, (s, s′) ∈ ∆}
19: if estNxts = ∅ then
20: return Impasse
21: else if estNxts = {estNxt} then
22: rec← CHECKESTIM(Σ, estim, estNxt, sysNxts)
23: switch rec :
24: case Impasse : return Impasse
25: case Définir pour (s, o) :
26: return Définir pour (s, o)
27: case Estimable : continue
28: else
29: return Définir pour (estSt, o)
30: end for
31: return Estimable
stocke les paires qui ont déjà été explorées. L’algorithme
recherche les séquences sobs pour lesquelles l’estimateur
n’est pas défini, de sorte que la condition de terminaison
n’est remplie que si une telle séquence n’existe pas.
Dans ce cas, les langages sont égaux, et nous retournons
« Estimable » (lignes 11 à 12).
A chaque itération, CHECKESTIM calcule les observa-
tions que le système peut produire (ligne 14). Ensuite,
pour chaque observation produite, il appelle une fonc-
tion NextEstStates(estSt, o) (ligne 16) définie comme
suit. Si pestim est définie pour (estS t, o), celle-ci retourne
{pestim(estSt, o)} sinon cands(estSt, o). L’algorithme teste
ensuite le nombre d’état possibles pour l’estimateur :
— Si estNxts = ∅ (ligne 19) : cela signifie que si sobs
est la séquence d’observations courante (dans l’ap-
pel récursif), sobs.o est un chemin sans issue (voir
définition 7),« Impasse » est retourné.
— si estNxts = {estNxt} (ligne 21) : cela signifie que
pour la paire d’état courante (estSt, o), soit il n’y
a qu’un unique successeur, soit pestim est définie.
Dans ce cas la recherche continue avec des appels
récursifs.
— si |estNxts| > 1 (ligne 28) : cela signifie qu’il y a plu-
sieurs candidats à l’estimation, et que pestim n’est
pas définie pour (estSt, o). « Définir pour (estSt, o) »
est retourné, afin que la composante de génération
produise des fonctions d’estimation définies pour
cette paire.
6.3 Améliorations
Les performances de l’algorithme décrit ci-dessus
peuvent être considérablement améliorées avec quelques
mécanismes. Une vérification préliminaire est ajoutée pour
vérifier les propositions 1 et 2 pour chaque ensemble
d’états qui peut être atteint via une séquence d’observa-
tions.
Dans nos expériences, la principale source de complexité
est le nombre de fonctions d’estimation partielles à tes-
ter. Le seul mécanisme dont nous disposons pour élaguer
les fonctions d’estimations partielle est de trouver des im-
passes le plus tôt possible.
Tout d’abord, dans l’algorithme 1, lors de la détection
d’une impasse, les triplets d’estimation qui ne sont pas uti-
lisés dans le chemin sans issue peuvent être supprimés de
pestim, et nous pouvons mémoriser uniquement cette fonc-
tion d’estimation partielle tronquée. De cette façon, par la
proposition 4, nous pouvons tester à la ligne 11 si certaines
extensions sont compatibles et étendre celle que nous ve-
nons de mémoriser afin d’épargner quelques appels à l’al-
gorithme 2.
Deuxièmement, il existe des fonctions d’estimation par-
tielles qui contiennent à la fois un chemin sans issue et des
paires non définies (s, o). Dans ce cas, dans l’algorithme 2,
soit « Impasse » , soit « Définir pour (s, o) » est retourné
selon l’ordre de traversée de la ligne 15. Afin de favoriser
« Impasse » , au lieu de retourner « Définir pour (s, o) » ,
nous stockons la fonction partielle dans une variable glo-
bale, et continuons la recherche. Lorsque la recherche ré-
cursive globale est terminée, si le résultat est « Impasse »
nous le retournons, sinon si la variable globale contient une
paire (s, o) nous retournons « Définir pour (s, o) » et sinon
nous retournons «Estimable » . De cette façon, nous détec-
tons les impasses beaucoup plus tôt dans la recherche.
Les propriétés sur les états bloquants des propositions
1 et 2 peuvent également être utilisées pour réduire l’es-
pace de recherche : dans l’algorithme 1 à la ligne 10, les
états bloquants peuvent être ignorés car ils mèneront for-
cément à une impasse. Puisque les fonctions d’estimation
sont générées en largeur pour un état précédent et une ob-
servation, cela permet d’élaguer une branche dans l’espace
de recherche pour chaque état bloquant.
C W Ao Fo
F Ad Fd
FIGURE 4 – Le workflow des états des actions qui peuvent être
(W)aiting, (C)ancelled, (A)ctive (o)k, (F)inished (o)k, (F)ailed,
(A)ctive (d)elayed, ou (F)inished (d)elayed.
7 Expérimentations
Nous avons testé notre approche sur un exemple inspiré
du langage de robotique autonome PLEXIL. [15]. Ce cadre
est organisé autour du concept d’actions, qui ont un work-
flow hiérarchique complexe. Nous utilisons un workflow
d’actions séquentielles simplifié décrit dans l’exemple 2.
exemple 2 Nous considérons un cadre robotique où les
plans des robots sont représentés sous forme de séquence
d’actions. La figure 4 illustre le workflow des actions. Nous
considérons un robot avec un plan constitué de deux ac-
tions séquentielles : move et inspect, dont les états sont
représentés par les variables mv et ins. L’état de santé
du robot est décrit par trois variables booléennes hnav,
hsens et hpow représentant respectivement si les fonc-
tions de navigation, de capteur et d’alimentation élec-
trique fonctionnent normalement. Une autre variable boo-
léenne, pert, indique si le robot est sujet à des pertur-
bations (terrain glissant, obstacle, vent) à chaque pas
de temps. Nous notons move = W pour exprimer que
l’action move passe dans l’état W. Nous notons Y(v)
la valeur à l’étape précédente pour la variable v ∈
{mv, ins, hnav, hsens, hpow, pert}. Nous utilisons la fonc-
tion start(v) = K qui signifie Y(v) , K ∧ v = K. Le
comportement du système est décrit par l’automate pour
chaque action, associé aux contraintes suivantes :
mv ∈ {W, Ao, Ad} → ins = W (1)
mv ∈ {C, F} → ins = C (2)
start(mv = Fo)→ ins = Ao (3)
start(mv = Fd)→ ins = Ad (4)
start(mv = Ad)→ (¬hnav ∨ ¬hpow ∨ pert) (5)
start(mv = F)→ ¬hpow (6)
start(ins = Ad)→ (¬hsens ∨ ¬hpow ∨ pert) (7)
start(ins = F)→ ¬hpow (8)
hnav ∨ hsens→ hpow (9)
L’action ins doit rester dans W lorsque l’action mv
s’exécute (1). Si mv échoue ou est annulé, ins est annulé
Modèle États Succ. Résultat Temps(s)
Exemple 2 112 13.7 oui 66
Exemple 2-v2 112 13.7 non 0.4
Valve Controller 209 15.5 non 0.4
Valve Driver 51 22.3 oui 56
TABLE 1 – Temps de calcul pour vérifier l’estimabilité. La co-
lonne « États »indique le nombre d’états du système, « Succ. »le
nombre moyen de transitions pour chaque état, « Résultat »in-
dique si le système est estimable, « Temps »le temps de calcul en
secondes.
(2). ins commence au moment où mv finit (3), (4). Un re-
tard dans mv (resp. ins) peut s’expliquer par un problème
de navigation (resp. capteur), d’alimentation, ou une per-
turbation (5). (resp. (7)). Une défaillance dans mv ou ins ne
peut s’expliquer que par un problème d’alimentation (6),
(8). Un problème d’alimentation électrique se propage au
capteur et à la navigation (9).
Les variables mv et ins sont observables, c’est-à-dire
que l’état de chaque action est connu. Les variables hnav,
hsens, hpow et pert sont estimées. L’ensemble d’états
S est l’ensemble des évaluations pour toutes les va-
riables, la fonction obs limite une évaluation aux variables
mv et ins. Par exemple, l’état initial (mv = W, ins =
W, hnav, hsens, hpow, pert) produit l’observation (mv =
W, ins = W).
Notre algorithme est implémenté en Scala, et exécuté
sur un processeur Intel R© Xeon(R) W-2123, 3.60GHz 8
coeurs, avec une mémoire limitée à 4 Go. Le système tel
que décrit dans l’exemple 2 est estimable, nous avons donc
introduit quelques modifications pour le rendre non esti-
mable. Nous avons fait en sorte que les actions produisent
la même observation dans leurs états « Ao » et « Ad ».
Nous avons aussi modélisé les systèmes d’exemple de [13]
(Valve Controller) et [16] (Valve Driver).
Les résultats présentés dans la table 1 montrent que
les systèmes non estimables sont détectés très rapidement.
Ceci est dû à la vérification préliminaire introduite dans la
Section 6.3 qui capte les impasses plus tôt. Bien que les
propositions 1 et 2 ne suffisent pas à assurer l’estimabilité,
elles sont utiles dans une grande majorité des cas. Dans le
cas des systèmes estimables, le temps de calcul est lié au
nombre de fonctions d’estimation partielle testées. Notons
qu’il peut être améliorer en tenant compte des besoins opé-
rationnels pour limiter l’espace des fonctions d’estimation
à examiner.
8 Conclusion
Cet article motive et définit l’estimabilité à état unique
pour les systèmes d’événements discrets partiellement ob-
servables. Cette propriété indique s’il est possible de suivre
l’exécution d’un système en ne gardant en mémoire qu’un
unique état, sans jamais perdre de cohérence avec sa dy-
namique. Certaines conditions sont fournies avec un algo-
rithme pour vérifier cette propriété. Les résultats expéri-
mentaux montrent que cet algorithme peut être appliqué
à des exemples tels que des plans de robots autonomes.
L’algorithme constitu une validation de concept et pour-
rait être amélioré de nombreuses façons, par exemple en
définissant des heuristiques spécifiques pour le rendre plus
efficace. Des tests sur des jeux de données plus larges vien-
dront étoffer les expérimentations.
Dans cet article, l’estimabilité à état unique est obtenue
en trouvant une fonction d’estimation dont le langage des
observations correspond à celui du système. En général,
comme il peut exister un nombre important de telles fonc-
tions, nous pourrions chercher la meilleure fonction d’es-
timation par rapport à d’autres propriétés, par exemple la
correction de l’estimation pour certaines variables ou à cer-
tains moments.
Les travaux sur l’observabilité et la diagnostibilité
tiennent souvent compte d’un délai limité possible entre les
événements, leur observation ou leur diagnostic. Si nous
pouvions tenir compte des retards dans le processus d’es-
timation, nous pourrions nous pencher sur une définition
plus générale de l’estimabilité à état unique. L’étude de la
complexité théorique du problème de l’estimabilité à état
unique fait aussi partie de nos perspectives.
De plus, nous sommes convaincus qu’il existe un lien
très fort entre certains travaux issus de la théorie des jeux
[4], ainsi que de la synthèse de contrôleur [11] ce qui laisse
entrevoir des perspectives d’application et de comparaison
avec ces différents domaines.
Enfin, la synthèse automatique ou semi-automatique des
fonctions d’estimation est une application directe de ce tra-
vail, par exemple en représentant la fonction d’estimation
avec des langages compacts comme le font les auteurs dans
[1].
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