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Abstract
This paper describes a rigorous mathematical formulation providing a diver-
gence free framework for QCD and the standard model in curved space-time.
The starting point of the theory is the notion of covariance which is inter-
preted as (4D) conformal covariance rather than the general (diffeomorphism)
covariance of general relativity. It is shown how the infinitesimal symmetry
group (i.e. Lie algebra) of the theory, that is su(2, 2), is a linear direct sum
of su(3) and the algebra κ ∼= sl(2,C) × u(1), these being the QCD algebra
and the electroweak algebra. Fock space which is a graded algebra composed
of Hilbert spaces of multiparticle states, where the particles can be fermions
such as quarks and electrons or bosons such as gluons and photons, is described
concretely. Algebra bundles whose typical fibers are the Fock spaces are de-
fined. Scattering processes are associated with covariant linear maps between
the Fock space fibers which can be generated by intertwining operators between
the Fock spaces. It is shown how quark-quark scattering and gluon-gluon scat-
tering are associated with kernels which generate such intertwining operators.
The rest of the paper focusses on QCD vacuum polarization in order to com-
pute and display the (1 loop) running coupling for QCD at different scales.
Through an easy application of the technique called the spectral calculus the
densities associated with the quark bubble and the gluon bubble are computed
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and hence the QCD vacuum polarization function is determined. It is found
that the QCD running coupling has non-trivial behavior particularly at the
subnuclear level. The plots of the QCD running coupling for quark separation
greater than 10−13 meters are found to be consistent with the properties of
asymptotic freedom in the high energy range and quark confinement in the low
energy (large separation) range.
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1 Introduction
Quantum chromodynamics (QCD) is the highly successful theory which organizes
and explaines the “particle zoo” made up of the baryons and the mesons, collectively
known as hadrons, which experience the strong force. In QCD baryons and mesons are
made up of collections of quarks, which are fermions with non-zero masses analogous
to electrons in QED, and the strong force is mediated by gluons which are massless
bosons analogous to photons in QED.
QCD is based on the non-abelian “gauge” group SU(3). Nobody really has ex-
plained why the group SU(3) should be of such fundamental importance in describing
the physical world at the subatomic level, though some not entirely convincing reasons
have been suggested. The group SU(3) is described as an internal symmetry group
because it is believed that it does not relate to space-time symmetry. Space-time
symmetry in quantum field theory (QFT) is encapsulated in the Lorentz group and
more generally in the Poincare´ group. QED and QCD are formulated in Minkowski
space which has the Poincare´ group as the maximal symmetry group.
More general space-time symmetries are conformal invariance, which is invariance
with respect to conformal diffeomorphisms, and the “general covariance” of general
relativity (GR), which is invariance with respect to arbitrary C∞ diffeomorphisms.
GR is the currently accepted theory of gravity.
In a previous paper (Mashford, 2017a) we have presented a theory in which space-
time is modeled as a (causal) locally conformally flat Lorentzian manifold so we
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are considering a subset of the set of space-times considered in GR. Actually we
do not specify a metric, we only specify the causal, or interaction, structure. This
results in any such structure being associated with an equivalence class of conformally
equivalent metrics. Such objects are closely related to what are known as Mo¨bius
structures. A Mo¨bius structure is a set X together with an atlas A = {(Ui, φi)}i∈I
where I is some index set and for all i ∈ I, Ui ⊂ X is such that there exists a set
Vi ⊂ R4 which is a Euclidean open subset of R4 and φi : Ui → Vi is a bijection, such
that ∀i, j ∈ I, φi ◦ φ−1j is a conformal diffeomorphism.
Throughout this paper we let X = (X,A) be a Mo¨bius structure where A is a
maximal atlas. Let, for any x ∈ X, Ix denote {i ∈ I : x ∈ Ui}. If U and V are open
subsets of Minkowski space R4 and f : U → V is a conformal transformation (dif-
feomorphism), let C(f) ∈ C(1, 3) be the unique maximal conformal transformation
g ∈ C(1, 3) such that f ⊂ g, where C(1, 3) denotes the group of maximal conformal
transformations in Minkowski space (see (Mashford, 2017a)).
The category of Mo¨bius structures has the same logical status as the category of
smooth manifolds (which forms the starting point of GR) except that the pseudogroup
of transformations (Kobayashi and Nomizu, 1963, p. 1) is the conformal pseudogroup
Γ(1, 3) (Mashford, 2017a) rather than the pseudogroup of general coordinate trans-
formations, i.e. the diffeomomorphisms between open subsets of Minkowski space.
In (Mashford, 2017a) we described how there is a natural principal bundle with
structure group C(1, 3) associated with any Mo¨bius structure which is obtained by
taking the overlap conformal diffeomorphisms as (constant) transition functions. A
natural principal bundle with structure group which we called K, where K is locally
isomorphic to SL(2,C) × U(1), can be obtained by reduction of structure group.
In (Mashford, 2017b) we showed how QED and the electroweak theory could be
formulated in terms of this principal bundle and K invariance. The fact that the
symmetry group of the theory is the group K rather than the Poincare´ group implies
that the Coleman Mandula theorem which precludes the intermixing of “internal”
and space-time symmetries may not apply.
In the present paper we extend, and to a large extent complete, the formulation of
particle physics theory from the electroweak force to electroweak + QCD by extending
the symmetry group from K to SU(3) ×K. But we do not just “pull SU(3) out of
the hat”. The underlying symmetry group of our theory is C(1, 3) which is locally
isomorphic to SU(2, 2) (so they both have the Lie algebra su(2, 2)). We will show
that there is a linear isomorphism between su(2, 2) and su(3)× κ where κ is the Lie
4
algebra of K.
We will define a general Fock space which is a direct sum of Hilbert spaces rep-
resenting multiparticle states which we define concretely. We will, as in (Mashford,
2017b) define scattering processes in terms of linear maps between fibers in algebra
bundles modeled on the Fock spaces of multiparticle states. Such maps are associated
with intertwining operators between the Fock spaces.
We show how quark-quark scattering and gluon-gluon scattering can be described
by kernels which generate such intertwining operators. The paper then focusses on
QCD vacuum polarization in order to determine and display the (1 loop) running
coupling for QCD and its properties. We do not use renormalization but use the
spectral calculus described in (Mashford, 2018) to determine the vacuum polarization
function.
2 General objects transforming covariantly at a
point x ∈ X where X denotes space-time
Given any Mo¨bius structure X = (X,A) there is a natural principal bundle B =
(B,G,X, pi) with base space X and structure group G = C(1, 3) defined by the
(constant) transition functions
gij(x) = C(φi ◦ φ−1j ),∀i, j ∈ Ix, x ∈ X. (1)
Suppose that we have a representation (g, v) 7→ gv of G on some space V (e.g. a
vector space or an algebra). Then there is a natural fiber bundle with typical fiber
isomorphic to V whose fiber at a point x ∈ X consists of all maps v : Ix → V which
satisfy
vi = gijvj,∀i, j ∈ Ix. (2)
We will call such maps (V valued) covariant objects (at x ∈ X).
Suppose that (Uref, φref) ∈ A is a reference coordinate system about x ∈ X.
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Then we have
gij(x) = C(φi ◦ φ−1j )
= C(φi ◦ φ−1ref ◦ φref ◦ φ
−1
j )
= C((φi ◦ φ−1ref) ◦ (φj ◦ φ
−1
ref
)−1)
= C(φi ◦ φ−1ref)C(φj ◦ φ
−1
ref
)−1.
Therefore
gij(x) = ai(x)aj(x)
−1, (3)
where
ai(x) = C(φi ◦ φ−1ref) ∈ G,∀i ∈ Ix. (4)
Note that ai(x) only depends on the germ of φi at x since
φi and φj agree on some neighbourhood of x⇔ ai(x) = aj(x). (5)
This property is specific to conformal field theory (CFT) in dimension > 2 (by Li-
ouville’s theorem). It does not apply in 2D CFT where the collection of germs of
conformal diffeomorphisms is infinite dimensional, rather than a (finite dimensional)
Lie group such as, in our case, C(1, 3).
Define T : G×G→ G by
Tgh = gh−1. (6)
Then
gij(x) = Tai(x)aj(x). (7)
Lemma 1. Suppose that v : Ix → V is a covariant object at x ∈ X. Then vi depends
only on the germ of φi at x.
Proof We have
vi = gijvj = Taiajvj,∀i, j ∈ Ix. (8)
Suppose that i, j ∈ Ix are such that φi and φj agree on some neighbourhood of x.
Then ai = aj and so vi = Taiajvj = (aia−1j )vj = vj. 2
Now a covariant object at x is a map v : Ix → V such that
vi = gijvj,∀i, j ∈ Ix.
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Given such an object define a map
∼
v : G→ V by
∼
v(ai) = vi,∀i ∈ Ix. (9)
Suppose that ai = aj. Then φi and φj agree on a neighbourhood of x. Therefore, by
Lemma 1, vi = vj. As i ranges over Ix ai ranges over G. Therefore
∼
v is a well defined
function from G to V .
Now let g, h ∈ G. Choose i, j ∈ I such that g = ai, h = aj. Then
∼
v(g) =
∼
v(ai) = vi = gijvj = Taiajvj = Tgh
∼
v(aj) = Tgh∼v(h).
Thus, associated with any covariant object v : Ix → V at a point x ∈ X, there is an
object Φ(v) =
∼
v which is a map
∼
v : G→ V which satisfies
∼
vg = Tgh∼vh, (10)
where
Tgh = gh−1,∀g, h ∈ G. (11)
Conversely, suppose that we have an object
∼
v which is a map
∼
v : G → V which
satisfies Eq. 10. Define Ψ(
∼
v) : Ix → V by
Ψ(
∼
v)i =
∼
v(ai). (12)
Then
Ψ(
∼
v)i =
∼
v(ai) = Taiaj
∼
v(aj) = TaiajΨ(
∼
v)j,∀i, j ∈ Ix. (13)
Thus Ψ(
∼
v) is a covariant object at x. It is straightforward to verify that ΨΦ = I and
ΦΨ = I. Thus we have constructed a natural identification of the space of covariant
objects at x ∈ X with the set of maps ∼v : G→ V which satisfy Eq. 10.
Now consider what happens if we had chosen a different reference coordinate
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system
∼
φref say. Then we have
∼
ai = C(φi ◦
∼
φ
−1
ref)
= C(φi ◦ φ−1ref ◦ φref ◦
∼
φ
−1
ref)
= C(φi ◦ φ−1ref)C(
∼
φref ◦ φ−1ref)
−1
= aic
−1,
where
c = C(
∼
φref ◦ φ−1ref). (14)
Therefore
T∼
ai
∼
aj
= T(aic−1)(ajc−1) = (aic−1)(ajc−1)−1 = aia−1j = Taiaj . (15)
Thus the transition functions Tgh are independent of the reference coordinate
system chosen.
An important way that covariant V valued objects can arise is if we have an action
(g, v) 7→ gv of G on V and a reference element vref ∈ V . Define
vg = gvref,∀g ∈ G. (16)
Then
Tghvh = gh−1(hvref) = g(hh−1)vref = gvref = vg, (17)
and so v is a covariant object.
3 Infinitesimal covariant objects
3.1 Definition of (V valued) infinitesimal covariant objects
We have constructed the transition functions T : G×G→ G for the space of covariant
objects at x ∈ X, given by
Tgh = gh−1.
Differentiating this equation at (g, h) = (I, I) results in the infinitesimal transition
functions which we may, with no fear of confusion, denote by the same symbol T ,
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defined by T : g× g→ g
TAB = A−B, (18)
where g = su(2, 2) is the Lie algebra of C(1, 3). Note that T satisfies the infinitesimal
cocycle condition
TAC = TAB + TBC . (19)
Now suppose that v : G→ V is a covariant object at a point x ∈ X. Then
vg = Tghvh = gh−1vh,∀g, h ∈ G. (20)
Since C(1, 3) is locally isomorphic to SU(2, 2) we can suppose, without loss of gen-
erality in this section, that G = SU(2, 2). Let g : (−a, a) → G, h : (−a, a) → G, v :
(−a, a)→ V be curves in G,G and V respectively such that g(0) = h(0) = I. Then
d
dt
vg(t) = g
′(t)h−1(t)vh(t) + g(t)[−h−1(t)h′(t)h−1(t)vh(t) + h−1(t) d
dt
vh(t)]. (21)
Evaluating at t = 0 we obtain
vA = AvI + [−BvI + vB], (22)
where
A = g′(0), B = h′(0). (23)
Therefore
vA − vB = (A−B)vI ,∀A,B ∈ g. (24)
Here we use, without fear of confusion, the same symbol v for the map v : G → V
and the map that it induces fro g to V (where we assume that V has the structure
of a vector space). Now vA − vB = vA−B. Therefore Eq. 24 is equivalent to
vA = AvI ,∀A ∈ g. (25)
We will call objects satisfying Eq. 25 (V valued) infinitesimal covariant objects for g
with respect to the reference element vref = vI .
Now suppose that we have a Lie groupH and a Lie group isomorphism Φ : H → G.
Let Φ∗ = DΦ. Suppose that v : G → V is an infinitesimal covariant object for G
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with respect to vref ∈ V . Let w : H → V be defined by
wh = vΦ(h). (26)
Without fear of confusion we may use the same symbol w to represent the map
w : h→ V defined by
wA = vΦ∗(A). (27)
Then
wA = vΦ∗(A) = Φ
∗(A)vref,∀A ∈ h, (28)
We will call any object w : h→ V which satisfies
wA = Φ
∗(A)vref,∀A ∈ h. (29)
where vref ∈ V a V valued infinitesimal covariant object for h (with respect to
(Φ∗, vref)).
Conversely, suppose that w : h→ V satisfies Eq. 29. Define v : g→ V by
vA = wΦ∗−1(A). (30)
Then
vA = wΦ∗−1(A) = Φ
∗(Φ∗−1(A))vref = Avref, ∀A ∈ g. (31)
Therefore v is an infinitesimal object for g relative to vref.
Now, on examination of the preceding argument we see we have not used that
fact that Φ is a group isomorphism except that we have used the property Φ(e) = I.
Thus, if we have a bijection Φ∗ : h→ g and a reference object vref ∈ V then we can
define a smooth map
Φ : expA 7→ exp(Φ∗(A)), (32)
from the identity connected component of H to the identity connected component
of G which is a diffeomorphism on some neighbourhood of e ∈ H and we define any
object w : h→ V satisfying Eq. 29 to be an infinitesimal covariant object for H (with
respect to (Φ∗, vref)).
Thus there is a natural 1-1 correspondence between infinitesimal covariant objects
for g relative to vref and infinitesimal covariant objects for h relative to (Φ, vref).
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3.2 The canonical example of infinitesimal covariant objects
V valued infinitesimal covariant objects are induced given a V valued covariant object.
Let v : G→ V be a covariant object at a point x ∈ X. Then
vg1 = g1g
−1
2 vg2 ,∀g1, g2 ∈ G. (33)
Then
vg = gvI ,∀g ∈ G, (34)
Differentiating with respect to g and evaluating at g = I implies
vA = AvI ,∀A ∈ g, (35)
so A 7→ vA is an infinitesimal covariant object for g relative to vref = vI .
4 The natural structure of a Mo¨bius structure as a
bundle with infinitesimal structure algebra su(3)×
sl(2,C)× u(1)
Now, in our case, g = su(2, 2). Therefore since, as real vector spaces, |g| = 15 =
8 + 7 = |su(3)| + |κ|, where κ is the Lie algebra of the group K ⊂ SU(2, 2) (defined
in (Mashford, 2017a)) given by
K = {
(
a 0
0 a†
−1
)
: a ∈ GL(2,C), |det(a)| = 1}, (36)
it follows that there is a (real) vector space isomorphism from su(3)× κ to g.
Thus there is, associated with any Mo¨bius structure X = (X,A) and isomorphism
Φ : su(3) × κ → su(2, 2) an infinitesimal vector bundle, I(X) = IΦ(X) say, with
typical fiber su(3)×κ. V valued covariant objects for I(X) with respect to a reference
element vref ∈ V are maps v : su(3)× κ→ V which satisfy
vA = Φ(A)vref,∀A ∈ su(3)× κ. (37)
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5 The Fock space F =⊕∞k1,k2=0F(k1,k2) of multiparti-
cle states
Let k1, k2 ∈ {1, 2, 3, . . .}. Define F(k1,k2) to be the space of all tensor valued C∞
functions u : {1, 2, 3}k1 ×{0, 1, 2, 3}k2 ×Rk2 → C which are Schwartz in their contin-
uous arguments (see (Mashford, 2017b)). Define F(k1,0) = {u : {1, 2, 3}k1 → C} for
k1 = 1, 2, 3, . . . and define F(0,k2) = Fk2 for k2 = 0, 1, 2, . . . where Fk2 is the space of
k2 multiparticle states defined in (Mashford, 2017b).
Elements of F(k1,k2) are tensor functions uια → C where ι : {1, 2, 3}k1 , α ∈
{0, 1, 2, 3}k2 .
SU(3)×K acts on F(k1,k2) in a natural way according to
((U, κ)u)ι
′α′(p) = U ι
′
ικ
α′
αu
ια(κ−1p), (38)
where, for quark color index vectors ι′ = (i′1, . . . , i
′
k1
), ι = (i1, . . . , ik1) ∈ {1, 2, 3}k1 and
U ∈ SU(3), U ι′ ι denotes the tensor
U ι
′
ι = U
i′1
i1 . . . U
i′k1 ik1 = (U ⊗ . . .⊗ U)ι
′
ι, k1 times, (39)
for K (electroweak) index vectors α′, α ∈ {0, 1, 2, 3}k2 , κα′α denotes the tensor
κα
′
α = (κ⊗ . . .⊗ κ)α′α, k2 times, (40)
and uια(κ−1p) denotes the tensor function
uια(κ−1p) = uια(Λ−1p), (41)
in which Λ = Λ(κ) is the Lorentz transformation corresponding to κ ∈ K (see (Mash-
ford, 2017a)) and O(1, 3) acts on (R4)k2 according to
Λp = (Λp1, . . . ,Λpk2),∀Λ ∈ O(1, 3), p = (p1, . . . , pk2) ∈ (R4)k2 . (42)
For economy of notation in his paper we use the same symbol for an object which
acts on R4 and the operator which it induces which acts on (R4)k2 .
Let (A,B) ∈ su(2)× κ and u ∈ F(k1,k2). Fix for the moment ι′ ∈ {1, 2, 3}k1 , α′ ∈
{0, 1, 2, 3}k2 , p ∈ (R4)k2 . Then, since κ 7→ Λ(κ) is smooth, t 7→ ((exp(At), exp(Bt))u)ι′α′(p))
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is a C∞ map from (−∞,∞) to C. Denote
((A,B)u)ι
′α′(p) =
d
dt
∣∣∣∣
t=0
((exp(At), exp(Bt))u)ι
′α′(p)). (43)
From Eq. 38 one can compute that
((A,B)u)ι
′α′(p) = −Aι′ ιBα′αuια(Cp), (44)
where C ∈ o(1, 3) is defined by
C =
d
dt
∣∣∣∣
t=0
(Λ(exp(Bt))). (45)
Using the fundamental intertwining property of the Feynman slash operator p 7→
Σ(p) = p/ (Mashford, 2017a) we have that
[B,Σ(p)] = Σ(Cp),∀B ∈ κ, p ∈ (R4)k2 , (46)
where we define Σ : (R4)k2 → (C4×4)k2 and C : (R4)k2 → (R4)k2 by
Σ(p) = (Σ(p1), . . . ,Σ(pk2)), C(p) = (Cp1, . . . , Cpk2). (47)
Now allowing p to vary we see from Eq. 44 that (A,B)u is Schwartz in all its contin-
uous arguments. Therefore (A,B)u ∈ F(k1,k2). Hence ((A,B), u) 7→ (A,B)u defines a
bilinear mapping from of (su(3)× κ)×F(k1,k2) to F(k1,k2) and, since the bilinear map
is induced by a representation, (A,B) 7→ (A,B)uref is an infinitesimal F(k1,k2) valued
covariant object for any uref ∈ F(k1,k2).
There is a natural Hermitian product on F(k1,k2) given by
< u, v >=
∫
gαβδιτu
ια(p)vτβ(p) dp, (48)
where gαβ = (g⊗ . . .⊗g)αβ (k2 times) and διτ = (δ⊗ . . .⊗δ)ιτ (k1 times). This makes
F(k1,k2) into a Hilbert space for each k1, k2 ∈ {0, 1, 2, 3, . . .}. < , > is invariant under
the action of SU(3)×K on F(k1,k2) and therefore the representation (U, κ, u) 7→ (U, κ)u
is a unitary representation of SU(3)×K on F(k1,k2).
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Define
F =
∞⊕
k1,k2=0
F(k1,k2). (49)
F forms an algebra under the operation (u, v) 7→ u ⊗ v where, for u ∈ F(k1,k2), v ∈
F(l1,l2), u⊗ v is given by
(u⊗ v)ιταβ(p, q) = uια(p)vτβ(q),∀p ∈ (R4)k2 , q ∈ (R4)l2 . (50)
6 Particle scattering processes and intertwining
operators between F(k1,k2) and C(k′1,k′2)
The Fock space F(k1,k2) is the space of multiparticle states of type (k1, k2). We can
define a more general space C(k1,k2) to be the same as F(k1,k2) but with the condition
of rapid decrease relaxed. It is natural to define a scattering process to be a linear
map from a F(k1,k2) valued covariant object to a F(k′1,k′2) valued covariant object, or,
more generally, to a C(k′1,k′2) valued covariant object.
It can be shown (see (Mashford, 2017b)) that such mappings can be generated
by intertwining maps from F(k1,k2) to C(k′1,k′2), i.e. operators which commute with the
action of SU(3)×K. At the infinitesimal level we are interested in operators which
commute with the action of su(3)× κ.
One can define a class of operators M : F(k1,k2) → P(k′1,k′2) using integral kernels
M : {1, 2, 3}k1+k′1 × {0, 1, 2, 3}k2+k′2 × (R4)k2+k′2 → C according to
M(u)ι′α′(p′) =
∫
Mι′α′ ια(p′, p)uια(p) dp. (51)
(For economy of notation we use the same symbol for the kernel and the operator
that it induces.) Here P denotes the space of polynomially bounded elements of C
and we assume that M is polynomially bounded.
We have
(M((U, κ)u))ι′α′(p′) =
∫
Mι′α′ ια(p′, p)((U, κ)u)ια(p) dp
=
∫
Mι′α′ ια(p′, p)U ιτκαβuτβ(Λ−1p) dp.
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Also
((U, κ)(M(u)))ι′α′(p′) = U ι′ ικα′α(M(u))ια(Λ−1(p′))
= U ι
′
ικ
α′
α
∫
Mιατβ(Λ−1p′, p)uτβ(p) dp
= U ι
′
ικ
α′
α
∫
Mιατβ(Λ−1p′,Λ−1p)uτβ(Λ−1p) dp,
where we have used the Lorentz invariance of the Lebesgue measure. Therefore
M is an intertwining operator ⇔ U ιτκαβMι′α′ ια(p′, p) = U ι′ ικα′αMιατβ(Λ−1p′,Λ−1p),
∀U ∈ SU(3), κ ∈ K, p ∈ (R4)k2 , p′ ∈ (R4)k′2
⇔ U ιτκαβMι′α′ ια(Λp′,Λp) = U ι′ ικα′αMιατβ(p′, p),
∀U ∈ SU(3), κ ∈ K, p ∈ (R4)k2 , p′ ∈ (R4)k′2 ,
where the equality must hold for all free indices.
As in (Mashford, 2017b) one may consider a more general class of kernels M
whereM = (Mι′α′ ια) in whichMι′α′ ια : (R4)k′2×B(R4)k2 → C. Here B(R4) denotes
the Borel algebra of R4.
Let K(k1,k2,k′1,k′2) denote the space of kernels (p,Γ) 7→ Mι
′α′
ια(p,Γ) which are C
∞
functions of their continuous arguments with the other arguments fixed and are tem-
pered measures as a function of their set arguments with their other arguments fixed.
Let I(k1,k2,k′1,k′2) = {M ∈ K(k1,k2,k′1,k′2) : M is an intertwining operator}. Then, by an
argument analogous to the one used above, one can show that for allM∈ K(k1,k2,k′1,k′2)
M∈ I(k1,k2,k′1,k′2) ⇔ U ιτκαβMι
′α′
ια(Λp
′,ΛΓ) = U ι
′
ικ
α′
αMιατβ(p′,Γ),
∀U ∈ SU(3), κ ∈ K,Γ ∈ B(R4)k2 , p′ ∈ (R4)k′2 ,
We may consider a subalgebra I(1)(k1,k′1) ⊗ I
(2)
(k2,k′2)
⊂ I(k1,k2,k′1,k′2) where
M∈ I(1)(k1,k′1) ⇔ M : {1, 2, 3}
k′1 × {1, 2, 3}k1 → C, U ιτMι′ ι = U ι′ ιMιτ
∀U ∈ SU(3).
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and
M∈ I(2)(k2,k′2) ⇔ M : {0, 1, 2, 3}
k′2 × {0, 1, 2, 3}k2 × (R4)k′2 × B(R4)k2 → C,
καβMα′α(Λp′,ΛΓ) = κα′αMαβ(p′,Γ),
∀κ ∈ K,Γ ∈ B(R4)k2 , p′ ∈ (R4)k′2 .
I(2)(k2,k′2) is the same as the algebra of intertwining kernels considered in (Mashford,
2017b) and so may be described as coinciding with electroweak algebra. Clearly,
since the exponential map exp : su(3) → SU(3) is surjective, at the infinitesimal
level, one has the following equivalent definition of the algebra I(1)(k1,k′1)
M∈ I(1)(k1,k′1) ⇔ M : {1, 2, 3}
k′1 × {1, 2, 3}k1 → C, AιτMι′ ι = Aι′ ιMιτ
∀A ∈ su(3).
There may be scattering processes more general than the processes associated with
the product I(1)(k1,k′1) ⊗ I
(2)
(k2,k′2)
. The processes described by the algebra I(1)(k1,k′1) may be
described as pure QCD processes.
The kernel algebras considered in (Mashford, 2017b) are subalgebras of the kernel
algebra I(k1,k2,k′1,k′2) (with k1 = k′1 = 0). Therefore all the results of (Mashford, 2017b)
apply to the work of this paper, in particular, the work of this paper covers QED and
the weak force. Furthermore because the kernels have quark color indices, the work
of this paper concerns the strong force, i.e. QCD. This will be the subject of the rest
of the paper.
7 Quark-quark scattering
The matrix element for the tree level Feynman diagram for quark-quark (ud → ud)
scattering is (see (Schwartz, 2014, p. 512), and use Feynman-’t Hooft gauge)
M = 1
4
u(p′1)λ
a
i′iγ
µu(p1)
ηµν
(p2 − p′2)2 + i
v(p′2)λ
a
j′jγ
νv(p2), (52)
where λa are the Gell-Mann matrices, γµ are the Dirac gamma matrices (which we
take to be in the chiral representation), η = diag(1,−1,−1,−1) is the Minkowski
metric tensor and u and v are Dirac spinors.
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Thus we define
Mi′j′ijα′β′αβ(p′1, p′2, p1, p2) =
1
4
λai′iλ
a
j′jM0α′β′αβ(p′1, p′2, p1, p2)
ηµν
(p2 − p′2)2 + i
, (53)
where
M0α′β′αβ(p′1, p′2, p1, p2) = u(u, α′, p′1)γµu(u, α, p1)u(d, β′, p′2)γνu(d, β, p2), (54)
u(type, α, p) = (p/+mtype)eα, (55)
for all quark types type ∈ {u, u, d, d, . . .}, α ∈ {0, 1, 2, 3}, p ∈ R4 in which eα is the
αth basis vector for C4 in the standard basis, i.e.
(eα)β = δαβ,∀α, β ∈ {0, 1, 2, 3}, (56)
mu = −mu,md = −md and mu,md are the masses of the up quark and down quark
respectively.
M can be written as
Mi′j′ijα′β′αβ(p′1, p′2, p1, p2) =M1i′j′ijM2α′β′αβ(p′1, p′2, p1, p2), (57)
where
M1i′j′ij = 1
4
λai′iλ
a
j′j, (58)
and
M2α′β′αβ(p′1, p′2, p1, p2) =M0α′β′αβ(p′1, p′2, p1, p2)
ηµν
(p2 − p′2)2 + i
. (59)
From (Mashford, 2017b) it follows that M2 ∈ I(2)(2,2). We will now show that
M1 ∈ I(1)(2,2).
Theorem 1. Define
M1i′j′ij = 1
4
λai′iλ
a
j′j. (60)
Then M1 ∈ I(1)(2,2).
Proof We want to show that
AikA
j
lM1i′j′ ij = Ai′ iAj′jM1ijkl, ∀A ∈ su(3). (61)
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Using the Fierz identity for the Gell-Mann matrices we have that
M1i′j′ ij =
1
4
λai′iλ
a
j′j =
1
2
(δi′jδij′ − 1
3
δi′iδj′j). (62)
Let A ∈ su(3). Then, for Eq. 61 we have
LHS =
1
2
(δi′jδij′ − 1
3
δi′iδj′j)A
i
kA
j
l =
1
2
(Aj
′
kA
i′
l − 1
3
Ai
′
kA
j′
l)
RHS =
1
2
(δilδkj − 1
3
δikδjl)A
i′
iA
j′
j =
1
2
(Ai
′
lA
j′
k − 1
3
Ai
′
kA
j′
l).
Thus LHS = RHS. 2
Thus M∈ I(1)(2,2) ⊗ I(2)(2,2) and so defines an infinitesimal covariant object.
8 Gluon-gluon scattering and the extended Fock
space
The Feynman amplitude for tree level gg → gg scattering (in the s channel) is written
as (c.f. Schwartz, 2014, p. 534)
M = −1
(p1 + p2)2 + i
fa
′acf b
′bc
×[(1.2)(p1 − p2)µ + µ2(p2 + p1 + p2).1 +
µ1(−p1 − p2 − p1).2]
×[(′∗1 .′∗2 )(p′1 − p′2)µ + ′µ∗2 (p′2 + p′1 + p′2).′∗1 +
′µ∗1 (−p′1 − p′2 − p′1).′∗2 ]. (63)
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Thus we write
Ma′b′r′1r′2abr1r2(p′1, p′2, p1, p2) =
−1
(p1 + p2)2 + i
fa
′acf b
′bcηµν
[((p1, r1).(p2, r2))(p1 − p2)µ +
(p2, r2)
µ(p2 + p1 + p2).(p1, r1) +
(p1, r1)
µ(−p1 − p2 − p1).(p2, r2)]
×[((p′1, r′1)∗.(p′2, r′2)∗(p′1 − p′2)ν +
2(p
′
2, r
′
2)
ν∗(p′2 + p
′
1 + p
′
2).(p
′
1, r
′
1)
∗ +
1(p
′
1, r
′
1)
ν∗(−p′1 − p′2 − p′1).(p′2, r′2)∗], (64)
where abca′b′ ∈ {1, . . . , 8} are gluonic color indices and r1, r2, r′1, r′2 ∈ {1, 2, 3} are
gluonic polarization indices and
(p, r) = r(p), (65)
where {i}i=1,2,3 are a set of polarization vector functions.
The gluonic polarization indices are fixed given data for any given computation
and do not transform under change of coordinate system. Therefore assume that
r1, r2, r
′
1, r
′
2 are given and fixed. So we will supress mention of the dependency of M
on the polarization indices.
Define M1 : {1, . . . , 8}4 → R by
M1a′b′ab = fa′acf b′bc, (66)
M2 : {0, 1, 2, 3} × (R4)4 → C by
M2µ(p′1, p′2, p1, p2) = [((p1, r1).(p2, r2))(p1 − p2)µ +
(p2, r2)
µ(p2 + p1 + p2).(p1, r1) +
(p1, r1)
µ(−p1 − p2 − p1).(p2, r2)],
M3 = ηµνM2µM2ν∗, (67)
and M4 : (R4)4 → C by
M4(p′1, p′2, p1, p2) =
−1
(p1 + p2)2 + i
. (68)
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Then the the Feynman amplitude for the process can be written as
Ma′b′ab(p′1, p′2, p1, p2) = M1a
′b′
abM3(p′1, p′2, p1, p2)M4(p′1, p′2, p1, p2). (69)
Since the kernels now have gluonic color indices and Lorentz indices we extend
the basic Hilbert space defined in Section 5 to the space F(k1,k2,k3,k4) where
u ∈ F(k1,k2,k3,k4) ⇔ u : {1, . . . , 8}k1 × {1, 2, 3}k2 × {0, 1, 2, 3}k3
×{0, 1, 2, 3}k4 × (R4)k4 → C
is Schwartz in all continuous arguments. (70)
If (u = (a, ι, α, µ, p) 7→ uaιαµu(p)) ∈ F(k1,k2,k3,k4), then a is a vector of gluon color
indices, ι is a vector of quark color indices, α is a vector of K (electroweak) indices,
µ is a vector of Lorentz indices and p is a vector in Minkowski space.
If k1 = 0, k2,= 0, k3 = 0 or k4 = 0 then we omit the appropriate argument from
the definition of elements of F(k1,k2,k3,k4).
The gluonic color indices are intrinsically associated with the Lie algebra su(3)
rather than with the Lie group SU(3). If we fix ι, α, µ, p then the array a 7→ uaιαµ(p)
is an array of 8 complex numbers so it uniquely defines a pair of elements of su(3).
Specifically there is an isomorphism Φ : su(3)→ R8 defined by
Φ((Aaλa))b = Ab. (71)
(U, v) 7→ Φ(UΦ−1(v)U−1) is a natural action (induced by the adjoint action) of
SU(3) on su(3). Differentiating the equation defining the adjoint action of SU(3)
on su(3) we obtain the natural (infinitesimal) action of su(3) on su(3), the adjoint
action, defined by adA(B) = [A,B]. Therefore there is a natural action Ξ of su(3) on
R8 defined by
ΞA(v) = Φ([A,Φ
−1(v)])
= Φ([Aaλa, vbλb])
= Φ(Aavb[λa, λb])
= Φ(Aavbifabcλc)
= (ifabcAavb)8c=1
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Thus we have the following natural action of su(3)× κ on F(k1,k2,k3,k4) defined by
((A,B)u)a
′ι′α′µ′(p) = −ifa′bcΦ(A)bAι′ ιBα′αCµ′µucιαµ(Cp), (72)
for A ∈ su(3), B ∈ κ,C ∈ o(1, 3) given by Eq. 45, where, for k1 ∈ {1, 2, 3, . . .}, a, b, c ∈
{1, . . . , 8}k1
fabc = fa1b1c1 . . . fak1bk1ck1 , (73)
for v ∈ R8 and b ∈ {1, . . . , 8}k1
vb = vb1 . . . vk1 . (74)
We now define the space of kernels K(k1,k2,k3,k4,k′1,k′2,k′3,k′4) to be the set of maps
M : {1, . . . , 8}k1+k′1 × {1, 2, 3}k2+k′2 × {0, 1, 2, 3}k3+k′3 × {0, 1, 2, 3}k4+k′4 × (R4)k′3 ×
B(R4)k4 → C which are polynomially bounded in all their continuous arguments and
Lorentz invariant tempered measures as functions of their Borel set arguments.
Define
K =
∞⊕
k1,k2,k3,k4,k′1,k
′
2,k
′
3,k
′
4=0
K(k1,k2,k3,k4,k′1,k′2,k′3,k′4). (75)
K forms an 8 way graded algebra under tensor multiplication ⊗.
A kernel M ∈ K(k1,k2,k3,k4,k′1,k′2,k′3,k′4) defines an operator M : F(k1,k2,k3,k4) →
C(k′1,k′2,k′3,k′4) defined by
(M(u))a′ι′α′µ′(p) =
∫
Ma′ι′α′µ′aιαµ(p′, dp)uaιαµ(p). (76)
A kernel M∈ K(k1,k2,k3,k4,k′1,k′2,k′3,k′4) will be said to be covariant if
(A,B)(M(u)) =M((A,B)(u)),∀A ∈ su(3), B ∈ κ, u ∈ F(k1,k2,k3,k4), (77)
and the set of all covariant kernels will be denoted I(k1,k2,k3,k4,k′1,k′2,k′3,k′4).
Define
I =
∞⊕
k1,k2,k3,k4,k′1,k
′
2,k
′
3,k
′
4=0
I(k1,k2,k3,k4,k′1,k′2,k′3,k′4). (78)
I forms an 8 way graded algebra under tensor multiplication ⊗ and is a subalgebra
of K.
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Define subalgebras I(1), . . . , I(4) ⊂ I by
I(1)(k1,k′1) =
∞⊕
k1,k′1=0
I(k1,0,0,0,k′1,0,0,0), (79)
and similarly for I(2), I(3), I(4). Then
I(1) ⊗ . . .⊗ I(4) ⊂ I, (80)
is a subalgebra. In general, define in a similar fashion subalgebras K(1), . . . ,K(4) ⊂ K.
Returning now to the Feynman amplitude for gluon-gluon scattering we have,
since the polarization vectors transform as Lorentz vectors, that
M2µ(Λp′1,Λp′2,Λp1,Λp2) = [((Λp1, r1).(Λp2, r2))(Λp1 − Λp2)µ +
(Λp2, r2)
µ(Λp2 + Λp1 + Λp2).(Λp1, r1) +
(Λp1, r1)
µ(−Λp1 − Λp2 − Λp1).(Λp2, r2)]
= [Λ((p1, r1).Λ(p2, r2))Λ
µ
ν(p1 − p2)ν +
Λµν(p2, r2)
νΛ(p2 + p1 + p2).Λ(p1, r1) +
Λµν(p1, r1)
νΛ(−p1 − p2 − p1).Λ(p2, r2)]
= [((p1, r1).(p2, r2))Λ
µ
ν(p1 − p2)ν +
Λµν(p2, r2)
ν(p2 + p1 + p2).(p1, r1) +
Λµν(p1, r1)
ν(−p1 − p2 − p1).(p2, r2)]
= Λµν [((p1, r1).(p2, r2))(p1 − p2)ν +
(p2, r2)
ν(p2 + p1 + p2).(p1, r1) +
(p1, r1)
ν(−p1 − p2 − p1).(p2, r2)]
= ΛµνM2ν(p′1, p′2, p1, p2),
for all Λ ∈ O(1, 3), p1, p2, p3, p4 ∈ R4. Therefore
M3(Λp′1,Λp′2,Λp1,Λp2)
= ηµνM2µ(Λp′1,Λp′2,Λp1,Λp2)M2ν∗(Λp′1,Λp′2,Λp1,Λp2)
= ηµνΛ
µ
ρM2ρ(p′1, p′2, p1, p2)ΛνσM2σ∗(p′1, p′2, p1, p2)
= ηρσM2ρ(p′1, p′2, p1, p2)M2σ∗(p′1, p′2, p1, p2)
=M3(p′1, p′2, p1, p2).
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Hence M3 ∈ I(3)(2,2) and so using the result of (Mashford, 2017b) we have that M3 ⊗
M4 ∈ I(3)(2,2).
We now have to work out how su(3) acts on elements of the subalgebra K(1)(k1,k′1) ⊂
K. Consider first the case of K(1)(1,1). These are operatorsM = {Ma′a} = {Re(Ma′a)+
Im(Ma′a)} ∈ End(R8)× End(R8). su(3) acts on R8 by means of the action induced
by the adjoint action and therefore su(3) can be viewed as a subset of C8×8. Suppose
that M∈ C8×8 and that in fact N = Re(M) ∈ su(3) where we consider su(3) to be
imbedded in End(R8). Then we have that N is covariant if and only if
AN = NA,∀A ∈ su(3)⇔ [A,N ] = [N , A],∀A ∈ su(3), (81)
and so N must lie in the quite trivial center of su(3). Similarly for Im(M).
Now consider the case that we are now interested in, that is the case of K(1)(2,2).
Suppose that N is of the form
N = N1 ⊗N2, (82)
where N1,N2 ∈ su(3). Then
AN = A(N1 ⊗N2)
= AN1 ⊗ AN2
= [A,N1]⊗ [A,N2]
= [N1, A]⊗ [N2, A]
= (N1 ⊗N2)A
= NA.
Note that two minus signs have cancelled in line 4. Thus any N of this form is
covariant. This is true for both real and imaginary parts. Clearly any finite linear
combination of kernels of this form is also covariant. In general, any kernel of the
form
Ma′b′ab = Mcdf ca′afdb′b = Mcdfa′acf b′bd, (83)
where M ∈ C8×8 will be covariant. The simplest choice is M = I which reproduces
our case. Therefore we have shown that the kernel defined by Eq. 69 is covariant, i.e.
the kernel M defining gluon-gluon scattering is such that M∈ I.
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9 QCD vacuum polarization
9.1 The quark fermion bubble
The Feynman amplitude for the quark fermion bubble is (c.f. Schwartz, 2014, p. 517)
M(q)abµν = −1
4
Tr((λaλb))
∫
dk
(2pi)4
1
(p− k)2 −m2 + i
1
k2 −m2 + i
Tr[γµ(k/− p/+m)γν(k/+m)]. (84)
In line with the work of (Mashford, 2017b, 2018) suppose (“pretend”) that M(q)
existed pointwise and then we can compute (formally) the measure Π(q)abµν associated
with M(q)abµν by
Π(q)abµν(Γ) =
∫
Γ
(−1
4
Tr((λaλb))
∫
1
(2pi)4
1
(p− k)2 −m2 + i
1
k2 −m2 + i
Tr[γµ(k/− p/+m)γν(k/+m)] dk) dp
= −1
4
Tr((λaλb))
∫
1
(2pi)4
χΓ(p)
1
(p− k)2 −m2 + i
1
k2 −m2 + i
Tr[γµ(k/− p/+m)γν(k/+m)] dp dk
=
1
4
Tr((λaλb))
∫
1
(2pi)4
χΓ(p+ k)
1
p2 −m2 + i
1
k2 −m2 + i
Tr[γµ(p/−m)γν(k/+m)] dp dk
= −1
4
Tr((λaλb))
∫
1
16pi2
χΓ(p+ k)Tr[γ
µ(p/−m)γν(k/+m)]
Ωm(dp)Ωm(dk), (85)
where we have used the ansatz
1
p2 −m2 + i → −piiΩm(p), (86)
(Mashford, 2017b, 2018).
We will be interested in the contraction of Π(q)abµν with respect to its Lorentz
indices. Therefore define Π(q) by
Π(q)ab(Γ) = Π
(q)ab
1 Π
(q)
2 (Γ), (87)
where
Π
(q)ab
1 =
1
4
Tr((λaλb)) =
1
2
δab, (88)
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and
Π
(q)
2 (Γ) = −
1
16pi2
∫
χΓ(p+ k)ηµνTr[γ
µ(p/−m)γν(k/+m)]
Ωm(dp)Ωm(dk). (89)
Π
(q)
2 is a well defined Lorentz invariant tempered Borel complex measure. Using the
result of (Mashford, 2018) the measure Π
(q)
2 is absolutely continuous with respect to
Lebesgue measure with spectrum
σ(m′) =
2
pi
m3Z(m′)(3 + 2Z2(m′)), (90)
where Z : [2m,∞)→ [0,∞) is given by
Z(m′) = (
m′2
4m2
− 1) 12 . (91)
Thus the spectrum of the quark fermion bubble is given by
σ(q)ab(m′) =
{
0 if m′ ≤ 2m
1
pi
δabm3Z(m′)(3 + 2Z2(m′) otherwise.
(92)
9.2 The gluon bubble
The Feynman amplitude for the gluon bubble is written (c.f. Schwartz, 2014, p. 518)
M(g)abµν = 1
2
∫
dk
(2pi)4
1
k2 + i
1
(k − p)2 + if
acef bdfδcfδedNµν
= −3
2
δab
∫
dk
(2pi)4
1
k2 + i
1
(k − p)2 + iN
µν , (93)
where
Nµν(p, k) = [ηµα(p+ k)ρ + ηαρ(p− 2k)µ + ηρµ(k − 2p)α]ηαβηρσ
×[ηνβ(p+ k)σ − ηβσ(2k − p)ν − ησν(2p− k)β].
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We compute (formally) the measure Π(g)abµν associated with M(g) by
Π(g)abµν(Γ) =
∫
Γ
(−3
2
δab
∫
1
(2pi)4
1
k2 + i
1
(k − p)2 + iN
µν(p, k) dk) dp
= −3
2
δab
1
(2pi)4
∫
χΓ(p)
1
k2 + i
1
(k − p)2 + iN
µν(p, k) dk dp
= −3
2
δab
1
(2pi)4
∫
χΓ(p)
1
k2 + i
1
(k − p)2 + iN
µν(p, k) dp dk
= −3
2
δab
1
(2pi)4
∫
χΓ(p+ k)
1
k2 + i
1
p2 + i
Nµν(p+ k, k) dp dk
=
3
2
δab
1
16pi2
∫
χΓ(p+ k)N
µν(p+ k, k) Ω0(dk)Ω0(dp).
It seems that N does not transform as a tensor and in any case we will only be
interested in the contraction of Π(g) with respect to its Lorentz indices. Therefore
define M : R4 ×R4 → R by
M(p, k) = ηµνN
µν(p+ k, k), (94)
and Π(g) : {1, . . . , 8}2 × B(R4)→ R by
Π(g)ab(Γ) =
3
32pi2
δab
∫
χΓ(p+ k)M(p, k) Ω0(dk)Ω0(dp),
26
where
M(p, k) = ηµνN
µν(p+ k, k)
ηµνηαβηρσ[η
µα(p+ 2k)ρ + ηαρ(p− k)µ − ηρµ(2p+ k)α]
×[ηνβ(p+ 2k)σ − ηβσ(k − p)ν − ησν(2p+ k)β]
= ηµνηαβηρσ[η
µα(p+ 2k)ρηνβ(p+ 2k)σ − ηµα(p+ 2k)ρηβσ(k − p)ν −
ηµα(p+ 2k)ρησν(2p+ k)β + ηαρ(p− k)µηνβ(p+ 2k)σ −
ηαρ(p− k)µηβσ(k − p)ν − ηαρ(p− k)µησν(2p+ k)β −
ηρµ(2p+ k)αηνβ(p+ 2k)σ + ηρµ(2p+ k)αηβσ(k − p)ν +
ηρµ(2p+ k)αησν(2p+ k)β]
= ηµνηαβηρση
µαηνβ(p+ 2k)ρ(p+ 2k)σ
−ηµνηαβηρσηµαηβσ(p+ 2k)ρ(k − p)ν
−ηµνηαβηρσηµαησν(p+ 2k)ρ(2p+ k)β
+ηµνηαβηρση
αρηνβ(p− k)µ(p+ 2k)σ
−ηµνηαβηρσηαρηβσ(p− k)µ(k − p)ν
−ηµνηαβηρσηαρησν(p− k)µ(2p+ k)β
−ηµνηαβηρσηρµηνβ(2p+ k)α(p+ 2k)σ
+ηµνηαβηρση
ρµηβσ(2p+ k)α(k − p)ν
+ηµνηαβηρση
ρµησν(2p+ k)α(2p+ k)β
= 4(p+ 2k).(p+ 2k)− (p+ 2k).(k − p)− (p+ 2k).(2p+ k) + (p− k).(p+ 2k) +
4(p− k).(p− k)− (p− k).(2p+ k)− (2p+ k).(p+ 2k) + (2p+ k).(k − p) +
4(2p+ k).(2p+ k)
= 18p2 + 18k2 + 18p.k.
When expressed in this form it is clear that M is Lorentz invariant in the sense that
M(Λp,Λk) = M(p, k),∀Λ ∈ O(1, 3), p, k ∈ R4. (95)
It is therefore straightforward to show that Π(g) is a well defined Lorentz invariant
tempered Borel complex measure on Minkowski space. By the argument of (Mashford,
2018) the support of Π(g) satisfies supp(Π(g)) ⊂ C = {p ∈ R4 : p2 ≥ 0, p0 ≥ 0}. Thus
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Π(g) is causal. Write
Π(g)ab(Γ) = Π
(g)ab
1 Π
(g)
2 (Γ), (96)
where
Π
(g)ab
1 =
3
32pi2
δab, (97)
Π
(g)
2 (Γ) =
∫
χΓ(p+ k)M(p, k) Ω0(dk)Ω0(dp). (98)
By the spectral theorem (Mashford, 2018) Π
(g)
2 has a spectral representation
Π
(g)
2 (Γ) =
∫ ∞
m′=0
σ(dm′)Ωm′(Γ), (99)
for some Borel spectral measure σ : B(R)→ R. We will now use the spectral calculus
(Mashford, 2018) to compute the spectrum σ. Let a, b ∈ R, 0 < a < b. We have
g(a, b, ) = Π
(g)
2 (Γ(a, b, ))
=
∫
χΓ(a,b,)(p+ k)M(p, k) Ω0(dk)Ω0(dp)
≈
∫
χ(a,b)(|
⇀
p |+ |⇀k |)χ
B(
⇀
0 )
(
⇀
p +
⇀
k )M((|⇀p |,⇀p), (|
⇀
k |,
⇀
k ))
d
⇀
k
|⇀k |
d
⇀
p
|⇀p |
≈
∫
χ(a,b)(2|
⇀
p |)M((|⇀p |,⇀p), (|⇀p |,−⇀p)) d
⇀
p
|⇀p |2
4
3
pi3
= 36(4pi)
∫ b
2
a
2
dr
4
3
pi3
= 72pi(b− a)4
3
pi3.
Therefore
ga(b) = 72pi(b− a)4
3
pi, (100)
and hence the spectrum is absolutely continuous with respect to Lebesgue measure,
i.e. is a function (for m′ > 0), and is given by the simple formula
σ(m′) = 72pim′. (101)
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Therefore the spectrum of the gluonic bubble is
σ(g)ab(m′) = (
3
32pi2
δab)(72pim′) =
27
4pi
δabm′. (102)
9.3 The complete vacuum polarization function
We have computed the spectra associated with the quark fermion bubble and the
gluon bubble. It is common (Schwartz, 2014, p. 517) to include terms also for the
ghost loop and the counterterm. These terms are included in order for renormalization
to work. In our work we do not need to carry out renormalization, we use spectral
regularization. Therefore for our purposes we do not need counterterms or ghosts.
The spectrum for the sum of the two Feynman diagrams that we have considered
is the sum of the spectra that we have computed. Therefore this spectrum is
σab(m′) = σ(q)ab(m′)+σ(g)ab(m′) =
{
27
4pi
δabm′ if 0 < m′ ≤ 2m
27
4pi
δabm′ + 1
pi
δabm3Z(m′)(3 + 2Z2(m′)) otherwise.
We define the vacuum polarization function piab : {p ∈ R4 : p2 > 0, p0 > 0} → C by
piab(p) =
Πab(p)
p2
. (103)
Thus the spectral vacuum polarization function is
piab(p) =
{
(p2)−
3
2σab((p2)
1
2 ) if p2 > 0, p0 > 0
0 otherwise
(104)
(c.f. (Mashford, 2018)).
piab is a function on R4 supported in C but its value for an argument p only
depends on p2. Therefore, we may define, without fear of confusion, the function
pi : {1, . . . , 8}2 × (0,∞)→ C by
piab(q) =
{
27
4pi
δabq−2 if 0 < q ≤ 2m
27
4pi
δabq−2 + 1
pi
δabm3q−3Z(q)(3 + 2Z2(q)) otherwise.
(105)
We wish to consider Πab(q) in the spacelike domain where q2 < 0. To do this we
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consider Π in the imaginary mass domain by making the substitution
Ωm ∗ Ωm → Ωim ∗ Ωim. (106)
By (Mashford, 2018) Πab(q) for q2 < 0 is a type III measure with spectrum equal to
σ where σ is the spectrum of Πab(q) for q2 > 0. Thus, in the spacelike domain
piab(q) =

27
4pi
δabs−2 if − 4m2 ≤ q2 < 0
27
4pi
δabs−2 + 1
pi
δabm3s−3Z(s)(3 + 2Z2(s)) if q2 < −4m2
0 otherwise,
(107)
where s = (−q2) 12 for q2 < 0.
Then
piab(q) = δabpi(q) = δabpi((−q2) 12 ), (108)
for q2 < 0 where pi : (0,∞)→ (0,∞) is defined by
pi(s) =
{
27
4pi
s−2 if 0 < s ≤ 2m
27
4pi
s−2 + 1
pi
m3s−3Z(s)(3 + 2Z2(s)) otherwise .
(109)
10 The (1 loop) QCD running coupling
The Feynman amplitude for quark-quark ud→ ud scattering at 1 loop level is
M =Ma +Mb, (110)
where
iMai′1i′2i1i2α′1α′2α1α2(p′1, p′2, p1, p2) =
1
4
(cTi′1 ⊗ u(u, p
′
1, α
′
1))(λ
a ⊗ γρ)(ci1 ⊗ u(u, p1, α1))
iEabρσ(p2 − p′2)(cTi′2 ⊗ u(d, p
′
2, α
′
2))(λ
b ⊗ γσ)
(ci2 ⊗ u(d, p2, α2)),
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iMbi′1i′2i1i2α′1α′2α1α2(p′1, p′2, p1, p2) =
1
4
(cTi′1 ⊗ u(u, p
′
1, α
′
1))(λ
a ⊗ γρ)(ci1 ⊗ u(u, p1, α1))
iEabρσ(p2 − p′2)iΠcdµν(p2 − p′2)iEcdµν(p2 − p′2)
(cTi′2 ⊗ u(d, p
′
2, α
′
2))(λ
b ⊗ γσ)(ci2 ⊗
u(d, p2, α2)), (111)
where
Eabµν(p) =
−δabηµν
p2 + i
, (112)
is the gluon propagator and {ci}i=1,2,3 are the standard basis vectors for the quark
color space (C3). Carrying out contraction of the Lorentz indices we obtain
iMai′1i′2i1i2α′1α′2α1α2(p′1, p′2, p1, p2) =
1
4
δabM0α′1α′2α1α2(p′1, p′2, p1, p2)λai′1i1λ
a
i′2i2
−i
(p2 − p′2)2 + i
, (113)
iMbi′1i′2i1i2α′1α′2α1α2(p′1, p′2, p1, p2) =
1
4
δabM0α′1α′2α1α2(p′1, p′2, p1, p2)λai′1i1λ
a
i′2i2
−ipi(p2 − p′2)
(p2 − p′2)2 + i
, (114)
where
M0α′1α′2α1α2(p′1, p′2, p1, p2) = ηρσu(u, p′1, α′1)γρu(u, p1, α1)u(d, p′2, α′2)γσu(d, p2, α2).
We will now consider the non-relativistic (NR) approximation and compare our scat-
tering amplitudes with those obtained using the Born approximation (as in (Weinberg,
2005, Chapter 11). We do this so that we may compute an equivalent potential and
hence effective coupling constant. In the NR approximation we have
M0α′1α′2α1α2 = δα′1α1δα′2α2 . (115)
Now, using the Fierz identity
3∑
i1,i2,i′1,i
′
2=1
1
4
λai′1i1λ
a
i′2i2
=
3∑
i1,i2,i′1,i
′
2=1
1
2
(δi′1i2δi1i′2 −
1
3
δi′1i1δi′2i2) =
1
2
(9− 1
3
9) = 3. (116)
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Thus averaging over incoming and outgoing quark color polarizations, we obtain
iMa = 1
27
δabδα′1α1δα′2α2
−i
(p2 − p′2)2 + i
, (117)
and
iMb = 1
27
δabδα′1α1δα′2α2
−ipi(p2 − p′2)
(p2 − p′2)2 + i
, (118)
Therefore, arguing as in (Mashford, 2018), the running coupling for QCD as a function
of energy scale µ is
g2r(µ) = g
2
s(1 + 4pi
∫ ∞
q=0
sinc(q)pi(µq) dq), (119)
where pi is evaluated in the imaginary mass domain.
It is straightforward, given the computations of Theorem 6 of (Mashford, 2018),
to show that the integral defined by Eq. 119 is convergent for all energies µ ≥ 0.
The graph of the running coupling for energies between 5 and 100 GeV (with
the x−axis on a logarithmic scale) is shown in Figure 1. (The C++ code used to
produce this figure can be found in Appendix 1.) This graph has the same form as
the graph shown in Figure 26.1 of (Schwartz, 2014) which shows the best fit for the
MS strong coupling constant based on collider experiments, lattice QCD and Z pole
fit. Thus (up to finite renormalization, i.e. finite translation and rescaling) our work
reproduces the experimental data.
A more detailed understanding of the behavior of the running coupling can be
obtained by computing it and graphing it over different ranges where the x−axis is
quark separation in meters rather than energy scale. As a function of distance r
between the quarks, the running coupling is given by
g2r(r) = g
2
s(1 + 4pi
∫ ∞
q=0
sinc(q)pi(q/r) dq), r > 0. (120)
First consider the very short distance (i.e. high energy) behavior. This is shown
in Figure 2. It can be seen that for separations between 0 and 10−17 meters the
running constant is indeed constant. Thus within a proton with a radius of ≈ 0.86×
10−15 meters the quarks would have constant maximum coupling over at least 2%
of the proton diameter. From Figure 3 it can be seen that the coupling begins to
decrease gradually but there is a discontinuity in the derivative of g2r at a separation
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Figure 1: QCD running coupling versus log energy (eV) between 5 and 100 GeV
of ≈ 6.7 × 10−17 meters (i.e. still within the confines of the proton). Nevertheless
g2r is continuous over its whole range. Figure 4 shows that the running coupling
continues to decrease from there on up to a separation of 10−15 meters but with many
discontinuities in its derivative on the way. Figure 5 shows that the running coupling
continues to decrease linearly (but perhaps with many unseen discontinuities in its
derivative) up to a separation of 10−14 meters (at which point, if enough energy had
been expended) the quark would have left the proton.
However, from Figure 6 it can be seen that between a separation of 10−14 and 10−13
meters the trajectory of the running coupling begins to flatten and has a turning point
just after a separation of 10−13 meters. From Figures 7 and 8 it can be seen that
the trajectory develops an oscillatory component asymptoting to a completely flat
trajectory with value g2r = g
2
s at about 5 × 10−12 meters which is approximately
0.1×a0 where a0 is the Bohr radius of the H atom. It then starts to increase steadily
and continues to increase nonlinearly as shown in Figure 9.
Its behavior for r > 10−13 meters is consistent with the phenomena of asymptotic
freedom at the high energy (small separation) scale and quark confinement at the low
energy (large separation) scale.
The C++ codes to produce Figures 2 to 9 are simple modifications of the code
given in Appendix 2.
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Figure 2: QCD running coupling versus distance up to 10−17m
Figure 3: QCD running coupling versus distance up to 10−16m
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Figure 4: QCD running coupling versus distance up to 10−15m
Figure 5: QCD running coupling versus distance up to 10−14m
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Figure 6: QCD running coupling versus distance up to 10−13m
Figure 7: QCD running coupling versus distance up to 10−12m
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Figure 8: QCD running coupling versus distance up to 10−11m
Figure 9: QCD running coupling versus distance from the Bohr radius of the H atom
a0 up to 20a0
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11 Conclusion
We have described a rigorous mathematical formulation providing a divergence free
framework for QCD and the standard model in curved space-time. Our approach
does not use variational principles as a starting point but as mentioned in (Mashford,
2017a) variational principles could be extracted from the theory if wished. The field
theory implies the variational principles and the variational principles imply the field
theory. The starting point of our theory is the notion of covariance which we interpret
as conformal covariance rather than the general (diffeomorphism) covariance of GR.
We have shown how the infinitesimal symmetry group (i.e. Lie algebra) of our
theory, that is su(2, 2), is the linear direct sum of su(3) and κ, these being the QCD
algebra and the electroweak algebra. We have described the Fock space which is a
graded algebra composed of Hilbert spaces of multiparticle states, where the particles
can be fermions such as quarks and electrons or bosons such as gluons or photons.
We consider algebra bundles whose typical fibers are the Fock spaces. Scattering
processes are associated with covariant linear maps between the Fock space fibers
which can be generated by intertwining operators between the Fock spaces.
We show how quark-quark scattering and gluon-gluon scattering are associated
with kernels which generate such intertwining operators. The rest of the paper fo-
cusses on QCD vacuum polarization in order to compute the effective potential and
hence the (1 loop) running coupling for QCD at different scales. Through an easy
application of the spectral calculus (Mashford, 2018) we compute the densities associ-
ated with the quark bubble and the gluon bubble and hence the vacuum polarization
function. We find that the QCD running coupling has non-trivial behavior particu-
larly at subnuclear level and that its behavior for quark separation r > 10−13 meters
is consistent with the phenomena of asymptotic freedom and quark confinement.
It remains to be seen what other ingredients, if any, are needed to generate all
the physics of the standard model (at least all that is “correct”). We have shown
that the kernels that are associated with quark-quark and gluon-gluon scattering
as well as electron-electron and electron-neutrino scattering (Mashford, 2017b) are
covariant (i.e. intertwining). It remains to be verified that all possible scattering
processes in the standard model are covariant. Conversely it needs to be shown that
any covariant process is associated with a possible scattering process under the rules
of the standard model. Covariance is a very strong condition, much stronger than
simple Lorentz invariance.
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IfM1 andM2 are covariant kernels then so is α1M1 +α2M2 for any α1, α2 ∈ C.
Furthermore so is M1 ⊗M2 so the covariant kernels form an algebra. An overall
multiplicative factor does not matter since, by general principles of QFT, one is
interested in rays in Hilbert space. But it is required to have a way to decide on
valid relative weightings. We believe that a possible approach to selecting physically
significant covariant kernels is through a cohomology algebra associated with the
Fock space algebra bundle which can be defined in a fashion analogous to de Rham
cohomology for smooth manifolds. The topology of Mo¨bius structures can, in general,
be very complex. It is therefore possible that there could be a correspondence between
the topology of space-time and the particle scattering processes that are occurring.
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Appendix 1: C++ code to produce graph of run-
ning coupling versus energy (Fig.1)
//---------------------------------------------------------------------------
#pragma hdrstop
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#include "math.h"
#include "iostream.h"
#include "fstream.h"
const double pi = 4.0*atan(1.0);
const double m_q_natural = 2.3e6; // quark mass in eV/c^2, natural units
const double m = m_q_natural;
const double g_s = 1.0;
const double g_s_sq_natural = g_s*g_s;
const double start = 1.0/(100.0*1.0e9); // eV^{-1}
const double end = 1.0/(5.0*1.0e9); // eV^{-1}
const int n = 1000;
const double delta = (end-start)/n;
const double delta_int = pi/1000;
const double Lambda_int = 200.0;
const int n_int = Lambda_int/delta_int;
double pi_s(double);
double Z(double);
//---------------------------------------------------------------------------
#pragma argsused
int main(int argc, char* argv[])
{
cout << "mass of up quark = " << m << " eV/c^2" << endl;
ofstream outFile("file.txt",ios::out);
cout << "n_int = " << n_int << endl;
int i,j;
// compute reference for running coupling
double tau = start;
double I = 0.0;
for(j=1;j<=n_int;j++)
40
{double s = j*delta_int;
I += sin(s)*pi_s(s*tau)/s;
}
I *= delta_int;
I *= 4.0*pi;
I += 1.0;
double I_ref = I;
// compute running coupling
for(i=0;i<=n;i++)
{
double tau = start+i*delta;
double I = 0.0;
for(j=1;j<=n_int;j++)
{
double s = j*delta_int;
I += sin(s)*pi_s(s*tau)/s;
}
I *= delta_int;
I *= 4.0*pi;
I += 1.0;
outFile << log(tau)-log(start) << ’\t’ << I/I_ref << endl;
}
return(0);
}
double pi_s(double s)
{
if(s<=2.0*m)
return(27.0/(4.0*pi*s*s));
else
return(27.0/(4.0*pi*s*s)+m*m*m*Z(s)*(3.0+2.0*Z(s)*Z(s))/(pi*s*s*s));
}
double Z(double s)
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{return(sqrt(s*s/(4.0*m*m)-1.0));
}
//---------------------------------------------------------------------------
Appendix 2: C++ code to produce graphs of run-
ning coupling versus distance (Figs. 2-9)
//---------------------------------------------------------------------------
#pragma hdrstop
#include "math.h"
#include "iostream.h"
#include "fstream.h"
const double pi = 4.0*atan(1.0);
const double m_e = 9.10956e-31; // Kg mks
const double c = 2.99792458e8; // speed of light m/s mks
const double e = 1.6021766208e-19; // Coulombs mks
const double m_e_natural = m_e*c*c/e; // eV/c^2
const double m_q_natural = 2.3e6; // quark mass in eV/c^2, natural units
const double m = m_q_natural;
const double g_s = 1.0;
const double h = 6.626070040e-34; // Planck constant mks
const double h_bar = h/(2.0*pi);
const double epsilon_0 = 8.854187187e-12; // permittivity of free space mks
const double e1 = e/sqrt(epsilon_0); // Gaussian units
const double alpha_e = e1*e1/(4.0*pi*h_bar*c);
const double e_sq_natural = 4.0*pi*alpha_e; // natural units
double e1_e2 = -e_sq_natural;
const double a_0_natural = 4.0*pi/(m_e_natural*e_sq_natural); // in eV^{-1}
const double g_sq_natural = g_s*g_s;
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const double factor = h_bar*c/e;
// convert from distance in natural units to meters
const double start = 0.0; // a_0_natural;
const double end = 0.2*a_0_natural; // 20.0*a_0_natural;
const int n = 1000;
const double delta = (end-start)/n;
const double delta_int = pi/2000;
const double Lambda_int = 100.0;
const int n_int = Lambda_int/delta_int;
double pi_s(double);
double Z(double);
//---------------------------------------------------------------------------
#pragma argsused
int main(int argc, char* argv[])
{
cout << "mass of electron = " << m_e << " Kg = " << m_e_natural
<< " eV/c^2" << endl;
cout << "inverse QED fine structure constant = " << 1.0/alpha_e << endl;
cout << "Bohr radius for H atom = "
<< a_0_natural << " eV^{-1} = "
<< a_0_natural*factor << " m " << endl;
cout << "mass of up quark = " << m << " eV/c^2" << endl;
ofstream outFile("file.txt",ios::out);
cout << "n_int = " << n_int << endl;
int i,j;
for(i=1;i<=n;i++)
{
double r = start+i*delta;
double I = 0.0;
for(j=1;j<=n_int;j++)
{
double s = j*delta_int;
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I += sin(s)*pi_s(s/r)/s;
}
I *= delta_int;
I *= 4.0*pi;
I += 1.0;
outFile << factor*r << ’\t’ << I << endl;
}
return(0);
}
double pi_s(double s)
{
if(s<=2.0*m)
return(27.0/(4.0*pi*s*s));
else
return(27.0/(4.0*pi*s*s)+m*m*m*Z(s)*(3.0+2.0*Z(s)*Z(s))/(pi*s*s*s));
}
double Z(double s)
{
return(sqrt(s*s/(4.0*m*m)-1.0));
}
//---------------------------------------------------------------------------
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