INTRODUCTION
On 11 March 2011 a megathrust earthquake (M 9.0)-the largest recorded earthquake in the history of Japan-occurred off the Pacific coast of Tohoku-oki (Table 1 ). The earthquake ruptured the interplate boundary offshore of northeastern Honshu with several earthquake rupture models suggesting peak epicentral displacements up to 30-40 m and duration about 150 s. Several focal mechanism estimates (e.g., the weighted cumulative moment tensor [WCMT] with slab geometry from U.S. Geological Survey; http://earthquake. usgs.gov/earthquakes/eqinthenews/2011/usc0001xgp/finite_ fault.php, last accessed August 2011) show a thrust fault striking at ~195° and dipping at ~10°, with a rupture model of about 250 km × 150 km.
The tectonic setting of the broader Japan area corresponds to a subduction area with the Pacific plate subducting beneath the Eurasian plate. In general, attenuation in subduction zones is controlled by the low-velocity low-Q material of the mantle wedge dividing the zone into along-arc and back-arc regions (e.g., Skarlatoudis et al. 2011; Boore et al. 2009 ). This phenomenon affects ground motions in Japan in general (e.g., Hasegawa et al. 1994; Yoshimoto et al. 2006 ) and the Tohoku-oki earthquake is no exception, resulting in lower levels of ground motions at larger distances, mainly in back-arc areas. Moreover, this is a case of a megathrust event for which an extremely extensive set of local seismic, strong motion, and geodetic data is available, suggesting it may be one of the best recorded earthquakes in the history of seismology. In the present work we examine the peak and spectral characteristics of the strong motion records available from the Kyoshin network (K-NET; http://www.k-net.bosai.go.jp/, last accessed August 2011). Furthermore, we perform a preliminary quantification of the effect of the effective rupture velocity and the back-arc and along-arc anelastic attenuation on the various strong motion measures and investigate the controlling factor of strong motion spatial distribution.
DATA USED
For the mainshock study we used 273 records from a total of 1,042 K-NET stations available from the National Research Institute for Earth Science and Disaster Prevention (NIED) of Japan. All strong motion records were recorded by free-field K-NET02 instruments (DC-30 Hz response). For the majority of the sites for which data were available, the soil conditions for the first 10-20 m were also available from K-NET. In order to perform comparisons with previous results, the extrapolated Vs30 measure (time-averaged shear-wave velocity over the 30 m of the soil column beneath the station) was used on the basis of the results obtained by Boore et al. (2011) . In Figure 1 a map with the spatial distribution of the recording stations is presented.
For the strong motion data processing, we followed the method described in detail in Boore et al. (2009) , involving the visual inspection of acceleration, velocity, and displacement time series and the selection of an appropriate low-cut filter, f lc , which was in general different for each record. An acausal second-order Butterworth filter was applied to the data to remove noise effects. More details on the routine followed for the processing of strong motion data can be found in Boore et al. (2009) . The Fourier amplitude spectra (FAS) were estimated for the corrected data and for 30 logarithmically equally spaced frequencies between 0.01 Hz and 30 Hz. The corresponding FAS were smoothed using the Konno and Ohmachi (1998) approach, using a smoothing factor 20. Finally, to minimize the component dependence of the examined quantities, the Rot50 measure (Boore 2010) of the horizontal components of ground motion was used for peak ground acceleration (PGA) and peak ground velocity (PGV), and the RotD50 for the 5% damped pseudospectral acceleration (PSA) for the period range 0.005-25 s. Response and FAS values were not computed for periods larger than the maximum usable period, T max , which was set to T max = 1.25/f lc , following Boore and Atkinson (2007) . In order to study the distance decay of ground motions, we used the Joyner-Boore (Joyner and Boore 1981; Spudich et al. 1996; Boore et al. 1997 ; R jb ), the R rup (closest distance to the rupture surface), and the estimated hypocentral distance to the center of the largest slip-patch. The Vs30 values, the different distance measures, and the low-cut filter frequency, f lc , are provided for the recording stations as an electronic supplement.
SOURCE CHARACTERISTICS OF THE TOHOKU EARTHQUAKE
Almost immediately after the occurrence of the earthquake, the complexity of the rupture was identified in various preliminary reports, for example, NIED (http://www.emsc-csem.org/ Files/event/211414/nied_kyoshin1e.pdf, last accessed August 2011). An initial strong phase originating near the hypocenter was clearly observed in stations north of the hypocenter location with diminishing amplitudes for the southern stations, followed by a subsequent seismic phase uniformly delayed by approximately 50 s in practically all stations. This could be explained by a second event at nearly the same location (Aoi et al. 2011) or by a bilateral rupture with larger displacements toward the northern part of the fault (http://www.hinet.bosai.go.jp/topics/ off-tohoku110311 (in Japanese), last accessed August 2011). A later seismic phase was strongly observed to the south 100 s after the initial phase. This phase suggests that a second strong event took place offshore of Fukushima-Ibaraki. The rupture of an asperity at this location would be in agreement with the strong shaking observed in this region (Aoi et al. 2011) , an assumption that is also considered in the results of Koketsu et al. (2011) . GPS data were used to constrain the slip spatial distribution, verifying the bilateral rupture of the fault with a slow rupture velocity (0.8 km/s) for the first 20 s. The rupture then accelerated and broke a huge asperity with a dimension of 225 km along strike and 120 km along dip, near the trench axis with the entire rupture duration possibly being up to 220 s and ~95% of the total seismic moment released between 20 and 160 s (Shao et al. 2011) . The rupture complexity previously described is also evident in the time-frequency (T-F) analysis of the acceleration time-series of six typical stations oriented along the NS direction (Figure 2 ). The first rupture of the fault is identified in four of the studied stations-IWT001, IWT007, MYG004, and FKS001-as a large "energy patch" between 40 s and 70 s with a variable frequency range between 1 and 7 Hz, mostly between 2 Hz and 4 Hz. The second event that took place offshore of the Fukushima-Ibaraki area is more evident in the southern stations (FKS001, IBR003 and CHB010), exhibiting its highest energy values around 85 and 125 s. The largest portion of the energy of the second event was recorded at relatively lower frequencies than the first one (for example in stations FKS001 and CHB010 peak values are observed in frequencies less than 2 Hz), in accordance with the conclusion of Shao et al. (2011) for the dimensions of the second asperity.
An additional indication characteristic of the complexity of the rupture process of this earthquake is the spatially different T-F pattern for stations that are practically equidistant from the fault (e.g., stations IWT001 and IBR003 are both located at Joyner-Boore distances around 100 km and are NEHRP D soil category; see NEHRP 1994). Station IWT001 exhibits two distinct "energy patches" around 60 s and 130 s with similar amplitudes (the second exhibits slightly higher values) in the frequency range of 3-5 Hz, while for station IBR003 only one "energy patch" is identified with considerably greater amplitudes than IWT001 (~3 times higher) and with significant energy up to ▲ Figure 1 . Map of the broader Japan area showing the spatial distribution of the available K-NET back-arc (black triangles) and along-arc (white triangles) strong motion stations. The volcanic front is shown by the dashed curve, while the epicenter location of the 11 March 2011 mainshock is denoted by a star. The estimated rupture area is depicted by the dotted rectangle. ▲ Figure 2 . Spectrograms for the six stations denoted in the corresponding map. The time-series correspond to ground acceleration (cm/s 2 ) and have the same duration (160 s). The vertical axis of the spectrograms is shown in frequency units (Hz). The epicenter location of the earthquake is denoted by a star. The estimated rupture area is depicted by the dotted rectangle, while the high-slip area is shown by the inner-rectangular grid. the frequency of 6 Hz. Finally, a single high-amplitude T-F area is observed for station CHB010 (the most distant station studied-R jb ~175km, NEHRP D category), for which the energy is spread in a wider time (100-140 s) and frequency (0.5-9 Hz) window. The broader temporal spreading of the seismic energy in the record is clearly due to the relatively large distance of this station (in comparison to the other stations examined), including the possible influence of the soft-soil local site effects, see Table S1 , electronic supplement.
STRONG MOTION AND THE ROLE OF SOURCE RUPTURE, ANELASTIC ATTENUATION, AND SITE EFFECTS
Among the most astonishing characteristics of the Tohoku-oki earthquake were the extreme peak values at a large number of recording stations. The highest peak ground acceleration value (PGA ~2.7 g) was recorded at station MYG004 (Figure 2) , and for about 10 other stations, peak values exceeded 1 g while the median PGA values were about 0.3 g at 100 km for NEHRP C sites . The PSA and FAS of the MYG004 acceleration time-series ( Figure 3) show peak amplitudes for the horizontal components of ground motion at the frequency of 5 Hz (0.2 s), in accordance with results from T-F analysis. The fact that most of the energy in both horizontal components appears in the same frequency range, in addition to the lack of dispersion phenomena, means that the generation and propagation of surface waves of significant amplitude for the specific station is unlikely. The previous results also indicate that for the extreme motions recorded in this station, the controlling factor was the existence of a very thin sedimentary layer on top of stiffer material in the topmost 10 m (Table 2) (Boore 2011) .
Recorded ground motions from the Tohoku-oki event exhibit a much faster decay rate of peak values compared to the predicted ones, based on comparisons with ground motion prediction equations (GMPEs) from Japan and worldwide as identified by several scientists so far (e.g., Boore 2011; Si et al. 2011) . This faster decay is more evident at larger distances and longer periods (Boore 2011) , which could be partly explained by the presence of a low-Q s area below the Japanese volcanic arc, although it would be expected to affect mostly higher frequencies. In Figure 4 we present the observed ground motions for PGA, PGV, and PSA for four selected periods-0.05 s, 1 s, 10 s, and 25 s-together with the GMPEs proposed by Kanno et al. (2006) which has been adopted as the limit between the along-arc and the higher anelastic attenuation back-arc area. An obvious conclusion drawn from this figure is that the differences in the levels of ground motions between back-arc and along-arc stations are quite strong for higher frequencies and gradually diminish as we move to longer periods. The observed differences are significant but not very large, in accordance with Skarlatoudis et al. (2011) , who showed that backarc and along-arc observations exhibit smaller differences for shorter periods of the shallower interface events (h < 60 km) in comparison to deeper events (h > 100 km), for which this difference can obtain values up to a factor of ~10.
Looking at longer periods (10 s and 25 s), two groups of data exhibit unusually high values around the distances of 100 km and 200 km. The first group of data is formed mainly by MYG stations (denoted with triangles) while the second group is formed mainly by CHB stations (denoted with white squares). The higher values of the MYG stations can be observed for nearly all periods studied but are more prominent for shorter periods. On the other hand, for the CHB stations the highest values are observed almost exclusively for longer periods. The main group of MYG stations appears to be strongly influenced by local site effects, a representative example of which can be seen for station MYG004, since this behavior is more or less expected when studying ground motions at higher frequencies (short periods). Nevertheless, the considerably high values observed at 10 s PSA and especially at 25 s PSA indicate either that a long pulse radiated from the source during the rupture process and/or more complex wave-propagation phenomena are also contributing to the recorded ground motion in these stations.
Ground motions in CHB stations do not exhibit any significant dependence on local site effects, as can be seen from studying PGA and shorter period PSA. Nevertheless, for longer periods high values of PSA are observed, similar to MYG stations. It is interesting to note that for the same distance range a similar pattern is also observed for back-arc stations (for closer distances where MYG stations are located, no backarc data are available for comparison). This indicates that the higher PSA values estimated for longer periods for a specific group of stations should be mostly attributed to the rupture processes/wave propagation characteristics of this earthquake and are possibly not correlated to the relative position of the stations, with respect to the low-Q s zone or local site-effect conditions.
Finally, it should be noted that several sites at relatively close distances (<100 km) and Vs30 < 300 m/s exhibit lower than expected peak and spectral values of ground motion, suggesting the presence of nonlinear phenomena. Some of the most representative examples are stations MYG015 (231 m/s, class D) and MYG017 (134 m/s, class E), denoted with the black squares in Figure 4 , which are located 95 km from the fault and for which PGA and 0.05 s PSA exhibit values lower than other stations with a similar distance range (e.g., MYG004 [430 m/s, class C], MYG013 [273m/s, class D], etc.). The possibility of nonlinear site-response of K-NET stations was also investigated by Tsuda and Steidl (2006) , who showed that for high values of input PGA, several stations, among them the ones considered here, exhibited nonlinear site-response.
In order to perform a preliminary assessment of the contribution of the various factors on strong ground motion, we have examined the distance decay for both high-and low-frequency measures, such as PGA and PSA at long periods, after correction for various factors. In Figure 5A , the distance decay of PGA is presented as a function of the R rup distance, where the alongarc and back-arc stations are presented with solid and open circles, respectively, while the standard error of a simple linear fit between logPGA and logR rup is also shown. Notice that the difference between the R rup and the R jb distance used in Figure 4 is practically negligible (less than 2%) for the Tohoku-oki earthquake, due to the low dip angle of the fault and the distance of the closer recording stations. It is clear that this linear fit is inadequate at short distances, where a saturation of PGA values occurs and where site effects or source effects for some stations (such as the MYG stations, see Figure 4) give quite high values. In Figure 5B the same plot is presented for PGA values corrected (PGA cor ) using the site-effect factors proposed for interfaceevents in Table 1 (and Figure 4) of Atkinson and Boore (2003) . It should be noted that these site-effect factors are not optimized for Japan stations/site conditions but are based on a much larger dataset that also includes events from the broader Japan area. The specific site-effect factors were employed to reduce all PGA values to site class B, according to the NEHRP categorization. Though the data scatter is marginally reduced, the saturation at shorter distances and the bias between back-arc and along-arc data are still evident. If we employ a different distance definition, such as the hypocentral distance, R hyp , from the center of the largest slip-patch using the preliminary model described at http://www.tectonics.caltech.edu/slip_history/2011_taiheiyo-oki/, the fit becomes even worse ( Figure 5C ), confirming earlier suggestions (Joyner and Boore 1981; Boore et al. 1997; Luzi et al. 2010 ) that the Joyner-Boore distance (or the almost identical rupture distance used here) is a better distance measure for PGA attenuation analysis. Notice that although the distance decay in Figure 5C appears to be more linear (no saturation effect), the corresponding linear scatter is larger, suggesting that a more elaborate attenuation model (e.g., involving a source saturation area) would render even smaller misfits for the R rup case ( Figure  5A and 5B), which strengthens the previous conclusion about the usefulness of R rup (or R jb ) for PGA attenuation studies. On the other hand, it is clear that since we do not account for anelastic attenuation and use only simple misfit measure such as the standard deviation, the proposed R rup superiority for PGA attenuation relations should be considered as indicative, at least for the Tohoku-oki event.
In an attempt to assess the effect of anelastic attenuation on PGA, we have used the analysis of , who studied the strong motion attenuation for shallow and deep events in Japan. Using events roughly located along the volcanic-front line, presented in Figure 1 , they computed different anelastic attenuation factors for stations in the backarc (volcanic) area and along-arc (coastal) area. Using their best-constrained events, we computed an additional anelas-▲ Figure 5 . PGA data, observed and corrected for various factors, plotted against distance. Along-arc and back-arc data are shown by the open and filled circles, respectively. R rup corresponds to the equivalent hypocentral distance to the rupture surface, while R hyp (used in Figure 5C ) corresponds to the hypocentral distance from the center of the largest slip-patch area. The observed PGA data are corrected for site effects (coefficients from Atkinson and Boore 2003; Figures 5B and 5C) ; for the additional anelastic attenuation as computed for stations in the back-arc (volcanic) and along-arc (coastal) areas by (Figure 5D ); for the radiation pattern of the adopted fault plane solution ( Figure 5E ); and for all the previous factors ( Figure 5F ). The error of a simple linear fit between logPGA and logR is also presented for the various correction factors applied.
tic attenuation for PGA of back-arc stations of the order of Q cor = 0.0028*R b , which is quite consistent and stable for almost all the events they examined. Therefore, it is reasonable to assume that this additional attenuation applies to waves recorded at back-arc stations, due to the low-Q mantle/crust attenuation. Using this correction factor, we computed corrected PGA values, log(PGA cor Q) = log(PGA cor ) + 0.0028*R b , where R b corresponds to the source-station path segment within the back-arc area. Notice that this correction does not account for the overall anelastic attenuation but only for the additional attenuation of the back-arc area. The corresponding distance decay is presented in Figure 5D , where the overall misfit has only slightly improved in comparison to Figure 5B . This minimal effect is clearly due to the fact that the back-arc/along-arc bias is still quite visible in this plot. In other words, the performed back-arc anelastic attenuation correction cannot account for the observed bias between back-arc and along-arc stations.
In order to further examine the source of this discrepancy, we have performed a different correction, using the radiation pattern of the fault-plane solution (Aki and Richards 1980) and assuming a unidirectional SSW propagation of the rupture, in accordance with the main rupture characteristics. We used the USGS Wphase solution (http://earthquake.usgs.gov/ earthquakes/eqinthenews/2011/usc0001xgp/neic_c0001xgp_ wmt.php, last accessed August 2011), though all other solutions yielded almost identical results for the total SV and SH radiation pattern amplitude (SV 2 + SH 2 ) 1/2 as a measure of the source contribution. The tests we performed showed that the correction for source radiation has a minimal effect on the corrected PGA; however, the rupture velocity, V f , was critical for the computed correction. After several tests, the optimal correction for PGA was found for a rupture velocity V f = 0.8V S , where V S is the shear wave velocity and the corrected PGA values (PGA cor V f ) are presented in Figure 5E , exhibiting a small but significant reduction (Δσ = 0.028, ~8%) of the standard deviation in comparison to Figure 5B . This improvement suggests that the rupture directivity, even assuming a simple unilateral model that neglects the initial NW rupture propagation, is quite critical for the resulting PGA distribution. In fact, using both the rupture directivity and back-arc anelastic attenuation factor ( Figure 5F ) gives the smallest misfit distance decay, where back-arc and along-arc stations show almost no bias. Although the overall variance reduction is small (~35%), the final corrected PGA values (PGA cor QVf ) show a reduced short-distance saturation and suggest that the rupture directivity, together with back-arc attenuation, played a specific quantitative role in the final PGA distribution.
A similar analysis can be performed for low-frequency PSA measures, with the main difference being that the additional anelastic effect for back-arc stations at such long periods is practically nonexistent. The distance decay for PSA(10s) before and after correcting for site effects (by applying the correction factors of Atkinson and Boore 2003, as described previously) is presented in Figures 6A and 6B , respectively. Despite the fact that the site-effect factors are adopted from a different work with extrapolation, the applied correction reduces the extreme values of the CHB stations (open diamonds) located at the Boso (Chiba) peninsula (see also Figure 4 ). In fact, using the hypocentral distance from the center of the largest slip-patch, R hyp , marginally reduces the misfit ( Figure 6C ), suggesting that the low-frequency content is probably mostly controlled by the energy released at this high-slip patch on the fault (see also Figure 2 ). Notice that although the area of largest slip does not necessarily coincide with the area of the highest energy release (since stress drop controls the actual energy release), we have made the reasonable assumption that these two areas coincide, as detailed spatially variable stress-drop models are not available for the Tohoku-oki event.
If we perform an additional correction of the PSA(10s) values, using the same simple unilateral rupture model, we obtain an optimal misfit for a V f = 0.85V S quite similar to the results obtained for PGA ( Figure 6D ). Notice that in this case the misfit reduction is only controlled by the rupture directivity, without any contribution of the back-arc attenuation. Again, despite the overall small variance reduction (~30%), the identical pattern of back-arc and along-arc stations in Figure 6D , as well as the fact that only for this plot do the Boso (Chiba) peninsula stations show lower values than stations at shorter hypocentral distances, suggests that the rupture directivity also has a clear effect on the low-frequency seismic energy propagation.
The previous results are graphically presented in Figure  7 , where a contour plot of the PGA, PSA(1 s), and PSA(10 s) values after correction for site effects is presented in Figures  7A, 7B , and 7C, respectively. It is clear that for higher frequencies the whole coastal area exhibits high values, whereas for lower frequencies a high-value patch is mainly identified in the broader area of the Boso (Chiba) peninsula. In Figure 7D we present the predicted S-wave radiation pattern, corrected for the additional back-arc attenuation and divided with the R rup , as a simple proxy for the strong motion spatial distribution. Although the pattern is somewhat similar with the PGA map, it shows higher values mainly for the northern coastal part. Only when we incorporate the SSW unilateral rupture directivity factor ( Figure 7E ) do we obtain a spatial distribution pattern that is very similar to the actual PGA spatial distribution map, as well as PSA values at 1 s. On the other hand, the corresponding plot, which incorporates the hypocentral distance from the highest-slip center and the rupture directivity ( Figure  7F ), shows a distribution more similar to the PSA(10s) map, with high values mostly in the southern part of the Pacific coast, especially in the broader Boso (Chiba) peninsula area (which includes the CHB stations). This enhancement of longperiod seismic motion for the southern coastal area is in very good agreement with the available observations ( Figure 7C ), though the strong directivity results in an underestimation of predicted motions for the northern Honsu sites, suggesting a more complicated mechanism for long-period energy release.
CONCLUSIONS
The available data from the K-NET strong motion network were used to study the properties of the 11 March 2011 Tohoku-oki mega-earthquake (M 9.0). The strong motion data were corrected, after applying an appropriate processing routine, and the FAS, the Rot50 measure of the horizontal components of ground motion for peak ground acceleration and velocity (PGA and PGV), and the RotD50 for pseudospectral acceleration values (PSA) were computed for selected periods. For site categorization the extrapolated Vs30 values from the published K-NET soil conditions were used. A preliminary finite fault model was adopted to compute the R jb distance from the fault to the corresponding stations.
The time-frequency (T-F) analysis of selected stations along the Japanese Pacific coastline revealed some of the features of the highly complex rupture process of this earthquake. The initial bilateral rupture of the fault, followed by the breaking of a huge asperity in the southern part of the fault, can be identified in the spectrograms of the stations studied. Moreover, we identified individual characteristics of the recording sites, such as local site effects.
A closer inspection of the time-series of MYG004 station, where the highest PGA was recorded, shows that local site effects (a very thin soil layer over stiffer material for the top 10 m) contributed significantly to this result. Considering the average response of this sedimentary cover for station MYG004, the highest spectral values are expected around the period of 0.2 s-0.3 s, which is also verified by Figure 4 . Moreover, observed ground motions at longer periods (10 s and 25 s) for two groups of stations exhibit unusually high spectral values. This behavior could be attributed to complex rupture phenomena (a long pulse that was emitted from the source) and/or wave propagation properties. Also, evidence for nonlinear soil behavior was identified for specific stations, in accordance with previously published results.
A preliminary quantitative analysis shows that a unilateral SSW rupture directivity effect, with a rupture velocity of 0.8-0.85 V S , in combination with the additional anelastic attenuation in the back-arc area at higher frequencies, can explain the main characteristics of the spatial distribution of the strong ground motion, after accounting for the local site effects using already proposed correction factors from Atkinson and Boore (2003) . Furthermore, the lower-frequency energy content is ▲ Figure 6 . PSA values for the period of 10 s, plotted against distance. (A) with no corrections applied, (B) corrected for site effects (coefficients from Atkinson and Boore 2003) , (C) corrected for site effects and plotted against R hyp , and (D) corrected for site effects and the radiation pattern of the adopted fault plane solution. CHB stations are depicted by the open diamonds, while along-arc and back-arc data are shown by the open and filled circles, respectively. The error of a simple linear fit between logPGA and logR is also presented for the various cases examined. ▲ Figure 7 . Spatial contour plots of PGA, PSA(1s), and PSA(10s) corrected for site effects (coefficients from Atkinson and Boore 2003) are presented in Figures 7A, B , and C. The predicted strong motion spatial distribution pattern is also presented, in terms of the S-wave radiation pattern corrected for the additional back-arc anelastic attenuation and divided by the R rup when considering no directivity ( Figure 7D ) and a SSW rupture directivity with a rupture velocity of 0.85V s ( Figure 7E ). Notice that when considering the rupture directivity (7E) the predicted pattern is in much better agreement with actual PGA distribution (7A). Similarly, in Figure 7F the same plot as in Figure 7E is presented using R hyp as the distance measure and without considering the additional back-arc anelastic attenuation, showing a good correlation with the PSA(10s) distribution in Figure 7C , especially for the long-period enhancement of the Boso (Chiba) peninsula recording stations.
slightly better described assuming that the main low-frequency energy release was performed at the highest-slip fault area, whereas the R rup and R jb are the optimum choices for studying the distance decay of higher-frequency strong motion measures such as PGA.
