This paper discusses reliability R of the (2+1) Cascade model of inverse Weibull distribution. Reliability is to be found when strength-stress distributed is inverse Weibull random variables with unknown scale parameter and known shape parameter. Six estimation methods (Maximum likelihood, Moment, Least Square, Weighted Least Square, Regression and Percentile) are used to estimate reliability. There is a comparison between six different estimation methods by the simulation study by MATLAB 2016, using two statistical criteria Mean square error and Mean Absolute Percentage Error, where it is found that best estimator between the six estimators is Maximum likelihood estimation method.
distribution to find reliability. Reddy (2016) (6) presented estimation of R = (X > Y) by considering the cascade stress-strength model. Devi, Umamaheswari and Swathi (2016) (7) studied general expression for reliability by n cascade system is derivative when stress and strength follow the lindley distribution and numerical values R (1) , R (2) , R (3) and R 3 have been computed for the some specific values of parameters. Mutkekar and Munoli (2016) (8) endeavored to the (1 + 1) cascade model by exponential distribution under joint action of stress strength. Karam and Husieen (2017) (9) studied n cascade model while strengthstress are Frechet distributed r.v to find the reliability, and used Marginal Reliabilities values of cascade model to find the reliabilities R 2 , R 3 and R 4 . Karam and Khaleel (2018) (10) discussed reliability (2+1) cascade model where strength and stress are WD, and used (Maximum likelihood, Moment, Least Square and Weighted Least Square) methods to estimate reliability of this model.
In this paper we refer to the derivation of mathematical formula of reliability in the (2+1) cascade model where strength and stress are IWD by using (Maximum likelihood, Moment, Least Square, Weighted Least Square, Regression and Percentile) estimation methods and compare the results of estimation of the different six methods by using MSE and MAPE that we get from the simulation study.
The Mathematical Formula Reliability:
In this model strength-stress random variables of (comp1 and comp2 are basics and comp3 is stand by) to be ( ; = 1,2,3) and ( ; = 1,2,3) respectively , where and are independently identically distributed Inverse Weibull random variables with common known shape parameter and unknown scale parameters ρ i ; i=1,2,3 , θ j ; j=1,2,3 . The CDF of IW(σ, ρ) is :
( ) = 
Then it becomes as
For R 2 we have that :
Where from above we have that: By using the same steps above we can find R 3 :
] ….. (8) substitution (6), (7) and , (8) in (5) the reliability function; R, finally will be as: 
Methods of Estimating the Reliability Function
Maximum likelihood Estimation method (ML): Let 1 , 2 , … , a random sample from IW(σ, ρ) distribution. The general form is:
The log -equation (10) 
Taking partial derivative equation (11) :
Then the maximum likelihood estimator for ρ is :
….. (12) By using the same manner, we can obtain the maximum likelihood estimators for the unknown scale parameters ρ 1 , ρ 2 , ρ 3 of the strength random variables X 1 ∼ IW(σ, ρ 1 ), X 2 ∼ IW(σ, ρ 2 ), X 3 ∼ IW(σ, ρ 3 ) with sample sizes n 1 , n 2 and n 3 , respectively, and θ 1 , θ 2 , θ 3 to the stress random variables , ξ = 1,2,3
…… (14) Substitution (13) and (14) in (9), the ML estimator for reliability R ; says R (ML) :
….. 
The ] ,ξ = 1,2,3 ….. (20) Substitution (19) and (20) in (9), the Mo estimator for reliability R ; says R (Mo) :
In least square method the minimize function of IW(σ, ρ) :
Since CDF of inverse Weibull distribution does not have a linear formula giving to the parameters, so we get the linear formula the following :
…… (24) Where ( ) = − (̂( ( ) )) = − ( ) and is the plotting position By derivative equation (24) with respect to parameter (12) :
= 0 Then we get the least square estimator of ; say ̂( ) :
The LS estimators of unknown scale parameters ( 1 , 2 , 3 ) and ( 1 , 2 , 3 ) are :
…… (26) and
…… (27) Where ̂( ( ) ) = +1 and (26) and (27) in (9), the LS estimator for reliability R ; says ̂( ) : 
..…(29)
As steps in equations (23) and (24) we get :
Then we get the weighted least square estimator of ρ ; say ρ (WLS) :
The WLS estimators of unknown scale parameters ( 1 , 2 , 3 ) and ( 1 , 2 , 3 ) are :
and
Where
Substitution (32) and (33) in (9), the WLS estimator for reliability R ; says R (WLS) : 
Then estimator Regression of ρ get as by equations replacement (37) in (38) :
The Rg estimators of unknown scale parameters ( 1 , 2 , 3 ) and ( 1 , 2 , 3 ) are : (41) in (9), the Rg estimator for reliability R ; says R (Rg) :
Percentile Estimation Method (Pr):
In case of inverse Weibull distribution it is possible to use this method to obtain the estimator unknown scale parameter ρ, because of the structure of the distribution function. Since F(x) is defined in (1) :
since Pi ; i = 1,2, … , n denotes the some estimate of ( ( ) ; , ),then we get :
Then the estimate of ρ can be obtained by minimizing :
Deriving equation (44) with respect to ρ and equating to zero:
The percentile estimator of ρ ; say ρ (Pr) becomes :
The Pr estimators of unknown scale parameters ( 1 , 2 , 3 ) and ( 1 , 2 , 3 ) are : 
…..(48)

Estimators Comparison:
Simulation study is introduced to estimators conduct of reliability by six methods of estimation and comparing the results by using Mean Square Error and Mean Absolute Percentage Error. Generating Random Variables: Assume that U be a random variable with the Uniform distribution in (0,1) ,the data for IWD can be generated by the adoption of inverse transformation for CDF where if : (13), (14), (19), (20), (26), (27), (32), (33), (40), (41), (46) and (47) respectively.
Step4: Estimation of Reliability as in: (15), (21), (28), (34), (42) and (48).
Step5: Mean is calculate by: = ∑= 1
Step6 Make comparison between the six different methods of estimation by using two statistical criteria: 1.Mean Square Error, where
2. Mean Absolute Percentage Error , where
Where L:Represents number of replications for any experiment.
Simulation Models
After applying the former steps of ( R ) for sample size (n 1 ,n 2 ,m 1 ,m 2 ) =a,b,c,d,e and f where a=(15,15,15,15),b=(50,50,50,50),c=(100,100,100,10 0),d=(50,15,15,100),e=(15,100,50,100) and f=(100,50,15,50) respectively Tables (2) , (3), (4), (5), (6), (7) 
