On mass-minimizing extensions of Bartnik boundary data by An, Zhongshan
ar
X
iv
:2
00
7.
05
45
2v
1 
 [m
ath
.D
G]
  1
0 J
ul 
20
20
ON MASS-MINIMIZING EXTENSIONS OF BARTNIK BOUNDARY DATA
ZHONGSHAN AN
Abstract. We prove that the space of initial data sets which have fixed Bartnik boundary data
and solve the constraint equations is a Banach manifold. Moreover, on this constraint manifold the
critical points of the ADM mass are exactly the initial data sets which admit generalised Killing
vector fields with asymptotic limit proportional to the ADM energy-momentum vector.
1. Introduction
The Bartnik quasi local mass is one of the most interesting and well-studied notions of quasi local
mass in general relativity. For a bounded initial data set (Ω, g0,K0), which consists of a bounded
3-manifold Ω with boundary ∂Ω 6= ∅, a Riemannian metric g0 and a symmetric 2-tensor K0 defined
on Ω, its Bartnik quasi local mass is defined as (cf. [6])
(1.1) mB(Ω, g0,K0) = inf{mADM(M,g,K)}.
Here the infimum is taken over all admissible extensions 1 (M,g,K) – asymptotically flat initial
data sets such that the following data (called the Bartnik boundary data) of M equals those of Ω
along the boundary via some diffeomorphism ∂M ∼= ∂Ω,
(1.2) g∂M = (g0)∂Ω, H∂M = H∂Ω, tr∂MK = tr∂ΩK0, ω∂M = ω∂Ω.
In the above, g∂M is the metric on the boundary induced by g; H∂M is the mean curvature of
the boundary ∂M ⊂ (M,g); tr∂MK is the trace (with respect to g∂M ) of the tensor K|∂M on ∂M
induced by K; and ω∂M is the connection 1-form on ∂M defined by ω∂M = K(n)|∂M , i.e. the
normal-tangential components of the symmetric 2-tensor K on the boundary.
Various geometric conditions across the boundary ∂M have been studied in the literature, such
as (M,g,K) extends (Ω, g0,K0) smoothly or the mean curvature is non-increasing (H∂M ≤ H∂Ω).
The Bartnik boundary condition (1.2) ensures that the Hamiltonian constraint and momentum
constraint are distributionally well-defined on the glued initial data set (M ∪∂M Ω, g,K) so that
dominant energy condition can be imposed. Moreover, it also arises naturally from a Hamiltonian
analysis of the vacuum Einstein equations, which we will see in the discussion to follow.
A well-known conjecture on the Bartnik quasi local mass proposed by Bartnik is as follows:
Conjecture 1.1. If the infimum in (1.1) is achieved, it must be realized by a stationary vacuum
extension – an extension (M,g,K) which can be embedded into a stationary vacuum spacetime as
an initial data set.
Here a stationary vacuum spacetime is a spacetime equipped with a Lorentzian metric which
is Ricci flat and admits a Killing vector field that is asymptotically time-like. We note that in
the original conjecture the ambient vacuum spacetime admits a time-like Killing vector field. The
conjecture was first studied in the time-symmetric case where K0 ≡ 0 so that the Bartnik boundary
condition is reduced to
(1.3) (g∂M ,H∂M ) = (g∂Ω,H∂Ω).
1An extension (M, g,K) is called admissible if it satisfies the dominant energy condition and certain decay con-
ditions so that mADM is well-defined for the glued data (M ∪∂M Ω, g,K); in addition (M ∪∂M Ω, g,K) contains no
apparent horizon (cf. [6]).
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Corvino (cf. [12]) proved that if (M,g) is a minimal ADM energy extension which extends (Ω, g0)
smoothly, then it must be static in the sense that g admits a nontrivial static potential on M \∂M .
In addition, Miao (cf. [17]) proved when ∂M has positive Gauss curvature, a minimal mass extension
for the Bartnik quasi local mass defined with non-increasing mean curvature boundary condition
must satisfy the Bartnik boundary condition (1.3) as well as being static. For the general case where
the spacetime is not time-symmetric, Corvino (c.f. [13]) studies it using a modified constraint map
and conformal argument. With further application of the modified constraint map, Huang-Lee
(cf. [15]) prove that a minimizer can be embedded into a null dust spacetime which admits a global
Killing vector field.
Besides the approaches mentioned above, Bartnik (cf. [8]) constructed a regularization H of
the Regge-Teitelboim Hamiltonian and analyzed the functional H following an approach initiated
by Brill-Deser-Fadeev(cf. [10]). By that he proved on a complete asymptotically flat manifold
constrained critical points of the ADM mass must be stationary. Bartnik then suggested that a
variational proof of the conjecture, based on extending his work to manifolds with boundary, would
be more natural. By implementing the program suggested by Bartnik, Anderson-Jauregui (cf. [4])
proved the conjecture in the time-symmetric case and moreover, showed that the static potential
function of the static metric must be positive and asymptotically decays to 1 at infinity, which
has not been addressed by previous work. In this paper, we will generalize the method in [4, 8]
to study the mass minimizing extensions for bounded initial data sets (Ω, g0,K0) in general and
extend the result on critical points of the ADM mass in [8] to initial data sets with boundary where
the Bartnik boundary data is fixed, which will prove part of the conjecture.
Recall that the Einstein equation for a spacetime (V (4), g(4)) is given by
(1.4) Ricg(4) −
1
2
Rg(4) = 8πT,
where Ricg(4) and Rg(4) are the Ricci and scalar curvatures of g
(4) and T is the stress-energy tensor
of matter. If an initial data set (M,g,K) is embedded in such a spacetime, it must satisfy the
constraint equations
(1.5)
{
R− |K|2 + (trK)2 = u,
−δK − dtrK = Z,
where the first equation above is called the Hamiltonian constraint and the second is called the
momentum constraint. The constraint equations are obtained from the Gauss-Codazzi-Mainardi
hypersurface equations on M ⊂ (V (4), g(4)) and u,Z are determined by the stress-energy tensor T .
Consider the space C(u,Z) of all asymptotically flat initial data sets (M,g,K) which satisfy
the constraint equations (1.5). For complete asymptotically flat manifolds M , Bartnik proved
(cf. [8]) the constraint space C(u,Z) has Hilbert manifold structure. It is an interesting problem
to extend this result to manifolds with boundary, where certain geometric boundary data is fixed.
However, a crucial ingredient in Bartnik’s proof – surjectivity of the constraint map – becomes
complicated and subtle when the manifold has nonempty boundary. In fact, McCormick (cf. [19])
worked with the boundary condition which requires the first derivatives of the metric to be fixed
on ∂M and pointed out that the manifold structure theorem is almost certainly false in this case.
In [4] Anderson-Jauregui proved the manifold structure theorem for the constraint space in the
time-symmetric case where the boundary conditions are those in (1.3). In their work, the ellipticity
of the boundary data (1.3) for static spacetimes (cf. [5]) plays an important role.
Inspired by the work [4], we apply the ellipticity of the Bartnik boundary data (cf. [3]) in this
paper to prove that the space C(u,Z) is a smooth Banach manifold when the Bartnik boundary
data (1.2) is fixed. In §2, we construct a constraint map Φ based on (1.5) and the boundary
conditions (1.2). We will prove that the linearization DΦ of this constraint map is surjective by
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showing it has closed range and trivial cokernel. The closed-range property is essentially due to
the ellipticity of the Bartnik boundary data for stationary vacuum spacetimes. Then we will prove
that the linearized constraint map has splitting kernel, using the idea developed in [22]. At last,
based on the implicit function theorem for Banach spaces, we derive the manifold theorem for the
constraint space CB(u,Z) – the space of initial data sets (M,g,K) in C(u,Z) which satisfy the
Bartnik boundary condition (1.2).
Theorem 1.2. The space CB(u,Z) is an infinite-dimensional smooth Banach manifold.
In §3 we analyze the modified Regge-Teitelboim Hamiltonian H constructed in [8] on CB(u,Z)
and show the boundary terms appearing in the variational formula of H vanish for infinitesimal
deformations that fix the Bartnik boundary data. So we have a well-defined variational problem
for the Hamiltonian H on the constraint manifold CB(u,Z). Following the approach suggested by
Bartnik, we study the critical points of the ADM mass on the constraint manifold. A rough version
of the theorem is as follows, we refer to Theorem 3.2 for a precise statement.
Theorem 1.3. Critical points of the ADM mass on the constraint manifold CB(u,Z) which have
positive ADM mass are exactly the initial data sets admitting generalised Killing fields that are
asymptotically time-like.
Here we adopt the terminology generalised Killing vector fields from the work of Bartnik [8] –
it refers to nontrivial kernel elements of the adjoint DΦ∗ of the linearized constraint map (cf.§3
for the precise definition). Back to Conjecture 1.1, if an extension (M,g,K) is a minimizer of
the Bartnik mass of (Ω, g0,K0), then it must be a critical point the ADM mass on the constraint
manifold that contains it. Assume in addition the infimum (1.1) is positive, then by the theorem
above (M,g,K) must admit a generalised Killing vector field which is asymptotically time-like.
In the special case where the initial data set satisfies the vacuum constraint equations (1.5) with
u = Z = 0 and has enough regularity, one can construct a vacuum spacetime starting from the
initial data set (M,g,K) by solving the Cauchy problem of the Einstein equations. Now in such a
vacuum spacetime we have the following result from [18] (cf. also [14]):
Theorem 2 (Moncrief) Suppose (M,g,K) is embedded as a Cauchy surface in a globally hyperbolic
vacuum spacetime (V (4), g(4)). Then a generalised Killing vector field (X0,Xi) of (M,g,K) give
rise to a standard Killing vector field X(4) in (V (4), g(4)) such that the perpendicular and parallel
components of X(4) are X0 and Xi on M .
Thus we can obtain the following corollary from Theorem 1.3:
Corollary 1.4. If (M,g,K) is a smooth initial data set realizing the infimum in (1.1) with positive
ADM mass and satisfying the vacuum constraint equations, then it must arise from a vacuum
stationary spacetime.
It remains an open and interesting problem whether a minimizer of the Bartnik mass must belong
to the vacuum constraint manifold CB(0, 0). We note that in a recent work by Huang-Lee [15] the
constraints of a minimizer is well-studied and in particular they are shown to be vacuum outside a
compact set of M .
Acknowledgements I would like to express great thanks to my Ph.D advisor Prof. Michael
Anderson for suggesting this problem and for valuable discussions and comments.
2Moncrief worked with vacuum spacetimes with compact Cauchy hypersurfaces in order to discuss the linearization
stability of the Einstein equations. But this particular result also holds in noncompact case.
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2. The Constraint Manifold
Let M be a smooth manifold diffeomorphic to R3 \B3, where B3 denotes the open unit 3-ball.
So M has nonempty boundary ∂M diffeomorphic to the unit sphere S2. Via the diffeomorphism,
M can be equipped with a global coordinate chart {xi}, (i = 1, 2, 3), a radius function r˚ ∈ [1,∞)
and a flat metric g˚ which is the pull back of the flat metric on R3 \ B3. Using this chart, we can
define the weighted Ho¨lder spaces of tensor fields on M as follows.
Definition 2.1. The Cmδ -norm of a C
m function v on M is given by
||v||Cm
δ
= Σmk=0sup r˚
k+δ|∇˚kv|
where ∇˚ is the connection with respect to g˚. The Cm,αδ -norm of a Cm,α function v on M is given
by
||v||Cm
δ
+ supx,y[min(˚r(x), r˚(y))
m+α+δ |∇˚mv(x)− ∇˚mv(y)|
|x− y|α ].
The space Cmδ (M) (or C
m,α
δ (M)) is the space of all functions with bounded C
m
δ -norm ( or C
m,α
δ -
norm). Various spaces of tensor fields on M with respect to the weighted Ho¨lder norm are defined
as
Metm,αδ (M) = {Riemannian metrics g on M : (gij − g˚ij) ∈ Cm,αδ (M)},
Sm,αδ (M) = {symmetric 2-tensors K on M : Kij ∈ Cm,αδ (M)},
Tm,αδ (M) = {vector fields Y on M : Y i ∈ Cm,αδ (M)},
(T qp )
m,α
δ (M) = {(p, q)− tensors τ on M : τ j1j2...jqi1i2..ip ∈ C
m,α
δ (M)},
(∧p)m,αδ (M) = {p− forms σ on M : σi1i2..ip ∈ Cm,αδ (M)}.
On M , an asymptotically flat initial data set consists of a Rimannian metric g ∈ Metm,αδ (M)
and a symmetric 2-tensor K ∈ Sm−1,αδ+1 (M). Based on the Bartnik conditions (1.2), we set up a
space B of initial data on M with fixed Bartnik boundary data:
B = {(g,K) ∈ [Metm,αδ × Sm−1,αδ+1 ](M) :
(g∂M , H∂M , tr∂MK, ω∂M ) =
(
(g0)∂Ω,H∂Ω, tr∂ΩK0, ω∂Ω
)
on ∂M},
where (Ω, g0,K0) is a fixed bounded initial data set with boundary ∂Ω ∼= S2. Throughout, we
assume that m ≥ 2 and 12 < δ ≤ 1. It is easy to show (by implicit function theorem) that for a
fixed set of data
(
(g0)∂Ω,H∂Ω, tr∂ΩK0, ω∂Ω
)
, B is a smooth closed Banach submanifold of [Metm,αδ ×
Sm−1,αδ+1 ](M). The tangent space at a point (g,K) ∈ B consists of infinitesimal deformations which
fix the Bartnik boundary data, i.e.
TB|(g,K) = {(h, p) ∈ [Sm,αδ × Sm−1,αδ+1 ](M) :
hT = 0, H ′h = 0, tr
T p = 0, p(n)T +K(n′h)
T = 0 on ∂M}.
(2.1)
Here the superscript T on a tensor field denotes its components tangential to the boundary manifold
∂M . In addition, we use trT to denote the trace of an induced tensor on the boundary manifold
with respect to the induced metric gT . The prime ′ denotes the variation of a geometric tensor with
respect to the infinitesimal deformation h or p. For instance, H ′h =
d
dt |t=0Hg+th is the variation of
the mean curvature at g.
Define the constraint map Φ on B as
Φ : B → T
Φ(g,K) =
(
Φ0(g,K),Φi(g,K)
)
,
(2.2)
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where
Φ0(g,K) =
(
R− |K|2 + (trK)2)√g,
Φi(g,K) = −2
(
δK + d(trK)
)√
g,
with
√
g =
√
detg/
√
det˚g. In (2.2) the target space of Φ is T = Cm−2,αδ+2 (M) × (∧1)m−2,αδ+2 (M)
since Φ0(g,K) ∈ Cm−2,αδ+2 (M) is a scalar field and Φi(g,K) ∈ (∧1)m−2,αδ+2 (M) is a 1-form. By basic
computation, the linearization of Φ at a point (g,K) ∈ Φ−1(u0, Z0) is
DΦ(g,K) : TB → T
DΦ(g,K)(h, p) =
(
(DΦ0)(g,K)(h, p), (DΦi)(g,K)(h, p)
)
,
(2.3)
where
(DΦ0)(g,K)(h, p) =R
′
h
√
g +
(
2KikK
k
j h
ij − 2(trK)〈K,h〉)√g
− 2(〈K, p〉 − (trK)(trp))√g + 12(trh)u0,
(2.4)
(DΦi)(g,K)(h, p) = −2
(
δp + dtrp
)√
g − 2(δ′hK − d〈K,h〉)√g + 12 (trh)Z0.(2.5)
In the formulas above R′h = ∆(trh)+δδh−〈Ricg , h〉 and (δ′hK)i = hjk∇jKki−K(βh)i+ 12Kjk∇ihjk
with β the Bianchi operator βh = δh+ 12dtrh (cf. [11]). Here and throughout the paper the Laplacian
∆ = −trHess.
In this section we will prove for fixed (u0, Z0) ∈ T the level set Φ−1(u0, Z0) is a Banach manifold
based on the implicit function theorem. Before starting the proof, we note that there is an equivalent
way to express the constraint map. Let π be the conjugate momentum defined as
π =
(
K − (trgK)g
)♯√
g.
Here the superscript ♯ means to raise the indices (or to take the dual) of a 2-tensor with respect to
the metric g. Let B˜ be the space of pairs (g, π) parameterised by (g,K) in B:
B˜ = {(g, π) ∈ [Metm,αδ × (T 20 )m−1,αδ+1 ](M) : g = g0, π =
(
K0 − (trg0K0)g0
)♯√
g0, for some (g0,K0) ∈ B}.
It is easy to observe that the space B and B˜ are equivalent, so that B˜ is also a Banach manifold.
The tangent space at (g, π) ∈ B˜ is given by
T B˜|(g,π) = {(h, σ) ∈ [Sm,αδ × (T 20 )m−1,αδ+1 ](M) : σ is a symmetric (0,2)-tensor,
hT = 0, H ′h = 0, σ
11 +
1
2
π11h11 = 0, σ
1A + π11h1A = 0 (A = 2, 3) on ∂M}.
(2.6)
Here and throughout the paper, we use the index 1 to denote normal direction to the boundary
∂M ⊂ (M,g) and indices 2, 3 to denote the tangential directions to the boundary ∂M . Upper case
Roman indicies A ∈ {2, 3} and lower case Roman i ∈ {1, 2, 3}. In addition we use index 0 to denote
the time direction in the ambient spacetime which contains the initial data set (M,g,K) and use
Greek letters α ∈ {0, 1, 2, 3} when needed.
The boundary conditions in (2.6) are equivalent to those listed in (2.1); we refer to appendix
section §4.1 for the detailed calculation. The constraint map then can be defined equivalently as a
map on B˜
Φ˜ : B˜ → T
Φ˜(g, π) =
(
Φ˜0(g, π), Φ˜i(g, π)
)
,
(2.7)
with
Φ˜0(g, π) = R(g)
√
g − (|π|2 − 12(trπ)2)/√g, Φ˜i(g, π) = −2(δ(π/√g))♭√g.
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Here the superscript ♭ means to lower the indices (or to take dual) of a tensor field with respect to
the metric g. We refer to [8] for the explicit formula of the linearization DΦ˜. Obviously, the maps
Φ and Φ˜ are related by the equivalence between B and B˜, so their level sets are diffeomorphic. In
the next section, we will switch between these two formulations as needed.
Now we turn to prove the constraint map Φ is a submersion, i.e. at a point (g,K) ∈ Φ−1(u0, Z0)
the linearized map DΦ(g,K) as in (2.3) is surjective and its kernel splits in TB, so that we can apply
the implicit function theorem on Φ.
2.1. Surjectivity. We will prove surjectivity by showing the linearized constraint map has closed
range and trivial cokernel. For simplicity we denote the linearization DΦ(g,K) as the map L. To
prove L has closed range, we will construct a subspace V of the tangent space TB|(g,K) so that the
image L(V ) has finite codimension in T .
Fix (g,K) ∈ Φ−1(u0, Z0). Define a spaceW consisting of triples (h, Y, v) of a symmetric 2-tensor
h, a vector field Y and a scalar field v all of which are asymptotically zero on M as follows
W = {(h, Y, v) ∈ [Sm,αδ × (TM)m,αδ × Cm,αδ ](M) :
δh− 3dv = 0, hT = 0, H ′h = 0, trT
(
δ∗Y + (δY )g
)
= 0, δ∗Y (n)T +K(n′h)
T = 0 on ∂M }.
(2.8)
In the above and throughout the following, the divergence operator δ and its adjoint δ∗ are both
with respect to the metric g; and trT is to take trace with respect to the induced metric gT on the
boundary. Variation of the mean curvature H ′ and unit normal n′ are both taken at the base point
g. All the boundary conditions above are constructed based on the Bartnik boundary conditions
(1.2), except that the first boundary condition is regarded as a gauge condition.
Let V be the space obtained from projecting W to the first two components, i.e.
V = {(h, Y ) ∈ [Sm,αδ × (TM)m,αδ ](M) : (h, Y, v) ∈ W for some v}.(2.9)
Then it is easy to verify that the space V generated by V:
V = {(h, p) ∈ [Sm,αδ × Sm−1,αδ+1 ](M) : h = h0, p = δ∗Y0 + (δY0)g for some (h0, Y0) ∈ V},
is a subspace of TB|(g,K). Let Ψ be the induced map on V by the linearized constraint map L, i.e.
Ψ : V → T
Ψ(h, Y ) = L(h, δ∗Y + (δY )g).(2.10)
Based on the equations (2.4)-(2.5), Ψ is of the form
Ψ(h, Y ) =
(
(∆(trh) + δδh)
√
g +O1(h, Y ), −2[δδ∗Y + dδY ]√g +O1(h, Y )
)
(2.11)
where O1(h, Y ) denote the terms that involve at most 1st order derivatives of h and Y .
Observe the range of Ψ satisfies ImΨ = L(V ). Since V is a subspace of TB|(g,K), the closedness
of the range of L will hold if we show ImΨ has finite codimension in T . As mentioned in the
introduction, the constraint equations are actually part of the Einstein field equations on the
spacetime (V (4), g(4)) where (M,g,K) is embedded as an initial data set. So its linearization L is
part of the linearized Einstein equations. Moreover, it is proved in [3] that the stationary Einstein
equations (combined with proper gauge) and the Bartnik boundary conditions form an elliptic
boundary value problem in the phase space consisting of triples (g,X,N). Here X and N are the
shift vector and lapse function on the hypersurface (M,g) ⊂ (V (4), g(4)). So we can understand
(h, Y, v) ∈ W as the deformation of (g,X,N) that preserves the Bartnik boundary data; and the
map Ψ can be taken as part of the linearized stationary Einstein field equations, which indicates
that the map Ψ is underdetermined elliptic.
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To carry out this idea, we first construct a differential operator P = (L,B), with L being the
interior operator
L : [Sm,αδ × (TM)m,αδ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 × (∧1)m−2,αδ+2 ](M)
L(h, Y, v) =
(E0(h, v), ∆trh+ δδh, δδ∗Y + dδY )(2.12)
and B the boundary operator
B : [Sm,αδ ×(TM)m,αδ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × (Cm,α)2 × (∧1)m−1,α](∂M)
B(h, Y, v) =
(
δgh− 3dv, hT , H ′h, trT [δ∗Y + (δY )g], δ∗Y (n)T
)(2.13)
where the first term in L(h, Y, v) is given by
(2.14) E0(h, v) = Ein′h + δ∗δh − (δδh)g − 4D2v + 2(∆v)g.
Here the interior operator maps (h, Y, v) to the principal part (4)Ein′(h,Y,v) of the linearized station-
ary spacetime Einstein field equations combined with an extra term [δ∗δh−(δδh)g−4D2v+2(∆v)g]
which can be understood as a gauge term. We note it here that the combination in the gauge term is
not unique and the one we choose here is for simplicity of the proof of ellipticity to follow. Observe
the boundary operator maps (h, Y, v) to the leading order part of the conditions listed in (2.8).
Using the method developed in [5], one can prove that P is an elliptic boundary value problem.
We will give the detailed proof of ellipticity in the last part of this section.
Notice that the leading order terms in formula (2.11) of Ψ differ from the 2nd and 3rd bulk terms
in (2.12) only by non-vanishing rescalings
√
g, (−2) which preserve ellipticity. Moreover, adding
lower order derivatives to a differential operator won’t affect its ellipticity either. So we can make
the replacement with Ψ in (2.12) and also modify the last boundary term in (2.13) to be the last
one in (2.8). The resulting differential operator P ′ = (L′, B′):
L′ : [Sm,αδ × (TM)m,αδ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 × (∧1)m−2,αδ+2 ](M)
L(h, Y, v) =
(E0(h, v), Ψ(h, Y )),
B′ : [Sm,αδ × (TM)m,αδ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × (Cm,α)2 × (∧1)m−1,α](∂M)
B(h, Y, v) =
(
δgh− 3dv, hT , H ′h, trT [δ∗Y + (δY )g], δ∗Y (n)t +K(n′h)T
)
.
(2.15)
is also elliptic, which further implies that the map P defined below is Fredholm:
P :W → Sm−2,αδ+2 (M)× T ,
P(h, Y, v) = (E0(h, v), Ψ(h, Y )).(2.16)
Thus the range ImP is closed and has finite codimension in the target space Sm−2,αδ+2 (M)× T . Let
Π be the projection Π : Sm−2,αδ+2 (M)×T → T . Projecting the image of P to the second component,
we obtain Π(ImP) = ImΨ. It must also be of finite codimension in T . This completes the proof of
the closed range of L.
Since it is proved that the range of L has finite codimension, to prove the surjectivity of L it
suffices to show its cokernel is trivial. We prove this by contradiction. Suppose CokerL is non-
trivial. Then by the Hahn-Banach Theorem, there is a nontrivial element X̂ in the dual space T ∗
so that
X̂(L(h, p)) = 0, ∀(h, p) ∈ TB.(2.17)
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Here X̂ can be decomposed as X̂ = (X0,X) (X = Xi i = 1, 2, 3) where X0 ∈ [Cm−2,αδ+2 (M)]∗ and
X ∈ [(∧1)m−2,αδ+2 (M)]∗ such that{
X0((DΦ0)(g,K)(h, p)) = 0
X((DΦi)(g,K)(h, p)) = 0
∀(h, p) ∈ TB|(g,K)(2.18)
where (DΦ0)(g,K)(h, p)), (DΦi)(g,K)(h, p)) are given in (2.4)-(2.5). We first prove that (X
0,X) must
be a regular solution, i.e. it is locally Cm,α in the interior intM of M . Based on the construction
of the space W and the map Ψ, we observe that (2.17) implies X̂(Ψ(h, Y )) = 0 ∀(h, Y, v) ∈ W. It
then follows trivially from the construction of P that (0, X̂) is a cokernel element of P, i.e. the
pairing
(0, X̂)[P(h, Y, v)] = 0, ∀(h, Y, v) ∈ W.
Thus (0, X̂) is a weak solution of the elliptic equation
P∗(0, X̂) = 0(2.19)
in the interior of M . We follow the approach in [16] to prove regularity of X̂ . Take bounded
domains V,U ⊂ M such that V ⊂ V¯ ⊂ U . Using the chart M ∼= R3 \ B, we can identify U
as a bounded domain in R3 and Xµ (µ = 0, 1, 2, 3) as distributions in U . Let ϕ be a smooth
cutoff function which equals 1 in V and compactly supported in U . So Y µ = ϕXµ are compactly
supported distributions in R3 and (0, Y ) is a weak solution to the elliptic equation (2.19) inside V .
Take the Fourier transform of Y µ
F (Y µ)(y) =
1
2π3/2
∫
R3
e−ixyY µ(x)dx.
Let Zµ be distributions in R3 such that their Fourier transform are given by
F (Zµ)(y) =
( 1
1 + |y|2
)k
F (Y µ)(y)
It then follows that
(2.20) (I +∆0)
kZµ = Y µ (µ = 0, 1, 2, 3) in R3.
Here ∆0 is the Laplacian with respect to the flat metric in R
3. The order k is chosen so that
2k ≥ m. Since Ŷ ∈ (Cm−2,α)∗ ⊂ H−m, and the coefficients of the equations in (2.20) are smooth,
it follows from Weyl’s lemma that Zµ ∈ L2.
Now Zµ are L2 functions solving the following elliptic system in V
P∗(0, (I +∆0)kZµ) = 0.(2.21)
Note that the coefficients in (2.21) are continuous. Thus by interior regularity for elliptic equations
(cf. [20]), we can obtain Cm+2k,α control of Zµ. Then it follows from equation (2.20) that Y µ has
bounded Cm,α norm in V . By a partition of unity argument, it is easy to see that Xµ is Cm,α
smooth in intM .
Next we prove X̂ = 0 in intM . By basic computation with integration by parts, (2.18) shows
that X̂ is a solution of the following equations on M (cf. for example [18]):
(2.22)
{
2X0K + LXg = 0,
D2X0 + LXK +X
0[−Ricg + 2K ◦K − (trK)K + 14u0g] = 0
Since X̂ is Cm,α in intM and by assumption m > 2, according to Proposition 2.1 in [9], there exist
constants Λµν = Λµν (µ, ν = 0, 1, 2, 3) such that
Xi − Λijxj ∈ Cmδ−1(M), X0 − Λ0ixi ∈ Cmδ−1(M);(2.23)
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or there exist constants Aµ such that
Xi −Ai ∈ Cmδ (M), X0 −A0 ∈ Cmδ (M).(2.24)
On the other hand, X̂ is also a bounded linear functional on T , so we must have Λµν = Aµ = 0 (cf.
§4.5 for details). Then by the proposition in [9] again, we must have X̂ = 0 in intM . Therefore
〈X̂, (u,Z)〉 = 0 for any compactly supported (u,Z) ∈ T and hence the same for (u,Z) ∈ T which
vanishes on ∂M .
Furthermore, it is easy to show that any (u,Z) ∈ T can be decomposed as (u,Z) = (u0, Z0) +
(u1, Z1) where (u0, Z0) vanishes on the boundary and (u1, Z1) ∈ ImL (cf.§4.2 for a detailed proof).
Therefore, 〈X̂, (u,Z)〉 = 〈X̂, (u0, Z0)〉 + 〈X̂, (u1, Z1)〉 = 0 for all (u,Z) ∈ T , i.e. X̂ = 0. This
completes the proof of surjectivity.
2.2. Splitting Kernel. We apply the approach developed in [22] to prove the kernel of the lin-
earized constraint map L = DΦ|(g,K) at (g,K) ∈ Φ−1(u0, Z0) splits in the domain space TB|(g,K).
We first introduce the following proposition.
Proposition 2.2. The tangent space TB|(g,K) of deformations (h, p) fixing the Bartnik boundary
data admits a splitting
TB|(g,K) = S1 ⊕ S2(2.25)
where the closed subspaces S1, S2 are such that range of the restricted map L|S1 : S1 → T has finite
codimension. Moreover, the kernel of L splits in S1, i.e. there is a closed subspace S such that
S1 = S ⊕ [L−1(0) ∩ S1].(2.26)
Assuming the above proposition holds, we can then decompose the target space T as
(2.27) T = L(S1)⊕K
with dimK <∞. Based on the decomposition (2.26), let L|S denote the restricted map
L|S : S → L(S1).
Then the map above is bounded linear and bijective. By the open map theorem, it admits a
bounded inverse denoted by L˜. Let π˜ denote the projection from S1 onto [L−1(0) ∩ S1], and πK
denote the projection from T onto K. We then obtain the following description of the kernel KerL
in TB|(g,K)
KerL = {(h, p) ∈ TB|(g,K) : L(h, p) = 0}
= {(h, p) = (h1, p1) + (h2, p2) : (h1, p1) ∈ S1, (h2, p2) ∈ S2, and L(h1, p1) = −L(h2, p2)}
= {(h, p) = (h1, p1) + (h2, p2) : (h1, p1) ∈ S1, (h2, p2) ∈ Ker(πK ◦ L) ∩ S2, L(h1, p1) = −L(h2, p2)}
= {(h, p) = (h1, p1) + (h2, p2) : (h2, p2) ∈ Ker(πK ◦ L) ∩ S2, (h1, p1) = L˜
(− L(h2, p2))+ π˜(h1, p1)}.
The third equality above is based on that L(h1, p1) = −L(h2, p2) implies L(h2, p2) ∈ L(S1) and
hence πK ◦ L(h2, p2) = 0 according to (2.27). In the last equality we use the inverse map L˜ and
projection π˜ to solve for (h1, p1) from L(h1, p1) = −L(h2, p2). Since the map πK ◦ L : S2 → K has
a target space of finite dimension, its kernel must be of finite codimension and hence splits in S2.
So there is a bounded projection P from S2 onto Ker(πK ◦ L) ∩ S2. Then we obtain a bounded
projection from TB|(g,K) onto KerL given by
Π : TB|(g,K) → KerL
Π : (h, p) = (h1, p1) + (h2,p2) 7→ {P (h2, p2) + L˜[−L
(
P (h2, p2)
)
] + π˜(h1, p1)}.
This completes the proof of splitting kernel.
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Now we give the proof of Proposition 2.2. First notice that the space of 1-forms on the boundary
manifold ∂M can be decomposed as ∧1(∂M) = ImdT ⊕ KerδT , where dT denotes the exterior
derivative operator dT : Cm,α(∂M) → (∧1)m−1,α(∂M) and δT denotes the divergence operator
δT : (∧1)m−1,α(∂M) → Cm−2,α(∂M) with respect to the induced metric gT . So for the 1-form
(δh)T on ∂M induced by a general symmetric 2-tensor h on M , there is vh ∈ Cm,α(∂M) and
τh ∈ KerδT on ∂M such that
(2.28) (δh)T = dT vh + τh,
where the 1-forms dT vh and τh are uniquely determined by h. Construct a bounded linear map
E1 : Kerδ
T → Sm,αδ (M),
so that for any τ ∈ KerδT , h = E1(τ) is a symmetric 2-tensor on M and the following conditions
hold
(2.29) [δh]T = τ, hT = 0, H ′h = 0, n
′
h = 0 on ∂M.
There are various ways to construct such a map. We refer to §4.3 for an appropriate candidate.
Now given an element (h, p) ∈ TB|(g,K), we can decompose h as
(2.30) h = [h− E1(τh)] + E1(τh)
where τh is as in (2.28). Notice that for the first part above, we have [δ(h−E1(τh))]T = [δh]T −τh =
dT vh on ∂M . So [δ(h − E1(τh))]T ∈ ImdT and it is easy to construct a scalar field v on M such
that δ(h − E1(τ)) = 3dv along the boundary which is the gauge condition in W.
Next construct a bounded linear (0-order in h) map E2 : S
m,α
δ (M) → Sm−1,αδ+1 (M) such that for
any h ∈ Sm,αδ (M), h˜ = E2(h) is a symmetric 2-tensor belonging to Sm,αδ (M) and satisfying the
following boundary conditions
(2.31) trT h˜ = 0, h˜(n)T = −K(n′h)T on ∂M.
Similar as the map E1, we refer to §4.3 for a construction of E2. Now given an element (h, p) ∈
TB|(g,K), one can first decompose h as in equation (2.30) and then decompose p as
(2.32) p = E2[h− E1(τh)] + {p− E2[h− E1(τh)]}.
Observe that conditions in (2.31) are chosen so that the second component above, {p − E2[h −
E1(τh)]}, belongs to the subspace
S0 = {p ∈ Sm−1,αδ+1 (M) : trT p = 0, p(n)T = 0 on ∂M}.(2.33)
We have the following lemma for the space S0.
Lemma 2.3. The space S0 defined in (2.33) admits the following splitting:
S0 = ImQ⊕KerQ∗,
where Q is the differential operator given by
Q : (TM)0 → S0
Q(Y ) = δ∗Y + (δY )g,
with (TM)0 = {Y ∈ (TM)m,αδ : trT (δ∗Y + (δY )g) = 0, δ∗Y (n)T = 0 on ∂M}.
Proof. The formal adjoint of Q is Q∗ = δ+ dtr, acting on the space of symmetric 2-tensors p ∈ S0.
For Y ∈ (TM)0 and p ∈ S0 the following equality holds∫
M
〈δ∗Y + (δY )g, p〉 =
∫
M
〈Y, δp + dtrp〉+
∫
∂M
p(n, Y )− Y (n)trp =
∫
M
〈Y, δp + dtrp〉,
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where the boundary integral vanishes because p(n, Y ) − Y (n)trp = p(n,n)Y (n) − Y (n)trp =
−Y (n)trT p = 0. It follows that Q∗Q is a self-adjoint elliptic operator. In addition KerQ∗Q = KerQ
since (Q∗QY, Y ) = (QY,QY ). Thus for any p0 ∈ S0∫
M
〈Q∗(p0), Y 〉 = 0 ∀Y ∈ KerQ∗Q,
i.e. Q∗(p0) is perpendicular to the kernel of Q
∗Q. By self-adjointness of Q∗Q, Ker(Q∗Q) =
Coker(Q∗Q). Thus Q∗(p0) ∈ Im(Q∗Q), i.e. there exists a vector field Y0 ∈ (TM)0 such that
Q∗p0 = Q
∗QY0. So p0 = QY0 + w0 with w0 ∈ KerQ∗. Furthermore, it is easy to check this
decomposition is unique because ImQ ∩KerQ∗ = {0}.
Back to the decomposition (2.32), where the second component belongs to S0. The lemma above
implies p can be further decomposed as
(2.34) p = E2[h− E1(τh)] +Q(Yp) + wp,
with Yp ∈ (TM)0 and wp ∈ KerQ∗ both of which are uniquely determined by (h, p). Summing up
the decompositions above, we conclude that every element (h, p) ∈ TB|(g,K) admits the following
decomposition:
(h, p) =
(
h− E1(τh), E2[h−E1(τh)] +Q(Yp)
)
+
(
E1(τh), wp
)
.
It follows that
TB|(g,K) = S1 + S2,(2.35)
where
S1 = {(h, p) ∈ TB|(g,K) : (δh)T ∈ ImdT on ∂M ; p = E2(h) +Q(Y ) on M for some Y ∈ (TM)0 },
S2 = {(h, p) ∈ TB|(g,K) : h ∈ ImE1; p ∈ KerQ∗}.
Then equation (2.25) will be true if the following lemma holds.
Lemma 2.4. Equation (2.35) is a splitting of TB|(g,K), i.e. S1, S2 are closed subspaces and their
intersection is trivial.
Proof. Observe S1, S2 are well-defined subspaces of TB|(g,K). It suffices to show the following:
(1) The intersection S1∩S2 = {0}. Assume (h0, p0) ∈ S1∩S2. So (δh0)T = dT v0 on ∂M for some
scalar field v0. On the other hand, there exist τ0 ∈ KerδT such that h0 = E1(τ0). It follows
that τ0 = (δh0)
T = dT v0 on ∂M . Then δ
T dT v0 = 0, which implies that v0 is a constant
function and hence τ0 = 0. Thus h0 = E1(0) = 0 and it follows that p0 ∈ ImQ ∩ KerQ∗
which further implies that p0 = 0.
(2) The subspace S1 is closed. Suppose there is a sequence (hi, pi = E2(hi) + Q(Yi)) in S1
which converges to (h0, p0) ∈ TB|(g,K). For every i, (δhi)T ∈ ImdT on the boundary. So
(δhi)
T is a closed 1-form on ∂M . It follows that (δh0)
T is also closed and hence exact i.e.
(δh0)
T ∈ ImdT . Secondly, convergence of hi and pi implies the sequence Q(Yi) = pi−E2(hi)
converges to p0 − E2(h0). Since the range of Q is closed, there exists some Y0 ∈ (TM)0
such that p0 − E2(h0) = Q(Y0). So we can conclude the limit (h0, p0) ∈ S1.
(3) The subspace S2 is closed. Obviously KerQ
∗ is closed. In addition the map E1 must also
has closed range, because for any 1-form τ ∈ KerδT on ∂M we have τ = [δ(E1(τ))]T , i.e.
the norm of τ is controlled by the norm of its image E1(τ). This completes the proof.
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Next we prove the properties of S1 stated in the second half of Proposition 2.2. Define the
following subspace
W ′ = {(h, Y, v) ∈ [Sm,αδ × (TM)m,αδ × Cm,αδ ](M) :
δh − 3dv = 0, hT = 0, H ′h = 0, trT (δ∗Y ) + 2(δY ) = 0, δ∗Y (n)T = 0 on ∂M}.
(2.36)
Notice that the only difference between W ′ and W in (2.8) is lower order terms of h in the last
boundary equation. As previously, let V ′ denote the space of pairs (h, Y ) such that (h, Y, v) ∈ W ′
for some function v. Then it is easy to observe that
(2.37) (δh)T ∈ ImdT Y ∈ (TM)0 ∀ (h, Y ) ∈ V ′,
and the subspace S1 in (2.35) can be equivalently written as
(2.38) S1 = {(h, p) ∈ TB|(g,K) : h = h0, p = E2(h0) +Q(Y0) for some (h0, Y0) ∈ V ′}.
Via this formula, we can construct a new operator
Ψ̂ :V ′ → T
Ψ̂(h, Y ) = L(h,E2(h) +Q(Y ))
= L(h, δ∗Y + (δY )g) + L(0, E2(h))
= Ψ(h, Y ) +O1(h),
(2.39)
where formula of Ψ(h, Y ) is the same as in equation (2.10)-(2.11), and O1(h) only involves zero and
first order derivatives of h. Define an “Einstein-type” operator E on the space W ′ similar to P as
in (2.16):
E :W ′ → Sm−2,αδ+2 (M)× T
E(h, Y, v) = ( E0(h, v), Ψ̂(h, Y ) ).
(2.40)
Notice that the leading order part of E is the same as that of L in (2.12) and the domain space
W ′ consists of exactly kernel elements of the operator B in (2.13) by construction. It follows from
the ellipticity of P = (L,B) that E is Fredholm and hence its range has finite codimension. Let π2
be the projection to the second component in (2.40). Obviously the image of π2 ◦ E is equal to the
range L(S1). Therefore, L(S1) also has finite codimension in T , as claimed in Proposition 2.2.
Lastly using the map E defined above we give the proof of equation (2.26).
Lemma 2.5. The subspace S˜1 := S1 ∩ L−1(0) splits in S1, i.e.
S1 = S ⊕ S˜1
for some closed subspace S ⊂ S1.
Proof. The following proof is based on the equivalent expression (2.38) for the space S1. The basic
idea is to construct a splitting for W ′ and then derive a splitting for V ′ which would further yield
the splitting for S1. Let W1 be the subspace of W ′ which consists of elements (h, Y, v) such that
Ψ̂(h, Y ) = 0, i.e. W1 = E−1(∗, 0). Similarly, define W2 = E−1(0, ∗) as the space consisting of
(h, Y, v) such that E0(h, v) = 0. ThenW1 andW2 are closed subspaces ofW ′. Moreover, (W1+W2)
must be of finite codimension in W ′. In fact, we can construct a map
F :W ′/(W1 +W2)→ [Sm−2,αδ+2 (M)× T ]/ImE
F([v, h, Y ]) = [E0(h, v), 0]
where [v, h, Y ] denotes an equivalence class in W ′/(W1 +W2) and [E0(h, v), 0] an equivalence class
in B/ImE . It is easy to verify F is well-defined and injective. Since the range of the Fredholm
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map E has finite codimension, (W1 +W2) must also be of finite codimension in W ′. Let W3 be a
complementary subspace, i.e.
W ′ = (W1 +W2)⊕W3.
Notice that W1 ∩ W2 = E−1(0, 0) is of finite dimension and thus it splits in W2, i.e. W2 =
(W1 ∩W2)⊕ W˜2 which further implies that
(2.41) W ′ =W1 ⊕ W˜2 ⊕W3.
Now consider the previously defined subspace V ′. We will show that V1 = Ψ̂−1(0) splits in V ′. Let
π be the projection π :W ′ → V ′, π[(h, Y, v)] = (h, Y ). Obviously, V1 = π(W1) and
(2.42) V ′ = V1 + π(W˜2) + π(W3).
Let V2 = π(W˜2). It follows from the definition of W˜2 that V1∩V2 = {0}. Moreover, V2 is also closed.
In fact, given a Cauchy sequence (hi, Yi) in V2, there is a sequence {vi} such that (vi, hi, Yi) ∈ W˜2.
The sequence of their images E(vi, hi, Yi) = (0, Ψ̂(hi, Yi)) must also converge since Ψ̂ is a bounded
operator. Observe E|W˜2 : W˜2 → {(0, ∗)} ∩ ImE is a bijective and bounded linear operator. It
follows that (vi, hi, Yi) must converge to (v˜0, h˜0, Y˜0) in W˜2. Thus (hi, Yi) converges to (h˜0, Y˜0) in V2.
Thus equation (2.42) can be rewritten as V ′ = (V1 ⊕ V2) + π(W3). In this decomposition V1 ⊕ V2
must be of finite codimension, since W3 has finite dimension. Thus there exist a closed subspace
V3 so that
(2.43) V ′ = V1 ⊕ V3.
Finally, using the splitting (2.43) we can finish the proof of the lemma. Define the map
T : V ′ → S1
T [(h, Y )] = (h,E2(h) +Q(Y )).
Obviously T is linear bounded and surjective with KerT = {(0, Y ) ∈ V ′ : Q(Y ) = 0}. Since
Ψ̂(h, Y ) = L(T (h, Y )), we have T (V1) = L−1(0) ∩ S1 = S˜1. Thus
S1 = S˜1 + T (V3).
According to (2.43) we see that S˜1 ∩ T (V3) = {0}. So (2.26) will hold if T (V3) is closed. Suppose
(hi, E(hi) + Q(Yi)) is a Cauchy sequence in T (V3). Then Ψ̂(hi, Yi) = L(hi, E(hi) + Q(Yi)) must
converge in L(S1) since L is bounded. Then (hi, Yi) must converge to some (h˜0, Y˜0) in V3 because
Ψ̂|V3 : V3 → ImΨ̂ = L(S1) is a bounded linear bijective map. Therefore (hi, E(hi)+Q(Yi)) converges
to (h˜0, E(h˜0) +Q(Y˜0)) in T (V3). This completes the proof.
Summarizing all the previous results, we conclude that the level set Φ−1(u0, Z0) admits Banach
manifold structure.
Theorem 2.6. Given fixed Bartnik data (γ, l, k, τ) on ∂M and (u,Z) ∈ T , the space CB(u,Z) of
initial data sets satisfying the constraint equations with fixed boundary data
CB(u,Z) = {(g,K) ∈ [Metm,αδ × Sm−1,αδ+1 ](M) : Φ(g,K) = (u,Z) on M
(gT ,H, tr∂MK,K(n)
T ) = (γ, l, k, τ) on ∂M.}
is an infinite dimensional smooth Banach manifold.
Proof. It is proved above that the linearization L = DΦ|(g,K) at any (g,K) ∈ Φ−1(u,Z) is surjective
and has splitting kernel. The theorem is a natural consequence of the implicit function theorem in
Banach spaces.
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2.3. Ellipticity of the “Einstein-type” operator. In the last part of this section, we prove in
detail that the operator P constructed as (2.12)-(2.13) in the proof of surjectivity is elliptic. First
observe that in (2.12)-(2.13) the vector field Y is not coupled with (h, v). So we can split P as an
operator PY = (LY , BY ) on Y
LY : (TM)
m,α
δ (M)→ (∧1)m−2,αδ+2 (M)
LY (Y ) = δδ
∗Y + dδY
BY : (TM)
m,α
δ (M)→ [Cm−1,α × (∧1)m−1,α](∂M)
BY (Y ) =
(
trT [δ∗Y + (δY )g], δ∗Y (n)T
)
.
(2.44)
and an operator Ph = (Lh, Bh) on (h, v)
Lh : [S
m,α
δ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 ](M)
Lh(h, v) =
(E0(h, v), ∆trh+ δδh),
Bh : [S
m,α
δ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α ×Cm,α](∂M)
Bh(h, v) =
(
δgh− 3dv, hT , H ′h
)
.
(2.45)
It is easy to verify the ellipticity of (2.44) by applying the criterion given in [1]. Here we give the
details. Since
2(δδ∗Y + dδY ) = −∂i∂iYj − ∂i∂jYi − 2∂j∂iYi +O1 = −∂i∂iYj − 3∂i∂jYi + 2Ric(Y ) +O1
the interior principal symbol of PY is given by
LY (ξ) =
1
2
|ξ|2 + 3ξ1ξ1 3ξ1ξ2 3ξ1ξ33ξ2ξ1 |ξ|2 + 3ξ2ξ2 3ξ2ξ3
3ξ1ξ3 3ξ2ξ3 |ξ|2 + 3ξ3ξ3
 .
Elementary calculation shows its determinant is lY =
1
2 |ξ|6, and the adjoint matrix is given by
L∗Y (ξ) =
1
4
|ξ|2
|ξ|2 + 3(ξ22 + ξ23) −3ξ1ξ2 −3ξ1ξ3−3ξ2ξ1 |ξ|2 + 3(ξ21 + ξ23) −3ξ2ξ3
−3ξ1ξ3 −3ξ2ξ3 |ξ|2 + 3(ξ21 + ξ22)
 .
Since
trT [δ∗Y + (δY )g] = ∂2Y2 + ∂3Y3 + 2(−∂1Y1 − ∂2Y2 − ∂3Y3) +O0 = −2∂1Y1 − ∂2Y2 − ∂3Y3 +O0
2δ∗Y (n)T = ∂1YA + ∂AY1 +O0 A = 2, 3
the boundary symbol is given by
BY (ξ) = i
−2ξ1 −ξ2 −ξ3ξ2 ξ1 0
ξ3 0 ξ1
 .
Thus we have
BY (ξ)L
∗
Y (ξ) =
i
4
|ξ|2
−2|ξ|2ξ1 − 3ξ1(ξ22 + ξ23) −|ξ|2ξ2 + 3ξ21ξ2 −|ξ|2ξ3 + 3ξ21ξ32ξ2(2ξ22 + 2ξ23 − ξ21) 2ξ1(−ξ22 + 2ξ21 + 2ξ23) −6ξ1ξ2ξ3
2ξ3(2ξ
2
2 + 2ξ
2
3 − ξ21) −6ξ1ξ2ξ3 2ξ1(−ξ23 + 2ξ21 + 2ξ22)
 .
Let µ denote a 1-form normal to the boundary ∂M , i.e. µT = 0 on ∂M and η a nonzero 1-form
tangential to the boundary, i.e. η(n) = 0 on ∂M . Based on [1], the operator PY = (LY , BY ) will
be elliptic if there is no nonzero complex vector C such that C ·BY L∗Y (zµ+ η) = 0 mod(z− i|η|)3,
where z = i|η| is the root (of multiplicity 3) with positive imaginary part for l(zµ+ η) = 0. Denote
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the matrix on the right side of the expression above as B̂(ξ) = 1|ξ|2BY L
∗
Y (ξ). Then it suffices to
verify that there is no nontrivial solution for C · B̂(zµ + η) = 0 mod(z − i|η|)2.
It is easy to verify that det B̂(zµ+ η) = 0 mod(z− i|η|). Thus we need to show C · B̂′(zµ+ η) =
0 mod(z − i|η|) has no nontrivial solution, where B̂′(zµ + η) denotes the derivative of B̂(zµ + η)
with respect to z. This is equivalent to det B̂′(zµ + η)|z=i|η| 6= 0. Let ξ1 = z and ξ2 = η2, ξ3 = η3
in B̂ with (η1, η2) 6= 0:
B̂(zµ + η) =
−2z3 − 5z|η|2 −(z2 + |η|2)η2 + 3z2η2 −(z2 + |η|2)η3 + 3z2η32η2(2|η|2 − z2) 2z(−η22 + 2z2 + 2η23) −6zη2η3
2η3(2|η|2 − z2) −6zη2η3 2z(−η23 + 2z2 + 2η22)
 .
So its derivative is given by
B̂′(zµ+ η) =
−6z2 − 5|η|2 4zη2 4zη3−4zη2 −2η22 + 12z2 + 4η23 −6η2η3
−4zη3 −6η2η3 −2η23 + 12z2 + 4η22
 .
Plug in z = i|η|, z2 = −|η|2 to obtain det B̂′(i|η|µ + η) = 240|η|4. Obviously it is never zero if
η 6= 0. Thus (2.44) is an elliptic operator.
Next we prove ellipticity for the operator Ph in (2.45). Recall that this operator is constructed
by combining the linearized Einstein tensor with gauge terms. Now it has been shown in [2] that
the stationary Einstein field equations are elliptic with respect to certain boundary conditions. In
particular it is shown that the operator
L0 : [S
m,α
δ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 ](M)
L0(h, v) =
(
Ric′h + δ
∗βgh, ∆gv
)
B0 : [S
m,α
δ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × Cm,α](∂M)
B0(h, v) =
(
βgh, h
T − 2vgT , H ′h − 2n(v)
)
.
(2.46)
is elliptic. Note that the operator above is obtained from a conformal transformation of a boundary
value problem of Einstein field equations in the projection formalism of stationary spacetimes. So
we first apply the same conformal transformation
h = h¯− 2v¯g, v = v¯
to (2.45) and obtain an equivalent operator
Lh¯ : [S
m,α
δ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 ](M)
Lh¯(h¯, v¯) =
(
Ein′h¯ + δ
∗δh¯− (δδh¯)g + (∆v¯)g −D2v¯ +O1, ∆trh¯+ δδh¯ − 4∆v¯
)
,
Bh¯ : [S
m,α
δ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × Cm,α](∂M)
Bh¯(h¯, v¯) =
(
δgh¯− dv¯, h¯T − 2v¯gT , H ′h¯ − 2n(v¯) + v¯Hg
)
.
Take trace of the first term in Lh¯(h¯, v¯), multiply it by 2, add it to the second term of Lh¯(h¯, v¯). We
obtain the following operator P¯ = (L′
h¯
, B′
h¯
) which behaves the same as the one above regarding to
ellipticity:
L′h¯ : [S
m,α
δ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 ](M)
L′h¯(h¯, v¯) =
(
Ein′h¯ + δ
∗δh¯ − (δδh¯)g + (∆v¯)g −D2v¯, 4∆v¯ − 8δδh¯).
B′h¯ : [S
m,α
δ ×Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × Cm,α](∂M)
Bh¯(h¯, v¯) =
(
δgh¯− dv¯, h¯T − 2v¯gT , H ′h¯ − 2n(v¯)
)
.
(2.47)
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Here we throw away the terms involving only lower (≤ 1) derivatives of (h, v). We use Ein′
h¯
to
denote leading part of Ein′
h¯
, i.e. Ein′
h¯
= 12D
∗Dh¯− δ∗βh¯− 12 (∆trh¯+ δδh¯)g. The formal adjoint of
P¯ is given by P¯ ∗ = (L¯, B¯)
L¯ : [Sm,αδ × Cm,αδ ](M)→ [Sm−2,αδ+2 × Cm−2,αδ+2 ](M)
L¯(h, v) =
(
Ein′h + δ
∗δh−D2trh− 8D2v, 4∆gv − δδh +∆trh
)
,
B¯ : [Sm,αδ × Cm,αδ ](M)→ [(∧1)m−1,α × Sm,α × Cm,α](∂M)
B¯(h, v) =
(
δh − dtrh− 8dv, hT + 2vgT , H ′h + 2n(v)
)
.
(2.48)
It is straightforward to prove the adjointness via integration by parts. To do this, we proceed as
follows. Consider the functional
I(g) =
∫
M
Rg + 2
∫
∂M
Hg − 16πmADM (g).
The first variation of I is given by (cf. for example [5])
I ′g(h) =
∫
M
−〈Eing, h〉+
∫
∂M
〈HggT −A,h〉.
Take second variation of I
I ′′g (h, h¯) =
∫
M
−〈Ein′h¯, h〉+ 〈Eing, h ◦ h¯〉 − 12 trh¯〈Eing, h〉
+
∫
∂M
〈H ′h¯gT +Hgh¯T −A′h¯, h〉 − 〈HggT −A,hT ◦ h¯T 〉+ 12 trT h¯〈HggT −A,h〉.
By symmetry of the second variation we obtain∫
M
−〈Ein′h¯, h〉 − 12trh¯〈Eing, h〉+
∫
∂M
〈H ′h¯gT −A′h¯, h〉 − 12trT h¯〈A,h〉
=
∫
M
−〈Ein′h, h¯〉 − 12trh〈Eing, h¯〉+
∫
∂M
〈H ′hgT −A′h, h¯〉 − 12trTh〈A, h¯〉.
If B′
h¯
(h¯, v¯) = 0 then h¯T = 2vgT , trT h¯ = 4v, H ′
h¯
= 2n(v¯) on ∂M . Similarly, if B¯(h, v) = 0 then
hT = −2vgT trTh = −4v, H ′h = −2n(v) on ∂M . Plug these into the equation above and obtain
that for all (h¯, v¯), (h, v) such that B′
h¯
(h¯, v¯) = 0, B¯(h, v) = 0∫
M
〈Ein′h¯, h〉 =
∫
M
〈Ein′h, h¯〉+
∫
∂M
4[v¯n(v) − vn(v¯)].(2.49)
Simple calculation of integration by parts on the remaining terms in L′
h¯
and L¯ yields∫
M
〈δ∗δh¯− (δδh¯)g + (∆v¯)g −D2v¯, h〉 + 〈4∆v¯ − 8δδh¯, v〉
=
∫
M
〈δ∗δh−D2trh− 8D2v¯, h〉+ 〈4∆v − δδh +∆(trh), v¯〉 +
∫
∂M
B[(h¯, v¯), (h, v)]
where in the boundary integral B is a bilinear form given by
B[(h¯, v¯), (h, v)] =h(δh¯,n) − h¯(δh,n) + h¯(n, d(trh)) + (trh)δh¯(n) − (trh)n(v¯) + v¯n(trh)
− h(n, dv¯) − v¯δh(n) − 4vn(v¯) + 4v¯n(v) + 8h¯(n, dv) + 8vδh¯(n).
If Bh¯(h¯, v¯) = 0 and B¯(h, v) = 0, then δh¯ = dv¯ and δh = dtrh+8dv on ∂M . Plugging these equalities
into the expression above we obtain B[(h¯, v¯), (h, v)] = 4[vn(v¯)− v¯n(v)]. Combining this with (2.49)
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we obtain that for all (h¯, v¯), (h, v) ∈ [Sm,αδ × Cm,αδ ](M) such that B′h¯(h¯, v¯) = 0, B¯(h, v) = 0∫
M
〈Lh¯(h¯, v¯), (h, v)〉 =
∫
M
〈(h¯, v¯), L¯(h, v)〉,
which justifies the adjointness between P¯ and P¯ ∗.
Now to prove that (2.45) is elliptic it suffices to prove that both the operator P¯ and its adjoint
operator P¯ ∗ admit a uniform elliptic estimate (c.f. [1,21]). In the following we apply the idea in [5]
to prove the elliptic estimate for P¯ ∗. The same proof works as well for P¯ .
We observe if the boundary operator of (2.46) is replaced by the one in (2.48), ellipticity still
holds. In fact since the principal symbol of L0 is simply a rescaling of the identity matrix, ellipticity
of (L0, B¯) can be immediately verified by checking the symbol of B¯(ξ) is a non-degenerate matrix
when ξ = i|η|µ + η for η 6= 0. Thus we have the following elliptic estimate
||(h, v)||Cm,α ≤ C(||L0(h, v)||Cm−2,α + ||B¯i(h, v)||Cm−ki,α + ||(h, v)||C0 ),
where for each boundary term B¯i(h, v) in B¯(h, v) the order ki equals to highest order of derivatives
involved in it. The interior operator L¯ and L0 differ by
L¯(h, v) − L0(h, v) =
(− 1
2
(∆trh+ δδh)g − 3
2
D2trh− 9D2v, 3∆v − δδh +∆(trh)).
So elliptic estimate for P¯ ∗ will hold if we can control δδh, trh and v by P¯ ∗(h, v), i.e.
||δδh||Cm−2,α ≤ C(||L¯(h, v)||Cm−2,α + ||B¯i(h, v)||Cm−ki,α + ||(h, v)||C0)(2.50)
and the same for trh, v. Taking the divergence of the first term of L¯(h, v) we get:
δ[L¯(h, v)] = δδ∗(δh − dtrh− 8dv)
inside which we use the Bianchi identity δEin = 0. Note the expression above can be taken as
δδ∗ – an elliptic operator – acting on the term (δh− dtrh− 8dv) whose Dirichlet boundary data is
included in B¯(h, v). Thus (δh − dtrh − 8dv) is controlled by P¯ ∗(h, v) as well as Ein′h. So we get
control of (δδh −∆trh − 8∆v). Compare this with the second component of L¯(h, v), we see that
∆v and δδh −∆trh are controlled. In addition trL¯(h, v) = 12∆(trh) − 32δδh + 8∆v. So we obtain
control (2.50) of δδh and a similar control for ∆trh and ∆v.
The Gauss equation at ∂M is given by |A|2 − H2 + RgT = Rg − 2Ricg(n,n) = −2Eing(n,n).
Its linearization is
(|A|2 −H2 +RgT )′h = −2Ein′h(n,n) − 4Eing(n′h,n)
where A′h, H
′
h and n
′
h only involve 1st and 0th order behavior of h, which can be ignored according
to the interpolation inequality. So we obtain
∆gT tr
ThT + δT δThT = (RgT )
′
hT +O1 = −2Ein′h(n,n) +O1.
The second boundary term in B¯ is B¯2(h, v) = h
T + 2vgT , so hT = B¯2 − 2vgT . Plug this into the
equation above
−2∆gT v = 2Ein′h(n,n)−∆gT trTB2 − δT δTB2 +O1.
Recall that Ein′h is alrealy controlled by P¯
∗. Thus ||v|∂M ||Cm,α is also controlled by the operator P¯ ∗
and so is the Dirichlet data hT . Since we already have control of ∆v on M , ||v||Cm,α is controlled.
It remains to control trh. By the formula of variation of mean curvature we have
n(trh) = 2H ′h − δT (h(n)T )− (δh)(n) +O.
In the equation above, δh(n) is not controlled, but we have control of the boundary data (δh −
dtrh− 8dv) with dv is already controlled. So we can rewrite the equation above as:
(2.51) 2n(trh) = 2H ′h − δT (h(n)T )− [(δh − d(trh)](n) +O.
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In addition, basic computation yields −(δh−dtrh)T = ∇nh(n)T +δT (hT )+∇T trh+O inside which
δh− dtrh and hT are both controlled on ∂M . So one gets control of ∇nh(n)T +∇T trh on ∂M and
hence its tangential divergence
(2.52) δT [∇nh(n)T +∇T trh] = ∇n[δT (h(n)T )] + ∆gT trh
is also controlled. Combining (2.51) and (2.52), one obtains:
2nn(trh)−∆gT trh = 2n(H ′h)− [δT (∇nh(n)T +∇T trh)]− n[(δh − d(trh))(n)] +O1.
Note n(H ′h) above is controlled based on Riccati equation n(H) + |A|2 = −Ric(n,n), where
Ric′h(n,n) = Ein
′
h(n,n) + 1/2R
′
hg + O and R
′
h is well-controlled because both ∆(trh) and δδh
are. So every term on the righthand side of the equation above is under control. Finally recall that
∆trh is controlled by P¯ ∗ and it is elliptic when combined with the boundary term 2nn(trh)−∆gT trh.
Therefore, trh is also controlled by P¯ ∗. This completes the proof of elliptic estimate for P¯ ∗, i.e.
||(h, v)||Cm,α ≤ C(||L¯(h, v)||Cm−2,α + ||B¯(h, v)||Cm−k,α + ||(h, v)||C0).
It is easy to carry out the same process as above and derive the uniform elliptic estimate for P¯ .
We finish this section with the following remark.
Remark 2.7. Different from the work of Bartnik [7,8] where the functions and tensor fields belong
to the weighted Sobolev spaces, we work with the weighted Ho¨lder spaces in this paper. The main
reason is that when taking trace of a function one loses an extra 12 regularity H
s(M)→ Hs−1/2(∂M)
which makes it complicated to discuss the ellipticity of the Bartnik boundary data.
3. Critical points of the ADM mass
In this section, we adopt the definitions of the ADM mass and the Regge-Teitelboim Hamiltonian
from [8] and prove the corresponding result on the critical points for the ADMmass on the constraint
manifold of initial data sets with fixed Bartnik boundary data.
We use the same notation as in [8]. A tensor field ξ = (ξ0, ξi) consisting of a scalar field ξ0 and
a vector field ξi on M is called a spacetime vector field. Let T m,αδ (M) denote the asymptotically
zero spacetime tangent bundle, i.e. T m,αδ (M) = [Cm,αδ × Tm,αδ ](M). Fix a constant 4-vector
ξ∞ = (ξ
0
∞, ξ
i
∞) (i = 1, 2, 3) defined on R
3 \B3. Pull it back to M and obtain a parallel spacetime
vector field, still denoted as ξ∞, with respect to the metric g˚. A smooth spacetime vector field
ξ̂∞ = (ξ̂
0
∞, ξ̂
i
∞) on M is called a constant translation near infinity representing ξ∞, if there is a
R such that ξ̂∞ = ξ∞ on E2R, and ξ̂∞ = 0 on M \ ER, where ER = {p ∈ M : r˚(p) > R}. Let
Zm,αδ (M) denote the space of asymptotic translation vector fields, i.e.
Zm,αδ (M) = {ξ ∈[Cm,α × Tm,α](M) :
ξ − ξ̂∞ ∈ T m,αδ (M) for some constant translation near infinity ξ̂∞}.
For convenience, we turn to the (g, π, Φ˜) formulation of the constraint map as described in §2.
Denote C˜B(u,Z) as the level set
C˜B(u,Z) = {(g, π) ∈ B˜ : Φ˜(g, π) = (u,Z)}
where B˜ and Φ˜ are defined as in (2.6) and (2.7). Since the space C˜B(u,Z) is equivalent to CB(u,Z),
it is also a smooth Banach manifold.
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The general ADM (total) energy-momentum vector P is defined in [8] by describing its pairing
with a constant vector ξ∞ ∈ R1,3
16πξ0∞P0(g, π) =
∫
M
ξ̂0∞R0(g) + ∇˚iξ̂0∞(∇˚jgij − ∇˚itrg˚g)d vol˚g
16πξi∞Pi(g, π) = 2
∫
M
(
ξ̂i∞P0i(π) + πij∇˚iξ̂∞j
)
d vol˚g
inside which ξ̂∞ is a representative translation vector at infinity for ξ∞ and
R0(g) = ∇˚ijgij −∆0trg˚g, P0i(π) = g˚∇˚kπjk.
It is easy to generalize the result in [8] to obtain that P defines a smooth function on the Banach
manifold C˜B(u,Z) when (u,Z) ∈ [Ckα×(∧1)kα](M) for some α ≥ 4 and k ≥ 0. Moreover, in this case
P agrees with the usual formal definition of ADM energy-momentum vector and it is independent
of choice of the chart M ∼= R3 \B.
We adopt the Regge-Teitelboim Hamiltonian defined in [8] to our setting:
H : B˜ × Zm,αδ (M)→ R
H(g, π; ξ) =
∫
M
〈(ξ̂∞ − ξ), Φ˜(g, π)〉 +
∫
M
ξ̂0∞(R0(g) − Φ˜0(g, π)) +
∫
M
∇˚iξ̂0∞(∇˚jgij − ∇˚itrg˚g)
+
∫
M
ξ̂i∞(P0i(π)− Φ˜i(g, π)) +
∫
M
2πij∇˚iξ̂∞,j,
(3.1)
inside which ξ̂∞ is a constant translation at infinity such that ξ − ξ̂∞ ∈ T m,αδ (M). Here and in the
following we omit the volume form d vol˚g. Based on [8], the functional H is smooth and bounded. In
particular, on the constraint manifold C˜B(u,Z) with (u,Z) ∈ [Ckα×(∧1)kα](M) for some α ≥ 4, k ≥ 0
the functional can be equivalently expressed as
H(g, π; ξ) = 16πξα∞Pα −
∫
M
ξαΦ˜α(g, π),(3.2)
where ξ∞ is the constant vector equal to the asymptotic limit of ξ. The following lemma describes
the variation of H.
Lemma 3.1. If ξ ∈ Zm,αδ (M) then for all (g, π) ∈ B˜ and (h, p) ∈ T B˜|(g,π)
D(g,π)H(g, π; ξ)(h, p) = −
∫
M
(h, p) ·DΦ˜∗(g,π)ξ.(3.3)
Proof. Using integration by parts, we can write the linearization of the first term in (3.1) as:
∫
M
〈(ξ̂∞ − ξ),DΦ˜(g,π)(h, σ)〉 =
∫
M
〈DΦ˜∗(g,π)(ξ̂∞ − ξ), (h, σ)〉 +
∫
∂M
B˜[(ξ̂∞ − ξ), (h, σ)] + lim
r→∞
∫
Sr
B˜,
(3.4)
where in the boundary integral B˜ is a bilinear form given by (cf [8] equation (82)),
B˜[(µ, Y ), (h, σ)] =ni[µ(∇jhij −∇itrh)− hij∇jµ+ trh∇iµ]√g
+ 2ni[Yjσ
j
i + Y
jπki hjk −
1
2
Yiπ
jkhjk],
(3.5)
with (µ, Y ) = ξ̂∞ − ξ = −ξ on the boundary ∂M . We also refer to [8] equations (6)-(9) for the
formula ofDΦ˜ and its adjoint DΦ˜∗. According to the boundary conditions in (2.6), any deformation
19
(h, σ) ∈ T B˜ satisfies 
hAB = 0, for A,B = 2, 3
n(trTh) + 2δT (h(n)T )− h11H = 0
σ11 + 12π
11h11 = 0
σ1A + π11h1A = 0 A = 2, 3
on ∂M.(3.6)
The second equation above implies that n(trTh)− 2(∇T )AhA1 − h11H = 0. Basic calculation gives
ni∇jhij = n(h00) + (∇T )AhA1 + h11H. Combining those two equalities we can derive that
ni(∇jhij −∇itrh) = −n(trTh) + (∇T )AhA1 + h11H = −(∇T )AhA1.
In addition,
ni[−hij∇jµ+ trh∇iµ] = −h1A∇Aµ− h00n(µ) + h00n(µ) = −h1A∇Aµ
where we use the fact that hAB = 0 from (3.6). Summing up the two equations above we obtain
that the first line in (3.5) can be written as
ni[µ(∇jhij −∇itrh)− hij∇jµ+ trh∇iµ] = −µ(∇T )AhA1 − h1A∇Au = −(∇T )A(µhA1),
which is a pure divergence term on the boundary ∂M and hence its integral is zero. As for the
second line in (3.5), we have
ni[Yjσ
ij + Y jπkihjk − 1
2
Y iπjkhjk] = Y1σ
11 + YAσ
A1 + Y jπk1hjk − 1
2
Y1π
jkhjk
=− 1
2
Y 1π11h11 − Y Aπ11h1A + Y Aπ11h1A + Y 1πk1h1k − 1
2
Y1π
11h11 − Y1π1Ah1A = 0.
In the second equality above, we use the last two equations in (3.6) to replace σ with π, h and
the first equation in (3.6) to throw away terms involving hAB (A,B = 2, 3). Thus the boundary
integral over ∂M in (3.4) must vanish. The integral at infinity is also zero because ξ − ξ̂∞ and
(h, σ) decay fast enough to zero. Thus we obtain∫
M
〈(ξ̂∞ − ξ),DΦ˜(g,π)(h, σ)〉 =
∫
M
〈DΦ˜∗(g,π)(ξ̂∞ − ξ), (h, σ)〉
The linearization of the remaining terms in (3.1) is given by − ∫M 〈(h, σ),DΦ˜∗(g,π)(ξ̂∞)〉 (cf. [8]
Theorem 5.2). Combining this with the equation above we obtain (3.3).
When the energy-momentum vector P(g, π) is time-like, the ADM total mass of the initial data
(g, π) is defined as
mADM(g, π) =
√
−PαPα.(3.7)
With the lemma above we can now prove that any critical point of the ADM total mass on the
constraint manifold C˜B(u,Z) must admit a generalised Killing vector field, which is the analog
of Corollary 6.2 in [8]. Note a spacetime vector field ξ ∈ [Cm,α × Tm,α](M) is called a gener-
alised Killing vector field of the initial data set (M,g, π) (or (M,g,K)) if DΦ˜∗|(g,π)(ξ) = 0 (or
DΦ˜∗|(g,K)(ξ) = 0). In this case, the initial data set (M,g, π) is called a generalised stationary
initial data set.
Theorem 3.2. Suppose (u,Z) ∈ [Ckδ × (∧1)kδ ](M) (k ≥ 0, δ ≥ 4), (g0, π0) ∈ C˜B(u,Z) and P0 =
P(g0, π0) is a time-like vector. If (DmADM)(g0,π0)(h, σ) = 0 for all (h, σ) ∈ T C˜B(u,Z)|(g0,π0) then
(g0, π0) admits a generalised Killing vector field ξ which has a limit at infinity proportional to P0.
20
Conversely, if (g0, π0) is a generalised stationary initial data set, then (DmADM )(g0,π0)(h, p) = 0
for all (h, p) ∈ TCB(u,Z)|(g0,π0).
Proof. If (g0, π0) is a critical point with time-like ADM energy-momentum vector P0. Let (ξ0)∞ be
the constant vector (ξ0)
α
∞ = −(P0)α/mADM (g0, π0) ∈ R4 and define a functional on E on C˜B(u,Z)
by
E(g, π) = (ξ0)
α
∞Pα(g, π).
Clearly, the derivative of the ADM mass at (g0, π0) is DmADM |(g0,π0) = −(mADM )−1/2(P0)αDPα =
(ξ0)
α
∞DPα = DE|(g0,π0). So (g0, π0) is also a critical point of E on the constraint manifold. Let
(ξ̂0)∞ be a constant translation near infinity representing (ξ0)∞. Choose (ξ0)
α ∈ Zm,αδ (M) such
that (ξ0)
α − (ξ̂0)∞ ∈ T m,αδ (M) and plug it into the formula (3.2) to obtain a functional on (g, π):
H(g, π; ξ0) = 16π(ξ0)α∞Pα −
∫
M
(ξ0)
αΦ˜α(g, π).
Observe on the constraint manifold C˜B(u,Z), (g0, π0) is a critical point of the first term on the
right side and the second term is constant. Thus we obtain
D(g0,π0)H(g, π; ξ0)(h, σ) = 0 ∀(h, σ) ∈ T C˜B(u,Z).
By a Lagrange-multiplier argument (cf. [8] Theorem 6.3), there is (X˜0, X˜) ∈ (T )∗ such that∫
M
〈(X˜0, X˜),DΦ˜(g0,π0)(h, σ)〉 = D(g0,π0)H(g, π; ξ0)(h, σ) ∀(h, σ) ∈ T B˜|(g,π0).
Apply Lemma 3.1 to the right side above,∫
M
〈(X˜0, X˜),DΦ˜(g0,π0)(h, σ)〉 =
∫
M
〈DΦ˜∗(g0,π0)(ξ0), (h, σ)〉 ∀(h, σ) ∈ T B˜|(g,π0).
Let (X0,X) = ((ξ0)
0 − X˜0, (ξ0)i − X˜), then the equality above implies that (X0,X) is a weak
solution of DΦ∗(g0,K0), i.e. for all compactly supported (h, p) ∈ TB|(g0,K0)∫
M
〈(X0,X),DΦ(g0,K0)(h, p)〉 = 0.(3.8)
Here we use the isomorphism between (B,Φ) and (B˜, Φ˜) and (g0,K0) denotes the correspondence
in B of (g0, π0). We can prove in the same way as in §3.1 that (X0,X) is a regular solution, i.e.
it is Cm,α smooth in the interior of M . In addition, we show in section §4.4 that (X0,X) is Cm,α
smooth up to the boundary. Moreover, (X˜0, X˜) = ξ0 − (X0,X) is also Cm,α smooth in M and
is a bounded linear functional on the space [Cm−2,αδ+2 × Cm−2,αδ+2 (∧1)](M). Consequently it must be
asymptotically zero at the rate of δ (cf. §4.5 for details). Therefore, (X0,X) is a generalised Cm,α
Killing vector field on M and (X0,X) − ξ0 ∈ Cmδ , i.e. its limit at infinity is proportional to the
ADM energy-momentum vector.
Conversely, suppose (g0, π0) admits a generalised Killing vector field X̂ = (X
0,X) ∈ Zm,αδ (M)
whose asymptotic limit (X̂)∞ is proportional to P0. Based on Lemma 3.1, DΦ
∗
(g0,K0)
(X̂) = 0
implies that D(g0,π0)H(g, π, X̂)(h, σ) = 0 for all (h, σ) ∈ T C˜B(u,Z)|(g0,π0). This further implies that
(X̂)α∞DPα|(g0,π0) = 0 on the constraint manifold. Since (X̂)∞ is proportional to P0, we also have
P
α
0DPα|(g0,π0) = 0 i.e. (DmADM)(g0,π0)(h, σ) = 0 based on the discussion at the beginning of the
proof.
We note that the condition (u,Z) ∈ [Ckδ × (∧1)kδ ](M) (k ≥ 0, δ ≥ 4) in the theorem can be
replaced by the integrable condition that u,Zi are L
1 on M .
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4. Appendix
In this section we provide the details which are left open in some proof of this paper.
4.1. Transform from B to B˜. Recall, in §2, we have defined the space B of pairs (g,K) fixing
the Bartnik boundary data. The reparametrization space B˜ is equivalent to B via the map
P : B˜ → B
P (g, π) =( g,
(
π♭ − 1
2
(trgπ)g
)
/
√
g ).
Let (h, σ) ∈ T B˜|(g,π) be a infinitesimal deformation at (g, π). Then linearization of P is given by
DP(g,π)(h, σ) =
(
h, p(h, σ)
)
,
where
pij(h, σ) = [σij − 1
2
(trσ)gij + π
k
i hkj + π
k
j hki −
1
2
(trπ)hij − 1
2
(πkτhkτ )gij − 1
2
trh(πij − 1
2
trπgij)]/
√
g.
Since (h, p) ∈ TB, it must satisfy the boundary conditions listed in (2.1). It is obvious that the first
two boundary conditions there yield the first two boundary conditions in (2.6). The third condition
in (2.1) implies
0 = trT p =trTσ − (trgσ) + 2πA1hA1 − πlkhlk − 1
2
trh(trTπ − trπ) = −σ11 − 1
2
π11h11,
where we use the condition hT = 0 on ∂M . This gives the third boundary condition in (2.6).
Finally along ∂M we have
p(n)T = [σ1A +
1
2
h11π1A + π
B
AhB1 + π11h1A −
1
2
(trgπ)h1A]/
√
g
K(n′h)
T =
(
π♭(n′h)
T − 1
2
trgπg(n
′
h)
T
)
/
√
g = [−πBAhB1 −
1
2
h11π1A +
1
2
(trgπ)h1A]/
√
g,
where we apply hT = 0 on ∂M and the variation formula of the unit normal n′h = −h1A − 12h11n.
Summing up the equations above, we derive that the last condition in (2.1) can be equivalently
expressed in terms of (h, σ) as 0 = p(n)T + K(n′h)
T =
(
σ1A + π11h1A
)
/
√
g. This completes the
proof of all the conditions listed in (2.6).
4.2. Decomposition at the boundary. Given any (u,Z) ∈ T , we show below that there exists
some (h, p) ∈ TB|(g,K) such that (u,Z) = DΦ(g,K)(h, p) on ∂M . Then it follows naturally that
(u,Z) can be decomposed as (u,Z) = (u1, Z1) + (u2, Z2) with (u1, Z1) = DΦ(g,K)(h, p) ∈ ImL and
(u2, Z2) vanishing on ∂M . For simplicity we can first choose (h, p) so that h vanishes to the first
order on ∂M and p vanishes to the zero order on ∂M , i.e.
(4.1) hij = 0, n(hij) = 0, pij = 0 on ∂M.
Obviously (h, p) ∈ TB|(g,K). Based on (2.4) the linearization (DΦ0)(g,K)(h, p) is given by:
(DΦ0)(g,K)(h, p) =(−∆(trh) + δδh)
√
g = −n(n(trTh)√g
inside which we use the equality that ∆(trh) = ∆T (trh)+n(trh)H−nn(trh) and δδh = ∇i∇jhji =
nn(h11). Set h satisfying (4.1) and such that
−n(n(trTh))√g = u on ∂M,
then we have (DΦ0)(g,K)(h, p) = u. Next plug (h, p) into (2.5) and obtain
(DΦi)(g,K)(h, p) = −2
(
δp + dtrp
)√
g = −2n(trT p)√g · n− 2∇np(n)T√g.
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Thus we can choos p satisfying (4.1) and such that n(trT p) = Z1 and n(p1A) = ZA, A = 2, 3 on
∂M . It then follows that (DΦi)(g,K)(h, p) = Z.
4.3. Construction of the extension maps. We construct candidates for the maps E1 and E2
in the proof of splitting kernel for DΦ in §2.2.
Fix τ ∈ KerδT on the boundary ∂M of the Riemannian manifold (M,g). We can first fix a
collar neighborhood U of the boundary ∂M inside which the flow of the distance function s to the
boundary is well-defined. Without loss of generality, assume U = {s ∈ [0, 1)}. We also extend the
unit normal vector n to ∂M to be the unit vector field perpendicular to the s-level set in U . Define
h so that hT = 0 in U and h = 0 on ∂M . It then follows that H ′h = 0 and n
′
h = 0 on ∂M . The
1-form h(n)T is defined to be such that
h(∂s)
T = 0 on ∂M, ∇∂s(h(∂s)T ) = τ in U,
where we think of τ as being paralelly Lie-dragged by ∂s in U . Then we have (δh)
T
A = −∇1h1A −
∇BhBA = ∇n(h(n)T ) = τA on ∂M . Next fix a smooth jump function f(s) in U such that f(s) = 1
for 0 ≤ s ≤ 1/4 and f(s) = 0 for s ≥ 1/2. We can now define E1(τ) = f(s)h where h is as
constructed above and fh is extended trivially from U to be a symmetric 2-tensor defined on M .
Then it is easy to check that E1 is a linear bounded map.
Next fix h ∈ Sm,αδ (M) on the initial data set (M,g,K). Take the collar neighborhood U as above
inside which the vector field n′h is well-defined. Construct a symmetric 2-tensor in U such that
h˜T = h˜(n,n) = 0 and h˜(n)T = −K(n′h)T in U . Then extend h˜ to a global tensor, still denoted
as h˜, on M which is equal to zero outside U and equal to f(s)h˜ in U . Now define E2(h) = h˜ as
constructed. It follows that E2 is a linear bounded map and only involves 0-order data of h.
4.4. Boundary behavior of the generalised Killing vector field. In the proof of Theorem 3.2
we show that (X0,X) is a weak solution of DΦ∗(g0,π0)(X
0,X) = 0 and thus is Cm,α in the interior
intM of M and satisfies{
2X0K + LXg = 0
D2X0 + LXK +X
0(−Ric+ 2K ◦K − (trK)K + 14u0g) = 0.
(4.2)
We can apply the approach in [9] here to show that (X0,X) is Cm,α smooth up to the boundary
∂M . From the equations above we can obtain
∇k∇iX0 = −LXKij +X0(−Ric+ 2K ◦K − (trK)K + 1
4
u0g)ij
∇i∇jXk = RkjmiXm +Dk(X0Kij)−Di(X0Kjk)−Dj(X0Kki),
(4.3)
where the second equation is obtained by taking convariant derivative of the first equation in (4.2)
and applying the Binachi identity Rkijm+Rijkm+Rjkim = 0 with RkimjX
m = ∇k∇iXj−∇i∇kXj .
Define the radius function on M as the pull back of r from R3 \B and r = 1 on ∂M . Let s = 1− r.
So s ∈ (−∞, 0], ∂s = xis−1∂i and we consider the limit lims→0(X0,X). Derivatives of (X0,X) are
given by
∂sX
0 =
xi
s− 1∂iX
0, ∂sXi =
xj
s− 1(∇jXi + Γ
k
jiXk),
∂s∇iX0 = x
j
s− 1(∇j∇iX
0 + Γkji∇kX0), ∂s∇iXj =
xk
s− 1(∇k∇iXj + Γ
l
ki∇lXj + Γlkj∇iXl).
Here Xi = (g0)ikX
k and the covariant derivative ∇ and Christoffel symbol Γkij are with respect to
the metric g0. Notice that the terms ∇k∇iXj and ∇k∇iXj can be replaced by lower derivatives
based on (4.3). So define f = (X0,∇X0,X,∇X) and let F = |f |2. Then equations above imply
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that |∂F∂s | ≤ CF for some constant C > 0. If ∂sF < 0, then F is not increasing along the s curve.
If ∂sF ≥ 0, then we have
∂F
∂s
− CF ≤ 0⇒ ∂s(e−CsF ) ≤ 0⇒ e−Cs1F (s1) ≤ e−Cs2F (s2) ∀s1 > s2.
Thus F (ε) ≤ eCε+CF (−1) + C ∀ε > −1. So in both cases lims→0 F (s) ≤ C. Take an open
neigborhood of the boundary ∂M ⊂ U ⊂ M . Then X0,∇X0,X,∇X are uniformly bounded in
U \ ∂M . Henceforth, ∇i∇jX0 and ∇i∇jX are also uniformly bounded in U \ ∂M according to
(4.3). This in return implies ∇X0,∇X are uniformly continuous in U \ ∂M and so is (X0,X).
Based on (4.3) again, ∇2N,∇2Y are also uniformly continuous. Therefore, we can extend (X0,X)
to be well-defined and second order differentiable in U . In fact by a bootstrap argument it can be
extended to a Cm,α fields in U and by continuity we also have DΦ∗(X0,X) = 0 up to the boundary.
4.5. Aymptotic behavior of Killing vector field. Since (X0,X) is a Cm,α solution ofDΦ∗(X0,X) =
0, by [9] we know its asymptotic behavior must be as in (2.23) or (2.24). Thus the asymptotic be-
havior of X˜ = X − ξ˜ is
X˜i = −(ξ0)i∞ + Λijxj +Ok(r1−δ), X˜0 = −(ξ0)0∞ + Λ0ixi +Ok(r1−δ);(4.4)
for some constant Λµν , or
X˜i = −(ξ0)i∞ +Ai +Ok(r−δ), X˜0 = −(ξ0)0∞ +A0 +Ok(r−δ).(4.5)
for some constant Aµ. In addition, X˜α is a bounded functional on Cm−2,αδ+2 , acting on a function
v ∈ Cm−2,αδ+2 via the L2−product
∫
M X˜
α · vd volg.
If ∧µν 6= 0 for some µ, ν, without loss of generality we can assume ∧01 6= 0. Let v = v(r) be the
smooth positive function which equals to zero near the inner boundary and equals to ∧0ix
i
rβ+3
(β > δ)
for r > R. Then∫
M
X˜0 · vd volg =
∫ ∞
R
∫
S2
∧0ixi
rβ+3
X˜0r2ds2dr +O(1)
=
∫ ∞
R
∫
S2
∧0ixi
rβ+1
(− (ξ0)0∞ + ∧0ixi +O(r1−δ))ds2dr +O(1)
=
∫ ∞
R
∫
S2
r2
rβ+1
(∧0iθi)2ds2dr −
∫ ∞
R
∫
S2
∧0ixi
rβ+1
(ξ0)
0
∞ +
∫ ∞
R
∫
S2
O(r1−δ−β)ds2dr +O(1)
Obviously if 1 < β ≤ 2, the above integral diverges which contradicts that X˜0 is bounded.
If Aµ − (ξ0)µ∞ 6= 0 for some µ, again without loss of generality we assume A0 − (ξ0)0∞ 6= 0. Let
v = v(r) be a smooth positive function which equals to zero near the inner boundary and equals
to 1
rβ+2
(β > δ) for r > R. Then∫
M
X˜0 · vd volg =
∫ ∞
R
∫
S2
1
rβ+2
X˜0r2ds2dr +O(1)
=
∫ ∞
R
∫
S2
1
rβ
(−(ξ0)0∞ +A0 +O(r−δ))ds2dr +O(1)
= ((−(ξ0)0∞ +A0)
∫ ∞
R
∫
S2
1
rβ
ds2dr +
∫ ∞
R
∫
S2
O(r−δ−β)ds2dr +O(1)
If max{δ, 1 − δ} < β < 1, the above integral diverges. So we must have Aν = (ξ0)ν∞, i.e. X˜ decays
to zero asymptotically.
24
References
[1] S.Agmon, A.Douglis and L.Nirenberg, Estimates near the boundary for solutions of elliptic partial differential
equations satisfying general boundary conditions, I, II, Comm. Pure Appl. Math, 12, 623-727, (1959),17,
35-92, (1964).
[2] Z.An, Elliptic boundary value problems for the stationary vacuum spacetimes, Calc. Var. 59, 31 (2020).
[3] Z.An, Ellipticity of Bartnik boundary dat for the stationary vacuum spacetimes., Comm. Math. Phys. 373,
859-906 (2020).
[4] M.Anderson and J. Jauregui, Embeddings, immersions and the Bartnik quasi-local mass conjectures, Ann.
Henri Poincar 20: 1651, (2019).
[5] M.Anderson and M.Khuri, On the Bartnik extension problem for static vacuum Einstein metrics, Jour. Geo.
& Physics, 58, 179-207 (2008).
[6] R.Bartnik, Energy in general relativity, Tsing Hua lectures on geometry and analysis, 5-27, International
Press, Cambridge, MA, (1997).
[7] R.Bartnik, The mass of an asymptotically flat manifold, Comm. Pure Appl. Math., 39, 661-693 (1986).
[8] R.Bartnik, Phase space for the Einstein Equations, Communications in Analysis and Geometry, 13, 5,
845-885 (2005).
[9] R.Beig and P. T. Chrus´ciel, Killing vectors in asymptotically flat space-times: I Asymptotically translational
Killing vectors and the rigid positive energy theorem, Jour. Math. Phys. 37, 1939, (1996).
[10] D.Brill, S.Deser and L.Fadeev, Sign of gravitational energy. Phys. Lett. A 26, 538-539 (1968).
[11] A.L.Besse, Einstein Manifolds, Springer Verlag, New York, (1987).
[12] J.Corvino, Scalar curvature deformation and a gluing construction for the Einstein constraint equations.
Comm. Math. Phys. 214 (1), 137-189, (2000).
[13] J.Corvino, A short note on the Bartnik mass, Pure Appl. Math. Q. 15, 827-838, (2019).
[14] A.E.Fischer, J.E.Marsden and V.Moncrief The structure of the space of solutions of Einsteins equations. I.
One Killing field, Ann. Inst. H. Poincare´ Sect. A (N.S.) 33 no. 2, 147?194, (1980).
[15] L.Huang and D.A.Lee Bartnik mass minimizing initial data sets and improvability of the dominant energy
scalar, preprint, arXiv:2007.00593, (2020).
[16] J.L.Lions and E.Magenes, Non-homogeneous boundary value problems and applications, Springer Verlag,
Berlin, (1972).
[17] P.Miao, Variational effect of boundary mean curvature on ADM mass in general relativity. Mathematical
Physics Research on the Leading Edge, 145-171, Nova Sci. Publ., Hauppauge, New York, (2004).
[18] V.Moncrief, Spacetime symmetries and linearization stability of the Einstein equations I,II. J. Math. Phys.,
16 (3), 493-498, (1975), 17 (10), 1893-1902, (1976).
[19] S.McCormick, A note on mass-minimising extensions, Gen. Relativ. Gravit 47, 145, (2015).
[20] C.B.Morrey, Multiple integrals in the calculus of variations. Grundlehren der math. Wiss. in Einzeldarstel-
lungen, 130 Springer, Berlin (1966).
[21] F.Treves, Basic Linear Partial Differential Equations, Academic Press, New York, (1975).
[22] B.White, The space of minimal submanifolds for varying Riemannian metrics, Indiana Univ. Math. Journal,
40, 1, 161-200 (1991).
Department of Mathematics, University of Connecticut, Storrs, CT 06269
E-mail address: zhongshan.an@uconn.edu
25
