We present a photonic integrated circuit architecture for a quantum programmable gate array (QPGA) capable of preparing arbitrary quantum states and operators. The architecture consists of a lattice of phase-modulated Mach-Zehnder interferometers, which perform rotations on path-encoded photonic qubits, and embedded quantum emitters, which use a two-photon scattering process to implement a deterministic controlled-σz operation between adjacent qubits. By appropriately setting phase shifts within the lattice, the device can be programmed to implement any quantum circuit without hardware modifications. We provide algorithms for exactly preparing arbitrary quantum states and operators on the device and we show that gradient-based optimization can train a simulated QPGA to automatically implement highly compact approximations to important quantum circuits with near-unity fidelity.
I. INTRODUCTION
There has been growing interest in universal photonic devices which can be dynamically reconfigured to implement any linear optical transformation to a set of coherent optical modes. [1] [2] [3] [4] These devices are often implemented as a mesh of phase-modulated Mach-Zehnder interferometers (MZIs) which can be configured progressively [1] or simultaneously [5] to apply arbitrary unitary transformations to an input vector of spatial modes. Such devices have a wide range of applications in classical information processing [4, [6] [7] [8] [9] [10] , and integrated universal photonic circuits provides an especially promising hardware platform for high-throughput, energy-efficient machine learning. [11] [12] [13] [14] These devices also have promising applications in quantum information processing: recent demonstrations of boson sampling [15] , quantum transport dynamics [16] , photonic quantum walks [17] , counterfactual communication [18] , and probabilistic two-photon gates [19] have all been performed on this type of programmable photonic hardware. Photonic systems offer a range of unique advantages over other substrates for quantum information processing: optical quantum states have long coherence times and can be maintained at room temperature, since they interact very weakly with their environment; photonic qubits are optimal information carriers for distant nodes within quantum networks; and MZIs provide simple, high-fidelity implementations of single-qubit operations which can be integrated into a photonic chip.
However, photonic quantum computation poses several intrinsic difficulties. The non-interacting nature of photons makes implementing deterministic multi-photon quantum gates a challenge; many existing proposals [20] and demonstrations [19] of linear optical quantum computing rely on non-deterministic "heralded" gates, or encode multi-qubit quantum states in exponentially many * benbartlett@stanford.edu † shanhui@stanford.edu spatial modes [21] . Since photons must propagate at the speed of light, photonic quantum processing must be done along the path of the photon by sequential optical components, making complex quantum circuits prohibitively large to implement with free-space optics. These systems and even some integrated photonic circuits also often suffer from a lack of reconfigurability, as the design of task-specific optical circuity must be modified to perform different computations. [22] Here we describe a photonic lattice architecture for a reconfigurable and universal quantum programmable gate array (QPGA) which can implement any quantum operation, in principle deterministically and with perfect fidelity. Our design, described in Section II, is similar to a universal linear optical component, but employs nonlinear interactions from precisely placed quantum emitters to enable an N -qubit state to be encoded using O(N ) number of spatial modes. The proposed device can be programmed to implement any quantum circuit decomposed as one-and two-qubit gates which could physically implemented by lattice components on an integrated photonic circuit. Phase-modulated MZIs apply arbitrary single-qubit operations to qubits which are path-encoded by single photons in a superposition of pairs of waveguides, two-photon scattering processes induced by strongly-coupled quantum emitters implement controlled gates between adjacent qubits.
We provide exact algorithms in Section III for obtaining the appropriate phase shifter parameters to prepare arbitrary quantum states and operators on-chip. In Section IV, we discuss how optimization techniques from machine learning can be used to automatically discover high-fidelity approximations to desired quantum operations which are significantly more compact than their explicitly-decomposed exact representations.
II. PHOTONIC QUANTUM PROGRAMMABLE GATE ARRAYS
The concept for a photonic quantum programmable gate array is shown in Fig. 1a, and The ζ, ξ, θ, φ phase shifters are continuously variable trainable parameters, while η = 0, π 2 determines the connectivity of the cσz gates between neighboring qubits. The pink dots represent quantum emitters embedded a distance a between two dichroic reflectors, depicted as blue and red rectangles, which selectively reflect light at frequencies ω and ω , respectively. The delay lines are matched in length to ω and terminate in reflectors. (d) Four-level energy structure of the quantum emitters embedded in the waveguides. quantum circuit is depicted in Fig. 1b . The architecture consists of a set of waveguide pairs which each contain single photon pulses. A lattice of phase-modulated MZIs perform single-qubit rotations, and circulators, MZIs, and embedded four-level systems (4LS) collectively implement two-qubit controlled-σ z (cσ z ) gates between adjacent qubits. By choosing suitable phase shifter parameters, arbitrary multi-qubit quantum states and operators can be implemented from single-qubit and cσ z primitives within the lattice, as discussed in Section III. In the following subsections, we discuss the mechanisms of each component of the architecture in greater detail.
A. Single-qubit operations
Qubits are implemented as temporally separated single photons, each injected into a pair of waveguides at a frequency ω and with a long pulse length τ ω −1 . All physical gates within the device conserve photon occupancy within waveguide pairs. A chip designed to process N -qubit states has 2N number of waveguides, and the computational basis {|0 , |1 } of each qubit is represented by the photon occupancy of the top and bottom waveguide in each pair, with parity alternating with qubit index as shown in Fig. 1a .
Single-qubit gates are implemented by phasemodulated MZIs. An MZI with four phase shifters in the configuration shown in the upper half of Fig. 1c can apply any operation U ∈ U(2) to its inputs [13] , which suffices to implement arbitrary single-qubit gates. Assuming the photons are spectrally narrow about ω (see Appendix A for a more complete treatment of arbitrary photon spectra), the transformation implemented by the MZI on the input modes takes the form:
where H is the Hadamard operator 1 and R φ1 φ2 denotes a phase shift of φ 1 applied to the top waveguide and φ 2 to the bottom. Here, and for the rest of this paper, successive matrices are left-multiplied to be consistent with circuit diagrams.
B. Two-photon gates
In addition to arbitrary single-qubit gates, the QPGA needs to be able to implement two-qubit entangling operations in order to be a universal quantum device. This is accomplished by nonlinear interactions between two photons scattering off of a pair of quantum emitters embedded within the waveguides. The emitters could be implemented by quantum dots coupled to photonic crystal waveguides [23] [24] [25] or plasmonic nanowires [26] , diamond vacancy centers [27] [28] [29] , or many other experimental setups. The scattering dynamics discussed in this section are based on the scheme described by Zheng et al. [30] , with the notable difference that spatial modes rather than momentum states form the computational basis for the physical qubits. In this section we show that this scattering process implements a logical cσ z operation up to local phase shifts. 2 Consider an arbitrary two-qubit logical input state |Ψ = α |11 +β |10 +γ |01 +δ |00 . The state consists of two photons superpositioned over two pairs of waveguides shown in Figure 1 . Define bosonic operatorsâ
which create a photon with direction d ∈ {L, R} in the |0 and |1 waveguide for qubit q, respectively. The corresponding two-photon physical input state |ψ just before (1a, 1b) is:
where |∅ denotes the vacuum state (not to be confused with the computational |0 states).
Consider the lower half of Figure 1c . Two circulators at (1a, 1b) direct the |1 modal component of each photon into the waveguides at (2a, 2b). The photons pass through an MZI at (3) which has a transfer matrix 3 :
1 Whether to use H = 1 1 i i 1 to represent the beamsplitter operation is somewhat a matter of convention, with classical optics tending to prefer the latter and quantum information often using the former. They are equivalent up to a phase shift of ζ, θ by π/2. For simplicity, we choose to represent the beamsplitter operation here by H. 2 Lattice cells of inverted parity (see Figure 1a ) actually implement cσz, such that σz is applied only to the |00 portion of the state, but the dynamics are the same, so for brevity we discuss only one parity here. 3 The reason for the π/2 phase shifters, which we'll temporarily refer to as γ, is that a photon traveling round-trip
, which create a photon in direction d at (4a, 4b) respectively. 4 The MZI transfer matrix acts only on the |1 component of each photon, so we can relate the operators for each direction with:
whileâ
[q] † 0,d are unaffected. Using the relations described in Eq. 4, the input state after propagating through the MZI at (4a, 4b) is:
Theb † photons propagate down the waveguides from (4a, 4b) until they interact with the embedded quantum emitters at (5a, 5b), while we assume the system acts trivially on theâ
[q] † 0,R photons. We now consider the sections between (4a) to (6a) and (4b) to (6b). We will show that the two-photon state, upon passing through these sections, will gain a π phase shift applied only to the first term of |ψ in Eq. 5, and thus a cσ z operation is implemented on the logical input state |Ψ . To show this, we first consider the dynamics of the photons in the section between sites (4a) to (6a) within a single isolated waveguide; the lower waveguide between (4b) and (6b) behaves identically. For simplicity, while we consider each waveguide in isolation, we drop theb {top,bot} superscripts and omit theâ Fig. 1d . The energy level of each state |i is Ω i ; we assume that Ω 4 − Ω 3 = Ω 2 − Ω 1 = ω, and denote ω ≡ Ω 3 − Ω 2 . The quantum emitters at (5a, 5b) are placed a distance a between a pair of narrow-band filters, which are reflective at frequencies ω and ω , respectively, and transparent otherwise. Reflectors terminate the ends of the waveguides at (6a, 6b); the waveguides between the ω filters and the reflectors through this MZI undergoes a transformation T (η, γ)T (η, γ) = (R γ 0 HR η 0 HR γ 0 )(R γ 0 HR η 0 HR γ 0 ). To conserve photon number within each waveguide pair, we require T T to be diagonal, so we must set γ = π/2. 4 Theb top † ,b bot † notation was chosen to avoid confusion with the qubit indices or basis statesâ
form a delay line with a length which is a multiple of 2π ω . The real-space Hamiltonian that describes the coupling of such an atom to the waveguide without the filters is given by [30] [31] [32] :
Here, the first term describes the free waveguide dynamics, the second term describes the embedded four-level system shown in Fig. 1d , and the third term is the interaction Hamiltonian. The decay rate into the waveguide is Γ, the coupling Γ describes the extrinsic loss of the excited states to degrees of freedom outside the waveguide, which is modeled as emission into a reservoir by theĉ † ,ĉ operators, and v g {v r } is the group velocity of the photons in the waveguide {reservoir}. The transition frequencies ω, ω obey |ω − ω | Γ. The scattering dynamics can be summarized by four steps occurring simultaneously in the top and bottom waveguides. (1) Photon A at frequency ω causes the atom, which is initialized in state |1 , to partially transition from |1 → |3 with an amplitude of |3 corresponding to the photon occupancy in the waveguide. This emits an auxiliary photon A with frequency ω , which is reflected by one of the narrow-band mirrors and travels down the delay line. (2) While photon A is in the delay line, photon B, also at frequency ω, is injected into the system. Interaction with the |1 component of the atomic states results in the transition |1 → |3 and releases an auxiliary photon B with frequency ω down the delay line, while interaction with the |3 component imparts a π phase shift onto B and reflects it back into the waveguide. (3) Photon A arrives back at the 4LS after traversing the delay line. By time reversal arguments, sending the output photon A back into the atom retrieves photon A, which exits the inner cell through its original waveguide. (4) Photon B arrives back at the 4LS, retrieving photon B as in step 3.
A conceptual animation depicting the two-photon scattering process in a QPGA cell can be found in the supplementary materials or at github.com/fancompute/qpga.
We now discuss each step in greater detail. Derivations of the reflection coefficients and output states can be found in Appendix B.
Step 1. At time t = 1, photon A with frequency ω and state |ψ in 1 = α A |ω +β A |∅ is incident on the 4LS, which is initialized to the state |1 . From calculations detailed in Appendix B, the output state is:
where the amplitudes r 11 and r 13 are:
If the boundary condition that
is satisfied, then r 11 = 0 and r 13 = −1, so |ψ out
. Thus, the atom transitions from |1 → |3 , stores the input photon, and releases an auxiliary A photon at frequency ω , which is reflected down the delay line.
Step 2. At time t = 2, photon B with state |ψ in 2 = α B |ω + β B |∅ is incident on the 4LS. After scattering, the output state is:
where the states are ordered as (photon B ⊗ photon A ⊗ atom), and where the reflection amplitude of the resonant |3 → |4 → |3 transition is derived in Appendix B to be:
As before, if the condition of Eq. 10 is satisfied, then R 3 = −1 = e iπ , so photon B gains a π phase. For simplicity, in the rest of this section, we focus on the case where Eq. 10 holds. Substituting the on-resonance coefficients of r 11 → 0, r 13 → −1, and R 3 → −1 the output state at the end of step 2 is:
Step 3. At time t = 3, photon A has traveled down the delay line, which has a length which is a multiple of 2π ω , and is returning to the atom. Its frequency ω is resonant with the |3 ↔ |2 transition, and the reflection coefficients r 33 and r 31 have expressions which are identical to Eqs. 8 and 9, respectively, except with ω, ω exchanged, such that when a = nπ ω+ω , we have that r 33 = 0 and r 31 = −1.
The state of the returning A photon is |A = −α A |ω + β A |∅ , and it only interacts with the | * ⊗ |ω ⊗ |3 components of the system state, mapping | * ⊗ |ω ⊗ |3 → −1 · | * ⊗ |ω ⊗ |1 . Therefore, the system state at the end of step 3 is:
Step 4. At time t = 4, photon B is returning to the 4LS from the delay line. The reflection coefficients are the same as in step 3, and photon only interacts nontrivially with the |ω ⊗ | * ⊗ |3 components of |ψ out 3 , so the final output state is:
The state of the emitter at the end of the gate operation is restored to its original |1 state and is disentangled from photons A and B, and the two-photon state acquires a π phase shift only on the component corresponding to the presence of both A and B. Thus, the gate operation in the computational basis of spatial modes is:
which is exactly the quantum controlled-σ z gate.
We now return to describing the evolution of the state where we left off at Eq. 5. Using the |B ⊗ |A ⊗ |4LS ordering from Eqs. 11-15, we rewrite this equation to describe the states of the top and bottom photon-photon-4LS systems:
The photons scatter off of the quantum emitters, producing ancillary photons which travel down the delay lines and back, which release the original photons, but with a π phase shift applied to the |ω ⊗ |ω ⊗ |1 component of the state where both photons are present. Thus, the first term changes sign for each of Eqs. 17 and 18, and the output state when the photons finally return to the MZI in Figure 1c , at (4a, 4b) is:
where we assume that the photons described by theâ
[q] † 0,R operators in Eq. 5 have been reflected and now travel in the L direction. Propagating this state through the MZI at (3) one last time using |ψ out = T (η) |ψ , we obtain the final output state at (2a, 2b):
The output photons propagate to the circulators at (1a, 1b) and are reinjected back into their original waveguides. In order to preserve photon numbers between waveguide pairs, the second term in Eq. 20 must be zero, since (â We note the gate action of the entire system at η = 0 is identity and the action at η = π 2 is the cσ z operation, up to a phase shift of π 2 which can be included in the ζ, ξ phase shifters at the subsequent column in the lattice:
To summarize the results of this section, the photons are directed by circulators through an MZI and toward the scattering sites. Depending on the value of η, the four-level systems either interact with one (η = 0) or two (η = π 2 ) photons, and they impart a π phase shift onto the two-photon component of the state they receive. The photons retrace their path and return to their original waveguides to be operated on by the next column of gates in the lattice.
C. Fidelity and fault tolerance
The calculations in the previous sections have shown that in an ideal case, our photonic architecture can perfectly implement arbitrary single-qubit operators and cσ z . However, this makes some assumptions about the construction of the device. Namely, we assume that waveguides are lossless, that photons are injected with frequency ω and vanishing spectral width δω → 0, and that the excited states of the scattering systems are lossless with Γ → 0, such that the Purcell enhancement factors are large, with P = Γ/Γ → ∞.
In reality, photons would have finite spectral width and the local emitters would have finite Purcell factors, meaning the QPGA would implement logical operators with fidelity below unity. As photons propagate through the imperfect gates implemented by the physical circuit, the errors will in general accumulate to render very deep circuits useless. However, this can be addressed by a variety of error-correcting methods. The errors which could occur in a physical implementation of this circuit can broadly be classified into three types: spectral unitary errors from the MZIs, photon loss, and depolarizing errors from the scattering sites.
MZIs acting on photons with finite spectral width (and dispersive effects in the waveguides) can reshape the photon pulse and transmit a portion of the pulse to the top and bottom waveguides which differs from the target amount. The photon is not lost to or entangled with the environment, so this error can be represented by a unitary operationŨ with a characteristic error which acts asŨ |ψ in = √ 1 − |ψ targ + |ψ targ ⊥ , where |ψ targ ⊥ is some state orthogonal to the desired output state |ψ targ . [33] This error can, in principle, be trained around using the gradient-based circuit optimization approach discussed in Section IV. However, as shown in Appendix A, the fidelity of the MZIs can be quite high even for short pulses (a 1ns pulse has infidelity of 10 −10 ), so the dominant source of error would come from the scattering operations.
Photon leakage from the waveguide or from spontaneous emission from the scattering sites can be corrected with only polynomial overhead by using concatenated coding [34, 35] or by using one of the Bose-Chaudhuri-Hocquenghem family of codes [36] .
The infidelity in the two-photon gates
finite excitation loss and spectral width results in a photon-photon-emitter state which is not fully entangled during operation nor fully disentangled at the end of the operation. If we trace out the degrees of freedom of the four-level system, we obtain a mixed two-photon output state which is the desired output state, but with a probability p = F −1 of applying a second σ z operation which undoes the original gate action. This corresponds to the well-studied quantum depolarizing error model [37] [38] [39] , which describes quantum gates as being faulty by randomly applying Pauli operators with some effective error probability per gate (EPG). [39, 40] Fault tolerance requires an EPG below a certain threshold p th , usually estimated as p th ≈ 10 −4 [41, 42] , but for some architectures and scenarios as high as p th ≈ 10 −2 [40] . In this system, the EPG approaches zero as the Purcell factor tends to infinity, with P = 40 yielding a 6% infidelity. [30] Recent experimental progress in waveguide-cavity systems have demonstrated very large Purcell factors (P > 80) [43] , and further improvement can be expected from rapid development of waveguide technologies, so large-scale QP-GAs may be feasible to implement in the foreseeable future.
III. EXACT QUANTUM STATE AND OPERATOR PREPARATION
Having established how the design presented in Section II acts on physical photonic qubits, we now discuss how the idealized logical model of the device can be programmed to prepare quantum states and to implement quantum operators. We assume no error in the device here and describe algorithms to implement the desired actions with perfect fidelity, albeit sometimes using circuits of great depth. In reality, finite device errors may make the more compact approximate circuit decompositions discussed in Section IV more relevant than the exact decompositions presented in this section.
A. Universality of the design
The MZIs in the lattice can implement any single-qubit gate by parameterizing it through the ζ, ξ, θ, φ phase shifts. The nonlinear interactions between waveguide pairs implements cσ z , which can be used in conjunction with H to implement a controlled-NOT (cσ x ) gate 5 as cσ x = (1 ⊗ H)cσ z (1 ⊗ H). [39] Since the set of singlequbit operations and cσ x gate comprises a universal gate set [44] , the device is universal, such that a sufficient number of layers can be used to implement an arbitrary multi-qubit gate.
Phase shifter parameters which implement various common single-and two-qubit quantum gates are detailed in Appendix C. Notably, two-qubit gates can have differing cσ z parities, meaning that some require an even or odd number of successive cσ z gates to implement. This would be problematic in an architecture with fixed cσ z connectivity, as aligning circuit elements within a fixed lattice would be impossible; this necessitates a mechanism such as the η-shifted MZI described by Eq. 3 which can toggle the gate action between qubits.
B. State preparation
Arbitrary quantum states can be prepared on a lattice with nearest-neighbor connectivity using a circuit based on Ref. [45] consisting of a sequence of multi-controlled single-qubit rotations. Although the general worst-case complexity of this algorithm is O(n 2 2 n ), an important class of quantum states, including Dicke states [46] and general symmetric states [45] , can be efficiently prepared using such a lattice with a depth which is polynomial in the number of qubits.
Suppose we have a state |ψ = q∈{0,1} n α q |q with α q ∈ C which we would like to prepare. Let ξ x for x ∈ {0, 1} k and 1 ≤ k ≤ n denote the projection of |ψ onto the computational basis vector |x , tracing over all qubits subsequent to k:
For each string x of length k, define a k-ly controlled single-qubit rotation operator U x1···x k acting on qubit k+ 1 which maps:
Each k-controlled operation can be implemented on the nearest-neighbor architecture of the lattice with O(k 2 ) depth in the lattice using the implementation depicted in Figure 4 .10 of Ref. [39] . 5 Due to the nearest-neighbor connectivity of the architecture, cσx between non-adjacent qubits must be implemented with a sequence of SWAP gates, which can in turn be implemented using three cσx gates. [39] |0
|0
· · · • |0 · · · U11···0 U11···1 Figure 2 . State preparation algorithm to map |0 ⊗n → |ψ
The brute-force algorithm for preparing |ψ is the application of 2 n of these operations, as shown in the circuit diagram of Figure 2 .
It can be shown by induction that after the first k rotations, the resulting state is x1···x k ∈{0,1} k ξ x1···x k |x 1 · · · x k , so after all 2 n operations, the output state is:
Although this algorithm is not efficient for arbitrary quantum states, it is capable of efficiently preparing many interesting and important states. For example, an n-qubit GHZ state can be prepared on a nearest-neighbor lattice using O(n) by setting U = H, applying singlycontrolled cσ x between successive qubits, and discarding all other U x1x2···x k operators.
C. Implementation of general quantum operators
Arbitrary U (2 n ) operations can be exactly implemented on the lattice using a nullification algorithm similar to the decomposition routines for classical optical meshes presented in Refs. [1, 3] . A more in-depth treatment of this problem can be found in Ref. [47] .
In linear algebra, QR factorization decomposes any unitary matrix as U = QR, where R is diagonal and unitary and Q is a product of two-level Givens rotations [47, 48] , which are operations acting trivially on all but two basis vectors |m , |n : G m,n (θ, φ) = e iφ cos θ|m m| − sin θ|m n| + e iφ sin θ|n m| + cos θ|n n|.
For any unitary matrix U , there exist values of θ, φ which "nullifies" a target element in row m or n of U . [3] Let G j m,n denote the Givens rotation to nullify the element of U in row m, column j against the element in row n, column j. It can be shown [47] that after applying O(4 n ) Givens rotations, we obtain an identity matrix:
The operations G 2 n −j m,m−1 do not correspond to any standard quantum gates, but if the basis vectors are permuted to be ordered in the reflected binary code [49] , then the Givens rotations between adjacent vectors |m , |m − 1 can be written as a product of (n−1)-ly controlled singlequbit rotations [50] , each of which can be performed with a lattice depth of O(n 2 ). Thus, the target operator U can be implemented as:
where γ(j) denotes the index j in reflected binary ordering. The permutation for each of the O(4 n ) Givens rotations requires O(n 3 ) cσ x gates, so the worst-case complexity is O(n 3 4 n ).
As with state preparation, although implementing the most general quantum operators is hard, many important quantum operators, such as the quantum Fourier transform, may be efficiently implemented using a lattice of polynomial depth.
IV. GRADIENT-BASED CIRCUIT OPTIMIZATION
In the previous section we discussed preparation of arbitrary quantum states or operators by obtaining appropriate phase shifter values to implement an exact decomposition of the desired operation using only singlequbit and nearest-neighbor cσ z gates. In this section, we demonstrate a method, building on our previous work for classical MZI networks [13, 14] and on work for continuous-variable quantum neural networks [51] , of automatically discovering high-fidelity approximate decompositions of a target operator using a gradient-based optimization approach. As shown in Section IV A 4, these "learned" implementations of quantum operators are often far more compact than an explicit decomposition, allowing for lattices with a fraction of the physical depth.
Let U il = U (ζ il , ξ il , θ il , φ il ) denote the operation described by Eq. 1 acting on qubit i performed by a single MZI in layer l of the lattice. Each layer of the lattice refers to the column of MZIs implementing U il and a subsequent column of cσ i,j z gates between qubits i and j. Because the strength of the cσ z interaction is not a continuous variational parameter (since the only valid settings are η = 0 (off) or η = π 2 (on), as discussed in Section II B), in our numerical experiments, we employ a checkerboard-style connectivity where half of the cσ z gates are disconnected, as shown in Figure 3 . In a given layer, the cσ z gates are applied to each pair of adjacent qubits with an offset determined by the parity of the layer index. Additionally, we implicitly embed logical σ x gates in the single-qubit operators preceding and following twoqubit gates in odd layers, such that U i,n → U i,n σ x and U i,n+1 → σ x U i,n+1 for odd n; this transforms the cσ z gates applied in odd layers into cσ z gates without adding to the depth of the lattice. The operation performed on an N -qubit quantum state by a lattice of depth L with this connectivity scheme is given by: (29) where Θ denotes all free parameters {ζ il , ξ il , θ il , φ il } in the lattice, where the set of cσ z connections is C(l) = {1, 3, 5, · · · , 2 N 2 −1} [C(l) = {2, 4, 6, · · · , 2 N 2 }] for odd [even] l, and where left-multiplication and padding with identity are implicit.
Let F(ψ, ψ) = | ψ |ψ | 2 denote the fidelity between states |ψ and |ψ . To implement a target operatorÛ , the optimization routine finds a set of parameters Θ which maximizes the average fidelity F = | ψ in | U † ΘÛ |ψ in | 2 over a "training set" of input states {ψ in }. The algorithm computes the gradient ∇ Θ F of the fidelity over the training states with respect to the phase shift parameters and iteratively updates Θ by a step size η as Θ → Θ + η∇ Θ F over the course of the training. In the case of operator implementation, {ψ in } are an ensemble of uniformly randomly sampled state vectors, while for state preparation, {ψ in } = {|0 ⊗N }.
A. Simulations
In the following subsections we present a series of numerical experiments in which a simulated logical model of a QPGA is trained to implement a variety of quantum states and operators. The numerical model was programmed using a custom backend built with TensorFlow [52] , and the source code for all experiments in this paper is available at github.com/fancompute/qpga.
For operator preparation simulations, we generate the training set {ψ in } of random n-qubit state vectors by randomly choosing 2 n component magnitudes uniformly between [0, 1), then renormalizing the state vector and assigning each component a random phase between [0, 2π). The number of training samples is empirically chosen, but always greatly exceeds 2 n . The corresponding target output states are produced by running the input states through an explicitly constructed quantum circuit simulated using the SQUANCH Python framework [53] . For state preparation simulations, the training set is simply the zero state input |0 ⊗N and the corresponding single output state is directly compared against the target state.
For all simulations, we used the checkerboard connectivity scheme described in the previous section. We initialized all ζ, ξ, θ, φ phase shifters uniformly from [0, 2π), optimized the gate array using the Adam optimizer [54] with learning rate annealing, and performed the training on an NVIDIA Tesla K80 GPU.
GHZ state preparation
Greenberger-Horne-Zeilinger (GHZ) states [55] are maximally-entangled multi-qubit states of the form 1 √ 2 (|00 · · · 0 +|11 · · · 1 ) and have important applications in quantum information and quantum cryptography.
[56] Figure 4 shows the optimization progress of a fourqubit GHZ state. We simulated a small four-qubit QPGA with a fixed depth of 20 layers. For visualization purposes, we used a low learning rate and only displayed the first 100 iterations of training. Using a deeper lattice with longer training, arbitrarily high fidelities can be reached. The stochastic nature of the initialization and optimization routines means that the training converges nondeterministically. Shallower circuits have fewer variational parameters to optimize and fewer layers to allow entanglement to propagate between nearest-neighbor qubits, which can result in a final fidelity which is far from unity. Deeper circuits have more parameters to optimize but require greater computational resources to simulate (and experimentally would have more pronounced phys-ical errors if this were being considered). The number of layers in the circuit was empirically chosen to be a small depth which would consistently reach F ≈ 1.
Due to the uniform initialization of the phase shifters in the lattice, the model initially outputs a random, nonmaximally entangled quantum state lacking any apparent structure. As the optimization routine proceeds, the lattice produces states which have increasingly large |0000 and |1111 components, with the relative phase between these components approaching 0, while the other components of the output state have vanishing amplitudes. After 100 iterations, the model generates a state matching the target state with 99.94% fidelity.
Random state preparation
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Quantum Fourier transform
The quantum Fourier transform is an important operator which plays a key role in many quantum computing algorithms, especially the eigenvalue estimation routine. [39] The quantum Fourier transform operating on n qubits takes the form:
For this simulation, we compare the trainable circuit against the exact circuit implementation of the QFT, which has a complexity of O(n 2 ) (although the QFT can be approximated to within an inverse polynomial in n using only O(n log n) gates [57] ). Figure 6 shows the optimization of a QPGA to implement a quantum Fourier transform on four input qubits. The explicit decomposition of the QFT circuit requires 57 layers 7 , but a trained QGPA with only 20 layers achieves a near-unity fidelity of F = 99.94%. 7 We train against the explicit circuit provided in Ref. [39] , Fig.  5 .1, but additionally add n 2 SWAP gates, since the output qubits in the Fourier basis are otherwise in reverse order.
Circuit compactness analysis
In the previous sections, we have shown that gradientbased circuit optimization can produce high-fidelity operators which are significantly more compact than their explicitly-decomposed counterparts and are implementable on QPGAs with significantly fewer layers. To better characterize this, we performed a search over qubit number and circuit depth to find trained circuits which match the target operator to within some specified fidelity threshold. We used the quantum Fourier transform as the target operator for this benchmark due to its prevalence and complexity. The results are plotted in Figure 7 .
To perform the compactness analysis, we iteratively trained QPGAs of increasing depth to implement an nqubit QFT to a desired fidelity threshold, chosen to be F > 99.9%. Multiple optimization routines were run at each depth since training does not converge deterministically due to random initialization and the potential for getting stuck in a local maxima, which is more pronounced at larger qubit numbers. 8 We note that the final gradient-based QFT implementations typically re- Figure 7 . Required circuit depths to implement a quantum Fourier transform for a range of qubit numbers using explicit decomposition and using gradient-based decomposition which achieves a fidelity above 99.9%. The approximate decompositions are significantly more compact than the explicitly constructed circuits.
quire only 1/4 to 1/3 as many layers as their explicitly decomposed counterparts.
V. CONCLUSION
In this paper we have presented a photonic architecture for a quantum programmable gate array capable of implementing arbitrary quantum states, operators, and computations. The architecture, presented in Section II, extends universal programmable optics to the quantum domain by employing two-photon interactions from quantum emitters embedded in the waveguides. This allows for deterministic multi-qubit gates which use a number of waveguides that is linear in the number of qubits. The design parameterizes arbitrary quantum circuits as a lattice of single-qubit gates implemented by phase-modulated Mach-Zehnder interferometers and two-qubit cσ z gates with variable connectivity implemented by a scattering process described in Section II B. By setting phase shifter parameters to implement appropriate single-qubit operations and to enable two-photon interactions where needed, the lattice can be dynamically programmed to implement any quantum circuit without hardware modifications.
In Section III, we showed that the logical system implemented by the QPGA is computationally universal: any quantum operation can be mapped onto a corresponding set of phase shifter parameters given a sufficiently large lattice. We described an explicit algorithm for preparing arbitrary quantum states on the lattice which are efficient for some subclasses of quantum states, and we discussed how QR decomposition can map U(2 n ) unitaries into a series of controlled rotations implementable on the lattice.
In Section IV, we showed how gradient-based optimization techniques prevalent in machine learning can be used to automatically implement high-fidelity approximations to desired quantum operations. We trained simulated QPGAs with fixed cσ z connectivity to prepare a variety of important quantum states and operators, and we showed that these approximate circuit implementations are often significantly more compact than their explicitlydecomposed counterparts.
While this work is purely theoretical, there has been tremendous recent experimental progress in both of the key technologies required to realize this device: programmable photonic processors [4, 8-11, 16, 58-60] and strongly coupled quantum emitters [23] [24] [25] [26] [27] [28] [29] 43] . The ongoing advancements in these technologies may allow for feasible near-future implementation of the device described in this paper. action of the MZI on photons of zero spectral width described in Eq. 1 is R α β HR θ HR φ . In the case of finite spectral width, the transformation maps:
.
(A2)
Thus, the output state of the MZI is:
Define projection operatorsP 0 ,P 1 which map physical wavefunctions to logical state vectors:
To obtain the fidelity of the physical output state against the target logical output state |ψ targ = C L 0 |0 + C L 1 |1 , we evaluate the inner product between the states by expanding in terms of the complete basis 1 =P 0 +P 1 :
(A6) The fidelity of the output state will depend on the phase shifter values. We numerically simulate the output wavefunctions for a large sample of ζ, ξ, θ, φ across a range of spectral widths and plot the results in Figure 8 .
Appendix B: Derivation of reflection coefficients
In this section, we derive the reflection coefficients presented in Section II B, using a similar treatment of the problem as in Ref. [30] . To simplify the derivation, we replace the Hamiltonian in Eq. 6 with an ad-hoc Hamiltonian:
where we have also set v g = v r = 1. With this approach, the Hilbert space contains only waveguide and atom states, without the environmental reservoir. This ad-hoc approach is known to produce correct scattering matrices for single-photon (and temporally-separated multi-photon) interactions, and is thus suitable for our purposes, but it should be noted that the direct substitution of Ω → Ω − iΓ /2 in the Hamiltonian rather than in the scattering matrix will yield incorrect results for temporally overlapping two-photon scattering. [31] Step 1. Consider the dynamics of a single quantum emitter in the device, from sites (4a) to (6a) in Fig. 1c . Photon A at frequency ω = Ω 12 = Ω 34 is incident on the atom, which is initialized in state |1 . The stationary state of the system is:
where the amplitude of the φ wavepackets correspond to the component of the photon which is in the spatial mode being considered. [30, 32] Using the Schrodinger equation H |ψ 1 = ω |ψ 1 , where H is given in Eq. B1, and defining a coupling constant V ≡ v g Γ/2 we obtain: 
Defining k ≡ ω/c and k ≡ ω /c = Ω 32 /c, and following the treatment in Ref. [32] and [30] , we assume a solution ansatz of:
φ 3L (x) = e −ik x (β 3L θ(−x)) ,
φ 3R (x) = e +ik x (β 3L θ(−x) + α 3R θ(x)) ,
where θ is the Heaviside function with θ(0) ≡ 1 2 . Here, β coefficients describe parts of the wavefunction between the relevant reflector and the 4LS, while α coefficients describe parts which are outside the 4LS (the input/output waveguide for the ω photon and the delay line for the ω photon). The reversal of direction of x for φ 1 and φ 3 is due to the opposite orientation of the reflectors for ω and ω , respectively. The reflective boundary conditions at x = ±a means that: .
(B7)
Step 2. We now send in the second photon B, also of frequency ω, which will scatter off of the |1 component of the 4LS state in the same manner as the first photon. We assume that the temporal separation of photons A and B is much greater than the decay timescale of the excited |2 , |4 states, and since ω is off resonance from the |3 ↔ |2 transition at ω , then B will interact with the |3 ↔ |4 transition only. The single photon scattering eigenstate for the |3 component of the 4LS state then takes the form:
As before, applying the ad-hoc Hamiltonian to H |ψ 2 = ω |ψ 2 , we obtain equations of motion: 
where k is defined as before, and imposing reflective boundary conditions that φ 3R (a) + φ 3L (a) = 0, we obtain the reflected amplitude to be:
(B11)
Step 3. The A photon of frequency ω has traveled down the delay line and back and is incident on the 4LS, which is in some superposition of |1 and |3 . The photon is far off-resonance from the |1 ↔ |2 transition, so will only interact with the |3 ↔ |2 transition. Using the same approach as before, we obtain reflection amplitudes which are analogous to Eqs. B6 and B7, except with ω and ω switched:
e 2iω a − 1 e 2iωa − 1 − iΓ 2 + iΓ 2 (e 2iωa + e 2iω a − 2)
(B13)
Step 4. The B photon of frequency ω has returned to the 4LS, which is in some different superposition of |1 and |3 . As before, the photon only interacts with the |3 ↔ |2 transition, and has identical reflection coefficients as step 3.
