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Abstract
Some sufficient conditions for the recurrence, the positive recurrence and the exponential ergodicity of
one-dimensional Le´vy type operators are presented. The conditions are classified according to different
conditions on the ranges and integrability of the Le´vy measure, based on the drift inequalities for the
extended generator, and on a comparison with diffusion operators. A number of examples are illustrated,
including the fractional Laplacian operator and the Ornstein–Uhlenbeck type operator.
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1. Introduction
The explicit criteria for various types of ergodicity for one-dimensional diffusions have been
completely settled, see [9,10] for an exploration on recent studies. In this paper, we consider three
types of the traditional ergodicity, i.e. recurrence, positive recurrence, and exponential ergodicity
for a one-dimensional Le´vy type operator:
L f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
∫ (
f (x + z)− f (x)− f ′(x)z1{|z|≤1}
)
ν(x, dz), (1)
where for each x ∈ R, a(x) > 0, ν(x, dz) is a Le´vy kernel, i.e. ν(x, dz) is a nonnegative,
σ -finite measure on R \ {0} such that ∫ (1 ∧ |z|2)ν(x, dz) < +∞. Clearly, if ν(x, dz) = 0
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for each x ∈ R, then the operator L becomes a diffusion operator. Therefore, throughout this
paper, we assume that the Le´vy measure ν in (1) is nondegenerated. Our method is based on
Foster–Lyapunov inequalities for general Markov processes, which were developed in [21]. Our
criteria are classified according to different conditions on the ranges and integrability of the Le´vy
measure. More precisely, when the Le´vy measure has a finite range, the results are abundant and
analogous to the random walks. In the case of infinite range, we discuss three typical situations
according to integrability conditions on the Le´vy measure ν(x, dz) on {z ∈ R : |z| > 1}.
Furthermore, note that the criteria for diffusions in Rd(d ≥ 2) can usually be deduced from
the one-dimensional one by using the radical process or coupling method, see for instance [4,
11] for details. On the other hand, the Le´vy type operators closely correspond to the stochastic
differential equations with Poisson type jumps, and have been applied to mathematical finance,
see [2] for details. This explains the motivation of our study.
To our knowledge, there are several related results about the ergodicity of Le´vy type operators.
Firstly, the classic Chung–Fuchs criteria for the recurrence of the ordinary Le´vy processes were
obtained by Fourier analysis in terms of the characteristic exponent (cf. [3, Theorem 1.17]).
Secondly, some recurrence criteria are presented in [24,25] for a typical class of Le´vy type
operators, i.e. the Ornstein–Uhlenbeck type operators. Finally, the closely related paper [19]
presents some ergodic and exponential β-mixing bounds for a strong solution of Le´vy-driven
stochastic differential equations. Here we consider the general criteria for the ergodicity of Le´vy
type operators in dimension one. Our sufficient conditions are posed on the operator itself, which
is usually more accessible and practical. In fact, the results in [19] can be improved by our
method.
Throughout this section, we use the following assumptions.
Assumption (H)
(1) The functions a, b and x 7→ ∫ (1 ∧ |z|2)ν(x, dz) are continuous on R.
(2) The martingale problem for the Le´vy type operator given in (1) is well posed.
(3) Denoting by P the solution of martingale problem and by X t the canonical coordinate
process, (X t , P) is a strong Markov process and satisfies the Feller property.
(4) The process X t is Lebesgue-irreducible. That is,
∫∞
0 P(t, x, A)dt > 0 for all x ∈ R,
Leb(A) > 0.
Remark 1.1. The Lebesgue-irreducibility is a well-studied topic in the literature, see for
instance [5,18,13,15,22]. In particular, if P(t, x, dy) has an absolute continuous component
with respect to Lebesgue measure and the density is positive everywhere, then the process X t
is Lebesgue-irreducible.
Our ergodic criteria are stated separately in two cases: finite range and infinite range. Here, the
finite range means that there exists a constant M > 1 such that supp ν(x, dz) ⊂ {z ∈ R||z| ≤ M}
for any x ∈ R.
1.1. Ergodicity of Le´vy type operator: Finite range
To state our results, we need some notations.
A(x) = a(x)+ 1
2
∫
{|z|≤1}
z2ν(x, dz), A(x) = a(x)+ 1
2
∫
z2ν(x, dz),
B(x) = b(x)+
∫
{|z|>1}
zν(x, dz),
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c(x) =
∫ x
0
B(u)/a(u)du,
µ[x, y] =
∫ y
x
ec(u)/a(u)du.
In the case of finite range, we have three results as follows.
Theorem 1.1. The process X t is recurrent if one of the following conditions holds.
(1) For |x | large enough, we have
B(x)x ≤ A(x). (2)
(2) For |x | large enough, we have sgn(x)B(x) > 0; moreover,∫ ±∞
0
e−c(x)dx = ±∞, (3)
where and in what follows, the notation “ ± ” means that there are two cases: one takes “ + ”
(resp.“ − ”) everywhere in the statement.
Theorem 1.2. The process X t is positive recurrent if one of the following conditions holds.
(1) There exist constants α ≥ 1, β > 0 and γ > α − 1 such that
lim|x |→∞(γ A(x)+ B(x)x)|x |
α−2 logβ |x | < 0. (4)
(2) There exist constants α ∈ (0, 1), β > 0 and γ > α − 1 such that
lim|x |→∞(γ A(x)+ B(x)x)|x |
α−2 logβ |x | < 0. (5)
(3) For |x | large enough, we have sgn(x)B(x) > 0; moreover, µ(R) < +∞,∫ +∞
0
µ[0, x]e−c(x)dx = +∞ and
∫ 0
−∞
µ[x, 0]e−c(x)dx = +∞. (6)
Theorem 1.3. The process X t is exponentially ergodic if one of the following conditions holds.
(1) There exists a constant α > 0 such that
lim|x |→∞ sgn(x)
(
αA(x)+ B(x)) < 0.
(2) There exists a constant α ∈ (0, 1) such that
lim|x |→∞(−αA(x)+ B(x)x)|x |
−2 < 0.
(3) For |x | large enough, we have sgn(x)B(x) > 0; moreover, µ(R) < +∞,
sup
x>0
µ[x,+∞)
∫ x
0
e−c(u)du < +∞ and sup
x<0
µ(−∞, x]
∫ 0
x
e−c(u)du < +∞. (7)
Based on the proof of Theorems 1.2 and 1.3, we obtain the following more convenient
sufficient conditions for the positive recurrence and the exponential ergodicity.
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Corollary 1.1. The process X t is positive recurrent if either lim|x |→∞sgn(x)B(x) < 0 or
lim|x |→∞ A(x)+ B(x)x < 0. (8)
Corollary 1.2. The process X t is exponentially ergodic if either lim|x |→∞sgn(x)B(x)|x |−1 < 0
or the function A(x) is bounded and
lim|x |→∞ sgn(x)B(x) < 0. (9)
Remark 1.2. (1) The quantities A(x) and B(x) in all the theorems above are analogous to the
diffusion matrix and drift term in the case of diffusion operators. Generally speaking, the process
X t associated with the Le´vy type operator is a semimartingale. Its martingale part corresponds
to A(x), in which a(x) denotes a stochastic integral with respect to Brownian motion, and
1
2
∫
{|z|≤1} |z|2ν(x, dz) denotes a stochastic integral with respect to a compensated Poisson random
measure. Next, B(x) stands for the variation part of X t , among which
∫
{|z|>1} zν(x, dz) indicates
a stochastic integral with respect to a Poisson random measure. For stochastic differential
equations with jumps, refer to [2].
(2) The drift term B(x) is important in the study of the ergodicity for the Le´vy type operator.
Intuitively, if B(x) is negative for x large enough and is positive for x negative enough, then
the operator should satisfy certain kinds of ergodicity. Thanks to the complete criteria of one-
dimensional diffusions (see [9]), we are able to compare Le´vy type operators with diffusion
operators. This explains our main idea in proving the theorems in this section.
(3) The simpler conditions (2), (8) and (9) are much the same as in that of random walks type
process, see [12, Theorem 3.6.1] for details. These conditions also characterize the usual Le´vy
processes. We note that, in view of the criteria of [12, Theorem 3.6.1], our results are sharp in
certain situations.
1.2. Ergodicity of Le´vy type operator: Infinite range
Set
A(x) = a(x)+ 1
2
∫
{|z|≤1}
z2ν(x, dz).
For x > 1, define
B0(x) = b(x)+
∫
{1<|z|≤|x |}
zν(x, dz).
Theorem 1.4. Suppose that∫
{|z|>1}
|z|ν(x, dz) < +∞ for every x ∈ R, (10)
and
∫
{|z|>1} |z|ν(x, dz) is bounded on each compact set. Define
D1(x) =
∫
{|z|>|x |}
|z|ν(x, dz),
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then the following assertions hold.
(1) The process X t is recurrent if
B0(x)x + D1(x)|x | ≤ A(x) for |x | large enough.
(2) The process X t is positive recurrent if there exist constants α ∈ (0, 1) and η > α− 1 such
that
lim|x |→∞(ηA(x)+ B0(x)x + D1(x)|x |)|x |
α−2 < 0.
(3) The process X t is exponentially ergodic if there exist constants α ∈ (0, 1) and η > α − 1
such that
lim|x |→∞(ηA(x)+ B0(x)x + D1(x)|x |)|x |
−2 < 0. (11)
Similar to Corollaries 1.1 and 1.2, we have the following more convenient sufficient conditions
for the positive recurrence and the exponential ergodicity when the Le´vy measure satisfies (10).
Corollary 1.3. Under the assumptions of Theorem 1.4, the following assertions hold.
(1) The process X t is positive recurrent if
lim|x |→∞ B0(x)x + D1(x)|x | < 0.
(2) The process X t is exponentially ergodic if
lim|x |→∞(B0(x)x + D1(x)|x |)|x |
−1 < 0.
The next two theorems deal with the ergodicity when the Le´vy measure satisfies some weaker
integrability conditions only.
Theorem 1.5. Suppose that there exists a constant α ∈ (0, 1) such that∫
{|z|>1}
|z|αν(x, dz) < +∞ for every x ∈ R, (12)
and
∫
{|z|>1} |z|αν(x, dz) is bounded on each compact set. For θ ∈ (0, α], define
Dθ (x) =
∫
{|z|>|x |}
|z|θν(x, dz).
Then we have the following assertions.
(1) The process X t is recurrent if there exist constants θ ∈ (0, α] and η > θ − 1 such that
ηA(x)+ B0(x)x + θ−1Dθ (x)|x |2−θ ≤ 0 for |x | large enough. (13)
(2) The process X t is positive recurrent if there exist constants θ ∈ (0, α] and η > θ − 1 such
that
lim|x |→∞(ηA(x)+ B0(x)x + θ
−1Dθ (x)|x |2−θ )|x |θ−2 < 0. (14)
(3) The process X t is exponentially ergodic if there exist constants θ ∈ (0, α] and η > θ − 1
such that
lim|x |→∞(ηA(x)+ B0(x)x + θ
−1Dθ (x)|x |2−θ )x−2 < 0. (15)
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Theorem 1.6. Suppose that∫
{|z|>1}
log |z|ν(x, dz) < +∞ for every x ∈ R, (16)
and
∫
{|z|>1} log |z|ν(x, dz) is bounded on each compact set. Define
D0(x) =
∫
{|z|>|x |}
log
(
1+
∣∣∣ z
x
∣∣∣) ν(x, dz),
and
D00(x) = (|x | + e2) log(|x | + e2)
∫
{|z|>|x |}
log log |z|ν(x, dz).
Then the following statements hold.
(1) The process X t is recurrent if
B0(x)x + D00(x)|x | ≤ A(x) for |x | large enough.
(2) The process X t is positive recurrent if there exists a constant η > −1 such that
lim|x |→∞(ηA(x)+ B0(x)x + D0(x)x
2)x−2 < 0. (17)
(3) The process X t is exponentially ergodic if there exists a constant η > −1 such that
lim|x |→∞
ηA(x)+ B0(x)x + D0(x)x2
x2 log |x | < 0. (18)
Remark 1.3. (1) When the Le´vy measure has a finite range, the quantities D1, Dθ , D0 and
D00 vanish and B0 = B. Therefore, Theorems 1.4–1.6 can be deduced from the results in
Section 1.1 in this case. The above quantities D1, Dθ , D0 and D00 indicate the infinite range
of Le´vy measure.
(2) Our results are arranged according to the integrability conditions on the Le´vy measure.
For instance, the integral condition in Theorem 1.6 is stronger than those in Theorems 1.4 and
1.5. This influences the other conditions, comparing for instance (14) with (17) or (15) with (18).
We present our results in this way to emphasize the different characters of the infinite range of
Le´vy measures.
(3) Due to the infinite range of the Le´vy measure, we should choose a test function more
carefully. The restriction makes the criteria in Section 1.2 different from those in Section 1.1.
For example, in the case of finite range, some sufficient conditions are obtained by means of the
approximation with diffusion operators, but the method fails in the case of infinite range.
Recently, the theory of pseudo-differential operator has been used to deal with many problems
about Le´vy type operators, such as the martingale problem, Feller property and potential theory.
One may use this mathematical tool [14] to study the ergodicity of Le´vy type operators.
The remainder of the paper is organized as follows. The proof of the theorems are given
in Section 2. Some concrete examples, such as the fractional Laplacian operators and the
Ornstein–Uhlenbeck type operators, are given in Section 3 to illustrate the power of the main
results in the paper.
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2. Proof of theorems
The proof of the theorems in Section 1 are based on drift inequalities for the extended
generator. First, we recall some facts about the extended generator. Under (H), the Le´vy type
operator given in (1) is formally the infinitesimal generator of the process X . Following [21], we
use an enlarged domain of L as follows. Set
D(L) =
{
f ∈ B(R) : f (X t )− f (X0)−
∫ t
0
L f (Xs)ds is a local martingale
}
.
We call (L , D(L)) the extended generator of X t . Note that the definition of extended generator
here is somehow different from that in [21]. It is clear that the extended domain of L provides
a rich family of test functions, including some unbounded functions. By the definition or [18,
Lemma 4.1], we have{
f ∈ C2(R)
∣∣∣∣∫{|z|>1} ( f (x + z)− f (x)) ν(x, dz) < +∞ for all x ∈ R
}
⊂ D(L).
In particular, when the Le´vy measure has a finite range, then C2(R) ⊂ D(L).
Under (H), X t is Feller and Lebesgue-irreducible. We now recall the notions of the recurrence,
the positive recurrence and the exponential ergodicity in the sense of [9]:
(1) The process X t is called recurrent if
∫∞
0 P(t, x, A)dt = ∞ for every x ∈ R and every Borel
set A with Leb(A) > 0.
(2) The process X t is called positive recurrent if there exists a probability measure pi such that
for any x ∈ R, ‖P(t, x, ·) − pi‖ → 0 as t → +∞, where for a signed measure µ, ‖µ‖
denotes its total variation norm.
(3) The process X t is called exponentially ergodic if X is positive recurrent and there exists
α > 0 such that for any x ∈ R, eαt‖P(t, x, ·)− pi‖ → 0 as t →+∞.
A measurable function f on R is called a compact (also called proper) function, if f ∈ D(L)
and the sets {x ∈ R : f (x) ≤ r} are compact for each r ≥ 0. A typical example is a continuous
function f on R satisfying f (x)→∞ as |x | → ∞.
We will use the well-known Foster–Lyapunov drift criteria, taken from [21], for general
Markov processes.
Theorem 2.1. Let L be the extended generator of the Markov process X t , then the following
assertions hold.
(1) If there exist a compact function f , a compact set K ⊂ R, and a constant d > 0 such that
L f (x) ≤ d 1K (x) for all x ∈ R, (19)
then the process X t is recurrent.
(2) If there exist a compact function f , a compact set K ⊂ R, and constants c > 0, d such
that
L f (x) ≤ −c + d 1K (x) for all x ∈ R, (20)
then the process X t is positive recurrent.
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(3) Under the condition of part (2), replacing (20) with
L f (x) ≤ −c f (x)+ d 1K (x) for all x ∈ R, (21)
then the process X t is exponentially ergodic.
Proof. By assumption (H), X t is Feller and Lebesgue-irreducible. Thus, by [20, Theorem
3.4], every compact subset of R is petite for any skeleton chain of X t . Moreover, under
the conditions of Theorem 2.1, as an application of [21, Theorem 2.1], it follows that X t is
nonexplosive. Therefore, the conclusions of the theorem follow from [21, Theorems 3.2, 5.1 and
6.1], respectively.
Remark 2.1. (1) According to [21], Theorem 2.1 is still valid under the more general ϕ-
irreducibility.
(2) In view of Theorem 2.1, to use the Foster–Lyapunov drift criteria for the extended operator,
one has to choose a compact test function. For this, it suffices to consider large enough |x |.
Because we use similar methods to prove all theorems and corollaries in Section 1, here we
only prove Theorems 1.1, 1.3 and 1.4, for simplicity.
Proof of Theorem 1.1. (a) Let condition (1) hold. Then we choose a test function f ∈ C2(R)
such that f (x) = log log(|x | + 1) for |x | large enough.
For large enough x , we have
f ′(x) = (x + 1)−1 log−1(x + 1) > 0,
f ′′(x) = −(x + 1)−2
[
log−1(x + 1)+ log−2(x + 1)
]
< 0
and
f ′′′(x) = (x + 1)−3
[
2 log−1(x + 1)+ 3 log−2(x + 1)+ 2 log−3(x + 1)
]
> 0.
By the mean value theorem, we have
L f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz)
+
∫
{|z|≤1}
(
f (x + z)− f (x)− f ′(x)z) ν(x, dz)
≤ −a(x)
(
1
(x + 1)2 log(x + 1) +
1
(x + 1)2 log2(x + 1)
)
+ b(x)
(x + 1) log(x + 1) +
(∫
{|z|>1}
zν(x, dz)
)
1
(x + 1) log(x + 1)
−
(
1
2
∫
{|z|≤1}
z2ν(x, dz)
)(
1
(x + 2)2 log(x + 2) +
1
(x + 2)2 log2(x + 2)
)
≤ − A(x)
(x + 2)2 log(x + 2) +
B(x)
(x + 1) log(x + 1) −
A(x)
(x + 2)2 log2(x + 2)
≤ −A(x)
(
1
(x + 2)2 log(x + 2) −
1
x2 log x
+ 1
(x + 2)2 log2(x + 2)
)
≤ −A(x)
(
−4 log x + 2
x3 log2 x
+ 1
(x + 2)2 log2(x + 2)
)
≤ 0.
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The penultimate inequality is derived by applying the mean value theorem to the function
h(x) = (x2 log x)−1.
For negative enough x , noting that f ′(x) < 0, f ′′(x) < 0, f ′′′(x) < 0, and following the
above method, we obtain that L f (x) ≤ 0 again. For x in any compact set K ⊂ R, because
of the finite range of the Le´vy measure and (H), there exists a constant d > 0 such that
supx∈K L f (x) ≤ d . Thus f satisfies (19) and consequently the process X t is recurrent.
(b) Let condition (2) hold. Following [9], we compare the Le´vy type operator with the
diffusion operator L = a˜(x)d2/dx2+b˜(x)d/dx and use the criteria for one-dimensional diffusion
operators. Choose f ∈ C2(R) such that f (x) = sgn(x) ∫ x0 e−c(u)du for large enough |x |.
For large enough x , we have
f ′(x) = e−c(x) > 0, f ′′(x) = −e−c(x) B(x)
a(x)
< 0.
Thus, similar to part (a), by the mean value theorem and the fact that∫
{|z|≤1}
(
f (x + z)− f (x)− f ′(x)z) ν(x, dz) ≤ 0,
we get
L f (x) ≤ a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz)
≤ a(x) f ′′(x)+ b(x) f ′(x)+
(∫
{|z|>1}
zν(x, dz)
)
f ′(x)
= a(x) f ′′(x)+ B(x) f ′(x) = 0.
By symmetry, we obtain the same conclusion in the case when x is negative enough.
Therefore, f satisfies (19), which proves the recurrence of the process X t . 
Proof of Theorem 1.3. Now what we need to do is to choose a test function f satisfying (21).
By symmetry we need only consider the half-line [0,∞).
(a) Assume condition (1). Choose a test function f ∈ C2(R) such that f (x) = eηx for large
enough x , where η > 0 satisfies ηeηM < α∧1. Then for large enough x , by the Taylor expansion,
we have
L f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
(∫
{|z|>1}
zν(x, dz)
)
f ′(x)
+
∫ (
f (x + z)− f (x)− f ′(x)z) ν(x, dz)
= ηeηx B(x)+ η2eηxa(x)+ eηx
(∫ +∞∑
k=2
(ηz)k
k! ν(x, dz)
)
≤ ηeηx B(x)+ ηeηx
[
ηeηM
(
a(x)+ 1
2
∫
z2ν(x, dz)
)]
≤ ηeηx (B(x)+ αA(x))
≤ −c1eηx = −c1 f (x),
where c1 ∈ (0,∞) satisfying limx→+∞(B(x) + αA(x)) < −c1/η. Therefore, we have
constructed a test function f satisfying (21) and so the proof is done.
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(b) Assume condition (2). Choose β ∈ (0, 1 − α) and a test function f ∈ C2(R) such that
f (x) = xβ for x large enough. Then following the proof of part (a) of Theorem 1.1, for large
enough x , by the mean value theorem, we have
L f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz)
+
∫
{|z|≤1}
(
f (x + z)− f (x)− f ′(x)z) ν(x, dz)
≤ β(β − 1)a(x)xβ−1 + βB(x)xβ−1
+ β(β − 1)
2
(∫
{|z|≤1}
z2ν(x, dz)
)
(x + 1)β−2
≤ β (−αA(x)+ B(x)x) xβ−2
≤ −c2 f (x),
where c2 ∈ (0,∞) satisfies limx→+∞x−2 (−αA(x)+ B(x)x) < −c2/β. So we have
constructed a test function f which satisfies (21) again.
(c) Assume condition (3). Choose a test function f ∈ C2(R) such that for large enough x ,
f (x) =
∫ x
0
e−c(u)
∫ +∞
u
h(v)ec(v)/a(v)dvdu,
where h(x) = (∫ x0 e−c(u)du)1/2. Then for large enough x ,
f ′(x) = e−c(x)
∫ +∞
x
h(u)ec(u)
a(u)
du > 0
and
f ′′(x) = − B(x)
a(x)
f ′(x)− h(x)
a(x)
< 0.
So, by the mean value theorem again, we obtain
L f (x) ≤ a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz)
≤ a(x) f ′′(x)+ b(x) f ′(x)+
(∫
{|z|>1}
zν(x, dz)
)
f ′(x)
= a(x) f ′′(x)+ B(x) f ′(x)
= −h(x) = − h(x)
f (x)
f (x). (22)
Next, we prove that
inf
x>0
h(x)
f (x)
> 0. (23)
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Following [8] and using the Cauchy mean value theorem, we obtain
sup
x>0
f (x)
h(x)
≤ sup
x>0
f ′(x)
h′(x)
= sup
x>0
e−c(x)
h′(x)
∫ +∞
x
h(u)ec(u)
a(u)
du
≤ 4 sup
x>0
µ[x,+∞)
∫ x
0
e−c(u)du
< +∞,
where the second inequality follows from the proof of [8, Theorem 1.1(b)], or one may apply [8,
Lemma 1.2] directly. So we obtain (23). Now according to (22) and (23), we have proved our
conclusion. 
Proof of Theorem 1.4. (a) Assume condition (1). Let h(x) = log log(x + e2) for x ≥ 0. Since
h′(x) = (x + e2)−1 log−1(x + e2)
and
h′′(x) = −(x + e2)−2
[
log−1(x + e2)+ log−2(x + e2)
]
,
it follows that h is a concave differentiable function on [0,+∞). For all u ≥ 0 and v ∈ R with
u + v ≥ 0, it holds that
h(u + v) ≤ h(u)+ h′(u)v. (24)
Let ρ ∈ C2(R) satisfy 0 ≤ ρ(x) ≤ |x | for |x | ≤ 1 and ρ(x) = |x | for |x | > 1. Set f = h ◦ ρ.
Then f ∈ C2(R) and∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz) =
∫ +∞
1
( f (x + z)− f (x)) ν(x, dz)
+
∫ −1
−x
( f (x + z)− f (x)) ν(x, dz)+
∫ −x
−∞
( f (x + z)− f (x)) ν(x, dz)
:= I1 + I2 + I3.
We now turn to estimate I1, I2 and I3 for x large enough. By (24) and the definition of ρ, we
have
I1 ≤ h′(ρ(x))
∫ +∞
1
(ρ(x + z)− ρ(x))ν(x, dz) = f ′(x)
∫ +∞
1
zν(x, dz).
Noting that ρ(x + z) ≤ x + z for z ∈ [−x,−x + 1], we have
I2 ≤ h′(ρ(x))
∫ −1
−x
(ρ(x + z)− ρ(x))ν(x, dz)
= h′(ρ(x))
[∫ −1
−x+1
zν(x, dz)+
∫ −x+1
−x
(ρ(x + z)− x) ν(x, dz)
]
≤ f ′(x)
∫ −1
−x
zν(x, dz).
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Moreover, since h is an increasing function on [0,∞) and ρ(−x − z) ≤ −x − z for z ∈
[−x − 1,−x], it follows that
I3 =
∫ −x
−x−1
(h(ρ(x + z))− h(ρ(x))) ν(x, dz)
+
∫ −x−1
−∞
(h(ρ(x + z))− h(ρ(x))) ν(x, dz)
≤
∫ −x
−x−1
(h(ρ(x + z))− h(x)) ν(x, dz)+
∫ −x−1
−∞
(h(−x − z)− h(x)) ν(x, dz)
≤
∫ −x
−∞
(h(−x − z)− h(x)) ν(x, dz)
≤ h′(x)
∫ −x
−∞
(h(x − z)− h(x)) ν(x, dz)
= f ′(x)
∫ −x
−∞
(−z)ν(x, dz).
Consequently, for large enough x ,∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz) ≤ f ′(x)
(∫
{1<|z|≤x}
zν(x, dz)+
∫
{|z|>x}
|z|ν(x, dz)
)
.
Thus, by condition (1) and the fact that f ′′′(x) > 0 for x large enough, we have
L f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|>1}
( f (x + z)− f (x)) ν(x, dz)
+
∫
{|z|≤1}
(
f (x + z)− f (x)− f ′(x)z) ν(x, dz)
≤ A(x) f ′′(x + 1)+ B0(x) f ′(x)+ D1(x) f ′(x)
≤ A(x)
(
f ′′(x + 1)+ f ′(x)x−1
)
≤ 0,
where the last inequality follows from the proof of part (a) of Theorem 1.1 and the mean value
theorem for the function h(x) = (x2 log x)−1. Therefore, the process X t is recurrent according
to (19).
(b) Assume condition (2). Define h(x) = xα for x ≥ 0 with α ∈ (0, 1). Let f (x) = h ◦ ρ(x),
where ρ is defined in part (a). Since h(x) is again a concave function, following the argument of
part (a), we have
L f (x) = α(α − 1)xα−2a(x)+ αxα−1b(x)+ α(α − 1)
2
(x + 1)α−2
∫
{|z|≤1}
|z|2ν(x, dz)
+αxα−1
(∫
{1<|z|≤x}
zν(x, dz)+
∫
{|z|>x}
|z|ν(x, dz)
)
≤ αηxα−2A(x)+ αxα−1 (B0(x)+ D1(x))
< 0. (25)
Therefore, f satisfies (20) and so the process X t is positive recurrent.
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(c) Assume condition (3). We follow the proof of part (b). Again, let f (x) = h(ρ(x)). For
large enough x , by (11) and (25), there exists a constant c > 0 such that
L f (x) ≤ αηxα−2A(x)+ αxα−1 (B0(x)+ D1(x))
= αxα (ηA(x)+ x (B0(x)+ D1(x)))
≤ −c f (x).
Therefore, the process X t is exponentially ergodic according to (21). 
Finally, we mention that one may prove Theorems 1.5 and 1.6 by choosing the test functions
ρθ and log(ρ + e), respectively. The function ρ here is just the one in the proof of part (a) of
Theorem 1.4.
3. Comments and examples
In this section, some comments and examples are presented to illustrate the application of the
results obtained in Section 1.
3.1. Remarks for Section 1.1
First, we make some comments about (4) and (5) in Section 1.1. The quantities A(x) and
A(x) come from the different properties of the choice of the test function. Moreover, (4) and (5)
cannot be deduced from each other. Since γ in (5) can be selected to be negative, B(x) in (5)
can be positive which is impossible in (4). However, the parameter α in (5) is bigger than that
in (4). Second, the last condition in all the theorems such as (3) or (6) in Section 1.1 cannot be
compared with the others respectively, because the condition only depends on a(x) but not on
A(x). The main reason is that the last condition comes from the comparison with the diffusion
operators, not from the calculation of a proper test function. However, choosing a test function
is a key to the other conditions. Of course, if we put some restrictions on the coefficients, we can
improve the last condition in all the theorems above. The following proposition is an example.
For simplicity, here we consider the recurrence of the pure Le´vy jump operator perturbed by a
gradient operator, i.e. a(x) = 0 in L defined as (1). Moreover, by symmetry we restrict ourselves
on the half-line [0,∞).
Proposition 3.1. Under (H), let A(x) = 12
∫
{|z|≤1} z
2ν(x, dz), B(x) = b(x) + ∫{|z|>1} zν(x, dz)
and C(x) = ∫ x0 B(u)A(u)du. Then the process X t is recurrent if one of the following conditions holds.
(1) For large enough x, we have
x B(x) ≤ A(x).
(2) For large enough x, we have B(x) > 0; moreover, there exists a constant α ∈ (0, 1) such
that
inf
y∈[x−1,x+1]
B(y)e−C(y)/α
A(y)
≥ αB(x)e
−C(x)/α
A(x)
(26)
and ∫ +∞
0
e−
C(u)
α du = ∞.
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Condition (26) is to ensure that the approximation is uniform, but it is in general harder to
verify. To avoid this difficulty, one may replace condition (2) by a simplified one given below.
(2◦) For large enough x , we have B(x) > 0; moreover, there exists a constant α ∈ (0, 1) such
that
inf
y∈[x−1,x]
B(y)
A1(y)
≥ α B(x)
A1(x)
(27)
and ∫ +∞
0
e−C1(u)/αdu = ∞,
where A1(x) = 12
∫ 0
−1 z
2ν(x, dz) and C1(x) =
∫ x
0
B(u)
A1(u)
du. In particular, if the function
B(x)/A1(x) is decreasing for large enough x , then (27) holds with α = 1.
The proof of Proposition 3.1 is easy. Condition (1) here is just the first one in Theorem 1.1.
Under condition (2), the result follows from the proof of part (b) in Theorem 1.1, but replacing
the test function with f (x) = ∫ x0 e−C(u)/αdu for x large enough.
3.2. Examples for finite range
In what follows, we consider some examples when the Le´vy measure has finite range to
illustrate the power of our criteria in Section 1.1. We first present some sufficient conditions
on L such that (H) holds. The proof is based on [6,16]. Throughout this subsection, we assume
the following two conditions.
Conditions:
(1) The functions a, b, x 7→ ∫|z|≥1 |z|ν(x, dz) and x 7→ ∫ (1 ∧ |z|2)ν(x, dz) are Lipschitz.
(2) Either a(x) > 0 for every x ∈ R or the Le´vy measure ν(x, dz) is absolutely continuous with
respect to the Lebesgue measure for every x ∈ R.
Example 3.1. Assume that the process corresponding to the operator L1 f (x) = a(x) f ′′(x) +
b(x) f ′(x) is recurrent. Then so is the one corresponding to the operator
L2 f (x) = a(x) f ′′(x)+ b(x) f ′(x)+
∫
{|z|≤M}
(
f (x + z)− f (x)− f ′(x)z) ν(x, dz),
for every M ∈ (0,∞) and every Le´vy measure ν(x, dz).
Example 3.2. Consider a Brownian motion perturbed by a Le´vy type jump process with the
operator
L f (x) = f ′′(x)+
∫ (
f (x + z)− f (x)− f ′(x)z1{|z|≤1}(z)
)
ν(x, dz).
Then we have the following assertions.
(1) L is recurrent if
x
∫
{|z|>1}
zν(x, dz) ≤ 1+ 1
2
∫
{|z|≤1}
z2ν(x, dz) for |x | large enough.
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(2) L is positive recurrent if
lim|x |→∞ sgn(x)
∫
{|z|>1}
zν(x, dz)dz < 0.
(3) L is exponentially ergodic if
lim|x |→∞ x
−1
∫
{|z|>1}
zν(x, dz) < 0.
Example 3.3. Consider a pure symmetric Le´vy jump operator perturbed by a drift type:
L f (x) = b(x) f ′(x)+
∫ (
f (x + z)− f (x)− f ′(x)z1{|z|≤1}(z)
)
ν(x, dz),
where the function x 7→ ∫{|z|≤1} z2ν(x, dz) is bounded. Then the following assertions hold.
(1) L is recurrent if
x
(
b(x)+
∫
{|z|>1}
zν(x, dz)
)
≤ 1
2
∫
{|z|≤1}
z2ν(x, dz) for |x | large enough.
(2) L is positive recurrent if
lim|x |→∞
x
(
b(x)+ ∫{|z|>1} zν(x, dz))∫
{|z|≤1} z2ν(x, dz)
< −1
2
.
(3) L is exponentially ergodic if
lim|x |→∞ sgn(x)
(
b(x)+
∫
{|z|>1}
zν(x, dz)
)
< 0.
3.3. Examples for infinite range
Finally, we apply the results of Section 1.2 to two typical examples: the fractional Laplacian
operator and the Ornstein–Uhlenbeck type operator.
3.3.1. Fractional Laplacian operator
As we know, the fractional Laplacian −(−1)α/2 is the infinitesimal generator of the
symmetric stable process in Rd . For any f ∈ C∞0 (Rd),
−(−1)α/2 f (x) =
∫
Rd\{0}
(
f (x + z)− f (x)− 1{|z|≤1}∇ f (x) · z
) cα
|z|1+α dz,
where cα is a constant depending on α only. For the detailed properties of the symmetric stable
processes, refer to [3]. For the Feller property and irreducibility about the symmetric stable
process with drift term, refer to [7,23]. Now, we study the ergodicity of the symmetric stable
process with drift term.
Theorem 3.1. Let
L f (x) = −(−1)α/2 f (x)− b(x) f ′(x)
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on R, and let X t be the process generated by L. Suppose that (H) holds, then we have the
following statements.
(1) If
lim
|x |→∞
sgn(x)b(x)
|x |1−δ > 0 for some δ < α, (28)
then the process X t is positive recurrent.
(2) Under condition (28), assume that b(x) = xb0(x) and the invariant probability measure
has the form µ(dx) = ρ(x)dx. Then ρ satisfies the following equation
− cα√
2pi
|x |αρ̂(x) = x (b̂0ρ)′ (x), (29)
where ĝ denotes its Fourier transform, i.e. ĝ(x) = 1√
2pi
∫
e−ixzg(z)dz. In particular, if b0 = 1,
then the invariant measure µ is a symmetric stable distribution and
ρ̂(x) = exp
(
− cα
α
√
2pi
|x |α
)
. (30)
(3) If
lim
|x |→∞
sgn(x)b(x)
|x | > 0,
then the process X t is exponentially ergodic.
Proof. Without loss of generality, we assume that δ > 0. Firstly, if α ∈ (0, 1], then choosing
β ∈ (δ, α) and using the notations in Theorem 1.5, we have
A(x) = cα
2
∫
{|z|≤1}
|z|2 dz|z|1+α =
cα
2(2− α), B0(x) = −b(x)
and
Dβ(x) = 2cα
∫
{|z|>|x |}
|z|β dz|z|1+α =
cα
α − β |x |
β−α.
Then, by setting η = 0, θ = δ in (14) and using (28), we get
lim|x |→∞ |x |
δ−2 (−xb(x)+ cα(δ(α − β))−1|x |2−δ|x |β−α) < 0,
which proves that the process X t is positive recurrent.
Secondly, in the case of α ∈ (1, 2) and δ ∈ (0, 1], we can simply follow the proof above and
apply Theorem 1.4 instead of Theorem 1.5. Finally, for α ∈ (1, 2) and δ > 1, we choose the test
function f (x) = |x |β with β ∈ (δ, α). Then for large enough x , by the symmetry of the stable
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process, we find that
L f (x) ≤ −b(x) f ′(x)+
∫
{|z|≤1}
(
f (x + z)− f (x)− f ′(x)z) cα|z|1+α dz
+
∫
{1<z≤x}
( f (x + z)+ f (x − z)− 2 f (x)) cα|z|1+α dz
+ 2
∫
{z>x}
( f (x + z)− f (x)) cα|z|1+α dz
≤ −βxβ−1b(x)+ β(β − 1)cα
2(2− α) (x − 1)
β−2
+ β(β − 1)cα
2− α (x
β−α − 1)+ 2
β+1
α − β x
β−α
< 0,
where we use the Taylor expansion for the third term in the second inequality and the fact that
f (x+z)− f (x) < (2z)β for z > x in the last term in the second inequality. We can also obtain the
same conclusions for x negative enough. Therefore, by (20), the process X t is positive recurrent.
The exponential ergodicity of the process X t follows from Theorem 1.4(3) and Theorem 1.5(3)
by the estimations above.
Finally, we aim to (29). The idea of using Fourier analysis comes from [1]. Under condition
(28), we know that the process X t possesses a unique invariant probability µ: µPt = µ for all
t ≥ 0. Therefore, µ satisfies ∫ L f (x)µ(dx) = 0 for all f ∈ C∞0 (R), i.e.∫
−(−1)α/2 f (x)ρ(x)dx =
∫
b(x) f ′(x)ρ(x)dx for f ∈ C∞0 (R).
We now use the pseudo-differential expression of the Le´vy type operator, see [14] for details.
Let S(R) be the Schwartz space of all rapidly decreasing real-valued C∞-functions on R, and
let S ′(R) be the dual of S(R) consisting of all tempered distributions on R. We know that the
operator −(−1)α/2 (α ∈ (0, 2)), acting on S(R), has a translation invariant distribution kernel
κα(x, y) := κα(x − y), where κα ∈ S ′(R) given by
κα(x − y) = 12pi
∫
e−iξ(x−y)|ξ |αdξ.
Moreover, for any f ∈ S(R),
−(−1)α/2 f (x) = − 1√
2pi
∫
eixξ |ξ |α f̂ (ξ)dξ
= − 1
2pi
∫
eix(x−ξ)|ξ |α f (η)dξdη
= −
∫
κα(x, y) f (y)dy = −κα ∗ f (x).
Then by the Parseval identity (cf. [14, Vol 1. Theorem 3.35]), we have
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−(−1)α/2 f (x)ρ(x)dx =
∫
b(x) f ′(x)ρ(x)dx
⇐⇒ −
∫
κ̂α ∗ f (x)ρ̂(x)dx =
∫
f̂ ′(x)b̂ρ(x)dx
⇐⇒ −
∫
κ̂α ∗ f (x)ρ̂(x)dx =
∫
ix f̂ (x)b̂ρ(x)dx .
According to
b̂ρ(x) = 1√
2pi
∫
eixξ ξb0(ξ)ρ(ξ)dξ = −i(b̂0ρ)′(x),
and
κ̂α(x) = cα√
2pi
|x |α,
it follows that the density function ρ of the invariant measure µ satisfies
−
∫
f̂ (x)κ̂α(x)ρ̂(x)dx =
∫
x f̂ (x)(b̂0ρ)
′(x)dx for f ∈ S(R),
which is equivalent to (29). By solving the differential equation (29), we obtain (30). 
3.3.2. Ornstein–Uhlenbeck type processes
Consider the Ornstein–Uhlenbeck type process on R given by the stochastic integral
X t = e−λt X0 +
∫ t
0
e−λ(t−s)dZs, (31)
where Z is a Le´vy process and λ > 0. The ergodicity of the process X t was considered in [24,
25]. In [24] the authors proved that the process X t is positive recurrent if and only if the Le´vy
measure ν of the process Z satisfies∫
{|z|>1}
log |z|ν(dz) < +∞. (32)
Recently, in [17] some conditions on the process Z t are presented to guarantee (H). Now we
prove the positive recurrent of the process X t by using Theorem 1.6. The proof here is much
simpler than [24].
Theorem 3.2. Let (H) and (32) hold. Then the Ornstein–Uhlenbeck type process X t defined by
(31) is positive recurrent.
Proof. The generator of the process X t is given by
L f (x) = −λx f ′(x)+
∫ (
f (x + z)− f (x)− f ′(x)z1{|z|≤1}
)
ν(dz).
Using the notations in Theorem 1.6, we have
A(x) = 1
2
∫
{|z|≤1}
z2ν(dz), B0(x) = −λx +
∫
{1<|z|≤|x |}
zν(dz)
and
D0(x) =
∫
{|z|>|x |}
log
(
1+ |z||x |
)
ν(dz).
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Now, under condition (32), lim|x |→∞ D0(x) ≤ limx→∞
∫
{|z|>|x |} log(1+ |z|)ν(dz) = 0 and
lim|x |→∞
∣∣∣∣∣ x
∫
{1<|z|≤|x |} zν(dz)
x2
∣∣∣∣∣ ≤ lim|x |→∞
∫
{1<|z|≤e} |z|ν(dz)
|x |
+ lim|x |→∞
∫
{e<|z|≤|x |}
|z|
log |z| log |z|ν(dz)
|x |
≤ lim|x |→∞
∫
{1<|z|≤e} |z|ν(dz)
|x |
+ lim|x |→∞
∫
{e<|z|≤|x |} log |z|ν(dz)
log |x | = 0,
so
lim|x |→∞
B0(x)x
x2
= −λ.
Then by part (2) of Theorem 1.6, the process X t is positive recurrent. 
In fact, based on the discussion about the fractional Laplacian operator, we have the following
stronger assertion for the Ornstein–Uhlenbeck type processes X t .
Theorem 3.3. If there exists a constant γ > 0 such that the Le´vy measure ν of the process Z t
satisfies∫
{|z|>1}
|x |γ ν(dz) < +∞,
then the Ornstein–Uhlenbeck type process X t defined by (31) is exponentially ergodic.
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