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Abstract. Using polynomial equations to model combinatorial problems has
been a popular tool both in computational combinatorics as well as an ap-
proach to proving new theorems. In this paper, we look at several combina-
torics problems modeled by systems of polynomial equations satisfying special
properties. If the equations are infeasible, Hilbert’s Nullstellensatz gives a
certificate of this fact. These certificates have been studied and exhibit com-
binatorial meaning. In this paper, we generalize some known results and show
that the Nullstellensatz certificate can be viewed as enumerating combinato-
rial structures. As such, Gro¨bner basis algorithms for solving these decision
problems may implicitly be solving the enumeration problem as well.
Keywords: Hilbert’s Nullstellensatz, Polynomial Method, Enumerative Combi-
natorics, Algorithmic Combinatorics
1. Introduction
Polynomials and combinatorics have a long common history. Early in both the
theories of graphs and of matroids, important polynomial invariants were discovered
including the chromatic polynomial, the Ising model partition function, and the flow
polynomial, many of which are generalized by the Tutte polynomial [29, 30, 5, 26].
The notion of using generating functions is ubiquitous in many areas of combi-
natorics and many these polynomials can be viewed as such functions. Another
general class of polynomials associated to graphs is the partition function of an
edge coloring model [9].
On the other hand, polynomials show up not just as graph parameters. Noga
Alon famously used polynomial equations to actually prove theorems about graphs
using his celebrated “Combinatorial Nullstellensatz” [1]. His approach often in-
volved finding a set of polynomial equations whose solutions corresponded to some
combinatorial property of interest and then studying this system.
Modeling a decision problem of finding a combinatorial structure in a graph by
asking if a certain system of polynomial equations has a common zero is appealing
from a purely computational point of view. This allows these problems to be
approached with well-known algebraic algorithms from simple Gaussian elimination
to Gro¨bner basis algorithms [10, 8]. Using polynomial systems to model these
problems also seems to work nicely with semi-definite programming methods [17,
19, 18, 27].
This approach was used in [21], where the question of infeasibility was considered.
If a set of polynomial equations is infeasible, Hilbert’s Nullstellensatz implies that
there is a set of polynomials acting as a certificate for this infeasibility. For any
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given finite simple graph, a polynomial system whose solutions corresponded to
independent sets of size k was originally formulated by La´szlo´ Lova´sz [22], but
other articles have studied the problem algebraically [20, 28].
One of the interesting results in [21] was to show that for these particular systems
of polynomials, the Nullstellensatz certificate contained a multivariate polynomial
with a natural bijection between monomials and independent sets in the graph.
As such, the Nullstellensatz certificate can be viewed as an enumeration of the
independent sets of a graph. Furthermore, the independence polynomial can quickly
be recovered from this certificate. Later, when modeling the set partition problem,
a similar enumeration occurred in the Nullstellensatz certificate [24].
This paper is directly inspired by these two results and we look at the different
systems of polynomials given in [21] and show that this phenomenon of enumera-
tive Nullstellensatz certificates shows up in all of their examples. We explain this
ubiquity in terms of inversion in Artinian rings. One important example considered
in [21] was k-colorable subgraphs. This problem has also been studied by analyzing
polynomial systems in [2, 14, 25, 13]. We generalize the polynomial systems used
in [21] to arbitrary graph homomorphisms.
We also consider existence of planar subgraphs, cycles of given length, regular
subgraphs, vertex covers, edge covers, and perfect matchings. On the one hand,
these results may be viewed negatively as they imply that a certificate for infeasi-
bility contains much more information than necessary to settle a decision problem.
There have also been papers on attempting efficient computations of Nullstellensatz
certificates ([11, 12]) and we should expect that often this will be very hard. On
the other hand, if one wishes to enumerate combinatorial structures, our results
imply algorithms built from known algebraic techniques to solve this problem.
One polynomial system that does not fall into the general setting of the other
examples is that of perfect matchings. While there is a natural system of equations
modeling this problem that does have enumerative Nullstellensatz certificates, there
is another system of polynomials generating the same ideal that does not. We spend
the latter part of this paper investigating the second set and try to achieve some
partial results in explaining what combinatorial information is contained in the
Nullstellensatz certificates.
This paper is organized as follows. In Section 2, we review the necessary back-
ground on the Nullstellensatz and make our definitions precise. We then present
our motivating example, independent sets, and explain how this particular prob-
lem serves as a prototype for other interesting problems. In Section 3, we prove
a sufficient condition for a Nullstellensatz certificate to enumerate combinatorial
structures and give several examples, some of them new and some reformulations
of old ones, that satisfy this property. Lastly, in Section 4, we look at a system of
polynomials whose solutions are perfect matchings that do not satisfy this sufficient
condition and prove some results about the certificates.
2. Background
Given a system of polynomials f1, . . . , fs P Crx1, . . . , xns, consider the set
Vpf1, . . . , fsq “ tpα1, . . . , αnq P Cn| f1pα1, . . . , αnq “ ¨ ¨ ¨ “ fspα1, . . . , αnq “ 0u.
We call such a set an variety (by an abuse of language, we use the term even for
reducible and non-reduced sets in this paper). In particular, the empty set is a
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variety and if Vpf1, . . . , fsq “ H, we say that the system of polynomials f1, . . . , fs
is infeasible.
One version David Hilbert’s famous Nullstellensatz states that a system f1, . . . , fs
P Crx1, . . . , xns is infeasible if and only if there exists polynomials β1, . . . , βs P
Crx1, . . . , xns such that řβifi “ 1 (cf. [8]). The set of polynomials β1, . . . , βs are
called a Nullstellensatz certificate for the infeasibility of the system. The degree
of the Nullstellensatz certificate is defined to be maxtdegpβ1q, . . . ,degpβsqu. We
note that a Nullstellensatz certificate is dependent on the choice of polynomials
defining the system. We will revisit this point later. The second observation is that
Nullstellensatz certificates aren’t unique. Often the Nullstellensatz certificates of
greatest interest are those of minimum degree.
Research into an “effective Nullstellensatz” has yielded general bounds for the
degree of a Nullstellensatz certificate of a system of polynomials [4, 15]. As such, the
following general algorithm for finding such certificates has been proposed (cf. [11,
12]). Suppose we have a system of s equations in n variables, f1, . . . , fs. We want
to find β1, . . . , βs such that
řs
i“1 βifi “ 1. Let Mn,k denote the set of monomials
of degree ď k in n variables.
Algorithm 1 Basic Outline of the NulLA Algorithm.
Suppose we know from some theorem that a Nullstellensatz certificate must have
degree at most d.
i “ 0.
while i ď d do Ź test every degree for a certificate
For i P rss, βi :“ řMPMn,d αMM .
Let L be the empty set of linear equations.
for M PMn,d do
Determine the coefficient of M in
ř
βifi, LM .
if M “ 1 then Append LM “ 1 to L.
else Append LM “ 0 to L.
Solve the system L if possible.
if L has a solution then Output ”Yes” and Exit While Loop.
if i “ d then Output ”No”.
else i ÞÑ i` 1.
We summarize the above pseudocode. First guess at the degree of the Nullstel-
lensatz certificate and then consider generic polynomials βi in variables x1, . . . , xn
of said degree. Then the condition
ř
βifi “ 1 can be reformulated as system of
linear equations whose solutions give the coefficients each βi should have.
If the linear system has no solution, the guessed degree is increased. The gen-
eral degree bounds guarantee that this process will terminate eventually, implicitly
finding a valid certificate of minimal degree, provided the initial polynomial system
was infeasible. This algorithm is similar to the XL style Gro¨bner basis algorithms
studied in algebraic cryptography [7, 3]. One way to understand the complexity
of this algorithm is to look at the Nullstellensatz certificates that get produced for
different systems of polynomials. This algorithm is one of the main motivations
behind the inquiry into Nullstellensatz certificates.
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In this paper, we will consider combinatorial problems modeled by systems of
polynomials in Crx1, . . . , xns. The problems we consider will all come from the
theory of finite graphs and all varieties will be zero dimensional.
2.1. Motivating Example. Let us give the first example of a polynomial system
modeling a graph problem: independent sets. Lova´sz gave the following set of
polynomials for determining if a graph has an independent set of size m.
Proposition 2.1 ([22]). Given a graph G, every solution of the system of equations
x2i ´ xi “ 0, i P V pGq,
xixj “ 0, ti, ju P EpGq,řn
i“1 xi “ m
corresponds to an independent set in G of size m.
It is not hard to see that the equations in Proposition 2.1 define a zero-dimensional
variety whose points are in bijection with independent sets of size m. The first equa-
tion says that xi “ 0, 1 for all i P V pGq. So every vertex is either in a set or not.
The second equation says that two adjacent vertices cannot both be in the same
set. The last equation says that precisely m vertices are in the set.
If this system is infeasible, then the Nullstellensatz certificate has been explicitly
worked out [21]. Many of properties of the certificate encodes combinatorial data.
For example, one does not need to appeal to general effective Nullstellensatz bounds
as the degree of the Nullstellensatz certificate can be taken to be the independent
set number of the graph in question. Combining several theorems from that paper,
the following is known.
Theorem 2.2 ([21]). Suppose the system of equations in Proposition 2.1 are infea-
sible. Then the minimum degree Nullstellensatz certificate is unique and has degree
equal to αpGq, the independence number of G. If
1 “ Ap´m`
nÿ
i“1
xiq `
ÿ
ti,juPEpGq
Qijxixj `
nÿ
i“1
Pipx2i ´ xiq,
with certificate polynomials A,Qij, and Pi, then the degree of this certificate is
realized by A; degpPiq ď αpGq ´ 1 and degpQijq ď αpGq ´ 2. Furthermore, if the
certificate is of minimum degree, the monomials in A with non-zero coefficients can
be taken to be precisely those of the form
ś
iPI xi where I is an independent set of
G. Lastly, the polynomials A, Qi, and Pi all have positive real coefficients.
So Theorem 2.2 tells us for a minimum degree certificate, the polynomial A enu-
merates all independent sets of G. The coefficients of the monomials, however, will
not necessarily be one, so it is not precisely the generating function for indepen-
dents sets. The precise coefficients were worked out in [21]. In the next section, we
show that a similar theorem will hold for many other examples of zero-dimensional
varieties coming from combinatorics.
3. Rephrasing Nullstellensatz certificates as inverses in an Artinian
ring
Recall that a ring S is called Artinian is it satisfies the descending chain condition
on ideals, i.e. for every infinite chain of ideals ¨ ¨ ¨ Ĺ I2 Ĺ I1 Ă S, there is some i
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such that Ik “ Ik`1 for all k ě i. Equivalently, viewed as a left module over itself,
S is finite dimensional, meaning it contains finitely many monomials.
Let V be a variety in Cn defined by the equations f1, . . . , fs. Although not
standard, we do not assume that V is reduced or irreducible, which is to say that
often the ideal xf1, . . . , fsy will not be radical or prime. An ideal IpVq :“ xf1, . . . , fsy
is radical if g` P IpVq ùñ g P IpVq. The quotient ring CrVs :“ Crx1, . . . , xns{IpVq
is called the coordinate ring of V. It is an elementary fact from algebraic geometry
that V is zero dimensional if and only if CrVs is Artinian. This is true even for
non-reduced varieties.
The polynomial systems coming from combinatorics are designed to have a so-
lution if some combinatorial structure exists. In Subsection 2.1, the combinatorial
structure of interest was independent sets in a graph. Many of the polynomials
systems that show up in examples have a particular set of equations that always
play the same role. Given a polynomial system in Crx1, . . . , xns, we call a subset of
the variables xi for i P I Ď rns indicator variables if the polynomial system includes
the equations x2i ´ xi “ 0 for i P I and ´m `
ř
iPI xi “ 0 for some m P N. This
was the case for the example in Subsection 2.1.
The indicator variables often directly correspond combinatorial objects, e.g.
edges or vertices in a graph. The equations x2i ´ xi “ 0 means that object i is
either in some structure or not. Then the equation ´m ` řiPI xi “ 0 says that
there must be m objects in the structure. The other equations in the polynomial
system impose conditions the structure must satisfy.
Now suppose we are given an infeasible polynomial system f1 “ 0, . . . , fs “ 0
in R :“ Cry1, . . . , yn, x1, . . . , xps, where y1, . . . , yn are indicator variables. Without
loss of generality, let f1 “ ´m`řni“1 yi for some m P N. Then one way to find a
Nullstellensatz certificate for this polynomial system is to find the inverse of f1 in
R{xf2, . . . , fsy, which we denote β1, and then express f1β1 ´ 1 as řsi“2 βifi. The
polynomials β1, β2, . . . , βs will be a Nullstellensatz certificate.
Throughout the rest of this section, we consider an infeasible polynomial system
f1 “ 0, . . . , fs “ 0 in A :“ Cry1, . . . , yn, x1, . . . , xps where y1, . . . , yn are indicator
variables and f1 “ ´m`řni“1 yi for some m P N not equal to zero. We let
R :“ A{xf2, . . . , fsy
and V “ SpecpRq be the variety defined by f2, . . . , fs.
Lemma 3.1. The ring R is Artinian if and only if for every a P N, the polynomial
system ´a`řni“1 yi “ 0, f2 “ 0, . . . , fs “ 0 has finitely many solutions.
Proof. We look at the variety defined by the equations f2, . . . , fs. Since y1, . . . , yn
are indicator variables, the equations y2i ´ yi “ 0 are among the equations f2 “
0, . . . , fs “ 0. Thus any solution to these equations must have every yi is equal
to either zero or one. Thus there are only finitely many a P N such that ´a `řn
i“1 yi “ 0, f2 “ 0, . . . , fs “ 0 has a solution as a must be less than or equal to n.
Furthermore, each such polynomial system has finitely many solutions so the system
f2 “ 0, . . . , fs “ 0 only has finitely many solutions. Thus V is zero dimensional
and the ring R is Artinian. Conversely, if R is Artinian, there can be only finitely
many solutions to the system f2 “ 0, . . . , fs “ 0 and thus only a finite subset of
those solutions can also be a solution to the equation ´a`řni“1 yi “ 0. 
From here on out, we assume that R is Artinian as this will be the case in ev-
ery example we consider. This is the consequence of the fact that the polynomial
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systems are designed to have solutions corresponding to some finite combinatorial
structure inside of some larger, yet still finite, combinatorial object. In our ex-
amples, we are always looking for some graph structure inside a finite graph. The
examples we consider also satisfy another property that we shall assume throughout
the rest of this section unless otherwise stated.
Definition 3.2. The system of polynomials f2 “ 0, . . . , fs “ 0 in indicator vari-
ables y1, . . . , yn is called subset closed if
(a) There is a solution of the system where y1 “ ¨ ¨ ¨ “ yn “ 0 and
(b) Let I Ď rns and χIpiq “ 1 if i P I and 0 else. If there is a solution of the system
where yi “ χIpiq, then for all J Ď I, there is a solution of the system where
yj “ χJpjq.
It is very easy to describe the monomials with non-zero coefficients appearing in
the inverse of f1 in the ring R. We look at the variety defined by the polynomials
f2, . . . , fs which consists of finitely many points. Suppose we are given a solution
to the system f2 “ 0, . . . , fs “ 0: y1 “ d1, . . . , yn “ dn, and x1 “ a1, . . . , xp “ ap.
We can then map this solution to the point pd1, . . . , dnq P t0, 1un. We see that each
solution to the system f2, . . . , fs can be associated to a point on the n-dimensional
hypercube t0, 1un. Let B be the subset of t0, 1un which is the image of this mapping.
Given d “ pd1, . . . , dnq P t0, 1un, we can associate to it the monomial yd :“ś
i,di“1 yi. For any b “ pb1 . . . , bnq P Bzp0, . . . , 0q, the monomial yb regarded as a
function restricted to V is not identically zero as there is a point in V where yi “ 1
for all bi “ 1 in pb1, . . . , bnq.
Lemma 3.3. If f1 “ 0, . . . , fs “ 0 is subset closed, then for d “ pd1, . . . , dnq R B,
yd is in the ideal generated by f2, . . . , fs.
Proof. If this were not the case, there would be a point v “ pc1, . . . , cn, γ1, . . . , γpq P
V such that ydpvq “ 1. Let I be the set ti P rns|ci “ 1u. If J “ ti P rns|di “ 1u,
we see that J Ď I and that there is a solution where yi “ χIpiq. So there must be
a solution where yi “ χJpiq by the property of being subset closed. This implies
that pd1, . . . , dnq P B since di “ χJpiq, and so we have a contradiction.
This means that for d R B, there is some k P N such that ykd “ 0 in the ring R.
The exponent k may a priori be greater than one as we have not assumed that the
ideal xf2, . . . , fsy is radical. However, we note that for any d P t0, 1un, ykd “ yd for
all k P N because the equations y2i ´ yi for all i P rns are among the polynomials
f2, . . . , fs. Thus for d R B, yd “ 0 in the ring R. 
We can thus conclude that the monomials in the indicator variables in R are in
bijection with combinatorial structures satisfying the constraints of the polynomial
system. In Proposition 2.1, the ring Crx1, . . . , x|V pGq|s modulo the first two sets of
polynomials gives a ring whose monomials are of the form
ś
iPI xi, where I indexes
vertices in an independent set of G.
Lemma 3.4. Given b1, . . . , bk P B, there are no polynomial relations of the formřk
i“1 aiybi “ 0 for ai P Rě0 in R except for all ai “ 0. Similarly if all ai P Rď0.
Proof. We note that because of the polynomials y2i ´ yi “ 0, any monomial yβi can
only take the value of zero or one when restricted to V. The only set of non-negative
real numbers whose sum is zero is the trivial case where all are zero. The proof for
the second assertion is the same as the first. 
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Theorem 3.5. There is a Nullstellensatz certificate β1, . . . , βs for the system f1 “
0, . . . , fs “ 0 such that the non-zero monomials of β1 are precisely the monomials
yb for b P B.
Proof. We look at the Nullstellensatz certificate β1, . . . , βn where β1f1 “ 1 in R so
we can express β1f1´ 1 “ řsi“2 βifi in A. We now analyze what β1 must look like.
First of all we note that over C, there is a power series expansion
1
´m` t “ ´
1
m
ÿ
iě0
ˆ
t
m
˙i
viewed as a function in t. Replacing t with
řn
i“1 yi, we get a power series in the
indicator variables that includes every monomial in these variables with a negative
coefficient.
We consider the partial sums
´ 1
m
kÿ
i“0
ˆ
t
m
˙i
, t “
nÿ
i“1
yi
first taken modulo the ideal generated by the polynomials of the form y2i ´ yi.
This gives a sum where the monomials are yd for d P t0, 1un whose coefficients
are all negative real numbers. We know from Lemma 3.3, that the monomials in
β1 can be taken of the form yb for b P B; the other monomials can be expressed
in terms of f2, . . . , fs. So then those monomials that are equal to zero modulo
f2, . . . , fs can be removed, giving us another sum. If there is a relation of the formř
i aiydi “
ř
j cjyd1j , we ignore it. Such relations simply mean that there is a non-
unique way to represent this sum in R. Lastly, these partial sums converge to the
inverse β1 of f1 in R which is supported on the monomials of the form yb for b P B,
using the assumption that R is Artinian. 
Theorem 3.5 guarantees the existence of a Nullstellensatz certificate such that
every possible combinatorial structure satisfying the constraints of f2, . . . , fs is
encoded in a monomial in the indicator variables appearing with non-zero coefficient
in β1. This is precisely the Nullstellensatz certificate found in Theorem 2.2 since
any subset of an independent set is again an independent set.
As it so happens, in Theorem 2.2 this Nullstellensatz certificate is also of minimal
degree. However, it is not necessarily the case that the certificate given in Theorem
3.5 is minimal.
The most obvious way for minimality to fail is by reducing by the linear relations
among the monomials yb for b P B with both negative and positive coefficients.
However, if all such linear relations are homogeneous polynomials, we show these
relations cannot reduce the degree of the Nullstellensatz certificate.
Definition 3.6. We say that the ideal f2, . . . , fs has only homogeneous linear
relations among the indicator variables if every equation is of the form
ř`
i“1 aiydi “
0 for ai P R and di P t0, 1un and has the property that not all ai are positive or all
negative and that degpydiq “ degpydj q for all i, j P r`s.
Lemma 3.7. Let β1, . . . , βs be a minimal Nullstellensatz certificate for the system
f1 “ 0, . . . , fs “ 0, and suppose that β1 only has positive real coefficients. Then
after adding homogeneous relations in the indicator variables to the system, there
is a minimal degree Nullstellensatz certificate of the form β1, β
1
2, . . . , β
1
s.
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Proof. By adding homogeneous relations in the indicator variables, we claim it is
impossible to reduce the degree of β1 if it only has positive real coefficients. Let
us try to remove the monomials of highest degree in β1 by adding homogeneous
linear relations in the indicator variables. We apply the first linear homogeneous
relation to see which monomials we can remove. The relations are of the formřk
i“1 aiybi “
ř`
j“k`1 ajybj where the ybk are all monomials of a given degree d
and all ak P Rě0. Thus we can potentially remove some of the monomials of degree
d in β1 using such relations, but not all of them. This is true not matter how many
linear homogeneous relations we apply; there will always be some monomials of
highest degree remaining. However, we might be able to reduce the degree of the
other βi, i ě 2 to get a Nullstellensatz certificate β1, β12, . . . , β1s such that the degree
of this new certificate is less than the degree of the original. 
Given the Nullstellensatz certificate β1, . . . , βs guaranteed by Theorem 3.5, we
note that f1β1 ´ 1 must consist entirely of monomials of the form yd for d R B. If
D “ maxtdegpybq| b P Bu, then f1β1 ´ 1 must be of degree D ` 1 as f1 is linear.
Let M denote the set of monomials (in A) of f1β1 ´ 1.
We consider the following hypothetical situation where the Nullstellensatz cer-
tificate guaranteed by Theorem 3.5 is not of minimal degree. Given a monomial
µ P M , we have that µ “ řsi“2 µifi for some polynomials µi, although this is not
unique. We define
degRpµq :“ maxtdegpµiq, over all equalities µ “
sÿ
i“2
µifiu.
Then the degree of β1, . . . , βs is maxtD,degRpµqfor µ PMu.
Suppose that the degree of the certificate isě D`2 and that for every maxtdegRpyi¨
µq|µ P Mu ă maxtdegRpµq|µ P Mu for every i P rns. Then define β11 :“ β1 `
m´1pf1β1 ´ 1q, which has degree D ` 1.
Now we note that
f1β
1
1 ´ 1 “ f1β1 `m´1f1pf1β1 ´ 1q ´ 1
“ f1β1 ´ f1β1 ` 1`m´1
nÿ
i“1
yipf1β1 ´ 1q ´ 1
“ m´1
nÿ
i“1
yipf1β1 ´ 1q.
However, since every monomial in m´1
řn
i“2 yipf1β1 ´ 1q is of the form yi ¨ µ for
some µ PM , we can express this polynomial as řsi“1 β1sfs where degpβ1sq ă degpβsq
since maxtdegRpyi ¨ µq|µ P Mu ă maxtdegRpµq|µ P Mu for every i P rns. So we
have found a Nullstellensatz certificate with smaller degree.
In the hypothetical situation above, we were able to drop the degree of the
Nullstellensatz certificate by increasing the degree of β1 by one. However, this
construction can be iterated and it may be that the degree of β1 must be increased
several times before the minimal degree certificate is found. This depends on how
high the degrees of β2, . . . , βs are. It may also be the case that adding lower degree
monomials also lowers the degree of the certificate.
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Lemma 3.8. If β1, . . . , βs be the Nullstellensatz certificate guaranteed by Theorem
3.5 and f2, . . . , fs have only linear homogeneous relations in the indicator vari-
ables. If maxtdegpβiq, i P rssu “ degpβiq, then this is a Nullstellensatz certificate of
minimal degree.
Proof. For any Nullstellensatz certificate β11, . . . , β1s, we may assume without loss of
generality that the monomials of β1 form a subset of those in β
1
1. Indeed we may use
Lemma 3.3 to say that all monomials yb for b P B must appear in β11 unless there are
linear homogeneous relations in the indicator variables. By Lemma 3.7, reducing
β11 alone by these relations will not reduce the degree of β11, . . . , β1s. However, this
implies that degpβ11q ě degpβ1 and thus that the degree of the Nullstellensatz
certificate β11, . . . , β1s has degree ě degpβ1q, which is the degree of the certificate
β1, . . . , βs by assumption. So β1, . . . , βs is a Nullstellensatz certificate is of minimal
degree. 
Lemma 3.8 tells us that the Nullstellensatz certificate given in Theorem 3.5 is
na¨ıvely more likely to be of minimal degree when the degrees of f2, . . . , fs are high
with respect to the number of variables, implying that the degrees of β2, . . . , βs are
low.
Proposition 3.9. Let f1, . . . , fs have only homogeneous linear relations in the
indicator variables and β1, . . . , βs be a Nullstellensatz certificate. Let β1 be supported
on the monomials yb1 , . . . , yb` for b1, . . . , b` P B. Then if for all j P rns and k P r`s,
yjybk “
řs
i“2 αifi satisfies degpαiq ď degpybkq for all i “ 2, . . . , s, β1, . . . , βs is a
minimum degree Nullstellensatz certificate.
In addition, if f2 “ 0, . . . , fs “ 0 is a polynomial system entirely in the indicator
variables and there are only homogeneous linear relations, then there is a Null-
stellensatz certificate of minimal degree of the form β1, β
1
2, . . . , β
1
s, where β1 is the
coefficient polynomial guaranteed by Theorem 3.5.
Proof. We know that f1β1´1 contains only monomials of the form yjybk for j P rns
and k P r`s. By assumption yjybk “
řs
i“2 αifi and satisfies degpαiq ď degpybkq for
all i “ 2, . . . , s. This implies degpβ1q ě degpβiq for all i “ 2, . . . , s. Then apply
Lemma 3.8.
If we restrict our attention to a system f1 “ 0, . . . , fs “ 0 only in the indicator
variables, all homogeneous linear relations are in the indicator variables. Further-
more, any equation yjybk “
řs
i“2 αifi is a homogeneous linear relation in the
indicator variables since these are the only variables in the equation. So these too
can be ignored. We can then apply Lemma 3.7. 
Proposition 3.9 is a generalization of Theorem 2.2 as we can see from Proposition
2.1 that all of the variables are indicator variables.
3.1. Some examples with indicator variables. We now reproduce the first
theorem from [21]. This theorem establishes several polynomial systems for finding
combinatorial properties of graphs and we shall see that all of them (except for one,
which we have omitted from the theorem) satisfy the conditions of Theorem 3.5.
Afterwards, we shall present a few new examples that also use indicator variables.
Theorem 3.10 ([21]).
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1. A simple graph G “ pV,Eq with vertices numbered 1, . . . , n and edges numbered
1, . . . , e has a planar subgraph with m edges if and only if the following system of
equations has a solution:
´m`řti,juPE zij “ 0.
z2ij ´ zij “ 0 for all ti, ju P E.śn`e
s“1 pxtiuk ´ sq “ 0 for k “ 1, 2, 3 and every i P rns.śn`e
s“1 pytijuk ´ sq “ 0 for k “ 1, 2, 3 and ti, ju P E.
ztijupytijuk ´ xtiuk ´∆tij,iukq “ 0 for i P rns, ti, ju P E, k P r3s.
ztuvu
ś3
k“1 pytuvuk ´ xtiuk ´∆tuv,iukq “ 0 for i P rns, tu, vu P E, u, v ‰ i.
ztijuztuvu
ś3
k“1 pytijuk ´ ytuvuk ´∆tij,uvukq “ 0 for every ti, ju, tu, vu P E.
ztijuztuvu
ś3
k“1 pytuvuk ´ ytijuk ´∆tuv,ijukq “ 0 for every ti, ju, tu, vu P E.ś3
k“1 pxtiuk ´ xtjuk ´∆ti,jukq “ 0 for i, j P rns.ś3
k“1 pxtjuk ´ xtiuk ´∆tj,iukq “ 0 for i, j P rns.śn`e´1
d“1 p∆tij,uvuk ´ dq “ 0 for ti, ju, tu, vu P E, k P r3s.śn`e´1
d“1 p∆tij,iuk ´ dq “ 0 for ti, ju P E, k P r3s.
For k “ 1, 2, 3:
sk
ˆ ź
i,jPrns
iăj
pxtiuk ´ xtjukq
ź
iPrns
tu,vuinE
pxtiuk ´ ytuvukq
ź
ti,ju,
tu,vuPE
pytijuk ´ ytuvukq
˙
“ 1.
2. A graph G “ pV,Eq with vertices labeled 1, . . . , n has a k-colorable subgraph with
m edges if and only if the following systems of equations has a solution:
´m`řti,juPE yij “ 0
y2ij ´ yij “ 0 for ti, ju P E.
xki ´ 1 “ 0 for i P rns.
yijpxk´1i ` xk´2i xj ` ¨ ¨ ¨ ` xk´1j q “ 0 for ti, ju P E.
3. Let G “ pV,Eq be a simple graph with maximum vertex degree ∆ and vertices
labeled 1, . . . , n. Then g has a subgraph with m edges and edge-chromatic number
∆ if and only if the following system of equations has a solution:
´m`řti,juPE yij “ 0
y2ij ´ yij “ 0 for ti, ju P E.
yijpx∆ij ´ 1q “ 0 for ti, ju P E.
si
ź
j,kPNpiq
jăk
pxij ´ xikq “ 1 for i P rns.
We can also look at the a system of polynomials that ask if there is a subgraph
of graph homomorphic to another given graph. This is a generalization of Part 3 of
Theorem 3.10 as k-colorable subgraphs can be viewed as subgraphs homomorphic
to the complete graph on k vertices.
Proposition 3.11. Given two simple graphs G (with vertices labeled 1, . . . , n) and
H, there is a subgraph of G “ pV,Eq with m edges homomorphic to H if and only
if the following system of equations has a solution:
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´m`řti,juPE yij “ 0
y2ij ´ yij “ 0 for all ti, ju P E.ˆř
jPNpiq yij
˙ś
vPV pHq pzi ´ xvq “ 0 for all i P rns.
yij
ś
tv,wuPEpHq pzi ` zj ´ xv ´ xwq “ 0 for all ti, ju P E.
Proof. The variables yij are the indicator variables which designate whether or not
an edge of G is included in the subgraph. The third set of equations says that if at
least one of the edges incident to vertex i is included in the subgraph, then vertex
i must map to a vertex v P V pHq. The last set of equations says that if the edge
ti, ju is included in the subgraph, its endpoints must be mapped to the endpoints
of an edge in H. 
We see that all of these systems of equations have indicator variables and that
each system has only finitely many solutions. So Lemma 3.1 says that the rings
formed by taking a quotient by the ideal generated by all equations not of the form
´m ` řni“1 yi gives an Artinian ring. We also see that a subset of k-colorable
subgraph is k-colorable, a subset of a planar subgraph is planar, and a subgraph
of a k-edge colorable subgraph is k-edge colorable. Lastly, if a subgraph F of G is
homomorphic to H, so is any subgraph of F by restricting the homomorphism. So
all of these systems are subset closed.
Corollary 3.12. If the first system of equations in Theorem 3.10 is infeasible,
there is a Nullstellensatz certificate β1, . . . , βs such that the monomials in β1 are
monomials in the variables yi in bijections with the planar subgraphs. If the second
system in Theorem 3.10 is infeasible, the same holds example that the monomials
are in bijection with the k-colorable subgraphs. If the third system in Theorem 3.10
is infeasible, the same holds except that the monomials are in bijection with the
k-edge colorable subgraphs. Lastly, if the system of equations in Proposition 3.11
is infeasible, the same holds except that the monomials are in bijection with the
subgraphs homomorphic to H.
Proof. This follows directly from Theorem 3.5 and Theorem 3.10. 
None of the examples in Theorem 3.10 satisfy the conditions of Proposition 3.9
as the indicator variables are a proper subset of the variables in the system. The
following theorem gives a few examples that only involve indicator variables. While
only three of the four following examples satisfies the conditions of Proposition 3.9,
we will see that Theorem 3.5 can be useful in understanding minimum degree
certificates if we can analyze the equations directly.
Definition 3.13. Given a graph G, we say that a subgraph H cages a vertex
v P V pGq if every edge incident to v in G is an edge in H.
Theorem 3.14.
1. A graph G “ pV,Eq with vertices labeled 1, . . . , n has a regular spanning subgraph
with m edges if and only if the following system of equations has a solution:
´m`řti,juPE yij “ 0
y2ij ´ yij “ 0 for all ti, ju P E.ř
jPNpiq yij “
ř
kPNp`q yk` for every i, ` P rns.
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Furthermore, if the system is infeasible, there is a minimal degree Nullstellensatz
certificate of the form β1, β
1
2, . . . , β
1
s, where β1 is the coefficient polynomial guaran-
teed in Theorem 3.5.
2. A graph G “ pV,Eq with vertices labeled 1, . . . , n has a k-regular subgraph with
m edges if and only if the following system of equations has a solution:
´m`řti,juPE yij “ 0
y2ij ´ yij “ 0 for all ti, ju P E.
přjPNpiq yijqpřjPNpiq yij ´ kq “ 0 for every i P rns.
Furthermore, if the system is infeasible, if there exists an edge in a maximum k-
regular subgraph such that for both of its endpoints, there is an edge incident to it
that is in no maximum k-regular subgraph, then there is a minimal degree Nullstel-
lensatz certificate of the form β1, β
1
2, . . . , β
1
s, where β1 is the coefficient polynomial
guaranteed in Theorem 3.5.
3. A graph G “ pV,Eq with vertices labeled 1, . . . , n has a vertex cover of size m if
and only if the following system of equations has a solution:
´pn´mq `řiPrns yi “ 0
y2i ´ yi “ 0 for all i P rns.
yiyj “ 0 for all ti, ju P E.
Furthermore, if the system is infeasible, there is a Nullstellensatz certificate β1, . . . , βs
of minimal degree such the monomials in β1 are in bijection with the independent
sets of G.
4. A graph G with vertices labeled 1, . . . , n and e edges has an edge cover of size m
if and only if the following system of equations has a solution:
´pe´mq `řti,juPE yij “ 0
y2ij ´ yij “ 0 for all ti, ju P E.ś
jPNpiq yij “ 0 for all i P rns.
Furthermore, if the system is infeasible, there is a minimal degree Nullstellensatz
certificate β1, . . . , βs such that the monomials of β1 correspond to the subgraphs of
G that cage no vertex of G.
Proof. We first prove Part 1. First we show that a solution to the system imply
the existence of a regular spanning subgraph of size m. The indicator variables
correspond to edges that will either be in a subgraph satisfying the last set of
equations or not. The last set of equations say that every pair of vertices must
be incident to the same number of edges in the subgraph. The last equations
are homogeneous linear equations and so we use Proposition 3.9 to prove that
Nullstellensatz certificate guaranteed in Theorem 3.5 is a minimal degree certificate.
Now we move to Part 2. Once again, the indicator variables correspond to edges
that will either be in the subgraph or not. The last set of equations say that the
number of that every vertex must be incident to k edges in the subgraph or 0 edges.
The last equations are not homogeneous linear relations. Now suppose that there
is an edge ti, ju that is in a maximum k-regular subgraph and ti, `1u and t`2, ju
are edges in none.
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The polynomial β1 in the certificate β1, . . . , βs given by Theorem 3.5 contains
a monomial for every k-regular subgraph. At least one of these monomials con-
tains the variable yij . There are only two linear relations in which yij appears:
přsPNpiq yisqpřsPNpiq pyis ´ kqq “ 0 and přsPNpiq ysiqpřsPNpjq pysj ´ kqq “ 0. The
former equation involves the variable yi`1 and the latter the variable y`2j . But
neither of these variables appear in monomials of maximal degree by assumption.
Therefore monomials of maximal degree involving yij cannot be gotten rid of by
the polynomials f2, . . . , fs. So the total degree of β1 cannot be reduced.
Now we prove Part 3. We first consider a different system modeling vertex cover:
´m`řiPrns xi “ 0
x2i ´ xi “ 0 for all i P rns.pxi ´ 1qpxj ´ 1q “ 0 for all ti, ju P E.
In this system, the indicator variables correspond to vertices that will be either
in a vertex cover or not. The last set of equations say that for every edge, at
least one of its endpoints must be included the in the vertex cover. However, this
system is not subset closed, in fact it is the opposite. If a set is a vertex cover,
so is any superset. So for Theorem 3.5 to be applicable, we make the variable
change ´yi “ xi ´ 1. Plugging this variable change in gives us the equations in
the statement in the theorem and is now subset closed. However, it defines an
isomorphic ideal. We then note that these equations model independent set on the
same graph and use Theorem 2.2.
Lastly, we prove Part 4. Like in Part 3, we first consider the following system:
´m`řti,juPE xij “ 0
x2ij ´ xij “ 0 for all ti, ju P E.ś
jPNpiq pxij ´ 1q “ 0 for all i P rns.
In this system, the indicator variables correspond to edges that are in the edge
cover or not. The last equations say that for every vertex, at least one of its
incident edges must be in the edge cover. Once again, this system is the opposite of
being subset closed: any superset of an edge cover is an edge cover. So once again
we make a variable substitution, this time ´yij “ xij ´ 1. Plugging in gives us
the system in the statement of the theorem. We then use Proposition 3.9, noting
there are no linear relations among the indicator variables, and note that those
square free monomials that get sent to zero are those divisible by a monomial of
the form
ś
jPNpjq xij . If a monomial is not divisible by a monomial of such a form,
it corresponds to a subgraph that cages no vertex.

We see from Part 2 of Theorem 3.14 that whether or not a minimal degree Null-
stellensatz certificate exists that enumerates all combinatorial structures satisfying
the polynomial constraints is sensitive to the input data. We also from the proofs
of Parts 3 and 4 how Theorem 3.5 might not be applicable. However, in the case
of a superset closed system, it is generally possible to change it to a subset closed
system using the change of variables exhibited in the proof of Theorem 3.14.
While the systems of equations for Parts 3 and 4 of Theorem 3.14 are not the
most obvious ones, because they can be obtained from a more straightforward
system by a linear change of basis, we have the following Corollary.
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Corollary 3.15.
Part 1. A graph G “ pV,Eq with vertices labeled 1, . . . , n has a vertex cover of size
m if and only if the following system of equations has a solution:
´m`řiPrns xi “ 0
x2i ´ xi “ 0 for all i P rns.pxi ´ 1qpxj ´ 1q “ 0 for all ti, ju P E.
Furthermore, if the system is infeasible, the degree of a minimum degree Nullstel-
lensatz certificate is the independence number of G.
Part 2. A graph G “ pV,Eq with vertices labeled 1, . . . , n and e edges has an edge
cover of size m if and only if the following system of equations has a solution:
´m`řti,juPE xij “ 0
x2ij ´ xij “ 0 for all ti, ju P E.ś
jPNpiq pxij ´ 1q “ 0 for all i P rns.
Furthermore, if the system is infeasible, the degree of a minimum degree Nullstel-
lensatz certificate is equal to the maximum number of edges a subgraph of G can
have such that no vertex of G is caged.
Proof. For both parts, the correctness of the system of equations was proven in
Theorem 3.14. Furthermore, these systems are equivalent to the systems in Parts
3 and 4, respectively, in Theorem 3.14 after an invertible linear change of basis.
This means that if β1, . . . , βs is a minimum degree Nullstellensatz certificate for
the systems in Theorem 3.14, then applying an an invertible linear change of basis
to the variables in the βi preserves their degrees. Thus the degrees any minimum
degree Nullstellensatz certificate for the systems in the statement of the corollary
must be the same.

4. Perfect Matchings
We now turn our attention to the problem of determining if a graph has a perfect
matching via Nullstellensatz certificate methods. Unlike many of the problems
considered in the previous section, this problem is not NP-complete. Edmond’s
blossom algorithm determines if a graph G “ pV,Eq has a perfect matching in time
Op|E||V |1{2q. The following set of equations has been proposed for determining if
a graph G has a perfect matching.
(1)
ř
jPNpiq xij “ 1 i P V pGq
xijxjk “ 0 @i P V pGq, j, k P Npiq
where Npiq denotes the neighborhood of vertex i. The first equation says that a
vertex must be incident to at least one edge in a perfect matching and the second
equation says it can be incident to at most one edge. So indeed, these equations
are infeasible if and only if G does not have a perfect matching. However, there is
not yet a complete understanding of the Nullstellensatz certificates if this system
is infeasible [23].
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We note that the equations x2ij´xij can easily be seen to be in the ideal generated
by the Equations 1. Thus the variables xij are indicator variables. However, there
is no equation of the form ´m `řxij , so we are not in the situation required to
apply Theorem 3.5. That said, there still exists a Nullstellensatz certificate such
that the non-zero monomials are precisely those corresponding to matchings in the
graph G.
We observe that a matching on a graph G corresponds precisely to an indepen-
dent set of its line graph LpGq. In fact, there is a bijection between independent
sets of LpGq and matchings of G. This suggests a different set of equations for
determining perfect matchings of G that mimic those in Proposition 2.1.
(2)
x2ij ´ xij “ 0, ti, ju P EpGq,
xijxik “ 0, ti, ju, ti, ku P EpGq,ř
ti,juPEpGq xij “ |V pGq|{2.
It quickly follows from Proposition 2.1 that the solutions to this system forms
a zero-dimensional variety whose solutions correspond to perfect matchings. How-
ever, we also know from Theorem 2.2 that if the system is infeasible then there is
a unique minimum degree Nullstellensatz certificate whose degree is the size of a
maximum matching of G. Furthermore, the coefficient polynomial for the equa-
tion
ř
xij “ |V pGq|{2 in this certificate has monomials precisely corresponding to
matchings in G.
Equations 1 and Equations 2 define the same variety as a set. We now want
to find a way of turning a Nullstellensatz certificate for Equations 2 into a Null-
stellensatz certificates for Equations 2. This should be possible if Equations 1 and
Equations 2 both define the same ideal. It is sufficient to show that both generate
a radical ideal. We have the following lemma (cf. [16]).
Proposition 4.1 (Seidenberg’s Lemma). Let I Ă krx1, . . . , xns be a zero di-
mensional ideal. Suppose that for every i P rns, there is a non-zero polynomial
gi P I X krxis such that gi has no repeated roots. Then I is radical.
We see that the polynomials of the form x2ij´xij satisfy the conditions of Propo-
sition 4.1 and so both ideals are indeed radical. By Theorem 2.2, if Equations 2
are infeasible, we have a Nullstellensatz certificate of the form
1 “ A
ˆ
´ |V pGq|
2
`
ÿ
ti,juPEpGq
xij
˙
`
ÿ
ti,ju‰ti,ku
PEpGq
Qijkxijxik `
ÿ
ti,juPEpGq
Pijpx2ij ´ xijq,
where A is a polynomial whose monomials are in bijection with matchings of G and
all coefficients are positive real numbers. If Equations 1 are infeasible, we denote
by the polynomials ∆i and Θ
i
jk a Nullstellensatz certificate such that
1 “
ÿ
iPV pGq
∆i
„
p
ÿ
jPNpiq
xijq ´ 1

`
ÿ
ti,ju‰ti,kuPEpGq
Θijkxijxik.
Proposition 4.2. If Equations 1 are infeasible, then there is a Nullstellensatz
certificate ∆i, i P V pGq, and Θijk for ti, ju ‰ tj, ku P EpGq such that
(a) The degree of each ∆i is the size of a maximal matching of G.
(b) For every matching M of G, the monomial
ś
ti,juPM xij appears with non-zero
coefficient in ∆i for all i P V pGq.
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(c) The degree of Θijk is less than or equal to the degree of ∆` for all i, j, k, ` P V pGq.
Proof. First we note that
1
2
ÿ
iPV pGq
„
p
ÿ
jPNpiq
xijq ´ 1

“ ´|V pGq|
2
`
ÿ
ti,juPEpGq
xij .
Then for ti, ju P EpGq we have that
Pijpx2ij ´ xijq “ Pij
ˆ
xijr´1`
ÿ
ti,kuPEpGq
xiks ´
ÿ
ti,kuPEpGq
j‰k
xijxik
˙
.
So if A, Pij and Q
i
jk are a Nullstellensatz certificate for Equations 2, then we see
that if we set
∆i :“ 1
2
A`
ÿ
jPNpiq
Pijxij and
Θijk :“ Qijk ´ Pij
ÿ
ti,kuPEpGq
j‰k
xijxik,
that we get a Nullstellensatz certificate for Equations 1. Since degpPijq ă degpAq
and both have only positive real coefficients, degp∆iq “ degpAq, which is the size
of a maximal matching of G, using Theorem 2.2. This also implies Part (b) of the
statement. Lastly, we note that since degpQijkq ď degpAq ´ 2 that Θijk has degree
at most degpAq “ degp∆iq, again using Theorem 2.2. 
While Proposition 4.2 implies the existence of an enumerative Nullstellensatz
certificate similar to that in Theorem 2.2, it is not necessarily of minimal degree.
In fact many times it will not be. Consider the following result.
Theorem 4.3. A loopless graph G has a degree zero Nullstellensatz certificate
β1, . . . , βs for Equations 1 if and only if G is bipartite and the two color classes are
of unequal size. Furthermore, we can choose such a Nullstellensatz certificate such
that for each non-zero βi, |βi|´1 can be take to be equal to the difference in size of
the independent sets.
Proof. Let G “ pV,Eq and fi “ řjPNpiq xij ´ 1 for i P V . Suppose the graph G is
bipartite and has two color classes A and B, such that |A| ą |B|. Let c “ 1|A|´|B| ,
then we have that ÿ
iPA
cfi `
ÿ
jPB
´cfj “ 1,
so this gives a Nullstellensatz certificate of degree 0 for G.
Conversely, suppose that G has a degree zero Nullstellensatz certificate β1, ..., βs.
Clearly, the coefficients of the equations of the form xijxjk have to be zero. Now
for some vertex vi, let the equation fi have βi “ c, for c P C. Then for all j P Npiq
we have that βj “ ´c. Repeating this argument, we see that G can not have any
odd cycles. Furthermore, for the sum to be unequal to 0, we need the sizes of the
color classes to be unequal. 
We see that as the size of the graphs being considered grows, the difference in
the degree of Nullstellensatz certificate given in Proposition 4.2 and a the degree
of a minimal degree certificate can grow arbitrarily large since Theorem 4.3 gives
an infinite family of graphs with degree zero Nullstellensatz certificates.
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We analyze the time complexity of the NulLA algorithm if it is promised a
connected bipartite graph with independent sets of unequal size for returning the
result that the equations are infeasible. The algorithm first assumes that the poly-
nomial equations has a Nullstellensatz certificate of degree zero, which we know
from Theorem 4.3 to be true in this case. Letting fi “ řjPNpiq xij ´ 1 and
gijk “ xijxik, then the algorithm will try to find constants αi and βijk such thatř
αifi ` řβijkxijxik “ 1. However, we immediately see that βijk “ 0 for all
ti, ju, ti, ku P EpGq.
So we consider an augmented matrix M |v with columns labeled by the constants
αi, β
i
jk and rows for each linear relation that will be implied among the constants,
which we now determine. Each variable xij , ti, ju P EpGq, appears as a linear
term in exactly two polynomials: fi and fj . We see that this imposes the relation
αi`αj “ 0 for ti, ju P EpGq. Because of the ´1 appearing in each fi, we also have
that
ř
iPrns αi “ ´1. Lastly, since each gijk has no monomial in common with gi
1
j1k1 ,
there are no relations among the βijk. So we see that the number of rows of M is
|EpGq| ` 1.
The matrix M can then be described as follows: If we restrict to the columns
labeled by the αi, we get a copy of the incidence matrix of G along with an extra
row of all one’s added to the bottom. The columns labeled by βijk are all zero
columns. The augmented column v has a zero in every entry except the last, which
is contains a negative one.
The NulLA algorithm seeks to determine if this linear system has a solution.
Since we have a matrix with |V pGq| nontrivial columns and |EpGq| ` 1 ě |V pGq|
rows. This takes time Ωp|V pGq|ωq to run (where ω is some constant ą 2, although
conjectured to asymptotically approach 2, depending on the complexity of matrix
multiplication [6]). However, two-coloring a graph and counting the size of the two
independent sets can be done in time Op|V pGq| ` |EpGq|q “ Op|V pGq|2q. So even
in the best case scenario, the NulLA algorithm is not an optimal algorithm.
4.1. Nullstellensatz certificates for Odd Cliques. We now turn our attention
to another question inspired by Proposition 4.2. When is the Nullstellensatz cer-
tificate given in that theorem of minimal degree? Surprisingly, this turns out to be
the case for odd cliques. This is especially unappealing from an algorithmic stand-
point as any graph with an odd number of vertices clearly cannot have a perfect
matching.
Throughout the rest of the is section, we take G “ Kn, for n odd. To prove our
result, we will work over the ring R “ Crxij | ti, ju P rns, i ‰ js{I where I is the
ideal generated by the polynomials x2ij ´ xij and xijxik for ti, ju, ti, ku P EpKnq.
We will be doing linear algebra over this ring as it is the coefficient polynomials ∆i
that we are most interested in. Furthermore, we note that adding the equations
x2ij ´ xij does not increase the degree of the polynomials ∆i in a certificate and it
is convenient to ignore square terms.
Working over R, we now want to find polynomials ∆i, i P rns, such thatř
iPrns∆ip
ř
jPNpiq xij ´ 1q “ 1. Our goal is to prove that each ∆i has degree tn{2u,
which is the size of a maximum matching in Kn, for n odd.
We already knew from Theorem 4.3 that any Nullstellensatz certificate for Kn
must be of degree at least one. For the proof of the statement, it will be convenient
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to alter our notation. We now denote the variable xij for e “ ti, ju P EpKnq as xe.
We will also write ∆v for v P V pKnq.
Theorem 4.4. The Nullstellensatz certificate given in Proposition 4.2 is a minimal
degree certificate for Kn, n odd.
Proof. By Proposition 4.2 we know that there exists a Nullstellensatz certificate of
degree tn{2u. We work in the ring R :“ Crxij : i ‰ j P rnss{I, where I is generated
by the second set of equations in Equations 1. Let M be the set of matchings of
Kn, and, for M PM let xM “ śePM xe. Since we are working in R, by Lemma
3.3, we can write
∆v “
ÿ
MPM
αv,MxM .
A Nullstellensatz certificate gives us that in R
ÿ
vPV pKnq
∆v
¨˝ ÿ
ePNpvq
xe ´ 1‚˛“ 1.
The coefficient of xM is given byÿ
vPV pKnq
´αv,M `
ÿ
ePM
ÿ
vPe
αv,Mze,
which has to equal zero in a Nullstellensatz certificate if |M | ą 0. Now, if there is
a Nullstellensatz certificate of degree l ă tn{2u, then, if |M | “ l ` 1, we see that
RM :“
ÿ
e“tu,vuPM
pαu,Mze ` αv,Mzeq “ 0,
and by edge transitivity of G, summing over these relations implies thatÿ
vPV pKnq
ÿ
MPM
|M |“l
αv,M “ 0.
Furthermore, we have
0 “
ÿ
vPV pKnq
ÿ
MPM
|M |“l
´αv,M `
ÿ
ePM
ÿ
vPe
αv,Mze ùñ
0 “
ÿ
ePM
ÿ
vPe
αv,Mze
Then summing over the linear relations in the second line above gives
0 “ pl ´ 1q
ÿ
vPV pKnq
ÿ
MPM
|M |“l´1
αv,M
Repeating this, we obtain that ÿ
vPV
αv,H “ 0,
which contradicts the assumption that the ∆v give a Nullstellensatz certificate as
we must have ÿ
vPV
αv,H “ ´1.
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Thus we can conclude that there is no Nullstellensatz certificate where all ∆v have
degree at most tn{2u´ 1 in R. But we know from Proposition 4.2 that there exists
a Nullstellensatz certificate where each ∆v has degree tn{2u and all other coefficient
polynomials have degree at most tn{2u. So this Nullstellensatz certificate is of
minimal degree. 
So we see that using NulLA to determine if a graph has a perfect matching using
Equations 1 can be quite problematic. Since any graph with and odd number of
vertices cannot have a perfect matching, the NulLA algorithm does a lot of work:
for every i P rtn{2us, it determines if a system of linear equations in `a`ii ˘ where
a “ `n2˘ variables, which is the number of monomials in the variables xij of degree
i. However, the NulLA algorithm could be made smarter by having it reject any
graph on odd vertices before doing any linear algebra. This leads us to an open
question:
Question 1. Is there a family of graphs, each with even size, none of which have a
perfect matching, such that the Nullstellensatz certificate given in Proposition 4.2
is of minimal degree?
We actually implemented the NulLA algorithm to try and find examples of
graphs with high degree Nullstellensatz certificates for Equations 1. The only ones
were graphs containing odd cliques. This leads us to wonder if there are natural
”bad graphs” for the degree of the Nullstellensatz certificate and if their presence
as a subgraph determines the minimal degree. Formally:
Question 2. Are there finitely many families of graphs G1, . . .Gk such that the
degree of a minimal degree Nullstellensatz certificate for Equations 1 of a graph G
is determined by the largest subgraph of G contained in one of the families Gi?
5. Conclusion
In tackling decision problems, it is often a natural idea to rephrase them in some
other area of mathematics and use algorithms from said area to see if performance
can be improved. The NulLA algorithm is inspired by the idea of rewriting combi-
natorial decision problems as systems of polynomials and then using Gro¨bner basis
algorithms from computational algebraic geometry to decide this problems quickly.
Amazingly, from a theoretical point of view, the rewriting of these problems
as polynomial systems is not just a change of language. Lots of combinatorial
data seems to come packaged with it. Throughout this paper, we have seen time
and again that simply trying to solve the decision problem in graph theory might
actually involve enumerating over many subgraphs. The theory of Nullstellensatz
certificates is fascinating for the amount of extra information one gets for free by
simply writing these problems as polynomial systems.
From an algorithmic viewpoint, our results suggest that one should be cautious
about using the NulLA algorithm as a practical tool. The NulLA algorithm always
finds a minimal degree certificate, and our theorems show that such certificates may
entail solving a harder problem that the one intended. However, we do not know
which minimal degree Nullstellensatz certificate will get chosen: maybe there are
others that are less problematic algorithmically.
Certainly, however, work should be done to understand which minimal degree
Nullstellensatz certificates will actually be found by the algorithm if there is to be
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any hope in actual computational gains. We have analyzed the worst case scenario,
but it is unclear how often it will arise in practice.
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