This paper introduces a new fast algorithm for the 8-point discrete cosine transform (DCT) based on the summation-by-parts formula. The proposed method converts the DCT matrix into an alternative transformation matrix that can be decomposed into sparse matrices of low multiplicative complexity. The method is capable of scaled and exact DCT computation and its associated fast algorithm achieves the theoretical minimal multiplicative complexity for the 8-point DCT. Depending on the nature of the input signal simplifications can be introduced and the overall complexity of the proposed algorithm can be further reduced. Several types of input signal are analyzed: arbitrary, null mean, accumulated, and null mean/accumulated signal. The proposed tool has potential application in harmonic detection, image enhancement, and feature extraction, where input signal DC level is discarded and/or the signal is required to be integrated. Discrete transforms play a central role in signal processing. Noteworthy methods include trigonometric transformssuch as the discrete Fourier transform (DFT) [1], discrete Hartley transform (DHT) [1], discrete cosine transform (DCT) [2], and discrete sine transform (DST) [2]-as well as the Haar and Walsh-Hadamard transforms [3]. Among these methods, the DCT has been applied in several practical contexts: noise reduction [4], watermarking methods [5], image/video compression techniques [2], and harmonic detection [2]
Mathematical Background 2.1 Summation-by-parts
The summation-by-parts technique is the discrete-time equivalent of the integration-by-parts method [23] . Let x[n]
and y[n] be two discrete-time signals. The summation-by-parts prescribes that [23, 28] : where ∆ denotes the forward difference operator given by ∆y [n] y[n + 1] − y[n] [23] . Above expression can be simplified with the assumption of the following additional weak conditions. Admitting that the considered signals are periodic with period N , it was established in [30] that:
The above condition is not too restrictive. Indeed discrete-time Fourier analysis often assume that the input signals are periodic [1, 2, 37] . In particular, the DCT can be obtained as the solution to the harmonic oscillation problem [2] .
The expression
N−1 n=0 x[n] · y[n] can be interpreted as a discrete-time transformation. Let x[n] be the input signal to be transformed and y[n] = ker[n, k] be a given discrete transformation kernel for the kth transform-domain component. Therefore, we have that:
x[n] · ker[n, k], k = 0, 1, . . . , N − 1, DFT [1] exp −j 2πnk N DHT [1] cas 2πnk N DCT [2] cos π(2n+1)k
2N
DST [2] sin π N (k + 1 2 )(n + 1 2 ) where X[k] is the transformed output signal. Table 1 summarizes common transformation kernels. Therefore, applying (1) into (2) yields the following expression for the transform-domain components: 
where z[n] = n i=0 x[i], for n = 0, 1, . . . , N − 1. Comparing (2) with (3), we notice that the original transform expression was re-written into an alternative form where both the input data and the kernel function were processed.
Notice that z[n] is the output of an accumulator system for input signal x[n] [1] ; whereas ∆ ker[n, k] derives from a forward difference system for input signal ker[n, k] [1] . Although the forward difference system is not causal, this fact poses no difficulty to above formalism. This is because ker[n, k] is not a random real-time sequence-but a deterministic sequence whose values are known a priori [19, p. 7] .
Moreover, if x[n] possesses null mean, then the following expression holds true:
For trigonometric transforms, above condition implies X[0] = 0 (null DC value). Therefore, (3) can be simplified and written as:
Above summation ranges from 0 to N − 2. This means that the transformation matrix linked to (3) has dimension (N − 1) × (N − 1). This fact contrasts with the original transformation matrix, which has size N × N . Thus, the summation-by-parts effected a dimension reduction of transform computation. As a consequence, the computational cost of associate algorithms is expected to be reduced. Figure 1 depicts the overall diagram for the transform computation based on the summation-by-parts formula, when x[n] is assumed to be an arbitrary signal. Notice that, if N is a power of two, both the DC removal block and the accumulation system are multiplierless operations.
Discrete Cosine Transform
The DCT is a linear transformation that maps an N -point discrete-time signal x[n] into another N -point discrete-time signal X[k] according to the following relationship [16] :
z [1] z [2] z [3] z [4] z [5] z [6] √ where k = 0, 1, . . . , N − 1, α0 = 1/ √ 2, and α k = 1, for k > 0. The above expression can be given a compact format by means of matrix representation. Indeed, considering signals x[n] and X[k] in column vector format as
⊤ , we have that:
where CN is the DCT matrix, whose (k, n)-entry is given by 4 √ N α k cos π(2n+1)k
2N
. For N = 8, we have the following transformation matrix:
where c k = cos(kπ/16), for k = 1, 2, . . . , 7. This particular definition of the DCT is adopted in [38, 39, 40] , having been considered to derive the well-known Loeffler DCT algorithm [16] . Notice that √ 2·c4 = 1; therefore the DC component
is evaluated without multiplications [16] . In [32] , Heideman introduces an in-depth mathematical analysis of the multiplicative complexity of major discrete transforms. A result from multiplicative complexity theory that is relevant to the current work is the following. If the transform blocklength is a power of two, N = 2 r , r = 1, 2, . . ., then the minimum multiplicative complexity µ(N ) of the DCT has a general formula given by µ(2 r ) = 2 r+1 − r − 2 [32, Theorem 6.3, p. 117]. For N = 8, we obtain µ(2 3 ) = 11.
DCT Computation via Summation-by-parts
In this section, we apply the summation-by-parts technique to propose an alternative computation of the 8-point DCT. Next we analyze the resulting expressions in order to derive a fast algorithm by means of matrix factorization.
Matrix Formalism
To facilitate the development of the sought DCT fast algorithm, we re-cast the summation-by-part formula into matrix formalism. But, first, the forward difference operator needs to be adapted to manipulate matrices. Let M be a square matrix. Then ∆M is the matrix resulted from cyclically applying the forward difference operator to each row of M.
Therefore, considering the summation-by-parts formula shown in (4), we have that (6) can be written according to:
⊤ is the accumulated input signal, and
Considering the sum-to-product identities [41, p. 72 ] and symmetry identities [23] , the entries of the matrix ∆C can be given a multiplicative form, as shown below:
If the input signal possesses null mean, then we have that X[0] = 0 and z[N − 1] = 0. Therefore, the first row and last column of ∆C can be neglected. It follows that only the remaining 7×7 submatrix is necessary for the computation of X. This particular matrix is given by: Notice that C is sufficient for the computation of all DCT coefficients-except the DC level.
Scaling Matrix
An examination of matrix C shows repeated multiplicands along its rows. Thus, the following factorization is obtained: [43, 44] .
Notice also that the scaling factor 2 √ 2s4 = 2 is a trivial multiplication [20] that can be implemented via a simple bit-shifting operation. Therefore, the computational cost of the scaling matrix S is actually only six-not seven-multiplications.
Fast Algorithm
Now our aim is to provide a sparse matrix factorization to C. Because C is a highly symmetrical matrix, factorization methods based on butterfly structures can be directly applied [1, 2, 20] . Therefore, we obtain the following factorization: Matrix P is a simple permutation matrix, which represents no computational cost. In terms of hardware, P translates into simple wiring. Matrix A is an additive matrix consisting of the usual butterfly stage present in decimation-infrequency algorithms [20] . The remaining matrix M is block-diagonal and still contains mathematical redundancies due to its symmetrical nature. Considering the matrix factorizations for fast algorithm design described in [20] , the following expression can be obtained: z [1] z [2] z [3] z [4] z [5] z [6] √ Figure 2 : SFG for the proposed algorithm. Dashed lines represents multiplication by −1.
The block-diagonal matrix M2 contains a rotation block s 2 s 6 s 6 −s 2 , which can be further decomposed [2] . Thus, we have: and R2 = diag(1, 1, s2, 1, 1, 1, 1, 1).
By means of usual trigonometric manipulations, we notice that the required multiplicands in R1 satisfy: s2 + s6 = √ 2 c2 and s6 − s2 = √ 2 s2. Finally, the complete sparse matrix factorization is given by:
The signal flow graph (SFG) for the proposed algorithm is shown in Figure 2 .
Computational Complexity Assessment and Comparison
In this section, we assess the computational complexity of the proposed algorithm as measured by its arithmetic cost.
For such, we evaluate the additive and multiplicative count required by the introduced method.
Results
We distinguish the following scenarios for the input data: (i) arbitrary signal; (ii) null mean signal; (iii) accumulated signal; and (iv) null mean and accumulated signal. Scenario (i) is the most general case. Thus, there is less redundancy to be exploited aiming at the minimization of computational cost. Scenario (i) is commonly found in image compression applications [2, 37] . Scenario (ii) is pertinent in the context of feature detection, for instance, where DC level may not be relevant [33, 34] . Scenario (iii) represents the case where the input signal is natively accumulated (integrated). This situation occurs in face recognition problems, where usual algorithms require data to be integrated [35, 36] . Scenario (iv) is a combination of above last two cases. Notice that Scenario (ii) does not
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Ó × Ø Ö ÑÓÚ Ð ÙÑÙÐ Ø ÓÒ ËÝ×Ø Ñ Figure 3 : SFG for pre-processing stage consisting of the DC component removal coupled with accumulation system. require the DC offset removal block (cf. Figure 1) ; Scenario (iii) does not require the accumulation system but needs a DC removal block; and Scenario (iv) requires neither the DC offset removal block nor the accumulation system. is not ideally suitable for the proposed algorithm because it benefits of the DC level removal and accumulated input signal. However, even in this case, the introduced algorithm could achieve the theoretical minimum of multiplicative complexity.
Discussion
For Scenario (i), the DC offset removal block requires seven additions to compute the mean value and then seven subtractions to remove the DC level from input samples x[0], x [1] , . . . , x [6] . Thus, a total of 14 additions are necessary.
The accumulation system requires a total of six additions (cf. (4)). Thus, the DC removal block combined with accumulation system requires a total of 20 additions. Figure 3 details the inner structure of each of the abovementioned blocks. Multiplicative costs are concentrated in matrices S, R1, R2, and M3. They account for 11 nontrivial multiplications, which is the minimum multiplicative complexity for the 8-point DCT [31, 32] . Matrices M1, R1, R3, M4, and A contribute with 19 additions. Thus, under Scenario (i), the proposed algorithm requires a total of 39 additions. As we demonstrate below, this is the only scenario where the proposed method cannot outperform the most relevant method for the 8-point DCT computation. Nevertheless, even in this scenario, the proposed method attained the theoretical minimal multiplicative complexity, which is a relevant figure of merit [20] . In comparison with competing methods, the extra required computation consists of additions only.
Under Scenario (ii), the proposed algorithm does not demand the DC removal block but only one instantiation of an accumulation system (Figure 3, rightmost subblock) . Therefore, a total of 13 additions in savings is attained when compared to Scenario (i). Consequently, considering Scenario (ii), the proposed algorithm requires only 25 additions. Proposed Yes
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x [1] x [2] x [3] x [4] x [5] x [6] x [7] x[0] z[0] z [1] z [2] z [3] z [4] z [5] z [6] Usual methods presented in literature can be adapted for Scenario (ii). However, when compared to the costs under Scenario (i), such methods could save only three additions, instead of seven additions for the computation of the DC level. This is particularly true for both Loeffler [16] and Lee [15] algorithms which demand the same number of multiplications as the proposed method when exact spectrum is required. Additionally, the proposed algorithm can furnish a scaled version of the DCT spectrum at the same performance required by the Arai algorithm [18] .
Under Scenario (iii), the proposed method does not demand the accumulation system, but still requires the DC removal block. In this case, the DC removal block must be adapted to process accumulated input signals. Figure 4(a) shows the modified DC removal block, which requires 10 additions to generate the sought sequence z[n]. In contrast, traditional methods for DCT computation when faced with accumulated signals have to pre-process the input data through a difference system. Figure 4(b) shows the SFG for a difference system, which is completely eliminated in the proposed algorithm.
Scenario (iv) is a combination of Scenarios (ii) and (iii); being the most appropriate scenario for the proposed method. In this case, the proposed algorithm does not require any pre-processing stage, being the input data directly applicable. Thus, the proposed method is limited the operations described in the architecture shown in Figure 2 .
Under this scenario, usual methods requires a pre-processing stage consisting of a difference system (Figure 4(b) ), which demands seven extra additions.
The proposed algorithm can be extended for different sequence sizes, which can benefit multiple-blocklength encoding methods such as HEVC [12, 2] . Such extension can be derived from (3) assuming an arbitrary length N .
Considering the DCT kernel (Table 1 ) and applying the forward difference operator, we obtain:
where α k is given as in (5) can be immediately extended to the 2D case without any additional modification [2] .
Regarding the DCT computation over 2D domain, different image representation schemes can be employed in order to reduce the overall execution time. The works on [45, 46, 47, 48] consider a different image representation based on slice intensity representation (ISR). Although this representation can be useful for some scenarios such as pattern recongnition [49, 50, 51] , we attain to the usual image representation adopted by the signal processing community [20, 2, 3] .
Remarks and Conclusion
In this paper, we proposed a new method for the 8-point DCT computation based on the summation-by-parts formula.
A matrix formalism was furnished and its arithmetic complexity was assessed.
The proposed method attained the theoretical multiplicative complexity lower bound for the computation of the exact DCT as detailed in [32] . The theoretical minimum is consists of 11 multiplications. Per se, achieving the minimum of 11 multiplications is not a trivial task. Not many DCT algorithms are capable of such, being the Loeffler DCT the most popular method in literature to achieve the minimum [16] .
Moreover, the introduced method could also compute the scaled DCT with only five multiplications, matching the well-known Arai DCT [18] . Thus the proposed method can simultaneously match both Loeffler and Arai DCT in terms of multiplicative complexity. Not only it could attain the multiplicative complexity minimum, but it could also outperform several competing methods in three different scenarios when we also consider the additive complexity as a secondary comparison metric. In fact, it outperformed several popular DCT algorithms, when the input signal is assumed to possess null mean or/and it is an integrated (accumulated) signal.
The proposed design can be understood as a fundamental mathematical block to be considered for software and hardware realizations. Additionally, the field of integer and approximate transforms can benefit of the proposed scheme [52, 53] . Indeed, the design of extremely low-complexity approximation methods relies on exact algorithms.
Therefore, exact, algebraically precise methods can be a useful resource; even when an approximation could be enough [54] .
Particularly, the proposed method is an alternative to Arai algorithm [18] for selected scenarios. The suggested method is suitable in the context of feature detection, where DC level may not be relevant [34] as well as in situations where traditional algorithms require data to be integrated, such as in face recognition problems [35, 36] . In future works, we aim at applying the summation-by-parts formula to different transforms at various blocklengths.
