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Abstract
We show that the change of the fluctuation spectrum near the quantum
critical point (QCP) may result in the continuous change of critical exponents
with temperature due to the increase in the effective dimensionality upon ap-
proach to QCP. The latter reflects the crossover from thermal fluctuations
white noise mode to the quantum fluctuations regime. We investigate the
critical dynamics of an exemplary system obeying the Bose–Einstein employ-
ing the Keldysh–Schwinger approach and develop the renormalization group
technique that enables us to obtain analytical expressions for temperature
dependencies of critical exponents.
1. Introduction
Quantum phase transitions (QPT) and related quantum criticality is one
of the central topics in modern physics, see [1, 2] for comprehensive reviews.
Quantum phase transitions taking place at the zero temperature drven by
the variation of one of the characteristic parameters are ubiquitous in nature
and occur in the diversity of systems ranging from the rare-earth magnetic in-
sulators [3] and heavy fermion hosting compounds [4, 5] to high-temperature
superconductors [6, 7] and superconducting films [8]. Remarkably, near the
QPT their dynamic and static criticalities are intricately intertwined at vari-
ance to those in classical transitions, and this feature may be the source of
still remaining challenges in understanding the details of the crossover from
the classical to quantum critical behaviors.
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One of these challenges is the possibility of the temperature dependence
of critical exponents, which have to change from their classical to their mean-
field values upon the decrease in temperature. In spite of tantalizing experi-
mental reports [9, 10, 11, 12, 13], its very existence still remains the subject of
fierce debate. Likewise, the theoretical description of the possibility of such
a change remains an open problem. Here we try to meet this challenge and
develop the approach based on the Keldysh–Schwinger technique enabling
the description of classical and quantum critical dynamics within the unique
framework accounting for, in particular, for the dissipative processes.
The paper is organized as follows: we shortly touch upon the common wis-
dom point of view on quantum–classical crossover, and start with introducing
the Keldysh–Schwinger approach to the non-equilibrium dynamics descrip-
tion of a Bose system. Then we take the respective classical and quantum
limits, and, finally, we describe the crossover between the dissipative and adi-
abatic regimes. Having established the technique, we apply it to description
of the dissipative quantum regime near the QCP and develop the renor-
malization group allowing to treat the crossover from classical to quantum
fluctuations. We calculate the change of the critical exponents with tem-
perature near the QCP. Finally, the crossover from the dissipative-quantum
critical regime to the adiabatic one is explained in terms of renormalization
procedure.
2. Quantum–classical crossover near quantum critical point
According to common wisdom viewpoint, the quantum critical point is
gapless and scale invariant, i.e. the system experiences quantum fluctua-
tions at all frequencies down to zero [1] fluctuations frequency ω0. The latter
depends on the system nature. For example, in magnet systems this value
corresponds to exchange energy. Temperature introduces a new energy scale
into the quantum problem and cuts off coherent quantum fluctuations in the
infrared spectrum range, ω < 1/~β, in which thermal fluctuations present.
We take it that in quantum limit, the effective dimension of d-dimensional
system is d+1, because in addition to the d spatial dimensions one temporal
dimension of the size Lτ = ~β appears. On the other hand, the physics has
to be continuous in temperature. As a result, the question arises of how the
system “learns” that its dimension has been changed. The answer to this is
illustrated in Fig. 1, on which one can see how the system can go between
different fluctuation regimes. According to this picture, the key parameter
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depending on the system effective dimension is the ratio of the correlation
time growing near critical point to the quantum temporal size growing with
the decreasing temperature. Upon crossing the ratio ~β ∼ ∆−νz, the system
effective dimension is changes, d↔ d+ 1.
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Figure 1: Illustration of fluctuation regime close to a quantum critical point, inspired by
the illustration of the growing correlation volume as the T=0 critical coupling in [1]: a) the
correlation time is shorter than ~β1, the system is in quantum fluctuation regime; b) if the
system becomes closely to the critical point, ∆2 < ∆1, then the correlation time exceeds
~β1 and the system goes in thermal fluctuation regime; c) the temperature increasing,
T1 → T2 < T1, brings back the quantum fluctuations dominating, ξz = ∆−νz < ~β2. T0 is
the minimum limit of temperature corresponding to the zero fluctuation frequency of the
system, T0 = ~ω0/kB, kB is the Boltzmann constant.
As phase transitions are sensitive to system’s dimensionality, one can
expect that the finiteness of Lτ at T 6= 0 will modify the critical behavior as
a response to change in ∆ or in temperature. At the longest length scales,
the system is now d dimensional. If the correlation time ξz > Lτ , the critical
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behaviour corresponds to d-dimension system criticality. With temperature
decreasing, Lτ becomes large than correlation time; then the correlated part
of the system “forgets” about its environment and accordingly about thermal
bath. The quantum fluctuations remain only as a result of the effective
system dimension becoming d+ 1.
Let us note again that the physics has to be continuous in temperature.
Therefore the theory of the quantum phase transition should describe the
quantum–classical crossover in dynamics taking into account both quantum
and thermal fluctuations, and keep track continuous transition from first ones
to the second ones. In order to satisfy this condition we will build our theory
on the dynamic approach to phase transitions.
3. Keldysh–Schwinger approach to non-equilibrium dynamics de-
scription
The standard framework for the Keldysh–Schwinger technique [14, 15]
is the path integrals formulation [16, 17, 18, 20], which for convenience, we
briefly introduce here. Let us consider a quantum many-body system gov-
erned by the time-dependent Hamiltonian Hˆ(t). The system’s sate at the
time moment t is set by the function |φ, t〉 (see Appendix I). The time evo-
lution of the system is governed by the evolution operator Uˆ : |φ, t + δt〉 =
Uˆδt|φ, t〉. This operator evolves according to the Heisenberg equation of mo-
tion ~∂tUˆδt = i
[
Uˆδt, Hˆ
]
, which is formally solved as
Uˆδt = exp
[
− i
~
δtHˆ
]
.
The quantum mechanical amplitude describing the transition from the
state |φ, t′〉 to the state 〈φ, t′′| is given by (see Appendix II)
〈φ, t′′|φ, t′〉 = 〈φt′′ |Uˆ |φt′〉 =
∫
Dφ exp
i t
′′∫
t′
dt
~−1L(φ) + i ∫
V
dV
V
φ∗∂tφ


(1)
where φ∗ is the conjugated to φ,
L(φ) = 1
V
∫
V
dV
(
µ
2 φ˙
2 − ξ2(∇φ)
2
)
− P{φ},
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∫
Dφ is the functional integration (see Appendix III), φ is the vector of infinite
dimensionality with components φr, µ, and ξ are the parameters character-
ising the smoothness of φ function in space and time respectively, P{φ} is
the potential energy, V is the system volume and
∫
dV is the integration
over this volume. In the equilibrium case, the initial and final states are in
equilibrium with the thermal bath, and are related to the ground state as
|φeq, t〉 = √ρ0|0〉, where ρ0(T ) is the equilibrium density of states. There-
fore, 〈φ,∞|φ′,−∞〉 = 〈φeq,∞|φeq,−∞〉 = ρ0〈0|0〉 = ρ0, i.e. it is a certain
constant that depends on the temperature. This expression can be rewritten
as
〈φt′′ |Uˆ |φt′〉 =
∫
Dφ exp
i t
′′∫
t′
dt
∫
V
dV
V
φ∗G−1φ
 ,
where [18, 19]
G−1 = τ∂2t − c2τ∇2 + i∂t. (2)
The quadratic part of (2) corresponds to the wave equation µ∂2t φ−ξ∇2φ =
0, thus µ and ξ are related by the wave velocity c: ξ = c2µ. The last term
in (2) describes dissipation. The time scale in the system described by (2),
is given by the quantum-mechanical time scale (coherence time), which is
defined only the Planck constant and mass τ = ~−1µ. In condensed matter
this is the inverse value to the zero-point frequency of the system, ω0 = τ−1.
We consider a non-equilibrium system interacting with the thermal reser-
voir and coming to the thermal equilibrium at t → ∞. We assume that at
t = 0, the system is in the out of equilibrium state |φ0〉 and evolves to its final
equilibrium state, 〈φ∞| ≡ 〈φeq|, characterized by the equilibrium density of
states ρeq. The transition amplitude is [19]:
〈φeq,∞|φ0, 0〉 = 〈φeq|Uˆ∞|φ0〉 =∫
DφeqDφ exp
i ∞∫
0
dt
~−1L(φ) + i ∫
V
dV
V
φ∗∂tφ
+ i~−1τEeq ∫
V
dV
V
φ∗eqφ∞
 .
One can show that this amplitude does not depend on shifting the time
t = ∞ (see Appendix II). However, it depends on the initial state of the
system and, accordingly, on the choice of the initial time. The averaging
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Figure 2: At t = 0 the present states φ0 of both fields are equivalent and, therefore, are
coherent: 〈φ+0 |φ−0 〉 = 〈φ0|φ0〉 = 1. At t = ∞, the system reaches the equilibrium state
φ∞ ≡ φeq which is also equivalent and coherent for both fields φ+∞ ≡ φ−∞. Therefore, the
contour is closed for t = 0 and t =∞. Since at t >∞ the system is in an equilibrium, the
two contour branches are equivalent and can be represented by one line.
operation is not defined in this case and, as a consequence, the statistical
theory can not be formulated.
To get around this problem, we use the following approach: consider a
copy of our system, with the same transition amplitude. We denote the field
in the initial system as φ+ and the field in the replica system as φ−. Recall
that both fields are, in fact, identical, hence 〈φ−0 , 0|φ+0 , 0〉 = 1. Using these
two fields, we close the integration contour at t =∞ (see Fig. 2) and write
1 ≡ 〈φ−0 , 0|φ+0 , 0〉 =
∫
Dφeq〈φ−0 , 0|φeq,∞〉〈φeq,∞|φ+0 , 0〉 = N
∫
Dφ+Dφ−×
∫
Dφeq exp
i ∞∫
0
dt
~−1L(φ+)− ~−1L(φ−) + i ∫
V
dV
V
(
φ+
∗
∂tφ
+ − φ−∗∂tφ−
)+
i~−1τEeq
∫
V
dV
V
(
φ+
∗(∞)− φ−∗(∞)
)
φeq + i~−1τEeq
∫
V
dV
V
φ2eq
.
Here we “glued” two branches of the contour at t =∞, since φeq state does
not depend on the choice of the contour. Now the integration over the contour
yields unity, and the averaging operation in the system with two fields is well
defined because it does not depend on the initial state of the system.
It is convenient to use the frequency representation. Because Eeqφ2eq =
τ
∞∫
−∞
~ω ρ(ω)φ2ωdω, where ρ(ω) = 12 coth (~ω/2kbT ) is the equilibrium density
of states, the integration over φeq yields
〈φ−0 , 0|φ+0 , 0〉 = N ′
∫
Dφ+Dφ− exp
iτ 2 ∞∫
−∞
dω
{1
~
Lω(φ+)−
1
~
Lω(φ−)− ω
∫
V
dV
V
(φ+∗φ+ − φ−∗φ−)− ωρ(ω)
∫
V
dV
V
(φ+ − φ−)2

.
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We now perform Keldysh rotation and introduce new fields, φcl =
√
1/2(φ++
φ−), φq =
√
1/2(φ+−φ−) (φ+ =
√
1/2(φcl+φq), φ− =
√
1/2(φcl−φq)), which
are called “classical” and “quantum” fields, respectively. Using this rotation,
the theory acquires a compact and convenient form. After Wick rotation
t→ it (ω → iω) in the reciprocal space we have
1 = 〈φ−0 , 0|φ+0 , 0〉 = N ′
∫
DφclDφq exp
−V −1k
∞∫∫
−∞
dkdω φ¯∗kGˆ−1k φ¯−k
 ,
where Vk = l−d is the system volume in reciprocal space, φ¯ =
{
φcl, φq
}
and
Gˆ−1 is the inverse Green function operator
Gˆ−1 = τ 3
 0 2+ iτ
−1ω
2− iτ−1ω τ−1ω coth (~ω/2kbT )
 , (3)
where 2 = (c2k2 − ω2) is the d’Alembert operator describing the evolution
of a conservative elastic system. Accordingly, the Green function operator
has the following form:
Gˆ ≡
 Gˆ
K GˆR
GˆA 0
 = iτ−2

τ−1ω coth (~ω/2kbT )
22 + τ−2ω2
1
2− iτ−1ω
1
2+ iτ−1ω
0
 , (4)
where GˆK, GˆA, and GˆR are the Keldysh, advanced, and retarded, Green
functions, respectively, and the former satisfies the quantum fluctuation dis-
sipation theorem (QFDT):
[Gˆ−1]K = coth(~ω/2kbT )Im
(
[Gˆ−1]A
)
.
4. Quantum and classical limits of the Keldysh–Schwinger approach
4.1. Classical limit
Let us consider the classical limit so that T  ~ω/2kB. The critical
dynamics of the system is determined by the Keldysh element of the Green
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function matrix, [Gˆ−1]K = τ−1ω coth(~ω/2kBT ) ≈ 2kBT/~τ . From the non-
equilibrium dynamics [21] we know that this element is the correlation func-
tion of the external noise acting on the system. Thus, in this case the influ-
ence of the thermostat on the system (i.e. the action of the statistical en-
semble on its own element) corresponds to the action of the external “white”
noise, which intensity is proportional to the temperature, and the system is
described by the classical non-equilibrium propagator:
Gˆ−1 = τ 3
[
0 2+ iτ−1ω
2− iτ−1ω 2kBT/~τ
]
.
Then QFDT transforms to the standard Fluctuation Dissipation Theorem
(FDT):
[Gˆ−1]K = (2kBT/~ω)Im
(
[Gˆ−1]A
)
.
Here there is only one marginal case case of low energy long wave fluctuations,
k → 0, ω → 0, which is relevant near the critical point. In this limit only
the terms with the lowest powers k and ω are to be kept in the Lagrangian.
Hence in the fluctuation region the system is described by the classical
non-equilibrium propagator:
Gˆ−1 = τ 3
[
0 c2k2 + iτ−1ω
c2k2 − iτ−1ω 2kBT/~τ
]
.
Accordingly, the dispersion relation is ω ∝ k2, therefore the dynamic critical
exponent in the first approximation is z = 2 (for dissipative systems with the
non-conserving order parameter). Now, as usual, going over from statics to
the dynamic description implies using the total (space + time) dimensionality
D = d+ z, where the spatial dimensionality, d, controlling the static critical
behavior, so that D = d+ 2. However the “white” noise reduces the effective
scaling dimensionality to Deff = D − 2 = d [22]. As a result, the critical
dimensionalities of the dynamic and static theories coincide, and the critical
behavior of the system is described by the classical critical dynamics of the
d-dimensional system. We will be referring hereafter to this mode as to the
classical critical dynamics (CCDM), that realizes at T  ~ω/2kB.
4.2. Quantum case (dissipative dynamics)
At low temperatures, the system is in quantum fluctuations domain,
ω  2kBT/~. If the frequency exceeds or is comparable the inverse time
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of coherence, ω 1 τ−1, then the inverse Green function operator is presented
as
Gˆ−1 = τ 3
 0 2+ iτ
−1ω
2− iτ−1ω τ−1|ω|
 . (5)
The action of the statistic ensemble of the system does not depend on the
temperature, and the QFDT assumes the following form:
[Gˆ−1]K = sign(ω)Im
(
[Gˆ−1]A
)
,
and the thermostat on the system corresponds to the action of external
“color” noise with the intensity independent of the temperature and pro-
portional to ω.
This significantly changes the critical properties of the system as com-
pared to those in the classical case. The total dimensionality now remains
D = d + 2. However, the quantum fluctuations noise in contrast to the
thermal “white” noise, does not decrease the effective scaling dimensionality
[23], therefore the effective dimensionality of the dissipative quantum system
is greater by 2 than its static dimensionality, so that Deff = D = d + 2.
The disagreement between the static and dynamic theories is accounted for
by the fact that in the quantum case there is no static limit, and the only
correct results are those of the dynamic theory. The corresponding dynamic
mode can be referred to as the dissipative quantum critical mode (DQCM).
4.3. Quantum case (adiabatic dynamics)
If the quantum limit still holds, but the coherence time is so large that
frequency is smaller inverse time of coherence, 2kBT/~  ω  τ−1, the
system dynamics is governed by the adiabatic mode in which the dissipation
can be neglected. Therefore we let τ−1 → 0, and from Eq. (5) find
Gˆ−1 ≈ τ 3
[
0 2
2 0
]
, (6)
with the dispersion relation becoming ω ∝ |k|. Accordingly, the critical dy-
namic exponent is z = 1, and the critical behavior is that of the static system
with the effective dimensionality Deff = d+ 1. Furthermore, the critical be-
havior of the three-dimensional system is described, in this parameters range,
by the mean field Ginzburg–Landau theory, since the effective dimensionality
is equal to upper critical dimensionality, Deff = d+c ≡ 4. This regime can be
referred to as the adiabatic quantum mechanical mode (AQM).
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5. Thermodynamic phase transition to quantum phase transition
crossover
Since quantum mechanics is an inherently dynamic theory, the dynamic
Keldysh–Schwinger approach enables us to naturally describe the crossover
from standard “thermodynamic” phase transition to quantum phase transi-
tion at low temperatures. Let us consider the system with the Lagrangian:
L = ξ(∇φ)2 + σφ2 + vφ4 ,
where φ is the scalar order parameter field, which obeys the Bose statistics.
Suppose that v > 0 is a constant, and σ is some parameter controlling the
system state. The system interacts with the heat bath having the tempera-
ture T . If d > 2 then the system undergoes second order phase transition at
σ = 0. The generating functional (partition functional) for the system is
1 = N ′
∫
DφclDφq exp
− ∞∫
−∞
dω
∫
V
dV
V
{
φ¯Gˆ′−1φ¯+ 2v
(
φclφq3 + φqφcl3
)} ,
where G′−1 is the massive φ-field inverse Green function operator, which in
reciprocal space is
Gˆ′−1 = τ 3
 0 2+ σ + iτ
−1ω
2+ σ − iτ−1ω τ−1ω coth (~ω/2kBT )
 . (7)
The diagrams representing the Green functions and non-linear vertices are
shown in Fig. 3.
Near the critical point of a continuous phase transition, the critical dy-
namics this system can be described in terms of the renormalization group
approach. The main logarithmically divergent contributions to the renormal-
ized vertices are shown in Fig. 4. To illustrate the divergences calculation,
let us consider b, e and f terms. Each of these contributions contains the
loop consisting only of one advanced (or retarded) Green function and one
Keldysh Green function [23, 24]. Thus, each of them is proportional to the
integral
Ib =
~Vk−1
2kbT
λk∗∫
k∗
dωdk τ
−5ω coth (~ω/2kBT )
(2+ σ − iτ−1ω)((2+ σ)2 + τ−2ω2) ,
10
Figure 3: The diagrammatic representation of the components of the Green
functions matrix. a: Keldysh Green function, GK ; b; advanced Green function, GA; c:
retarded Green function, GR.
Figure 4: The diagrammatic representation of the contributions to the renor-
malization of the vertices. a: Renormalization of G−1K , b: Renormalization of σ, c
and d: renormalization of v.
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where k∗ is the 4-impulse approaching to 0, and λ is the regularization pa-
rameter. When σ → 0, i.e. in the long-wavelength limit corresponding to
the critical dynamics near the QCP, the contribution of this loop is
∼ ~2kbT
λω∗∫
ω∗
dω1+d/zω coth (~ω/2kBT )
ω3
. (8)
Going to the dimensionless variable, one reduces expression (8) to
∼
λx∗∫
x∗
dx1+d/z x coth (x)
x3
, (9)
where x = ~ω/2kBT . One sees then that it is the factor coth(x) that deter-
mines the system’s critical behavior, since this integral diverges logarithmi-
cally when coth(x) ∼ x1−d/z.
In order to reduce the renormalization procedure to the standard form
one should approximate the function x coth(x) by an exponential function,
xΛ(x). Note that the critical dynamics considers a system in ω → 0 limit.
However, this theoretical limit is practically unreachable. The natural limits
are the observation time or the scale of zero-point fluctuations time in the
quantum case. Let us consider this approximation near to the lower limit
of the frequency scale, ω = ω0, that is relevant for critical dynamics. In
the Fig. 5 the x coth(x) function is shown in logarithmic coordinates. The
sought exponential approximation of this function in some point x = x∗
is the tangent at this point. It is ln(x coth(x)) = Λ(x∗) ln x + A(x∗), where
Λ(x∗) = ∂ ln(x coth(x))/∂ ln x|x=x∗ , and A(x∗) = ln
(
x∗1−Λ(x
∗) coth(x∗)
)
. Be-
sides the renormalization procedure involves the integration just over narrow
momentum interval. Therefore at x ≈ x∗ the approximation with the good
accuracy assumes the following form
x coth(x)|x≈x∗ ∝ xΛ(x
∗) expA(x∗), (10)
where
Λ(x∗) = 1− 2x∗csch(2x∗).
This is a single-valued exponential approximation of the considered function
at the given point. As a result, the loop contribution is proportional to
12
Figure 5: The thick black line is the log–log plot of the x coth(x) function. The red dashed
line is the tangent to x coth(x) function in x = x0 point, the blue dashed line is the tangent
to x coth(x) function at x  1, and the green dashed line is the tangent to x coth(x)
function at x → 0 point. The straights in the log–log plot correspond to exponential
functions ∝ xΛ in linear coordinates. Thus, in neighborhood of some point x = x∗ the
x coth(x) function can be approximated by the exponent function exp[Λ(x∗) ln x+A(x∗)].
In the point x = x0 the x coth(x) function (the thick red linear segment) is approximated
by the exp[Λ(x0) ln x+A(x0)] with Λ(x0) ≈ 1/2. The yellow area corresponds to x > x0
values, at which Λ > 1/2. Here the fluctuation theory of phase transitions does not work
in 3D system.
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λω∗∫
ω∗
dω1+d/zωΛ−3. (11)
From which it follows that the fluctuations are relevant as long as 2− d/z −
Λ = (d+c −Deff )/z > 0. The effective dimensionality of the system is Deff =
d + zΛ. One can see that in 3D system at temperatures where Λ > 1/2,
the fluctuation corrections becomes non-relevant. Then the phase transition
is well described by the mean field theory, and the critical exponents are
equal to their mean-field theory quantities [24]. The Λ = 1/2 condition
corresponds to x = x0 ≈ 1.08866. At larger x the critical exponents equal to
the mean-field theory ones, and the system’s dynamics becomes adiabatic.
Since the fluctuations frequency is limited from below by the zero point
fluctuations frequency, ω0, one can estimate the temperature of the crossover
between thermal and quantum critical dynamics regimes as T0 = ~ω0/2kBx0.
This is the finite value in 3D case. At the same time, in the 2D system
the fluctuation corrections are relevant at all x, and the critical exponents
approach to their mean–field values holds down to the technical limit of
temperature measurements.
6. Critical exponents calculation for 3D case
In order to calculate the critical exponents in 3D, one can use the standard
renormalization group protocol with Wilson ε-expansion. According to this
approach, in systems with d < d+c the divergent contributions to vertices
renormalization are reduced to the logariphmically divergent ones by the
formal replacement of the spatial dimensionality d→ d+ ε:
∝
∫ dd+εk
kd
+
c
.
The ε = d+c −d parameter is considered small, and the critical exponents are
calculates as corrections to the exponent values of mean-field theory.
For considered system the upper-critical dimensionality is d+c = 4, but the
spatial dimensionality is d = 3. In the classical limit Deff = d. Therefore,
calculations of the loops contribution are carried out for the system with
dimensionality d+c − ε, where ε = d+c − Deff . In spite of the fact that
ε = d+c − d = 1 it is belived small in order to these contributions become
logarithmic. This is very strong assumption. However, in our case when the
14
Figure 6: Theoretical dependence of Λ (black line), and the critical exponents: β (green
line), α (red line), ν (blue line), and γ (pink line) on the 1/x = 2kBT/~ω ratio for 3D
φ4-model. When Λ becomes to be equal to 1/2 and, accordingly, Deff = 4, then all
exponents take the mean-field values.
system approaches to the quantum limit, ε really becomes small, since it can
be represented as ε(Λ) = d+c −Deff (Λ) = 1− 2Λ. Then in the framework of
the ε-expansion for considered ϕ4–model the critical exponents are written
as follows:
β ≈ 12 −
1
6ε =
1
2 −
1
6 (1− 2Λ) , ν ≈
1
2 +
1
12ε =
1
2 +
1
12(1− 2Λ), (12)
α ≈ 16ε =
1
6(1− 2Λ), γ ≈ 1 +
1
6ε = 1 +
1
6(1− 2Λ). (13)
Note the closer Λ to 1/2 the more precisely these values become. As a result,
near to the quantum limit, the critical exponents depend on the temperature
through the Λ(T ) dependence (see Fig. 6). This can look surprising but is
observed in experiments.
7. Crossover to the adiabatic regime
Let us consider the renormalization of the dissipative parts of the La-
grangian close to the quantum critical point. The dissipative term in [G−1]A
15
and [G−1]R is iτ−1ω. The main contribution to the renormalization of this
term corresponds to the c graph in Fig. 4 and has the following form:
Ic = lim
ω∗→0
∂
∂ω∗
~Vk−2
2kbT
λk∗∫∫
k∗
dωdkdω′dk′ τ
−10(ω + ω∗) coth (~(ω + ω∗)/2kbT )
((2+ σ)2 + τ−2(ω + ω∗)2)
×
(ω + ω′) coth (~(ω + ω′)/2kbT )
(2′ + σ + iτ−1ω′)((2′′ + σ)2 + τ−2(ω′ + ω)2)
.
Taking into account the above approximation x coth x → xΛ near the cut-
off frequency and performing differentiation over ω one can find that this
expression is proportional to ∫
dω ωd−5+2Λ.
This integral diverges while d − 4 + 2Λ 6 0. In case of a 3D system this
condition is Λ 6 1/2. Otherwise it becomes non-relevant and iτ−1ω term
vanishes from the Lagrangian. By analogy one can show that k2-term also
vanishes.
In formal generalization the Keldysh term in (7) which is proportional to
ωΛ are renormalized by the term which divergence is caused by the properties
of following integral:
∂Λω Ia = limω∗→0
∂Λ
∂ω∗Λ
~Vk−2
2kbT
λk∗∫∫
k∗
dωdkdω′dk′ τ
−10(ω + ω∗) coth (~(ω + ω∗)/2kbT )
((2+ σ)2 + τ−2(ω + ω∗)2)
×
ω′ coth (~ω′/2kbT ) (ω + ω′) coth (~(ω + ω′)/2kbT )
((2′ + σ)2 + τ−2ω′2)((2′′ + σ)2 + τ−2(ω′ + ω)2)
,
where ∂Λω means the fractional derivation over ω. One can see that
∂Λω∗Ia ∝
∫
dω ∂Λωωd−5+3Λ ∝
∫
dω ωd−5+2Λ,
and for a 3D system this correction becomes non-relevant when Λ > 1/2.
Thus, all fluctuation corrections to the Lagrangian becomes non-relevant
at Λ > 1/2, and the theory transforms to the mean field one. In this case
the system critical dynamics becomes adiabatic, and critical behaviour of the
system corresponds to quantum d + 1 dimensionality. This agrees with the
above critical exponents calculation.
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8. Conclusions
To summarize, at temperatures approaching to zero, the critical expo-
nents of the system converge to those of the mean-field theory. This crossover
occurs continuously with the temperature decrease and contrasts the be-
haviour which one would have expected from the orthodox viewpoint, in
which the universality class that determines the value of the exponent does
not vary with the temperature. However, as we have shown, the critical
exponents change only when close enough to the quantum critical point.
The reason for that is that the critical exponents depend on the nature of
the critical fluctuations. Strong thermal fluctuations have the “white” noise
spectrum whereas quantum fluctuations are endowed with the “color” noise.
Thus the temperature acts here as a parameter which defines the fluctuation
type and their spectrum, hence influencing on the critical exponents. At
high temperatures, T  ~ω0/2kBx0, the theory effective dimensionality is
equal to the spatial dimensionality Deff = d = 3, therefore, the exponents
are the ones characteristic to the three-dimensional classical system. At low
temperatures the effective system dimensionality in renormalization proce-
dure reaches the upper critical value, Deff = d + Λz > d∗c . As a result, the
critical exponents become equal to the mean-field theory ones. Note that
the system’s universality class, defined by the system symmetry, remaining
intact.
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9. Appendices
Appendix I
An extremely useful tool for us is the algebra of bosonic coherent states.
In this formulation the state of a many body system can be presented with
the bosonic annihilation and creation operators, bˆ and bˆ†, which operate in
the space of the boson occupation numbers n in the following way:
bˆ|n〉 = √n|n− 1〉, bˆ†|n〉 = √n+ 1|n+ 1〉
where the number states |n〉 form a complete orthonormal basis: 〈n|n′〉 =
δn,n′ , and
∑
n
|n〉〈n| = 1ˆ. By acting on an arbitrary basis state, one may check
the following relations
bˆ†bˆ|n〉 = n|n〉, bˆbˆ†|n〉 = √n+ 1|n〉, [bˆ, bˆ†] = 1ˆ
Therefore, the coherent state of the system, parameterized by a complex
number φ, is defined as eigenstates of the annihilation operator with the
eigenvalue φ
bˆ|φ〉 = φ|φ〉, 〈φ|bˆ† = φ∗〈φ|
where the star denotes complex conjugation. Then, the matrix elements in
the coherent state basis of any normally ordered operator Hˆ(bˆ†, bˆ) are given
by
〈φ|Hˆ(bˆ†, bˆ)|φ′〉 = Hˆ(φ∗, φ′)〈φ|φ′〉
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One can check that the following linear superposition of the pure number
states:
|φ〉 =
∞∑
n=0
φn√
n!
|n〉 =
∞∑
n=0
φn√
n!
(bˆ†)n|0〉 = eφbˆ†|0〉
where |0〉 is the vacuum state, is the required eigenstate of the operator bˆ.
Upon Hermitian conjugation, one finds 〈φ| = ∑
n
〈n|φ∗n/√n!.
Note that the coherent states are not mutually orthogonal: their set forms
an overcomplete basis. The overlap of two coherent states is given by
〈φ|φ′〉 =
∞∑
n,n′=0
φ∗nφ′n
′
√
n!n′!
〈n|n′〉 =
∞∑
n=0
(φ∗φ′)n√
n!
= eφ∗φ′
where we employed the orthonormality of the pure number states. One may
express resolution of unity in the coherent states basis. It takes the following
form:
1ˆ =
∫
Dφe−|φ|
2 |φ〉〈φ|
where Dφ = D(Reφ)D(Imφ) denotes the functional integration over real
and imaginary parts of φ field. The action of the time derivation operator
on the state function, important for us, is
∂t|φ〉 =
∞∑
n=0
∂tφ
n
√
n!
|n〉 = (∂tφ)
∞∑
n=0
nφn−1√
n!
|n〉 =
(∂tφ)
∞∑
n=0
√
nφn−1√
(n− 1)!
|n〉 = (∂tφ)bˆ†
∞∑
n=0
φn−1√
(n− 1)!
|n− 1〉 =
(∂tφ)bˆ†|φ〉 = φ∗(∂tφ)|φ〉
Therefore,
〈φ|∂t|φ〉 = φ∗(∂tφ)〈φ|φ〉 = φ∗(∂tφ)e|φ|2
Appendix II
Upon dividing the time interval (t′, t′′) into the infinitesimal parts δt, the
probability for the transition φt′ → φt′′ becomes
〈φt′′ |Uˆ |φt′〉 =
∫
Dφt′′−δt· · ·
∫
Dφt′+δt〈φt′′ |Uˆδt|φt′′−δt〉×
〈φt′′−δt|Uˆδt|φt′′−2δt〉 . . . 〈φt′+2δt|Uˆδt|φt′+δt〉〈φt′+δt|Uˆδt|φt′〉,
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where Uˆδt is the evolution operator on the time interval δt. The |φj−1〉, and
|φj〉 states are not coherent. Therefore, the evolution operator elements are
given by
〈φj|Uˆδt|φj−1〉 ≡ 〈φj|e−iHˆ~−1δt|φj−1〉 ≈
〈φj|1ˆ− i~−1Hˆδt|φj−1〉 = 〈φj|φj−1〉(1− i~−1Hjδt) =
〈φj|1ˆ− δt∂t|φj〉(1− i~−1Hjδt) =
〈φj|φj〉e−δtφ∗j∂tφje−i~−1Hjδt = e−φ∗j∂tφjδt−i~−1Hjδt
(see Appendix I), and in the continuous limit we have
〈φt′′ |Uˆ |φt′〉 =
∫
Dφ exp
i t
′′∫
t′
dt
~−1L(φ) + i ∫
V
dV
V
φ∂tφ

 .
This expression can be rewritten as
〈φt′′ |Uˆ |φt′〉 =
∫
Dφ exp
i t
′′∫
t′
dt
∫
V
dV
V
φG−1φ
 ,
where [18]
G−1 = ~−1µ∂2t − ~−1ξ∇2 + i∂t .
Appendix III
We use the abbreviated notation, which means operations with complex
variables:∫
Dz exp [−zAz + az] =∫∫
D(Re z)D(Im z) exp
[
−
∫∫
dxdy z∗xAx−yzy+∫
dx a∗xzx +
∫
dx z∗xax
]
= 1detA exp
[∫∫
dxdy a∗xA−1x−yay
]
=
exp
[
a∗A−1a
]
detA
where
∫
Dz denotes the functional integration over z field, and z∗ field is the
complex conjugate to z.
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