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Abstract. Gieseker’s plan for using GIT to construct the moduli spaces of
stable curves, now over 30 years old, has recently been extended to moduli
spaces of pointed stable curves and of stable maps by Swinarski and Bald-
win. The extensions turn out to be surprisingly delicate and both require the
development of novel techniques for checking stability of Hilbert points. Si-
multaneously, interest in the area has been spurred by the log minimal model
program of Hassett and his coworkers Hyeon and Lee in which these mod-
els are produced by suitably modified GIT constructions. Here I first give
an introduction to the area by sketching Gieseker’s strategy. Then I review
a number of variants—those involving unpointed curves that arise in Has-
sett’s program emphasizing Schubert’s moduli space of pseudostable curves,
that of Swinarski for weighted pointed stable curves, and that of Baldwin and
Swinarski for pointed stable maps—focusing on the steps at which new ideas
are needed. Finally, I list open problems in the area, particularly some arising
in the log minimal model program that seem inaccessible to current techniques.
1. Introduction
Gieseker first used GIT to construct the moduli space Mg of stable curves
over 30 years ago. I learned his ideas in writing up Mumford’s Fields Medalist
lectures [32], in which Mg is realized as a quotient of a suitable Chow variety.
Gieseker himself later wrote up versions based on lectures at the Tata Institute [15]
and, later, at CIME [16]. In both of these, Hilbert schemes serve as the parameter
space and this variant has now become standard.
The strategy of Gieseker’s construction has recently been extended to give
GIT constructions of other moduli spaces of stable curves and maps. Even where
other constructions of these spaces were known, these GIT constructions are of
interest because they come equipped with natural ample classes that can be readily
expressed in terms of standard line bundles and divisors. In other cases, these
constructions yield new birational models that turn out to arise naturally in running
the log minimal model program for these spaces. The aim of this article is to review
this work and point out some interesting open problems in the area.
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2 IAN MORRISON
This introduction gives an informal overview of the main stages of the con-
structions. In it, I assume familiarity with the basic GIT setup of Hilbert stability
problems, but the unfamiliar reader will find the definitions and results involved in
Section 2 and further details about the steps below can be found in Section 3. Here
it suffices to identify four main steps.
(1) Show that Hilbert points of smooth objects embedded by sufficiently am-
ple linear series are GIT asymptotically stable.
(2) Prove a Potential Stability theorem: that is, show that the Hilbert point
of any object embedded by a sufficiently ample linear series can be GIT
asymptotically semi-stable only if the object is abstractly or moduli sta-
ble in a suitable sense and if, in the reducible case, the components are
embedded in a sufficiently balanced way.
(3) Show that the locus of Hilbert points of ν-canonically embedded objects
is, if ν is large enough, locally closed and smooth or nearly so.
(4) Show that any ν-canonically embedded moduli stable object not ruled out
by the Potential Stability theorem must be Hilbert semi-stable.
This plan has recently been carried out to give GIT constructions of moduli
spaces of pointed stable curves and of stable maps by Swinarski [41] and Bald-
win [2]. That the former, at least, of these had not been undertaken long ago is
surprising, although Pandharipande in the eprint [34] did give a GIT construction
of a different compactification of Mg,n a decade ago. You’d expect that adding
marked points would require only minor modifications of the arguments. In fact,
even this extension, recently completed in the thesis of Dave Swinarski [41], turns
out to be rather tricky. Likewise, you’d expect that the step from (pointed) curves
to (pointed) maps would pose more serious challenges. Again things turn out un-
expectedly. Swinarski [40] had earlier constructed moduli spaces of maps from
unpointed curves using arguments very close to those of Gieseker. But once more,
adding marked points makes checking Hilbert stability much more delicate. A de-
tailed discussion of these difficulties must wait until I have reviewed the construction
of Mg in the next section and introduced the notions involved. Here, for those with
some familiarity with these constructions, I sketch two main ones.
First, the GIT problems that arise involve a choice of linearization, unlike
the unpointed case where the linearization is canonical up to scaling. The extra
parameters on which the linearization now depends must be selected carefully to
obtain the desired quotient. In particular, there are some additional technical
difficulties in the second step above. An interesting open problem is to better
understand this VGIT problem. Do other linearizations lead to quotients that
are moduli spaces for variant moduli problems? More generally, can we describe
the VGIT chamber structure of these problems and understand the wall crossing
modifications in terms of natural classes on these moduli spaces? How do these
variations fit into the log minimal model program for these spaces? For more on
these questions, see Section 7.
More seriously, Gieseker’s techniques for showing that smooth objects with
sufficiently ample polarization are asymptotically Hilbert stable fail when there are
marked points and new ideas are needed. For a scheme X in PN−1, this involves
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verifying a numerical criterion (Proposition 1 is a model) for an arbitrary non-trivial
1-parameter subgroup ρ of PGL(N) and that this in turn amounts to showing that
H0
(
X,OX(m)
)
has a basis of negative ρ weight for sufficiently large m. For a curve
C with marked points pi, a contribution from a section not vanishing at each pi is
added to the H0
(
X,OX(m)
)
term and the estimates for this latter coming from
Gieseker’s Criterion 4 are not sharp enough to incorporate the former.
Section 5 covers Swinarski’s construction of moduli of weighted pointed curves.
His approach is a refinement of Gieseker’s. The idea in both cases is first to exhibit
filtrations of H0
(
X,OX(m)
)
by subspaces whose weights are bounded and whose
dimensions can be estimated by Riemann-Roch and then to verify the numerical
criterion by combinatorial arguments using this data. Gieseker works only with
monomial subspaces, by which I mean subspaces. spanned by monomials in a basis
of PN−1 compatible with the action of ρ. Swinarski uses subspaces that are spans
of several such monomial subspaces and that I’ll call polynomial. One consequence
of the use of these more complicated subspaces is that the calculations needed to
show that the corresponding bases have negative weight become much more delicate
because it is not known how to reduce this to a linear programming problem.
Baldwin deals with pointed stable maps by a radically different strategy that
is outlined in Section 6. She very cleverly relates the numerical criterion for the
Hilbert point of a map f in which the underlying curve is C is smooth with respect
to a 1-ps ρ to that for a map f ′ in which the underlying curve C ′ is C with an
elliptic tail added at the nth marked point with respect to a related 1-ps ρ′. This
idea seems shocking at first, because the projective spaces that are the targets of
f and f ′ are different and that ρ and ρ′ lie in different groups. The choices of f ′
and ρ′ are not canonical and the ambiguity can only be resolved pointwise in both
cases. Nonetheless, Baldwin is able to show that if f were unstable with respect to
ρ then any f ′ would necessarily be unstable with respect to ρ′. This makes possible
a diagonal induction to the case of unpointed maps of genus g+ n which is treated
by Swinarski in [40].
The cases of weighted pointed curves and of pointed maps overlap. The moduli
space Mg,n is the former with all weights equal to 1 and the latter with target space
a point. However, the two approaches are both of interest even in this common case
because they handle different sets of GIT problems. Swinarski is able to deal with
lower values of the canonical multiple ν and, for those ν to which both apply, the
sets of linearizations that can be handled do not nest in either direction.
Simultaneously, interest in the area has been spurred by the log minimal model
program of Hassett and his coworkers Hyeon and Lee in which these models are
produced by suitably modified GIT constructions. The key construction in the
paper [21] of Hassett and Hyeon is a result of Schubert [36]. Gieseker’s construction
of Mg requires taking the canonical multiple ν ≥ 5. Schubert worked out what
happens if we take ν = 3 and shows that the resulting Chow quotient is a moduli
spaceM
ps
g for what he dubs pseudostable curves on which ordinary cusps are allowed
but elliptic tails are not. His construction is able to hew closely to Gieseker’s except,
of course, at the points in steps 2. and 4. at which curves with cusps and with
elliptic tails are handled and is easily modified to see that the Hilbert quotient is
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again M
ps
g . Although Schubert does not treat ν = 4, his proof was widely assumed
to apply also to this case. Recently, Hyeon and the author [24] were led to examine
this assumption and discovered that some additional refinements are needed but
that both the Chow and Hilbert quotients are again M
ps
g . These constructions are
discussed in Section 4 which also introduces some new ideas that arise in more
recent work of Hassett and Hyeon [20] on the case ν = 2 and points to Hassett’s
study [19] of the genus 2 case that launched work in this area.
Finally, section 7 discusses open problems in this area. These fall into two main
groups. Possible streamlinings of some of the recent constructions and the VGIT
problems mentioned above form one group. The second involves GIT problems that
arise out of the log minimal model program. These ask for descriptions, for pointed
curves, of the quotients that result from using a ν smaller than that required to
produce the moduli space, both intrinsically as moduli spaces for a variant moduli
problem a` la Schubert and as log models. To introduce these, I review one small
genus example of Hyeon and Lee [23] and point to related work of Smyth [38].
However, it also appears that, as we approach the canonical models of these
spaces, more delicate questions arise. The specification of a Hilbert stability prob-
lem involves not only the choice of ν but also that of the “sufficiently large” degree
m. I review calculations of Hassett based on the results of [13] that predict that
log minimal models with scaling for Mg arise as the quotients that result for small
values of ν and fixed values of m. Answering these questions will require completely
new ideas since all existing techniques for checking Hilbert stability prove this only
asymptotically and hence require m 0.
Acknowledgements. Since this paper is essentially expository, I owe a great deal
to the authors whose ideas I have tried to explain. My own contribution has been
limited to trying to clarify and simplify arguments where I could. Readers may
judge with what success when they return to the primary sources to fill in the
many steps I had to omit here. I have also tried to balance the mutually exclusive
aims of having the notation be internally consistent and be consistent with these
sources. My rule was to give priority to the former while trying to stay close to the
latter and to supply dictionaries when the two strayed too far apart.
Much of the writing of this survey was completed in the spring of 2008 while
I was visiting the University of Sydney with support from a Fordham University
Faculty Fellowship. In addition to thanking both these institutions, I would like to
express my gratitude for the hospitality shown to me while I was in Australia by
Gus Lehrer, Amnon Neeman and Paul Norbury.
I have also benefitted from discussions of and correspondence about the ideas
discussed here with Elizabeth Baldwin, Dave Bayer, Joe Harris, Brendan Hassett,
Julius Ross and Michael Thaddeus. Finally, a special thank you to the Davids,
Gieseker and Mumford who taught me the subject and Hyeon and Swinarski who
explained not only their recent work but the questions that arise from it.
2. Stability of Hilbert points
2.1. Setup and Linearization. This goal of this section is to understand the
numerical criterion for the PGL(V )-action on the Hilbert scheme H = HP(V ),P of
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subschemes of P(V ) ∼= PN−1 with Hilbert polynomial P (m). The “−1” is inserted
above because it is then N and not, as in most sources, N + 1 that will be ubiq-
uitous in later formulae. The same goal prompts the unusual indexing, starting
at 1, of homogeneous coordinates that will appear shortly. With these, and other
notational changes made to conform with the notation of the constructions I will be
summarizing, the treatment here follows closely that in [17, Section 4.B] to which
the reader is referred for further details. See [17, Section 4.A] for a quick review of
more basic notions in GIT and [11] for a thorough one.
We need to first recall the procedure for linearizing this action. Recall that
this means lifting the action of PGL(V ) to one on an ample line bundle L on H
and, in turn on the sections of L. It is convenient to pass first to the finite cover
SL(V )—and harmless since the scalar matrices corresponding to N th roots of unity
act trivially on P(V ). The action of SL(V ) on P(V ) then lifts to its natural action
on V and hence yields an linearization on the line bundle OP(V )(1). It’s convenient
(and hence standard) to express the numerical criterion in terms of the SL(V )
action.
Further, fixing a sufficiently large degree m, the action of SL(V ) on V induces,
in turn, actions on Sm := Sym
m(V )∨ and on Wm =
∧P (m) (
Sm
)
. In the same way,
that the action of SL(V ) on V gives a linearization of OP(V )(1), its action on Wm
gives a linearization on OP(Wm)(1). The Hilbert scheme H has a natural Plu¨cker
embedding in P(Wm) as a subscheme of the Grassmannian G of P (m)-dimensional
quotients Q of Sm. Under this embedding, OP(Wm)(1) restricts to the tautological
very ample invertible sheaf Λm on H that thus also acquires an SL(V )-linearization
depending only on the choice of the degree m. An equivalent description of Λm
is as det(pi∗(OX(m)) where pi : X -H is the universal family and OX(1) is the
tautological polarization: see [20, Proposition 3.10] for details.
2.2. The numerical criterion for Hilbert points. On, then, to the nu-
merical criterion (see [17, Section 4.A]). We fix a one-parameter subgroup ρ :
C∗ -SL(V ) and homogeneous coordinates B = Bρ = {x1, . . . , xi, . . . , xN} that
we view as a basis of V ∨ with respect to which
(1) ρ(t) = diag (tw1 , . . . , twi , . . . , twN )
with
∑N
i wi = 0. The data of ρ is thus equivalent to the data of B considered as a
weighted basis (i.e., along with a set of integral weights wi summing to 0) and we’ll
henceforth refer to B and ρ interchangeably.
The weighted basis Bm consisting of degree m monomials y =
∏n
i=1 x
mi
i in the
xi’s with weights w(y) =
∑N
i wimi diagonalizes the action of ρ on Sm. Likewise, the
Plu¨cker basis consisting of all unordered P (m)-element subsets z = {yj1 , . . . , yjP (m)}
of Bm with weights w(z) :=
∑P (m)
k=1 w(yjk) diagonalizes the action of ρ on Wm.
The key observation is that the Plu¨cker coordinate z is nonzero at the point [Q]
of the Grassmannian G corresponding to a quotient Q if and only if the images in
Q of the P (m) monomials in z form a basis of Q. Since the Hilbert point [X] of a
subscheme of X of P(V ) with Hilbert polynomial P (m) corresponds to the quotient
Sm = Sym
m(V )∨
resX- H0
(
X,OX(m)
)
,
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Z is nonzero at [X] if and only if the restrictions resX(yjk) of the monomials in z
are a basis of H0
(
X,OX(m)
)
. We will call such a set of monomials a B-monomial
basis of H0
(
X,OX(m)
)
.
Before using this observation to interpret the numerical criterion, it is con-
venient to push the change of point of view from one-parameter subgroups ρ to
weighted bases B little further. First, note that, in the language of weighted bases,
there is no need to maintain the requirements that the weights wi be integral or
sum to 0. Instead, we denote this sum by wB .
The second simplification involves the notion of a rational weighted filtration
F of V . This is just a collection of subspaces Uw of V , indexed by the rational
numbers, with the property that Uw ⊂ Uw′ if and only if w ≥ w′. Any weighted
basis B determines a weighted filtration FB by taking Ur = span{xi|wi ≤ w}. We
say that B is compatible with F if FB = F . If so, then we define the weight wF of
F to be wB : this clearly doesn’t depend on which compatible B we choose.
Each F is determined by the subspaces associated to the finite number of w
at which there is a jump in the dimension of Uw. It’s convenient to use a notation
that implicitly assumes that all these jumps in dimension are of size 1 and to view
F as the collection of data:
(2)
F = F1 : V = V1 % V2 % · · · % VN % {0}
w1 ≥ w2 ≥ · · · ≥ wN
Thus, Ur = ∪wi≤wVi and an element x in V has weight w(x) = wi if and only if x
lies in Vi but not in Vi+1. Of course, whenever wi = wi+1, then F has a larger jump
and Vi+1 is neither uniquely determined by F nor, indeed, needed to recover the
filtration F . This harmless ambiguity makes it possible to use the same indexing
in discussing one-parameter subgroups, weighted bases and weighted filtrations.
By repeating the arguments above using any basis B compatible with F , we
see that F determines weighted filtrations Fm of each Sm = Sym
m(V )∨. But
anytime we have a weighted filtration on a space S and a surjective homomorphism
ϕ : S -H, we get a weighted filtration on H by the rule that the weight of an
element h of H is the minimum of the weights of its preimages in S. Thus, Fm
determines by restriction to X a weighted filtration, that we also denote by Fm, on
H0
(
X,OX(m)
)
. We let wF (m) denote the weight of any basis of H0
(
X,OX(m)
)
compatible with the filtration Fm: as the notation suggests, we’ll shortly be viewing
these weights as giving a function of m depending on F . With these preliminaries,
we have:
Proposition 1. [Numerical criterion for Hilbert points] The mth Hilbert point [X]m
of a subvariety X of P(V ) with Hilbert polynomial P is stable [resp: semistable] with
respect to the natural SL(V )-action if and only if the equivalent conditions below
hold:
(1) For every weighted basis B of V , there is a B-monomial basis of
H0
(
X,OX(m)
)
whose B-weights have negative [resp: nonpositive] sum.
(2) For every weighted filtration F of V whose weights wi have average α,
wF (m) < [resp: ≤] mαP (m) .
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Proof. The first statement is an immediate translation of the Numerical Cri-
terion [11, Theorem 2.1]: if we diagonalize the action of the one-parameter subgroup
ρ associated to B on W as above, then the B-monomial bases are just the nonzero
Plu¨cker coordinates of [X]m and their weights are the weights of [X]m with respect
to ρ. In other words, the Hilbert-Mumford index µρ([X],Λm) whose sign deter-
mines the stability of [X] with respect to ρ and the linearization Λm equals the
least weight wB(m) of a B-monomial basis of H0
(
X,OX(m)
)
.
To see 2), observe that if B is any basis compatible with the filtration F and
we set w′i = β(wi−α) where β is chosen so that all the weights w′i are integral, then
B becomes a weighted basis, and, moreover, every weighted basis B arises in this
way from some F . The F -weight of any degree m monomial then differs from its
B-weight by mαβ. Hence the weight of any B-monomial basis of H0
(
X,OX(m)
)
will differ from βwF (m) by βmαh0
(
X,OX(m)
)
= βmαP (m). Therefore, the given
inequality is equivalent to the negativity of the B-weights of such bases. 
Notational remark Because all our verifications of stability and instability
involve estimating weights of bases, we have stated this (and variant numerical
criteria that follow) in such terms. Since, we will always be working with fixed
choice of linearization, we have, to simplify, omitted this choice from the notation
for such weights. All these criteria have straightforward translations in terms of
the Hilbert-Mumford indices that we henceforth leave to the reader.
We will continue to write α := αF for the average weight of an element of a
basis B of V compatible with F . We will also say simply that the variety X is
asymptotically Hilbert stable with respect to F if, for all large m, the inequalities
of the proposition hold for F , and that X is asymptotically Hilbert stable if for
all large m, the mth Hilbert points of X are stable: i.e., the inequalities of the
proposition hold for every nontrivial F . All the methods of verifying the stability
of an mth Hilbert point that arise here apply to all sufficiently large m, the implicit
lower bound depending only on the Hilbert polynomial P of X so this will not
introduce any ambiguity. To see why this is so, we introduce an idea developed in
[32]: the weights wF (m) are given for large m by a numerical polynomial in m of
degree (dim(X) + 1). For our purposes, all we’ll need is the:
Lemma 2. [Asymptotic numerical criterion] Let X be a subscheme of dimension
r and degree d in P(V).
(1) There are constants C and M depending only on the Hilbert polynomial
P of X, and, for each F , a constant eF depending on F such that, for all
m ≥M , ∣∣∣∣wF (m)− eF mr+1(r + 1)!
∣∣∣∣ < Cmr.
(2) If eF < αF (r + 1)d, then X is Hilbert stable with respect to F ; and if
eF > αF (r + 1)d, then X is Hilbert unstable with respect to F .
(3) Fix a Hilbert polynomial P and a subscheme S of H. Suppose that there
is a δ > 0 such that
eF < αF (r + 1)d− δ
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for all weighted filtrations F associated to the Hilbert point of any X in
S. Then there is an M , depending only on S, such that the mth Hilbert
point [X]m of X is stable for all m ≥M and all X in S.
Proof. For the first assertion, due to Mumford, we’ll simply refer to [32,
Theorem 2.9]. The second then follows by taking leading coefficients in the second
form of the numerical criterion and using Riemann-Roch to provide the estimate,
for large m, P (m) = h0
(
X,OX(m)
)
= dr!m
r+O(mr−1). This comparison of leading
coefficients shows that wF (m) will be negative for m greater than some large M ,
but exactly how large this M must be taken depends on the ratio of the constant C
in part 1) to the difference αF (r+ 1)d− eF in part 2). To get the uniform assertion
of part 3), we need both a uniform lower bound (given by δ) for this last difference
and the uniform upper bound, provided by Mumford, for C. 
Mumford’s argument likewise gives a criterion for Chow stability that we’ll
need to refer to in Section 4. Since we won’t use Chow points to construct moduli
spaces, we’ll simply quote it.
Corollary 3. If eF < αF (r+ 1)d, then X is Chow stable with respect to F ; and if
eF > αF (r + 1)d, then X is Chow unstable with respect to F .
2.3. Gieseker’s criterion for curves. This subsection reviews a fundamen-
tal estimate due to Gieseker for eF that is the main tool for proving Hilbert stability
for smooth curves. Although it is not sharp enough to yield stability of smooth
curves with marked points, both proofs of this fact that we’ll review incorporate
many of same ideas. Since this is the only case we’ll need, I’ll simplify by sticking
to curves and I’ll omit the combinatorics.
So fix C, a smooth curve embedded in P(V ) by a linear series with a fixed
Hilbert polynomial P and fix a weighted filtration F as in (2) above. We want to
estimate eF in terms of its weights wj and a new set of invariants, the degrees dj
of the subsheaves generated by the sections in the sub-linear series |Vj |.
Gieseker first fixes a subsequence
1 = j0 > j1 > · · · > jh = N
of (1, . . . , N). He next introduces two auxiliary positive integers p and n to be fixed
later, sets and considers the filtration of H0
(
C,OC
(
n(p+ 1)
))
given by the images
Unk,l under restriction to C of the subspaces
Wnk,l = Sym
n
(
V · Sym(p−l)(Vjk) · Syml
(
Vj(k+1)
))
of Symn(p+1)(V ) where the index k runs from 0 to h − 1 and, for each k, l runs
from 0 to p.
Setting m = n(p+ 1), give a doubly-indexed filtration of H0
(
C,OC(m)
)
(3)
H0
(
C,OC(m)
)
= Un0,0 ⊃ Un0,1 ⊃ · · · ⊃ Un0,p−1 ⊃ Un0,p
= Un1,0 ⊃ Un1,1 ⊃ · · · ⊃ Un1,p−1 ⊃ Un1,p
= · · ·
= Unh−1,0 ⊃ Unh−1,1 ⊃ · · · ⊃ Unh−1,p−1 ⊃ Unh−1,p
= Unh,0 .
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Any element of Unk,i has weight at most wk,i = n
(
w0 + (p− i)wjk + iwjk+1
)
so any
basis of H0
(
C,OC(m)
)
compatible with this filtration can have weight at most
(h−1∑
k=0
p−1∑
i=0
(
dim(Unk,i)− dim(Unk,i+1)
)
wk,i
)
+ dim(Unh,0)wh,0
= dim(Un0,0)w0,0 +
(h−1∑
k=0
p∑
i=1
dim(Unk,i)
(
wk,i − wk,i−1
))
.
Gieseker’s key claim is that, for any fixed choice of Hilbert polynomial P and
integers n and p, there is an M depending only on these three choices but not on
the Hilbert point [C] or the weighted filtration F being considered, such that the
dimension formula
(4) dim(Unk,l) = n
(
d+ (p− l)djk + ldjk+1
)
− g + 1
holds for every n ≥M and for every k and i.
To see (4) pointwise, observe that, if Lj is the line bundle on C generated by
the sections in Vj , then we can view Unk,l as a sub-linear series of H
0
(
C, (Mk,l)⊗n
)
where Mk,l = L ⊗ (Ljk)(p−l) ⊗ (Ljk+1)l. Since |V | is tautologically a very ample
linear series on C and each Lj is, by definition, generated by the sections in |Vj |, the
subseries U1k,l of H
0
(
C,Mk,l
)
is very ample and base point free. Hence, for large n,
Unk,l = Sym
n
(
U1k,l
)
will be all of H0
(
C,Mk,l
)
and the claim follows from Riemann-
Roch. The uniform version follows by using standard boundedness arguments to
show that n can be chosen to depend only on P , N and p.
From this point on, the argument involves purely formal manipulations that I
omit. For details, see [14] or [17, 4.B]. Normalizing so that wN = 0, these lead first
to the estimate
eF ≤ 2dw0 +
h−1∑
k=0
(
djk + djk+1
)(
wjk+1 − wjk
)
=
h−1∑
k=0
(
ejk + ejk+1
)(
wjk − wjk+1
)(5)
where ej := d− dj so that ej is the codegree, or drop in degree, under projection to
|Vj |.
We now take εF to be the minimum of the right hand side of (5) over all
subsequences of {1, . . . , N}. Since eF ≤ εF , the Asymptotic Numerical Criterion 2
immediately gives the first assertion in the following lemma. Because the right
hand side of (5) increases if we increase any ej , the inequality in the second part
implies stability with respect to any non-trivial F . The third assertion then follows
by applying the uniform version 2.3.
Lemma 4. [Gieseker’s criterion for curves]
(1) A curve C is Hilbert stable with respect to a filtration F with wr = 0 if
εF < 2dαF .
(2) Fix a curve C of degree d and genus g in P(V ) as above, and numbers εi
that are upper bounds for the codegree of every subspace Vi of codimension
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N
d
d = 2(N − 1)
(2g, g + 1)
(2g − 2, g)
(0, 1)
d = N + g − 1
Figure 1. Riemann-Roch and Clifford Lines
i in V and let
εC = max
w1≥···≥wN=0PN
i=1 wi=1
(
min
1=j0<···<jh=N
(h−1∑
k=0
(
εjk + εjk+1
)(
wjk − wjk+1
)))
Then, C is Hilbert stable if εC < 2 dN .
(3) Fix integers d, g and N and a subscheme S of the Hilbert scheme of curves
of arithmetic genus g and degree d in PN−1. If there is a δ > 0 such that
εC < 2 dN −δ for every curve C in S, then there is an M such that the mth
Hilbert point [C]m of C is stable for all m ≥M and all curves C in S.
2.4. Stability of smooth curves. We’re now ready to tackle the fundamen-
tal:
Theorem 5. [Stability of smooth curves of high degree] Suppose that C is a smooth
curve of genus g ≥ 2 embedded in P(V ) by a complete linear system L of degree
d ≥ 2g + 1. Then C is asymptotically Hilbert stable. Moreover, an M such that
the mth Hilbert point [C]m is stable for all m ≥M may be chosen uniformly for all
such curves C.
We will follow the argument given in [32]. The only geometric ingredient is the
claim that, for some δ > 0, we can take εj =
(
d
N−1−δ
)
(j−1) in Gieseker’s Criterion.
This is most easily seen from the graph in Figure 1 in which the Riemann-Roch line
d = N + g − 1 and the Clifford line d = 2(N − 1) are graphed in the (d,N)-plane.
The corresponding theorems state that the point (deg(U),dim(U)) corresponding
to any linear series on C lies in the region below the graph. In particular, this
applies to the point
(
dj , N− (j−1)
)
=
(
d−ej , N− (j−1)
)
associated to any linear
series Vj of codimension j − 1 in H0(C,L). On the other hand, the hypothesis of
the theorem is that the point (d,N) corresponding to the line bundle L on C lies
on the Riemann-Roch line. Together, these observations imply that the slope of
the line segment from
(
d − ej , N − (j − 1)
)
to (d,N) is greater than the slope of
the segment joining (d,N) to the “origin” (0, 1). This is the claim with δ = 0, and
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(0, 3, 5)
minimal
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by sum using
subsequence (0, 2, 4, 5)
i
Figure 2. Area in Gieseker’s Criterion
the claim for small enough positive δ follows because there are only finitely many
choices for the endpoint
(
d− ej , N − (j − 1)
)
.
Plugging the claim into Gieseker’s criterion, we are reduced to checking the
following combinatorial claim:
Lemma 6.
max
w1≥···≥wN=0PN
i=1 wi=1
(
min
1=j0<···<jh=N
(h−1∑
k=0
(
(jk − 1) + (jk+1 − 1)
)(
wjk − wjk+1
))) ≤ N − 1
N
Proof. To carry this out, let’s first fix the wi’s. For each subsequence 1 =
j0 > j1 > · · · > jh = N , consider the “graph” obtained by joining the points
(jk − 1, wjk) and (jk+1 − 1, wjk+1) by straight line segments as shown in Figure 2.
The key observation is that the sum in Gieseker’s Criterion corresponding to each
subsequence equals twice the area in the first quadrant bounded by the axes and
this graph: just integrate with respect to w. Taking the minimum of these sums
over all subsequences amounts to computing twice the area under the lower convex
envelope E of all the points (εi, wi).
Now allow the wi’s to vary. If any of the points (i−1, wi) does not lie on E, then
moving it down onto E will leave the minimum in Gieseker’s Criterion unchanged
while reducing the sum of the wi’s. Dually, this means that the maximum over sets
of weights summing to 1 in Gieseker’s Criterion must occur when the weights are
chosen so that all the points (i−1, wi) lie on E. For such weights, the sum associated
to the full sequence—that is, ji = i for all i from 1 to N—realizes the minimum
over all subsequences. If we now compute the area under E by “integrating with
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respect to i”, we get
N−1∑
i=1
1
2
(wi + wi+1)
=
N∑
i=1
wi −
1
2
(w1 + wN )
≥
N∑
i=1
wi −
1
N
(
N∑
i=1
wi) by convexity of the weights
=
N − 1
N
since the weights sum to 1. 
3. Gieseker’s Construction of Mg
3.1. Overview. The goal of this section is to outline the main ideas in Gieseker’s
GIT construction of Mg when g ≥ 2. I’ll begin with a quick precis for the benefit of
those who want to get quickly to newer constructions, then flesh this out for those
who are seeing these constructions for the first time. I have given very few proofs
in this section since most of the details can be found in [17, Sections 4.B and 4.C].
The natural approach is to show that suitable pluricanonical models of Deligne-
Mumford stable curves have stable Hilbert points and apply GIT. (It’s convenient
to use the term pluricanonical even when the curve is singular, understanding that
ωC is intended where KC is named.) The first step in such an approach is to define
suitable pluricanonical loci and show that they are locally closed in the relevant
Hilbert scheme and smoothe (or, in the sequel, nearly so).
For smooth curves, Hilbert stability of ν-canonical models for ν ≥ 2 is imme-
diate from Theorem 5. However, no direct proof that Hilbert points of singular
Deligne-Mumford stable curves verify the numerical criterion is known. In partic-
ular, as shown in [17, Exercise 4.32], Gieseker’s criterion may fail for such points.
Instead, an indirect approach is used to verify the stability of certain Hilbert
points of singular stable curves. The first step is to prove a Potential Stability
Theorem for curves C embedded by an invertible sheaf L degree sufficiently large
relative to the arithmetic genus. Such a theorem shows that if such a curve isn’t
Deligne-Mumford semistable then it has a nonsemistable Hilbert point, and if it’s
Deligne-Mumford semistable and reducible, then the degree of L on any subcurve
D must be approximately proportional to the genus of D. For Mg, the relevant
result is Theorem 8.
The second step of the indirect approach involves considering a smoothing
over a discrete valuation ring of a pluricanonically embedded stable curve C. The
pluricanonical Hilbert points of the smooth fibers in such a family are stable so, by a
semistable replacement argument, we can, after a base change, if necessary, assume
that the special fiber is Hilbert semistable. The Potential Stability Theorem is then
used to deduce that this limit can only be the Hilbert point of the pluricanonical
model of C. In the construction of Mg this step is straightforward. It was extended
by Caporaso [5], at the cost of considerably greater technical complications, to prove
a converse (requiring somewhat larger d) to the Potential Stability Theorem that
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she then applied to construct modular compactifications of the universal Picard
varieties of degree d line bundles over Mg.
It’s also then straightforward to verify that the GIT quotient of the pluricanon-
ical locus is a coarse moduli space for stable curves. An immediate corollary is that
Mg is projective. In fact, the construction depends both on the pluricanonical
multiple ν used and on the sufficiently large auxiliary degree m fixed in setting up
the GIT problem. Each pair of choices yields a natural ample class on Mg and
I have taken this opportunity to write down, in (12), formulae for these classes—
they all lie in the λ− δ-plane—that were worked out in [20] and [41] using ideas of
Mumford [32] and Viehweg [42].
3.2. The Potential Stability Theorem. Fix g ≥ 2 and a degree d. In the
sequel, we will fix a dimension N implicitly determined by d via Riemann-Roch
as N := d − g + 1. Let V be an N -dimensional vector space and let H be the
Hilbert scheme of curves in P(V ) of degree d and genus g (or more precisely, with
Hilbert polynomial P (m) = md − g + 1). Let ϕ : X -H and L = OH(1) be the
corresponding universal curve and universal line bundle; we will abuse language
and also write X and L for their restrictions to subschemes of H.
Definition 7. We call a connected curve C of genus g and degree d in P(V )
potentially stable if:
(1) The embedded curve C is nondegenerate (i.e., spans P(V )).
(2) The abstract curve C is Deligne-Mumford semistable.
(3) The linear series embedding C is complete and nonspecial: i.e., h0(C,L) =
N and h1(C,L) = 0.
(4) [Subcurve Inequality] If Y is a complete subcurve of C of arithmetic
genus gY meeting the rest of C in kY points, then∣∣∣∣degY (L)− dg − 1
(
gY − 1 +
kY
2
)∣∣∣∣ ≤ kY2 .
The Subcurve Inequality implies that any chain of smooth rational components
of C meeting the rest of C in exactly two points consists of a single smooth ra-
tional component embedded as a line. Thus, the abstract curve C underlying any
potentially stable curve in P(V ) can only fail to be Deligne-Mumford stable in a
very restricted way. We will continue, as usual, to abuse language and speak of a
potentially stable curve C when the implied embedding is clear from the context.
The justification for this somewhat baroque definition lies in the following theorem.
Theorem 8. [Potential Stability Theorem] Fix integers g and d with g ≥ 2. Sup-
pose that d > 9(g− 1), or equivalently, that dN < 87 . Then there is an M depending
only on d and g such that if m ≥ M and C in P(V ) is a connected curve with
semistable mth Hilbert point, then C is potentially stable.
The Potential Stability Theorem came as a surprise when it first appeared
since stable curves in the plane and other low-dimensional projective spaces can
have arbitrarily bad singularities for large g. What Gieseker realized was that
imposing the degree hypothesis above on the embedding does away with these
pathologies. The proof of the Potential Stability Theorem is the lengthiest step
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in the constructions of Mg and of the other moduli spaces we’ll look at later, and
can sometimes involve tedious technicalities. Despite the complications that ensue,
the essential strategy is very simple: if C fails to have some property covered by
Definition 7, find the filtration F of V that highlights this failure most clearly and
check that F is destabilizing by showing some form of the numerical criterion is
violated. Only a certain care is needed in the order in which the properties are
established since it is often necessary to assume some of these properties to justify
estimates needed to verify that the failure of others is destabilizing.
I’ll lay out the sequence of steps here so that, when discussing newer construc-
tions in later sections, I can focus on the points at which the arguments differ from
Gieseker’s model. I’ll also sketch proofs of a few steps, likewise in preparation for
discussions of the changes needed in other constructions. However, a complete proof
is much too long to give here. For all the details, see [15, 16] and for a somewhat
condensed version [17, Section 4.C]. One definition is needed: if Y and Y ′ are any
two subcurves of C with no common components, let kY,Y ′ denote the number of
nodes at which Y and Y ′ intersect and let kY = kY,C\Y .
The proof of the Potential Stability Theorem proceeds via the following steps.
(1) Cred is nondegenerate.
(2) Every component of C is generically reduced.
(3) If an irreducible subcurve Y of C is not a rational normal curve, then
degY
(
L
) ≥ 4.
(4) If Y is a reduced irreducible subcurve of C then its normalization map
Yns -Y is unramified.
(5) Every singular point of Cred has multiplicity 2.
(6) Every double point of Cred is a node.
(7) H1(Cred, L) = {0}.
(8) C is reduced, so H1(C,L) = {0} and V = H0(C,L).
(9) For every subcurve Y of C and every component E of the normalization
Yns, either degE ≥ kE,Y , or, E is a rational normal curve for which
degE
(
L
)
= kE,Y − 1.
(10) The Subcurve Inequality 7.4 holds for every subcurve Y of C.
As an illustration, let’s look at Step 4. First suppose that p is an ordinary
cusp. Consider the four-stage weighted filtration F that gives weight 0 to the
space V3 of sections whose image under restriction to Y and pullback via nY
to Yns lie in H0
(
Yns, Lns(−4p)
)
, weight 1 to the space V2 of sections with im-
ages in H0(Yns, Lns(−3p)), weight 2 to the space V2 of sections with images in
H0(Yns, Lns(−2p)), and weight 4 to all others. Since nY ramifies, Y itself must be
singular. Hence, degY
(OC(1)) ≥ 4, by Step 3.
Then dim(V0/V1) = 1, dim(V1/V2) = 1 and dim(V2/V3) = 1 so the average
weight αF = 7N . On the other hand, any F -monomial basis of H
0
(
C,L⊗m
)
will
restrict to a spanning set for H0
(
Yred, L
⊗m); since all the weights of F are positive,
wF (m) is at least the minimum weight of such a spanning set.
The key observation is that any monomial of weight at most 4m − i restricts
on Yred to a section vanishing to order at least i at p. Further, since degY
(
L
) ≥ 4
and Y is generically reduced, degYred
(
L⊗m(−ip)) ≥ 4m − i. Thus Riemann-Roch
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gives the estimate
h0
(
Yred, L
⊗m(−ip))= mdegY (L⊗m)− i− g + 1 +O(1)
with an implied constant depending only g. In other words, a spanning set must
contain exactly one monomial of weight i for almost all i between 0 and 4m. Sum-
ming, we find that the weight of such a basis is at least 8m2 +O(m) so has leading
coefficent eF ≥ 16.
Now recall from Lemma 2 of Section 2 that F is destabilizing if eF > 2αF d.
Plugging in the values above, this is equivalent to dN <
8
7 , exactly the numerical
hypothesis of Theorem 8.
If p is a point of higher ramification, then we get a flag F with αF < 7N , and
the argument above again shows that F is destabilizing.
Once we have Step 8 in hand, it’s not hard to check that if p is an ordinary
cusp, then eF = 16. Hence F is destabilizing if and only if dN <
8
7 . Looking ahead
to Section 4, we note that ν-canonically embedded curves have dN =
2ν
(2ν−1) so, for
these, F is destabilizing if ν ≥ 5 but not if ν < 5. In fact, Hilbert stable curves can
carry ordinary cusps when ν ≤ 4 as we’ll see in Section 4.
The second case where the hypothesis dN <
8
7 is sharp arises in Step 6 when C
is the union of a curve D of genus (g − 2) (not necessarily irreducible) embedded
by a line bundle of degree (d− 1) and a tangent line L to D at a smooth point p.
The singularity at p is a tacnode but differs from other tacnodes in which neither
local branch is a line in that the drop in degree on projecting from the tangent line
L is only 3 rather than 4.
In the latter case a flag giving weight 4 to general sections, weight 2 to sections
vanishing at p and weight 0 to those vanishing on L has, by similar arguments,
eF ≥ 16 and αF = 6N so is destabilizing if dN < 43 . This suggests that bicanonically
embedded curves with tacnodes can be Chow semistable, and calculations of Hassett
and Hyeon [20] also discussed in Section 4 confirm this.
3.3. Properties of the pluricanonical locus. We’ll say that a curve is
nodal if it has at worst nodal singularities. Because deformations of nodal curves
are either smooth or nodal, the subset U of H parameterizing connected curves
with at worst nodal singularities is open in H. Since X -U is a family of nodal
curves, it has a relative dualizing sheaf ω = ωX/U .
Now we want to specialize by fixing a canonical multiple ν ≥ 3—to ensure
that, by [17, Exercise 3.10], ω⊗ν is very ample on all stable curves C—and set
d := ν(2g − 21) = deg(ω⊗νC ) and N = h0(C,ω⊗νC ). Since ν is fixed, we’ll omit
subscript ν’s in denoting loci like H that implicitly depend on this choice.
Definition 9. We define the locus J of ν-canonically embedded stable curves to
be the closed subscheme of U over which the sheaves L and ω⊗νX/U are equal. More
formally, J is the subscheme defined by the (g − 1)st Fitting ideal of R1ϕ∗(ω⊗νX/U ⊗
L−1).
The locus J is closed in U , hence locally closed in H, and has dimension
(3g − 3) + (N2 − 1): (3g − 3) for the choice of the underlying stable curve C and
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(N2 − 1) for the choice of a basis of H0(C,ω⊗νC ) modulo scalars. Finally, J is
smooth: see [17, Lemma 3.35].
To go further we need to use Theorem 8. In terms of ν, dN :=
2ν
(2ν−1) so the
hypothesis dN <
8
7 of the theorem now requires ν ≥ 5. Thus, we know that every
curve whose Hilbert point lies in the semistable locus Hss of H is potentially stable.
The main claim is:
Proposition 10. Jss is closed in Hss.
Proof. We need an alternate form of the Subcurve Inequality 7.4 that follows
by plugging in the formula degY (ωC Y ) = degY (ωY ) + kY (or see [17, Exercise
4.47.2]):
(6)
∣∣∣∣dY − ( ddegC(ωC)
)
degY (ωC Y )
∣∣∣∣ ≤ kY2 .
Because J is locally closed in the full Hilbert scheme H, it is locally closed in
Hss. Applying the valuative criterion for properness, we must therefore show that
given a discrete valuation ring R with residue field k and quotient field F , any map
α : Spec(R) -Hss that takes the generic point η = Spec(F ) of Spec(R) into J ss
also takes the closed point 0 = Spec(k) of Spec(R) into J ss.
We first use α to pull back the universal curve C -Hss and the tautological
bundle L on it to Spec(R). Let ω = ωC/Spec(R) denote the relative dualizing sheaf
of this family. It follows from the definition of J ss and the universal property of
H that α(0) will lie in J ss if and only if we can extend this isomorphism over the
closed point 0.
The definition of J also implies that L
Cη
∼= ω⊗ν Cη . Hence, if we decompose
the special fiber C0 of C into irreducible components C0 =
⋃l
i=1 Ci, then L ∼=
ω⊗ν
(−∑li=1 aiCi) with the multiplicities ai determined up to a common integer
translation. (Since Spec(R) is affine, OC(−C0) ∼= OC .) We normalize the ai’s so
that all are nonnegative and at least one equals 0.
What we must show, then, is that all the ai’s are 0. Note that this is automatic
if C0 is irreducible. To take care of reducible C0’s, we use (6). Let Y be the
subcurve of C0 consisting of all Ci for which ai is zero, and let Z be the remainder
of C0—i.e., those components for which ai is positive. Then a local equation for
OC
(−∑li=1 aiCi) is identically zero on every component of Z and on no component
of Y . In particular, such an equation is zero at each of the kY points of Y ∩ Z.
Therefore, we find that
kY ≤ degY
(
OC
(− l∑
i=1
aiCi
))
= degY
(
L
C0
)− ν degY (ωC/R C0)
= degY
(
L
C0
)−( degC0(L C0)
degC0
(
ωC/R C0
)) degY (ωC/R C0)
≤ kY
2
where the last inequality follows from (6). Therefore kY = 0 and since C0 is
connected, ai = 0 for all i. 
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Corollary 11. (1) Every curve C in P(V ) whose Hilbert point lies in Jss is
Deligne-Mumford stable.
(2) Jss contains the ν-canonical Hilbert point of every Deligne-Mumford stable
curve of genus g.
(3) Jss = Js: every curve whose Hilbert point lies in Jss is Hilbert stable.
Proof. Every curve C in J ss is potentially stable so to prove (1) we only need
to rule out smooth rational components meeting the rest of the curve in only two
points. This is easy. On the one hand, the degree of the dualizing sheaf ωC of C
on such a component is zero while, on the other, ω⊗nC is very ample on C because
the Hilbert point of C lies in J ss.
For any Deligne-Mumford stable curve, ω⊗νC is very ample on C, and thus
embeds C as a curve in P(V ) whose Hilbert point [C] lies in H. To see that [C] lies
in J ss or, equivalently, in Hss, choose a one-parameter deformation C -Spec(R)
of C to a smooth connected curve over a discrete valuation ring R; that is, the
generic fiber Cη of C is a smooth curve of genus g and the special fiber is C. Then
C is again a stable curve over Spec(R), so its n-canonical embedding realizes it as a
family of curves in P(V ) over Spec(R) and hence corresponds to a unique morphism
α : Spec(R) -H. Since the generic fiber Cη is smooth, its Hilbert point [Cη] lies
in Hss by Theorem 5. This is the only, but essential, point at which this theorem
is used in the whole construction.
We now obtain (2) by a GIT semistable replacement argument (cf. [32, Lemma 5.3]).
Since the quotient of Hss by SL(N) is projective, we can, after possibly making a
finite change of base pi : Spec(R′) -Spec(R), find a map β : Spec(R′) -Hss such
that the generic fiber C ′(η′) of the pullback C ′ of the universal curve over H by β
lies in the SL(N)-orbit of Cη. By the uniqueness of the semistable reduction of a
family of Deligne-Mumford stable curves, the stable models of the special fibers C0
and C ′0 are isomorphic. Since β(η
′) lies in J ss, β(0′) lies in Hss, and J ss is closed in
Hss, we conclude that β(0′) also lies in J ss. In other words, C ′0 is also ν-canonically
embedded and hence must be Deligne-Mumford-stable. Thus C0 and C ′0 are both
abstractly isomorphic and projectively equivalent in P(V ). But the Hilbert point
[C ′0] is in J
ss by construction, hence so is that of [C0].
Every curve C whose Hilbert point lies in J ss is, by definition, Hilbert semistable.
If the Hilbert point [C] were not stable, then the closure of its SL(N)-orbit would
contain a semistable orbit with stabilizer of positive dimension. Since every curve
whose Hilbert point lies in J ss is nondegenerate, this orbit would correspond to a
curve C ′ with infinitely many automorphisms, and since J ss is closed in Hss, the
Hilbert point of C ′ would lie in J ss. This contradicts (1) and (3) follows. 
The upshot is that isomorphism classes of stable curves of genus g correspond bi-
jectively to GIT stable PGL(V )-orbits in J ss. It now follows by standard arguments
from the universal property of the Hilbert scheme that definingMg := J ss//PGL(V )
is a coarse moduli space for such curves. See [33, Proposition 2.13] for the general
argument or [17, p. 222] for this case.
3.4. A few applications. This section is a quick review of some corollary
information about Mg that can be deduced from the GIT construction. In this
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volume, the first consequence to mention must surely be the irreducibility of Mg
in positive characteristics because this, as is clear from its title, was the result that
motivated the great paper of Deligne and Mumford [8]. The argument, based on
irreducibility in characteristic 0, can be found in [15, Lemma 2.0.3] or [17, Theorem
4.43].
Next, the projectivity of Mg, first proved by Knudsen in the series of pa-
per [27–29], is an immediate consequence of the its construction as a GIT quotient
the closed subscheme J ss of Hss. Indeed, it comes equipped with a polarization,
given by the Proj of the ring of invariant sections of powers of the PGL(V )-linearized
bundle Λm used on H. Or, better, with many polarizations, since H depends on
the choice of the canonical multiple ν and then Λm depends on the choice of the
sufficiently large degree m. These have recently been computed by Hassett and
Hyeon [20] and Swinarski [41] following Mumford’s calculation in [32] for the ν-
canonical Chow quotient. We’ll need them in Sections 4 and 7.
I’ll use additive notation for the operation in Pic for legibility. To start with
denote by C ⊂ J ss × P(V ) the universal curve over J ss and let pi be the projection
of C onto the first factor. Since the fibers of C -J ss are ν-canonically embedded,
we must have
(7) OC(1) = ν · ωC/Jss + pi∗(Q)
for some invertible sheaf Q on J ss. To solve for Q, we can take the direct image
of (7) and apply the fact that (pi∗
(OC(1)) is a trivial bundle of rank N . This leads
to
(8) −N ·Q = c1
(
pi∗
(
ν · ωC/Jss
))
=
(
ν
2
)
κ+ λ ,
where the last equality follows from the Grothendieck-Riemann-Roch calculation
of [32, Theorem 5.10].
Taking the mth tensor power of (7) using the right inequality in (8) a second
time with ν replaced by mν yields the first equality in
Λm =
(
mν
2
)
κ+ λ+
mP (m)
N
Q
=
(
mν
2
)
κ+ λ− m(2νm− 1)
(2ν − 1)
((ν
2
)
κ+ λ
)(9)
and the second follows by substituting for Q from (8) and writing P (m) and N in
terms of ν and m.
This is the polarization that our construction for ν and m yields and so gives
an ample class on Mg whenever our construction can use these values. Note that
it is already evident that none of these classes depends on g. Applying the relation
κ = 12λ− δ and doing some algebraic simplification we find:
Lemma 12. For ν ≥ 2 and m large enough that the quotient of the set of mth-
Hilbert points of ν-canonically embedded stable curves is Mg, the induced very ample
polarization has class
(10)
(
m− 1
2ν − 1
)((
6ν2m− 2νm− 2ν + 1)λ− ν2m
2
δ
)
.
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The slope of these divisors, by which I mean the ratio of the λ and −δ coeffi-
cients, is therefore 12 − 4v − 4vm + 2v2m . For fixed ν, these values approach 12 − 4v
from below as m -∞. As we vary both m and ν, they range over an interval
[11.2 − ε, 12): the value of epsilon depends on how large we need to take m when
ν = 5 and the range does not include 12.
As a check, we recall that a theorem of Mumford and Knudsen [27, Theorem 4]
(see also [10]), that I’ll write only for our situation, says that if Chow : J ss -Div
is the Chow map, then there are invertible sheaves µ0, µ1 and µ2 on J ss such that,
µ2 = Chow
∗(ODiv(1)) and, for large enough m,
(11) Λm =
2∑
i=0
(
m
i
)
µi
We can for solve µ2 by equating m2-coefficients in this equation obtaining µ2 =
ν
2ν−1
(
(12ν−4)λ−νδ) which recovers the polarizations computed by Mumford using
Chow quotients in [32, Corollary 5.18]. Plugging in and repeating, we also find that
µ1 = −λ and that µ0 = λ.
In the other direction, a class aλ− bδ cannot be ample if the slope s = ab ≤ 11.
Recall that elliptic tail is a connected genus 1 subcurve of a stable curve meeting
the rest of the curve at a single point. A varying elliptic tail is a curve P1 ⊂ Mg
obtained by gluing an elliptic tail of varying j-invariant to a fixed point on a fixed
curve of genus g−1. An explicit family can be obtained, for example, by blowing up
a generic pencil of plane cubics at the 9 base points and taking one of the exceptional
divisors as the section determining the marked point. It’s then straightforward to
check that 11λ−δ has degree 0 on such a curve (see [17, Example 3.140]). Therefore
in Mg, this class contracts the divisor ∆1. The question of where in the gap between
slope 11.2 and 11 the boundary of the intersection of the ample cone of Mg with
the λ − δ plane lies was settled by Cornalba and Harris who showed that s > 11
is also sufficient. Their proof is based on a positivity result that we mention here
because it depends on the ideas of Section 2.
Theorem 13. [Cornalba-Harris Theorem [7]] Suppose pi : X -B is a proper flat
family of relative dimension r over an irreducible curve B and L is a line bundle
on X such that pi∗L is a vector bundle E of rank N . Suppose further that, for a
general point b ∈ B, the line bundle L
Xb
is very ample and embeds Xb as a Hilbert
stable variety in PN−1. Then
N · pi∗
(
c1(L)
r+1
) ≥ (r + 1) · pi∗(c1(L)r) · c1(E) .
The requirement of stability in this theorem seems, at first glance, strange. In
the proof, it guarantees the existence of a homogeneous invariant that is interpreted
as a section of an auxiliary line bundle M on B and the inequality is deduced from
the non-negativity of the degree of M . Moreover, an example due to the author
shows that without this hypothesis the inequality of the Theorem may fail. The
main step in pinning down the slope of the ample cone is to apply the inequality
when X -B is a family of curves with smooth, non-hyperelliptic general fiber to
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deduce
(12) degB(λ) ≥
(
8 +
4
g
)
degB(δ) .
Families of curves whose general member is hyperelliptic and/or singular were han-
dled by arguments that do not involve stability (for which see [17, 6.D]). Recently,
Lidia Stoppino [39] proved a variant of the Cornalba-Harris theorem that applies
to families whose general fiber is smooth and hyperelliptic.
The Hilbert stability hypothesis needed to apply Theorem 13 to get (12) is
provided by,
Lemma 14. If C is a smooth, non-hyperelliptic curve of genus g ≥ 2 embedded in
Pg−1 by its canonical linear series K, then C is asymptotically Hilbert stable.
Proof. The proof is almost identical to that for Theorem 5 where the only
geometric ingredient needed was the inequality εi <
(
d
N−1
)
i. For the canonical
series, this becomes εi <
(
2g−2
g−1
)
i = 2i. Referring back to Figure 1, we thus need to
rule out the existence of sub-linear series on the Clifford line and these exist if and
only if C is hyperelliptic. 
In Stoppino’s argument, a theorem of Kempf’s [25, Corollory 5.3] which implies
that any rational normal curve has semistable Hilbert point substitutes for this
result.
4. Pseudostable Curves
4.1. Constructions of ν canonical quotients for ν < 5. In the preceding
section, we exhibited Mg as the quotient of the locus J in the Hilbert scheme H
of ν-canonical curves. Since, for a Deligne-Mumford stable X, ωX is very ample
when ν ≥ 3, a natural question is to describe the quotient when ν equals 3 or 4.
The hypothesis ν ≥ 5 is sharply invoked in Gieseker’s construction only to
apply the calculation that ordinary cusps destabilize Hilbert and Chow points of
curves of degree d in PN−1 when dN <
9
8 . See the discussion of Step 4 in the proof
of the Potential Stability Theorem (Theorem 8)—the tacnodal curves arising in
Step 6 for which this inequality is also sharp do not arise as pluricanonical models.
The calculations there suggest (but do not prove) that for ν < 5 some cuspidal
curves will be stable. Via this the hypothesis ν ≥ 5 enters implicitly into the proof
that nodal stable curves are Hilbert stable.
Another clue is provided by comparing the Cornalba-Harris Theorem 13 with
the computations of polarizations in Lemma 12. Note that, for ν = 4, the slope
approaches 11 from below as m -∞; the corresponding values are 323 for ν = 3,
10 for ν = 2, and 8 for ν = 1 and these limits give the slopes of the polarizations
on the corresponding Chow quotients. In particular, we can already see that for
ν < 5, none of these GIT quotients can be Mg since, at the least, the divisor ∆1
must be contracted.
These observations suggest that ordinary cusps appear and elliptic tails dis-
appear in the 3- and 4-canonical quotients. This prediction was verified by Schu-
bert [36] who, using 3-canonical Chow points, produced a quotient that is a coarse
moduli space M
ps
g for pseudostable curves for g ≥ 3.
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Definition 15. A curve is pseudostable if:
(1) It is reduced, connected and complete.
(2) It has finite automorphism group.
(3) Its only singularities are nodes and ordinary cusps.
(4) It has no elliptic tails.
The requirement of having a finite automorphism group means that any component
whose normalization is rational must contain at least 3 singular points. If a curve
meets the other requirements but has components with rational normalization con-
taining 2 singular points, then it is semipseudostable. In addition to the chains
of rational curves that Deligne-Mumford semistability permits, rational cuspidal
tails (rational cuspidal curves meeting the rest of the curve in a single point) are
semipseudostable.
4.2. Applications to the log minimal model program. Before I discuss
Schubert’s proof, I want to mention other recent work that involves understanding
ν-canonical quotients for even smaller ν. Most of this arises in connection with the
log minimal model program for Mg (and recently other spaces Mg,n) initiated by
Hassett and Hyeon. Recall that the goal here is to understand the model Mg(α) of
Mg that arises as Proj
(⊕n≥0Γ(n(KMg + αδ))). Most of the results in this area to
date proceed indirectly. First GIT is used to construct a quotient that carries the
natural polarization proportional to KMg + αδ and then this quotient is identified
with Mg(α). Although I only give details of Schubert’s construction below because
it is the simplest model, I’d like to point out some interesting new ideas in the more
recent constructions.
Gieseker’s construction can be viewed as the implementation of the log minimal
model program for 1 ≥ α > 911 . In the paper [21], Hassett and Hyeon show that
Schubert’s 3-canonical quotient is Mg(α) for 911 ≥ α > 710 . More recently in [20],
they have constructed, for g ≥ 4, Mg( 710 ) as the quotient of the Chow variety
of bicanonical curves and Mg( 710 − ε) as the quotient of the Hilbert scheme of
bicanonical curves.
This quotient turns out to be a moduli space M
h
g for a class of curves that they
dub h-semistable in which nodes, cusps and tacnodes are allowed but certain chains
of elliptic curves are excluded (see [20, Definitions 2.4-2.6] for details). However,
the instability calculations are quite a bit trickier than Schubert’s and, for most g,
there are strictly semistable points.
Mg( 710 + ε) Mg( 710 − ε)
Mg( 710 )
Ψ+
ff
Ψ
-(13)
Moreover these spaces fit into a picture like that shown in (13) in which Ψ is a
small contraction and Ψ+ is its flip.
In [23], Hyeon and Lee complete the log minimal model program for g = 3
producing an analogous flip at α = 710 , and then using a GIT analysis of plane
quartics (the canonical models in this case) to show that the only other critical
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values are 1728—here the hyperelliptic locus gets contracted—and
5
9 at which the
whole space is contracted to a point.
I’d like to mention one novel stability criterion in [20, section 3]. The idea is
that the relation (11) for the linearization Λm in terms of the tautological classes
µi (denoted Li in [20]) holds for small m on the locus of Hilbert points of curves for
which restriction of homogeneous polynomials of degree m is onto H0
(
C,OC(m)
)
and for which OC(m) has no higher cohomology–in particular, where C is m-regular
in the sense of Castelnuovo-Mumford. On this locus, we therefore get the same
relation between the least ρ-weights of Λm and the µi for any 1-ps ρ. If moreover,
OC(1) has no higher cohomology and V = H0
(
C,OC(1)
)
is an isomorphism, then
µ0 = −µ1 [20, Proposition 3.9]. This forces the divisibility by (m− 1) seen in (10).
For such a curve, the least ρ weight in any 2 degrees greater than or equal
to the regularity determine the polynomial give the Λm-weight for all large m. In
particular, if C is 2-regular, Proposition 3.17 shows that
(14) wρ(m) = (m− 1)
(
(3−m)wρ(2) + (
m
2
− 1)wρ(3)
)
In particular, this formula makes is possible to use tools like Macaulay 2 to automate
many instability checks: see also [22] for other examples.
Finally, I want to mention the beautiful paper [19] of Hassett in which he
deals with the case g = 2 by techniques which are special to that case and which
inaugurated work in this area. In particular, he uses the explicit invariant theory
of binary sextics to describe the various log minimal models, realizing, for example,
the model M2( 911 ) as the resulting projective quotient.
4.3. Overview of Schubert’s Proof. Schubert’s argument follows the gen-
eral lines of Gieseker’s. I’ll sketch it briefly here highlighting the points of significant
difference and then return to discuss these in more detail later in this section.
First come various stability results. Schubert needs to know that smooth curves
have stable Chow points which again follows from Theorem 5. He also proves a
pseudostable variant of the Potential Stability Theorem for 3-canonical models that
differs from Theorem 8 in two ways matching the expectations above. Both nodes
and ordinary cusps are now allowed and elliptic tails are shown to be destabilizing,
hence are prohibited. I’ll return to this last point in a moment.
The major novelties in the argument are substitutes for standard theorems
about pairs of families of stable curves over a discrete valuation ring having isomor-
phic smooth generic fibers. The first (his Lemma 4.2, here (18)) can be viewed as a
valuative criterion of separatedness for the functor of flat families of pseudostable
curves. It asserts that if the special fibers of both families are pseudostable, then
they are isomorphic. The second (Lemma 4.8, here (21)) functions as a substitute
for semi-stable reduction in Corollary 11.2 and is the key to proving that 3-canonical
pseudostable curves have stable Chow points. It asserts that if one family has a
Deligne-Mumford stable special fiber and the other has a pseudostable special fiber,
then there is a map from the stable family to the pseudostable one that is an iso-
morphism except over cusps of the pseudostable special fiber above which an elliptic
tail is contracted. I’ll sketch the ideas behind these results in 4.5.
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Dave Swinarski pointed out to me that Schubert says nothing about the case
ν = 4, whose GIT you’d expect to be easier, and the paper [24] explains why.
It turns out that Schubert’s argument for 3-canonical Chow points applies with
only obvious adjustments to 3-canonical Hilbert points and that most of it applies
also to 4-canonical Chow and Hilbert points. Only his Lemma 3.1 showing that
curves with elliptic tails are GIT unstable breaks down: his argument applied to 4-
canonical curves only shows that such curves are not Chow stable and says nothing
about their Hilbert stability. However, by specifying the 1-parameter subgroup λ
used in his argument a bit more carefully and making a more precise analysis of
the weights with λ acts it is possible to show (see Corollary 17) that it destabilizes
4-canonical Hilbert points. In (4.4), I review the argument.
Substituting this result for his Lemma 3.1, the remainder of Schubert’s con-
struction, with the Chow scheme for 3-canonical curves replaced by the mth Hilbert
scheme of either 3- or 4-canonical curves for a sufficiently large m, goes through
with only minor changes. In view of this and for consistency with the rest of this
paper, I’ll stick to the Hilbert schemes version of Schubert’s construction in what
follows. This leaves open the question of the 4-canonical Chow quotient. Here the
geometry is more complicated. There are three classes of strictly stable orbits that
are identified in the quotient: both curves with elliptic tails and curves with cusps
are in the basin of attraction of curves with a rational cuspidal tail. For more
details, see [24].
4.4. Pluricanonical Stability of Elliptic Tails. This subsection gives the
refinement of Schubert’s analysis of stability of elliptic tails needed to make his con-
struction apply to 4-canonical models. The arguments follows closely that in [24].
First, we recall the setup.
Fix a Deligne-Mumford stable curve X with an elliptic tail, i.e. X = C ∪ E
where C and E are subcurves of genera (g−1) and 1 respectively and C∩E is a single
node p. Note that C is not assumed to be smooth or irreducible. Assume ν ≥ 3 so
that ω⊗νX is very ample and let d = 2ν(g − 1) = deg
(
ω⊗νX
)
and N = d − g + 1 =
H0(X,ω⊗νX ). Then ω
⊗ν
X has restriction to E linearly equivalent to OE(νp) and has
degree c = (d− ν)− g + 2. To simplify notation, I’ll write L = ω⊗νX .
It follows directly from Riemann-Roch that the linear spans VC of C and VE
of E in PN−1 are of dimensions c − g + 1 = N − ν and ν − 1 respectively and
that their intersection is {p}. Letting l = N − ν + 1, we can therefore choose
homogeneous coordinates x1, . . . , xN such that x1 = . . . = xl−1 = 0 defines VE ,
xl+1 = . . . = xN = 0 defines VC , and p is the point where all the xi except xl
vanish.
For j ≥ 1, we will confound xl+j with the section of H0
(
E,L
E
)
it determines
and write ordp(xl+j) for the order of vanishing at p of this section. Again by
Riemann-Roch, we may choose xl+j so that ordp(xl+j) = j for 1 ≤ j ≤ ν − 2 and
choose xN so that ordp(xN ) = ν.
Define λ to be the 1-ps subgroup of SL(N) acting by diag(tr1 , · · · , trN ) in these
coordinates where ri equals ν if i ≤ l, ν − j if i = l + j and 1 ≤ j ≤ ν − 2 and
0 if i = N = l + ν − 1. Note that, for j ≥ 0, this gives xl+j weight equal to
e− ordp(xl+j).
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The proof of Schubert’s Lemma 3.1 shows that the m2 coefficient of wλ(m) is
at least
(
d − ν2
)
ν (although only L = ω⊗3X is considered). The next lemma is the
sharpening of this estimate to an exact evaluation of wλ(m) needed to apply his
argument to 4-canonical models.
Lemma 16. wλ(m) = m
2
[(
d− ν
2
)
ν
]
+m
[(3
2
− g)ν]− 1.
Proof. For concision, we will henceforth understand all monomials to have
degree m and view them directly as sections of L⊗m over X or E (eliding “the
restriction to”). Weights will always be λ-weights.
Let Wr be the span in H0
(
X,L⊗m
)
of all monomials of weight at most r and
let s = mν − r. I claim that
dim(Wr) =

md− g + 1 if r = mν
r if 2 ≤ r ≤ mν − 1
1 if r = 0 or r = 1
Given this, the lemma follows by elementary manipulations since the weight of any
monomial basis is simply the sum of r
(
dim(Wr)− dim(Wr−1)
)
over r.
The first case in the claim is immediate from Riemann-Roch for L⊗m on X.
The others follow from the equality
(15) Wr = H
0
(
E,L⊗m
E
(−sp)) for r = 0 and for 2 ≤ r ≤ mν − 1 .
Since L⊗m
E
(−sp) ∼= OE(rp)—recall that L E ∼= OE(ep), Riemann-Roch on E
implies that h0
(
E,L⊗m
E
(−sp)) = r.
If any monomial has weight r = mν − s then it contains one or more factors
xl+j with j > 0 and hence vanishes on C. By construction, s equals the sum of the
orders of vanishing at p of the factors of this type, hence Wr ⊂ H0
(
E,L⊗m
E
(−sp)).
If we next set M0 = xmn , then B0 := {M0} is a basis of H0
(
E,L⊗m
E
(−mνp))
lying in W0. Finally, for r = 2, . . . ,mν − 1, let Mr be any monomial
Mr :=
m∏
k=1
xl+jk s.t. each jk ≥ 0 and
m∑
k=1
jk = s = mν − r .
Then, Mr vanishes on C because some jk > 0. By construction, Mr has weight
exactly r and, since xl is non-zero at p, Mr vanishes to order exactly s at p. Thus,
Br := {M0,M2,M3, . . . ,Mr} is a subset of Wr∩H0
(
E,L⊗m
E
(−sp)) of cardinality
equal to h0
(
E,L⊗m
E
(−sp)). But all the elements of Br except Mr lie in Wr−1. By
induction, Br is linearly independent and hence is a basis of H0
(
E,L⊗m
E
(−sp))
which therefore lies in Wr. 
We now want to apply the Numerical Criterion (1). In our examples, P (m) =
md− g + 1 by Riemann-Roch and an easy calculation shows that
α(λ) =
νN −∑ν−2j=1 j − ν
N
= ν − ν
2 − ν + 2
2N
so we want to compare wλ(m) to
(16) mP (m)α(λ) = m2
[
d
(
ν − ν
2 − ν + 2
2N
)]
+m
[
(1− g)(ν − ν2 − ν + 2
2N
)]
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After some easy simplifications, we find that the m2 coefficient in Lemma 16 is
less than that in (16) equal, if and only if
d
N
=
2ν
(2ν − 1) <
ν2
(ν2 − ν + 2)
and that this happens exactly when ν ≥ 5. In these cases, the mth-Hilbert point
of X is λ-stable for large enough m. We get the opposite comparison (and hence
an unstable Hilbert point) exactly when ν ≤ 3. But for ν = 4 the two coefficients
are equal. In this case, to decide the whether X is Hilbert stable or unstable with
respect to λ, we need only compare the two m coefficients. Plugging in ν = 4 and
simplifying, we find that (1− g)(ν − ν2−ν+22N )− ( 32 − g)ν = −1 so the 4-canonical
Hilbert point of X is unstable. Note that, as predicted by (14), wF (m) is divisible
by—in fact, equal to— m− 1.
Thus we have proved the first two claims below. I emphasize that, although
we have shown that, when ν = 4, X is Chow strictly stable with respect to λ, X
might be unstable with respect to some other 1-ps. Likewise the third claim follows
not from the preceding argument, showing that X is λ-stable for ν ≥ 5, but from
Corollary 11.
Corollary 17. Let X be a ν-canonically embedded Deligne-Mumford stable curve
with an elliptic tail. Then,
(1) If ν = 3, X is Chow unstable and asymptotically Hilbert unstable.
(2) If ν = 4, X is not Chow stable and is asymptotically Hilbert unstable.
(3) If ν ≥ 5, X is Chow stable and asymptotically Hilbert stable.
4.5. Schubert’s Key Lemmas. Here I want to sketch the proofs of the two
lemmas about pseudostable curves cited in subsection 4.3 and explain how these
are applied in constructing M
ps
g . First, to fix notation, let R be a discrete valuation
ring, let B = Spec(R), and let η and 0 be the generic and special points of B.
Lemma 18. If pi : Y -B and pi′ : Y ′ -B are flat families of pseudostable
curves with isomorphic smooth generic fibers, then the special fibers Y0 and Y ′0 are
also isomorphic.
Proof. The key claim is that: if g ≥ 3, a stable curve Z has a unique connected
subcurve C containing no elliptic tails and whose complement consists of a set of
pairwise disjoint elliptic tails.
Given this, the first step is a standard application of Stable Reduction to see
that after a base change, if necessary, there is a family Z -B with generic fiber
isomorphic to those of Y and with stable special fiber Z0 and a B-maps ϕ : Z -Y .
As in the discussion in [17, pp. 122-130], Z0 will have an elliptic tail of j-invariant 0
lying over each cusp of Y0. By pseudostability, these will be the only elliptic tails in
Z0; further, as there are no other non-nodal singularities and no unstable rational
components, Z0 will be isomorphic to Y0 except over the cusps. More precisely, the
complement of the points of attachment of the elliptic tails in C0 will be isomorphic
to the complement of the cusps in X0 and there there will be one elliptic tail over
each cusp.
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Now apply the same argument to Y ′. The uniqueness of stable reductions
implies that we get the same stable central fiber Z0 and hence that Y0 and Y ′0 are
isomorphic away from their sets of cusps which are in canonical bijection. Hence
Y0 and Y ′0 are isomorphic.
The claim is not quite as trivial as it may appear. We define C inductively
starting with C = X. If C contains an elliptic tail E not meeting any elliptic tail
in the complement of C then, replace C with the closure of the complement of E.
If not, stop. If C is a connected genus 1 subcurve of X meeting the deleted elliptic
tails in a single point then X is the union two elliptic tails and has genus 2. This
is the first point where Schubert needs to assume g ≥ 3: if X is a general point of
∆i in genus 2 (the join of 2 elliptic tails), there is no canonical subcurve C. If not,
any connected genus 1 subcurve E must meet both the rest of C, by connectedness,
and the set of deleted elliptic tails, by induction, so is not an elliptic tail.
Next, I leave the reader to check that any elliptic tail is irreducible. Given this,
if C and C ′ both satisfy the claim and E is an elliptic tail deleted from X in forming
C, E either lies inside C ′, contradicting its choice, or lies in its complement. This
shows that C ′ ⊂ C and, by symmetry, proves uniqueness. 
To complete the construction we will need a Corollary of the proof above that is
the content of Schubert’s Lemma 4.2. Say that a stable curve Z has standard tails if
all its elliptic tails are smooth with j-invariant 0. Let C be the canonical subcurve
obtained as in the claim by deleting all these elliptic tails and let DZ = C ∩Z \ C.
For a pseudostable curve Y , let DY be the set if cusps on Y .
Corollary 19. If Y has genus g ≥ 3, then there is a unique stable curve Z with
standard tails and a map pi : Z -Y such that pi
C
is the normalization of Y , pi
C\DZ
is an isomorphism to Y \DY , and the inverse image of each cusp of Y is the elliptic
tail attached at the corresponding point of DZ . If Y and Y ′ are pseudostable curves
whose Z are the same, then Y and Y ′ are isomorphic.
Next, Schubert considers flat families over B = Spec(R) with smooth connected
general fibers of genus g ≥ 3 and reduced special fibers as shown in the diagrams
below:
Z Zη
X
piX
ff
Y
piY-
Xη
ϕ
∼=
-
piX,η
ff
Yη
piY,η-
B
ψYffψX
-
Bη
ψY,ηffψX,η
-
(17)
In the situation of (17), call p ∈ X0 exceptional if piX,0 is not an isomorphism
over any open neighborhood of p ∈ X0. When an exceptional p is fixed, define
E = pi−1X,0(p), F = Z0 \ E, C = piY,0(E), D = Y0 \ C and l = #(C ∩D).
Lemma 20. Given X -B, Y -B and ϕ as in (17), there is a flat Z satisfying
the following:
(1) piX,η is an isomorphism.
(2) Z0 is reduced and no component of Z0 is collapsed by both piX,0 and piY,0.
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(3) If p is exceptional, then piY,0 is an isomorphism over every point of C
except those in the image of E ∩ F .
(4) If p is an exceptional smooth point or node of X0, then E is a curve of
genus 0.
For these claims, in which pseudostability plays no part, I refer to [36, Lemmas
4.4 to 4.7].
The application to moduli then follows in his Lemma 4.8 that asserts,
Lemma 21. If, in the situation above, X0 is Deligne-Mumford stable and Y0 is
pseudostable, then:
(1) piX : Z -X is an isomorphism.
(2) piY : Z -Y is an isomorphism except over cusps of Y0.
(3) The inverse image under piY of a cusp in Y0 is an elliptic tail in Z0.
Proof. To prove the first claim, it suffices to show that there are no excep-
tional points p. If p is exceptional, then by (20.4) E is a curve of genus 0 meeting
F in either 1 or 2 points (since p is at worst nodal) and every point of C ∩D is the
piY,0-image of one of these by (20.3), so l ≤ 2.
If l = 0, then Y0 = C and, by (20.3), there are n ≤ 2 points at which piY,0 :
E -C is not an isomorphism. Checking that C has genus n for each possible
value, we get a contradiction to g ≥ 3.
If l = 1, then C is smooth at this point and piY,0 : E -C is an isomorphism
near it. There is at most one other point in E ∩ F and hence, by (20.3), at most
one point near which piY,0 : E -C is not an isomorphism. If there are none, then
C is a rational subcurve of Y0 meeting the rest of Y0 in at most 2 points. If there is
1, this point must be a cusp and C must be a rational cuspidal tail. In both cases
this contradicts pseudostability of Y0.
If l = 2, then C is again non-singular at these points and hence piY,0 : E -C
is an isomorphism near them and hence, by (20.3), everywhere. Once again C is a
rational subcurve of Y0 meeting the rest of Y0 in at most 2 points.
Next note that the notion of exceptional point makes equal sense for points
q of Y0 and that claim (4) of Lemma 20 holds equally for these. Applied to an
exceptional point q of Y0 that is not a cusp, it shows that the inverse image E of
q in Z0 will be a genus 0 subcurve meeting its complement in Z0 at 1 point if q is
smooth and in at most 2 points if q is a node. This contradicts the first claim and
proves the second.
Finally, if q ∈ Y0 is a cusp, then it must be exceptional, as Z0 has no cusps,
and must have a unique preimage on F that is a smooth point of F . Thus F must
be the normalization of Y0 at q and have genus (g − 1). But then, since E ∩ F is a
single point, E must be a connected curve of genus 1 and the last claim follows. 
The remainder of Schubert’s argument closely follows the outline in subsec-
tion 3.3. The one point of difference is in the proof of the analog to Corollary 11.2
showing that 3- and 4-canonical models of pseudostable curves are asymptotically
Hilbert stable. It is here that the Lemmas above are invoked. Fix ν to be 3 or 4.
Given a pseudostable curve Y ′0 , let Z0 be the stable curve with standard tails
of Corollary 19 and let Z be a flat smoothing of Z0 over B and α : B -H be the
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map induced by taking the family of ν-canonical models of Z. Since the generic
fiber Zη is smooth, its Hilbert point [Zη] lies in Hss by Theorem 5.
After possibly making a finite change of base, we can find a map β : B -Hss
that agrees with α at η. By pulling back the universal curve over H by β, we obtain
a second curve Y -B whose generic fiber is also Zη. Since Y0 is Hilbert semistable,
Schubert’s Potential Stability results imply that Y0 must be a pseudostable curve.
But we are also in the situation of Lemma 21 and last claim there implies that the
Z0 is also the stable curve with standard tails determined by Y0. Corollary 19 then
implies that Y ′0 ∼= Y0 so is semistable. Strict semistability is ruled out as in the
proof of (11.2) by the fact that any Hilbert semistable curve has finite automorphism
group.
5. Weighted Pointed Curves
In this section, I want to review the recent GIT construction by Swinarski
of the moduli spaces Mg,n of n-pointed stable curves of genus g. With minor
adjustments, the proof also constructs the moduli spaces of weighted pointed curves
of Hassett [18]. Here I will first explain what’s involved in setting up the GIT
problem and give analogues of the criteria of Section 2. Then I’ll sketch the ideas
in the proof that smooth pointed curves have stable Hilbert points with respect to
suitable linearizations. I will explain why Gieseker’s Criterion is not an adequate
tool here and prove the main result, the Span Lemma 25 that substitutes for and
sharpens it. However, I will omit the essentially combinatorial verification that it
suffices to check stability, giving only a statement of the main result. Discussion of
the modifications need to get a Potential Stability theorem and construct moduli
for stable pointed curves is postponed those until the next section on stable maps,
since the similar issues arise in both constructions.
5.1. Setting up the GIT Problem. To begin, we need to set up parameter
spaces for pointed curves, describe suitable linearized line bundles on them and
understand the numerical criterion in terms like those in Section 2. We describe
how to do this in the notation established there.
Let X = (C, [p1, . . . , pn]) be an curve of genus g and degree d in P(V ) and an
ordered set of n points, not yet necessarily distinct or lying on C. Viewing P(V ) as
the Hilbert scheme of points, i.e. subschemes with Hilbert polynomial (and func-
tion) the constant 1, X determines a point in the product H∗ := H×∏nk=1 P(V ).
For m sufficiently large and mk > 0 for each i, we fix L := L(m;m1, . . . ,mn) to be
the very ample line bundle obtained by tensoring the pullback Λm from H—taken
as in Section 2 with respect to its Plu¨cker embedding in P(Wm)—with the pull-
backs of OP(V )(mk) from the kth factor P(V ), for all k. Since each of the factors
is naturally linearized, so is L. We will call this the linearization with parameters
(m;m1, . . . ,mn) and will fix it henceforth.
We will, once again, express the numerical criterion in terms this linearization
of L. We can simplify notation slightly by dropping the trivial first exterior power
from the point factors of the space W ′ := W (m;m1, . . . ,mn) on which SL(V )
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naturally acts and writing
W ′ = Wm ⊗ Sm1 ⊗ · · · ⊗ Smn
If we then fix 1-ps ρ as in (1), coordinates Z that diagonalize the action of ρ on
W are determined by the data of a set z of P (m) degree m monomials in the xi,
and, for each k, a single monomial yk of degree mk. A coordinate Z is non-zero
at the point [X] ∈ H∗ if and only if the elements in z restrict on C to a basis of
H0
(
C,OC(m)
)
, as before, and each yk is non-zero at pk (the analogous condition
for the point factors).
Define wB(k) to be the least weight of a coordinate xi not vanishing at pk.
Clearly, the least weight of a yk non-zero at pk is then mkwB(k). Thus the least
weight of a coordinate Z non-zero at [X] is wB(m) +
∑n
k−1mkwB(k). This gives
the first claim below from which the second is immediate, setting wF (k) = wB(k).
Proposition 22. [Numerical criterion for pointed curves] A point [X] ∈ H∗ is
(m;m1, . . . ,mn)-stable [resp: semistable] if and only if the equivalent conditions
below hold:
(1) For every weighted basis B of V , there is a B-monomial basis of
H0
(
C,OC(m)
)
such that wB(m) +
∑n
k−1mkwB(k) < [resp: ≤] 0.
(2) For every weighted filtration F of V whose weights wi have average α,
wF (m) +
n∑
k−1
mkwF (k) < [resp: ≤] (mP (m) +
n∑
k=1
mk)α .
To ensure that the points pk lie on the curve C, we simply need to replace H∗
by the closed subscheme Hˆ determined by the incidence conditions pk ∈ C, for all
k: Hˆ is defined scheme theoretically by the condition that the ideal of C is in the
ideal of each pk.
To get interesting consequences, we need to balance m and the mk’s. As we
scale the former to get asymptotic results, we want the latter to scale correspond-
ingly.
Definition 23. For B = (b1, . . . , bn) with each bk > 0, the B-linearization of the
SL(V ) action on H∗ is that given by setting mk = bk m
2
2 and it is then convenient
to set b := bB =
∑n
k=1 bk. We can, and will, allow bk to be rational, understanding
that we always take m sufficiently divisible that all the mk are integral.
I should note that my b’s are twice those in Swinarski [41]—I’ll explain this
change in a moment. However, the m2 factor in the definition of bk is fundamental.
It is needed to make the “point” terms in Proposition 22 have the same order in m
as the “curve” terms and makes possible an immediate analogue of Lemma 2.
Lemma 24. [Asymptotic numerical criterion for pointed curves] Let X be an n-
pointed curve of degree d and genus g in P(V ). For a weighted filtration F , let
bF :=
∑n
k=1 bkwF (k).
(1) If eF + bF < 2αF (d+ b), then X is B-Hilbert stable with respect to F .
(2) If eF + bF > 2αF (d+ b), then X is B-Hilbert unstable with respect to F .
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(3) If there is a δ > 0 such that
eF + bF < 2αF (d+ b)− δ
for all weighted filtrations F associated to the Hilbert point of any X in
a subscheme S of Hˆ, then there is an M , depending only on S, such that
the mth Hilbert point [X]m of X is B-stable for all m ≥ M and all X in
S.
We think of bk as a weight on the point pk in the sense of Hassett [18] and,
with the chosen scaling, stability forces bk ∈ (0, 1] and more. To see this, and get
a feel for stability for pointed curves, let’s work an example, assuming that g ≥ 2
to simplify. Consider the filtration F that assigns weight 0 to sections vanishing at
smooth point q of C and weight 1 to all others. First, for i = 0, . . . ,m there is a
section in H0
(
C,OC(m)
)
vanishing to order exactly i at q and having weight m− i
so, summing over i, wF (m) = 1r2m
2 +O(m) and eF = 1. Each w(k) is either 1 or
0 according as pk is or is not equal to q so bF =
∑
pk=q
bk.
The right hand side of 24.1 is d+bN , which, if we let d -∞ approaches 1 from
above. Thus if bF ≤ 1, X is F -stable and if bF > 1, then, for large d, X is F -
unstable. Thus, taking q = pk, the weight of any marked point pk on a stable X
can be at most 1 when d 0, and if so, no other marked point can equal pk. More
generally, semistability implies that the sum of bk over the set of marked points that
are equal to q can be at most 1, exactly Hassett’s condition. This is my justification
for choosing the normalization I do of the bks: Swinarski’s can be at most 12 .
I’ll leave the reader to check similarly that if q is a node of C, then eF = 2 and
hence, when d 0, a stable X must have bF = 0. In other words, no marked point
can be a node of C.
5.2. Hilbert stability of smooth pointed curves. In this subsection, I
want to explain the new geometric ideas behind the estimates that Swinarski uses
to prove Hilbert stability of smooth pointed curves, for which Gieseker’s Criterion 4
turns out to be insufficiently sharp and that are the main novelties in his construc-
tion. Even with these in hand, the combinatorial argument deducing stability is
delicate and lengthy (over 20 pages) so I’ll simply outline the strategy and give
some motivating examples, referring to [41] for the details.
To get a feel for the difficulties, let’s first look at his Example 1 (defined in 2.4
and discussed at several subsequent points). We let n = 3 L = OC(1) and consider
the filtration F for which there are four weight spaces V0 % V1 % V2 % V3 given by,
(18)
V % H0
(
C,L(–p1)
)
% H0
(
C,L(–p1–p2)
)
% H0
(
C,L(–p1–p2–p3)
)
w0 = 36 > w1 =
2
6 > w2 =
1
6 > w3 = 0
This has normalized weights (decreasing to 0 and summing to 1), hence αF = 1N
and, in Lemma 24, the right hand sides are slightly larger than 2 for large d. Since
ei = i for i ≤ 3 and ei = 3 for i > 3, it’s easy to see that the εF of Gieseker’s
Criterion 4 equals 32 (achieved by any subsequence). The least weights of sections
not vanishing at pk are 36 ,
2
6 ,
1
6 for k = 1, 2, 3 so bF = 1. Thus if we estimate eF by
εF , then we only get eF + bF ≤ 52 . Below, we’ll see that Swinarski’s estimates show
that eF is really 1. Hence eF + bF = 2 and X is F−stable. But we can already
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see that substantially better estimates than those used in Gieseker’s criterion are
needed to deduce stability for pointed curves.
The key idea can be understood by looking a bit further at this example.
Recall that the basic idea in Gieseker’s criterion is to combine estimates of the
codimensions of various weight spaces in H0
(
C,L⊗m
)
. One of these estimates
uses H0
(
C,L⊗m(−mp1)
)
= V m1 to estimate by m the codimension of the space of
sections of weight at most 13m. But H
0
(
C,L⊗m(− 12mp1 − 12mp2)
)
=
(
V0V2
) 1
2m
also has codimension m and weight at most 13m. These two spaces intersect in the
space H0
(
C,L⊗m(−mp1 − 12mp2)
)
of codimension 32m so their span is a subspace
of weight at most 13m with codimension
1
2m. In other words, the codimension
estimate for the 13m-weight space used in Gieseker’s criterion in this case is a factor
of 2 from being sharp. Plugging this improved estimate into (5) reduces eF by 13 .
Swinarski’s strategy is to use this idea to improve codimension estimates in
a systematic way and see that the gains made suffice to prove Hilbert stability.
Essentially, he replaces “monomial” subspaces (subspaces like V m1 that are spanned
by monomials in the xi) by “polynomial” subspaces (spans of several mononial
subspaces of the same maximum weight like V m1 and
(
V0V2
) 1
2m). The key estimate
is:
Lemma 25. [Span Lemma] Fix a smooth curve C of genus g embedded in P(V )
by a line bundle L of degree d. Fix a set {q1, . . . , qa} of points of C, and an
A × a matrix [ci,j ] of non-negative integers. For each j, let cj and cj be the
minimum and maximum entries in the jth column. For i = 1, . . . , A, define
Ei := H0
(
C,L⊗m(−∑aj=1 ci,jqj)) and define E := span(E1, . . . , EA).
If
∑a
j=1 cj < dm − 2g, then E = H0
(
C,L⊗m(−∑aj=1 cjqj)) and E has codi-
mension
∑a
j=1 cj in H
0
(
C,L⊗m
)
.
The example in (18) is a toy case of the Span Lemma with A = a = 2, q1 = p2
and q2 = p1. In more general applications, the qj ’s may or may not be marked
points on C. The proof will show that any Ei for which no di,j = cj can be
discarded without affecting E so in applications we can always take A ≤ a.
Proof. We first verify the codimension of E. If I is a non-empty subset of
{1, 2, . . . , A}, let EI = ∩i∈IEi. For any subspaces Ei of a vector space W ,
codim
(
span(Ei, . . . , EA)
)
=
∑
I
(−1)(#I−1)codim(EI)
On the other hand, EI = H0
(
C,L⊗m(−∑aj=1 cI,jpj)) where cI,j = maxi∈I ci,j ≤ cj
and the hypothesis on the cj lets us compute the codimension of EI by Riemann-
Roch as
∑a
j=1 cI,j . Plugging this into (5.2) gives
codim
(
span(Ei, . . . , EA)
)
=
∑
I
(−1)(#I−1)
a∑
j=1
cI,j =
a∑
j=1
∑
I
(−1)(#I−1)cI,j .
Fix j and assume the ci,j are distinct. Then every cI,j is a ci,j for a unique i ∈ I
and the number of I for which ci,j gives cI,j is 2k where k = #{i′|ci′,j < ci,j}.
Moreover, except when k = 0, exactly half of these I are of each parity and so
cancel in the jth summand above. Making these substitutions and cancellations,
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the only term remaining in the jth summand is that where I = {i} and ci,j = cj .
The same argument applies when the ci,j are not distinct, if we “break ties” by
replacing < with any total order refining ≤.
To see that E = H0
(
C,L⊗m(−∑aj=1 c˜jqj)), it now suffices, since the codimen-
sions are equal, to show either containment. But every section in each Ei vanishes
to order at least cj at qj so the same is true of every section in their span E. 
The combinatorial argument by which Swinarski deduces stability does not
involve a reduction to a linear programming problem. Instead, he works with the
fixed subsequence of the Vj at which the base locus jumps and estimates separately
the codimensions of each of the stages in Gieseker’s double filtration (3) using the
Span Lemma 25. The basic idea is as follows. Fix one of Gieseker’s subseries Uk,l
and a point qi in the base locus of VN . Then, find a subseries Uk,l,i of Uk,l obtained
by restricting a product of the form Symn
(
V · Sym(p−w)(Vs) · Symw(Vt)
)
with s, t
and w chosen so that, first, the maximum weight of a section in Uk,l,i is no greater
than for Uk,l and, second, the multiplicity of qi in the base locus of Uk,l,i is as
small as possible consistent with this weight requirement. (We can always take
Uk,l,i = Uk,l if necessary.) Then let U ′k,l be the span of all the Uk,l,i and use the
double filtration given by these to estimate wF (m). The Span Lemma quantifies
the drop in codimension from each U to the corresponding U ′.
Swinarski works out these estimates in two stages. First, he computes a virtual
profile that graphs the points
(
codim(U ′k,l),weight(U
′
k,l)
)
that would arise if frac-
tional w could be used above. This is a piecewise linear function with one segment
for each k in the subsequence. The virtual profile that arises from the example
defined in (18) is shown in Figure 3. The arrows show, on each segment, the virtual
base locus of the U ′ with virtual weight 12m−α. For example, the top segment, of
slope −2, is what results from the discussion following (18). Similar considerations
involving the other pk lead, via the Span Lemma, to the other segments. Note
that the area under this profile is 12 , just what is needed to check stability in this
example.
Unfortunately, the area under virtual profile does not bound wF (m) because of
the need to choose integral w. Using these w produces a profile that is the graph
of a step function with m steps over each segment in the virtual profile and that
lies above both the virtual profile and the graph of the step function determined
by the weight filtration. The area under this profile does bound wF (m).
The combinatorial task is then to estimate both the area under the virtual
profile and the area between the profile and the virtual profile and to show the
resulting estimate for eF is sharp enough to yield Hilbert stability. Defining the
profile and virtual profile in general and carrying this out occupies pages 15-38 of
the online version of [41]. The main result is:
Theorem 26. Fix d and g and let H∗ be the corresponding Hilbert scheme of n-
pointed curve of genus g in PN−1. Fix a linearization B, as in (23), satisfying
bk < 1 for all k and, for some positive δ, b =
∑n
i=1 bk =
g−1
N−1 + δ. Let X =
(C, [p1, . . . , pn]) be any smooth n-pointed curve such that for any point q of X,∑
pk=q
bk ≤ 1. Then X is asymptotically B-Hilbert stable.
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(0, 12m)
( 13m,
1
3m)
( 76m,
1
6m)
(3m, 0)
ff 2αp1
ff 2αp1 + 3(α− 16 )p2
2αp1 + 3(α− 16 )p2 + 6(α− 13 )p3 -
α = drop in weight = 12m− weight
codimension
weight
Figure 3. Virtual profile for the example of (18).
A few remarks are in order. This is the main Case A of Swinarski’s Theo-
rem 8.2.1. He handles some other linearizations in other cases. Recall also that his
bk are half mine (and my δ is his εN). Finally, he only claims m-Hilbert stability
for a certain infinite set of m. However, his argument shows that the polynomial
representing wF (m) has negative leading coefficient bounded away from 0 in terms
of δ and that wF (m) has negative value for an m only depending on the global
parameters d, g, B and δ. From this, we may deduce a uniform upper bound for
the linear coefficient in wF (m) and hence its negativity for all sufficiently large m.
6. Pointed Stable Maps
In this section, I want to review the recent GIT construction by Baldwin and
Swinarski [2] of the moduli spaces Mg,n(Pr, dˆ) of n-pointed stable maps of genus
g with image of degree dˆ in Pr for all (g, n) except (0, 0), (0, 1) and (1, 0). This
construction is not self-contained but depends on the existence of Mg,n(Pr, dˆ) as a
coarse moduli space due to Fulton and Pandharipande [12]. However, Baldwin [1]
has modified their argument to give a standalone proof that is even valid in those
positive characteristics not dividing dˆ for which the corresponding moduli problem
is separated.
Once again, the proof is far too long to give in full. I have not reproduced
even the statements of many of their results because the quantifications alone often
stretch to a dozen lines. Instead, I have chosen to sketch the main points at which
it diverges from the model in Section 3, sending the interested reader to [2] for
almost all details. The main novelty is Baldwin’s ingenious inductive argument for
the stability of pointed maps with smooth sources. This is treated in the second
subsection. The first deals with the setup of the GIT problem they treat and the
new issues that arise in proving a Potential Stability theorem for pointed maps. In
particular, it explains why an appeal to another construction is needed.
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6.1. Overview of the construction for pointed stable maps. Setting up
parameter spaces, fixing suitable linearized line bundles on them and interpreting
the numerical criterion are all straightforward variants of Section 5. We describe
briefly how to do this in the notation established there.
Set Z = P(V ) × Pr with pi and pˆi the two projections and let OZ(m, mˆ) be
the restriction to Z of pi∗
(OP(V )(m)) ⊗ pˆi∗(OPr (mˆ)). Then let H′ be the Hilbert
scheme of subcurves C ′ of Z of bidegree (d, dˆ), that is, having Hilbert polynomial
P (m, mˆ) = dm + dˆmˆ + (1 − g). The natural models of H′ are constructed by
restriction of sections of OZ(m, mˆ) for suitably large m and mˆ and have Plu¨cker
coordinates indexed by sets of P (m, mˆ) polynomials of bidegree (m, mˆ) correspond-
ing to bundles Λm,mˆ. Note that while the linear series cut out by forms of bidegree
(1, 1) on C ′ is tautologically very ample, it does not follow that either of the linear
series induced on C ′ by projecting Z to P(V ) or Pr are.
Let X = (C, [p1, . . . , pn]) be a prestable n-pointed curve of genus g (meaning
that C reduced, connected, complete and with only nodes and that the marked
points are distinct, smooth points of C). Let f : C -Pr be a stable map with image
of degree dˆ. Stability for f means finiteness of automorphisms of X commuting
with it, which rules out (g, n) = (1, 0) and in all other cases means that any smooth
rational curve collapsed by f must contain at least 3 special points. Fix also
an embedding of C in P(V ) as a curve of degree d. Then the graph Γ of f in
⊂ P(V ) × Pr determines a point C ′ of H′. In this case, the linear series induced
on C ′ by projecting to P(V ) is necessarily very ample but that given by projection
onto Pr need not be.
We can record the n-marked points of C, as before by taking a product of
H′ with n copies of Z and passing to the incidence correspondence Hˆ for which
these points lie on Γ. We fix L := L(m, mˆ;m1, . . . ,mn) to be the very ample line
bundle obtained by tensoring the pullbacks of the corresponding Λ’s from each
factor. In [2], the mk are always taken to have a common value m′ so we will write
L := L(m, mˆ,m′). I have also suppressed the mˆk’s that might be formally expected
in the point factors because they will play no role in the sequel.
The reason for this is that there is only one way for SL(V ) to act on Pr—
trivially, so that 1-ps’s (or filtrations) always act with 0 weights on the Pr side
of the picture. We then extend all the notions defined in terms of these weights
in the obvious bigraded way. For the point factors wB(k), we can thus drop the
dependence on mˆ since we can always find some monomial on the right side non-
vanishing at pk.
Proposition 27. [Numerical criterion for stable maps] A point [f ] ∈ Hˆ is stable
[resp: semistable] with respect to the linearization defined above with parameters
(m, mˆ,m′) if and only if the equivalent conditions below hold:
(1) For every weighted basis B of V , there is a B-monomial basis of
H0
(
C,OC(m, mˆ)
)
such that
wB(m, mˆ) +m
′
n∑
k=1
wB(k) < [resp: ≤] 0 .
GIT CONSTRUCTIONS OF MODULI SPACES OF STABLE CURVES AND MAPS 35
(2) For every weighted filtration F of V whose weights wi have average α,
wF (m, mˆ) +m
′
n∑
k=1
wF (k) < [resp: ≤]
(
mP (m, mˆ) + nm′
)
α .
Since Baldwin and Swinarski work mainly with the criterion above, I leave the
reader to formulate the obvious asymptotic variant.
Next they define J := Jν,c to be the locus in Hˆ where C is prestable, the linear
series given by P(V ) is non-degenerate and the associated invertible sheaf OC(1, 0)
is isomorphic to
(
ωC(
∑n
k=1 pk)
)⊗ν ⊗ OC(0, cν). (They use a for my ν.) This J
is locally closed in Hˆ (cf. [12, Proposition 1]). By the universal property of Hˆ, J
has the local universal property for the moduli problem of n-pointed stable maps
of genus g with image of degree dˆ in Pr and, by construction, SL(V ) orbits in J
correspond to isomorphism classes of such maps. To see that J//SL(V ) is a coarse
moduli space for this problem, it then suffices to find an very ample linearized L
such that J ss(L) = J s(L) = J where J ss(L) and J s(L) be the subsets of J of
points semi-stable and stable, respectively, with respect to the chosen linearization
L (cf. [33, Proposition 2.13]). In fact, it suffices to find an L for which J ss(L) = J
since all points of J have finite stabilizers.
To show the first containment, J ss(L) ⊂ J for suitable L, Baldwin and Swinarski
prove a Potential Stability Theorem (their Theorem 5.19). Its hypotheses involve a
complicated set of inequalities on the invariants g, ν, c and dˆ of the basic setup, on
quantities like the pluricanonical d and N determined by these, on further quanti-
ties defined in terms of these in Proposition 4.6 as uniform bounds on Hˆ of various
sorts, and, finally, on the parameters (m, mˆ,m′) of the linearization used.
Rather than give these in detail, I will simply note that they determine a open
convex set L of linearizations and hold whenever ν ≥ 10 (and in many cases for
smaller ν), as long as m is sufficiently large and | mˆm − cν2ν−1 | and |m
′
m2 − ν2ν−1 | are
both sufficiently small (cf. the Remark following Theorem 5.21). That is, even
more than for weighted pointed curves, it is important to carefully balance the
curve, map and point parameters m, mˆ and m′ of the linearization. In particular,
for large m, L always contains the central linearization L∗ for which mˆ = cν2ν−1m
and m′ = ν2ν−1m
2.
Theorem 5.19 adds, naturally, the conditions that the marked points be distinct
and smooth on C to the notion of potentially stable in Definition 7. A more
important difference is that it uses a more complicated version of the Subcurve
Inequality 7.4—(iv) in Theorem 5.19.
There are some significant new difficulties to overcome in the proof. The most
substantial come at the start, when it is necessary to consider C ⊂ Z for which it
is not known that projection to the P(V ) factor is of degree 1. To establish this,
Baldwin and Swinarski first prove that piP(V )(C) is nondegenerately embedded in
P(V ). Next, they show that piP(V )(C) is generically reduced. Both these arguments
follow the lines of Gieseker’s proofs for the same assertions. In the context of
maps, the second argument shows, at the same time, that piP(V ) must have degree
1 over every component of piP(V )(C): it cannot send two components of C to the
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same component piP(V )(C) nor map any component of C multiply to its image in
piP(V )(C).
It thus remains to show that no component of C collapses to a point of piP(V )(C).
This follows from their Subcurve Inequality which thus arises much earlier in their
argument than in Gieseker’s. The filtrations used are much the same as in Gieseker’s
argument (the inequality for a subcurve Y uses essentially the FY defined on p.239
of [17]) but their inequality is first proved in Proposition 5.6 only for subcurves
Y no component of which is collapsed by piP(V ). This inequality, applied to the
subcurve Y consisting of all such components, is then used to show that Y must
be all of C.
From this point on, the claims and proofs follow closely the pattern of Gieseker’s
argument with the addition of a check—like that in the last paragraphs of (5.1)—
that the marked points must be distinct both from each other and from the nodes.
The second containment—J ⊂ J ss(L)—corresponds to Corollary 11.2. It’s
impossible to imitate the semistable replacement argument used to deduce this from
the stability of Hilbert points of smooth maps because there are stable maps that
cannot be smoothed. In general, Mg,n(Pr, dˆ) is reducible, and there are components
consisting entirely of nodal maps.
But, if the set J ss(L) is non-empty, the containment J ⊂ J ss(L) can be
shown by other means. In [2], this is achieved by relying on other constructions
of Mg,n(Pr, dˆ). Proposition 6 of [12] is first used to assert that quotient map
J ss -Mg,n(Pr, dˆ) has closed image (cf. [2, Proposition 3.7]). Since this image is
necessarily open, it then suffices to know that that Mg,n(Pr, dˆ) is connected for
which the paper [26] is invoked. This restricts the results of [2] to characteristic 0.
In [1], Baldwin gives a second proof that avoids drawing on these results
and works in sufficiently large positive characteristics. An easy argument (her
Proposition 2.6) shows that J ss is closed in J by setting up a semi-stable replace-
ment and then invoking the separatedness of the moduli functor of pointed stable
maps ([4, Proposition 4.1]). The main result, Proposition 2.7, asserting that J is
connected is then proved by a strategy similar to that in [26]. Baldwin begins con-
structing, for each 1-ps ρ, a family of stable maps that contains the stabilization
of the limit under ρ of any suitably generic stable map. It then suffices to show
(Proposition 4.5) that there is a connected component of J that contains any such
limit map lying in J . The approach is similar to that in [26] but additional work
is required because in addition to constructing the necessary family of maps, it is
necessary to equip their source curves with embeddings in Z = P(V ) × Pr: this is
done in Propositions 4.3 and 4.4.
Thus, to complete the construction, it remains to show that there exist sta-
ble maps X with semistable Hilbert points and this is done by showing this for
maps X with smooth domain C. However, instead of checking semistability by
a direct calculation, Baldwin uses a diagonal induction. The main step, treated
in the next subsection, assumes the stability of (n − 1)-pointed maps Y of genus
g + 1 with possibly singular domain (in practice, a curve with an elliptic tail) with
respect to the corresponding central linearization L∗ and deduces the stability of
n-pointed maps X of genus g with smooth domain, but with respect, not to the
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central linearization in this new case, but to a perturbation L of it. The induction
is then closed by applying the following result, extracted from the first five sec-
tions of [2] (more specifically, from Proposition 2.13, Theorems 3.8 and 5.21 and
Corollary 5.22). Once again, I omit the lengthy inequalities defining L.
Claim 28. Fix ν ≥ 10. For any sufficiently large m, there is an open convex set
L of linearizations (m, mˆ,m′) containing the central linearization L∗ with triple(
m, cν2ν−1m,
ν
2ν−1m
2
)
and with the property that J//L′SL(V ) = Mg,n(Pr, dˆ) for ev-
ery linearization L′ with parameters in L if there exists any linearization L with
parameters in L for which the L-semistable locus Jss(L) is non-empty.
The only ingredient in this claim that has not yet been discussed is a variation
of GIT argument that justifies the conclusion for all L′ from the non-emptiness of
J ss(L) for a single L. The set L is defined by the inequalities that arise as hypotheses
in the Potential Stability theorem. For such linearizations, that theorem implies
that no map with infinite automorphism group can be Hilbert semistable. Hence,
for such L′, J ss(L′) = J s(L′). But the strictly semistable locus is non-empty for
any linearization on a wall. Hence, if L a convex set of linearizations L′ such that
the stable and semistable loci with respect to each L′ coincide, then L must lie in
a single VGIT chamber. Hence the stable and semistable loci are the same for any
2 linearizations L and L′ in L. For more details, see Theorem 3.3.2 of Dolgachev
and Hu [9], or for a direct and elementary argument [2, Proposition 2.13].
6.2. Stability of maps with smooth domains. In view of the preceding
discussion, it remains only to verify the Hilbert stability of maps with smooth
domains with respect to a suitable linearization L with parameters in L. The
discussion of stability of pointed curves teaches us to expect this to be quite a
bit trickier when there are marked points and it is. Baldwin finesses this by the
diagonal induction mentioned above and laid out in more detail below.
The base case—stability of maps with smooth, unpointed domains—was treated
by Swinarski in [40] and is now Theorem 6.5 of [2]. The basic idea is simple: to see
that the arguments used to derive the estimates proving Gieseker’s Criterion 4 can
be applied to derive the same estimates here. Checking this is straightforward so
I’ll just sketch the argument briefly. However, this approach works only for g ≥ 2.
This is why the cases (g, n) equal to (0, 0) and (1, 0) listed at the start of the section
cannot be handled. and the lack of the latter as a base eliminates (g, n) = (0, 1)
from the induction.
We assume that OC(1, 0), the bundle that embeds C in P(V ), is very ample of
degree at least 2g+ 1, and that the linear series P(V ) is complete. All that we can
assume about the map f is that it is determined by a basepoint free subseries of
the complete linear series of OC(0, 1) but the triviality of the SL(V ) action on its
sections means that it plays only a secondary role.
Fix a weight filtration F in V and, for a subseries V ′ in V , let Vˆ ′ be the
subseries of H0
(
C,OC(1, 1)
)
generated by products of the form x · y where x ∈ V ′
and y ∈ H0(C,OC(0, 1)). Next fix a subsequence 1 = j0 > j1 > · · · > jh = N
and large integers m = (p + 1)n and mˆ. Define Wˆnk,l by simply replacing each V
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by the corresponding Vˆ in the discussion leading to (3) and let Uˆnk,l be its image in
H0
(
C,OC(m, mˆ)
)
.
Now observe first, that the base locus of Uˆ1k,l equals that of the corresponding
subseries U1k,l ∈ H0
(
C,OC(p + 1, 0)
)
. This allows us to run the argument for the
dimension formula (4) to see that, for large n, the codimensions of Uˆnj,k,l and U
n
j,k,l
are equal. Next, note that both spaces consist of images of monomials of weight at
most (w0 + (p − l)wjk + lwjk+1), again because SL(V ) acts trivially on sections of
OC(0, 1). Thus all the ingredients that enter into the estimate for wF (m) coming
from in (3) are identical for the analogous filtration using the spaces defined by the
Uˆnj,k,l and we get the same upper bound wF (m, mˆ). In view of our hypotheses, this
last is negative by Theorem 5.
The real novelty in [2] is in the ingenious inductive step. Here I’ll go into
somewhat more detail. We begin by laying out the setup in the notation for stable
maps established above. The reader will note some similarities to subsection 4.4.
Fix X = (C; p1, . . . , pn; fC : C -Pr), a smooth n-pointed stable map of genus
g and Z = (E; q; fE : E -Pr), a smooth 1-pointed stable map of genus 1 chosen so
that fE collapses E to the point fC(pn) in Pr. Then let Y = (D; p1, . . . , pn−1; fD :
D -Pr) be the (n−1)-pointed stable map of genus (g+1) for which D = C ∪E—
obtained by gluing pn on C to q on E to obtain a node p on D—and fD restricts
to fC and fE respectively on C and E.
Baldwin deduces the stability of the Hilbert point of X with respect to a 1-ps
ρC and a suitably chosen linearization L (independent of ρC) from the stability of
the Hilbert point of Y with respect to a 1-ps ρD (non-canonically associated to ρC)
and the central linearization L∗. I emphasize that the only element of the GIT
setup that X and Y have in common is the target projective space Pr. They are
embedded in different spaces, determine points of different Hilbert schemes with
different sets of linearizations and are acted on by different special linear groups.
Nonetheless, it’s possible to compare the two sides just enough to obtain upper
bounds for L-weights of bases on the X side from the bounds implied by Hilbert
stability for L∗-weights of bases on the Y side. That these bounds are sufficient to
check the Hilbert stability of X is a minor miracle that depends essentially on the
particular choice of linearization L∗. The definitions of ρD and L will emerge as we
review the argument.
First, note that OD(0, 1) := f∗D
(OPr (1)) restricts to OC(0, 1) := f∗C(OPr (1))
on C and to OE(0, 1) := f∗E
(OPr (1)) = OE on E. Likewise, for fixed ν and c, let
OD(1, 0) := ωD(
∑n−1
k=1 pk)
⊗ν ⊗OD(0, cν), OC(1, 0) := ωC(
∑n
k=1 pk)
⊗ν ⊗OC(0, cν)
and OE(1, 0) := ωE(q)⊗ν ⊗ OE(0, cν). Since ωD C = ωC(pn) and ωD E = ωE(q),
we find that OD(1, 0) C = OC(1, 0) and OD(1, 0) E = OE(1, 0).
Baldwin next translates this in terms of restriction maps. It will be convenient
to denote by τS→T , the restriction of sections from S to a subscheme T . Set
VD = H0
(
D,OD(1, 0)
)
and let KC ∈ V and KE ∈ VD be the kernels of the maps
τD→C(VD) and τD→E(VD) given by restricting to C and E respectively. Then,
(1) KC ∩KE = {0}.
(2) Any section vanishing at p is uniquely expressible as the sum of elements
of KC and KE .
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(3) τD→C(KE) may be canonically identified with H0
(
C,OC(1, 0)(−pn)
)
.
(4) τD→E(KC) may be canonically identified with H0
(
E,OE(1, 0)(−q)
)
.
We fix, non-canonically, a line U spanned by an element u ∈ VD non-zero at p so
that VD = KE ⊕U ⊕KC and let JC = KE ⊕U . By construction, a section s ∈ JC
is non-zero on E if and only if it is non-zero at p.
Next we need to study restrictions of monomials on Z = P(VD) × Pr. So
let’s fix a large bidegree (m, mˆ)—henceforth we assume all monomials have this
bidegree—and write the two pieces of such a monomial as M · Mˆ . If S is a set of
monomials we will write S for its span. Pick any basis BD of VD compatible with
the decomposition VD = JC⊕KC . Let Ω0 be the set of monomials M ·Mˆ for which
M has no factor from KC , Ω+ be the set where M has at least one such factor and
Ω++ the subset of Ω+ where no factor from JC vanishes at p. Since Ω0 and Ω+
are complementary, we have H0
(
Z,O(m, mˆ)) = Ω0 ⊕ Ω+. The heart of Baldwin’s
argument is:
Lemma 29. Restriction to D induces a direct sum decomposition
(19) H0
(
D,OD(m, mˆ)
)
= τZ→D(Ω0)⊕ τZ→D(Ω++)
and we may identify the first and second summands with the image and kernel,
respectively, in the restriction exact sequence
0 -H0
(
E,OE(m, mˆ)(−q)
) -H0(D,OD(m, mˆ)) -H0(C,OC(m, mˆ)) -0 .
Proof. Let’s first prove a version of (19) with second term τZ→D(Ω+) on the
right side. Since τZ→D is surjective on sections of O(m, mˆ), such a decomposition
follows from the complementarity of Ω0 and Ω+ if we check the two terms have
trivial intersection. On the other hand, τD→C is onto and by construction, its
kernel contains τZ→D(Ω+). So everything will follow if we check that no section s
in τZ→D(Ω0) can vanish on C.
I claim that section s in Symm(JC) ⊗ Symmˆ(kr+1) that vanishes at p also
vanishes on E. Thus any monomial vanishing on C also vanishes on D as required.
Since the claim makes no reference to our basis, we are free to prove it by choosing
a more convenient B. We want to select coordinates on JC so that all but one, that
we take to be u, lie in KE and on kr+1 so that all but one, that we call uˆ, vanish at
g(p). In such coordinates, the only monomial that does not vanish at p is umuˆmˆ.
Thus, if s(P ) = 0 then s has no umuˆmˆ term. But then every monomial appearing
in s contains a factor from KE and so vanishes on E.
The argument above also shows that we have a decomposition with second term
τZ→D(Ω++). Indeed, any monomial in Ω+ with a factor from JC vanishing at p
vanishes on E and, since it has a factor from KC , it vanishes on D. 
We are now ready to define the 1-ps ρD of SL(VD) that Baldwin associates to a
1-ps ρC of SL(VC) where VC = H0
(
C,OC(1, 0)
)
. We view ρD and ρC as weighted
bases BD and BC as in Section 2 and normalize ρC to have total weight 0. Choose
an identification σ : H0
(
C,OC(1, 0)
) -JC ⊂ VD that agrees with the canonical
one on the hyperplane KE = H0
(
C,OC(1, 0)(−pn)
)
. The set BD is defined to be
the union of σ(BC) with any basis B′ of KC . We assign each element of σ(BC) the
weight of the corresponding element of BC and assign every element of B′ the least
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weight of any element of BC not vanishing at pn or, equivalently, the least weight
w(n) of any element of σ(BC) not lying in KE . For any k < n, any coordinate not
vanishing at pk comes from BC so the least weight w(k) of such a coordinate is the
same for both BC and BD. Since dim(KC) = h0
(
E,OE(1, 0)(−q)
)
= ν − 1 and we
assumed that ρC has average weight 0, the average weight
αD =
(ν − 1)w(n)
dim(VD)
.
The first step is to relate the minimum weights wD(m, mˆ) and wC(m, mˆ) of
BD- and BC-monomial bases of bidegree (m, mˆ) using Lemma 29. The construction
of BD and BC means that a BC-basis of H0
(
C,OC(m, mˆ)
)
has the same weight
as the part of a BD-basis of H0
(
D,OD(m, mˆ)
)
spanning the first term τZ→D(Ω0)
of (19). On the other hand, all the factors of any monomial in the second term
of (19) either come from KC or from elements of BC not vanishing at pn and hence
have weight at least w(n). Putting these remarks together:
wD(m, mˆ) ≥ wC(m, mˆ) +
(
h0
(
D,OD(m, mˆ)
)− h0(C,OC(m, mˆ)))mw(n)
On the other hand, since we are inductively assuming that Y is Hilbert stable,
Proposition 27 implies that
wD(m, mˆ) +m
′
n−1∑
k=1
w(k) <
(
mPD(m, mˆ) +m
′(n− 1))αD .
Combining these we get an upper bound for wC(m, mˆ) not involving wD(m, mˆ).
To unwind this, we first use Riemann-Roch to evaluate
PD(m, mˆ) = h
0
(
D,OD(m, mˆ)
)
= mν
(
2g + (n− 1) + cdˆ)+ mˆdˆ− g
—which also computes dim(VD) = h0
(
D,OD(1, 0)
)
= PD(1, 0)—and
h0
(
C,OC(m, mˆ)
)
= mν
(
2g − 2) + n+ cdˆ)+ mˆdˆ− g + 1 .
Then we use the hypothesis that Y is Hilbert stable with respect to the central lin-
earization L∗ for which mˆm =
cν
2ν−1 and
m′
m2 =
ν
2ν−1 to eliminate m
′ and mˆ. Baldwin
next makes all these substitutions, and carries out some lengthy, but completely
elementary, algebraic simplifications that I will omit, noting only that the choice of
L∗ leads to a miraculous series of cancellations. When the dust settles, we obtain,
wC(m, mˆ) +m
2 ν
2ν − 1
n∑
k=1
w(k)−mγw(n) ≤ 0
with
γ := 1− (ν − 1)g
(2ν − 1)g + ν(n− 1 + cdˆ ) .
In particular, 12 ≤ γ ≤ 1.
Repeating this argument with each pk in the distinguished role played by pn
above, and then averaging gives,
wC(m, mˆ) +m
′′
n∑
k=1
w(k) ≤ 0 with m′′ = νm
2
2ν − 1 −
γm
n
.
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Applying Proposition 27 again, the upshot is that if the (n− 1)-pointed stable
map Y of genus (g + 1) is Hilbert stable for the central linearization L∗ with
parameters (m, mˆ,m′), then the n-pointed stable map X of genus g is Hilbert
stable for the linearization L with parameters (m, mˆ,m′′).
Because |γ| < 1, the difference |m′′m2− ν2ν−1 | is at most 1m and it is straightforward
to check that L again lies inside the set L of linearizations in Claim 28: for details,
see [2, pp.73–74]. This completes the inductive step.
7. Open problems
My goal here is to list some questions about Hilbert stability of curves whose
answers I would be interested in knowing. Most complement or refine constructions
discussed in the previous sections.
7.1. Combining the Span Lemma with convexity arguments. The geo-
metric ingredients that go into the proof of stability of smooth curves—estimates
from Riemann-Roch and Clifford’s Theorem—are the same for unpointed curves.
Yet the proof of the former here takes just over 1 page and the proof of the latter
in [41] takes almost 25. The difference is due to the lack of an analogue, in the
pointed case, of the convexity argument in Lemma 6, coming from the fact that
what is being sought can be viewed as the optimum of a linear program. This point
of view is pushed even further in [31, Theorem 4.1].
A review of Swinarski’s argument reveals that it involves estimating areas under
piecewise linear and step functions but while the choices are made to achieve local
convexity with respect to each base point, they preclude adjusting the weights to
obtain any global convexity.
Is there a way of using the Span Lemma 25 to get an estimate for eF that is a
convex function of the weights (or even a sum of such functions)? My hunch is that
the answer is yes and that such an estimate would lead to a much simpler proof of
the stability of Hilbert points of smooth pointed curve. I think such a result would
have other applications: see (7.3).
7.2. Pointed pseudostability and other variants. In running the log min-
imal model program for Mg,n, you’d expect to encounter most of the variant moduli
problems discussed in Section 4 that arise in running it for Mg such as Schubert’s
pseudostable curves and the c- and h-semistable curves (having tacnodes as well
as cusps) of Hassett and Hyeon, and you’d expect coarse moduli spaces for these
problems to arise as GIT quotients of ν-canonical loci for small ν as for unpointed
curves. What are the small-ν quotients that arise?
Such questions already arise in the log minimal model program for Mg. I’ll
sketch just one example from a study in progress, by Hyeon and Lee, of the map
Mg( 710 − ε
) -Mg( 23)—see also 7.5. They need to address questions about bi-
canonical stability of 1-pointed curves because to understand the restrictions of the
relevant log canonical classes to the stratum ∆2 in the boundary of the moduli
space of h-semistable curves discussed in 4.2, it is necessary to understand their
restrictions to the pointed factors M2,1 and Mg−2,1. To do so, they consider curves
C in M2,1 embedded by ω
⊗2
C (2p) with p the marked point. Here their calculations
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show that if p lies on an elliptic bridge E (a genus 1 component meeting a genus 0
component in 2 nodes), then C is Hilbert unstable and in the quotient is replaced
by a curve in which E is contracted to a tacnode.
I also want to mention David Smyth’s paper [38] which appeared while this
article was in revision, and which touches on a number of ideas discussed here
although its does not use GIT quotients. In it, he constructs a proper Deligne-
Mumford moduli stackM1,n(m) for m-stable n-pointed curves of genus 1 whenever
m < n. His construction does not employ GIT so I will not even precis it here,
but the m-stability condition deserves a brief mention. Smyth first defines an
elliptic k-fold point to be one locally isomorphic to an ordinary cusp for k = 1,
a tacnode for k = 2 and the intersection of k lines in Ak−1 for k ≥ 3. Then m-
stability for (C, p1, . . . , pn) permits only nodes and elliptic k-fold points for k ≤ m
as singularities, and requires first that the sum of the number of marked points
on a connected subcurve of genus 1 and the number of points in which it meets
the rest of the curve be at least m + 1, and second, a vanishing condition—that
H0
(
C,ω∨C(−
∑n
i=1 pi)
)
= {0}—that I won’t go into here. Thus, were the case n = 0
to make sense in genus 1, the first two conditions for m = 1 and m = 2 respectively
would match the notions of pseudostability and h-stability in Section 4.
Two other recent papers in this area that make contact with the ideas here but
do not use GIT qoutients trhat ’d like to flag for the interested reader are Dawei
Chen’s study [6] of M0,0(P3, 3) and Matt Simpson’s work [37] on log canonical
models of M0,n.
7.3. Direct proof of Hilbert stability for nodal stable curves. This
problem is in the nature of an embarrassing lacuna in the subject. We know which
nodal stable curves have stable Hilbert points. The Potential Stability Theorem 8
gives necessary conditions, at least when the degree is large enough compared to
the genus, and Caporaso [5] provides a fairly complete converse. Her arguments
are, like Gieseker’s via semi-stable replacement. The annoying fact is that no one
has ever verified the Numerical Criterion by estimating weights of bases.
As we remarked above, Gieseker’s Criterion 2.3 is too weak. My hunch is that
the Span Lemma 25 might provide the extra tool needed to find sufficiently sharp
estimates.
We can get a feel for the difference going back to Swinarski’s Example 1—
see (18)—and supposing that the points pi are nodes. Then the estimates given
there continue to apply with the difference that all the codegrees ei are doubled.
Thus the estimate εF = 3 for eF in Gieseker’s Criterion is 3, while the right
hand side is slightly larger than 2. But once again, estimating the subspace of
H0
(
C,L⊗m
)
weight at most 2m6 not by V
m
1 as in Gieseker’s criterion but by the
span of V m1 and
(
V0V2
)m/2 reduces the estimated codimension of this space from
2m to m and the estimate for eF by 23 . In fact, just as applying the Span Lemma
systematically reduced the estimate for ef in Swinarksi’s original example from 32
to 1, so in this modified example we get a reduction from 3 to 2.
Working this out in general would almost certainly be more delicate than han-
dling pointed curves, so it probably makes sense to try to squeeze more out of the
Span Lemma as proposed in 7.1 first.
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7.4. Stability of canonical models of stable curves. In Lemma 14, we
proved the asymptotic Hilbert stability of canonical models of smooth non-hyperelliptic
curves. There are several interesting questions about the stability of canonical mod-
els not covered by this.
The most obvious concerns rational ribbons in the sense of Bayer and Eisen-
bud [3] that arise as the flat limits of canonical models of non-hyperelliptic curves
as they approach the hyperelliptic locus. What can we say about their Hilbert
points? If they are semistable, it would be possible to apply the Cornalba-Harris
Theorem 13 in a unified way to any generically smooth family of curves. Stop-
pino [39] shows that equality (12) is sharp exactly for families with generic fiber
hyperelliptic. In the same spirit, Moriwaki [30, Theorem 5.1] gives inequalities nec-
essary and sufficiently for a divisor on Mg to meet effectively all curves not lying in
∆ and the curves that show the necessity all lie in the closure of the hyperelliptic
locus. Both these results suggest that such ribbons are Hilbert strictly semistable.
More generally, the work of Hassett and Hyeon discussed in (4.2) indicates that
canonical quotients will arise as log minimal models Mg(α) for lower values of α.
Do the Chow and Hilbert quotients have a modular interpretation in terms of some
class of curves like the pseudostable curves of [36] or the c- and h-semistable curves
of [20]?
7.5. Checking m-Hilbert stability for small values of m. All the meth-
ods for verifying Hilbert stability that we use here are fundamentally asymptotic.
That is, they show m-Hilbert stability for all sufficiently large m by showing that
the leading coefficient eF of Lemma 2 is bounded away from 0 from below. The
techniques used to get these estimates for a general filtration F or 1-ps ρ seem to
require the freedom both to assume that m is large both to invoke vanishing the-
orems and use Riemann-Roch to compute dimensions and to ignore various terms
of order m. It often happens that we can verify that a curve is m-Hilbert unstable
for a small m, since this requires us only to compute weights for a single 1-ps ρ
which is often possible either by an exact deductive calculation or by a symbolic
computation. But to check semistability, we must handle all ρ. The formula (14) of
Hassett and Hyeon is a good example of a criterion that can be used in both these
ways to check instability but that seems difficult to apply to check semistability.
So an interesting, if apparently difficult, problem is to find methods for checking
m-Hilbert semistability for small m. Any such methods would find an immediate
application in the log minimal model program. Unpublished calculations of Hassett
using the work of Gibney, Keel and the author [13] on the F -conjecture lead to
predictions of critical values of α at which the birational type of Mg(α) will change.
I conclude with two examples. These methods predict that, for g ≥ 4, the
next critical value below 710 is α =
2
3 when KMg +
2
3δ =
1
3 (39λ − 4δ) has slope
9.75. Comparing this with the polarization formula (10), we see that a polarization
with exactly this slope is predicted for the quotient of the degree m = 6 Hilbert
scheme of bicanonically embedded curves. In work in progress, Hyeon and Lee use
results of Rulla [35] to understand the pullback of KMg +
2
3δ to M2,1, Hyeon and
Lee conclude that this class should contract the locus of genus 2 Weierstrass tails
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(curves having a genus two subcurve meeting the rest of the curve in a node that
is a Weierstrass point of the tail).
Hassett and Hyeon have shown that such a curve C is 6-Hilbert strictly semistable
with respect to a ρ analogous to that treated in 4.4 with weights given by the rami-
fication sequence at the point of attachment. Further, they show that the flat limit
is obtained by replacing the Weierstrass tail by a rational tail carrying a ramphoid
cusp singularity (one analytically isomorphic to y2 = x5). The same calculation
shows that curves with a Weierstrass tail are 5-Hilbert unstable. This suggests that
there is flip
Q∞ Q5
Q6
Ψ+
ff
Ψ
-(20)
with Qm the SL-quotient of the Hilbert scheme of 2-canonically embedded curves
linearized by Λm and Q∞ the asymptotic limit (given by taking an m 0).
Similar considerations predict that the next critical value is α = 1929 when
KMg +
19
29δ = 13(λ − 329δ) has slope 293 which, by (10), occurs for the quotient of
the degree m = 92 Hilbert scheme of bicanonically embedded curves. Of course, this
Hilbert scheme makes no sense but, by clearing denominators, the polarization Λ 9
2
does—or, one can simply work with m = 4. Here, Hassett has made calculations
that show that curves in ∆2 are m = 92 strictly-semistable and m = 4 unstable with
respect to the ρ analogous to that in 4.4 having weights given by the ramification
sequence at the point of attachment on the genus 2 tail (no longer, in general, a
Weierstrass point). This suggests that here ∆2 gets contracted.
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