In this paper, we deal with several aspects of the universal Frolov cubature method, that is known to achieve optimal asymptotic convergence rates in a broad range of function spaces. Even though every admissible lattice has this favorable asymptotic behavior, there are significant differences concerning the precise numerical behavior of the worst-case error. To this end, we propose new generating polynomials that promise a significant reduction of the integration error compared to the classical polynomials. Moreover, we develop a new algorithm to enumerate the Frolov points from non-orthogonal lattices for numerical cubature in the d-dimensional unit cube [0, 1] d . Finally, we study Sobolev spaces with anisotropic mixed smoothness and compact support in [0, 1] d and derive explicit formulas for their reproducing kernels. This allows for the simulation of exact worst-case errors which numerically validate our theoretical results.
Introduction
Many scientific approaches that are related to the treatment of real world phenomena rely on the computation of integrals on high-dimensional domains which often cannot be treated analytically. Examples include physics [4] , computational finance [16] , econometrics [18] and machine learning [2, 7, 30] . In this paper, we aim for efficient and stable numerical methods to approximately compute the integral
where A n := n −1/d A is a suitable d × d-matrix with det(A) = 1. This type of cubature rule has a long history going back to the 1970s, see Frolov [13] . In (1.2) the function f is assumed to be supported on a bounded domain Ω such that only finitely many summands contribute to the sum. Frolov noticed that the property Nm(A) := inf
guarantees an optimal asymptotic worst-case behavior of (1.1) with respect to functions with L p -bounded mixed derivative of order r ∈ N supported in [0, 1] d . In this context, optimality means that the worst-case error (1.1) can not be improved in the order sense by any other cubature formula using the same number of points. Note, that in case | det A| = 1 it can be shown that n −1 |{k : A n k ∈ Ω}| → 1 (1. 4) for every set Ω with (Lebesgue) volume 1 [32] .
Frolov showed that the set of matrices satisfying (1.3) is not empty. Moreover, he gave a rather sophisticated number theoretic construction with a lot of potential for numerical analysis, as we will see in this paper. Starting with the irreducible (over Q) polynomial One reason for the increasing interest in Frolov's cubature rule is certainly the fact that once a good matrix (1.3) is fixed the integration nodes are simply given as the rescaled image of the integer lattice points Z d under the matrix V . The method is therefore comparably simple. Another striking aspect is a property which is sometimes called universality. The method (1.2) is not designed for a specific class of functions F d as it is often the case for the commonly used quasi-Monte Carlo methods based on digital nets. In other words, we do not need to incorporate any a priori knowledge about the integrand (e.g. mixed or isotropic regularity etc.).
In this paper we are interested in an efficient implementation and the numerical performance of different Frolov type cubature methods for functions on [0, 1] d . First of all, this requires the efficient enumeration of Frolov lattice nodes in axis parallel boxes. It turned out that this is a highly non-trivial task which has been already considered by several authors [23] , [24] , [34] including three of the present ones. With a naive approach one may need to touch much more integer lattice points k ∈ Z d (overhead) to check whether Ak ∈ [0, 1] d . This increases the runtime of an enumeration algorithm drastically in high dimensions. Here, the chosen irreducible polynomial for (1.6) has a significant effect. In [24] the authors observed that for d = 2 m Chebyshev polynomials lead to an orthogonal lattice and an equivalent (orthogonal) lattice representation matrix with entries smaller than two in modulus. By exploiting rotational symmetry properties the mentioned overhead can be reduced and the enumeration procedure is less costly.
This observation already indicated that the choice of the polynomials in (1.6) is crucial. Unfortunately, Chebyshev polynomials and corresponding Vandermonde matrices (1.6) only provide (1.3) if d = 2 m . This has been shown for instance in Temlyakov [36] . The question remains how to fill the gaps. The classical Frolov polynomials are inappropriate in two respects. First, its roots spread in the range [−d, d ] such that (1.6) gets highly ill-conditioned. And secondly, although the lattice satisfies (1.3), the points are not really "spaces filling" meaning that the points accumulate around a lower dimensional manifold. This has a severe numerical impact for the worst-case error. In fact, the asymptotic rate of convergence is optimal but the preasymptotic behavior is useless for any practical issues.
One of the main contributions of the paper is the list of new improved generating polynomials given in Section 3 below. We give polynomials which are optimized according to the mentioned issues in dimensions d = 1, ..., 10, especially with a narrow distribution of its roots. As already mentioned above Chebyshev polynomials itself are not irreducible if d is not a power of two. However, they may provide admissible factors. This is the main idea of the construction and works if d ∈ {2, 3, 4, 5, 6, 8, 9, 10}. As for the case d = 7 a brute force search led to a polynomial with roots in (−2.25, 1.75).
Due to the mentioned universality of Frolov's cubature rule, it is enough to fix the matrix and the corresponding lattice once and for all. In fact, the point construction does note depend on the respective framework. Therefore, it makes sense to generate the lattice points in a preprocessing step and make them available for practitioners. Our enumeration algorithm is similar to the one in [24] and extends to non-orthogonal lattices by exploiting a QR-factorization, see Section 4. Based on the above list of polynomials we generated a database of Frolov lattice nodes for dimensions up to d = 10 and N ≈ 10 6 points. The points are available for download and direct use on the website http://wissrech.ins.uni-bonn.de/research/software/frolov/ Having generated the cubature points we are now able to test the performance of various Frolov methods for functions with bounded mixed (weak) derivative, i.e,
where r = (r 1 , ..., r d ) ∈ N d is a smoothness vector with integer components satisfying
A natural assumption, see (1.2) , is the restriction to functions f supported inside the unit cube Ω = [0, 1] d satisfying (1.7). In this case the semi-norm (1.7) becomes a norm and the corresponding space a Hilbert space which will be denoted withH r mix . The nowadays well-known worst-case error 9) has been established in many classical papers [13] , [11, 12] , [36] , see also the more recent papers [38] and [39] . Note, that we encounter another aspect of the universality property for this particular framework of anisotropic mixed smoothness. When using for instance a sparse grid approach (see e.g. Appendix A) for the numerical integration one has to know which direction is "rough" in the above sense to adapt the sparse grid accordingly. In fact, one samples more points in rough directions and less points in smoother direction. Frolov's method does not need this a priori information and behaves according to the optimal rate of convergence given in (1.9).
We will again provide a streamlined and self-contained proof in Section 6 pointing explicitly on the dependence of the constants on the dimension d, since the rate of convergence given by (1.9) completely hides this dependence. In fact, in case of one minimal smoothness component in (1.8) even the logarithm disappears completely and we have a pure polynomial rate as in the univariate setting. In Theorem 6.1 below we give a worst-case error bound which shows the influence of the dimension d. In addition, the result illustrates how the lattice invariants, like the polynomial discriminant D P and the ∞ -diameter of the smallest fundamental cell enter the error estimates.
SinceH r mix is embedded into the space of continuous functions a reproducing kernel exists [1] . We use the approach of Wahba [40] as a starting point to derive its reproducing kernel. Together with a standard correction procedure, cf. [3, Lem. 3, Thm. 11], we derive an explicit formula given in Theorem 5.4 and (5.15) below. The reproducing kernel is then being used to simulate the exact worst-case errors which represent the norm of the error functional, i.e. its Riesz representer, which can be computed exactly. This approach allows to gain insights into the true behavior of the constants that are involved in the bounds for the integration error and usually only are estimated. Let us emphasize once again that we simulate the worst-case error with respect to a whole function class rather than testing the algorithm on a single prototype test function.
Finally, in Section 7 we show the results of several numerical experiments. In the first part of the experiment section we compare different well-known methods for numerical integration in the reproducing kernel Hilbert space framework which we established in Sections 5 and 6. In particular, we compare Frolov lattices based on different generating polynomials, the classical Frolov polynomials and the improved polynomials from Section 3. As one would expect, the numerical behavior of the respective worst-case errors differ significantly for small n. Where the improved polynomials lead to a rather satisfactory error decay, the classical method is numerically completely useless if the dimension increases. Interestingly, in case d = 2 Frolov lattices according to the golden ratio polynomial compete with the Fibonacci lattice rule. We also compare Frolov lattices and sparse grids with respect to the numerical performance. Note, that the sparse grid cubature method represents a further method which is able to benefit from higher (mixed) smoothness. However, it is well known [9] that sparse grids show a worse behavior in the logarithm compared to Frolov lattices. Our experiments validate this theoretical fact. Among the considered methods (sparse grids, quasi-Monte Carlo) Frolov lattices behave best in our setting. In addition, Frolov lattices do not have to be adapted to the present anisotropy when considering anisotropic mixed smoothness. When considering one minimal smoothness component (1.8) we observe the same pure polynomial rate in different dimensions, only the constant differs. Note, that this effect would also be present for sparse grids adapted to the smoothness vector, which one has to know in advance.
Notation. As usual N denotes the natural numbers, Z denotes the integers, and R the real numbers . The letter d is always reserved for the underlying dimension in R d , Z d etc. We denote with x · y the usual Euclidean inner product in R d . For 0 < p ≤ ∞ we denote with | · | p and · p the (d-dimensional) discrete p -norm and the continuous L p -norm on R, respectively, where B d p denotes the respective unit ball in R d . The function (·) + is given by max{·, 0}. With F we denote the Fourier transform given by
For two sequences of real numbers a n and b n we will write a n b n if there exists a constant c > 0 such that a n ≤ c b n for all n. We will write a n b n if a n b n and b n a n . With GL d := GL d (R) we denote the group of invertible matrices over R, whereas SO d := SO d (R) denotes the group of orthogonal matrices over R with unit determinant. With SL d (Z) we denote the group of invertible matrices over Z with unit determinant. The notation D := diag(x 1 , ..., x d ) with x = (x 1 , ..., x d ) ∈ R d refers to the diagonal matrix D ∈ R d×d with x at the diagonal. With gcd(a, b) we denote the greatest common divisor of two positive integers a, b. And finally, by Z[x] we denote the ring of polynomials with integer coefficients. Although we consider different generating matrices for admissible lattices in the forthcoming, we do not specify the matrix in the denotation Q d n . This is, because we will fix, for every dimension d under consideration, a matrix that is optimal in a sense that will be explained later. To be precise, for a given dimension d, the matrix A will be a multiple of the Vandermonde matrix as defined in Theorem 2.2 with the specific polynomials (and roots) as given in Table 1 . 
Admissible lattices and their representation
For a matrix
For a matrix U ∈ SL d (Z), the matrices T and T U generate the same lattice, and it can easily be shown that all possible lattice representations of T (Z d ) are given this way. Therefore, it makes sense to define the determinant of a lattice T (Z d ) as | det T |. We want to mention that for a given lattice, it is often preferred to have a lattice representation matrix T = (t 1 | · · · |t d ) ∈ GL d (R) with column vectors t 1 , . . . , t d ∈ R d that are small with respect to some norm, cf. Figure 1 .
Crucial for the performance of the Frolov cubature formula (1.2) will be the notion of admissibility which is settled in the following definition.
holds true. Figure 2 illustrates this property. In fact, lattice points different from 0 lie outside of a hyperbolic cross with 'radius' Nm(T ). Our construction of choice for admissible lattices is given by the following procedure. Proposition 2.2. Let P (x) be a polynomial of degree d satisfying
• P has integer coefficients,
• P has leading coefficient 1,
• P is irreducible over Q,
The Vandermonde matrix
generates an admissible lattice V (Z d ) with Nm(V ) = 1. Its determinant equals the polynomial discriminant D P of P :
The necessary prequisites of P can be reformulated with concepts of algebraic number theory: P is the minimal polynomial of an algebraic integer of order d. For the proof
Figure 3: Lattices corresponding to different polynomials for d = 2. A small discriminant correlates with a good distribution of lattice points.
of this statement we refer to [23] , or [19] and [26] for a thorough introduction into the theory of algebraic integers. The quantity (2.4) has a direct impact on the convergence behavior of the Frolov cubature formula and we therefore are interested in polynomials which maximize this quantity for a fixed d, i.e. have a small (or the smallest) polynomial discriminant D P , cf. for which the calculation gets unstable for increasing j. However, we can bypass this problem using special polynomials, which will be discussed in the next section. Lemma 2.3. Let P be a polynomial which satisfies the prequisites in Proposition 2.2, and has roots ξ 1 , . . . , ξ d which lie in (−2, 2). Furthermore, let ω 1 , . . . , ω d ∈ (−1, 1) be defined via the equation
The lattice V (Z d ) generated by the associated Vandermonde matrix
is also generated by the matrix T with
The resulting matrix T has entries in (−2, 2) that can be calculated in a numerically stable way, which is optimal for our purposes. The proof is a straightforward application of Euler's identity and can be found in [23, 24] .
Finally, we specify our choice of the matrices A and A n used in Frolov's cubature formula
with T as in Lemma 2.3.
Improved generating polynomials
In this section, we consider polynomials which can be used to create admissible lattices.
We will call such polynomials admissible, i.e. a d-th order polynomial P is admissible if it satisfies the prequisites of Proposition 2.2. At the end of this section, we provide a list of admissible polynomials with small discriminant for d = 2, . . . , 10.
The study of Chebyshev Polynomials of the first and second kind provides us with a wide range of admissible polynomials. The most important features are their real and pairwise different roots, as well as the narrow distribution thereof. It is also quite fortunate to us that the decomposition into irreducible factors is well-understood and can be stated explicitly, see [31] .
Definition 3.1. The Chebyshev Polynomials of the first kind T d (x) are defined recursively via
The Chebyshev Polynomials of the second kind U d (x) are defined recursively via
The Chebyshev polynomial U d (x) has the roots
The polynomials T d (x) and U d (x) are not admissible since they do not have leading coefficient 1. But they can be scaled appropriately to achieve this.
The scaled Chebyshev polynomial U d (x) has the roots
¿From this lemma it follows directly that irreducible factors of T d (x) and U d (x) are admissible and have roots that lie in (−2, 2). As already stated above, [31] lists the complete decomposition of Chebyshev Polynomials into irreducible factors, which we reformulate for the scaled versions in the next lemma.
Lemma 3.4. For a fixed d > 1, we have
where h ≤ d runs through all odd positive divisors of d and
are all irreducible. It also holds
where h ≤ d runs through all positive divisors of 2d + 2 and
It has been shown in [36] that T d (x) is irreducible for d = 2 m , m ∈ N and that the corresponding lattice is orthogonal [24] . However, in this paper we are more interested in the irreducible factors of U d (x), mainly for two reasons. First, it can be easily seen that the irreducible factors of T d (x) have paired roots, i.e.
This means that either
is a polynomial of even degree, limiting the usefulness to our purposes. Second, it appears to be the case that the discriminant of U d (x) is smaller than the discriminant of T d (x), which makes the factors of U d (x) more attractive to us. The following lemma is a consequence of Lemma 3.4. 
4487.14 no explicit formula available Lemma 3.5. Let d > 1. If p = 2d + 1 is a prime, the dth-order polynomial
is admissible.
Proof. Consider the factorization of U 2d (x). We have 2(2d) + 2 = 4d + 2 = 2p, therefore we have for 1 Unfortunately, the case d = 7 is not covered by the factorization of all U d (x) and T d (x). However, using a numerical brute force approach, we found the following polynomial.
Lemma 3.7. The polynomial
is of order 7 and admissible.
Proof. We have to prove that P 7 (x) is irreducible over Q. It has leading coefficient 1 and coefficients in Z, therefore it is irreducible over Q if and only if it is irreducible over Z.
Here, we consider irreducibility over F 2 , which is a sufficient condition for irreducibility over Z. In F 2 , one has
Assume that this polynomial is reducible. Because it has no roots in F 2 , it would have to contain a factor of degree less then 4 which also has no root in F 2 . The possible candidates are therefore x 2 + x + 1, x 3 + x + 1 and x 3 + x 2 + 1. Doing a polynomial division with these three polynomials, one finds that
and we have a contradiction. Therefore, P 7 (x) is irreducible over F 2 , and subsequently also over Q.
Even though Lemma 2.3 is not applicable for this polynomial because its roots lie in (−2.25, 1.75), they still lie close to each other, which results in a good polynomial discriminant. Regarding the lattice representation issue in the d = 7 case, one has to compute the Vandermonde matrix V explicitly (using an arbitrary precision data type to avoid stability issues) and find a good lattice representation matrix T by means of a lattice reduction algorithm, see for instance [25] .
This completes our list of polynomials used for the dimensions 2 ≤ d ≤ 10. We attach Table 1 collecting all polynomials and useful information.
Efficient enumeration of Frolov lattices in d-cubes
In this section we present an enumeration algorithm to determine the set of integration points for the Frolov cubature formula. The approach is similar to the one in [24] for orthogonal lattices, Here, we generalize the method for arbitrary lattices.
Enumeration of non-orthogonal Frolov lattices
We fix the integration domain Ω = [−1/2, 1/2] d and a lattice T (Z d ) with lattice representation matrix T . We are interested in the discrete set
Our strategy is to consider a slightly larger set B ⊃ N which allows for explicit enumeration in a straightforward way. We choose
Using the matrix decomposition T = QR ,
Output: Set of lattice points N where Q is an orthogonal matrix and R is an upper triangular matrix, we can rewrite this set as
The function R · 2 2 can be split up into additive parts
and from the upper triangular structure of R it follows that g j (k) only depends on the components k j , . . . , k d . For an integer vector k we therefore have
Fixing the coordinates k j+1 , . . . , k d results in explicitly solvable inequalities for k j , since the right hand side is constant and the left hand side is a quadratic function in k j . Therefore, the set N can be assembled with Algorithm 1.
This algorithm iterates over all elements of B, which determines the complexity that is of order
This is certainly true if the sets K j appearing in the algorithm are all nonempty, and this should be the case for a lattice with a small determinant and a good choice of its representation matrix. The exponential dependence on d is of minor importance here; Once the Frolov integration points are computed and stored, they can be reused for numerical integration.
Numerical results
In Table 2 the running times for the enumeration of the Frolov lattice points in [0, 1] d with Algorithm 1 are provided for dimensionalities d ∈ {2, 3, . . . , 9}. Firstly, we observe that the number of points N converges to the scaling factor n, as n becomes large, cf.
(1.4).
Moreover, one can observe the linear runtime of the algorithm in terms of the number of points N : If the number of points N is quadrupled, then also the required time to assemble these 4N points is approximatively quadrupled. However, comparing the runtimes for small d and large d, it is apparent that a dimension-dependent constant is involved. This is analogous to the orthogonal setting for d = 2 k , k ∈ N, as it was treated in [24] .
The resulting point sets for dimension d ∈ {2, 3, . . . , 10} are available for download at http://wissrech.ins.uni-bonn.de/research/software/frolov/.
Compactly supported functions with bounded mixed derivative in L 2

Characterization of the space
We denote with S(R d ) the usual Schwartz space. Let r = (r 1 , ..., r d ) ∈ N d be a smoothness vector with integer components. Then we define the semi-norm
Dim. 
where we define
Let now Ω be a bounded domain in R d . We denote with C ∞ 0 (Ω) the space of all infinitely many times differentiable (real-valued) functions ϕ : R d → R with supp ϕ ⊂ Ω. Finally, we define the spaceH
by completion with respect to the norm · H r mix . As a consequence we get thatH r mix (Ω) is a Hilbert space which consists of r i − 1 times continuously differentiable functions (mixed in each component) on R d which vanish on R d \ Ω .
We will now consider a more specific situation. Let Ω = (0,
in the sense of tensor products of Hilbert spaces, whereH r =H r i ([0, 1]) is the univariate version of the above defined spaces. Functions in this class satisfy a left and a right boundary condition, namely f (j) (0) = f (j) (1) = 0 for j = 0, ..., r − 1.
The first assertion in the following lemma is a direct consequence of Taylor's theorem and the homogeneous boundary condition of the function and all its derivatives. The second one follows from (i) together with Hölder's inequality. 
is actually a norm on C ∞ 0 ((0, 1) d ) since the bilinear form is positive definite as a consequence of (ii). Hence, we could have also used this semi-norm for the completion in (5.3). As it turns out Lemma 5.1 and (5.5) are actually the key to derive the reproducing kernel for the spaceH r mix .
(c) We have an explicit upper bound for the norm equivalence constant in (ii). Suppose that we have a constant smoothness vector r = (r, ..., r) with r ∈ N . Then it holds
To this end, we may derive the reproducing kernels of the univariate spacesH r i . The reproducing kernel of the tensor product space (5.4) is then given by the point-wise product of the univariate kernels
Therefore, the problem of computingK r d (x, y) is reduced to the construction ofK r 1 :
Let us first recall a general fact for Hilbert spaces and orthogonal sums. To this end, let U := span{u 0 , . . . , u r−1 } ⊂ H be an r-dimensional subspace of a Hilbert space H. Using Gram-Schmidt orthogonalization, the orthogonal projection P U : H → U is given by 8) where the Gramian matrix G = ( u j , u k H ) r−1 j,k=0 ∈ R r×r . Moreover, the projection onto the orthogonal complement
The next Lemma provides the necessary utilities to compute the reproducing kernel of closed subspaces that are defined via homogeneous boundary conditions. 
(ii) The reproducing kernel K U ⊥ of U ⊥ ⊂ H K , i.e. the orthogonal complement of U in H K , is given by
Proof. (i) is [3, Lem. 10] for the linear functional f → f (j) (1) and (ii) follows by applying [3, Thm. 11] to (5.8). Finally, regarding (iii) we note that it holds for all f ∈ U ⊥ that
We want to apply this machinery toH r with r ∈ N. The observation in Lemma 5. It is possible to give an explicit formula for (5.10) by using that
Interpreting this as a Taylor remainder term we find However,H r is a only a closed subspace of H K r 1 since the functions f ∈ H K r 1 may lack the right boundary condition which is f (j) (1) = 0 if j = 0, ..., r − 1, whereas the left boundary condition f (j) (0) = 0 if j = 0, ..., r − 1 is for free due to the construction. Let us now apply the construction from Lemma 5.3 to K r 1 to construct a reproducing kernel K r 1 for the closed subspaceH r . First we compute the functions u j (·) = (K r 1 ) (0,j) (·, 1) for j = 0, ..., r − 1 explicitly. Using again the formula (5.10) we find
where we used the well-known formula for the differentiation of integrals. Similar as above in (5.11) we interpret this as a Taylor's remainder term for a specific polynomial. It is not hard to verify that this polynomial is given by
Looking at the functions u j , j = 0, ..., r − 1, we see immediately that {x r , ..., x 2r−1 } is a basis of their span. Hence we may use the systemũ j (x) = x j+r /(j + r)! in (5.9) . This gives the following representation for the kernelK r 1 (x, y), namelẙ
where K r 1 (x, y) is given by (5.12) and Furthermore, in case r = 2 we obtain
For r = 1, 2, 3 we obtain the associated Gramian matrices
In the case d = 1 the kernels for r = 1 and r = 2 are depicted in Figure 4 . The smoothness can be observed along the diagonal x = y, where the kernel for r = 1 exhibits a kink.
Regarding the multivariate kernel, we have arrived at the following result.
Theorem 5.4. Given a smoothness vector r = (r 1 , r 2 , . . . , r d ) ∈ N d , the reproducing kernel of the tensor product spaceH r mix =H r 1 ⊗ · · · ⊗H r d is given bẙ
where u j (x ) = (K r 1 ) (0,j) (x , 1) are given in (5.14) and (G r ) −1 are given in (5.5).
The explicit expression for the reproducing kernel ofH r mix allows to compute the norms of arbitrary bounded linear functionals L ∈ (H r mix ) , since it holds
The right-hand side involves the application of the functional L to both components of the kernel. We will use this in Section 7 for the simulation of worst-case integration errors which can be rewritten as norms of certain functionals (7.1) involving the integration
In the sequel we will compute the norm and its Riesz representer. We have 
.
For the Riesz representer of
Clearly, we have
A similar computation as above together with the identity 
The main tool for analyzing (6.1) is Poisson's summation formula. Let ϕ ∈ S(R d ) be a multivariate Schwartz-function. With Fϕ we denote the Fourier transform
Then it holds
with absolute convergence on both sides. The following consequence is of particular importance. Let A : R d → R d be a regular matrix with det A = 0. Let further
Let us finally mention the following special case by putting
A more general variant (with respect to the regularity of the participating functions) can be found in [39, Thm. 3.1, Cor. 3.2] In this section we show the by now well-known upper bounds on the worst-case error of Frolov's cubature formula for the Sobolev spacesH r mix . We give relatively short proofs here with special emphasis on the constants. In particular, we will see how the invariants of the used lattice will affect the error estimates.
We will see that only two invariants will play a role in the upper bounds, which we want to discuss shortly. For this note that the lattices under consideration are generated by a multiple of a Vandermonde matrix V , which is defined via a generating polynomial P as in Theorem 2.2. The first invariant is the determinant, or in other words the discriminant of the generating polynomial
For example, we know from Theorem 2.2 that Nm(
where the minimum is over all U ∈ SL d (Z). This constant is an upper bound for the diameter (in ∞ ) of the "smallest" fundamental cell of the lattice. To see this, note that every fundamental cell, i.e. a parallelepiped with corners on the lattice with no lattice point in the interior, is of the form T ([0, 1] d ), where T ∈ R d×d is a generating matrix for the lattice. Moreover, it is well-known that every generating matrix of the lattice that is generated by V is of the form V U for some unimodular, integer-valued matrix U . We will see that both, D P and B P , should be small to obtain a small upper bound on the errors. This justifies the choice of the generating polynomials in the previous section.
Here is the main result of this section.
Theorem 6.1. Let r = (r 1 , . . . , r d ) ∈ N d and η := #{j : r j = r}. Then we have for any
with r := min j {r j : r j = r}.
Let us prove the following estimate first.
where
is the minimal number of fundamental cells of the integration lattice necessary to cover the unit cube.
Proof. The above special case of Poisson's summation formula (6.4) gives
By the definition of v r we may rewrite
Using this for the second factor in (6.9) we find
Now we apply Poisson's summation formula in the form (6.3) to the integrand and find
where we used Hölder's inequality and the fact that ϕ and all its partial derivatives have compact support in (0, 1) d together with (6.8).
Remark 6.3. Let us comment on the number M (A n ). Clearly, all the fundamental cells are contained in [−L(n, P ), 1 + L(n, P )] d with L(n, P ) := (D P n) −1/d B P and B P from (6.5). Here, we used that
is bounded by the number of lattice points A n (Z d ) in this set. This number can be controlled by (6.11) below, which will be also of some importance later. For a proof see e.g. [37, Lem. 5] . In fact, for every axis-parallel box Ω ⊂ R d and every T ∈ R d×d we have
With all the definitions from above and Nm(V ) = 1, we obtain that
We see that the bound of the second factor of the above error bound depends asymptotically only on √ D P (and the norm of f ). However, for preasymptotic bounds also the term B d/2 P / √ n plays an important role.
Proof. To finish the proof of Theorem 6.1 it remains to estimate the middle factor in (6.7). In fact, the statement (6.6) then follows by a straight-forward density argument recalling (5.3).
If r = (r, . . . , r) with r ∈ N 0 is a constant smoothness vector, the following proof can be found in several articles, see e.g. [36] or [38, p. 580] . Note, that it also works for fractional r > 1/2, which is essentially shown in [39] . Although the optimal order of convergence is known also in the non-constant case, we were not able to find a proof with explicit constants. Therefore, we give it here. We assume without restriction that
Moreover, for B n k ∈ ρ(m), we have
Since ρ(m) is a union of 2 d axis-parallel boxes each with volume less than 2 m 1 , (6.11)
η−1 . With r := r 1 and r := r η+1 , we obtain
In the last estimate we used that
for every k, ∈ N. To bound the two sums above we use the well-known binomial identity
as well as the bound
for D, , R ∈ N and x ∈ C with |x| < 1. We obtain for the second sum that
and for the first sum that
for r > 1/2. If we use log 2 n/D p ≤ R n ≤ 1+log 2 n/D p we finally obtain Theorem 6.1.
Numerical results: Exact worst-case errors inH
r mix
In Section 6 it has been shown that the Frolov method achieves the optimal rate of convergence in Sobolev spaces with both, uniform and anisotropic mixed smoothness. However, as we have seen in Section 3, there are different ways to choose the polynomials, which significantly influence the numerical performance. Therefore, even though the asymptotic convergence rate of all (admissible) Frolov cubature rules have the optimal order O(N −r (log N ) (d−1)/2 ) for uniform smoothness f , there might be huge constants involved. In order to investigate the influence of different Frolov polynomials on the preasymptotic behavior of the integration error, we use a well-known technique for reproducing kernel Hilbert spaces to compute the worst-case error explicitly. This supplements the theoretical bounds from Section 6. Moreover, we compare the worst-case errors of Frolov cubature, the sparse grid method and quasi-Monte Carlo methods in H r mix .
Exact worst-case errors via reproducing kernels
The worst-case error of any linear cubature rule
with prescribed weights and nodes can be computed exactly via the norm of the error functional R N (f ) := I d (f ) − Q N (f ), cf. Eq. (5.18). Applying R N to both components of the kernelK r d (x, y), the well-known formula for the (absolute) worst-case error is obtained, i.e Often, (7.1) is normalized with respect to norm of
The resulting quantity is called normalized worst-case error.
In order to evaluate Besides Frolov cubature rules, we will consider the sparse grid construction, which goes back to Smolyak [33] , and also higher-order quasi-Monte Carlo integration [22] . Examples for the different point constructions are given in Figure 5 . Their properties will be discussed below.
The Frolov points are generated using our newly developed Algorithm 1. The resulting points obtained by the improved polynomial construction can also be downloaded from http://wissrech.ins.uni-bonn.de/research/software/frolov.
Uniform mixed smoothness
As a first step we compare worst-case errors for cubature formulas that are known to work well in periodic Sobolev spaces, of whichH r mix is a subset. These are different Frolov cubature rules, that are based on different choices of the generating polynomial. In the following, "Classical Frolov" will refer to the classical generating polynomial in (1.5), while "Improved Frolov" will refer to the lattices that are generated by the improved polynomials from Section 3. Moreover, we consider the sparse grid method that is based on the trapezoidal rule, see Appendix A. Due to the zero-boundary condition inH r , all points with one component equal to zero are left out, cf. for a sparse grid method, cf. Theorem A.1 below. As an example for a higher order quasi-Monte Carlo method we use a digital net of order 2 that is obtained by interlacing the digits of a (2d)-dimensional Niederreiter-Xing net. This is obtained by using the implementation of Pirsic [29] of Xing-Niederreiter sequences [27] for rational places in dimension 2d − 1. These are known to yield smaller t-values than e.g. Sobol-or classical Niederreiter-sequences [10] . Then, a 2d-dimensional digital net is obtained by employing the sequence-to-net propagation rule, cf. [22, 28] for more details. It is known that order-2 nets yield the optimal rate of convergence in periodic Sobolev spaces with bounded mixed derivatives of order r < 2, see [20] and also [17] , sinceH r mix ⊂ H r mix (T d ). Moreover, in the bivariate setting we also consider the Fibonacci lattice, which is not just known to be an order-optimal cubature rule for periodic Sobolev spaces with dominating mixed smoothness [8] , but also represents the best possible point set for quasi -Monte Carlo intergation in this space, at least for small point numbers [21] .
In the left-hand-side picture of Figure 6 , the worst-case errors for smoothness r = 2 are computed in dimension d = 2. Clearly, the Frolov lattice based on the improved polynomial performs best inH r mix . Of similar quality is the Fibonacci lattice and the classical Frolov lattice is slightly worse. The sparse grid also achieves the optimal main rate of N −r , but it is known that the exponent of its logarithm is smoothness dependent. This is also apparent in Figure 6 , where the sparse grid has an asymptotic behavior that is inferior to all the other considered methods. On the right-hand-side of Figure 6 , the worst-case errors for smoothness r = 2 are computed in dimension d = 4. Here, the Fibonacci lattice is not considered. However, for all the other methods we note that the picture does not change much, compared to the case d = 2. As before, the improved Frolov method performs best and the classical Frolov obtains the same optimal asymptotic convergence rate but a substantially worse constant. This effect is now much stronger than in the bivariate setting, i.e. the classical Frolov lattice has a worst-case error that is about two magnitudes larger than the one of the improved Frolov lattice. Moreover, the order-2 digital net seems to be competitive too, albeit with a substantially larger constant and longer pre-asymptotic regime. Again, the worse logarithmic exponent of the sparse grid method can be clearly observed.
In the Figures 8, 9 and 10 the influence of the dimensionality and the smoothness onto the performance of the Frolov cubature method is considered in more detail. As an example for a cubature method with a less than optimal complexity, the sparse grid method is also included. Especially the classical construction suffers from a strong growth of the constant as the dimensionality increases. Also, the pre-asymptotic regime seems to last longer. This effect can so far not be thoroughly explained by the existing theory. In dimension d = 7, the classical Frolov construction needs more than 10 6 points to achieve the error level of the zero-algorithm, i.e. normalized worst-case error 1. Note at this point, that all given errors are normalized worst-case errors, which can, for non optimally weighted cubature rules, be substantially larger than 1. It is apparent that the classical Frolov method is practically useless in dimension d ≥ 5, due to its unfavorable pre-asymptotic behavior. Our new approach, however, shows a much better dependence onto the dimensionality and certainly allows the treatment of moderate-dimensional integrals from Sobolev spaces with dominating mixed smoothness of uniform type.
Moreover, we observe the universality of Frolov's method, i.e. without adaption to the respective parameters it achieves the best possible rate of convergence in everyH r mix , r ∈ {1, 2, 3}.
Anisotropic mixed smoothness
It has been shown in Theorem 6.1 that in Sobolev spaces with dominating mixed smoothness of different orders in each direction, only the lowest smoothness and associated dimension enters the error estimate. In order to make this phenomenon visible from a numerical perspective, we compute explicit worst-case errors in
where r 1 = r and r 2 = r 3 = · · · = r d = r +1. Then, Theorem 6.1 predicts that the worstcase error asymptotically behaves like in the univariate setting, i.e. decays at a rate of O(N −r ). The question that is investigated in Figure 7 is how long it takes to overcome the preasymptotic regime until this favorable convergence rate becomes visible.
On the left-hand-side of Figure 7 , i.e. for r = 1, already with less than 3000 points the Frolov method follows the asymptotic regime of N −1 in all the considered cases d ∈ {2, 3, . . . , 7}.
In contrast, on the right-hand-side of Figure 7 , i.e. for r = 2, the dimension seems to have a much larger impact onto the length of the sub-optimal preasymptotic regime. For example, in d = 7 the N −2 -rate becomes visible only when the number of points N is larger than ≈ 10 5 .
We remark that the sparse grid method is also able to deal with anisotropic mixed smoothness vectors r = (r 1 , . . . , r d ). Then, however, the construction needs to be adjusted to the smoothness vector which has to be known in advance, see [35, However, both plots in in Figure 7 were computed with the exact same set of Frolov points, which automatically benefit from the anisotropic smoothness that is present in a given integration problem, i.e. in this case r = 1 or r = 2. Therefore, it is not necessary to estimate the smoothness of the integrand and tune the method appropriately.
A. Appendix: Sparse grid cubature in
denote the uniformly weighted N -point trapezoidal rule. It is known that it achieves the optimal rate of convergence N −r in the periodic Sobolev space H r (T), r ∈ N (our proof below also works for the univariate case). In order to obtain a multivariate integration method we define the hierarchical quadrature rules
and ∆ 0 = Q 1 . Their tensor product is denoted by
function values combined with non-equal weights. The following theorem gives the wellknown error bound in H r mix (T d ). For the convenience of the reader we will also give a proof. 
where N = N L denotes the number of points used by Q sg L .
Proof. The lower bound follows from [9, Thm. 5.2]. Note, that the lower bound also holds true for the smaller spaceH r mix (T d ) since the constructed fooling functions also belong to this space. For the upper bound we use the detour to sampling recovery. In the recent paper [6, Thm. 4.7, 4.8, 5.13, 5.14] it has been observed that nested trigonometric interpolation operators 
we have by Hölder's inequality and (A.8)
see also [8, Rem. 8.9] . Finally, the bound (A.5) follows from (A.4) .
Remark A.2. The above multivariate cubature rule on the sparse grid uses a number of nodes on the boundary of [0, 1] d which are not needed when dealing with functions from H r mix ⊂ H r mix (T d ) . However, as already mentioned in the proof of Theorem A.1, with respect to the asymptotic rate of convergence we can not do essentially better. However, to do a fair cost comparison for the different methods considered in Section 7 we only counted the interior nodes (see the diagrams above, e.g. Figure 6 ). 
