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Highlights 
 A head-up display with a local dynamic depth-variable viewing effect for attentions is 
developed and demonstrated. 
 An optical design utilising an electrically tuneable liquid lens is proposed to vary the image 
depth and magnification of the selected display area. 
 The eye-box of the head-up display is enlarged to accommodate driver’s head movement, and 
the brightness of the displayed image is maintained to be uniform across the eye-box. 
Abstract 
Head-Up Displays (HUDs) can reduce duration and frequency of drivers looking away from traffic 
scenes, but information contents of different importance are usually displayed at the same time in 
contemporary HUD models. Such configurations increase the time that a driver searches for more 
critical information and it is essential that the said information can quickly attract driver’s attention 
without affecting his focus on the road. We introduce an alternative approach of displaying critical 
information with a variable depth in a designated local area of a HUD image. The variations are 
engineered to create a dynamic pop-up effect for hazard warnings, such as a car exceeding the speed-
limit or approaching certain road signs. The image depth of the corresponding area is designed to vary 
by about half a metre and the image size by 1.4 times for a natural viewing experience, using an off-
the-shelf liquid lens with electrically tuneable focus depths. The HUD optics can be adjusted to have 
an extended eye-box to accommodate driver’s head movement and a uniformity image brightness 
across the eye-box. 
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1. Introduction 
Every year more than 1.25 million lives are cut short and between 20-50 million more people are 
injured because of road traffic crashes, according to the World Health Organisation [1]. Most of these 
crashes are caused by the driver’s lack of attention or distractions [2,3], which severely reduces 
driver’s situation awareness of the surrounding environment [4]. About 80% of driving-safety 
information are received visually to support safe driving practices [5]. In order to reduce the duration 
and frequency that drivers look away from the road, Head-Up Displays (HUDs) were developed to 
present essential driving information in the driver’s line of sight [6,7]. HUD is an important safety and 
assistive feature in modern cars [5,8], which distracts drivers the least if compared with the usual 
navigation devices based on conventional flat panel displays such as Liquid Crystal Displays (LCDs) [9].  
Since its early installation in 1988, a HUD has been an add-on option in luxury brands and high-end car 
models [10]. With the HUD technology widely available for safety and convenience reasons, the 
market has now extended into the sector of mid-ranged and sporty car models. In recent commercial 
reports, the global HUD market was valued at 1-2 billion USD in 2016, with an annual growth rate of 
over 25% in the next five to ten years [11,12], within which the automotive sector accounts for a 
significant market share over the forecasted period. 
Commercial HUDs can be divided into two main categories, one displays information on a separate 
and fixed optical screen on top of the dashboard, namely combiner HUDs, and the other displays 
directly on the front windscreen, namely windscreen HUDs. Combiner HUDs display information at a 
fixed location with a limited field-of-view, and we will focus only on windscreen HUDs in this study.  
Augmented reality (AR) has been an important focus for the recent HUD development [5,6,13–16]. It 
aims to blend the displayed information into the physical world and it can bring more benefits to 
drivers than a conventional HUD [17–19], such as effective warning signs which are conspicuous to 
the driver when driving through the clutter in both quiet and busy environments [20]. An AR HUD can 
also help to improve human performance [21], such as an increased response time through AR cues, 
according to tests done on simulators [14].  
In the meantime, works on conventional HUDs have looked into the variations in the displayed 
contents and locations for fast response times. It was shown that highlighted display regions in a HUD 
could be found by the driver faster than non-highlighted ones [22]. Another study demonstrated 
displaying warning signs in case of speeding could reduce the distraction and reaction time compared 
with displaying numbers or the combination of numbers and graphics [23]. Furthermore, the displayed 
information was found to be preferential when placed at about 5° to the left or right of the centre for 
fast responses [24]. 
Most HUDs nowadays still have their contents (essential vehicle information and navigation arrows) 
displayed on a single 2D image plane at a fixed depth, typically 2-2.5 m away from the driver [25]. Such 
a configuration is passive and increases the time that a driver searches for more critical information. 
A smarter system is needed so that the said information can quickly attract driver’s attention without 
affecting his focus on the road. A recent study shows that dynamic variations of the displayed image 
depth is effective for speed compliance [2], this is similar to that of LED speed signs in road-work zones,  
which flashes and gets larger and closer as cars approach.   
In this work, a HUD with a dynamic-content design is presented, which continuously changes depth of 
the displayed image for an immediate response from the driver. The optics are designed to provide 
an intuitive HUD image depth variation and a comfortable viewing angle for the driver. The developed 
HUD is demonstrated on a car windscreen to deliver speed warning signs with a pop-up effect. The 
displayed images are captured during the variation process and compared with the static counterpart. 
Optical performances and limitations of the HUD, such as eye-box size and brightness uniformity, are 
measured and discussed. 
2. Optical design 
The variation of image depth is achieved by using a liquid lens, Optotune EL-16-40-TC Dietikon 
Switzerland, its focal length can be tuned by applying an electric current. Similar devices have been 
adopted on proof-of-concept head-mounted display (HMD) demonstrators to minimise the 
accommodation-convergence conflict and improve viewer’s comfort [26–28], but the setups are too 
heavy to be employed in wearable applications. 
The optical design for image depth variation consists of a liquid lens (L-Lens), an achromatic lens (A-
Lens) and a Fresnel lens (F-Lens), respectively. The L-Lens is based on a shape-changing polymer lens 
with the focal length controlled by the current flowing through the coil of the actuator [29]. It has an 
optical power range tuneable between -4.5 and 5.5 dioptres, which corresponds to a plano-concave 
lens with a focal length from -222 mm to -∞ and a plano-convex lens with the focal length from 
182 mm to +∞. The L-Lens has a 5 ms response time and a 25 ms settling time, and more than 24 Hz 
of video rate can be easily achieved. However, the L-Lens has a very small aperture (16 mm). To 
overcome the limitation imposed by the small aperture, the A-Lens is used to generate an enlarged 
virtual image of the L-Lens. The F-Lens is used to further increase the effective L-Lens aperture, with 
the additional benefit of its thin form factor, light weight and convenience to cut into a preferred size.  
The three lenses are arranged according to Figure 1, with distance (d1) separating the L-Lens and A-









 , the image distance (si1) of Image 1 is obtained from the L-Lens focal length (f1) and the 
object distance (so1), as illustrated in Figure 1(a). After passing through all three lenses, a resultant 
image (Image 3) is formed at the image distance (si3) of 46.6 mm with respect to the F-Lens and a 
magnification ratio of -2.25 with respect to the object image. The negative sign indicates an inverted 
image with respect to the original object. 
 
 
Figure 1. Schematics of the optical design with three lenses, achieving the intended image depth and size 
variations where the L-Lens focal length is set to (a) 182 mm and (b) -222 mm, respectively.  
In Figure 1(b), the optical system remains physically unchanged, but the focal length of the L-Lens is 
changed to f1’ = -222 mm. As a result, the locations of Images 1’, 2’ and 3’ all changed, so do the 
magnification ratios. Image 3’ is now 482.6 mm from the F-Lens, making it 436 mm closer to the driver 
and 1.4 times larger in size when compared to Image 3 in Figure 1(a). This produces the desired effect 
that a warning sign becomes larger as it gets closer to the driver. When changing the lens power of 
the L-Lens continuously between two extreme values as described the resultant image moves 
between the two positions in Figures 1(a) and 1(b), respectively. 
3. Results 
3.1 Dynamic viewing effect 
A display apparatus has been set up on an optical breadboard (15x60 mm2) according to the developed 
optical design as shown in Figure 1. The object used here is a speed-limit sign that is projected on a 
diffuser from a portable projector. The resultant image is reflected by a mirror towards a car 
windscreen supplied by Jaguar Land Rover, which is further reflected towards the driver. A camera 
(Nikon D7000) is placed at the location of the driver’s eye. Two hand-written labels (‘1.6m’ and ‘2m’) 
are positioned behind the windscreen, noting the corresponding distances from the driver. The L-Lens 
is controlled by a Raspberry Pi 3 computer, through a USB electrical lens controller and tuned through 
its maximum range between -4.5 and 5.5 dioptres. The image depth of displayed content from the 
driver and the magnification ratio are calculated and plotted for different L-Lens powers as shown in 
Figure 2.  
 
Figure 2. (a) Image depth and the normalised magnification ratio of the designed optical unit with respect to the 
tuning range of the L-Lens power. Images captured on the windscreen with the lens power of (b) 5.5 dioptre and 
(c) -2.5 dioptre, confirming the calculated image depth and size. 
Two images are captured off the windscreen when the L-Lens power is 5.5 and -2.5 dioptres and shown 
in Figure 2(b) and 2(c) respectively. The speed-limit sign at 5.5 dioptres is in focus at 2 m away, 
indicating the large image depth. Its diameter is measured as 18.9 mm, which is normalised to one. 
Likewise, when the lens power is changed to -2.5 dioptres, the speed-limit sign is in focus at 1.6 m 
away, indicating the reduced image depth. The diameter increases to 24.4 mm, which is ~1.3x of the 
minimum diameter that was observed at 5.5 dioptres. The maximum normalised magnification is 1.4x 
when the image is at ~1.5 m away from the driver. 
3.2 HUD integration 
The verified optical unit is integrated into a HUD system for demonstration, the system is placed 
underneath the windscreen, shown as in inset image in Figure 3(a) with its top-down schematic view 
shown in Figure 3(b). A 2D HUD image (lane marking, round-about sign, etc.) is displayed behind the 
windscreen at 2 m away, as illustrated in Figure 3(a). The speed-limit sign is displayed at the same time 
with its image depth varying between 1.95 m to 1.52 m. Such a dynamic visual effect can be used to 
attract the driver’s attention in situations like speeding. 
 
                                                                  (a)                                                                                                    (b) 
Figure 3. (a) Schematics of the HUD light path and virtual image illustrations, with an inset image showing the 
actual setup of the HUD system and windscreen. (b) Schematics of HUD system (top-down view) with the 
integrated depth-variable effect, where P1/2 is the projector one/two, FL1/2 the focussing lens one/two, NDF a 
neutral density filter, D1/2 the diffuser one/two, and BS a beam splitter.  
In Figure 3(b), projector one (P1) generates the image of speed-limit sign on a first diffuser (D1) and 
projector two (P2) generates the 2D HUD image on a second diffuser (D2). Focussing lenses (FL1 & FL2), 
both with a focal length of 150 mm, are used to reduce the projection distance of P1 and P2, 
respectively. They also reduce the projected image size to a preferred value. A neutral density filter 
(NDF) is used to modulate the brightness of the depth-variable image, matching it to the 2D image. 
An iris is used after D1 to limit the environmental light entering the system. The L-Lens, A-Lens and 
F-Lens are arranged according to Figure 1. A 50:50 beam splitter (BS) combines the depth-variable 
images and the 2D HUD image, which both are reflected by a mirror to the windscreen.  
Figure 4 shows the HUD images reflected off the windscreen with the speed-limit sign in focus at 
variable depths, and the superimposed 2D HUD image at 2 m away. From Figures 4(a) to 4(f), the 
L-Lens optical power reduces from 5.5, 3.5, 1.5, -0.5, -2.5 to -4.5 dioptres. In Figure 4(a), both the 2D 
HUD image and the speed-limit sign are in focus, indicating the similar image depth (~2m). The 
subsequent reduction of the L-Lens power moves the dynamic speed-limit sign closer from 1.95 to 
1.52 m and at the same time increases its size from 22.6 to 31.2 mm in diameter.  
 
Figure 4. Images captured from the integrated HUD with the camera focused on the speed-limit sign as it moves 
from 1.95 to 1.52 m in distance, as the L-Lens power is set to (a) 5.5, (b) 3.5, (c) 1.5, (d) -0.5, (e) -2.5 and (f) -4.5 
dioptres, respectively. 
The change in image size mimics a real road signage approaching the driver from 50 to 30 metres away. 
The image depth variation of the displayed sign differs from the actual road signage, but it leads to a 
larger change in eye-lens curvature of the driver. Assuming the human eye-lens can accommodate an 
image from 100 mm away to infinity, and the distance between the eye-lens and the retina is 17 mm. 
As a result, the eye-lens focal length is 17 mm when fully relaxed and is 14.53 mm when viewing at 
100 mm away. As the image moves from 1.95 to 1.52 m, the eye-lens focal length changed by 1.66%, 
compared with 0.16% when the signage moves from 50 to 30 m. The displayed depth-variable image 
causes a larger ciliary muscle contraction, and this tends to increase driver’s situation awareness. The 
aim of the dynamic depth-variable feature is not to display information continuously, as this can lead 
to distraction, but it is turned on when an immediate attention is needed from the driver. 
4 Discussion 
Displaying the dynamic sign is an effective way to attract the driver’s attention, which can be useful in 
different applications such as for speed compliance [2]. Because of the limited L-Lens aperture (16 mm) 
in use, the area (eye-box) in which the dynamic image can be seen is restricted.  
To measure the eye-box size of the integrated HUD at the viewing plane, the camera was mounted 
onto a linear stage which was then fixed to a tripod, as shown in Figure 5(a). This set up allows the 
camera to move in both vertical and horizontal directions, so it can determine boundaries of the eye-
box shown as small red circles in Figure 5(b-d). The measurement was carried out as the L-Lens moved 
between the A-Lens and the object (speed-limit sign) with other optical components fixed. The 
dynamic image size was set to about half-way between the minimum and maximum magnification. 
The virtual aperture of the L-Lens gets larger as it gets closer to the effective focal point of the 
combined A-Lens and F-Lens. Consequently, as the distance d1 between the L-Lens and A-Lens changes 
from 28.4 mm (as shown in Figure 1), to 38 mm and to 46 mm, the eye-box increases from 85 mm, to 
113 mm, and to 139 mm in diameter as shown in Figure 5(b) to 5(d), respectively. Here the eye-box is 
circular in shape because of the circular L-Lens aperture. 
  
                (a)                                                (b)                                            (c)                                                   (d) 
Figure 5. (a) Camera setup for the eye-box measurement. Dimensions of the circular eye boxes when the L-Lens 
is at (b) 28.4 mm, (c) 38 mm and (d) 46 mm away from the A-Lens, respectively, with the inset images showing 
the displayed speed-limit sign at the boundaries of the corresponding eye-box.  
The driver will have more room for head movement before one of the eyes loses sight of the image 
with a larger eye-box. However, the enlarged eye-box comes reduced image depth and magnification 
ranges. As shown in Figure 6 (circled data points), the image depth variation range decreases from 
436 mm to 334 mm and then to 262 mm while the magnification range reduces from 1.4 times to 1.2 
times and then to 1.1 times, as the distance d1 were set to the three values listed in Figures 5b, 5c and 
5d, respectively. Nevertheless, the dynamic pop-up effect remains visually very effective even at a 
smaller tuning range, this is to be quantified in user trials. 
 
Figure 6. Image depth variation and magnification ranges with respect to the distance d1 between the L-Lens 
and A-Lens.  
Furthermore, it is important for HUD applications to have images displayed with a uniform brightness 
across the entire eye-box. This is not always the case as most of off-the-shelf projectors are off-axis 
projectors, hence the projected light rays have different incident angles on the diffuser which need 
careful consideration. In addition, the diffusers used in a HUD unit often have a limited scattering 
angle, so the scattered light rays end up in the eye-box for an enhanced brightness. As a result, the 
displayed image may appear to be brighter when viewed at some angles. This issue can be resolved 
by using an on-axis projector picture generation unit, or a small image on the diffuser to reduce the 
range of incident angles, or a flat-panel display which tends to have more uniform brightness and 
diverging angles. Separately, the focussing lens in front of the projector, as shown in Figure 3(b), can 
also converge and reduce incident angles of the light rays.  
5. Conclusions and future work 
The HUD with local dynamic and depth-variable features has been designed, developed and 
demonstrated, utilising an off-the-shelf electrically focus-tuneable liquid lens, with the car windscreen. 
The variation ranges for image depth and magnification are 436 mm and 1.4 times, respectively. The 
displayed image can be used to mimic a road-warning sign approaching the driver from 50 to 
30 metres away. This approach can be used to reduce the driver’s response time in detecting potential 
hazards so accidents can be avoided.  
The eye-box of the developed HUD is limited due to the small liquid lens aperture, but it can be 
enlarged to accommodate the head movement during driving. As a result, the displayed image depth 
variation and magnification ranges are reduced, but the dynamic effect remains strong. The 
demonstrated image brightness across the entire eye-box is uniform and this is very important in 
applying the technology in real case scenario.  
Future work is needed to reduce the dimension of the developed HUD. We aim to fold the optical path, 
construct the HUD with lighter, customised opto-mechanical parts, and use high brightness self-
emissive micro-display panels such as microLEDs. The purpose is to fit the HUD into a prototype car 
so that user trials can be carried out to quantify the response time for the static and dynamic HUD 
warning signs. Moreover, each user might prefer slightly different settings (depth variation, 
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