We explore the gas dynamics near the dust sublimation radius of active galactic nucleus (AGN). For the purpose, we perform axisymmetric radiation hydrodynamic simulations of a dusty gas disk of radius ≈ 1 pc around a supermassive black hole of mass 10 7 M taking into account (1) anisotropic radiation of accretion disk, (2) X-ray heating by corona, (3) radiative transfer of infrared (IR) photons reemitted by dust, (4) frequency dependency of direct and IR radiations, and (5) separate temperatures for gas and dust. As a result, we find that for Eddington ratio ≈ 0.77, a nearly neutral, dense (≈ 10 6 -8 cm −3 ), geometrically-thin (h/r < 0.06) disk forms with a high velocity (≈ 200 ∼ 3000 km s −1 ) dusty outflow launched from the disk surface. The disk temperature is determined by the balance between X-ray heating and various cooling, and the disk is almost supported by thermal pressure. Contrary to Krolik (2007) , the radiation pressure by IR photons is not effective to thicken the disk, but rather compresses it. Thus, it seems difficult for a radiation-supported, geometrically-thick, obscuring torus to form near the dust sublimation radius as far as the Eddington ratio is high (∼ 1). The mass outflow rate is 0.05 -0.1 M /yr and the column density of the outflow is N H 10 21 cm −2 . To explain observed type-II AGN fraction, it is required that outflow gas is extended to larger radii (r 10 pc) or that a denser dusty wind is launched from smaller radii (r ∼ 10 4 R g ).
INTRODUCTION
The activities of active galactic nuclei (AGNs) manifest in the form of intense radiation and relativistic winds or jets, which dynamically interact with the surrounding medium and could change significantly its physical state. These so-called AGN feedbacks are generally thought to play important roles in shaping various properties of galaxies. Thus, a detailed understanding of AGN activities is crucial to elucidate the formation and evolution of galaxies. There are a number of questions for AGN activities that need to be answered. Among them, the most important are (i) when and how does AGN phenomenon occurs?, (ii) how are the mode (i.e., radiative-mode or jet-mode; Heckman & Best 2014) and the strength of AGN phenomenon determined?, (iii) how long does AGN phenomenon continue? In order to answer these questions, we must understand gas supply process to the accretion disk (AD) around a supermassive black hole (SMBH) and clarify how the rate and the duration of gas supply are determined.
According to the unified model of AGNs (e.g., Antonucci 1993; Urry & Padovani 1995) , there is a dusty (molecular) torus around an AD. This torus is thought of as a gas reservoir for the AD. Hence, what we need to do is to examine gas supply process(es) from AGN tori to ADs. An important first step toward this is to explore the structures of density, temperature, and gas flow near the dust sublimation radius (R iso sub ) 1 , and outflow rate from there, because (i) these quantities are closely related to the efficiency of angular momentum transfer 2 and the net gas supply rate to AD, and (ii) regions near the dust sublimation radius are exposed to powerful ionizing radiation from AD and corona and are where gas inflow is most strongly hampered by the AGN radiation.
There have been many observational efforts to elucidate the 1 For a typical AGN spectrum, the dust sublimation radius is given by 
where L bol is the bolometric luminosity of AGN, T sub is the sublimation temperature of dust grain, and a gr is the grain radius. In the derivation, we assume (i) that AGN radiates isotropically at all the frequency, (ii) the fiducial SED model described in § 2.2, and (iii) the dust model described in § 2.3. Note that the accuracy of the fit gets worse for a gr 0.3 µm.
2 Turbulent and self-gravitational torques depend on density and velocity fields.
density structure of AGN tori (for recent review, see Netzer 2015) . The scale height of AGN tori can be estimated from the type-II AGN fraction and observations show that the type-II fraction is ≈ 0.3 -0.6 for AGNs with modest X-ray luminosities of 10 43 -10 44 erg s −1 (e.g., Hasinger 2008) . This means that the half opening angles θ OA of tori are ≈ 50
• -70
• . The luminosity dependence of the type-II fraction is still under debate (e.g., Hasinger 2008; Toba et al. 2013 Toba et al. , 2014 Merloni et al. 2014) . Fitting observed infrared (IR) spectral energy distributions (SEDs) by SEDs of phenomenological torus models shows that the internal density structures of tori need to be clumpy to some extent (e.g., Nenkova et al. 2002; Dullemond & van Bemmel 2005; Hönig et al. 2006; Nenkova et al. 2008a,b; Stalevski et al. 2012; Feltre et al. 2012; Hatzminaoglou et al. 2015) . The detailed modeling of IR SEDs of broad-and narrow-line AGNs suggests that hot pure-graphite dust clouds commonly exist near the dust sublimation radius (Mor & Netzer 2012) . Direct observations of the spatial distribution of warm dust in the central several parsecs of a nearby AGN has become possible by recent near infrared (NIR)/MIR interferometers (e.g., Jaffe et al. 2004 for NGC 1068; Hönig et al. 2012 for NGC 424; Tristram et al. 2007 Tristram et al. , 2012 Tristram et al. , 2014 for Circinus galaxy). Tristram et al. (2014) showed the dust emission in the central a few parsec in the Circinus galaxy comes from two components: a disk-like component and an component extending in polar direction. A similar result was obtained for NGC 424 . The radii of the inner edges of tori are being probed by long-term IR reverberation mapping (RM) observations for a number of nearby AGNs. Koshida et al. (2014) compared the K-band reverberation radii with the reverberation radii of broad Balmer emission lines obtained by Bentz et al. (2009) and the radii of hypothetical hot dust clouds obtained by Mor & Netzer (2012) and showed that the K-band reverberation radii are ≈ 4 -5 times of the radii of broad Balmer line emission regions and that the hot pure-graphite dust clouds are located between the other two radii, indicating that the outer parts of ADs and the inner edges of tori are smoothly connected. However, even with state-of-the-art observational instruments, more detailed distributions of gas and dust and the structure of gas flow at sub-parsec scales cannot be probed due to the performance limitation. Thus, it is difficult to constrain gas supply process(es) from AGN tori to AD by observational studies alone.
There are also a number of theoretical and numerical modelings of AGN tori. Here, we briefly summarize the recent progress and the problems of radiation hydrodynamic (RHD) modeling of AGN tori because we are interested in the gas structures and the gas flow in regions exposed to powerful AGN radiation 3 . Krolik (2007) and Shi & Krolik (2008) analytically showed that a radiationsupported, geometrically-thick, hydrostatic structure can be formed near an AGN. In their models, vertical support is provided by IR dust reemission. However, their models are based on idealized assumptions such as (i) AGN radiates isotropically at all the wavelengths, (ii) all the radiation emitted by AGN is turned into IR photons at the inner (vertical) boundary, and (iii) sub-Keplerian rotation. In reality, AD radiates anisotropically; a more stronger radiation is emitted for the direction parallel to the symmetric axis of AD (Netzer 1987 ; see also Eq.(2)). Also, it is doubtful whether sub-Kepler rotation is reconciled with Kepler rotation suggested by observations of a H 2 O mega-mesar disk in NGC 4258 (e.g., Greenhill et al. 1995; Herrnstein et al. 2005) . Thus, it is not clear whether such a structure forms if these simplifications are removed. Wada (2012) performed three-dimensional (3D) RHD simulations of a circumnuclear dusty gas disk in the central 60 parsecs of an AGN hosting galaxy taking into account anisotropic radiation from AD, X-ray heating 4 from AD corona, and self-gravity of gas and showed that a geometrically-thick structure is formed by circulation flow driven by failed winds 5 . The gas supply rate measured at the distance of one parsec is ≈ 2 × 10 −4 -10 −3 M yr −1 . However, their simulations do not spatially resolve regions near the dust sublimation radius and hence the gas supply rate to AD is not clear. Gas dynamics at smaller scale was investigated by Dorodnitsyn & Kallman (2012) , in which they performed axisymmetric RHD simulations of a dusty gas disk of radius ≈ 2 pc around an AGN for different values of Eddington ratios taking into account X-ray heating and the transfer of IR photons and showed that an IR-supported structure is formed, but its thickness is thinner than the predictions by Krolik (2007) and Shi & Krolik (2008) . An averaged outflow rate including failed winds is found to be 0.1 -0.2 M yr −1 for Eddington ratio of 0.6. However, there are several problems in this study. First, they consider an extremely high density case. The number density of the densest part of the disk is larger than 10 24 cm −3 (see their Fig.1 ), which is twelve order magnitude larger than typical number densities of broad line region (BLR), n BLR ∼ 10 10 -10 12 cm −3 (e.g., Netzer 2013 ). This could make it difficult for such a high density gas to heat enough that the disk inflates by dust reemission and a more realistic gas disk should be examined. Second, they also assumed that AGN radiates isotropically. Third, they assumed a large X-ray luminosity fraction (0.5). According to Fig.1 in Ishibashi & Courvoisier (2009) , typical X-ray luminosity fraction is ∼ 0.1 for UV luminosity 10 45 erg s −1 . Fourth, their mid-plane boundary condition is not realistic; they change the mid-plane density manually in the course of the simulations. More recently, Chan & Krolik (2015) investigated the gas structure and the gas flow near the dust sublimation radius by performing 3D RHD simulations and showed that a geometrically-thick, obscuring structure can be formed near the dust sublimation radius. However, they also assumed isotropic AGN radiation and did not take into account the effects of X-ray heating. Moreover, they assumed that the temperatures of gas and dust is always the same. This is not the case in general. Dorodnitsyn et al. (2015) examined time evolution of a dusty torus located just outside the dust sublimation radius by performing axisymmetric RHD simulations taking into account the so-called α-viscosity. In their study, they focused on low Eddington ratios (0.01 -0.3) and showed that a dusty torus keeps its structure during 400 kyr. However, as the same as their previous study, isotropic AGN radiation and a large X-ray luminosity fraction are assumed in their study. In order to obtain realistic distributions of gas and dust and flow structure, we need to perform RHD simulations taking into account the effects of anisotropy of AD radiation, X-ray heating with typical X-ray luminosity fraction, and dust reemission.
In this study, we perform chemo-RHD simulations of a dusty gas disk at regions near the dust sublimation radius taking into account all of the three effects discussed above, as well as frequency dependency of direct and IR radiations and separate temperatures for gas and dust (T gas , T gr ), to investigate the density and temperature structures, the characteristics of gas flow, and outflow rate realized near the dust sublimation radius of an AGN. In the following, we will show that it is very difficult to form a geometrically-thick, obscuring structure near the dust sublimation radius by radiation pressure of dust reemission alone and that X-ray heating plays a role in confining of dense gas to the vicinity of the mid-plane. This paper is organized as follows. In Section 2, we explain our models and basic assumptions. Then, we describe the detail of the numerical methods in Section 3. Next, in Section 4, we show our numerical results. In Section 5, we discuss uncertainties of our numerical results and the relation between our study and previous studies and give some implications for AGN tori. Finally, in Section 6, we summarize the present study.
MODEL

Basic assumptions, model parameters, and our approach
As shown in Fig. 1 , we consider a dusty gas disk of radius ≈ 1 pc around a SMBH of mass 10 7 M . We assume that the gas disk is axisymmetric and its symmetric axis is parallel with that of the accretion disk (AD). The inner and outer radii of the disk are assumed to be 0.075 pc(≈ R iso sub ) and 1 pc(≈ 8R iso sub ), respectively. We assume that the disk is initially in the hydrostatic equilibrium in the vertical direction (i.e., z-direction in Fig. 1 ) with external gravity due to the SMBH and host galaxy and it rotates with velocities so that the centrifugal force balances with the external gravity. The hydrogen number density at the mid-plane, n mid (H), is constant over galactic radii and is assumed to be n mid (H) = 10 7 cm −3 , which is intermediate between number densities of narrow-line region (NLR) and BLR. Thus, our choice of gas density is reasonable. In this study, we consider the RHD evolution of this gas disk when irradiated by an AGN with bolometric luminosity L bol = 10 45 erg s −1 . The corresponding Eddington ratio is ≈ 0.77 and it is higher than typical Eddington ratio of radiative-mode AGNs (∼ 0.1). The reason for this choice is because studying AGNs with high accretion rates is more important than those with low accretion rates in terms of AGN feedback.
We assume that radiation from AGN is emitted by the AD and the corona (e.g., Kawaguchi et al. 2001) , which are located at the origin in Fig. 1 . Following previous studies (Netzer 1987; Kawaguchi & Mori 2010 Liu & Zhang 2011) , we assume that the AD radiates anisotropically due to the change in the apparent surface area with the line-of-sight (LOS) and the limb darkening effect. In this case, the monochromatic radiation flux of the AD is given by
where θ is the angle measured from the symmetric axis of the AD, L AD ν is the monochromatic luminosity of the AD, and τ ν is the optical depth. On the other hand, we assume that the corona emits radiation isotropically and its monochromatic radiation flux is simply given by
2 ). The fraction of luminosity of the corona is controlled by the parameter f X ≡ L corona /L bol and the fiducial value in this study is 0.08. A detailed description of SEDs of both components is given in § 2.2.
We assume that the external gravitational potential consists of a SMBH, a nuclear star cluster (NSC), and a nuclear stellar disk (NSD). All of these are modeled by the Plummer potential Φ = −GM/ √ r 2 + b 2 (Plummer 1911) . The parameters adopted are as follows:
at the mid-plane is 10 7 cm −3
(2) Initial scale height corresponds to dusty gas disk
nBLR(H) ≈ 10 10 cm −3 Figure 1 . The distribution of hydrogen number density of a dusty gas disk at the initial state. In this study, we use a cylindrical coordinate and z = 0 corresponds to the mid-plane of galactic disk of host galaxy as well as that of the dusty gas disk. The mid-plane number density is 10 7 cm −3 , which is intermediate between number densities of narrow-and broad-line regions. The scale height of the disk corresponds to the gas temperature 2000 K. The disk is surrounded by a warm (T gas = 3 × 10 4 K), rarefied, dust-free medium.
b NSC = 10 pc, M NSD = 10 9 M , and b NSD = 100 pc. Note that a large value for b BH is intended to avoid a very small timestep near the origin and hence numerical results near the origin are not reliable.
The numerical simulation is started when the AGN is turned on and we numerically follow the subsequent evolution of the disk. In order to take into account the five important effects described in § 1 (-), we perform hydrodynamic simulations taking into account (1) photoionization and photodissociation of gas, (2) radiative transfer (RT) of IR photons reemitted by heated dust grains, (3) radiation pressure on gas and dust, and (4) self-gravity of gas. The rates of photoionization, photodissociation, photoelectric heating and so on are evaluated by performing RT calculations of direct radiation from AD and corona. The resultant rates are then used to calculate non-equilibrium chemical reactions of the following chemical species: e − , H + , H 0 , H − , H 2 , H + 2 , He 0 , He + , He ++ , and dust. The effects of metal is considered in an approximate way. We take into account Compton heating/cooling in a simplest way as well as standard cooling processes pertaining to hydrogen, helium, and dust (see § 2.3 and § 3.2). As shown later, a dusty outflow is launched from the disk surface heated strongly by X-ray/UV/optical photons emitted by the AD and the corona. We measure this outflow rate. X-ray photons also heat the whole of the disk almost uniformly and determine the gas pressure in the interior of the disk. We investigate how the structures of density and temperature of the disk are determined by X-ray heating and radiation pressure of IR photons. Thus, various physical processes should play roles in shaping the gas structure and the gas flow. In this study, we devote ourself clarifying the effects of each process. To this end, we perform a number of simulations with switching some process(es) on and off and with fixing the parameters that characterize the system such as M BH , L bol , and n mid (H). The dependency on these parameters will be examined elsewhere. Table 1 summarize the simulation runs and their names show which physical processes are switched on or off in the simulations.
10
−2 10 −1 10 0 10 1 10 2 10 3 10 4 10 5 10 6 10 Comparing different runs enables us to clarify the effects of each physical process on the structures of density, temperature, and gas flow and the outflow rate. For instance, we can discriminate the effects of the radiation pressure of IR photons by the comparison between gra01_wo_sca and gra01_wo_sca_noRP-IR. More detail for each run is described when we explain our numerical results ( § 4).
AGN SED
The SED of AD is modeled by the SED model given by Nenkova et al. (2008a) except for models whose name contain the word _S05, for which we use the SED model given by Schartmann et al. (2005) to check the effects of SED shape (for the detail of SED shape, see the original papers or § 2.2 in Namekata et al. 2014) . The SED of corona is modeled by a broken power-law (BPL):
where λ b = 0.144762 Å, λ h = 30 Å, and ∆λ co = 30 Å. The parameter values are determined so that the the BPL resembles in shape to tableAGN, which is a SED model for AGN implemented in the Cloudy (Ferland et al. 2013) . The shapes and properties of the AGN SEDs adopted in this study are shown in Fig. 2 and , dust, and metals and assume the tight dynamical coupling between gas and dust. We solve chemical reactions for all the species except for metal, whose effects are taken into account only through a cooling function (described later). The chemical reactions and radiative and thermal processes adopted in this study are taken from previous studies (e.g., Shapiro & Kang 1987; Abel et al. 1997; Glover & Brand 2003; Yoshida et al. 2006; Glover & Abel 2008) and are summarized in Tables A1 and 3 , respectively. The reaction coefficients for a few reactions are updated (see Appendix A).
As in Namekata et al. (2014) , we compute the internal energy density of gas, e th , by the equation
where p th is the thermal pressure and γ eff is the effective specific heat ratio of gas, which is defined as
where X k and γ k are the number fraction and the specific heat ratio of species k, respectively. We assume γ k = 5/3 except for molecular hydrogen for which we use the formula given by Landau & Lifshitz (1980) (see also Yoshida et al. 2006) . We assume that dust consists of graphite whose mass density is 2.26 g cm −3 (Laor & Draine 1993), because SED modelings of AGNs suggest the presence of hot graphite dust near the dust sublimation radius (Mor & Netzer 2012 ). We do not consider size distribution and assume that the grain radius is a gr = 0.1 µm for most of our models. The dust-to-gas mass ratio is assumed to be 0.01. The optical constants such as the absorption efficiency Q abs (ν, a gr ) and the scattering efficiency Q sca (ν, a gr ) are calculated by the photoionization code Cloudy (version C13.03, last described by Ferland et al. 2013) and are essentially the same as those in Laor & Draine (1993) . The temperature of dust grain, T gr , is determined assuming thermal equilibrium:
where r is the distance from AGN, L ν (θ) is the monochromatic luminosity of AGN, τ ν is the optical depth, n gr is the number density of grain, Ω is the solid angle, I
IR ν (Ω) is the intensity of IR photons, B ν is the Planck function, and Λ g -gr is the rate of energy transfer due to gas-dust collision (Burke & Hollenbach 1983 ; we assume the average accommodation coefficient α T = 0.4 [see Namekata et al. 2014] ). In this study, we assume that the sublimation temperature of dust grain is T sub = 1800 K. Sublimation and solidification of dust are treated as follows:
• dust grain evaporates instantaneously if T gr > T sub .
• the vapor of dust grain becomes solidified instantly if (i) T gas < T sub and (ii) T gr is smaller than T sub after the solidification.
The destruction of dust grains due to thermal sputtering is considered in model gra01_wo_sca_Tts10^6K_SG only. The effects of metals are taken into account in the form of A string 'gra' shows that the composition of dust grain is graphite. Numbers following 'gra' indicate the radius of dust grains in µm. Strings '_w_sca' and '_wo_sca' indicate whether the simulation takes into account the dust scattering of IR photons or not. Strings '_SG' and '_MTL' indicate that self-gravity and metal cooling are taken into account, respectively. If a model name contains a string 'LDA1', we assume that all the cooling photons emitted from low temperature dense gas are absorbed by local dust (for details, see § 4.2). We call this local dust absorption (LDA) approximation. A string '_noRP-IR' indicates that the radiation pressure of IR photons is ignored in the simulation although we do calculate the transfer of IR photons (hence, heating of dust grains due to absorption of IR photons is taken into account). A string '_noRP-all' indicates that radiation pressure is completely neglected in the simulation. In the model with '_Tts10^6K', dust destruction due to thermal sputtering is taken into account in a pretty simple manner. We ignore Compton heating/cooling processes in the model with '_noCompton'. For the other keywords in model name, see the entry 'Notes'. ‡ Reference models in this study, with which an other model is compared to discriminate the effects of a particular physical process. 
where ν L is the frequency at the Lyman limit. ‡ Compton temperature T comp , which is defined as hν /4k B , where
♣ The fiducial SED model in this study.
cooling function, because it is numerically too costly to perform long-term RHD simulations with taking all of important chemical reactions relevant to metals into consideration even for a modern super computer. The cooling function is calculated by the Cloudy assuming the metallicity of ISM is solar. Figure 3 shows the resultant cooling function. We approximate metal cooling, Λ metal , by this cooling function, although the simultaneous use of Λ metal and the radiative processes listed in Table 3 results in double counts of some of cooling processes such as H 2 cooling. This approximation is justified by the following additional measures:
(i) The cooling function is applied only for low temperature (T gas 10 4 K) gas where gas density is generally high and the ionization parameter is low (see § 4). In such regions, metal cooling (e.g., [ O i]63µm, [C ii]157µm, emission lines from CO and H 2 O molecules) is expected to dominate other coolings due to hydrogen and helium. Hence, the above approximation can be acceptable as a zeroth order approximation. To restrict the metal cooling to low temperature gas, Λ metal is computed by
where Λ(n(H), T gas ) is the cooling function computed by the Cloudy. As noted above, the use of Λ metal causes the double counts of some cooling processes. This property is, however, useful to place a lower limit on the scale height of gas disk. (ii) For regions with T gas 10 4 K, metal cooling is not applied. This is justified because high temperature is realized in the outflow region (see § 4) where the ionization parameter is In the calculation of the cooling function, we assume (i) elemental abundance similar to the Cloudy's abundance set ISM, (ii) no dust grains, and (iii) no photoionization are assumed. At T gas < 10 4 K, the cooling rate depends on hydrogen number density since most of cooling processes are spontaneous emission. The black dashed line shows an example of actual cooling curve for photoionized gas (n(H) ≈ 1 cm −3 and the ionization parameter U ≈ 10 5 ). When calculating it, we assume the equilibrium abundance at a given gas temperature and we do not take into account the destruction of dust grains due to thermal sputtering. The enhancement of the cooling rate at T gas > 10 6 K is due to Compton cooling and dust cooling.
extremely high and recombination cooling by metal will be suppressed due to overionization 6 . Actually, a photoionization calculation by the Cloudy predicts that the gas temperature in the outflow region is completely determined by the balance between Compton heating and Compton cooling and recombination coolings due to metals are negligible. For the ISM model described above, we compute the equilibrium temperatures of gas and dust at a distance of r = 0.5 pc from an AGN with L bol = 5 × 10 44 erg s −1 and the result is shown in Fig. 4 . It is clear from the figure that ISM can become fourphases: very hot (T gas ≈ T comp ), hot (T gas ≈ (1 -2) × 10 4 K), warm (10 3 K < T gas < 10 4 K), and cold (T gas < 10 3 K) media. (6) REFERENCES.-(1) Aldrovandi & Péquignot (1973) ; (2) Hollenbach & McKee (1979) ; (3) Burke & Hollenbach (1983) ; (4) Shapiro & Kang (1987) (5) Cen (1992) ; (6) Peebles (1993) (7) Fukugita & Kawasaki (1994) ; (8) Hui & Gnedin (1997) ; (9) Galli & Palla (1998) ;. † We multiply the original formulae by exp − to turn off these cooling at low temperature regime. This prescription is introduced to prevent a spurious phenomenon: in a strongly irradiated high density (> 10 7 cm −3 ) gas, cooling rates due to these processes become extremely large since the term n(e − ) 2 n(He + ) in the formulae becomes very large and, as a result, the gas temperature becomes unrealistically low in such regions, which is in disagreement with a prediction obtained by using the photoionization code Cloudy (version C13.03, last described by Ferland et al. 2013 ).
NUMERICAL METHODS
We numerically solve the following RHD equations: is the column density of obscuring H i gas. This obscuring gas contains dust with the dust-to-gas mass ratio 0.01 and is used only to attenuate the incident radiation field. The radiation flux incident on the ISM is computed assuming (i) the fiducial AGN SED (see Fig. 2 and Table 2 ), (ii) L bol = 5 × 10 44 erg s −1 , (iii) r = 0.5 pc, and (iv) that the AGN radiates isotropically at all wavelengths. The figure shows the case with metal cooling (Z = 1 Z ). For comparison, we also plot two curves of equilibrium temperature of gas for the case without metal cooling (dash-dotted lines). The line colors, in the order of red to magenta, correspond to N obs H i = 10 20 , 10 21 , 10 22 , 10 23 , 10 24 , and 10 25 cm −2 . In the case shown here, the gas temperature in low density gas (n H < 10 2 cm −3 ) is determined by the balance between Compton heating and Compton cooling. Due to spectral hardening, the Compton temperature is larger for higher N obs H i . In the case without metal cooling, the gas temperature of heavily-obscured gas (N obs H i = 10 25 cm −2 ) starts to go down for n H > 10 9 cm −3 since dust cooling becomes efficient in high density regime (98% of the gas cooling rate is due to the dust cooling at n H = 10 9 cm −3 ). H 2 fraction increases with this sharp decline of gas temperature and gas becomes fully molecular at n H = 10 9.8 cm −3 . At this point, the fractions of dust cooling and H 2 cooling are 90% and 10%, respectively. The metal cooling reinforces further declines in the gas temperature of heavily-obscured gas (see n H > 10 9.5 cm −3 ). The difference between with and without metal cooling is much clearer in lower luminosity cases, although not shown here. As for the dust temperature, we find a large jump between N obs H i = 10 21 cm −2 and 10 22 cm −2 . This is because the photoheating rate of dust decreases rapidly for N obs H i 10 22 cm −2 (N obs H i = 10 22 cm −2 roughly corresponds to the optical depth of unity). In this obscured regime, the dust temperature is mainly determined by collisional energy transfer between gas and dust. Hence, the dust temperature is basically larger for higher n H . On the other hand, the dust temperature in unobscured regime is principally determined by the balance between photoheating and thermal emission. We note that the equilibrium temperatures depend somewhat on initial condition (i.e., starting point from which we seek a equilibrium point) and the above results are obtained with the initial temperatures: T gas,0 = 30000 K and T gr,0 = 10 K.
where ρ is the gas density, ρ (k) is the gas density of species k,
ρv 2 + e th the total energy density, a rad = (a rad R , 0, a rad z ) the radiative acceleration, Γ the heating function, Λ the cooling function, T gas the gas temperature, µ the mean molecular weight relative to the mass of hydrogen atom, k B the Boltzmann constant, Φ ext (Φ sg ) the potential of external (self-) gravity, G the gravitational constant, I ν the intensity of IR photons, χ ν the extinction coefficient, j ν the emissivity, S ν the scattering term.
The system of equations (8-17) are integrated with operator splitting technique. The original system is divided into four parts:
i hydrodynamics-gravity part, ii RT part, iii non-equilibrium chemistry part, and iv radiation force part. In each step, we first solve the hydrodynamics-gravity part i using the method described in §3.1. Next, we evaluate the photoionization and photoheating rates by performing a RT calculation using the previously-updated density and temperature distributions (part ii ). After that, we calculate chemical reactions using these rates (part iii ). Finally, the momentum and kinetic energy are updated by the radiative acceleration obtained by performing a RT calculation again (part iv ). Note that, in Namekata et al. (2014) , the parts ii and iii are iterated until relative errors of physical variables satisfy a specified conver-gence criterion, while we do not perform such an iteration in this study because numerical results do not depend on the presence or absence of the iteration (this is probably because the global timestep of our simulations is sufficiently small [∆t ≈ 0.01 -0.02 yr]). In the following, we describe the details of numerical methods used for each part.
Hydrodynamics and self-gravity
We solve the hydrodynamic part i of the governing equations using the M-AUSMPW + scheme (Kim & Kim 2005a ) and the multidimensional limiting process with fifth order interpolation (MLP5, Kim & Kim 2005b) . The M-AUSMPW + scheme, as the name implies, is one of the advection upstream splitting method (AUSM) type schemes (Liou & Steffen 1993) and is more robust and less dissipative in multi-dimensional flows than the previous AUSM type schemes such as AUSM + (Liou 1996) and AUSMPW + (Kim et al. 2001) , owing to (i) discontinuity detection using Mach number and pressure and (ii) addition of correction step of the primitive variables at the cell interfaces based on the smoothness of the flow. In this study, we do not employ the modification of the pressure splitting function suggested by Kim & Kim (2005a) (see §2.3.2 in their paper), because it results in negative thermal energy in some cases. Combined with MLP5, the M-AUSMPW + scheme achieves fifth-order accurate in space in smooth regions of the flow. For accurate advection of chemical species, we employ the consistent multifluid advection (CMA) method (Plewa & Müller 1999) 7 . This combination is also adopted and tested in Namekata & Habe (2011) .
The gravitational force and its power are treated as source terms of the hydrodynamic equations. The self-gravity is computed by the tree method (Barnes & Hut 1986 ) with modification to treat an axisymmetric system (see Appendix B). The opening angle criterion, θ grv crit , is assumed to be 0.35. We take into account the monopole components only and use a quadtree to construct group interaction lists (Barnes 1990; Makino 1991) .
The code is parallelized with the Message Passing Interface (MPI). Time integration is performed by the second order total variation diminishing (TVD) Runge-Kutta method (Shu 1988) .
Radiative transfer and non-equilibrium chemistry
We solve the RT parts ( ii , iv ) of the governing equations using a hybrid method, in which the RT of direct radiation from AD and corona is solved by the (photon-conservative) long-characteristics method (LCM) while we solve that of IR photons by the finitevolume method (FVM). In the RT calculations, the following assumptions are made: (A1) The speed of light is infinity. (A2) Gas is assumed to be at the rest. Hence, the PoyntingRobertson effect and special relativistic effects such as the Doppler-shift and the radiation drag are neglected. (A3) We assume that direct photons singly-scattered by electrons escape from the system without any interactions. In other words, we do not consider multiple electron (Compton) scattering of direct photons. (A4) We ignore dust scattering of direct photons. (A5) We also neglect electron (Compton) scattering of IR photons. (A6) We assume that dust scattering of IR photons is isotropic. (A7) We do not perform an exact RT calculation of cooling photons arisen by the cooling processes described in § 2.3. Instead, we assume that these cooling photons are optically-thin in most of the runs, but, in the runs with 'LDA1', their RT effects are approximately taken into account by using the LDA approximation (see § 2.1 and § 4.2). (A8) We employ the so-called on-the-spot (OTS) approximation (Osterbrock & Ferland 2006) for recombination photons of the reactions R2, R31, and R32 (see Table A1 ). (A9) We use an approximate formula for the photodissociation rate of H 2 due to the two-step Solomon process (Draine & Bertoldi 1996) .
RT of direct radiation
The photoionization or photodissociation rate k rad r , the photoheating rate Γ rad r , and the radiative acceleration a rad r due to reaction r (r = R4, R13, R19, R20, R21, R22, R27, R28, R35, and R36) are computed in a photon-conservative manner (e.g., Whalen & Norman 2006; Susa 2006) :
where n(r) is the number density of ionized or dissociated species in reaction r, σ r (ν) is the cross section for reaction r, (nσ) tot ≡ r n(r )σ r (ν) (r takes all the photon-matter interactions including Compton scattering and dust absorption),
is the differential volume, r ± are the distances between the AGN and the points of intersection between the ray passing through the center of a target cell and the cell faces (see Fig. 5 ), ∆r ≡ r + − r − , τ ν ≡ r− 0 (nσ) tot ds is the optical depth to the intersection point closest to the AGN, ∆τ ν = (nσ) tot ∆r, and hν th is the threshold energy for reaction r. The photoheating rate of dust is similarly calculated as
where σ abs gr is the dust absorption cross section. The radiative acceleration due to dust absorption is calculated using the same formula as Eq. (20). Compton heating/cooling rate and the radiative acceleration due to electron scattering are calculated as
where σ T is the Thomson scattering cross section.
In the part ii , we evaluate k rad r , Γ rad r , Γ rad gr , and the following quantities
Then, we use them in the calculation of chemical reactions (i.e., part iii ). In order to evaluate the above quantities, we first calculate the column density between the AGN and the point N in Fig. 5 using the LCM to calculate τ ν . Then, we perform the frequency integrations. In practice, we integrate by wavelength with the trapezoidal rule and we use ≈ 800 grid points for λ < 912 Å and 256 grid points for λ ≥ 912 Å (both grids are non-uniform). In the part iv , we evaluate the radiative accelerations (Eqs.20,24).
RT of IR photons
Because solving the frequency-dependent RT equation (17) directly is numerically expensive, we solve a multi-group RT equation instead:
where v denotes a frequency range ∆ν v ,
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Bin 4 (λ = 50 − 10 3 µm) Thomson scattering Figure 6 . Planck-mean absorption cross section per hydrogen nuclei for the dust-to-gas mass ratio 0.01 and a gr = 0.1 µm. For comparison, the Thomson scattering cross section is also shown by the blue line.
In the above, we used the assumptions (A2), (A5), and (A6). In this study, we divide the entire range of wavelength into four bins (bin1: 10 −2 -5000 Å, bin2: 5000 Å -5 µm, bin3: 5 -50 µm, bin4: 50 − 10 3 µm). Figure 6 shows the Planck-mean dust absorption cross section per hydrogen nuclei for the dust-to-gas mass ratio 0.01 and a gr = 0.1 µm. Equation (27) is solved by the FVM further assuming (A1). The detail of the method is described in Appendix D.
The photoheating rate of dust and the radiative acceleration due to IR photons are calculated as follows
Γ IR gr and a IR gr are used in parts iii and iv , respectively.
Non-equilibrium chemistry
The chemical reactions and the equation of internal energy are solved in the same manner as Namekata et al. (2014) , in which we use subcycle technique and the α-QSS method (Mott et al. 2000 ) is used as an implicit equation solver. For details, please refer to § 3.3 in Namekata et al. (2014).
Global timestep
Global timestep ∆t is determined as follows
where we use (i, j) as an identifier of a fluid cell as in the usual manner, c s,i j is the adiabatic sound speed of cell (i, j), and a tot,eff i j is the sum of gravitational, centrifugal, and radiative accelerations. In this study, we assume C hyd = C accl = 0.15.
Numerical setup
An uniform spatial grid is used to cover a computational box with a radius 1.2 pc and a height 1.2 pc. In most of models, we use 512 2 grid points (the corresponding spatial resolution is 2.34 × 10 −3 pc), but, some models are performed with 1024 2 grid points to check the effects of spatial resolution. As for the discretization of solid angle, we assume
The initial density distribution of a dusty gas disk is obtained by solving the isothermal hydrostatic equation
where a grv,ext z is the z component of the acceleration of external gravity, c s is the adiabatic sound speed of gas. The outer edge of the disk R out is smoothed by multiplying the density at R > R out by a factor of exp −20
, where we assume R out = 1 pc as described in § 2.1. We assume that the disk initially consists of a neutral atomic gas ( All the boundary conditions are fixed boundaries. Around the symmetric axis, we set up a boundary zone where deviations of primitive variables from the initial values and pressure fluctuation are artificially damped. This boundary zone is introduced to prevent negative density or negative internal energy at extremely low density regions that are formed near the symmetric axis due to strong radiation pressure from AGN. For details, see Appendix C.
NUMERICAL RESULTS
Firstly, in § 4.1, we present the numerical results of the reference models (gra01_wo_sca_SG and gra01_wo_sca_MTL_SG) and show typical density and temperature structures in regions near the dust sublimation radius and the effects of metal cooling on them. The effects of IR photons, dust scattering of IR photons, self-gravity, and f X are also examined there. Next, the numerical results of models gra01_wo_sca_LDA1_SG and gra01_wo_sca_MTLLDA1_SG are presented in § 4.2 to show the effects of self-absorption of cooling photons. Then, the effects of grain size and dust destruction due to thermal sputtering are examined by using models gra1_wo_sca and gra1_wo_sca_Tts10^6_SG in § 4.4 and § 4.5, respectively.
Finally, we investigate the roles of Compton heating/cooling using model gra01_wo_sca_noCompton_SG in § 4.6.
Overview of reference models and the effects of metal cooling and IR photons
Figures 7 and 8 show the time evolution of density, gas and dust temperatures in the reference models. Immediately after the simulations are started, the surface layer of the initial gas disk is strongly heated by absorption of ionizing photons from AGN and an dusty outflow is launched from the disk surface. Hard X-ray photons from corona quickly rise the gas temperature of the outflowing gas and it eventually settles at Compton temperature (≈ 10 7 K). Thus, the gas temperature is determined by the balance between Compton heating and Compton cooling (readers may have noticed that the gas temperature is large enough that small dust grains are rapidly destroyed by thermal sputtering. The effects of thermal sputtering is examined in § 4.5). Thermal pressure in the outflowing gas also increases and, as a result, the outflowing gas thermally expands in a vertical direction (its sound speed is comparable to circular velocity). At the same time, the outflow is strongly accelerated in the radial direction by dust absorption and electron scattering. This competition determines a scale height of the outflowing gas. The hydrogen number density of the outflow is n(H) ≈ 10 2 -3 cm −3 and the outflow velocity increases from ∼ 100 km s −1 directly above the disk surface to (2 -3) × 10 3 km s −1 at the outer layer of the outflow (Fig. 9) . The hydrogen column density of the outflow region is N H 2 × 10 21 cm −2 (Fig. 10) , and hence, the outflow within R < 1 pc cannot be regard as an obscuring torus (N H > 3×10 21 cm −2 is required to suppress broad UV lines according to Hasinger 2008) . The dust temperature in the outflow region is mainly determined by the balance between photoheating and cooling due to thermal emission and is T gr ≈ 500 -10 3 K (Figs. 7i-l and 8i-l). In the absence of metal cooling, the system reaches a quasisteady state by t = 2 kyr, which consists of a nearly neutral, dense (n(H) ≈ 10 6 -8 cm −3 ), thin (h/r ≈ 0.06) disk and the dusty wind described above (Fig. 7b-d ). X-ray heating determines the thermal state of the neutral thin disk and the gas and dust temperatures are ≈ (1 -3) × 10 4 K and ≈ 200 K, respectively ( Fig. 7f-h ). On the other hand, in the presence of metal cooling, the initial disk begins to collapse in a vertical direction at the start of the simulation and a very thin disk forms at t ≈ 6 kyr ( Fig. 8c,d ). After that, the system roughly keeps a quasi-steady state. The hydrogen number density in the thin disk is 10 7 -9 cm −3 . The gas temperature in the thin disk varies from ≈ 10 4 K at the inner part of the disk to ≈ 100 K at the outer part of the disk (e.g., Fig. 8g,h ), where most of hydrogen takes the form of molecular hydrogen. The true scale height of the neutral disk should be intermediate between the scale heights of both models, because we use a overestimated metal cooling function as described in § 2.3. The inner edge (R ≈ 0.38 -0.56 pc) of the neutral thin disk fragments into a clumpy structure and cloudlets are occasionally blown off likely due to ram pressure and radiation pressure (e.g., Fig. 8d ). These cloudlets are promptly destroyed by combination of ram pressure stripping and photoevaporation. In addition, chimney-like structures are frequently formed at the disk surface in the model with metal cooling (Fig. 8c) . The time evolution of these inhomogeneous features depends on spatial resolution and we come back to this point in § 4.3.
In order to examine the reasons why the neutral disk is geometrically thin and make clear the contribution of IR photons to the vertical support of the neutral disk, we perform additional five simulations (gra01_wo_sca, gra01_w_sca, gra01_wo_sca_noRP-IR, gra01_wo_sca_noRP-drct, and gra01_wo_sca_noRP-all) and compare them each other. We first check if dust scattering of IR photons, which is neglected in the reference models, changes the structure of the neutral disk, by comparing the result of model gra01_wo_sca with that of model gra01_w_sca. Figs 11(a), (b) show the spatial distributions of hydrogen number density at t = 8.75 kyr in these two models. As is clear from the figure, there is no difference between them, indicating that dust scattering of IR photons does not affect the disk structure. Next, we compare the result of model gra01_wo_sca with that of model gra01_wo_sca_noRP-IR, in which radiation pressure due to IR photons is switched off, to examine the contribution of IR photons to the vertical support of the disk. The density distributions of both models are shown in Figs 11(a),(c). The disk thickness is almost the same in these two models, suggesting that the vertical support due to IR photons is not effective. This is supported by the comparison between models gra01_wo_sca and gra01_wo_sca_noRP-drct, in the latter of which only radiation pressure due to IR photons is taken into account. Fig. 11(d) shows the density distribution of model gra01_wo_sca_noRP-drct when the total gas mass is ≈ 2.2 × 10 4 M . The disk thickness is virtually the same as that of model gra01_wo_sca. Thus, the disk thickness does not depend on the presence or the absence of radiation pressure due to IR photons. However, radiation pressure due to IR photons enhances the outflow rate as shown by the comparison between Figs. 11(a) and (e). The total gas mass at t = 8.75 kyr in model gra01_wo_sca_noRP-drct is smaller than that in model gra01_wo_sca. Finally, we compare the result of model gra01_wo_sca with that of model gra01_wo_sca_noRP-all, in which all of radiation pressure is switched off, and as a result, the disk thickness is determined only by thermal pressure. Fig. 11(f) show the density distribution at t = 8.75 kyr in model gra01_wo_sca_noRP-all. The disk thickness in this model is much the same as that in model gra01_wo_sca. From these results, we conclude that the neutral disk is mainly supported by gas pressure, rather than radiation pressure of IR photons.
To make it more clear how radiation pressure due to IR photons acts, we plot the spatial distribution of the ratios of various types of radiative accelerations normalized by the acceleration due to the external gravity in Fig. 12 . Fig. 12(a) shows that the outflowing gas is partially supported in the vertical direction by radiation pressure of IR photons reemitted by the neutral disk, while the neutral disk is compressed by IR photons reemitted by the outflowing gas. Thus, IR photons is not effective in supporting the neutral disk. One of other reasons why the neutral disk does not expand vertically is that radiation pressure from direct photons and thermal pressure of the outflowing gas compress or confine the neutral thin disk. This can be confirmed by both Fig. 11 and Figs. 12(c),(d). Figs 11(a),(c), and (e) show that the presence of radiation pressure due to direct photons reduces the decreasing rate of gas mass in the system. Figs 12(c), (d) show that radiation pressure due to direct photons near the surface of the neutral disk is as large as a Figure 10 . Angular distribution of hydrogen column density N H (θ) in various models, where θ is the polar angle (the angle measured from the symmetric axis) and N H (θ) is the column density of hydrogen nuclei measured from the AGN to the boundary of the computational box along the given θ. Left: N H (θ) at t = 8.75 kyr in the reference models (gra01_wo_sca_SG and gra01_wo_sca_MTL_SG), models gra1_wo_sca, and gra01_wo_sca_Tts10^6_SG are shown by the black solid, the black dashed, the gray solid, and the gray dashed lines, respectively. Right: N H (θ) in model gra01_wo_sca_MTLLDA1_SG_hr at different calculation times are compared with those at t = 8.75 kyr in the reference models (see the legend for details). In both panels, a sharp increase in N H (θ) around θ = 90 • corresponds to the obscuration due to the neutral disk.
due to both the anisotropic AD radiation and dust absorption of direct photons in the outflow region. Figure 13 shows the time evolution of gas mass in the computational box for each model. Mass outflow rate can be estimated from the time derivative. In the absence of metal cooling, the outflow rate are 0.05 -0.1 M yr −1 during t = 2 -6 kyr depending on the X-ray luminosity fraction. These values correspond to ≈ 20% -50% of Eddington mass accretion rateṀ Edd , which is given bẏ
where η is the mass-to-radiation energy conversion factor. At later stage of the simulations (t = 6 -10 kyr), the outflow rate increases up to ≈ 0.3 M yr −1 . This is because dense neutral gas begins to go out of the computational box along the mid-plane due to radiation pressure. However, the gas does not have velocity large enough to escape from the galactic center region. Hence, large outflow rates in later stage of the simulations are superficial. The outflow rate of model gra01_wo_sca_noRP-IR is slightly smaller than that of model gra01_wo_sca, indicating that IR photons enhance outflow rate although they have little influence on the structure of the neutral disk as described above. The models with metal cooling also show similar outflow rates after the formation of a very thin disk (t 6 kyr).
Finally, we comment on the effects of self-gravity, which can be deduced from the comparison between model gra01_wo_sca_SG and model gra01_wo_sca. Fig. 7(d) and Fig. 11(a) show the density distribution of these two models at t = 8.75 kyr and we find that both are very similar to each other. Thus, self-gravity does not affect the disk structure for the model considered in this study. Note that this is consistent with the fact that the initial value of the mid-plane number density (n mid (H) = 10 7 cm −3 ) is self-gravitationally stable.
The effects of cooling photons
As described in § 3.2, we have assumed in the reference models that cooling photons from gas are optically-thin. However, hydrogen column density along the vertical direction is as high as 10 23 cm −2 (Fig. 14) . Hence, the optically-thin approximation may not be appropriate. In order to check the effects of self-absorption of cooling photons, we perform simulations assuming that all of the cooling photons emitted by low temperature (T gas 3 × 10 4 K), dense (n(H) 10 5 cm −3 ) gas are locally absorbed by dust grains 8 . By this, cooling photons are locally converted to IR photons and are transferred as IR photons. Thus, we can take into account radiation pressure due to cooling photons approximately. We call this approximation local dust absorption (LDA) approximation. Figure 15 shows the density distributions at t = 8.75 kyr in the reference models with the LDA approximation. By comparing this figure with Fig. 7(d) and Fig. 8(d) , we find that the gas structure does not depend on the use of the LDA approximation, suggesting that the structure of the neutral thin disk does not change even if we perform the exact RT of cooling photons.
(a) gra01_wo_sca Figure 11 . Spatial distribution of hydrogen number density in various models described in § 4.1, § 4.4, and § 4.5. Model name and the calculation time are described in the upper right portion of each panel. In panels (a)-(f), the total gas mass in the computational box is also shown for a fair comparison.
The effects of spatial resolution
In order to check the effects of spatial resolution on the gas structure and the gas flow, we perform simulations with high resolution (models gra01_wo_sca_LDA1_SG_hr and gra01_wo_sca_MTLLDA1_SG_hr). In the absence of metal cooling, the high resolution model shows time evolution very similar to that of the low resolution model, indicating that the numerical results converge. In contrast, there are differences in density structure between two different resolution models when metal cooling is taken into account. Figure 16 shows the time evolution of n(H), T gas , and p th during t ≈ 6 -10 kyr in model gra01_wo_sca_MTLLDA1_SG_hr.
After the formation of a very thin disk (t ≈ 6 kyr), a number of clumpy or chimney-like structures repeatedly form immediatelyabove the disk surface until the end of the simulation (Fig. 16a,b,g,h) . This is not seen in the low resolution model. These clumpy struc- Figure 13 . Time evolution of gas mass in the computational box. The short black lines with numbers show constant values of dM gas /dt in the unit of M yr −1 and are used to estimate the mass outflow rates.
tures have temperatures of (1 -3) × 10 4 K and are subject to strong thermal pressure of the outflowing gas (Fig. 16e,f,k,l) . These structures are not stable; they break up into smaller clumps probably because of the complex interplay of ram pressure, radiation pressure, and photoheating. Then, the clumps are blown off by both ram and radiation pressures. A part of the clumps is destroyed by both ram pressure stripping and photoevaporation in an early stage of acceleration. The other clumps gain altitude at first, but finaly become failed wind without having enough velocity. These failed winds do not perturb the structure of the neutral disk because the mass and the infall velocity of failed clumps are small. On one hand, these clumps increase the hydrogen column density in the outflow region (see the right panel of Fig. 10 ). As can be seen from Fig. 10 and Fig. 17 , the column density of a group of clumps ranges from a few ×10 22 cm −2 to a few ×10 23 cm −2 and the column density for a particular light-of-sight show a rapid time variation with timescales of ≈ 10 2 -3 yr. A possible mechanism for the formation of clumpy structures may be coupled with thermal instability (e.g., Krolik et al. 1981; Różańska 1999; Gonçalves et al. 2007; Czerny et al. 2009; Proga & Waters 2015) , i.e., a transition from cold phase (T gas ≈ 10 2 -3 K) to hot phase (T gas ≈ (1 -3) × 10 4 K), and the subsequent ejection of hot phase gas. The comparison between the high resolution model and the low resolution one suggests that the spatial resolution is important for such transition to occur. This can be understood by considering the effects of spatial resolution on the evolution of a moderately optically-thick gas parcel in the radially-perturbed neutral disk. If the gas parcel is not spatially resolved, the AGN just heats the whole of the gas parcel gently and the gas cannot become hot phase. On the other hand, if we are able to resolve the irradiated surface of the gas parcel and the shielded region behind it, the gas in the irradiated side could transition from cold phase to hot phase because of large photoheating rate. Thus, the spatial resolution is important to capture the correct radial variations of photoheating rate. To understand the detailed conditions of triggering active clump formation, a more detailed study is needed and we will address this in the future.
Outflow rate is nearly independent of spatial resolution regardless of the presence or absence of metal cooling (see Fig. 13 ), suggesting that the spatial resolution of ≈ 2 × 10 −3 pc is enough to measure accurately the outflow rate from a subparsec-scale disk.
The effects of grain size
There are some observational suggestions that the average size of dust grains in AGNs is larger than that of normal ISM. For instance, Figure 15 . Spatial distribution of hydrogen number density at t = 8.75 kyr in models gra01_wo_sca_LDA1_SG (left) and gra01_wo_sca_MTLLDA1_SG (right). In these models, the LDA approximation is used. Maiolino et al. (2001a,b) analyzed spectral properties of 19 Seyfert galaxies and found that their E B−V /N H ratios are significantly lower than the Galactic value (by a factor of 3 -100) and their spectra do not show significant carbon 2175 Å absorption features expected from the Galactic extinction curve. They showed that these results can be understood if large grains dominate in AGN environment. Lyu et al. (2014) investigated the ratio of the visual extinction (A V ) to 9.7 µm silicate absorption depth (∆τ 9.7 ) for 110 type 2 AGNs and found that a mean value of A V /∆τ 9.7 ( 5.5) is smaller than the Galactic value (≈ 18.5). They argued that this result could be explained by the predominance of larger grains in AGN tori. Other interesting discussion about dust properties in AGNs are found in 
where Y(gr) is the dust-to-gas mass ratio, ρ gr is the mass density of dust grains. Hence, radiation pressure on dust is smaller for larger grain. A different grain size could make a difference in the thickness of the neutral disk.
To examine the effects of grain size, we perform a simulation assuming a gr = 1 µm (model gra1_wo_sca) and its density distribution at t = 8.75 kyr is shown in Fig. 11(g ). When compared with the result of model gra01_wo_sca (Fig. 11a) , the outflowing gas attains a larger height (see also Fig. 10 ), but the thickness of the neutral disk is about the same. The outflow rate is a little bit larger than a gr = 0.1 µm cases (Fig. 13) because the confinement effect of photoevaporation flow by radiation pressure is reduced.
The effects of thermal sputtering
We have noted in § 4.1 that small dust grains in the outflow region can be destroyed by thermal sputtering. Based on Draine & Salpeter (1979) , the destruction timescale for graphite grain τ dest is given by 
where n H,2 = n(H)/10 2 cm −3 and a gr,−1 = a gr /0.1 µm. Because the outflowing gas has a density of n(H) = 10 2 -3 cm −3 , dust grains of radius 0.1 µm (1 µm) are destroyed after moving a distance of 0.1 pc (1 pc), if dust grains are embedded in a wind with velocity of 100 km s −1 . Thus, thermal sputtering should affect the dynamics of the outflowing gas at subparsec scale.
To examine the effects of thermal sputtering, we perform two simulations assuming that dust grains are instantaneously destroyed if T gas > 10 6 K (models gra01_wo_sca_Tts10^6_SG and gra01_wo_sca_MTLDLA1_ts_SG_hr). The density distribution of the former model at t = 8.75 kyr is shown in Fig. 11(h) . As shown in the figure, the outflowing gas extends largely in the vertical direction (see also Fig. 10 ). This is because there are no dust grains in the outflow region due to thermal sputtering, and as a result, the radiation pressure on the outflowing gas is significantly reduced. For the same reason, the outflow velocity is considerably reduced; ≈ 10 3 km s −1 near the boundaries of the computational box. The density distribution is smoother than the cases where dust exists. By contrast, the thickness of the neutral disk is nearly unchanged. The outflow rate is also approximately same as that of the reference model gra01_wo_sca_SG (Fig. 13) , although the opacity of the outflowing gas is much smaller than that of model gra01_wo_sca_SG. This is seemingly contradictory to the result found in model gra1_wo_sca, in which a lower opacity results in a higher outflow rate ( § 4.4). These facts indicate that the confinement of photoevaporation or the reduction of photoevaporation rate due to radiation pressure are realized by absorption of direct photons in the thin surface layer of the neutral disk (the opacity in the neutral disk in model gra01_wo_sca_Tts10^6_SG is higher than that in model gra1_wo_sca). Figure 18 shows the number density distribution of model gra01_wo_sca_MTLLDA1_ts_SG_hr at t = 8.25 kyr, which should be compared with Fig.16(g) . The distribution of the outflow is very similar to that of model gra01_wo_sca_Tts10^6_SG. A number of clumps or chimneys form above the disk surface as in model gra01_wo_sca_MTLLDA1_SG_hr, but it is less frequent. These newly-created clumps tend to pile up at the disk surface, probably because of the small ram pressure of the outflow.
The effects of Compton heating/cooling
It is useful to make clear the importance and the effects of X-ray heating, since some previous studies (e.g., Chan & Krolik 2015) did not take into account X-ray heating. Here, we focus on the effects of Compton heating and Compton cooling only, because it is selfevident that switching off coronal emission leads to the reduction of scale height of the neutral disk. To this end, we perform a simulation in which Compton heating/cooling are switched off (model gra01_wo_sca_noCompton_SG). Figure 19 shows the density and gas temperature distributions at t = 8.75 kyr in the model. Compared to the reference model gra01_wo_sca_SG, the neutral disk is ≈ 1.6 times thicker likely because the compressional effect of the neutral disk by thermal pressure of the outflowing gas is weaken due to lower gas temperature (T gas ≈ 10 5 -6 K). On the other hand, the vertical extent of the outflow becomes small significantly. Thus, the outflow gas cannot reach a large height without Compton heating. 
DISCUSSIONS
In the present study, we have investigated the evolution of a dusty gas disk in regions near the dust sublimation radius for the case of M BH = 10 7 M and L bol /L Edd ≈ 0.77 and have shown that the quasi-steady state of the dusty gas disk takes the form of a two-layer structure: a neutral, geometrically-thin, dense disk and a high-velocity outflow that is launched from the disk surface. The existence of metal cooling dramatically changes the disk thickness as shown in § 4.1. However, at this time, it may be premature to conclude that the case with metal cooling is more realistic, because the photoionization of metal is not included in our simulations. But, we can safely say that the disk thickness is likely to become as small as h/R < 0.06, where h is the vertical scale height of the disk. The dust content in the outflow strongly affects the covering factor of the outflow as shown in § 4.1,4.4, and 4.5 (see also Fig. 10) . We have also shown that irradiation by an AGN and radiation pressure due to IR photons reemitted by dust grains alone cannot form a geometrically thick, obscuring structure in the regions and that the outflowing gas does not provide a sufficient column density at least within r ≈ 1 pc (Fig. 10) . These results do not depend largely on the various assumptions adopted in this study or the presence or the absence of a particular physical process as shown in § 4.2- § 4.6.
In the following, we first discuss uncertainties of the gas temperatures in both the outflow region and the neutral disk by comparing our results with the results of photoionization calculations by the Cloudy code ( § 5.1). Next, we discuss the relations between our study and previous studies ( § 5.2). Then, we examine other possible Table 4 . Chemical composition assumed in the photoionization calculations described in § 5.1. All the abundance is given in log 10 [n(X)/n(H)], where n(X) is the number density of element X. The abundance pattern is similar to the Cloudy's abundance set ISM for the case of Z = 4 Z . The main difference between them is that most of carbon is assumed to deplete into graphite grains in this study. This is needed to make the dust-to-gas mass ratio be 0.01. Note that beryllium and scandium are turned off in the photoionization calculations.
Element
Abundance mechanisms that inflate the neutral disk and give implications for AGN torus ( § 5.3).
Uncertainties
In this study, we have made several assumptions on the numerical treatments of radiative processes and RT in order to reduce computational cost. For instance, we have taken into account the effects of metals in the form of cooling function without solving ionization/recombination reactions of metals directly and we have applied the cooling function only for low temperature gas. Also, we have neglected multiple Compton scattering of direct photons and Compton scattering of IR photons. These simplifications may cause a large deviation of gas temperature from its true value. To check this possibility, we perform photoionization calculations using the Cloudy and compare the resultant profiles of gas temperature with that of our numerical results. In the calculations shown below, we make the following assumptions: (i) The gas is assumed to be at the rest.
(ii) The hydrogen number density distribution is the same as that along θ = 88.854
• at t = 8.75 kyr in the reference model gra01_wo_sca_SG (see the magenta dotted line in Fig. 7d ). (iii) The incident AGN SED is also the same as that along θ = 88.854
• in the reference model. (iv) We assume that dust consists of graphite and has a radius of 0.1 µm. (v) We assume the chemical composition shown in Table 4 .
We perform two photoionization calculations. One is with open geometry and another is with closed geometry. In the latter, it is assumed that an irradiated gas surrounds the AGN and photons emitted by the gas at one side interact with the gas at the opposite side of the AGN. The spatial distributions of gas and dust temperatures obtained by the calculations are shown in Fig. 20 . The two photoionization calculations predict similar results except that dust temperature at r ≈ 0.3 -0.9 pc is larger in the closed geometry case than in the open geometry case. The difference arises because dust in the region of r ≈ 0.3 -0.9 pc is heated by absorbing photons reradiated by dust at the opposite side of the AGN. Note that the gas temperature is completely different from the dust temperature, suggesting that the assumption of T gas = T gr used both in Chan & Krolik (2015) and Dorodnitsyn et al. (2015) does not hold.
In Fig. 20 , we also show the gas and dust temperatures in the reference model. In a low density region near the AGN (r 0.3 pc), the gas temperature in the reference model are generally consistent with the results of the photoionization calculations, indicating that gas temperatures in low density regions in our simulations are sufficiently accurate (i.e., the neglect of multiple Compton scattering of direct photons and Compton scattering of IR photons does not lead to a large deviation). By contrast, there is a systematic difference (of the order of 200 K) in dust temperature in that region. This is perhaps due to the difference in treatment of gas-dust collision in a hot gas between our code and the Cloudy code 9 . In an intermediate region (r ≈ 0.3 -0.5 pc), where n(H) changes rapidly, there are several peaks in gas temperature both in the reference model and the photoionization calculations and the temperature peaks in the reference model is much larger than those in the photoionization calculations. This is because the gas in the reference model is strongly heated by shock heating. This is confirmed by the facts that all the large temperature jumps associate with the discontinuities of n(H) and |v p | and that the sizes of the discontinuities in |v p | are of the order of several tens of km s −1 to 200 km s −1 , which correspond to the postshock temperatures of ≈ 10 5 -7 K. The local minimum values of gas temperature in the reference model are ≈ 10 4 K, which are in good agreement with those in the photoionization calculations (T gas ≈ 8000 K). On the other hand, the dust temperature in the reference model agrees well with that of the photoionization calculation with the closed geometry.
In the outer region (r 0.5 pc), the gas temperature in the reference model is virtually constant at T gas ≈ 10 4 K, while the photoionization calculations predict that it decreases from T gas ≈ 8000 K at r ≈ 0.5 pc to T gas ≈ (1 -2) × 10 3 K at r = 1.1 pc, indicating the importance of metal cooling. Note that this is an expected deviation because metal cooling is not taken into account in the reference model gra01_wo_sca_SG. The dust temperature in the region of r 0.7 pc is larger than that in the photoionization 9 This interpretation is supported by the following circumstantial evidence: (i) Our code and the Cloudy code use the same dust optical constants, and hence heating rate due to direct radiation is also the same; (ii) The two photoionization calculations predict almost the same dust temperatures in this low density region, suggesting that photons from the opposite side do not play a role in heating of dust in the low density region; (iii) Heating by optical/UV photons backscattered at R ≈ 0.3 pc (our code neglects dust scattering of direct radiation) is not a factor because there is essentially no difference between the two photoionization calculations. In other words, if backscattered photons are one of dominant sources of heating, a difference must arise in dust temperature between the two photoionization calculations since the low density region is optically-thin (N H ≈ 10 19 -20 cm −2 ), and therefore, optical/UV photons arisen at the opposite side should transmit the low density region at that side and then heat the dust at this side). The remaining possibility is that the systematic difference in dust temperature is due to the difference in the numerical treatment of gas-dust collisional energy transfer between our code and the Cloudy code. In fact, the Cloudy code calculates the rate of energy transfer in a more sophisticated way, in which various microscopic physical processes that are not taken into account in our study are self-consistently solved (see the function GrainCollHeating in the source code grains.cpp). Unfortunately, it is difficult to confirm the above possibility because the Cloudy code cannot output the heating rate of dust due to collision with gas particles. calculation with the closed geometry. This is likely because the dust in the reference model is heated by IR photons reemitted by the outflowing gas.
In summary, this comparison tells us (i) that only unexpected deviation is the systematic difference in dust temperature in the low density region (r 0.5 pc) and (ii) that metal cooling does lower gas temperature in a moderately obscured (N H 10 22 cm −2 ), high density (n(H) ≈ 10 6 cm −3 ) gas at the regions of r 0.5 pc, indicating that we must include the effects of metal cooling in some form to obtain the true structure of the neutral disk. This result confirm that the true scale height of the neutral disk is certainly intermediate between those of the two reference models gra01_wo_sca_SG and gra01_wo_sca_MTL_SG, which give upper and lower limits of the true scale height.
Relations to previous studies
In this section, we discuss relations to previous studies on RHD modeling of AGN tori. A list of physical processes taken into account in previous studies is shown in Table 5 .
The formation of two-layer structure was also reported in the RHD simulations by Dorodnitsyn & Kallman (2012) , although they considered an extremely dense gas disk. As shown their Figs. 1, 3, and 5, the dense disk in their simulations is actually geometricallythin. Considering together with our results, it may suggest that a thin dense disk forms in the regions near the dust sublimation radius for a wide range of conditions. This result is contrary to the results of Krolik (2007) and Shi & Krolik (2008) , in which they showed that a geometrically-thick, radiation-supported, hydrostatic structure can be formed in a region near an AGN. The averaged outflow rate found in our study (0.05 -0.1 M yr −1 ) is in good agreement with that reported by Dorodnitsyn & Kallman (2012) (0.1 -0.2 M yr −1 ). Contrary to our study, they argued that AGN obscuration is realized at parsec-scales by a dust wind and that the critical angle at which the optical depth for Thomson scattering is unity is θ = 72
• -75
• . However, the outflowing gas in their simulations has an extremely high density of the order of n(H) ≈ 10 10 -12 cm −3 , which is much higher than the critical density of self-gravitational instability. Thus, the outflow structure shown in their simulations is totally unstable and it it not clear that AGN obscuration at parsec-scales is real.
Just recently, gas structure around an AGN with lower Eddington ratios (L bol /L Edd 0.1) were investigated by Chan & Krolik (2015) and Dorodnitsyn et al. (2015) using RHD simulations and both studies showed that a geometrically-thick, obscuring structure can be formed in a region near the dust sublimation radius. We cannot directly compare our results with their results because of different Eddington ratio. Nevertheless, it is useful to go through the influences of the assumptions adopted in these two studies. As described in the introduction, Chan & Krolik (2015) assumed that the AGN radiates isotropically and they did not take into account the effects of X-ray heating. In addition, they used artificially-reduced dust opacity and assumed T gas = T gr . The isotropic AGN radiation allows for a torus to receive more radiation energy than the anisotropic AGN radiation does. The lack of X-ray heating tends to result in a thicker torus, because the confinement effect due to hot gas does not work (see § 4.6). The use of reduced opacity also weakens the confinement effect due to direct radiation (cf. § 4.1) and allows the interior of the disk to be heated 10 . The assumption 10 In § 4.3 in their paper, Chan & Krolik (2015) explored the effects of reduced opacity by performing a simulation assuming a UV-to-IR opacity T gas = T gr forces gas to cool at a rate proportional to T 4 gas . As a result, gas pressure is underestimated and radiation pressure is overestimated. As shown in § 4 and 5.1, T gas T gr in general. Thus, all the assumptions seem to lead to a thicker torus. Dorodnitsyn et al. (2015) assumed the isotropic AGN radiation and a large X-ray luminosity fraction (0.5). The latter allows for deeper parts of the torus to be heated strongly, and thus, it is possible that this assumption operates in favor of the formation of a thicker torus. In their simulations, the flux-limited diffusion (FLD) approximation is used. In order to examine the influence of the FLD approximation, we compare the radiative acceleration computed by the finite-volume method (FVM) with that computed by the FLD approximation. The result is shown in Fig. 21 . This figure shows that the radiative acceleration computed by the FLD approximation deviates from that computed by the FVM in regions with large |∇E rad |/E rad . This deviation may affect the covering factor of the outflowing gas, and possibly, the structure of the neutral disk. It is unclear what gas structure forms in the regions near the dust sublimation radius in lower Eddington ratio cases (L bol /L Edd 0.1) when all the assumptions discussed above are removed. We will investigate this in the next paper.
Other possible effects that inflate the neutral disk and implications for AGN torus
Are there other possible effects that help the neutral disk inflate vertically? One of the effects neglected in this study is photoheating of dust grains in the neutral disk by photons scattered by dust in the outflow region or reemitted by gas in the outflow region, which might enhance radiation pressure due to IR photons in the neutral disk. In order to check this possibility, we compare heating luminosity of dust grains in the neutral disk with both cooling luminosity of gas in the outflow region and heating luminosity of dust grains in the outflow region. Figure 22 shows the time evolution of heating and cooling luminosities in various parts of the system. The heating luminosity of dust in the neutral disk can be estimated as L heat,dust (sys) − L heat,dust (outflow) and is ≈ 4 × 10 43 erg s −1 at t = 8.75 kyr. Compared to this, the cooling luminosity of gas in the outflow region is only ≈ 2 × 10 38 erg s −1 , showing that cooling photons from gas in the outflow region cannot heat dust grains in the neutral disk sufficiently. Because σ sca gr ∼ σ abs gr at UV/optical wavelengths, luminosity of photons scattered by dust in the outflow must be the same order as the heating luminosity of dust in the outflow region (i.e., L heat,dust (outflow)) and is at most ≈ 2 × 10 43 erg s −1 , which is smaller than heating luminosity of dust in the neutral disk. Thus, the structure of the neutral disk does not change if we take into account the above effects. From this result and results in § 4, we conclude that it is difficult to form a geometrically-thick, radiationsupported, hydrostatic structure in regions near the dust sublimation radius only by radiation pressure of dust reemission and a thin disk will be formed there without additional heat or energy sources.
One of possible heating mechanisms is heating by the stellar radiation of bulge stars. However, we can rule out this possibility by a simple consideration. Assuming that the stellar mass of bulge within 1 pc is ∼ 10M BH and that each star has a mass of 1 M , the luminosity of inner bulge is ∼ 3.85 × 10 41 erg s −1 , which is much smaller than the heating luminosity of dust in the neutral disk discussed above. The stellar radiation also has an effect to ratio twice larger than their fiducial value κ UV /κ IR = 4. However, the "twice" is insufficient because the true ratio is much larger as they described in their paper. Lcool,gas (sys) Lcool,gas (outflow)
Lheat,dust (sys)
Lheat,dust (sys,drct)
Lheat,dust (sys,IR)
Lheat,dust (outflow) Figure 22 . Cooling and heating luminosities in various parts of the system in the reference model gra01_wo_sca_SG. The blue and lightblue line show the cooling luminosities from gas in the whole of the system and in the outflow region, respectively. Here, we define the outflow region as regions with n(H) < 10 4 cm −3 . The red and orange solid lines show the heating luminosities from dust in the whole of the system and in the outflow region, respectively. The red dashed and dotted line show the heating luminosities due to direct radiation and IR radiation, respectively.
confine the dusty gas disk by its radiation pressure. Thus, it can work against the formation of thick disk. Related to this, Ohsuga & Umemura (2001) demonstrated that radiation force and gravity of a circumnuclear starburst allow stable orbits of gas motion around an AGN. As a result, a geometrically-thin, optically-thick, vertical wall can form with a large covering factor. This mechanism can create an optically-thick structure at sub-parsec or parsec scales for a lower luminosity AGN. We will examine this interesting possibility in the future study.
Another possibility is that a geometrically-thick structure is formed by stellar feedbacks at sub-parsec scales. To examine this possibility, we estimate a required star formation rate (SFR) in this region based on the theoretical framework developed by Wada & Norman (2002) and Kawakatu & Wada (2008) . Assuming that the gas disk is vertically supported by turbulent pressure, that turbulent energy dissipation is balanced by energy input due to stellar feedbacks, and h = αr (h is the disk scale height), we can obtain a depletion timescale of gas,
where Σ is the gaseous surface density,Σ * is the surface star formation rate,Ẽ * ,51 is the total energy injected by stars in any form per unit mass in the unit of 10 51 erg M −1 , η is the efficiency that represents what fraction of energy from stars is converted to turbulent energy, M BH,7 = M BH /10 7 M , and r −1 = r/0.1 pc. Stars will form if the disk is gravitationally unstable, and therefore, a star-forming disk should has a surface density
where v t is the velocity dispersion of turbulence, Ω is the orbital frequency, Q is the Toomre parameter ( 1). Using the assumptions introduced above, we can eliminate v t and the surface density can be rewritten into Σ = M BH /(Qπr 2 ). In this case, the surface star formation rate iṡ
The SFR in the region of r = 0.1 -1 pc is calculated as
Thus, an extremely large SFR is needed to realize α ∼ 1 at subparsec scale even if a high conversion efficiency is assumed (η ≈ 1). We conclude that it is difficult to form a long-lived, geometricallythick, obscuring structure at sub-parsec scales by stellar feedbacks. Lastly, we give some implications for AGN tori. Two important unanswered questions about obscuring tori are (i) physical mechanisms that maintain their thicknesses, and (ii) their typical sizes. According to recent numerical studies (Dorodnitsyn & Kallman 2012; Wada 2012; Chan & Krolik 2015) and our study, a fully radiation-supported, hydrostatic, obscuring structure is probably ruled out at least in regions near the dust sublimation radius. The studies cited suggest obscuration by a dusty wind (Dorodnitsyn & Kallman 2012; Chan & Krolik 2015) or a (dusty) failed wind-driven circulation flow (Wada 2012) . As for typical sizes of tori, a clear answer has not yet been obtained. The sizes of tori are closely related with the obscuring hydrogen column density N H and a value of 10 22 cm −2 may correspond to typical sizes. As shown in Fig. 10,  N H (1 -3) × 10 21 cm −2 in the most part of the outflow region and the critical angle at which N H exceeds 10 22 cm −2 is θ ≈ 85
• in the reference model (gra01_wo_sca_SG). In contrast, X-ray observation suggests that the critical angle should be 66
• for X-ray luminosity of 10 44 erg s −1 (Hasinger 2008) . This means that the outflowing gas in the region of r < 1 pc in our simulations does not provide a sufficient column density and more outflowing gas is needed to explain observations. There are two possibilities to explain observations. Obvious first one is to take into account the outflowing gas at r > 1 pc. In this case, N H will exceed 10 22 cm −2 at larger scales. This is naturally expected because the outflow in our simulations has a velocity enough to reach larger radii. In this case, the outflowing gas itself can be regard as a "torus". In addition, a failed wind must help obscuration as shown by Wada (2012) . Thus, one possible picture is a large-scale torus (r ≈ 10 -100 pc). Second interesting possibility is that a denser dusty wind launched from the outer part of AD (R ∼ 10 4 R g ≈ 10 −2 pc M BH,7 ; R g is the Schwarzschild radius) provides obscuration at sub-parsec scales. In the outer part of AD, the disk temperature drops below 1800 K, and as a result, dust grains certainly form (Czerny & Hryniewicz 2011; Czerny et al. 2015) . Also, the α viscosity acts as an additional heat source and it may help a denser wind being launched or it could create a radiation-supported, hydrostatic structure. Thus, another possible picture is a small-scale torus (r 0.1 -a few pc). These two pictures can coexist if a dusty wind is the main obscuration mechanism and it extends from ≈ 10 4 R g to ∼ 10 pc. In order to deepen our understanding of AGN tori as well as the true gas structure and gas dynamics in the torus-AD transition zone, we need to perform RHD simulations of the outer part of AD. As shown in § 4.4, 4.5, and 5.1, the properties of dust can affect the dynamics of the outflow. Hence, it is very important to take into account the details of dust physics such as formation, growth, and destruction of dust grains. We will address this problem in the future.
SUMMARY
In this paper, we have performed axisymmetric RHD simulations of a dusty gas disk of radius ≈ 1 pc around an AGN of black hole mass 10 7 M and Eddington ratio 0.77 in order to investigate typical density and temperature distributions realized near the dust sublimation radius and to measure the mass outflow rate. Our simulations are the first RHD simulations that take into account the following important effects: anisotropy of AD radiation, X-ray heating by corona with typical X-ray luminosity fraction, RT of IR photons reemitted by dust grains, frequency dependency of direct radiation and IR photons, and separate temperatures for gas and dust (T gas , T gr ).
The present study is summarized as follows:
(i) In the quasi-steady state, a nearly-neutral, dense (≈ 10 6 -8 cm −3 ), geometrically-thin (h/r < 0.06; h the height of the disk surface) disk forms near the dust sublimation radius and a high velocity (≈ 200 -3000 km s −1 ) outflow is launched from the disk surface. -The disk scale height strongly depends on the presence or absence of metal cooling; h/r 0.06 if metal cooling is included (see Figs. 7 and 8) . At this time, it is difficult to conclude which case is more realistic, because the photoionization of metal is not taken into account in our simulations. But, it would be safer to say that the true scale height is within a range of 0 < h/r < 0.06. -The covering factor of the outflow strongly depends on the presence or absence of dust in the outflow and on the grain size. In the absence of dust (e.g., due to thermal sputtering), the outflow attains a large height of |h out |/R 1 -2, where h out is the height of the outflow surface (see Fig. 11h ). h out /R gets smaller as the opacity of the outflow increases:
h out /R ≈ 1 and 0.3 for a gr = 1 µm and 0.1 µm, respectively (see Figs. 11a,g ). This is because h out /R is determined by the competition between vertical thermal expansion and radial acceleration due to radiation pressure. (ii) Contrary to the results of Krolik (2007) and Shi & Krolik (2008) , the radiation pressure by IR photons is not effective to thicken the disk, but rather compresses it (see Fig. 12a ). The disk is almost totally supported by thermal pressure (the gas temperature of the disk is determined by the balance between X-ray heating and various cooling [mainly, dust cooling and metal cooling]). Thus, it seems difficult for a radiation-supported, geometrically-thick, obscuring torus to form in the region near the dust sublimation radius. (iii) The mass outflow rate is 0.05 -0.1 M /yr depending the fraction of X-ray (>1 keV) luminosity (see Fig. 13 ). These values correspond to 20 -40% of the Eddington mass accretion rate for the mass-to-radiation energy conversion factor 0.1. The column density of the outflow is N H 10 21 cm −2 in the region of r < 1 pc, which is insensitive to the X-ray luminosity fraction within a range of 0.08 -0.16. (iv) To check the accuracy of our simulations, we have performed photoionization calculations for a density slice taken from one of our simulations using the Cloudy code and compared the resultant temperature distributions, T gas and T gr , with those of our simulation. As a result, we have found that there is no large (unexpected) mismatch between them (see § 5.1). (v) Based on the results above, we have discussed the typical sizes of AGN tori. In order to explain observed type-II AGN fraction (e.g., Hasinger 2008; Toba et al. 2013 Toba et al. , 2014 , it is required that outflow gas is extended to larger radii (r 10 pc) or that a denser dusty wind is launched from smaller radii (r ∼ 10 4 R g ) (see § 5.3).
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For the former process, we employ the same approximation used in Namekata et al. (2014) to avoid (numerically expensive) radiative transfer calculation of the Lyman-Werner band photons required for an accurate treatment of the process (A1) (for detail, see §3.2 in Namekata et al. 2014) . As for the direct photodissociation, Abel et al. (1997) gives a fit for cross section data of Allision & Dalgarno (1969) . In this study, we use it:
where y is the ortho-to-para ratio of H 2 ,
and E = hν/eV and dex(x) ≡ 10 x . In this study, we assume y = 3 for simplicity. (16),(34) +x(13.53655609057 +x(−5.739328757388 +x(1.563154982022 +x(−2.877056004391 × 10 −1 +x(3.482559773736999 × 10 −2 +x(−2.63197617559 × 10 −3 +x(1.119543953861 × 10 −4 −2.039149852002 × 10 −6 x)))))))), where x = ln T gas (eV).
R2
H (24), (35) where λ H 0 = 2(157807/T gas ). R3 H 2 + e − → 2H 0 + e − k R3 = 4.38 × 10 −10 T 0.35 gas exp(−102000/T gas )
:::
where ε = ν ν 1 − 1, hν 1 = 13.6 eV.
gas , T gas ≤ 6000 K, 3.802 × 10 −17 T 0.1998x gas 10 p 2 , 6000 K < T gas ≤ 10 7 K, 10 −0.6(x−7)−14.95325055247 , 10 7 K < T gas , :::
(11),(34), a linear extrapolation in the log-log space for T gas > 10 7 K where p 1 = 0.762 + 0.1523x − 3.274 × 10 −2 x 2 , p 2 = 4.0415 × 10 −5 x 6 − 5.447 × 10 −3 x 4 , x = log 10 T gas .
1.5 × 10 −9 , T gas < 300 K, 4 × 10 −9 T −0.17 gas , T gas ≥ 300 K.
(16),(34) +x(2.3608522 +x(−2.8274430 × 10 −1 +x(1.62331664 × 10 −2 +x(−3.36501203 × 10 −2 +x(1.17832978 × 10 −2 +x(−1.65619470 × 10 −3 +x(1.06827520 × 10 −4 −2.63128581 × 10 −6 x)))))))), where x = ln T gas (eV).
R8
H
2.5634 × 10 −9 T gas (eV) 1.78186 , T gas (eV) < 0.1 exp (−20.37260896 +x(1.13944933 +x(−1.4210135 × 10 −1 +x(8.4644554 × 10 −3 +x(−1.4327641 × 10 −3 +x(2.0122503 × 10 −4 +x(8.6639632 × 10 −5 +x(−2.5850097 × 10 −5 +x(2.4555012 × 10 −6 −8.0683825 × 10 −8 x))))))))), T gas (eV) ≥ 0.1, :::
where x = ln T gas (eV) R9 H − + H + → 2H 0 k R9 = 2.4 × 10 −6 T −0.5 gas (1 + 5 × 10 −5 T gas )
2.291 × 10 −10 T gas (eV) −0.4 , T gas (eV) < 1.719, 8.4258 × 10 −10 T gas (eV) −1.4 exp(−1.301/T gas (eV)), T gas (eV) ≥ 1.719.
(18),(34) R11 H − + He 0 → H 0 + He 0 + e − k R11 = 4.1 × 10 −17 T 2 gas exp(−19870/T gas )
(100/T gas ) 0.5
::: 
10 c 1 (log 10 λ+c 2 )+c 3 , x < x min , 10 −18 x 3 y 1.5 ×(1.52519 × 10 2 +4.9534 × 10 1 y 0.5 −1.18858 × 10 2 y +9.2536 × 10 1 y 1.5 −3.4194 × 10 1 y 2 +4.982y 2.5 ),
(11), (21), a linear extrapolation in the log-log space for x < x min where c 1 = 0.99562198151188, c 2 = 4.90308998699194,
where E = k B T gas 27.21 eV
but with the following parameters:
, (40), (42), (43), (49) where S H = 1 [1 + 0.04(T gas + T gr ) 0.5 + 0.002T gas + 8 × 10 −6 T 2 gas ]
,
::
(9), ::: (19), ::: (25), ::: (26),
(28),(36),(39)
(8),(47) where x = log 10 T gas .
.15/T gas )
::::::
(44), (45),(47) ×(−3.3232183 × 10 −7 +x(3.3735382 × 10 −7 +x(−1.4491368 × 10 −7 +x(3.4172805 × 10 −8 +x(−4.7813720 × 10 −9 +x(3.9731542 × 10 −10 +x(−1.8171411 × 10 −11 +3.5311932 × 10 −13 x))))))), where x = ln T gas .
R26
10 −8 , T gas < 617, 1.32 × 10 −6 T −0.76 gas , T gas ≥ 617.
(27),(34)
10 −40.97+E(6.03+E(−0.504+1.387×10 −2 E)) , 2.65 < E < 11.27, 10 −30.26+E(2.79+E(−0.184+3.535×10 −3 E)) , 11.27 ≤ E < 21.0 0, otherwise, ::
(3), (18) where E = hν/eV.
(4), (18) where E = hν/eV. 
R43 2H 0 + He 0 → H 2 + He 0 k R43 = 6.9 × 10 −32 T −0.4 gas ::
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obtain a rough approximation of the branch ratio of the DPI, we extend the data by Dujardin et al. (1987) to high energy so that its value asymtotically approaches the one predicted by Sadeghpour & Dalgarno (1993) with the following assumptions:
• σ H 2 ,PA,tot (E) ≈ σ H 2 ,PI,tot (E) for E > 51.4 eV.
• Single photoionization is dominant ionization process for E > 51.4 eV; σ 2+ /σ H 2 ,PI,tot (E) in the high energy limit is approximated by 0.0225.
The branch ratio of the DPI adopted in this study is given by
D DPI (E) = 29.0918253433397 + x(3.5939984406517
where E = hν/eV and x = log 10 E. In Fig. A1 , we compare BR DPI (E) with data by Dujardin et al. (1987) . Note that the shape of BR DPI (E) for E > 140 eV is highly uncertain because there are no theoretical and experimental restrictions. As for the remaining processes (A8) and (A9), Chung et al. (1993) experimentally measured the branch ratios for photon energies ranging from ≈ 18 eV to 124 eV. The results are summarized in Table 2 in their paper. σ(abs) and σ(H + ) in their table correspond to σ H 2 ,PA,tot (E) and the sum of the cross sections for the processes (A9) and (A10), respectively. In this study, we assume σ H 2 ,PI,tot (E) = σ H 2 ,PA,tot (E) for simplicity since the ratio σ H 2 ,PI,tot (E)/σ H 2 ,PA,tot (E) is ≈ 1 for photon energies examined in Dujarding et al. (1987) Manually-added data our fit Figure A1 . Comparison of the branch ratio of the DPI adopted in this study (the red solid line) with data by Dujardin et al. (1987) (the filled squares). The filled triangles indicate manually-added data which are introduced for the branch ratio to smoothly approaches the asymptotic value 0.0225. their study 11 . Then, we can calculate the branch ratio of processes (A9+A10) from σ(H + )/σ(abs). For E > 124 eV, we simply assume a constant value of 0.2, the branch ratio at E = 124 eV. The adopted 11 As noted in Chung et al. (1993) , fluorescence cross sections have been measured by Glass-Maujean (1986) and Glass-Maujean (1988) for photon energies E ≈ 30 -40 eV. However, its cross section is at most 8% of σ H 2 ,PI,tot (E) as shown in Table 1 of Chung et al. (1993) . Therefore, we ignore it here.
branch ratio for the processes (A9+A10) is given by
where E = hν/eV, E 0 = 18.08, E 1 = 31.5, E 2 = 36.5, E 3 = 50, E 4 = 75, + 5.22196051715457 × 10 −8 E))))), Chung et al. (1993) Manually-added data our fit Figure A2 . Comparison of the branch ratio for the processes (A9+A10) (the red solid line) with data by Chung et al. (1993) (the filled square). The filled triangles indicate manually-added data points which is introduced to make the fitting process numerically stable. Figure A2 compares BR C93 (E) with data by Chung et al. (1993) . Note that BR C93 (E) is highly uncertain for E > 124 eV by the same reason as the one for BR DPI (E). In summary, the cross sections of the processes (A8)-(A10) are computed by
For σ H 2 ,PI,tot (E), we refer to Yan et al. (1998) and Wilms et al. (2000) .
A2 Charge transfer in H
Previous studies (e.g., Galli & Palla 1998; Glover & Brand 2003; Yoshida et al. 2006; Glover & Abel 2008) have used the following formula
1.26 × 10 −9 T −0.75 gas exp − 127500 T gas , T gas < 10 4 K, 4 × 10 −37 T 4.74 gas , T gas > 10 4 K.
This is based on the result of Kimura et al. (1993) . However, the rate coefficient shown in Table 3 in Kimura et al. (1993) is likely incorrect because they cannot be reproduced from the cross section data given by Table 1 in Kimura et al. (1993) . Recently, Loreau et al. (2014) computes the cross section for this reaction in the wide range of collision energy from 10 eV/u to 10 MeV/u and gives fits for the cross section. Therefore, in this study, we compute the reaction rate coefficient using their fit for total cross section. The following assumptions are made in our calculation:
• The total cross section is linearly extrapolated in the log 10 Elog 10 σ(E) space for E/µ > 10 MeV/u, where E is the collision energy, µ the reduced mass of a H + -He 0 pair, and u the unified atomic mass unit.
• The threshold collision energy of the reaction is 0.403 hartree.
• The velocity distribution is Maxwell-Boltzmann.
Our fit to the calculated rate coefficient is given by + 4.39952423140937 × 10 −6 x)))))))),
where x = log 10 T gas , x 1 = 2.477121255, x 2 = 4.25, x 3 = 6.5, and x 4 = 12.5. & Abel (2008) have used the reaction rate coefficient given by
A3 Mutual neutralization in He
T gas 300
−0.52 exp T gas 22400 .
However, the value of this formula gets large significantly in high temperature regime and this causes incorrect chemical abundance in our simulations. Therefore, we recalculate the rate coefficient from the original cross section data of Peart & Hayton (1994) and Olamba et al. (1996) , the latter of which agrees well with a recent theoretical calculation by Chibisov et al. (1997) . We first read out the cross section data from Fig.7 12 in Olamba et al. (1996) using a digitizer software because the data is not given in tabular form. Next, we derive a fit for the cross section data. Finally, we compute the rate coefficient using the analytic function fitted for the cross section data and assuming the Maxwell-Boltzmann distribution. Our 12 Data of Peart & Hayton (1994) is also shown in the figure. fit to the rate coefficient is given by − 2.28791697512786 × 10 −4 x)))))))), − 1.55781479113395 × 10 −4 x)))))))).
where x = log 10 T gas .
APPENDIX B: SELF-GRAVITY CALCULATION FOR AN AXISYMMETRIC SYSTEM
Here, we explain the computational method of self-gravity in the axisymmetric cylindrical coordinate. In the cylindrical coordinate, the z-and R-components of the acceleration due to self-gravity are written as
where G is the gravitational constant. By introducing variables a ≡ R 2 + R 2 + (z − z ) 2 , b ≡ 2RR , and s ≡ b/a, we can rewrite the equations above into
where
By definition, s ∈ (0, 1]. With the usual discrete representation, equations (B4) and (B5) can be discretized as
Thus, if we prepare tables for F 1 (s) and F 2 (s) in advance 13 , the acceleration due to self-gravity for cell (i, j) can be calculated by simply summing contributions from all other cells. However, such a straightforward approach is very time-consuming and a faster computational method is needed. In this study, we apply the tree method (Barnes & Hut 1986) , which is widely used in N-body simulations, to accelerate the calculation. Figure B1 illustrates a gravitational interaction between particle i and a tree node in N-body simulations schematically. In the tree method, particles in the node are replaced by one virtual particle if the following condition is satisfied,
where r is the distance between particle i and the center of gravity of particles in the node, l x and l y are the sizes of the node along x-and y-axes, respectively. In this way, the computational cost is reduced. The simplest way to apply the tree method is to treat cells as particles in N-body simulations. This approach, however, requires mesh refinement because, for a target cell (i, j), even its adjacent cells do not satisfy the condition (B11) for a typical value of θ grv crit (e.g., 0.5) due to finite sizes of cells. This situation is schematically shown in Fig. B2 , where cell (i + 1, j) is refined to 4 × 4 subcells because the opening angle of cell (i + 1, j) seen from the center of cell (i, j) is larger than a given criterion. The subcells shown in Fig. B2 satisfy the condition (B11) and can be replaced by 'rings' passing through the centers of the subcells. The refinement level l MR , which is defined such that the number of subcells is 2 l MR × 2 l MR , of each cell is purely determined by θ grv crit and the aspect ratios of the adjacent cells ∆R i /∆z j , where (i , j ) = (i ± 1, j), (i, j ± 1). For instance, l MR should be ≥ 2 for θ grv crit = 0.5 and an uniform grid (∆R i /∆z j = 1 for all (i, j)). Thus, the total number of the tree nodes is much larger than that of the cells in this approach and this is not desirable in the light of computational efficiency.
The refinement level can be reduced by splitting gravitational force into contributions from neighbor cells and the others. Here, we call the former near-field force and the latter far-field force. An example of the split is shown in Fig. B3 , where the neighbor cells of cell (i, j) is defined as 5 × 5 cells around cell (i, j). In this case, the refinement level of cell (i, j) is computed by θ grv crit and the coordinates of cells (i ± 3, j), (i, j ± 3) (the blue points in the figure). Thus, the refinement level becomes small compared the case shown in Fig. B2 . In this study, we control the number of neighbor cells by the parameter N nb and N nb = 25 is assumed. Note that this reduction method is effective only on uniform grid.
The acceleration by the near-field force is computed summing 13 There are a few points to note: (1) The integrals in the right-hand sides of equations (B6) and (B7) should be performed simultaneously. In other words, the same stepsize ∆φ should be used for the computation of both integrals. Without this, numerical errors in F 1 (s) and F 2 (s) are different each other and the ratio F 1 (s)/F 2 (s) can have a large error. As the result, an error in the acceleration can be large. In this study, the integrals are simultaneously performed by the fourth order Runge-Kutta method with adaptive stepsize control described in Press et al. (1992) Figure B1 . A schematic illustration of a gravitational interaction between a particle and a tree node in N-body simulation. For simplicity, two dimensional case is shown. The red point labeled "particle i" is the particle which we're currently computing gravitational force acting on.
cell (i,j)
refined cells cell (i+1,j) θ grv crit θ Base grid Figure B2 . A schematic illustration of mesh refinement of cell (i + 1, j) required by a given opening criterion θ grv crit . In the above example, cell (i + 1, j) is refined to 4×4 subcells in order for each subcell (k, l) to satisfy the opening angle condition θ k,l < θ grv crit and the subcells can be replaced by 'rings' passing through the centers of the subcells.
contributions from refined neighbor cells as follows: 
where (i , j ) indicates cell (i, j) or its neighbor cells, (k , l ) the indices for subcells of cell (i , j ), l MR,near the refinement level of the neighbor cells. Assuming that density is uniform within a cell (i.e., ρ k l = ρ i j ), we can perform the summation over k , l for each combination of (i j , i j). As the result, the equations above can be rewritten in the form a
,i j i j stores the result of the summation and depends only on the geometry of the grid. Thus, the computational cost is effectively independent of l MR,near . In this study, we assume l MR,near = 6. The accelerations by the far-field force is calculated by the tree method in the usual manner.
In order to check the accuracy of our method, we compare the gravitational acceleration computed by the Tree method with an 'exact' solution for different values of θ In order to check if the decision above is appropriate and for further investigation on the reliability of the Tree method, we performed two test simulations. One is the Evrard test (Evrard 1988) which follows self-gravitational adiabatic collapse of a cold gas sphere. This test is often used to check the validity and accuracy of simulation codes (e.g., Steinmetz & Müller 1993; Springel 2005; Cullen & Dehnen 2010) and its initial setup is detailed in Evrard (1988) . In the same unit system as Evrard (1988) , a computational box of size (R max , z min , z max ) = (2.5, −2.5, 2.5) is used in this study. We uniformly cover the box with 1024 2 grid points. Figure B5 compares the result obtained by the Tree method with that of a piece-wise parabolic method (PPM) calculation (Steinmetz & Müller 1993) . Our result agrees with that of the PPM calculation. In addition, there is no prominent features breaking the spherical symmetry as shown in Fig. B6 , although there are very fine structures around r/R ≈ 1.
As an another test, we re-perform a simulation for model gra01_wo_sca_MTL_SG with θ grv crit = 0.2 and compare the result Figure B5 . Comparison of spatial distribution of the normalized density ρ/ρ * in the Evrard test at t/t * = 0.7. The red dots show the result of our simulation with θ grv crit = 0.35, while the black line with crosses shows that of a (spherically-symmetric) one-dimensional piece-wise parabolic method (PPM) calculation (Steinmetz & Müller 1993) . For clarity, a tenth of our result is plotted. Figure B6 . Two-dimensional (normalized) density distribution in the Evrard test at t/t * = 0.7.
with that with θ grv crit = 0.35. We choose this model because a very thin dense (> 10 8 cm −3 ) disk forms along the mid-plane where self-gravity is strong. We find that there is no essential difference between them. From these results, we conclude that the tree method with θ grv crit = 0.35 is sufficiently accurate to treat the physical system considered in this study.
APPENDIX C: BOUNDARY ZONE
As described in § 3.4, density or thermal pressure sometimes becomes negative at exceptionally low density (n(H) 10 −20 cm −3 ) regions that are formed near the symmetric axis owing to strong radiation pressure from AGN. To prevent such unphysical behaviors, we place an boundary zone around the symmetric axis, in which physical quantities ρ, v, T gas and p th are artificially modified. In this section, we describe the detail of the algorithm adopted in this study.
At the end of each time step, we first reduce a deviation of the physical quantities q = (ρ, T gas , v) of low density (ρ < ρ 0 ) cells in the zone from user-specified values q 0 = (ρ 0 , T gas,0 , v 0 ) at a rate a d as follows (Machida et al. 2009 ) :
whereR ≡ R/R BZ , R BZ = 6.25 × 10 −2 pc is the radius of the boundary zone. 2 ). An another cause of unphysical behaviors is a large pressure difference between a low density cell and its neighbor cell(s) with normal density. To reduce it, we update p th of low density cells and its adjacent cells as follows:
where κ = 0.1/ max (i, j)∈T (|∇ 2 p th |/p th ), (i, j) is the cell index, and T is the set of cell indices of low density cells and their neighbor cells. We repeat the update until the number of the iteration reaches 16 or the following inequality is satisfied: max (i, j)∈L,i−1≤i ≤i+1, j−1≤ j ≤ j+1 |p th,i j − p th,i j | p th,i j < 10 3 ,
where L is the set of cell indices of low density cells.
APPENDIX D: FINITE VOLUME METHOD FOR RADIATIVE TRANSFER
In this section, we describe the detail of the finite volume method for radiative transfer (FVMRT) and present test calculations including a comparison between the FVMRT and the short-characteristics method (SCM), which is used in astrophysical applications.
D1 FVMRT
The FVMRT has been developed in the field of engineering application (e.g., Raithby & Chui 1990; Chui et al. 1992; Chai et al. 1994 
where we only show the equations for cos θ l > 0 because of space limitations. We can obtain the solution for I lm i j by solving the equations above in the order shown in Fig. D1 (see green and purple arrows labeled by 'sweep (1)' and 'sweep (2)', respectively). The algebraic equations for the limit of c → ∞ can be obtained simply by dropping the terms with c −1 . The number of grid sweeps is unity in the absence of scattering and time derivative term; otherwise, we need to solve the equations iteratively (we repeat grid sweep and update I lm i j until a converged solution is obtained).
D2 Tests
To check the validity of our implementation, we perform a test calculation described in Chui et al. (1992) , where we compute a radiation flux q R at the surface of a finite cylindrical enclosure containing an absorbing-emitting but nonscattering medium by the FVMRT and compare the result with the exact solution. The numerical setup is detailed in Chui et al. (1992) . Briefly, the enclosure has a radius R c = 1 m and a height h c = 2 m. Its wall is infinitesimally thin and is assumed to be cold (T w = 0 K) and black (no reflection at the wall). The medium has a constant temperature T M = 100 K and a constant absorption coefficient (α = 0.1, 1, 5 m −1 ). In this case, the net radiation flux at the wall (R = R c ) is described by q R (z) = I(R c , z, φ, θ)(s ·ê R )dΩ,
where s is an unit vector in the direction of (φ, θ), I(R c , z, φ, θ) = B(T M )(1 − e −τ ), τ is the optical depth at the wall, B(T M ) = (σ SB T 4 M )/π, σ SB is the Stefan-Boltzmann constant. A quasi-exact solution can be obtained by numerically integrating the equation above. Figure D2 compares the result obtained by the FVMRT with the quasi-exact solution. We find that the numerical result agrees with the quasi-exact solution in a satisfactory level.
As an another test, we make a comparison between the FVMRT and the SCM. First, we give a short summary of our implementation of the SCM. The SCM on the axisymmetric cylindrical coordinate is described in detail by van Noort et al. (2002) and we basically follow it. We define the intensities at cell corners in keeping with Vögler et al. (2005) and Hayek et al. (2010) . The spatial and angular interpolations required to obtain an upwind intensity and source functions in a short-characteristics are performed by quadratic or cubic Bézier interpolations (e.g., Hayek et al. 2010; de la cruz Rodríguez & Piskunov 2013) . Also, a quadratic Bézier interpolant is used to integrate the RTE (e.g, Auer 2003; Hayek et al. 2010 ). Solid angle is discretized by the Carlson's Set A (Carlson 1963; Carlson em is the total luminosity of the medium,Ė out is the net amount of radiation energy flowing out from the computational box per unit time, anḋ E abs is the amount of radiation energy absorbed by the medium per unit time. The conservation of radiation energy requires the equalitẏ E em =Ė out +Ė abs . ‡ In the SCM, an intensity at the center of a cell is approximated by an arithmetic average of intensities at the four corners of the cell.
& Lathrop 1968; see also Appendix in Bruls et al. 1999 ), but we extend the Set A by adding grid points at φ = 0, , and π for each µ (≡ cos θ) to avoid the use of extended short-characteristics method (ESCM) (Dullemond & Turolla 2000) . The point weights for these newly-added points is set to 0.
The numerical setup used is very simple. We consider an uniform sphere of gas with a radius r c = 1 pc, which is located at the center of a cylindrical computational box with a radius R max = 10 pc and a height h = z max − z min = 20 pc. The gas consists of an absorbing-emitting but nonscattering medium with a temperature T M = 500 K and is assumed to be a black body. Its absorption coefficient is α = 0.1 pc −1 . We compute the distribution of steady-state radiation energy density by both methods (denoted by E 
The results are shown in Fig. D3 . As expected, E exact rad is roughly constant inside the sphere and it decreases with distance from the sphere (E exact rad ∝ r −2 at large distances). Compared to this, E SCM rad shows significant deviations from E exact rad for r 2r c . Its distribution is a superposition of a finite number of radial beams, which is far from the spherical symmetry. Most problematic is that E SCM rad does not decrease with distance along a beam. This results in a substantial overestimation of radiation pressure at large distances. Thus, the SCM significantly violates the conservation of radiation energy (see Table. D1). On the other hand, E FVM rad decreases with distance at a rate similar to E exact rad , although its distribution is not spherical symmetric at r 2r c . Most important is that the FVMRT accurately conserves the radiation energy (see Table D1 ). The amplitude of the spherically-asymmetric feature at r > 2r c can be reduced in the FVMRT by increasing N φ and N θ at the cost of computational time. By contract, there is a limit to such reduction in the SCM because there exists the maximum number of discrete ordinates (see Carlson 1963) , which is already assumed in the calculation of E SCM rad in Fig. D3 . This paper has been typeset from a T E X/L A T E X file prepared by the author. Figure D3 . Spatial distribution of radiation energy density in the comparison test described in § D2 (from the left to the right, E exact rad , E FVM rad , and E SCM rad are plotted). E exact rad can be easily calculated using the fact that the point (R, z) is equivalent to the point (0, r[≡ √ R 2 + z 2 ]) and we can perform φ-integration immediately because of the spherical symmetry. For r < r c , we divide the polar angle θ (∈ [0, π]) into 16384 elements and perform a numerical integration of Eq.(D17) with the rectangle rule. For r > r c , I 0 only for θ ∈ [0, sin −1 (r c /r)]. Therefore, we consider that θ range and divide it into 16384 elements. E FVM rad is computed assuming N φ = N θ = 10. E SCM rad is computed assuming the maximum order of the quadrature (n = 12; the number of discrete ordinates with non-zero point weight is 84). We use an uniform spatial grid (N R = 512, N z = 1024) for all the calculations.
