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Abstract
In this paper, explicit formulae for the expectation and the variance of descent
functions on random standard Young tableaux are presented. Using these, it is
shown that the normalized variance, V/E2, is bounded if and only if a certain
inequality relating the tableau shape to the descent function holds.
1. Introduction
In a recent paper, Adin and Roichman defined and studied certain descent func-
tions on standard Young tableaux (see [AR]). They calculated the expectation
value and derived an estimate for the variance of these functions. Their results
were proved using character theory of symmetric groups.
In this paper, the expectation value and the variance are calculated using an
elementary method. This method is based on the hook-bijection of Novelli, Pak
and Stoyanovskii (cf. [NPS]). The expressions for the expectation and the variance
are used to derive a somewhat more precise form of the results in [AR].
In the following section the necessary definitions are given. Thereafter the
main results of the paper are stated. In the third section two auxiliary lemmata
are presented. These lead directly to the proofs of the main results and some
corollaries in the fourth section.
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2. Some definitions and the statement of the
main results
Let λ = (λ1, ..., λk) be a partition of n, i.e. a non-increasing sequence of positive in-
tegers with sum n. We identify the partition λ with its Ferrers diagram (cf. [ECII],
Section 7.2). A standard Young tableau is a filling of the shape λ with the numbers
1, 2, ..., n so that every row and column is increasing. The previous statement is
to be understood as each number being used exactly once (the “standard” part
of the name). As this paper deals only with standard Young tableaux, it should
be understood that all tableaux (and strings formed from tableaux) are made up
using each number only once. Figure 1 shows a standard Young tableau of shape
(4, 3, 2). To every λ there corresponds a conjugate partition (cf. [ECII], Section
7.2) which will be denoted λ′. The conjugate partition of (4, 3, 2) is (3, 3, 2, 1).
1 3 4 6
2 5 8
7 9
Figure 1: A Standard Young Tableau
We say that the standard Young tableau T has a descent at i if the entry i+1
is strictly south (and weakly to the west) of i in T . The set of all descents in a
given tableau T is denoted by D(T ). In the above example D(T ) = {1, 4, 6, 8}.
To every function f :N → R there corresponds a descent function df (T ) :=
∑
f(i)
where the sum is over D(T ). Descent functions are generalizations of the classical
descent statistics, since df (T ) equals the descent number of T for f(n) = 1 and
the major index of T if f(n) = n.
When talking of random standard Young tableaux of shape λ we imply that
a uniform distribution is used. The expectation of a descent function over all
standard Young tableaux of shape λ is denoted by Eλ(df ) and the variance by
Vλ(df ).
With these preliminaries we are ready to state our main results:
2.1. Theorem. For a given f :N→ R and λ a partition of n, the expectation
Eλ(df ) = cλ′
∑
f(i) and the variance
Vλ(df ) = cλ′
∑
f(i)2 + 2dλ′
∑
f(i)f(i+ 1)
+2(cλ′ − dλ − dλ′ + eλ + eλ′)
∑
i−j>1
f(i)f(j) −
(
cλ′
∑
f(i)
)2
.
Here
N := n!
∏
(i,j)∈λ
{λ′i + λj − i− j + 1}
−1
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is the number of standard Young tableaux of shape λ and
cλ′ :=
1
2
[
1 +
∑ λ′i(λ′i − 1)
n(n− 1)
−
∑ λi(λi − 1)
n(n− 1)
]
=
∑
i≥j
λ′i(λ
′
j − 1)
n(n− 1)
,
dλ :=
∑
i≥j≥k
λi(λj − 1)(λk − 2)
n(n− 1)(n − 2)
, eλ :=
∑
i≥j≥k≥l
λi(λj − 1)(λk − 2)(λl − 3)
n(n− 1)(n − 2)(n − 3)
,
where the sum is over all positive terms, i.e. λk > 2 and λl > 3.
2.2. Remark. The technique presented in this paper seems to allow the cal-
culation of arbitrary momenta of df (cf. Remark 3.2). However, their expressions
will be very complicated, as a comparison between the expressions for the expec-
tation and the variance leads us to expect.
2.3. Theorem. Let f :N→ R+ and let {λm}∞m=1 be a sequence of partitions.
Then the sequence {Vλm(df )/Eλm(df )
2}m is bounded if and only if for all m
n
n−1∑
i=1
f(i)2 ≤ c(n − λm1 )
(
n−1∑
i=1
f(i)
)2
, (2.4)
where n := |λm| and c is a constant independent of m.
2.5. Remark. The reasons for studying V (X)/E(X)2 are two-fold. First,
it is the variance of the normalized variable X/E(X). Moreover, Chebyshev’s
inequality is used in [AR] to derive a certain type of concentration of df if the
normalized variance is bounded. They show that this is the case if f has strictly
polynomial growth. The results in this paper are more precise, giving the exact
condition as to when the normalized variance is bounded (Theorem 2.3). However,
this paper too fails to provide the exact condition under which df is concentrated,
since the Chebyshev inequality only provides an upper bound for the distribution.
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3. Auxiliary results
The calculation of the expectation is made possible by the observation that, for
any given λ, the (average) number of descents at i is independent of i. Similarly,
we calculate the variance utilizing the fact that the number of co-occurrences of
descents at i and i + 1 is independent of i and the number of co-occurrences of
descents at i and j for |i − j| > 1 is independent of i and j. The first statement
of the following lemma is also found in [ECII], Proposition 7.19.6, where it is
proved using quasi-symmetric functions. The lemma follows from Lemma 5.2 of
[AR]. However, [AR] uses results from the character theory of symmetric groups,
whereas our proof is wholly elementary.
3.1. Lemma. The total number of descents at i (1 ≤ i < n) over all standard
Young tableaux of shape λ is independent of i. The number of co-occurrences of
descents at i (1 ≤ i < n) and j (1 ≤ j < i − 1) is independent of i and j. The
number of co-occurrences of descents at i and i+1 (1 ≤ i < n− 1) is independent
of i.
Proof. Define the partial order P of tableau cells by c1 ≤ c2 if c1 is north-west
of c2 (not necessarily strictly). Every standard Young tableau corresponds to an
extension of the partial order P to a linear order. Number the cells of λ from left
to right, starting from the bottom row (see Figure 2). (This labeling is called the
superstandard of the shape λ in [GR], p. 219.) Every standard Young tableau
also corresponds to a string of numbers formed by reading the numbering in the
order determined by the tableau. (This has been called the inverse reading word
of the tableau.) A standard Young tableau has a descent at i exactly when the
ith letter of the string is greater than the i+ 1st. The standard Young tableau in
Figure 2 corresponds to the string 637849152. This string has descents after the
6, the 8, the 9 and the 5, that is at positions 1, 4, 6 and 8, respectively. That is
to say D(T ) = {1, 4, 6, 8}.
1 3 4 6
2 5 8
7 9
6 7 8 9
3 4 5
1 2
Figure 2: A standard Young tableau and the numbering of the cells
We arrange the inverse reading words of all tableaux of a given shape on top
of each other and consider two adjacent columns of the resulting matrix. Fix an
i < n − 1. We will prove that the columns i and i + 1 have the same number of
descents. Let a < b < c be given numbers and consider strings corresponding to
some standard Young tableau of shape λ beginning with some string w of length
i− 1 followed by a, b and c in some order and ending by some v. We may neglect
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the strings wcbav (which has descents at both i and i+ 1) and wabcv (which has
neither), should they occur, since they do not influence the relative number of
descents.
Now if a, b and c may be chosen freely after w, the strings 1) wcabv, 2) wbcav,
3) wbacv and 4) wacbv will all occur and the number of descents due to these
is the same in both columns. Depending on the shape of the letters of w and v
in the tableau (for simplicity, we will refer to the cells in which the numbers are
as the numbers, so the previous means the cells occupied by the elements of the
strings w and v), this may not be possible. For instance, in the first example in
Figure 3, an arbitrary order is possible, in the second b must precede a allowing the
possibilities wbacv, wbcav and wcbav and so on. Note the that the fifth example
is not possible, since an element of v must precede b, which is impossible, since we
are considering strings that end in v. Thus not every ordering of a, b and c can
occur.
w w c v
w b v
a v
w w c v
b v v
a v
w w c v
a b v
v v
w w c v
w a b
w v
w c v v
w a b
w v
Figure 3: Examples of constraints (the fifth is impossible)
In particular, there are six possibilities with two dependent and one inde-
pendent cell. In each exactly two of the four strings above occur and these are
complementary. For instance, if c must precede b, 1) and 4) are possible. One
easily checks the remaining cases as well. When the order of all three numbers is
specified, there are two possibilities. With a linear order none of the four strings
occur. In the other case, one number (b) precedes or is preceded by the other
two. In the former case the strings 2) and 3) occur, in the latter 1) and 4), so
again there are equally many descents. These being all the cases, we see that the
columns i and i + 1 have an equal number of descents, and since i was arbitrary
the first claim is proved.
By inspecting the above argument, we see that we have actually proven the first
co-occurrence claim as well. Fix letters a < b < c and integers j < i− 1 < n − 2.
Forming all possible strings of length i− 1 and n− i− 2 without using a, b and c,
such that the first has a descent at position j and considering these as the w and
v of the previous paragraphs, we see that the number of descents at i equals the
number of descents at i+ 1 for strings with an a, b and c at positions i, i+ 1 and
i+ 2 in some order. The first co-occurrence claim follows by letting {a, b, c} vary
over all three-element subsets.
To prove the last statement, we need to consider strings of the type wbcdav
where a < b < c < d and w has length i−1. There are three interesting cases with
descents at the first two places: 1a wdcabv, 2a wdbacv and 3a wcbadv as well as
three with descents at the last two: 1b wcdbav, 2b wbdcav and 3b wadcbv.
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There are several cases to analyze. (The analysis that follows is totally elemen-
tary, and the reader may skip to the end of the proof without loss of continuity,
if (s)he is convinced that the proof is “similar”.) We use the following notation
to describe how a, b , c and d relate to the partial order P : (a, b) means that a
must precede b in the string and similarly for more elements. Thus, for instance,
(a, b, d), (c, d) means that a precedes b which precedes d and c precedes d. The
tables that follow list all possible partial orders on the four elements and which of
the strings 1a-3b from the previous paragraph occur.
After each table, there are some examples, which show how the first constraint
of each line might arise. Table 1 lists constraints involving two of the numbers
(cells). There are 12 way of choosing an ordered pair from a four-element set, and
hence the table certainly admits all possibilities.
(a, b) 1a, 3b (a, c) 2a, 3b (a, d) 3a, 3b
(b, c) 2a, 2b (b, d) 3a, 2b (c, d) 3a, 1b
(b, a) 2a, 3a, 1b, 2b (c, a) 1a, 3a, 1b, 2b (d, a) 1a, 2b, 1b, 2b
(c, b) 1a, 3a, 1b, 3b (d, b) 1a, 2a, 1b, 3b (d, c) 1a, 2a, 2b, 3b
Table 1.
w w w d
w w c v
a b v
v v
w w w d
w b c v
a v v
v v
w w w d
w w c v
b v v
a v
w w w d
w w c v
w w b
a v
Figure 4: Examples for Table 1
Table 2 contains the relationships between three of the numbers (cells). Since
constraints with a v cell above a a, b, c or d cell (like the fifth example in Figure
3) and those with a w cell below the same are impossible, one easily checks that
the table lists all cases.
(a, b, c) ∅ (a, c, d) ∅ (a, b, d) ∅ (b, c, d) ∅
(c, b, a) 3a, 1b (d, c, a) 1a, 2b (d, b, a) 2a, 1a (d, c, b) 1a, 3b
(a, b), (c, b) 1a, 3b (a, b), (d, b) 1a, 3b (a, c), (d, c) 2a, 3b (b, c), (d, c) 2a, 2b
(b, a), (b, c) 2a, 2b (b, a), (b, d) 3a, 2b (c, a), (c, d) 3a, 1b (c, b), (c, d) 3a, 1a
Table 2.
w w w d
a b c v
v v v
v v
w w c v
w w b v
w w a
d v
w w c w
w a b v
d v v
v v
w b c w
w a v v
d v v
v v
Figure 5: Examples for Table 2
Tables 3 & 4 lists the cases where all four of the numbers (cells) are constrained,
specifically Table 4 contains restrictions built up from two pairs and Table 3 con-
tains the rest. Again, one is easily convinced that these are all the cases.
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(a, b, c, d) ∅ (d, c, b, a) ∅ (b, c, d), (b, a) ∅
(d, c, b), (a, b) 1a, 3b (a, b, c), (d, c) ∅ (c, b, a), (c, d) 3a, 1b
(c, d, b), (c, a, b) ∅
Table 3.
a b c d
v v v
v v
w d v v
w c v
a b
w c d v
w a b
w v
Figure 6: Examples for Table 3
(a, b), (c, d) ∅ (a, c), (b, d) ∅ (a, d), (b, c) ∅
(a, b), (d, c) 1a, 3b (a, c), (d, b) 2a, 3b (a, d), (c, b) 3a, 3b
(b, a), (c, d) 3a, 1b (c, a), (b, d) 3a, 2b (d, a), (b, c) 2b, 2b
(b, a), (d, c) 2a, 2b (c, a), (d, b) 1a, 2b (d, a), (c, b) 1a, 1b
Table 4.
w w c d
w w v v
a b
v
w w d v
w w c v
a b
v
w w c d
b v v v
a v
v
w w d v
w w c v
b v
a
Figure 7: Examples for Table 4
Since for each order-constraint there are an equal amount of a and b string,
we see that, no matter how we choose the cells in which to place a, b, c and d,
there are equally many strings with descents at i and i + 1 as there are strings
with descents at i + 1 and i + 2. The claim now follows by varying w and v as
above. 
3.2. Remark. To determine the nth momenta of df we need to know the
co-occurrence of up to n letters. The above method will yield this, however, there
will be a lot of cases, since we have to consider all the possibilities of letters being
adjacent or separated by at least one other element.
In order to calculate the expectation and variance of descent functions, we
still need explicit formulae for the invariant numbers put forth in the previous
lemma. To derive these, we count the number of descents at 1, at 1 and 3,
and at 1 and 2. We will use the algorithm from [NPS] to calculate the relative
frequency of standard Young tableaux of these types. The algorithm, which was
originally devised as a combinatorial proof of the Stanley hook-length formula,
generates standard Young tableaux of uniform distribution. For ease of reference,
the algorithm is described here.
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The algorithm of [NPS] starts with a random filling of λ with the numbers 1,
..., n. It consists of n steps. In each step there is an “active” element. It is chosen
beginning from the rightmost column, moving up till the column is exhausted,
continuing from the bottom of the next one (to the left) and so on until the upper
left corner is reached. Having an active element, we compare it with its eastern
and southern neighbors. If it is the smallest, we move to the next step. Otherwise,
we exchange the active element with its smaller neighbor and proceed to compare
it with its new eastern and southern neighbors, continuing the exchanging process
till the active element is the smallest of the three numbers. Then we move to the
next step.
The algorithm obviously ends in a standard Young tableau, and [NPS] tells us
that every standard Young tableaux of shape λ will be generated exactly n!/N
times (N stands for the total number of standard Young tableaux of shape λ and
is given explicitly in the following lemma). By means of this algorithm we derive:
3.3. Lemma. For 1 ≤ i < n, the total number of descents at i over all
standard Young tableaux of shape λ is Ncλ′ . The number of co-occurrences of
descents at i (1 ≤ i < n) and j (1 ≤ j < i− 1) equals N(cλ′ − dλ− dλ′ + eλ+ eλ′).
The number of co-occurrences of descents at i and i + 1 (1 ≤ i < n − 1) is Ndλ′
where
cλ′ :=
1
2
[
1 +
∑ λ′i(λ′i − 1)
n(n− 1)
−
∑ λi(λi − 1)
n(n− 1)
]
=
∑
i≥j
λ′i(λ
′
j − 1)
n(n− 1)
,
dλ :=
∑
i≥j≥k
λi(λj − 1)(λk − 2)
n(n− 1)(n− 2)
, eλ :=
∑
i≥j≥k≥l
λi(λj − 1)(λk − 2)(λl − 3)
n(n− 1)(n − 2)(n − 3)
and
N := n!
∏
(i,j)∈λ
{λ′i + λj − i− j + 1}
−1
is the number of standard Young tableaux of shape λ.
Proof. Let us inspect the situation for descents of 1. Choose two cells of λ.
These cells will hold the numbers 1 and 2. We generate the rest of the numbers
randomly (of uniform distribution). Then we use the [NPS] algorithm on this
numbering.
We will discern three cases:
1) Both chosen cells are in the same column. In this case, there will be a
descent no matter how we place 1 and 2 in the cells.
2) One cell is in the top row and the other strictly east from it. In this case
there will never be a descent.
3) Otherwise there will be a comparison of some active element x with both 1
and 2 (Figure 8) during the algorithm. Whether there is a descent on 1 depends
on how 1 and 2 are placed in the chosen cells.
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x 1
2
→ 1 x
2
, x 2
1
→ 1 2
x
Figure 8: The third case
The relative frequency of 1) and 2) is respectively
∑
λ′i(λ
′
i− 1)/(n(n− 1)) and∑
λi(λi − 1)/(n(n− 1)). To calculate the relative frequency, cλ′ , we take 1/2 and
correct it by adding half of 1) and subtracting half of 2). The second expression
for c′λ follows from an argument similar to that which follows.
For the third claim (the second follows, below) we count the number of tableaux
with descents at 1 and 2. It is easy to see that the initial situations that will lead
to these descents are those with 1 (weakly) to the right of 2 which is to the right
of 3, 2 is not in the uppermost row and 3 not in the two uppermost rows. The
number of possible such combinations is∑
i≥j≥k
λ′i(λ
′
j − 1)(λ
′
k − 2)(n − 3)!,
which divided by n! yields the fraction of tableaux of shape λ with descents at
both 1 and 2.
We see that dλ, eλ and eλ′ enumerate the tableaux with 1, 2 and 3 in the first
row, 1, 2, 3 and 4 in the first row and 1, 2, 3 and 4 in the first column, respectively.
Now, the number of co-occurrences of standard Young tableaux with descents at
1 and at 3 is the number of standard Young tableaux with descents at 1 less the
number of standard Young tableaux with descent at 1 but without descent at 3.
The latter number equals tableaux beginning with 1, 4 / 2 / 3 (meaning 1 and 4
in the first, 2 in the second and 3 in the third row) or with 1, 3, 4 / 2. But these
equal respectively the number of tableaux with 1 / 2 / 3 less those with 1 / 2 / 3
/ 4 (see Figure 9) and those beginning 1, 2, 3 less those beginning with 1, 2, 3, 4,
from which the claim follows. 
#
1 4
2
3
= #
1
2
3
− #
1
2
3
4
Figure 9: See text for details
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4. The proofs of the main results
Proof of Theorem 2.1 The claim concerning the expectation follows directly
from Lemmata 3.1 and 3.3. The variance is expressed in the standard form V (X) =
E(X2) − E(X)2. Since only the co-occurrence of the numbers matters, this also
follows easily from the previous lemmata. 
Proof of Theorem 2.3 For convenience, we will denote |λm| by n and omit
the superscript from λm and write λ1 for its first component when there is no
danger of confusion. We will assume without loss of generality that n ≥ 10.
We start by deriving upper and lower bounds for cλ′ . Let q := λ1/n and assume
q < 1 (the claim is trivial otherwise). If q ≥ 1/2 then
cλ′ ≥
1
2
−
q(nq − 1)
2(n − 1)
−
(1 − q)((1 − q)n− 1)
2(n− 1)
=
n
(n− 1)
q(1− q) > q(1− q). (4.1)
If λi ≤ l ≤ n/2 and Σλi = n then∑
λ2i ≤ l + ...+ l + (n− pl) + 0 + ...+ 0 ≤ n
2/2,
where the number of l-terms is p and 0 ≤ n − pl < l. This is easily established
by taking some other configuration and increasing the largest term < l by 1 and
decreasing the smallest term > 0 by one. Now the sum is still n, but the sum of
the squares is larger. Since this is a finite process, the maximum is as indicated.
It follows that if q < 1/2, then cλ′ will be larger than the least cλ′ of tableaux with
q ≤ 1/2, i.e. cλ′ ≥ 1/4. Therefore,
cλ′ ≥ min{1/4, (1 − q)/2}. (4.2)
The upper bound is simpler:
cλ′ ≤
1
2
+
(1− q)((1 − q)n+ 1)
2(n − 1)
−
q(nq − 1)
2(n − 1)
= (4.3)
=
(1 + (1− q)2 − q2)n+ 1− q − 1 + q
2(n − 1)
=
n
n− 1
(1− q) ≤ 10(1 − q)/9.
According to Theorem 2.1 we have three terms to bound (the last one is already
constant, −1). We will first show that the third term (corresponding to descents
at i and j for |i− j| > 1) is bounded, which is equivalent to showing that
(cλ′ − dλ − dλ′ + eλ + eλ′)
∑
i−j>1
f(i)f(j) ≤ kc2λ′
(
n−1∑
i=1
f(i)
)2
.
Since f > 0, the sum on the left is less than the square of the sum on the right,
and we may disregard these sums. Since dλ′ > eλ′ it suffices to show that there
exists a k independent of λ such that
cλ′ − dλ + eλ ≤ kc
2
λ′ (4.4)
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holds.
If q ≤ 1/2, then cλ′ ≥ 1/4 and (4.4) holds with k = 4, since dλ > eλ. Thus
we may assume without loss of generality that q > 1/2. Let ξ := cλ′/(1 − q). It
follows from (4.1) and (4.3) that q < ξ < n/(n− 1). Write dλ as
dλ = q1q2 + q2
∑
i≥j≥2
λi(λj − 1)
n(n− 1)
+
∑
i≥j≥k≥2
λi(λj − 1)(λk − 2)
n(n− 1)(n − 2)
and
eλ = q1q2q3 + q2q3
∑
i≥j≥2
λi(λj − 1)
n(n− 1)
+ q3
∑
i≥j≥k≥2
λi(λj − 1)(λk − 2)
n(n− 1)(n − 2)
+
∑
i≥j≥k≥l≥2
λi(λj − 1)(λk − 2)(λl − 3)
n(n− 1)(n − 2)(n − 3)
,
where qi := (nq − i)/(n − i) for i = 1, 2, 3. Let µ be the shape obtained from λ
by removing the first row. Then the sums in the previous equations correspond to
cµ, dµ and eµ. Set r := |µ| = n − λ1 = n(1 − q). Combining these equations, we
see that (4.4) is equivalent to
ξ(1− q) + (q3 − 1)
(
q1q2 + q2
r(r − 1)
n(n− 1)
cµ +
r(r − 1)(r − 2)
n(n− 1)(n − 2)
dµ
)
+
r(r − 1)(r − 2)(r − 3)
n(n− 1)(n − 2)(n − 3)
eµ ≤ kξ
2(1− q)2.
Dividing through by 1−q, we see, noting that 1−q = r/n and that (q3−1)/(1−q) =
−n/(n− 3), that (4.4) is equivalent to
(ξ − n/(n − 3)) +
n
n− 3
(
1− q1q2 − q2
r(r − 1)
n(n− 1)
cµ −
r(r − 1)(r − 2)
n(n− 1)(n − 2)
dµ
)
+
(r − 1)(r − 2)(r − 3)
(n− 1)(n − 2)(n − 3)
eµ ≤ kξ
2(1− q).
Since ξ−n/(n−3) < n/(n−1)−n/(n−3) < 0, we may drop ξ−n/(n−3). After
that, we divide by 1− q again:
n
n− 3
(
(1 + q)n2 − 3n
(n− 1)(n − 2)
− q2
r − 1
n− 1
cµ −
(r − 1)(r − 2)
(n− 1)(n − 2)
dµ
)
+
n(r − 1)(r − 2)(r − 3)
r(n− 1)(n− 2)(n − 3)
eµ ≤ kξ
2.
Since eµ denotes a fraction of tableaux with a specific pattern of descents, it is
less than one. Since n(r − 1) ≤ r(n− 1) and 1 + q ≤ 2, the previous inequality is
implied by
(2n − 3)n2
(n− 1)(n − 2)(n − 3)
+
(r − 2)(r − 3)
(n − 2)(n− 3)
≤ kq2,
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which certainly holds for k = 20, since we assumed n ≥ 10 and q > 1/2.
The second term in Vλ(df )/Eλ(df )
2 is dominated by twice the first. Hence all
that remains to do is to bound the first term, that is, to show that:
n−1∑
i=1
f(i)2 ≤ kcλ′
(
n−1∑
i=1
f(i)
)2
, (4.5)
where k is some constant independent of λ and f . By (2.4) and cλ′ ≥ (1 − q)/4
we get
n−1∑
i=1
f(i)2 ≤ c(1− q)
(
n−1∑
i=1
f(i)
)2
≤ 4ccλ′
(
n−1∑
i=1
f(i)
)2
,
so (4.5) holds with k = 4c, where c comes from (2.4).
For the necessity of condition (2.4) we assume that the normalized variance is
bounded. Again by Theorem 2.1 this entail that three positive terms are bounded,
hence each of the terms is bounded. To say that the first one is bounded is
equivalent to asserting that (4.5) holds. Then (2.4) follows if we show that cλ′ ≤
k′(1− q). But this follows from (4.3), so we are done. 
4.6. Corollary. Let {λm}m and f be as in Theorem 2.3. The normalized
variance Vλ(df )/Eλ(df )
2 is bounded for all sequences {λm}m if and only if
n
n−1∑
i=1
f(i)2 ≤ c
(
n−1∑
i=1
f(i)
)2
.
or equivalently,
‖f‖2 ≤ c‖f‖1. 
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