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a b s t r a c t
In this paper, the global exponential stability for a class of neural networks is investigated.
A simple criterion ensuring global exponential stability is established, which is a less
restrictive version of a recent criterion due to Park and Kwon. Some examples showing
the effectiveness of the present criterion are given.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
We consider a class of neural networks described by the following nonlinear differential equations:
d
dt
[x(t)+ px(t − τ)] + ax(t)− b tanh x(t − σ) = 0, t ≥ t0 ≥ 0, (1)
where a, b, τ and σ are positive real numbers, |p| < 1. With each solution x(t) of Eq. (1) we assume the initial condition:
x(t0 + s) = φ(s), s ∈ [−max{σ , τ }, 0],
where φ ∈ C([−max{σ , τ }, 0], R).
Recently, the properties of solutions of Eq. (1) have been considered by many authors due to their applications to the
research of the dynamic characteristics of neural networks of Hopfield type, see [1–9]. For example, El-Morshedy and
Gopalsamy [6] investigated the oscillatory, nonoscillatory and asymptotic behaviours of Eq. (1) under the assumption that
σ = τ . By using Lyapunov functional method and linear matrix inequality technique, Park [8] obtained a new sufficient
condition for the asymptotic stability of Eq. (1). This condition is dependent on the size of delays. More recently, Park and
Kwon [9] further improved the conditions on this aspect and obtained some useful results which are milder and more
general than the previously known criteria [6–8]. However,most of the existing results cannot ensure the global exponential
stability of Eq. (1). It iswell known that global exponential stability plays an important role inmany areas such as designs and
applications of neural networks and synchronization in secure communication, we refer the reader to [10–12]. Therefore,
global exponential stability analysis of Eq. (1) is important from both theoretical and applicational points of view.
Themain aimof this paper is to investigate the global exponential stability of Eq. (1).Wepresent a novel criterion ensuring
global exponential stability of Eq. (1) by utilizing Lyapunov functional method. The criterion here is also discussed from the
point of view of its comparison with the earlier results. To illustrate the validity of this result, two examples are given.
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2. Main result
Theorem 1. Assume that a(1− |p|) > b(1+ |p|). Then the zero solution of (1) is globally exponentially stable.
Proof. Since a(1− |p|) > b(1+ |p|), we can choose proper constants α, β > 0 such that
|p|(a+ b) < α, b(1+ |p|) < β
and
α + β < 2a− a|p| − b.
Thus, there exist ε1, ε2, ε3 > 0 such that
2ε1p2 + |p|(a+ b) ≤ αe−ε1τ , b(1+ |p|) ≤ βe−ε2σ (2)
and
2ε3 + α + β ≤ 2a− a|p| − b. (3)
Note that |p| < 1, there also exists a positive number ε4 such that
|p| < e− ε42 τ . (4)
Let ε? = min{ε1, ε2, ε3, ε4}, then we can show that, for any initial data φ ∈ C([−max{σ , τ }, 0], R), there exists a constant
M ≥ 1 such that
|x(t, t0, φ)+ px(t − τ)| ≤ M‖φ‖(τ ,σ )e− ε
?
2 (t−t0),
where ‖φ‖(τ ,σ ) = sup−max{σ ,τ }≤s≤0 |φ(s)|.
In order to do this, we consider the Lyapunov functional as follows:
V (t) = eε?t [x(t)+ px(t − τ)]2 + α
∫ t
t−τ
eε
?sx2(s)ds+ β
∫ t
t−σ
eε
?s tanh2 x(s)ds,
which implies that
V (t0) ≤ eε?t0‖φ‖2(τ ,σ )(1+ |p|)2 + ατeε
?t0‖φ‖2(τ ,σ ) + βσeε
?t0‖φ‖2(τ ,σ )
= eε?t0‖φ‖2(τ ,σ )
{
(1+ |p|)2 + ατ + βσ} . (5)
The time derivative of V along solutions of (1) is given by
dV (t)
dt
= eε?tε? [x(t)+ px(t − τ)]2 + 2eε?t [x(t)+ px(t − τ)] [−ax(t)+ b tanh x(t − σ)]
+αeε?tx2(t)− αeε?(t−τ)x2(t − τ)+ βeε?t tanh2 x(t)− βeε?(t−σ) tanh2 x(t − σ)
= eε?tε? [x(t)+ px(t − τ)]2 + eε?t{−2ax2(t)+ 2bx(t) tanh x(t − σ)− 2pax(t)x(t − τ)
+ 2pbx(t − τ) tanh x(t − σ)} + αeε?tx2(t)− αeε?(t−τ)x2(t − τ)+ βeε?t tanh2 x(t)
−βeε?(t−σ) tanh2 x(t − σ).
By the inequalities (a+ b)2 ≤ 2(a2 + b2), 2|ab| ≤ a2 + b2 and the fact that tanh2 x(t) ≤ x2(t), we have
dV (t)
dt
≤ 2eε?tε? [x2(t)+ p2x2(t − τ)]+ eε?t {−2ax2(t)+ bx2(t)+ b tanh2 x(t − σ)
+ |p|ax2(t)+ |p|ax2(t − τ)+ |p|bx2(t − τ)+ |p|b tanh2 x(t − σ)+ αx2(t)
−αe−ε?τ x2(t − τ)+ β tanh2 x(t)− βe−ε?σ tanh2 x(t − σ)
}
≤ eε?t
{
x2(t)
[
2ε? − 2a+ b+ |p|a+ α + β]+ x2(t − τ) [2ε?p2 + |p|a+ |p|b− αe−ε?τ]
+ tanh2 x(t − σ)
[
b+ |p|b− βe−ε?σ
]}
,
which, together with (2) and (3) yields
dV (t)
dt
≤ 0.
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Thus, we know that V (t) is monotone nonincreasing in t for t ∈ [t0,∞), i.e., V (t) ≤ V (t0). In view of (5) and the definition
of V , we obtain
eε
?t [x(t)+ px(t − τ)]2 ≤ V (t) ≤ V (t0) ≤ eε?t0‖φ‖2(τ ,σ )
{
(1+ |p|)2 + ατ + βσ} ,
i.e.,
|x(t)+ px(t − τ)| ≤ M‖φ‖(τ ,σ )e− ε
?
2 (t−t0), (6)
whereM = √(1+ |p|)2 + ατ + βσ ≥ 1.
By (4), next we can show that
|x(t)| ≤ M
1− |p|e ε?2 τ
‖φ‖(τ ,σ )e− ε
?
2 (t−t0), t ≥ t0. (7)
First, noteM ≥ 1 and (6), we have, for t ∈ [t0, t0 + τ),
|x(t)| ≤ |p||x(t − τ)| +M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
≤ ‖φ‖(τ ,σ )
[
|p| +Me− ε?2 (t−t0)
]
≤ M‖φ‖(τ ,σ )
[
|p| + e− ε?2 (t−t0)
]
≤ M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
[
|p|e ε?2 τ + 1
]
≤ M
1− |p|e ε?2 τ
‖φ‖(τ ,σ )e− ε
?
2 (t−t0). (8)
In a similar way, by (8), we get, for t ∈ [t0 + τ , t0 + 2τ),
|x(t)| ≤ |p||x(t − τ)| +M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
≤ |p|M‖φ‖(τ ,σ )e− ε
?
2 (t−τ−t0)
[
|p|e ε?2 τ + 1
]
+M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
≤ M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
[
|p|2e ε?2 2τ + |p|e ε?2 τ + 1
]
≤ M
1− |p|e ε?2 τ
‖φ‖(τ ,σ )e− ε
?
2 (t−t0).
By induction, we arrive at, for t ∈ [t0 + kτ , t0 + (k+ 1)τ ), k ∈ Z+,
|x(t)| ≤ |p||x(t − τ)| +M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
≤ M‖φ‖(τ ,σ )e− ε
?
2 (t−t0)
[
|p|k+1e ε?2 (k+1)τ + |p|ke ε?2 kτ + · · · + |p|e ε?2 τ + 1
]
≤ M
1− |p|e ε?2 τ
‖φ‖(τ ,σ )e− ε
?
2 (t−t0).
So (7) holds. Therefore, the zero solution of (1) is globally exponentially stable. Thus the proof is complete. 
Corollary 1. The zero solution of (1) is uniformly stable, if the following condition holds: a(1− |p|) ≥ b(1+ |p|).
Proof. Here we consider the following Lyapunov functional:
V (t) = [x(t)+ px(t − τ)]2 + |p|(a+ b)
∫ t
t−τ
x2(s)ds+ b(1+ |p|)
∫ t
t−σ
tanh2 x(s)ds.
Then using the similar argument to the proof of Theorem 1 and noticing condition |p| < 1,we can conclude the above-
mentioned result. 
Remark 1. Corollary 1 implies that when a(1 − |p|) = b(1 + |p|), the zero solution of (1) is uniformly stable though the
condition in Theorem 1 is not satisfied.
Remark 2. From Theorem 1, we can find that it is difficult to obtain the exponential convergence rate of (1). In order to
solve this problem, we introduce a more testable condition. If we let α = |p|(a+b)+a−b2 , β = a+b−|p|(a−b)2 in Theorem 1, then
we have the following corollary:
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Table 1
Bound on b for guaranteeing stability.
Authors Agarwal and Grace [7] El-Morshedy and Gopalsamy [6] Park [8] Park and Kwon [9] Theorem 1
sup b 0.318 0.423 0.423 0.669 0.722
Corollary 2. Assume that a(1 − |p|) > b(1 + |p|). Then the zero solution of (1) is globally exponentially stable and the
approximate exponential convergence rate is 0.5λ, where λ satisfies the following inequalities:
2λp2 + |p|(a+ b) ≤ |p|(a+ b)+ a− b
2
e−λτ ,
b(1+ |p|) ≤ a+ b− |p|(a− b)
2
e−λσ ,
λ ≤ a(1− |p|)− b(1+ |p|)
2
,
λ < − 2
τ
ln |p|.
(9)
Remark 3. So far, numerous sufficient conditions ensuring asymptotic stability for Eq. (1) have been established in the
literature [6–9]. However, those results cannot ensure the global exponential stability for Eq. (1). In addition, our result can
be applied to the case not covered in [6–9].
3. Examples
In this section, we present two examples to illustrate the advantage of our result.
Example 1. Consider the system studied in [8,9]:
d
dt
[x(t)+ 0.2x(t − 0.1)] = −0.6x(t)+ 0.3 tanh x(t − σ), t ≥ 0. (10)
By Theorem 1, we obtain that the zero solution of system (10) is globally exponentially stable for any given σ > 0.
Remark 4. In [8], Park obtained the upperbound of delay for system (10) which is σ ≤ 0.445. Recently, Park and Kwon [9]
further improved the upper boundof timedelayσ which guarantees the asymptotic stability of the above-mentioned system
is 1.902. Note in our result, we obtain that system (10) is delay-independent of σ if τ is fixed equal to 0.1. (In fact, by
Theorem 1, we can find that system (10) is delay-independent of σ and τ , e.g., τ = 0.3, σ = 2.2). Moreover, our result can
guarantee the global exponential stability of system (10). Thus our result improves the previous findings [8,9].
Example 2. Consider the following system [9]:
d
dt
[x(t)+ 0.35x(t − 0.5)] = −1.5x(t)+ b tanh x(t − 0.5), t ≥ 0. (11)
By Theorem 1, we obtain that the zero solution of system (11) is globally exponentially stable for b ≤ 0.722.
For the above-mentioned system, themaximumallowable bound on b for guaranteeing stability is given in Table 1,which
implies that our result is simpler and less restrictive than some earlier references.
Remark 5. If we let b = 0.7 in Example 2, from Corollary 2, by simple calculation, we get the approximate exponential
convergence rate λ ∈ (0, 0.015].
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