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Biosynthetic networks link to growth and reproduction processes through template-directed syn-
thesis of macromolecules such as polynucleotides and polypeptides. No rate equation exists that
captures this link in a way that it can effectively be incorporated into a single computational model
of the overall process. This paper describes the derivation of such a generic steady-state rate equa-
tion for catalysed, template-directed polymerisation reactions with varying monomer stoichiometry
and varying chain length. The derivation is based on a classical Michaelis–Menten mechanism with
template binding and an arbitrary number of chain elongation steps that produce a polymer com-
posed of an arbitrary number of monomer types. The rate equation only requires the identity of the
ﬁrst dimer in the polymer sequence; for the remainder only the monomer composition needs be
known. Further simpliﬁcation of a term in the denominator yielded an equation requiring no posi-
tional information at all, only the monomer composition of the polymer; this equation still gave an
excellent estimate of the reaction rate provided that either the monomer concentrations are at least
half-saturating, or the polymer is very long.
 2013 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
Metabolism has conventionally been studied using a reduction-
istic approach in which metabolic pathways have been regarded as
isolated modules; due to the complexity of metabolic organisation
this has of course been necessary for the identiﬁcation of the indi-
vidual reactions and their substrates, products and cofactors. How-
ever, to gain an understanding of the integrated nature of
metabolism it is necessary to consider the coupling of metabolic
pathways with each other, especially between intermediary
metabolism as a whole with processes such as the synthesis of pro-
teins, polynucleotides and complex lipids.
A particularly important aspect of cellular regulation is how the
synthesis of a biopolymer is integrated with the pathways that
supply its individual monomers. Fig. 1 depicts such a (hypotheti-
cal) situation for the synthesis of a polymer from ﬁve different
monomer types, each of which is synthesised by its own biosyn-
thetic pathway. To construct a computational model of such a sys-
tem one needs a general rate equation that can account for a
catalysed, template-directed polymerisation process that can pro-
duce, from a speciﬁed number of monomer types, a polymer with
a given length and monomer composition. Such a rate equation
must be able to handle conditions in which there is a varying de-
mand for the monomers that constitute the biopolymer.There have of course been many modelling studies of the kinet-
ics of ribosomal polypeptide synthesis [1–11] or of the synthesis of
polynucleotides such as DNA or RNA [12–15]. However, these stud-
ies all attempted to model the details of the complicated mecha-
nistic processes that characterise the synthesis of a particular
polymer. As is the case with classical enzyme kinetics, the aim of
these studies was to understand mechanism, and not to model
the integration of these processes with the biosynthesis of the
monomers. The type of rate equation derived in this paper is of a
different nature, namely that of a single rate equation that summa-
rises the whole biopolymerisation process and allows for varying
monomer stoichiometry and polymer length.
2. Derivation of a generic rate equation
2.1. Binding of template to a Michaelis–Menten enzyme
The derivation of a generic rate equation for a catalysed, tem-
plate-directed polymerisation reaction is built up gradually, start-
ing with the simple mechanism in Fig. 2, which is a classical
irreversible uni–uni Michaelis–Menten mechanism [16,17] in
which the enzyme E ﬁrst binds to a molecule T that eventually will
be the template that directs the sequence in which monomers bind
and are ligated. A substrate S subsequently binds to ET forming an
enzyme–template–substrate complex ETS. S is converted to prod-
uct P, which is then released from ET. The reason for considering
this mechanism before introducing the actual polymerisation
process is that it suggests a way of handling thecomplexities
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Fig. 1. Scheme of a hypothetical template-directed polymerisation system consist-
ing of ﬁve biosynthetic blocks that each produces a monomer that is consumed
with the indicated stoichiometry (a to e) to yield a polymer product with monomer
composition (M1)a(M2)b(M3)c(M4)d(M5)e.
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Fig. 2. A classical irreversible Michaelis–Menten mechanism [16,17] in which
enzyme E ﬁrst binds to a template molecule T. ET and ETS are the intermediate
complexes. The double arrows denote reversible binding steps, while the single-
headed arrow denotes the irreversible, combined catalytic and product release step.
k0f, k0r, k1f, k1r, and k2 are rate constants.
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Fig. 3. Reaction scheme of a catalysed, template-directed polymerisation reaction.
M1, M2, M3 denote the monomers, E the free enzyme, T the free template, ET the
enzyme–template complex, ETM1 the ET–monomer complex, ETM1M2 the complex
of ET with two unligated monomers, ETM1–M2 the ET–dimer complex, ETM1–M2M3
the complex of ET–dimer with the next monomer, ETM1–M2–M3 the ET–trimer
complex, and M1–M2–M3 the ﬁnal trimer product. The half-headed arrows denote
the reversible binding and dissociation steps, and the single-headed arrows denote
irreversible catalytic steps.
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ture the binding step is allowed to fully equilibrate without ﬁxing
any of the enzyme or template forms. The rate of the production of
P is
v ¼ d½P
dt
¼ k2½ETS ð1Þ
The conservation equations for enzyme and template forms are
½Et ¼ ½E þ ½ET þ ½ETS ð2Þ
where [E]t denotes the total concentration of the enzyme, and
½Tt ¼ ½T þ ½ET þ ½ETS ð3Þ
where [T]t denotes the total concentration of template T.
The dissociation constant for the enzyme–template complex is
K0 ¼ k0rk0f ¼
½E½T
½ET ð4Þ
and the Michaelis constant for S is
KM ¼ k1r þ k2k1f ¼
½ET½S
½ETS ð5Þ
Solving Eqs. (2)–(5) with Maxima [18] yields the following ana-
lytical expression for the steady-state concentration of [ETS]:
½ETS ¼ r½ðK0 þ ½Tt!ÞðK0 þ ½Tt! XÞ þ ½Et!ðK0  ½Tt!Þ
!3ð½Tt  ½EtÞ þ!2ðK0  XÞ
ð6Þ
where r = [S]/KM,! = 1 + r and
X ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð½Tt  ½EtÞ2!2 þ 2K0ð½Tt þ ½EtÞ!þ K20
q
ð7Þ
This expression is too complex to be of any practical use.
Assuming that the concentration of free enzyme, [E], is constant re-
moves the conservation Eq. (2) for [E]t from the equation system,
so that only Eqs. (3)–(5) have to be solved simultaneously. This
may seem too restrictive an assumption, but it would be justiﬁableif there were much less template than enzyme, i.e., [T]t [E]t,
which would imply that [E]  [E]t. However, for what follows it
is only necessary to assume that [E] is constant.
Solving for ETS and inserting into Eq. (1) yields
v ¼ k2½ETS ¼ k2½Ttr
1þ K0½E þ r
ð8Þ
If [E]t  [T]t, [T] can be considered to be constant, leaving [E] vari-
able. This would remove conservation Eq. (3) for [T]t from the equa-
tion system and lead to the expression:
v ¼ k2½ETS ¼ k2½Etr
1þ K0½T þ r
ð9Þ
In the rest of this paper [E] will be considered to be constant, but in
all the derived rate equations [E] and [T]t can be replaced by [T] and
[E]t respectively as in Eqs. (8) and (9).
These rate equations contain an additional positive term (K0/[E]
or K0/[T]) in the denominator, as compared to the usual irreversible
Michaelis–Menten equation in the absence of binding of T. Later in
the paper conditions will be described under which these terms
can be ignored.
2.2. Polymer formation through elongation
The next step towards a generic rate equation for template-di-
rected polymerisation is to extend the reaction scheme in Fig. 2
by incorporating a template-directed polymerisation process con-
sisting of an initial dimerisation step followed by one elongation
step (Fig. 3). Monomers M1 and M2 bind sequentially to the en-
zyme–template complex (ET) and are then coupled. A third mono-
mer M3 binds to form the complex ETM1–M2M3 from which the
trimer product M1–M2–M3 is released. As in the classical irrevers-
ible Michaelis–Menten mechanism, the elongation and product re-
lease steps have been combined into one step with rate constant k5
(the effect of making both steps explicit will be discussed later).
Binding steps are considered to be reversible, while the ligation
and product release steps are considered to be irreversible (it is as-
sumed that the monomers of template-directed condensation
reactions are usually activated by the attachment of a good leaving
Table 1
A comparison of steady-state and reaction rate values at different values of kcat. The %
error is calculated as 100 (vsimp  v)/v.
kcat J v (Eq. (22)) vsimp (Eq. (25)) % Error
0.01 4.99995  103 4.99995  103 4.99995  103 1.55  105
0.1 4.99994  102 4.99994  102 4.99995  102 1.55  104
1.0 4.99987  101 4.99987  101 4.99995  10v1 1.55  103
10 4.99918 4.99918 4.99995 1.55  102
100 4.99221  101 4.99221  101 4.99995  101 1.55  101
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constant).
To avoid later confusion note that M1, M2, M3, etc. refer specif-
ically to the positions the monomers occupy in the polymer se-
quence. They do not refer to the identities of the monomers.
Accordingly, [M3], for example, refers to the concentration of the
monomer that occupies position 3 in the polymer sequence irre-
spective of the identity of the monomer.
The following deﬁnitions are introduced:
r1 ¼ ½M1Kd1
; r2 ¼ ½M2Kd2
; r3 ¼ ½M3Kd3
ð10Þ
where
Kd1 ¼
k1r
k1f
; Kd2 ¼
k3 þ k2r
k2f
; Kd3 ¼
k5 þ k4r
k4f
ð11Þ
Kd1 is the dissociation constant for the complex of ET with the ﬁrst
monomer in the polymer sequence, while Kd2 and Kd3 represent the
Michaelis constants for the monomers that occur in positions 2 and
3 of the polymer sequence.
Using these deﬁnitions, the steady-state balance equations for
this system are:
½E½T ½ETK0 ¼0 ð12Þ
k0f
k1r
 
½E½Tþ ½ETM1 k5k1r
 
½ETM1—M2M3 k0rk1rþr1
 
½ET ¼0 ð13Þ
r1½ETþ k2rk1r
 
½ETM1M2 1þ k3þk2rk1r
 
r2
 
½ETM1 ¼0 ð14Þ
r1½ETM1 ½ETM1M2 ¼0 ð15Þ
k3
k5þk4r
 
½ETM1M2þ k4rk5þk4r
 
½ETM1—M2M3r3½ETM1—M2 ¼0 ð16Þ
r3½ETM1—M2 ½ETM1—M2M3 ¼0 ð17Þ
while the two conservation equations for template and enzyme
forms are:
½Tt ¼ ½T þ ½ET þ ½ETM1 þ ½ETM1M2 þ ½ETM1—M2
þ ½ETM1—M2M3 ð18Þ
and
½Et ¼ ½E þ ½ET þ ½ETM1 þ ½ETM1M2 þ ½ETM—M2
þ ½ETM1—M2M3 ð19Þ
The rate of the polymerisation reaction is the rate at which the
trimer M1–M2–M3 is released from the enzyme–template complex
ET, and is given by
v ¼ d½M1—M2—M3
dt
¼ k5½ETM1—M2M3 ð20Þ
As before the free enzyme concentration [E] is assumed to be
ﬁxed. Expressions for the steady-state concentrations of the en-
zyme species were obtained by solving the system of Eqs. (13),
(15)–(17) and (18) with Maxima [18]. Using the expression for
[ETM1–M2M3] the rate equation is:
v ¼ k3k5k1rr1r2r3½TtK0
½E ðk3k5r2r3 þ k1rk5r3Þ þ k1rk5r1r2r3 þ k1rk3r1r2r3
þ k3k5r2r3 þ k1rk5r1r3 þ k1rk3r1r2 þ k1rk5r3 ð21Þ
If it is assumed that the catalytic rate constants are identical, i.e.,
k3 = k5, these rate constants can be denoted by kcat. Dividing by
k1rkcat yields:
v ¼ kcatr1r2r3½Tt
K0
½E
kcat
k1r
r2r3 þ r3
 
þ r3 þ kcatk1r r2r3 þ r1r2 þ r1r3 þ 2r1r2r3
ð22ÞEq. (22) can be simpliﬁed further by assuming that the dissoci-
ation half-reactions occur much faster than the catalytic steps, that
is k1r, k2r, k4r kcat. This also simpliﬁes the expressions for the
Michaelis constants for M2 and M3 to:
Kd2 ¼
k2r
k2f
; Kd3 ¼
k4r
k4f
ð23Þ
Eq. (22) now becomes:
v ¼ kcat½Ttr1r2r3
1þ K0½E
 
r3 þ r1ðr2 þ r3Þ þ 2r1r2r3
ð24Þ
Dividing the numerator and denominator by r1r2r3 yields a
particularly useful form of the rate equation:
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ 1r2 þ 1r3 þ 2
ð25Þ
In summary, to obtain these forms of the steady-state rate
equation it was assumed (i) that the concentration of the free en-
zyme is ﬁxed, (ii) that the catalytic rate constants are equal, and
(iii) that dissociation occurs much faster than catalysis. The second
assumption presupposes that different monomers have similar
chemical reactivity, which seems reasonable. The third assumption
is often made in enzymatic studies, and also seems reasonable in
this case.
The reaction scheme (Fig. 3) that forms the basis for the deriva-
tion of rate Eq. (25) assumes that product release is much faster
than catalytic elongation. If an explicit product release step with
rate constant k6 is added the steady-state rate equation is
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ 1r2 þ 1r3 þ 2 1þ
kcat
k6
  ð26Þ
In enzyme kinetics it is often assumed that product release is much
faster than the rate of the catalytic step (k6 kcat); Eq. (26) then re-
duces to Eq. (25).
2.3. Validation
That the derivation is correct follows from Table 1, which shows
that the steady-state ﬂux values, J, of the mass-action model in
Fig. 3 (calculated with PySCeS [19,20]) and the rate values, v, (cal-
culated with Eq. (22)) yield identical results at different values of
kcat (up to 12 signiﬁcant ﬁgures).
How the assumption that the dissociation steps occur faster
than the catalytic steps, i.e., that kcat k1r, k2r, k4r, affects the rate
values calculated with Eq. (22) can be answered by varying kcat rel-
ative to these dissociation rate constants, calculating the rates and
comparing with the rates given by Eq. (25). Table 1 shows the re-
sult of varying kcat in a range of 0.01–100.0, i.e., from 100 times
smaller to 100 times larger than the dissociation rate constants,
k1r, k2r, k4r, which are all set to 1.0.
As expected, when kcat is 100 times smaller than the dissocia-
tion rate constants, the error is negligible. However, even when
the rate constants are all of comparable magnitude (here 1.0),
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that when kcat is considerably larger than the dissociation rate con-
stants, the percentage error is still quite acceptable, i.e., about 0.2%
when kcat is 100 times larger than the dissociation rate constants.
The simpliﬁed Eq. (25) should therefore be sufﬁciently accurate
under most conditions.3. Generalisation
Two aspects of the rate equation can be generalised: (i) exten-
sion to an arbitrary length n of the polymer sequence, and (ii)
the constraint of a ﬁxed set ofmmonomers (for example, polypep-
tides consist of 20 different amino acids, polynucleotides of four
types of nucleotide, etc.)
Rate Eq. (25) is speciﬁcally for the formation of a trimer. By suc-
cessively incorporating additional elongation steps, i.e., incremen-
tally increasing the length of the polymer, a pattern emerges from
which the form of a generic rate equation for a polymer of se-
quence length n can be deduced.
For a system with two elongation steps (addition of a fourth
monomer) the rate equation is
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ 1r2 þ 1r3 þ 1r4 þ 3
ð27Þ
Similarly, for a system with three elongation steps the rate
equation is
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ 1r2 þ 1r3 þ 1r4 þ 1r5 þ 4
ð28Þ
Generalisation to n monomers yields the following generic rate
equation:
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ
Xn
j¼2
1
rj
þ ðn 1Þ
ð29Þ
where n is the number of monomers and n  1 the number of cat-
alytic steps.
Now, assume that the generic polymer is constructed from m
different monomer types. To distinguish a monomer’s identity
from its position in the sequence the monomer types are denoted
MA, MB, MC,. . ., while M1, M2, M3,. . ., are positions in the polymer
sequence.
Consider Eq. (29). From the ﬁrst denominator term it is clear
that the monomers occupying positions 1 and 2 have a distin-
guished role in the rate equation and that their identities need to
be known. The middle denominator term is a sum and here all that
needs to be known is how the 1/rj terms (where j ranges over
position 2 to n) partition between the m monomer types. These
two conditions imply that all that one needs to know about
the polymer is the initial dimeric sequence and the monomer
composition of the sequence from position 2 onwards.
The following example serves to illustrate. For a polymer with
sequence length n = 7 the rate equation is
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ 1r2 þ 1r3 þ 1r4 þ 1r5 þ 1r6 þ 1r7 þ 6
ð30Þ
Let this polymer be constructed from a set of three monomers MA,
MB, and MC, and let the monomer sequence arbitrarily be
MBMAMCMAMAMBMC: with composition (MA)3(MB)2(MC)2. The rate
equation now becomesv ¼ kcat½Tt
1þ K0½E
 
1
rBrA
þ 1rA þ 1rC þ 1rA þ 1rA þ 1rB þ 1rC þ 6
ð31Þ
¼ kcat½Tt
1þ K0½E
 
1
rBrA
þ 3rA þ 1rB þ 2rC þ 6
ð32Þ
The coefﬁcients i in the i/ri-terms, namely 3, 1, and 2, reﬂect the to-
tal number of each monomer type in the sequence from position 2
onwards. They are of course also correct for the monomer composi-
tion of the full sequence, except for the monomer in position 1 (here
MB) which is one less than the total number in the full sequence
(here 1 instead of 2).
Let ci now be the number of monomers of type i from position 2
onwards in the monomer sequence of a polymer with length n con-
structed from a set of mmonomer types. The generic rate equation
when [E] is constant is:
v ¼ kcat½Tt
1þ K0½E
 
1
r1r2
þ
Xm
i¼1
ci
ri
þ ðn 1Þ
ð33Þ
where r1 refers to the ﬁrst monomer in the sequence, and r2 to the
second.
4. Simpliﬁcations
Two aspects of the generic rate Eq. (33) need further consider-
ation: (i) the degree to which the K0/[E] term inﬂuences the rate,
and (ii) whether the rate equation can be adapted for the case
where only the composition and not the sequence of the polymer
is known.
Consider the K0/[E] term. From the deﬁnition of K0 it follows
that
K0
½E ¼
½T
½ET ¼
½free template
½bound template ð34Þ
If [E] K0, the generic rate Eq. (33) can be simpliﬁed by omitting
this term, yielding
v ¼ kcat½Tt1
r1r2
þPmi¼1 ciri þ ðn 1Þ
ð35Þ
For this to be justiﬁable, not only must [E]t K0, but most of the
enzyme must be in the free form, a condition which is satisﬁed if
[T]t [E]t (the condition that earlier ensured that [E] can be
regarded as constant, which was necessary to simplify the
expression for [ETS] in the derivation of rate Eq. (8)). For the
situation where [E]t [T]t and [T]t K0, which ensures that
[T] K0, the [T]t in the numerator is replaced by [E]t.
The above analysis shows under which conditions the K0/[E] (or
K0/[T]) term in itself tends to zero and becomes negligible. How-
ever, it may also be that, due to the functional form of the rate
equation, the condition that K0 [E] (or K0 [T]) could be relaxed
without making much of a difference to the calculated rate. For
example, it may be that an increase in the length of the polymer
overshadows any contribution that the K0/[E] term makes, as will
be explored below.
In addition, if K0/[E] is negligible, another simpliﬁcation of the
generalised rate equation suggests itself. If the 1/r1r2 term is
changed to 1/r1 the equation simpliﬁes even further to
v ¼ kcat½TtPm
i¼1
ci
ri
þ ðn 1Þ ð36Þ
a form which is particularly attractive because it only requires
knowledge of the monomer composition of the polymer, avoiding
the necessity of knowing the sequence and identity of the ﬁrst
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total number of each monomer type in the full sequence, in contrast to
ci in Eqs. (33) and (35) where they reﬂect the total number of each
monomer type from position 2 in the polymer onwards.
The behaviour of all of these possible forms of the denominator
of Eq. (33) was explored by calculating the value of the denomina-
tor and its simpliﬁcations under conditions of varying K0/[E] and
varying polymer length. It was assumed that the polymer was a
homopolymer, i.e., consisting of only one monomer type. Fig. 4
shows how the following forms of the denominator vary with
monomer concentration:
 The full denominator of Eq. (33)R
at
e
R
at
e
R
at
e
Fig. 4.
differen
(Eq. (37
(40)).1þ K0½E
 
1
r2
þ n 1
r
þ ðn 1Þ ð37Þ The simpliﬁed denominator when [E] K0
1
r2 þ
n 1
r þ ðn 1Þ ð38Þ When, in addition, 1/r1r2 is changed to 1/r1
n
r
þ ðn 1Þ ð39ÞAlso included in the ﬁgure is the
1þ K0½E
 
1
r2
ð40Þ100
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Variation in the value of different forms of the denominator of Eq. (33) for a ho
t graphs show combinations of different values of K0/[E] and n. The monomer dis
)); green line: simpliﬁed denominator (Eq. (38)); black line: symmetrical simplestterm on its own.
The graphs show clearly that, no matter the polymer size, when
K0/[E] is small (0.01) there is no discernable difference between the
full form of the denominator (red) and the form (green) that as-
sumes that K0/[E] is zero (on the top three graphs the red line over-
lays the green). When n = 500 this also holds for the simplest form
of the denominator (black), except at very low levels of saturation
(r < 0.01). When the length of the polymer decreases (n = 50 and
n = 5 on the top three graphs) the deviation becomes larger, but
even for the shortest polymer the simplest denominator form
(black) is indistinguishable from the full form at levels above
half-saturation (r > 1.0).
This proﬁle changes very little when K0/[E] is increased to 1.0,
except that the denominator form that assumes that K0/[E] is zero
is slightly offset from the full form, but is nevertheless an excellent
approximation.
It is only when K0/[E] is very large (100.0) that the simpliﬁed
forms of the denominator deviate substantially from the full form.
Nevertheless, for longer polymers the simpliﬁed forms are still
good approximations at r > 1.0, and it is only for the shorter poly-
mers that the level of saturation needs to be higher for the approx-
imation to hold.
In all cases the (1 + K0/[E])/r2 term dominates the value of the
full denominator at low monomer concentrations while the other
terms dominate at high monomer concentrations, the switch-over
point depending on the value of K0/[E] and n.
From these graphs we can conclude that for K0/[E] values up to
1.0 the denominator can be simpliﬁed by assuming that K0/[E] isK0/ [E] = 0.01
n = 50
K0/ [E] = 0.01
n = 500
K0/ [E] = 1
n = 50
K0/ [E] = 1
n = 500
100 101 102
omer]
K0/ [E] = 100
n = 50
10− 3 10− 2 10− 1 100 101 102
[monomer]
K0/ [E] = 100
n = 500
mopolymer with sequence length n as a function of monomer concentration. The
sociation constant is 1.0 so that [monomer] is equal to r. Red line: full denominator
form of the denominator (Eq. (39)); blue line: ﬁrst term of the full denominator (Eq.
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(that K0 should be much smaller than [E]) considerably, and im-
plies that Eq. (35) is usable under most conditions. Furthermore,
if the monomer concentrations are all at least half-saturating the
simplest form of the denominator is also a good approximation
for the full form and, therefore, Eq. (36) is usable under these
conditions.
5. Properties
5.1. Variation in Vmax with number of monomers, n
When all monomer concentrations approach saturation values,
i.e., all ri 1, the reaction rate of Eq. (29) approaches the limiting
rate
Vmax ¼ kcat½Ttn 1
The variation of Vmax with n of course reﬂects the time it takes to
synthesise a polymer consisting of n subunits—the larger n the long-
er it takes to synthesise one polymer molecule. The reason why
Vmax varies with n  1 instead of with n is that n  1 reﬂects the
number of catalytic steps (one could also think of it as due to the
ﬁrst monomer actually forming part of the initiation complex, i.e.,
two monomers must bind before a condensation reaction can take
place).
5.2. Dependence of reaction rate on the concentrations of monomers
To explore how reaction rate varies with monomer concentra-
tions the following equation for a pentamer (Eq. (28), n = 5) in
the form of Eq. (35) was used under the assumption that the pen-
tamer consists of 5 different monomer types, with monomer M1 in
position 1, M2 in position 2, etc.:
v ¼ kcat½Tt1
r1r2
þ 1r2 þ 1r3 þ 1r4 þ 1r5 þ 4
ð41Þ0
0.05
0.1
0.15
0.2
0.25
R
at
e
M1 M2
M3, M4, M5
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M2
M3, M4, M5
0
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e
[monomer]
0 2 4 6 8 10
[monomer]
Fig. 5. Variation of the reaction rate of Eq. (41) (top row) and Eq. (42) (bottom row) with
the indicated monomer is varied while the concentrations of all the other monomers arThis was compared with the simpliﬁed form in Eq. (36), namely
v ¼ kcat½Tt1
r1
þ 1r2 þ 1r3 þ 1r4 þ 1r5 þ 4
ð42Þ
in order to gain an idea of the conditions under which this form can
be used.
One monomer was varied while keeping all the other monomer
concentrations equal at concentrations of either 0.5, 2, 5, or 50. All
parameters were set to 1, which means that the maximum rate
that could be achieved under such conditions was 0.25 rate units.
The results are depicted in Fig. 5.
The apparent KM and Vmax values for the two forms of the rate
equations were obtained by transforming, for each monomer in
turn, the rate equation into the form of the irreversible Michae-
lis–Menten equation
v ¼ Vmaxs
KM þ s
The calculations and values of the apparent enzyme constants are
given in the supplementary material.
For Eq. (41) (top row of Fig. 5) the reaction rate, as expected from
the formof the rate equation, respondsdifferently toM1andM2 than
to the other three monomers, which all have the same effect on the
reaction rate. As the concentration of the constant monomers in-
creaseM2 starts to behave the same asM3,M4, andM5. At saturating
concentrations of the constant monomers the rate responds much
more sensitively to changes in M1 concentration than to changes
in the concentration of the othermonomers. The apparent KM-value
for M1 decreases dramatically as the constant monomer concentra-
tions increase, that for M2 decreases slightly, while those for the
other threemonomers increase fromavery lowvalue.Athighmono-
mer concentrations all the apparent KM-values are nearly the same,
with the exception of the much lower value of M1. Vmax-values in-
creasewith increasing constantmonomer concentration, approach-
ing the limit of 0.25 at high values.
For Eq. (42) (bottom row of Fig. 5) the reaction rate responds
identically to all monomers, since they are functionally equivalentM1
M2
M3, M4, M5
M1 M2, M3, M4, M5
0 2 4 6 8 10
[monomer]
0 2 4 6 8 10
[monomer]
monomer concentration. Each curve represents the variation in reaction rate when
e kept constant and equal at (from left to right) 0.5, 2, 5 or 50.
2874 J.-H.S. Hofmeyr et al. / FEBS Letters 587 (2013) 2868–2875in the rate equation. The Vmax-values are identical to that of M1 in
Eq. (41), but the apparent KM increases from low values to a value
nearly identical to that of monomers 3–5 in Eq. (41).
6. Discussion
In this paper, we have derived a generic rate equation for tem-
plate-directed, enzyme-catalysed polymerisation reactions that
could be used in computational systems biology to provide a
bridge between models of intermediary metabolism and models
of the processes of macromolecular synthesis. A survey of the liter-
ature showed that there was no precedent for a rate equation of
this nature. Although there have been a number of kinetic studies
of DNA-transcription and mRNA-translation (see Section 1), their
focus was mainly on the detailed mechanism of these processes,
especially with regard to the initiation phase.
As a ﬁrst step in the derivation, we incorporated the reversible
binding of a template to the enzyme into a simple irreversible
Michaelis–Menten mechanism. In order to arrive at a usable
expression for the concentration of the ETS-complex (and thus
for the steady-state reaction rate, see Eqs. (8) and (9)), either the
free enzyme concentration or the free template concentration
had to be assumed constant, an assumption that is justiﬁed if tem-
plate and enzyme concentrations differ considerably.
In deriving the steady-state rate Eq. (25) for the expanded
mechanism the following assumptions were made:
1. Binding steps were reversible, while catalytic and product
release steps were irreversible.
2. Dissociation and product release were much faster than cataly-
sis (dimerisation and elongation).
3. Rate constants for dimerisation and elongation steps were con-
sidered equal.
The rates calculated with the derived steady-state rate equation
were identical to those calculated by numerical simulation of the
detailed mass-action model of the catalytic mechanism. Our rate
equation was surprisingly robust with respect to assumption 2
above: even when kcat was 100 times larger than the dissociation
rate constants, the percentage error was still only about 0.2%.
By adding more elongation steps to the mechanism we were
able to generalise the equation to an arbitrary number such steps,
which led to the fully generalised rate Eq. (33) for a polymer com-
posed of a ﬁxed number of monomer types. The information
needed to construct this equation is the identity of the monomers
in the initial dimeric sequence, as well as the monomer composition
of the complete polymer (positional information is not required for
the remainder).
We then considered a number of further simpliﬁcations of the
generic rate equation. The denominator of Eq. (33) contains a term
K0/[E] which vanishes under the condition that [E]t [T]t and
[E]t K0 to yield Eq. (35). This assumption could well be satisﬁed
under cellular conditions. Furthermore, if in addition the 1/r1r2
term in the denominator is changed to 1/r1, a form of the rate
equation (Eq. (36)) is obtained in which only the monomer compo-
sition needs to be known and no positional information is required
at all. We analysed the effect of these assumptions on the numer-
ical value of the denominator of the rate equation and found that it
was quite robust to variation in K0/[E]: up to values of 1.0 the
denominator could be simpliﬁed by assuming that K0/[E] is zero.
Even the second assumption was seen to be justiﬁed if the mono-
mer concentrations are all at least half-saturating (Fig. 4). There-
fore, whereas the two forms of the rate equation behave
differently at low concentration of the constant monomer concen-
tration, their behaviour is nearly indistinguishable when the en-zyme–template complex is more than half saturated, a condition
which may well be generally satisﬁed in the physiological
situation.
In classical enzyme kinetics, rate equations were aimed at prob-
ing the mechanisms of catalysis and usually did not take account of
the reversibility of the reaction and inhibition by product, which
limited their utility and application for computational systems
biology. To overcome this, generic rate equations have been devel-
oped for computational systems biology that do take these features
and the behaviour of metabolic reactions under cellular conditions
into account [21–23]. It may seem that the generic rate equation
derived here suffers the same limitations as classical enzyme-ki-
netic rate laws. However, template-directed polymerisation reac-
tions are generally irreversible and product-insensitive. The
irreversibility is due to coupling with activating agents in the form
of nucleoside triphosphates. This particular feature has been ig-
nored in the mechanism that formed the basis of our derivation,
and should be included in future reﬁnements of the generic rate
equation. Another feature that should be studied is the stochastic-
ity introduced when concentrations of enzyme or template become
very low.
Our results now make it possible to incorporate template-direc-
ted polymerisation reactions such as polynucleotide or protein
synthesis into kinetic models of metabolic pathways of the mono-
mers. This will enable a full study of the regulatory design [24] of
the integrated system of monomer biosynthetic pathway coupled
to polymerisation, using the framework of supply-demand analysis
[25–27]. Another possibility for a future study would be to adapt
the rather simple mechanism that forms the basis for the generic
rate equation described in this paper to the intricacies of the tran-
scription and translation processes. Here the published studies de-
scribed in the Introduction could serve as useful references. A
particularly interesting extension would be the incorporation of
multiple binding of enzymes to template, such as is found in poly-
ribosomal binding to messenger RNA.
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