Semi- and non-parametric flood frequency analysis by Kinsvater, Paul
Semi- and non-parametric
flood frequency analysis
Long-standing assumptions under investigation
PAUL KINSVATER
Dissertation
zur Erlangung des Doktorgrades
der Naturwissenschaften
an der Fakulta¨t fu¨r Statistik
der Technischen Universita¨t Dortmund
Juli 2016

Contents
Introduction III
1 Mathematical preliminaries and a first data application 1
1.1 Multivariate extreme value distributions . . . . . . . . . . . . . . . . . . . . 2
1.1.1 Estimation of bivariate extreme value distributions . . . . . . . . . 5
1.1.2 Data application part one . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2 A semi-parametric concept of heavy-tailed distributions . . . . . . . . . . 10
1.2.1 Hill’s estimator and Weissman’s extrapolation formula . . . . . . . 13
1.2.2 Data application part two . . . . . . . . . . . . . . . . . . . . . . . . 15
2 Heavy-tail homogeneity 19
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Joint estimation of heavy tails . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.3 Estimation of Σ and selection of k in finite samples . . . . . . . . . . . . . . 24
2.3.1 Estimation of Σ under extreme-value dependence . . . . . . . . . . 24
2.3.2 Selection of k for joint estimation . . . . . . . . . . . . . . . . . . . . 25
2.4 Heavy-tail ANOVA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.5 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.5.1 Joint estimation of γ . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.5.2 Heavy-tail ANOVA as a test against alternatives ofH0,IF . . . . . . 31
2.6 Application: Summer floods at the Mulde river basin . . . . . . . . . . . . 36
2.7 Conclusion and outlook on regional estimation of quantiles . . . . . . . . 39
2.8 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.8.1 Proof of Theorem 2.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.8.2 Proof of Propositions 2.5, 2.6 and 2.7 . . . . . . . . . . . . . . . . . . 48
3 Detecting change-points in the dependence of extremes 51
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.2 A new change-point test under extreme value dependence . . . . . . . . . 53
3.2.1 Test statistic for d = 2 under stationarity of the margins . . . . . . . 53
3.2.2 Test statistic for d = 2 under known marginal change-points . . . . 56
3.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.4 Application: Do dams change dependence? . . . . . . . . . . . . . . . . . . 64
II CONTENTS
3.5 Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.5.1 Proofs of Propositions 3.1 and 3.2 . . . . . . . . . . . . . . . . . . . . 66
3.5.2 Proof of Proposition 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . 70
4 Conditional heavy-tail behavior 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 Heavy tails and relative excesses . . . . . . . . . . . . . . . . . . . . . . . . 75
4.2.1 How to choose the threshold conditional on X = x . . . . . . . . . . 75
4.2.2 How to select k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3 New estimator and tests . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.1 L-estimation of linear models γ(x) = x′η and related tests . . . . . 78
4.3.2 Kendall’s tau tail-test . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.4.1 Detection of conditional heavy-tail behavior . . . . . . . . . . . . . 81
4.4.2 Selection of k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4.4.3 Estimation of conditional heavy-tail behavior . . . . . . . . . . . . 85
4.5 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5.1 Weekly maxima of hourly precipitation in France . . . . . . . . . . 87
4.5.2 Monthly maximal flows at the Mulde river basin in Germany . . . 89
4.6 Conclusion and outlook . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
A Additional results and further technical details 93
A.1 Convergence of random elements in metric spaces . . . . . . . . . . . . . . 93
A.2 The madogram estimator - theory and praxis . . . . . . . . . . . . . . . . . 96
A.3 A max-type test of heavy-tail homogeneity . . . . . . . . . . . . . . . . . . 98
A.4 Empirical copula processes and multiplier bootstrap . . . . . . . . . . . . . 99
A.5 Change-point test statistic for d ≥ 2 . . . . . . . . . . . . . . . . . . . . . . . 101
A.6 Quantile regression process . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
A.7 Conditional heavy-tail behavior - competing methods . . . . . . . . . . . . 104
A.7.1 Tail index regression (TIR) by Wang and Tsai [2009] . . . . . . . . . 104
A.7.2 Three-stage procedure by Wang and Li [2013] . . . . . . . . . . . . 104
Bibliography 107
Introduction
Flood frequency analysis is a discipline from hydrology dealing with the estimation of
river flow distributions in order to analyze the risk of floods. A flow is the amount of
water in m3 per second passing through a measurement station. The ultimate objective
is to determine design characteristics of future flood protection systems, for instance, the
hight of a dam for some predefined non-exceedance probability of p ∈ (0, 1).
Official guidelines from the German Hydrological Society define a non-failure probability
of a dam in terms of the distribution function F(y) = P(Y ≤ y) of an annual maximal
flow Y at the location of interest. Essentially they claim that the design of a dam should
be determined by some high quantile F−1(p), where usually practitioners have to deal
with probabilities p ≥ 0.99, depending on the safety-relevance of the local environment.
In practice the unknown distribution function F needs to be estimated. Let Y1, . . . , Yn
denote a sample of annual maximal flows from the past n years. Practitioners typically
have to deal with sample lengths n that are rather small compared to p. Often we have
that p > 1− 1/n, which means that F−1(p) is supposed to lie beyond the range of ob-
servations. Non-parametric sample quantiles F−1n (p) = Ybnpc+1:n computed from order
statistics Y1:n ≤ . . . ≤ Yn:n are unsatisfactory in such situations. It is therefore of inter-
est to introduce additional assumptions on F. This is where extreme value theory comes
into play, with its statistical methods designed for inference on the distribution F at the
boundary of, or even beyond the range of observed data.
The majority of practitioners from flood frequency analysis focuses on the block max-
ima method popularized in the monograph by Gumbel [1958]: Let Z1, Z2, . . . denote a
sequence of independent and identically distributed (i.i.d.) random variables and sup-
pose that some mild conditions on z 7→ P(Zi ≤ z) are met. Since Fisher and Tippett
[1928] it is known that, with increasing block length `, the distribution of block maxima
M` = max{Z1, . . . , Z`} is approximated by a parametric extreme value distribution Gθ .
Assuming that annual maximal flows Y are exactly extreme value distributed, F = Gθ for
some unknown parameter θ, allows us to apply parametric methods, for instance, maxi-
mum likelihood estimation θˆML of θ. Plugging in θˆML into F−1 = G−1θ yields to efficient
estimates of high quantiles, provided the parametric assumption is reasonably met.
However, considering annual flows, say, Y = max{ZJan, ZFeb, . . . , ZDec} as maxima over
twelve i.i.d. monthly maximal flows Zmonth within a year does not reflect a realistic sce-
nario. A river flow, just like e.g. temperature and rainfall, is subject to seasonal vari-
ability. In the cold season rivers are fed by large masses of melting snow, while warm
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periods usually are accompanied by short but heavy rainfalls. Therefore, similar to Lek-
ina et al. [2014], we feel that a parametric model Gθ is not necessarily the right choice to
describe the behavior of annual maximal flows. This motivated us to take a closer look at
a semi-parametric framework from extreme value theory, referred to as the Pareto-type
distributions. These assume only a certain right-tail behavior while the reminder of the
distribution is left unspecified. A large part of this dissertation is devoted to the adap-
tion and development of familiar techniques from flood frequency analysis under this
semi-parametric framework.
The large estimation uncertainty due to the availability of relatively small sample lengths
n is a serious issue in flood frequency analysis, irrespective of whether we apply the
classical parametric or the semi-parametric framework. To remedy this problem in the
parametric framework, several authors have proposed so-called regional methods, for
instance, the Index Flood approach from the seminal work by Dalrymple [1960]. Es-
sentially, they try to increase the local estimation efficiency by gathering observations
from many measurement stations in the neighborhood, referred to as regional estima-
tion. These methods are based on the idea that stations with similar characteristics (e.g.
catchment area and mean elevation) provide somehow similar river flow distributions
called the regional homogeneity assumption. In the first main contribution of this work
we will show how to adapt this concept to the Pareto-type framework, which will then
be called regional heavy-tail homogeneity.
In some applications practitioners are interested in the joint behavior of flows at two or
more river stations. Suppose that the river at some site of interest is fed by two main
tributaries and that the subject is to control the confluence of the tributaries, for instance,
by construction of a water reservoir [Schulte and Schumann, 2015]. Since catastrophic
floods typically occur when flows from both tributaries are simultaneously exceeding
extraordinary high levels, not only the margins but also their inter-site dependence is of
interest. For the estimation of the joint distribution it is common practice to assume that
the corresponding bivariate observations from the past n time units are identically dis-
tributed, even though the local environment has changed due to human interventions in
nature, for instance, the construction of a dam upstream of one of the tributaries. Several
authors have proposed statistical tests for the detection of such change-points in the dis-
tribution. Inside the block maxima framework considered here, we are going to present
a novel method that is sensitive to changes in extreme value copulas, which will be the
second main contribution of this dissertation. Even more, we will present an extension
of the procedure that allows to ignore known changes in the marginal distributions.
The third main contribution of this work is devoted to the analysis of conditional heavy-
tail behavior and (temporal) trends in the extremes of univariate Pareto-type distribu-
tions. In flood frequency analysis a common technique for the detection of temporal
trends is the Mann-Kendall test [Yue et al., 2002]. However, this test is rather insensitive
against trends in the tail of a distribution, which is of main interest in the applications. We
will present procedures that are sensitive to trends in the relevant right tail. It is the aim
of our work to demonstrate the opportunities and the limits of modeling non-constant
Introduction V
conditional tail behavior.
The dissertation is organized as follows: In the first chapter we will recapitulate some
theoretical foundations from the extreme value literature. We will introduce the families
of extreme value and of Pareto-type distributions and we will illustrate them on real data
from hydrology. We will also provide some own theoretical results.
Chapter 2 introduces the term heavy-tail homogeneity and its applications in regional
flood frequency analysis. We particularly focus on a novel semi-parametric test of re-
gional homogeneity, which, for the detection of heterogeneity in the right tails, turns out
to be superior to competing methods from the literature.
In Chapter 3 we will deal with a non-parametric test for change-point detection, which
is particularly sensitive to changes in extreme value dependence. The extension of the
test is able to ignore known change-points in the marginal series, which allows us to ex-
amine the question whether the dependence between river stations has changed or not,
irrespective of a possible change in the margins due to the construction of a dam.
Chapter 4 discusses conditional heavy-tail behavior. We present a new estimator for con-
ditional tails based on a model with tail behavior linear in covariates. We particularly
focus on detection of non-constant tail behavior, which is a common assumption in flood
frequency analysis even in non-stationary approaches [see e.g. Cunderlik and Burn, 2003;
El Adlouni et al., 2007; Villarini et al., 2009, and many more].
Further theoretical background from the literature and some own results are summarized
in an appendix.
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Chapter 1
Mathematical preliminaries and a
first data application
The first chapter introduces the reader to the basics of our modeling framework. Both sec-
tions are devoted to certain families of distributions, which play a central role in extreme
value statistics. We begin with the family of multivariate extreme value distributions and
the related concept of extreme value dependence. In the second section we will introduce
a semi-parametric family of univariate heavy-tailed distributions.
A convenient way to describe any multivariate distribution function F(y) = P(Y ≤ y) of
a random vector Y = (Y1, . . . , Yd)′ is via a characterization of its margins Fj(y) = P(Yj ≤ y),
j = 1, . . . , d, and its inter-site dependence. One common way of describing dependence
is based on the following result dating back to the seminal work by Sklar [1959]:
Theorem 1.1 (Sklar’s theorem)
Let C : [0, 1]d → [0, 1] be a d-dimensional distribution function with uniform margins called
copula and let F1, . . . , Fd : R → [0, 1] be univariate distribution functions. Then the function
F : Rd → R defined by
F(y) = C (F1(y1), . . . , Fd(yd)) , y = (y1, . . . , yd)′ ∈ Rd, (1.1)
abbreviated F = C(F1, . . . , Fd), is a distribution function on Rd.
Conversely, for every distribution function F onRd there exists a copula C and margins F1, . . . , Fd
such that (1.1) holds. If all margins are continuous, then the expression in (1.1) is unique and the
copula is the distribution function
C(u) = P(U ≤ u), u ∈ [0, 1]d, (1.2)
of the probability transform U = (F1(Y1), . . . , Fd(Yd))
′.
This result allows us to introduce the family of multivariate extreme value distributions
via a characterization of all possible margins and all possible copulas, which will be car-
ried out in the next section.
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1.1 Multivariate extreme value distributions
Multivariate extreme value distributions play a central role in extreme value statistics.
Their importance in the analysis of extremes is comparable with that of the multivariate
normal in connection with the analysis of mean values.
Definition 1.2 (MEV distributions)
Let F : Rd → [0, 1] be a d-dimensional distribution function and suppose that there exist
vector sequences an = (an1, . . . , and)′ ∈ Rd+, bn = (bn1, . . . , bnd)′ ∈ Rd, n ∈ N, and a
distribution function G : Rd → [0, 1] with non-degenerate margins such that
lim
n→∞ F
n (an1z1 + bn1, . . . , andzd + bnd) = G(z) (1.3)
holds for all continuity points z = (z1, . . . , zd)′ of G. Then we say that F lies in the max-
imum domain of attraction of the maximum attractor G. G is also called (multivariate)
extreme value distribution (for d > 2). Accordingly, for d > 2, margins and the copula
of maximum attractors G are called univariate extreme value distributions and extreme
value copula, respectively.
The term extreme value stems from the fact that the left-hand side of (1.3) describes the
distribution of a componentwise maximum
Mn =
(
max1≤i≤n(Z11, . . . , Zn1)− bn1
an1
, . . . ,
max1≤i≤n(Z1d, . . . , Znd)− bnd
and
)′
(1.4)
over a standardized block of n i.i.d. random vectors Zi = (Zi1, . . . , Zid)′, i = 1, . . . , n,
with distribution function F(z) = P(Zi ≤ z). Therefore, multivariate extreme value
distributions are defined as the only possible non-degenerate limits of such component-
wise maxima. Surprisingly, every univariate extreme value distribution can be uniquely
identified by a three-dimensional parameter vector θ = (µ, σ, ξ)′:
Theorem 1.3 (Fisher and Tippett [1928])
Let G be a univariate extreme value distribution function, that is, the right-hand side of (1.3) with
d = 1. Then there exist µ ∈ R, σ ∈ R+ and ξ ∈ R such that
G(z) = Gµ,σ,ξ(z) = exp
{
−
[
1+ ξ
z− µ
σ
]−1/ξ}
, z ∈ Iµ,σ,γ, (1.5)
where the support of G is given by Iµ,σ,γ = {z ∈ R : 1+ ξ(z− µ)/σ > 0}. For ξ = 0, the
distribution function is interpreted as the limit
Gµ,σ,0(z) = lim
ξ→0
Gµ,σ,ξ(z) = exp
{
− exp
(
z− µ
σ
)}
, z ∈ R.
The set
{
Gµ,σ,ξ : (µ, σ, ξ) ∈ R×R+ ×R
}
is called the generalized extreme value (GEV)
family with parameters µ, σ and ξ called location, scale and shape, respectively. The
1.1 Multivariate extreme value distributions 3
family is called general, because it unifies the Fre´chet (ξ > 0), the Gumbel (ξ = 0) and
the Reversed-Weibull (ξ < 0) sub-families of extreme value distributions.
From Theorem 1.3 we have learned that every margin of a multivariate extreme value
distribution is part of the three-parametric GEV family. It turns out that the family of
extreme value copulas cannot be parameterized by a finite-dimensional set of parame-
ters. Still, there is some reduction of dimensional complexity possible, which is precisely
formulated in a characterization due to Pickands [1981].
Theorem 1.4 (Max-stability and Pickands’ characterization)
(i) A d-dimensional copula C is an extreme value copula if and only if it is max-stable, that is, if{
C(u1/n1 , . . . , u
1/n
d )
}n
= C(u) for all u = (u1, . . . , ud) ∈ [0, 1]d, n ≥ 1. (1.6)
(ii) For every d-dimensional extreme value copula C there exists a convex function A : Sd−1 →
[1/d, 1] defined on the (d− 1)-simplex Sd−1 = {(t2, . . . , td) ∈ [0, 1]d−1 : t2 + . . . + td ≤ 1}
and satisfying max{1−∑dj=2 tj, t2, . . . , td} ≤ A(t2, . . . , td) ≤ 1 such that
C(u) = exp
{(
d
∑
j=1
log uj
)
· A
(
log u2
∑dj=1 log uj
, . . . ,
log ud
∑dj=1 log uj
)}
(1.7)
holds for all u = (u1, . . . , ud)′ ∈ [0, 1]d. In case of d = 2, the converse is also true: Every convex
function A : [0, 1] → [1/2, 1] satisfying max{1− t, t} ≤ A(t) ≤ 1 defines a 2-dimensional
extreme value copula via equation
C(u, v) = exp
{
log(uv) · A
(
log v
log(uv)
)}
, u, v ∈ [0, 1]. (1.8)
Theorem 1.4 (ii) states that, provided our variables are extreme value dependent, it suf-
fices to consider the (d − 1)-dimensional surface {(t, A(t)) : t ∈ Sd−1} embedded in
[0, 1]d instead of the usual copula characterization, which is a d-dimensional surface
{(u, C(u)) : u ∈ [0, 1]d} embedded in [0, 1]d+1. This reduction of dimensional com-
plexity and a few other helpful properties of extreme value copulas pay off in finite-data
applications, for instance, in certain change-point problems presented in Chapter 3.
For an illustration in case of d = 2, an exemplary extreme value copula is depicted in Fig-
ure 1.1 via its (left) distribution function C and its (right) Pickands dependence function
A. The dashed line visualizes the restriction max{1− t, t} ≤ A(t) ≤ 1. Independence
(resp. complete dependence) corresponds to the upper (resp. lower) boundary with
A(t) ≡ 1 (resp. A(t) = max{1− t, t}). Loosely speaking, the more the graph of A sags
the stronger the amount of extreme value dependence.
Remark 1.5 (Parametric modeling of extreme value dependence)
The Gumbel-Hougaard family {Cϑ : ϑ ∈ [1,∞]} of d-dimensional extreme value copulas
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Figure 1.1: (Left) The copula distribution function (u, v) 7→ C(u, v), C : [0, 1]2 → [0, 1],
and (right) its corresponding Pickands dependence function t 7→ A(t), A : [0, 1] →
[1/2, 1] of an exemplary bivariate extreme value copula.
is defined through its Pickands dependence functions by
Aϑ(t) = Aϑ(t2, . . . , td) =
{
d
∑
j=1
tϑj
}1/ϑ
, t1 = 1−
d
∑
j=2
tj, (1.9)
and where A∞(t) = limϑ→∞ Aϑ(t) = max{1− ∑dj=2 tj, t2, . . . , td}. Note that A1 and A∞
correspond to the upper and lower boundaries representing independence and complete
positive dependence, respectively. A drawback of this family is that it only covers sym-
metric (or exchangeable) models in the sense that Cϑ(u1, . . . , ud) = Cϑ(upi(1), . . . , upi(d))
for every permutation pi on {1, . . . , d}. For instance, this implies that all pairwise depen-
dencies follow the same bivariate copula Cϑ(u, v, 1, . . . , 1), which is a severe restriction
for many applications.
Khoudraji [1995] proposed a simple device that is used for an asymmetric extension of
symmetric copula models: For a = (a1, . . . , ad)′ ∈ [0, 1]d we define
Ca,ϑ(u) = ua · Cϑ(u1−a), u ∈ [0, 1]d, (1.10)
where, for notational simplicity, we set 1− a = (1− a1, . . . , 1− ad)′ and ua = (ua11 , . . . , uadd )′.
It is easy to verify that (1.10) indeed defines a d-dimensional copula (a distribution func-
tion with uniform margins). More generally, for arbitrary d-dimensional copulas C1, C2
and a ∈ [0, 1]d we have that their mixture C(u) = C1(ua) · C2(u1−a) defines a valid cop-
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ula. Even more, if C1 and C2 are extreme value copulas, so is their mixture C. This is
easily verified by the max-stability property of extreme value copulas stated in (1.6).
1.1.1 Estimation of bivariate extreme value distributions
From the previous section we have learned that every multivariate extreme value distri-
bution is determined by the parameter vectors of its GEV margins and by its Pickands
dependence function. For simplicity and in view of Chapters 2 and 3, we will restrict
ourselves to the case of d = 2. Estimation of Pickands dependence functions in arbitrary
dimensions is similar and can be found in Gudendorf and Segers [2011].
Let us first start with the estimation of a univariate extreme value distribution. Suppose
that Z1, . . . , Zn is a sample of independent and identically GEV(θ0)-distributed random
variables with parameter vector θ0 = (µ0, σ0, ξ0)′ ∈ R×R+ ×R. A maximum likelihood
estimator of θ0 over Θ ⊂ R×R+ ×R is defined by
θˆML = arg max
θ∈Θ
n
∏
i=1
fθ(Zi), (1.11)
where fθ is the density of the GEV distribution and θ0 lies in the interior of Θ. The first
rigorous proof of the asymptotic normality of θˆML has been published in a recent article:
Theorem 1.6 (Asymptotic normality of the ML estimator; Bu¨cher and Segers [2016])
Let (Zi)i≥1 denote a sequence of independent and identically GEV(θ0) distributed random vari-
ables and let Θ ⊂ R×R+ × (−1,∞) be a compact set with θ0 in its interior. Then, for n→ ∞,
we have that θˆML
a.s.→ θ0.
Furthermore, if Θ ⊂ R×R+ × (−1/2,∞), then, for n→ ∞, we also have that
√
n
(
θˆML − θ0
) D−→ N (0, I−1θ0 ) , (1.12)
where Iθ0 = −
∫ d2
dθdθ′ log fθ(z)|θ=θ0 · fθ0(z) dz ∈ R3×3 is the Fisher information matrix of the
GEV distribution [see Beirlant et al., 2006, p. 169 for an explicit expression of Iθ].
We now turn to the estimation of the Pickands dependence function A : [0, 1]→ [1/2, 1].
Let (X, Y)′ denote a random vector with P(X ≤ x, Y ≤ y) = C (F(x), G(y)) for all
(x, y)′ ∈ R2, whose extreme value copula C is defined through A via equation (1.8).
Let U = F(X), V = G(Y) and recall that C(u, v) = P(U ≤ u, V ≤ v), (u, v) ∈ [0, 1]2.
Then, for arbitrary t, u ∈ [0, 1], we have that
P
(
max
{
F(X)1/(1−t), G(Y)1/t
}
≤ u
)
= P
(
U ≤ u1−t, V ≤ ut
)
= C(u1−t, ut) = uA(t)
with the convention u1/0 = limt↘0 u1/t = 0 for u ∈ (0, 1). This implies that
S(t) = E
[
max
{
F(X)1/(1−t), G(Y)1/t
}]
=
∫ 1
0
A(t) · uA(t) du = A(t)
1+ A(t)
,
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which, in turn, gives us
A(t) =
S(t)
1− S(t) . (1.13)
Let (Xi, Yi)′, i = 1, . . . , n, denote independent copies of (X, Y)′. Since S(t) is simply an
expected value, equation (1.13) suggests to estimate A via An(t) = Sn(t)/(1− Sn(t))with
Sn(t) = 1n ∑
n
i=1 max
{
U1/(1−t)i , V
1/t
i
}
, Ui = F(Xi) and Vi = G(Yi). Because in practice the
margins F and G are unknown, we define the so-called pseudo observations (Uˆi, Vˆi)′,
i = 1, . . . , n, with
Uˆi =
1
n + 1
n
∑
`=1
1 (X` ≤ Xi) and Vˆi = 1n + 1
n
∑
`=1
1 (Y` ≤ Yi) , (1.14)
and finally set
Aˆn(t) =
Sˆn(t)
1− Sˆn(t)
with Sˆn(t) =
1
n
n
∑
i=1
max
{
Uˆ1/(1−t)i , Vˆ
1/t
i
}
, t ∈ [0, 1]. (1.15)
Aˆn as defined in the last equation is an alternative representation of the madogram esti-
mator from Naveau et al. [2009]. We will thus call Aˆn the madogram estimator of A.
An alternative, so-called endpoint-corrected CFG-estimator studied in Genest and Segers
[2009] is probably the most recommended estimator of A in the literature, which has
proven to be a good choice in many comparative studies [Genest and Segers, 2009; Bu¨cher
et al., 2011]. From our own simulations reported in Appendix A.2 we feel that the mado-
gram estimator is less efficient but still pretty competitive. However, what is helpful for
the method presented in Chapter 3 is that the madogram estimator does not need to be
end-point corrected and its asymptotic analysis is simpler than that of the CFG-estimator.
Remark 1.7
Note that pseudo observations in (1.14) are defined in accordance with Ui = F(Xi) and
Vi = G(Yi) with margins F and G replaced by their empirical counterparts. The scale
1/(n + 1) instead of 1/n is used to keep pseudo observations away from the boundaries
of [0, 1]2. Since we are dealing with multivariate extreme value distributions, one might
be also willing to replace the margins by parametric estimates of GEV distributions in
the definition of pseudo observations. However, it turns out that estimation of A via
empirical marginal distributions can be more efficient, even if the margins F and G are
completely known [Genest and Segers, 2009, Sec. 4.2]. If, in addition, one considers the
fact that the estimation of GEV parameters is associated with large uncertainty, it is rather
advisable to drop the marginal information, that is, to use (1.14), for the estimation of A.
Proposition 1.8 (Asymptotic normality of the madogram estimator)
Suppose that (Xi, Yi)′, i ≥ 1, is a sequence of i.i.d. extreme value dependent random vectors whose
distribution function is continuous and whose Pickands dependence function A is continuously
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differentiable on (0, 1). Then, in the space `∞([0, 1]) equipped with the uniform metric d∞ and
for n→ ∞, we have that
√
n
(
Aˆn − A
) D−→ ({1+ A(t)}2 · ∫ 1
0
C0C(u
1−t, ut) du
)
t∈[0,1]
, (1.16)
where C0C = CC(0, 1, ·) is defined in Theorem A.8 of Appendix A.4 with d = 2.
For further details on weak convergence in function spaces `∞(I) and on empirical copula
processes we refer to Appendix A.1 and A.4, respectively. Proposition 1.8, first proven
in Bu¨cher et al. [2015], is a direct consequence of Theorem 3.4 from Section 3.5.1. For
illustrative purpose, I also give an alternative proof in Appendix A.2, which relies on
the functional delta method and on an auxiliary result from Kosorok [2008] concerning
Hadamard-differentiability.
1.1.2 Data application part one
We conclude Section 1.1 with the analysis of a data set from the river stations Lichten-
walde1 and Wechselburg1 located at the Mulde river basin in Saxony. Figure 1.2 displays
a two-dimensional series (Xi, Yi)′, i = 1, . . . , n, of annual maximal flows observed for
n = 103 consecutive years (1910–2012). On the left hand side we see the typical heavy-
tailed behavior of the marginal series. The inter-site dependence is illustrated on the
right hand side via a scatter plot of pseudo observations (Uˆi, Vˆi), i = 1, . . . , n, according
to (1.14).
Recall from the introduction of this thesis that the observations can be viewed as com-
ponentwise maxima over blocks of, say, 12 bivariate vectors of monthly maximal flows.
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Figure 1.2: (Left) Annual maximal flow series for the period 1910–2012 measured at the
neighboring stations Lichtenwalde1 and Wechselburg1. (Right) The corresponding scat-
ter plot of pseudo observations.
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Figure 1.3: (Left) Return level plot for the Lichtenwalde1 series of annual maximal flows
and (right) A-plot for the bivariate series of annual maximal flows in Lichtenwalde1 and
Wechselburg1. The observation period covers the years 1910–2012.
Thanks to Theorems 1.3 and 1.4, we may conclude that our sample (approximately) fol-
lows a bivariate extreme value distribution H = C(F, G)with margins F ∼ GEV(µ1, σ1, ξ1)
(Lichtenwalde1) and G ∼ GEV(µ2, σ2, ξ2) (Wechselburg1), and extreme value copula C
defined through its Pickands dependence function A by equation (1.8).
We fitted both marginal series to GEV distributions. The ML-estimates are
(µˆ1, σˆ1, ξˆ1) = (150.05, 81.30, 0.23) and (µˆ2, σˆ2, ξˆ2) = (148.68, 73.48, 0.29) (1.17)
with estimated standard errors (9.16, 7.49, 0.09) and (8.34, 6.97, 0.09) obtained from the
asymptotic result in (1.12). Our focus lies on the shape parameters ξ1 and ξ2. Larger
shape values can be interpreted as a greater risk of extraordinary high floods like in the
year of 2002. Positive shapes ξ > 0 mean that we are in the so-called Fre´chet domain
with a heavy tail to the right which is further specified in Section 1.2.
Figure 1.3 depicts estimates of (left) the first margin and (right) the Pickands dependence
function. The visualization of the second margin is omitted. The points and solid line
in both of the plots represent empirical values and estimates of the joint distribution,
respectively. More specifically, the left-hand side of Figure 1.3 is called a return level plot
with points and solid line defined by(
n + 1
n− i + 1, Xi:n
)
i=1,...,n
and
(
T, Fˆ−1(1− 1/T)
)
T∈(1, 500]
, (1.18)
respectively, where X1:n ≤ . . . ≤ Xn:n is the ordered sample. In hydrology it is convenient
to visualize discharge distributions F via their return level curves U(T) = F−1(1− 1/T).
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This approach points attention to the relevant upper part of the distribution and it brings
with a natural interpretation: A flood with a flow level of at least U(T) is expected to
occur ones per T time units, for instance, a flood is called Jahrhundertflut if its level ex-
ceeds U(T) with T = 100 years. The order statistics Xi:n = Uˆn(Ti:n) can be considered as
empirical return levels for return periods Ti:n = (n + 1)/(n− i + 1), i = 1, . . . , n.
For the left-hand side of Figure 1.3 we set Fˆ ∼ GEV(µˆ1, σˆ1, ξˆ1) with solid line correspond-
ing to the curve T 7→ Fˆ−1(1− 1/T) and we note that the return periods T on the x-axis
are spaced on log-scale. A solid line that is close to the points representing the empirical
return levels is interpreted as a good fit of the hypothetical model to the observations. In
the case of the Lichtenwalde1 data, the only point far away from the line corresponds to
the largest observation. Interestingly enough, the value Xn:n = 1250 with empirical re-
turn period of Tn:n = n+ 1 is not within the 95%-confidence interval CI = (514.4, 1133.8)
obtained from the estimator
Fˆ−1(p) = µˆ1 +
σˆ1
ξˆ1
{
(− log(p))−ξˆ1 − 1
}
for the p-quantile for fixed p = 1− 1/(n+ 1) ≈ 0.99. The confidence interval is obtained
from the asymptotic normality of the ML estimator (Theorem 1.6) and the delta method.
The right-hand side of Figure 1.3 is a diagnostic tool called A-plot [Cormier et al., 2014],
which can be used to visually examine the extreme value dependence assumption. There
the solid line corresponds to the graph GAˆ = {(t, Aˆ(t)) : t ∈ [0, 1]} of the madogram
estimator Aˆ from (1.15). For the points in the A-plot consider the set
MC =
{(
log v
log(uv)
,
log C(u, v)
log(uv)
)
: u, v ∈ [0, 1]
}
defined for arbitrary copulas C. If C is an extreme value copula with Pickands depen-
dence function A, that is, if we have that (1.8) holds, then the set MC coincides with the
graph GA of A. On the other hand, if C is not an extreme value copula, then the set MC
will not coincide with the graph of any Pickands dependence function. The points in the
A-plot are defined similar to those inMC but with (u, v) and C replaced by their empiri-
cal counterparts (Uˆi, Vˆi) and Cn, i = 1, . . . , n. If the extreme value dependence is satisfied,
we should expect that most of the points are close toGAˆ. Besides this visual examination,
we also carried out so-called tests of extreme value dependence [Bu¨cher and Kojadinovic,
2014]. None of the three tests implemented in the copula package [Hofert et al., 2015]
rejected the null at a nominal level of 5%.
Let us again turn to the estimation of marginal distributions. We initially argued that
annual maximal flows are (approximately) GEV distributed, because they can be viewed
as maxima over blocks of 12 monthly maximal flows and because of Theorem 1.3. The
catch to this matter is that Theorem 1.3 requires that, say, the 12 monthly maxima are in-
dependent and identically distributed. We found no evidence against the independence
assumption, but, as illustrated in Figure 1.4 with the Lichtenwalde1 data set, there are
plausible reasons to drop the idea of identical monthly distributions.
Each of the box plots in Figure 1.4 is computed from n = 103 monthly maximal flows of
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Figure 1.4: Box plots of monthly maximal flows observed at Lichtenwalde1 for each of
the 12 months. The y-axis is given on log-scale.
a specific month, with y-axis on log-scale. It seems that the location (median) and dis-
persion (interquartile range) of the boxes follow a smooth seasonal pattern, for instance,
with large location but small dispersion in the spring and vice versa in the summer. Be-
sides the evidence from data exploration, there are also physical reasons for the seasonal
variability. In the first months of the year the rivers are fed by large masses of melting
snow, which increases the mean flow behavior and sometimes causes winter floods. The
physical mechanism behind summer floods is completely different. These typically occur
after short but heavy rainfalls, e.g., the severe flood in the summer of 2002.
Summarizing everything up, annual maximal flows from the Mulde river basin follow
heavy-tailed distributions, with a rather strong dependence between stations. In hydrol-
ogy the most popular approach for estimating, say, high quantiles of annual maximal
flow distributions is based on the GEV assumption stemming from Theorem 1.3. The lat-
ter requires identically distributed observations within blocks, which is reasonably not
justified for annual maximal flows. This motivated us to consider estimation of flow
distributions under less restrictive, semi-parametric model assumptions.
1.2 A semi-parametric concept of heavy-tailed distributions
The statistical literature provides different characterizations of the term heavy-tailed. A
definition popularized in extreme value theory calls the right tail of a distribution func-
tion F to be heavy, if, for y → ∞, its right tail decay F¯(y) = 1− F(y) is of polynomial
order. More formally, we say that a distribution function F has a heavy tail to the right, if
it belongs to the family of Pareto-type distribution.
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Definition 1.9 (Slowly varying functions and Pareto-type distributions)
(i) A measurable function L : R+ → R+ is called slowly varying (at infinity) if
lim
t→∞
L(ty)
L(t)
= 1 for all y > 0. (1.19)
(ii) A univariate distribution function F with unlimited support to the right is called a
Pareto-type distribution with extreme value index γ > 0, if there exists a slowly varying
function L such that
F¯(y) = 1− F(y) = y−1/γ · L(y), y > 0. (1.20)
The characterization in (1.20) is called semi-parametric, since the parameter γ is of core
interest, while the distribution cannot be characterized completely by a finite-dimensional
parameter due to the presence of the function L. The extreme value index γ controls the
heaviness of the right tail (the polynomial degree of tail decay), with finite (resp. infinite)
r-th moment
∫ ∞
0 y
r dF(y) for γ < 1/r (resp. γ > 1/r).
The family of Pareto-type distributions is a very rich class containing many common
distribution families. E.g., Student’s tν with γ = 1/ν, Fisher’s Fm,` with γ = 2/`, the
Burr(c, r) with γ = 1/(cr), the generalized extreme value GEV(µ, σ, ξ) and generalized
Pareto distributions GP(σ, ξ) with positive shape ξ = γ. Furthermore, the family of
Pareto-type distributions coincides with another important class from extreme value the-
ory [de Haan and Ferreira, 2006, Theorem 1.2.1]:
Theorem 1.10 (Fre´chet maximum domain of attraction)
Let F denote a univariate distribution function. The following two statements are equivalent:
(i) F lies in the maximum domain of attraction of an extreme value distribution G with positive
shape ξ > 0 (Definition 1.2; Fre´chet domain)
(ii) F belongs to the family of Pareto-type distributions.
Furthermore, the extreme value index γ of F coincides with the shape ξ of G, that is, ξ = γ.
The exponential and the normal distribution are typical examples for normal-tailed dis-
tributions. These have a right-tail decay of exponential order. The log-normal distri-
bution, which is not of Pareto-type, is also called heavy-tailed by many statisticians, al-
though all its moments are finite. Its right tail decay can be regarded as somewhere be-
tween exponential and polynomial. We will continue to call distributions F heavy-tailed
to the right, only if they are of Pareto-type.
Typical textbook examples of slowly varying functions are L(y) = log(1 + y) or simply
a constant function L ≡ c > 0. They are slower than polynomials in the sense that
yαL(y) → ∞ and y−αL(y) → 0 for y → ∞ and any α > 0 [Resnick, 1987, Prop. 0.8]. It
is easily seen that if L1 and L2 are slowly varying, so is their product L1 · L2 and their
quotient L1/L2. With a bit more effort we also show that L1 + L2 is slowly varying:
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Let y > 0 be fixed. From the triangular inequality, because of L1, L2 > 0 and because L1
and L2 are slowly varying, we obtain∣∣∣∣L1(ty) + L2(ty)L1(t) + L2(t) − 1
∣∣∣∣ ≤ ∣∣∣∣L1(ty)− L1(t)L1(t) + L2(t)
∣∣∣∣+ ∣∣∣∣L2(ty)− L2(t)L1(t) + L2(t)
∣∣∣∣
<
∣∣∣∣L1(ty)L1(t) − 1
∣∣∣∣+ ∣∣∣∣L2(ty)L2(t) − 1
∣∣∣∣ −→ 0
for t→ ∞. This implies (1.19) for L = L1 + L2.
The previous properties of slowly varying functions are used by Tucker [1968] to prove
that sums X1 + . . .+ Xd over independent and Pareto-type distributed random variables
Xj with extreme value index γj > 0 are again Pareto-type distributed, where the extreme
value index γ of the sum is obtained from maximization γ = max{γ1, . . . ,γd}.
We prove the same statement for maxima Y = max{X1, . . . , Xd}:
Corollary 1.11
Suppose that the independent random variables Xj are Pareto-type distributed with extreme value
index γj > 0, j = 1, . . . , d. Then their maximum Y = max{X1, . . . , Xd} is also Pareto-type
distributed with extreme value index γ = max{γ1, . . . ,γd}.
Proof. Since max{X1, . . . , Xd} = max{X1, max{X2, . . . , max{Xd−1, Xd} . . .}}, the general
result immediately follows from the case of d = 2. Let W = X1, S = X2 and
FW(y) = P(W ≤ y) = 1− y−1/γ1 L1(y) and FS(y) = P(S ≤ y) = 1− y−1/γ2 L2(y)
denote the Pareto-type distribution functions of W and S, respectively. Then, from the
independence of W and S, we obtain
FY(y) = P(max{W, S} ≤ y) = FW(y) · FS(y) = 1− y−1/γ · L(y),
where we set γ = max{γ1,γ2} and
L(y) =

L1(y) + y1/γ−1/γ2 L2(y)− y−1/γ2 L1(y)L2(y) , if γ1 > γ2
L1(y) + L2(y)− y−1/γL1(y)L2(y) , if γ1 = γ2
L2(y) + y1/γ−1/γ1 L1(y)− y−1/γ1 L1(y)L2(y) , if γ1 < γ2
.
We will show that L is a slowly varying function: In case of γ = γ1 > γ2 (and similar for
the third case) we have that
L(ty)
L1(ty)
= 1+ (ty)1/γ−1/γ2 − (ty)−1/γ2 L2(ty) −→ 1
for t→ ∞ and all y > 0, since γ > γ2 and s−1/γ2 L(s)→ 0 for s→ ∞. This implies that
L(ty)
L(t)
=
L1(ty)
L1(t)
· L(ty)
L1(ty)
· L1(t)
L(t)
−→ 1
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for t→ ∞ and all y > 0. In case of γ = γ1 = γ2 we have that
L(ty)
L1(ty) + L2(ty)
= 1− (ty)−1/γ L1(ty)L2(ty)
L1(ty) + L2(ty)
−→ 1
for t → ∞ and all y > 0, since L˜ = L1 · L2/(L1 + L2) is again a slowly varying function
and because s−1/γ L˜(s)→ 0 for s→ ∞. This implies that
L(ty)
L(t)
=
L1(ty) + L2(ty)
L1(t) + L2(t)
· L(ty)
L1(ty) + L2(ty)
· L1(t) + L2(t)
L(t)
−→ 1
for t→ ∞ and all y > 0. 2
Annual flows Y considered in our applications can be regarded as maxima over winter
and summer maximal flows W and S, respectively. From Corollary 1.11 we have learned
that the tail behavior of annual flows is determined by that of the season with the heaviest
tail, which, for the Mulde river basin in Saxony, is supposed to be the summer season.
1.2.1 Hill’s estimator and Weissman’s extrapolation formula
Equation (1.20) is a pure characterization of the right tail behavior of F in the sense that
it says absolutely nothing about the behavior of F restricted to the interval (−∞, u], for
arbitrary constants u ∈ R. It thus might be not a big surprise that statistical inference
on the extreme value index γ of a Pareto-type distribution F should be based only on the
largest observations representing F on the tail region (u,∞). Roughly speaking, provided
there are no further assumptions, the bulk of the observations representing F on (−∞, u]
contains no information on γ at all.
Let Y be a random variable with distribution function F(y) = P(Y ≤ y) defined in (1.20)
and let u > 0 be a real number. The random variable Y/u satisfying Y > u is called
relative excess over the threshold u. From relation (1.20) it immediately follows that
P
(
Y
u
≤ z| Y > u
)
= 1− F¯(uz)
F¯(u)
−→ 1− z−1/γ = Pγ(z) for u→ ∞. (1.21)
In words this means that relative excesses over large thresholds u approximately follow
a simple parametric law, which depends only on the extreme value index γ of F. The
limit Pγ is called Pareto distribution function commonly parameterized Pareto(α) with
parameter α = 1/γ > 0, the so called tail index. Note that γ =
∫
R
log(z) dPγ(z), which
suggests to estimate γ from arithmetic means of log-transformed excesses:
Let Y1, . . . , Yn be independent copies of Y. Hill’s popular estimator of γ [Hill, 1975] is
defined by
Hk,n =
1
k
k
∑
i=1
log
(
Yn−i+1:n
uk,n
)
, uk,n = Yn−k:n, (1.22)
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for integers k ≤ n and where we denote order statistics by Y1:n ≤ . . . ≤ Yn:n. Hk,n
is interpreted as a peaks-over-threshold (POT) approach with peaks Yn−k+1:n, . . . , Yn:n
over the random threshold uk,n = Yn−k:n and with estimation based on maximization of
an approximate likelihood function. This approximation considers the relative excesses
Yn−k+1:n/uk,n, . . . , Yn:n/uk,n as independent and exactly distributed from a limit with dis-
tribution function Pγ. From this inaccuracy, a bias arises in Hill’s estimator, which heavily
depends on the tuning parameter k and which may vanish asymptotically (under appro-
priate conditions) but still is a big issue in finite-sample applications. The following result
is treated in full detail in Resnick [2007, Sec. 9.1.2].
Theorem 1.12 (Consistency of Hill’s estimator)
Suppose that (Yi)i≥1 is a sequence of i.i.d. variables with distribution function F(y) = P(Yi ≤ y)
defined in (1.20) and let k = kn denote a sequence of integers satisfying k→ ∞ and k/n→ 0 for
n→ ∞. Then we have Hk,n P→ γ. Furthermore, assume that
lim
n→∞
√
k
(n
k
F¯
(
F−1(1− k/n) · y
)
− y−1/γ
)
= 0 (1.23)
locally uniformly in (0,∞] and
lim
n→∞
√
k
∫ ∞
1
(n
k
F¯
(
F−1(1− k/n) · s
)
− s−1/γ
) ds
s
= 0. (1.24)
Then we also have that
√
k (Hk,n − γ) D→ N (0,γ2).
Remark 1.13
Assumptions 1.23 and 1.24 can be substituted by a so-called second order regular vari-
ation condition such that the asymptotic normality of
√
k(Hk,n − γ) holds with a not
necessarily centered limiting distribution [de Haan and Ferreira, 2006, Theorem 3.2.5].
No matter what condition is used, they all rely on detailed information on the tail of the
distribution which is however usually not available in practice.
The estimation of γ is only a means to an end. In applications the quantity that is actually
of interest is a quantile F−1(p) or, equivalently, a return level U(T) = F−1(1− 1/T) of
F for rather high probabilities p ∈ (0, 1) or long return periods T > 1. In terms of the
return level function U, equation (1.20) is equivalent to
lim
t→∞
U(ts)
U(t)
= sγ for all s > 0. (1.25)
Suppose that we have collected n observations from F and that we are interested in the
return level U(T) of a period of T = 2 · n time units, which is the double of the available
observation length n. Classical non-parametric quantile estimates Fˆ−1(p) = Ybnpc+1:n are
unsatisfactory in situations, where it is reasonable to assume that the true quantile F−1(p)
lies beyond the range of observations, i.e., F−1(p) > Yn:n. They can be used to estimate
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a return level U(t) of, say, a period of t = 0.2 · n within the range of the data. If we now
look again at relation (1.25), we may hope that U(2n) ≈ U(0.2n) · sγ for s = T/t = 10.
This is exactly the idea of the high quantile estimator by Weissman [1978]: For a sample
Y1, . . . , Yn from F, an integer k < n and probabilities p > 1− k/n we set
Fˆ−1(p) = Fˆ−1(p; k, n, γˆ) = uk,n ·
(
k
n(1− p)
)γˆ
, (1.26)
where γˆ is any consistent estimator of γ, for instance, γˆ = Hk,n. Note that uk,n = Yn−k:n
is a classical non-parametric estimator of U(t) with t = n/k. Equation (1.26) is also
interpreted as extrapolation beyond the range of observations, with γˆ controlling the
extrapolation width.
The following result from de Haan and Ferreira [2006, Sec. 4.3] shows that the asymptotic
behavior of Weissman’s estimator stands in relation to that of estimator γˆ used for the
extrapolation.
Theorem 1.14 (Consistency of Weissman’s estimator)
Suppose there exists a real ρ < 0 and a function R satisfying limt→∞ R(t) = 0 such that
lim
t→∞
U(ts)
U(t) − sγ
R(t)
= sγ
sρ − 1
ρ
for all s > 0. (1.27)
In addition, assume that k = kn → ∞, k/n→ 0,
√
kR(n/k)→ λ ∈ R and that
√
k
(
γˆ− γ, uk,n
U(n/k)
− 1
)′
D−→ (Γ, Z)′
for n → ∞, where (Γ, Z)′ is jointly normal. Then, for any sequence of probabilities p = pn
satisfying n(1− p)/k→ 0 and log(n(1− p))/√k→ 0 for n→ ∞, we have that
√
k
log {k/(n(1− p))}
(
Fˆ−1(p)
F−1(p)
− 1
)
D−→ Γ, (1.28)
where Fˆ−1(p) is defined in (1.26).
1.2.2 Data application part two
Let us again look at the Lichtenwalde1 series of annual maximal flows Xi, i = 1, . . . , n,
displayed in the top left-hand corner of Figure 1.2. In order to apply the estimation tech-
nique from the previous subsection we need to select first an integer k < n represent-
ing the tail sample size (number of relative excesses). For that purpose we use a visual
method called Hill plot, which displays the graph k 7→ Hk,n, k ∈ {1, . . . , n− 1}. Recom-
mended choices of k are those who lie in an approximately constant (stable) part of the
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Figure 1.5: Hill plots for the series of annual maximal flows from the stations (top) Licht-
enwalde1 and (bottom) Streckewalde.
Hill plot.
Figure 1.5 shows Hill plots for two series of annual maximal flows. The top one corre-
sponds to station Lichtenwalde1. There we can identify a pretty wide stable part in the
graph around k = 40, with corresponding estimate of γ of around 0.4. For illustrative
purpose, we also present the Hill plot of station Streckewalde, where it is hard to identify
any reasonably stable part in the graph of its Hill plot. In such cases, we might use al-
ternatives to the usual Hill plot [Drees et al., 2000], or we might use the following simple
rule based on the GEV distribution. Suppose that annual maxima are (approximately)
GEV distributed. Then, from Remark 3.1 in Gomes and Pestana [2007], we can take
k = b2n2/3c (1.29)
in Hk,n, which is asymptotically MSE-optimal for GEV distributions with shape ξ 6= 1.
Clearly, this GEV-based rule is inconsistent with our intention to present a method that
is free of parametric model assumptions. However, from examinations of Hill plots we
found that rule (1.29) works out well for many of our annual maximal flow series, e.g.,
for Lichtenwalde1 with k = b2 · 1032/3c = 43.
Finally, we estimated the return level curve U(T), T > n/k, for the Lichtenwalde1 series
with k = 43 and Weissman’s extrapolation formula. The result is displayed in Figure 1.6
together with the empirical return levels and the ML estimate based on the GEV assump-
tion (see Section 1.1.2). The curves are reasonably close to each other for return periods
of, say, T < 50. They deviate much outside the range of observations, which is due to the
very different extreme value index estimates ξˆ = 0.23 and γˆ = Hk,n = 0.42 for the GEV
and semi-parametric approach, respectively (recall that ξ = γ).
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Figure 1.6: Return level plot for the Lichtenwalde1 series of annual maximal flows based
on (red) maximum likelihood estimation of GEV parameters and (green) Weissman’s ex-
trapolation formula with k = b2n2/3c.

Chapter 2
Heavy-tail homogeneity
We assume distribution functions F of Pareto-type, where the right tail behavior of F is
characterized by a strictly positive parameter γ, the so-called extreme value index (EVI).
In some applications observations from closely related variables are available, with possi-
bly identical EVI γ. If these variables are observed for the same time period, a procedure
called BEAR estimator has recently been proposed. We modify this approach allowing
for different observation periods and pairwise extreme value dependence of the vari-
ables. In addition, we present a new test for equality of the extreme value index. As
an application, we discuss regional flood frequency analysis, where we want to combine
rather short sequences of univariate observations with very different lengths measured
at many stations for joint inference. We illustrate our findings on peak discharges from
18 river stations located at the Mulde basin in Germany, which is known for its severe
summer floods, and identify relevant heterogeneous tail behavior, which is not detected
by other popular methods.
This chapter is based on the article by Kinsvater et al. [2016].
2.1 Introduction
In environmental sciences we are interested in extreme realizations of a variable Y fol-
lowing some distribution function F(y) = P(Y ≤ y) in order to analyze the frequency of
hazardous events such as floods [Dixon et al., 1998; Hosking and Wallis, 2005] or extreme
precipitations [Cooley et al., 2007]. Measurements are collected at different locations,
with observation lengths for each location being usually rather limited. The analysis is
further complicated by the typical heavy-tailed behavior of these quantities. As an ap-
plication, we will evaluate the flood risk for the Mulde river basin in eastern Germany,
which is known for its severe floods, e.g. in 2002 and 2013.
We concentrate on the challenging and practically relevant case of (right) heavy-tailed
distributions F. As opposed to parametric or Bayesian procedures mentioned above, we
follow a simple and straightforward peaks-over-threshold (POT) approach in a semi-
parametric framework: We start with independent variables Y1, . . . , Yn from F and de-
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note the corresponding ordered values by Y1:n ≤ . . . ≤ Yn:n. Avoiding stringent model
assumptions, we focus on the upper k observations Yn−k+1:n, . . . , Yn:n representing the
right tail of F and assume that these k excesses over the random threshold uk,n = Yn−k:n
divided by uk,n approximately follow a parametric model (we refer to Section 1.2) with
unknown parameter γ > 0 called extreme value index (EVI).
Useful estimation of γ is very challenging in this semi-parametric framework, especially
from small samples n. For estimation, the selection of the tail sample size k is associated
with a bias-variance trade-off problem: Smaller numbers k improve the parametric tail
approximation in the POT step and thus decrease the bias, while larger numbers increase
the effective sample size and thus decrease the variability of estimation. Typically, mean
squared error optimal numbers kopt are rather small relative to n, making statistical infer-
ence on γ valuable only in sufficiently large samples.
In environmental applications, where we observe the same variables at many sites j with
site specific distributions Fj, regional frequency analysis provides methods for pooled
estimation to overcome the problem of having only short sequences for each site avail-
able. So called Index Flood procedures [Hosking and Wallis, 2005, Chapter 1.3] are very
popular in hydrology. They are built on the assumption that the quantile functions are
identical up to a site-specific scaling factor,
H0,IF : F−1j (p) = µj · G−1θ (p) for a given set of sites j ∈ {1, . . . , d}, (2.1)
where {Gθ : θ ∈ Θ} is a predetermined parametric family of distributions and θ, µj =
µ(Fj), j = 1, . . . , d, are unknown parameters for some factor µ (e.g. mean or median)
adjusting for the size of each site. Here theory is developed under weaker assumptions
than stated in (2.1). Essentially, we suppose that a group of similar distributions shares
the same EVI γ, i.e.
H0,evi : γ1 = . . . = γd = γ for some γ > 0, (2.2)
where γj is the EVI of Fj. We call this assumption heavy-tail homogeneity. IfH0,evi holds,
γ characterizes the tail decay for the whole region and we call γ the regional extreme
value index.
Our approach generalizes the BEAR procedure introduced in Dematteo and Cle´menc¸on
[2016] to the practically relevant situation where the marginal data sequences are of very
different lengths. As an application we consider observations from 18 river stations from
the Mulde basin in Saxony, which is a state in Eastern Germany. There the lengths vary
between 42 and 100 years of observations per station. The BEAR procedure is based on
an asymptotically optimal weighting scheme that allows to decrease the variability in
joint estimation. As opposed to these authors we also take the dimension d into account
for the bias-variance trade-off problem and we propose a test for hypothesisH0,evi.
An advantage of POT and related methodology is its semi-parametric character, which
avoids stringent model assumptions. A drawback of the POT approach is the need for
rather long data sequences. The methodology developed in this work remedies this in-
convenience by allowing to combine data from dependent variables with very different,
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possibly short observation lengths, for joint estimation of the EVI γ. Our main results can
be summarized as follows:
• We extend the theoretical results from Dematteo and Cle´menc¸on [2016] to the prac-
tically relevant case of very different lengths of the marginal samples. This allows
us to formulate a joint estimator of γ with an arbitrary weighting of the individual
estimators and an asymptotic test forH0,evi.
• For reasonable settings from hydrology with large dimension d, small to moderate
marginal sample sizes nj, j = 1, . . . , d, and under extreme value dependence, the
estimation procedure proposed here significantly reduces the estimation error. It
turns out to be particularly important to take the dimension d for threshold selec-
tion into account to reduce a typically dominant bias.
• Under assumption H0,IF stated in (2.1), the bias problem is less critical when the
proposed test is applied. The nominal level is preserved well in reasonable settings
from hydrology. Moreover, when variables are spatially dependent, the new test
turns out to be much more powerful for the detection of heterogeneous heavy-tail
behavior than competing methods known from the literature.
• In contrast to other popular methods, our test detects deviations from assumption
H0,evi of d = 18 river stations located at the Mulde river basin in Germany. The
method allows to reduce the detected tail heterogeneity, which is essential for joint
tail estimation.
The rest of this chapter is organized as follows. Section 2.2 presents the main theoretical
result and Section 2.3 discusses difficulties in finite-sample applications, in particular the
bias-variance trade-off problem. A novel semi-parametric test for regional homogeneity
is presented in Section 2.4. Section 2.5 reports a simulation study and in Section 2.6 we
analyze seasonal maxima from a number of river stations located at the Mulde basin
in Germany. We conclude and provide a brief outlook to regional estimation of high
quantiles in Section 2.7. Proofs are deferred to Section 2.8.
2.2 Joint estimation of heavy tails
Our goal is to combine information from d sites for joint tail analysis. Let Y = (Y1, . . . , Yd)
′
be a random vector with continuous margins Fj(y) = P(Yj ≤ y), j = 1, . . . , d. Below, the
variable Yj will represent the measurements at station j. Unlike in most of the literature
on regional flood frequency analysis, we will not ignore the dependence between the
stations. By Theorem 1.1, the joint distribution function F of Y is uniquely determined
by equation (1.1), where C : [0, 1]d → [0, 1] is the corresponding copula, that is, the
distribution function of the probability transform U = (F1(Y1), . . . , Fd(Yd))
′. The main
assumption of this chapter is as follows:
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Assumption 2.1 (Heavy-tail homogeneity)
Each margin Fj, j = 1, . . . , d, is a Pareto-type distribution function with extreme value
index γj > 0. Even more, we have thatH0,evi : γ1 = . . . = γd = γ holds.
This allows us to estimate γ from observations of all d sites:
Let Yi = (Yi,1, . . . , Yi,d)
′ , i = 1, . . . , n, be independent copies of Y with i indicating time.
Estimation of γ based on polar coordinates and on averaging of local estimates has been
proposed in Einmahl et al. [1993] and Dematteo and Cle´menc¸on [2016], respectively.
However, the usual assumption that all d components Yi,j are observed for the same time
units i ∈ {1, . . . , n} is very restrictive in regional frequency analysis. In our hydrologi-
cal applications, where data is collected from many sites, this is rarely the case. A more
realistic situation is that at least the beginning of recordings are different at the stations.
Thus, we assume that we have collected a scheme of observations
Yaj+1,j, Yaj+2,j, . . . , Yn,j, j = 1, . . . , d, (2.3)
where the integers 1 ≤ aj ≤ n denote the observation start and nj = n − aj the total
number of observations at site j. In order to account for possibly very different numbers
nj in the asymptotics, we introduce auxiliary numbers 0 < τj < 1 and set aj = bn(1− τj)c.
τj is interpreted as the relative sample length available at site j. For τ = (τ1, . . . , τd)′
and k = (k1, . . . , kd)′ ∈ Nd with k j < nj we set Hk,τ ,n =
(
H(1)k1,τ1,n, . . . , H
(d)
kd,τd,n
)′
, where
the j-th component H(j)k j,τj,n is Hill’s estimator from (1.22) computed from the k j largest
observations from the j-th marginal sample Ybn(1−τj)c+1,j, . . . , Yn,j.
Assumption 2.2 (Technical assumptions)
The following assumptions, which are also used in Dematteo and Cle´menc¸on [2016], are
needed in the proof of the main result.
(i) For j = 1, . . . , d, k j = k j(n) is an intermediate sequence of integers, i.e. k j → ∞ and
k j/n→ 0 for n→ ∞. In addition, limn→∞ k1k j = cj for some cj ∈ (0,∞).
(ii) We assume that von Mises’ condition holds for all j = 1, . . . , d: The derivatives
f j = F′j exist and satisfy
lim
x→∞
y f j(y)
1− Fj(y) =
1
γj
, j = 1, . . . , d. (2.4)
(iii) For j = 1, . . . , d, Uj(t) = F−1j (1− 1/t) and n→ ∞ we have
√
k j
∫ ∞
1
{
n
k j
F¯j
(
Uj(n/k j) · s
)− s−1/γj} ds
s
→ 0. (2.5)
2.2 Joint estimation of heavy tails 23
(iv) For 1 ≤ ` 6= m ≤ d and n→ ∞ we have
sup
x,y>1
∣∣∣∣ nk1 F¯`,m
(
U`
(
n
k1x
)
, Um
(
n
k1y
))
−Λ`,m(x, y)
∣∣∣∣ = o( 1log k1
)
, (2.6)
where F¯`,m(x, y) = P (Y` > x, Ym > y) and existing limits
Λ`,m(x, y) = lim
t→∞ t ·P (Y` > U`(t/x), Ym > Um(t/y)) , 1 ≤ `, m ≤ d.
Remark 2.3
The assumptions can be viewed as a multivariate extension of those from Theorem 1.12.
(i) Assumption k j = o(n) is necessary for consistency. For a non-degenerate limiting
joint distribution we also need that k1/k j → cj ∈ R+.
(ii) Von Mises’ condition is a strengthening of (1.20) [de Haan and Ferreira, 2006, Th.
1.1.11], which is used to establish asymptotic normality of the Hill estimator [Resnick,
2007, Prop. 9.2]. Assumption (2.5), in turn, guarantees that the weak limit of√
k j(H
(j)
k j,τj,n
− γj) is centered [Resnick, 2007, Prop. 9.3].
(iii) Λl,m is called upper tail dependence copula [Schmidt and Stadtmu¨ller, 2006] of the
joint distribution of (Y`, Ym)′. This concept is used to describe the extremal de-
pendence of a bivariate distribution. A related copula family consists of so called
extreme value copulas (EVC), which arise as the only possible limits of copulas of
componentwise block maxima (we refer to Section 1.1). In this sense, EVC’s them-
selves characterize extremal dependence. In fact, there is a one-to-one relation be-
tween an EVC C`,m and the corresponding upper tail dependence copula Λ`,m of a
bivariate distribution given by
Λ`,m(x, y) = (x + y) ·
[
1− A`,m
(
y
x + y
)]
and A`,m(t) = 1−Λ`,m(1− t, t),
where A`,m is the corresponding Pickands dependence function of C`,m (we refer to
Theorem 1.4).
The convergence speed in (2.6) is rather slow, because we only need convergence
in probability of empirical tail copulas. The same assumption with a faster con-
vergence rate can be used to prove asymptotic normality of empirical tail copulas
[Schmidt and Stadtmu¨ller, 2006].
The following theorem extends the main result in Dematteo and Cle´menc¸on [2016].
Theorem 2.4 (Joint weak convergence)
We set 1 = (1, . . . , 1)′ ∈ Rd. Under assumptions 2.1 and 2.2 we have, for n→ ∞, that√
k1 (Hk,τ ,n − γ1) D−→ N
(
0,γ2 · Σ) (2.7)
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holds, where Σ ∈ Rd×d is defined componentwise by
Σ`,m = c` · cm · (τ` ∧ τm) ·Λ`,m
(
(τ`c`)−1, (τmcm)−1
)
, 1 ≤ `, m ≤ d, (2.8)
and where x ∧ y = min(x, y). On the diagonal, ` = m, the expression is simplified to Σ`,` = c`.
LetW = {w ∈ Rd : ∑di=1 wi = 1} denote a set of d-dimensional weightings. Then, from
continuity, and for arbitrary w ∈Wwe have that√
k1 (γˆk,τ ,n(w)− γ) D−→ N (0,γ2w′Σw) for γˆk,τ ,n(w) = w′ ·Hk,τ ,n. (2.9)
This suggests to use γˆk,τ ,n(wopt) as a joint estimator of γ, where we set
wopt = arg min
w∈W
lim
n→∞Var(w
′ ·Hk,τ ,n) = arg min
w∈W
w′Σw.
In Dematteo and Cle´menc¸on [2016] only non-negative weightswwere considered for the
minimization problem. Here, however, we do not apply this restriction, which allows us
to solve the minimization problem by the Lagrange multiplier technique with solution
wopt =
(
1′Σ−11
)−1
Σ−11, 1 = (1, . . . , 1)′ ∈ Rd, (2.10)
provided Σ is nonsingular.
2.3 Estimation of Σ and selection of k in finite samples
The consistent estimation of the covariance matrix Σ and especially the selection of the
integer vector k is crucial in finite-sample applications. We are particularly interested in
applications under the additional extreme value dependence assumption with only short
data sequences available.
2.3.1 Estimation of Σ under extreme-value dependence
Recall that the covariance matrix Σ is defined through its components by
Σ`,m = c` · cm · (τ` ∧ τm) ·Λ`,m
(
(τ`c`)−1, (τmcm)−1
)
, 1 ≤ `, m ≤ d.
It thus suffices to replace cj, τj and the upper tail dependence copulas Λ`,m by consistent
estimates k1/k j, nj/n and Λˆ`,m, respectively.
Let N = N(`, m), denote the number of independent copies of (X`, Xm)′ that are available
for estimation of Λ`,m. In the situation of (2.3) we have N(`, m) = n` ∧ nm the minimum
of n` and nm. Let u` and um denote two threshold values. The empirical estimator of Λ`,m
studied in Schmidt and Stadtmu¨ller [2006] basically counts the number of pairs (X`, Xm)
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satisfying X` > u` and Xm > um divided by the number K of pairs with X` > u` or
Xm > um. This means that, similar to the univariate POT approach (we refer to Section
1.2.1), only a representative number K = K(`, m) of observations from the joint tail region
(u`,∞)× (um,∞) is taken effectively into account for estimation of Λ`,m.
However, we consider componentwise maxima in our application. It is well known that
extreme value copulas are the only possible limits of copulas of componentwise max-
ima of i.i.d. vectors. Thanks to Theorem 1.4, we may assume that our observations are
extreme value dependent, which, in turn, allows us to set
Λ`,m(x, y) = (x + y) ·
[
1− A`,m
(
y
x + y
)]
, (2.11)
where A`,m is the corresponding Pickands dependence function. Several estimators of
the Pickands function A`,m are known from the literature. In particular, the corrected
CFG-estimator ACFGN,c from Genest and Segers [2009] offers high efficiency.
As opposed to the empirical estimator, an estimator of Λ`,m based on the extreme value
dependence assumption, e.g., by plugging in the CFG-estimator, is able to take all N
available observations into account. This advantage over the empirical estimator turns
out to be crucial for an acceptable type-1 error of the test from Section 2.4 when only
small samples N are available. In what follows, we denote the empirical and CFG-based
estimators of Σ by Σˆemp and Σˆev, respectively.
Proposition 2.5
Suppose that (2.7) holds and let Σˆ satisfy Σˆ P→ Σ for n → ∞. Further, let γˆopt = γˆk,τ ,n(wˆopt)
with γˆk,τ ,n(w) defined in (2.9) and wˆopt =
(
1′Σˆ−11
)−1 Σˆ−11. Then, for n→ ∞, we have that√
k1
(
γˆopt − γ
) D−→ N (0, γ2 · (1′Σ−11)−1) . (2.12)
In order to study the gain in efficiency of the optimal weighting scheme, we also consider
the joint estimator with weights wind = k/(1′k) in the simulations. Note that this corre-
sponds to optimal weighting under the assumption of upper tail independence, that is,
Λ`,m ≡ 0 for ` 6= m.
2.3.2 Selection of k for joint estimation
The choice of the integers k representing the effective tail sample size is associated with
a bias-variance trade-off problem. Several methods were proposed to solve this problem
in the univariate setting [Drees et al., 2000]. It soon becomes apparent that the optimal
numbers k j for marginal estimation do not coincide with those k
(d)
j for joint estimation
from d > 1 sites, even under independence:
Suppose that the observations follow a multivariate extreme value distribution with iden-
tical marginal distributions F1 = . . . = Fd ∼ GEV(µ, σ,γ) and independent components,
that is, with C(u) = u1 · · · ud in (1.1). Let nj denote the number of observations of com-
ponent j = 1, . . . , d. The optimal k j value that minimizes the asymptotic mean squared
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error (MSE) of the marginal Hill estimator from nj independent observations is given by
k(1)j = b2n2/3j c [Gomes and Pestana, 2007, Remark 3.1]. In fact, in this simple case, all ob-
servations are N = ∑dj=1 nj realizations of the same GEV distribution, which implies that
a total number K = b2N2/3c out of N observations should be used and which, in turn,
suggests to choose k(d)j = b2nj/N1/3c < k(1)j for the joint estimation. If n1 = . . . = nd,
we obtain k(d)j = b2n2/3j /d1/3c, which means that optimal numbers k(d)j should decrease
with increasing dimension d. Indeed, from our simulation results presented in Section
2.5.1 we find that the performance of the joint Hill estimator with k(d)j = b2n2/3j /d1/3c is
overall superior to that with marginally optimal values k(1)j = b2n2/3j c.
Let us return to the general case with not necessarily identical margins and dependent
components. For a more rigorous thought, suppose that each margin Fj is a member of
the Hall-Welsh class [Hall and Welsh, 1985; Gomes and Pestana, 2007] such that
F−1j
(
1− 1
t
)
= Mj · tγ
(
1+
γβ jtρj
ρj
+ o(tρj)
)
(2.13)
holds for t → ∞, extreme value index γ > 0, constants Mj > 0 and so-called second
order parameters ρj < 0, β j 6= 0, j = 1, . . . , d. The Hall-Welsh class is a rich subset of
the Pareto-type distributions. This class allows to study the asymptotic normality of the
Hill estimator with not necessarily vanishing bias term. Although not proven here, it is
likely that the asymptotic normality of the joint Hill estimator γˆk,τ ,n(w) stated in (2.9) is
also valid for margins within the Hall-Welsh class, with identical limiting variance but
with an additional deterministic bias term. Thus, following Gomes and Pestana [2007,
Sec. 3.1] for the bias calculation, the mean squared error of γˆk,τ ,n(w) is approximated by
MSE(γˆk,τ ,n(w)) ≈ γ2wTΓ(k)w+ γ2
(
d
∑
j=1
wjβ j
(nj/k j)ρj
1− ρj
)2
(2.14)
for large n with matrix Γ(k) ≈ 1k1Σ defined componentwise by
(Γ(k))`,m =
τ` ∧ τm
k`km
·Λ`,m
(
k`
τ`
,
km
τm
)
, 1 ≤ `, m ≤ d.
From a theoretical point of view the optimal combination of weights w with ∑j wj = 1
and integers k with 1 ≤ k j < nj is achieved by minimizing (2.14) with respect to both w
and k. However, this high dimensional and nonlinear minimization problem is compu-
tationally expensive and associated with the estimation of the second order parameters
β j and ρj. Having our applications from hydrology in mind, we did not further pursue
this problem.
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2.4 Heavy-tail ANOVA
The statistic from the following proposition can be used to investigate the validity of
Assumption 2.1.
Proposition 2.6 (Heavy-tail ANOVA)
Suppose that (2.7) holds for some positive definite covariance matrix Σ. Then, for w ∈ W, a
weakly consistent estimator Σˆ of Σ and n→ ∞, we have that
W˜k,τ ,n(w) =
k1
γˆk,τ ,n(w)2
(Hk,τ ,n − γˆk,τ ,n(w)1)′ Σˆ−1 (Hk,τ ,n − γˆk,τ ,n(w)1)
D−→ λw · Z21 +
d−1
∑
j=2
Z2j ,
where Z1, . . . , Zd−1 are i.i.d. standard normal and λw = 1TΣ−11 ·wTΣw ≥ 1. In addition,
let Wk,τ ,n = W˜k,τ ,n(wˆopt) with wˆopt = (1TΣˆ−11)−1 · Σˆ−11. Then, for n → ∞, we have that
Wk,τ ,n
D−→ χ2d−1. Conversely, if γ` 6= γm for some 1 ≤ ` 6= m ≤ d, we have Wk,τ ,n
P→ ∞.
According to these results, Wk,τ ,n provides an asymptotic significance test ofH0,evi under
assumptions 1.-4., which is consistent against arbitrary fixed alternatives.
Heavy-tail ANOVA test:
Reject H0,evi at a significance level α ∈ (0, 1), if Wk,τ ,n exceeds the (1− α)-quantile of the
χ2 distribution with d− 1 degrees of freedom.
The performance of this test for finite samples can be very poor, even for large n. A reason
for this is the bias of the Hill estimator arising from tail approximation in the POT step.
Very different marginal bias terms can lead to a rejection ofH0,evi, even if the null hypoth-
esis is true. This bias issue almost vanishes under the classical Index Flood assumption
H0,IF stated in (2.1), which implies that all marginal variables are equal in distribution up
to scale and because Hill’s estimator is scale invariant. For instance, suppose that each
margin Fj is a generalized extreme value distribution GEV(µj, σj,γj) with location, scale
and shape µj, σj and γj, respectively. This setting is of practical relevance whenever ob-
servations Xi,j can be considered as block maxima, e.g. in many flood studies and also in
the application presented in Section 2.6. Let δj = µj/σj denote the location-scale ratio of
Fj and assume that γj > 0, j = 1, . . . , d. In this GEV setting, hypothesis H0,IF from (2.1)
can be reformulated to
H0,IF = H0,evi ∩H0,delta, (2.15)
which means thatH0,delta : δ1 = . . . = δd holds in addition toH0,evi from (2.2).
A fundamental question concerning the test is which alternatives can be detected with
satisfactory power. The general idea of the test is to quantify the distance between the
vector of individual estimates and a vector with all components equal to a weighted av-
erage. If the distance is large, we should reject the null hypothesis of equal components.
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Our test considers a Mahalanobis distance, which can be seen as an Euclidean distance
in new coordinates and which is able to account for different uncertainties of deviations
in different directions. In the case of independence, i.e., if we set Σˆ = diag(cˆ1, . . . , cˆd)
the diagonal matrix with entries cˆj = k1/k j, our test can be viewed as a classical analysis
of variance (ANOVA) statistic W = γˆ−2 ∑dj=1 k j(H(j) −w′H)2, with γj interpreted as the
approximate population mean of log-transformed peaks divided by the threshold. Inter-
estingly enough, no uniformly most powerful test exists for the problem of testing the
equality of d > 2 population means, even in the simplest ANOVA setting with indepen-
dent normal observations, all having the same known variance [Lehmann and Romano,
2005, Sec. 7.3]. For instance, the alternative γ1 > γ2 = . . . = γd is detected best by an
one-sided two-sample t-test considering the difference between the first and an average
of the last d− 1 components. However, it is known that the classical ANOVA approach
is optimal in some maximin sense, which basically means that the test is good in detect-
ing departuresH1,evi fromH0,evi that result from a combination of many small deviations
of γj values from the average. Alternatively, one could consider a max-type test statis-
tic Mk,τ ,n (we refer to Appendix A.3) based on the maximum instead of the Euclidean
distance. Such max-type tests usually offer better power against a few large deviations
in some of the components. In practice the latter situation is less likely to occur, since
experienced practitioners should be able to sort out largely deviating variables manually
when the group of d variables is selected in a preliminary step. E.g., hydrologists select
groups of river stations that share similar site characteristics, which naturally results in
rather homogeneous groups of distributions. From this point of view it is more meaning-
ful to apply the Mahalanobis-type test proposed here.
One needs to keep in mind that we de-correlate the data in both these test statistics in
order to get a pivotal limiting distribution. Thus, in general, these two tests are con-
structed to detect many small and a few large deviations, respectively, in terms of linear
transformations of the original components, so that the previous remarks on Wk,τ ,n and
Mk,τ ,n can only be taken as a rough guideline. For a related discussion about maximin
optimality of ANOVA and max-type tests we refer to Arias-Castro et al. [2011].
2.5 Simulation study
Motivated by our illustration presented in Section 2.6, we focus on simulations with mul-
tivariate extreme value distributed sequences. More precisely, we draw independent
vector valued realizations from d dimensional distributions F = C(F1, . . . , Fd) with (uni-
variate) extreme value distributed margins Fj ∼ GEV(µj, σj,γj), positive extreme value
index γj > 0 and extreme value copula C from the family
Cθ,a(u) = Cθ1(u
a) · Cθ2(u1−a), (2.16)
where ua = (ua11 , . . . , u
ad
d ), 1 − a = (1 − a1, . . . , 1 − ad), θ = (θ1, θ2) ∈ [1,∞)2, a =
(a1, . . . , ad) ∈ [0, 1]d and Cθ is the d-dimensional Gumbel(θ) copula. The construction
principle (2.16) is known as Khoudraji’s device [Khoudraji, 1995; Durante and Salvadori,
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2010]. It is used to account for possible asymmetry in the dependence, which is also
present in our illustration but not covered by common one-parameter copula families.
Since all considered methods are scale invariant, we pay particular attention to the per-
formance depending on the choice of δj = µj/σj. Recall that under the classical homo-
geneity assumption stated in (2.1) we have γ1 = . . . = γd = γ and δ1 = . . . = δd = δ.
Most simulations are carried out for dimension d = 5 and the following parameter val-
ues:
• n ∈ {50, 100} (maximal sample length)
• τ ∈ {(1, 1, 1, 1, 1)′, (1, 0.9, 0.8, 0.7, 0.6)′} (relative marginal sample lengths)
• γ ∈ {0.25, 0.5, 0.75} (extreme value index)
• δ ∈ [1, 3] (location-scale ratio)
• θ ∈ {(1, 1)′, (1.5, 2.5)′} (strength of dependence)
• a = (0.9, 0.7, 0.5, 0.3, 0.1)′ (asymmetry of dependence)
These scenarios are supposed to cover many settings from regional flood frequency anal-
ysis. We also studied the performance for d = 10 and d = 15, but many results were
qualitatively similar to those for d = 5 and are thus not reported in full detail. For
d = m · 5, m ∈ N, and τ , a ∈ R5 from above, the relative sample lengths and asymmetry
coefficients were set to τm = (τ ′, τ ′, . . . , τ ′)′ ∈ Rmd and am = (a′, a′, . . . , a′)′ ∈ Rmd, re-
spectively.
However, we found that the new test based on statistic Wk,τ ,n tends to get liberal with in-
creasing dimension d (at constant n). Based on our simulation results, we decided heuris-
tically to multiply the statistic with an asymptotically negligible factor of 1− d/(5N)with
N = min1≤j≤dnj at the cost of a loss of power.
Simulations were carried out in R [R Core Team, 2015]. In particular, we used code pro-
vided by the packages copula [Hofert et al., 2015], fExtremes [Wu¨rtz, 2013], fgof
[Kojadinovic and Yan, 2012a] and homtest [Viglione, 2012] available on CRAN.
2.5.1 Joint estimation of γ
Let X1, . . . , Xn be independent copies with the distribution F given above and γ1 = . . . =
γd = γ. In contrast to many other comparable studies from hydrology, where typically
γ < 0.3 is used, we are also interested in more heavy-tailed scenarios with, say, γ = 0.5
(see also our illustration in Section 2.6). In this case, the L-moment estimator of the shape
γ of the GEV distribution is not advisable [Hosking et al., 1985]. This is also confirmed by
our simulation results and therefore, we decided to use only a maximum likelihood (ML)
based approach γˆML as a benchmark for the performance of several versions of estimator
γˆH = γˆk,τ ,n(w) from (2.9).
Let nj = bnτjc denote the number of observations available for component j. We consider
the following joint estimators of γ:
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Figure 2.1: Each box plot is derived from 1000 independent realizations of a joint Hill
estimator applied on multivariate data with distribution given in the beginning of Sec-
tion 2.5 and n = 100, γ = 0.5, δ = 2, θ = (1.5, 2.5), a = (0.9, 0.7, 0.5, 0.3, 0.1),
τ = (1, 0.9, 0.8, 0.7, 0.6), (left panel) d = 5 and (right panel) d = 15.
• γˆML = ∑dj=1 wjγˆ(j)ML with wj = nj/∑d`=1 n` (ML)
• γˆH(wind) with k j = b2n2/3j c (H)
• γˆH(wˆopt) with Σˆ = Σˆev and k j = b2n2/3j c (Hopt)
• γˆH(wind) with k(d)j = b2n2/3j /d1/3c (H(2))
• γˆH(wˆopt) with Σˆ = Σˆev and k(d)j = b2n2/3j /d1/3c (H(2)opt)
γˆ
(j)
ML denotes the ML estimator of the GEV distribution applied to the j-th marginal se-
ries, j = 1, . . . , d. A simple weighting scheme is applied, which is common practice in
hydrology [Hosking and Wallis, 2005]. Extensions that also take spatial dependence into
account are computationally difficult because of the complicated likelihood equations.
To the best of our knowledge, this problem has not been solved satisfactorily yet.
The performance of four versions of the joint Hill estimator is compared, using simple
or asymptotically optimal weights and k j = k
(1)
j = b2n2/3j c or k j = k(d)j = b2n2/3j /d1/3c.
We also studied estimators (Hopt) and (H
(2)
opt) with Σˆ = Σˆemp (not reported here). These,
however, are not advisable when the sample lengths nj are small and dimension d is large
because of numerical problems.
We begin with a discussion of the main findings deduced from Figure 2.1. Each of the
five boxplots on the left (d = 5) and on the right (d = 15) represents the estimation error
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of the above estimators, derived from 1000 repetitions with n = 100, γ = 0.5, δ = 2,
θ = (1.5, 2.5)′ and τ = (1, 0.9, 0.8, 0.7, 0.6)′. We want to emphasize the following conclu-
sions that were also present for many other settings: First, the bias of the Hill estimator
can be very dominant in the overall estimation error. Second, optimal weighting leads
to a small reduction in variability while the bias remains the same as expected. Third,
taking the dimension d into account in the choice of k is important to decrease a possibly
dominant bias.
Table 2.1 reports root mean squared errors
(
E [γˆ− γ]2
)1/2
of all five estimators estimated
from 1000 independent repetitions for each of many different settings. Generally, the op-
timal weighting provides only little improvement. As opposed to this, the choice of k(d)j
instead of k(1)j has a huge impact on the estimation error. In only a few cases, where the
bias of Hill’s estimator is luckily small (e.g. γ = 0.5 and δ = 3), the error increases when
using k(d)j instead of k
(1)
j because of an increase in variability. In “typical cases”, where
the bias is dominant, the incorporation of the dimension d into the choice of upper order
statistics notably improves the performance of the joint Hill estimator.
The observation that optimal weighting provides only a small decrease in estimation er-
ror is a little disappointing. Loosely speaking, joint estimation of γ benefits only a little
from the asymptotic theory derived in Section 2.2 in case of small to moderately large
samples. This, however, is not true for the test statistic from Proposition (2.6). In fact, the
next subsection demonstrates that the established theory is of key importance in order to
achieve an acceptable type 1 error rate.
2.5.2 Heavy-tail ANOVA as a test against alternatives ofH0,IF
We studied the finite sample performance of the statistic Wk,τ ,n as a test for the null hy-
pothesis H0,IF stated in (2.1). Other established tests for H0,IF, which were already com-
pared by simulations in Viglione et al. [2007], are also included in our experiments. The
simulation setting used here differs from Viglione et al. [2007] mainly in the following
aspects: First, we also take into account possible spatial extreme value dependence. In
Viglione et al. [2007] only spatially independent samples are considered, and, second, the
marginal distributions there are characterized in terms of L-moments. We will continue
to use the (γ, δ) characterization of marginal distributions.
The other competing procedures applied for comparison can be briefly described as fol-
lows:
• The statistic of test HW1 is similar to that of Wk,τ ,n. For HW1, each marginal sample
ratio of L-scale divided by L-location is compared with a regional version computed
from the whole data set. H0,IF is rejected, if the difference between these L-moment
ratios is too large.
• HW2 is similar to HW1, with an additional term incorporating the distance of L-
skewness divided by L-scale. Both, HW1 and HW2, are presented in Hosking and
Wallis [2005, Chapter 4.3].
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Table 2.1: RMSE’s estimated from 1000 independent realizations of five joint Hill estima-
tors applied on extreme valued distributed data with distribution given at the beginning
of the simulations section in the main file and with n = 100, τ = (1, 0.9, 0.8, 0.7, 0.6) and
θ = (1.5, 2.5).
d = 5 d = 15
γ Est. δ = µ/σ
1 1.5 2 2.5 3 1 1.5 2 2.5 3
0.25 (ML) .070 .069 .068 .066 .069 .062 .061 .063 .063 .065
(H) .400 .284 .206 .152 .108 .398 .283 .207 .149 .107
(Hopt) .395 .281 .203 .150 .106 .388 .274 .200 .145 .103
(H(2)) .260 .194 .145 .110 .080 .209 .160 .127 .094 .075
(H(2)opt) .258 .192 .143 .108 .079 .204 .155 .122 .091 .070
0.5 (ML) .080 .079 .079 .078 .078 .077 .074 .077 .075 .072
(H) .303 .183 .099 .059 .065 .301 .178 .103 .057 .060
(Hopt) .297 .179 .097 .058 .065 .289 .170 .095 .053 .060
(H(2)) .183 .128 .087 .074 .083 .155 .110 .099 .085 .091
(H(2)opt) .182 .124 .085 .073 .083 .149 .103 .091 .083 .088
0.75 (ML) .094 .094 .091 .091 .091 .091 .085 .090 .088 .085
(H) .236 .122 .085 .121 .164 .237 .116 .086 .120 .168
(Hopt) .231 .118 .084 .121 .164 .225 .107 .084 .121 .170
(H(2)) .161 .123 .111 .133 .154 .154 .130 .130 .140 .162
(H(2)opt) .157 .121 .109 .132 .154 .143 .123 .126 .137 .161
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Figure 2.2: Rejection rates of H1,evi for tests Wev, HW1, HW2, AD and DK computed
from 4000 samples such that margins j = 1, 2, 4, 5 follow a GEV(µ = 2, σ = 1,γ = 0.5)
and margin j = 3 follows a GEV(µ = 2, σ = 1,γ = γ3). All 5 margins have sample
length n = 50 and the spatial dependence corresponds to (2.16) with θ = (1, 1)′ (left) and
θ = (1.5, 2.5)′ (right).
• The AD test is based on an Anderson-Darling type distance between marginal em-
pirical distributions and a regional version computed from all available observa-
tions. In order to account for possibly different scales under H0,IF, all observations
are first divided by their marginal sample median.
• DK is based on a goodness-of-fit statistic proposed by Durbin and Knott [1972].
Just like for AD, all observations are first divided by their marginal sample median.
The test is based on the fact that if F is the true distribution function of a continuous
random variable X, then F(X) has a uniform distribution on [0, 1].
We studied two versions of test Wk,τ ,n denoted by Wemp and Wev, with empirical estimator
Σˆemp and CFG-based estimator Σˆev, respectively, plugged in into the test statistic. Recall
that the bias part in the bias-variance trade-off problem is less pronounced, provided
H0,IF holds and due to the scale invariance of the Hill estimator. It is thus more impor-
tant to account for the variance part. We decided to choose k j = b2n2/3j c for arbitrary
dimensions d, which was superior to k j = k
(d)
j in our simulation results (not reported
here). However, we needed to account for the dimension d by multiplying the statistic
with an asymptotically negligible factor 1− d/(5 minj nj). This helped us to reduce the
type 1 error at the cost of a slight loss of power. We address the following questions:
(i) How well do the tests keep their nominal level underH0,IF?
(ii) Which test has the largest power against certain alternatives of H0,IF? Specifically,
against alternatives (a) H1,evi ∩ H0,delta or (b) H0,evi ∩ H1,delta such that H0,IF holds
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Table 2.2: Rejection rates of HIF0 in % computed from 4000 samples under HIF0 . The
nominal level is 5%.
τ = (1, 0.9, 0.8, 0.7, 0.6)
θ = (1, 1) θ = (1.5, 2.5)
γ Test δ = µ/σ
1 1.5 2 2.5 3 1 1.5 2 2.5 3
n = 50
0.25 Wev 8.3 4.0 3.8 4.1 4.0 17.3 10.2 7.8 7.8 6.5
Wemp 14.3 9.8 9.2 9.7 9.2 28.5 21.5 20.8 19.6 18.0
HW1 3.6 4.6 5.0 4.9 5.1 0.7 1.0 1.1 1.4 1.0
HW2 4.2 4.6 5.0 4.6 4.6 1.4 1.5 1.7 1.8 1.6
AD 4.7 4.3 4.4 4.6 6.2 2.3 2.7 2.5 2.7 3.5
DK 6.6 3.8 4.1 5.0 6.2 4.0 2.1 2.3 2.5 2.1
0.5 Wev 5.1 3.8 4.8 5.7 6.4 12.2 6.6 6.2 5.2 6.7
Wemp 11.3 10.0 10.4 11.7 12.3 24.9 19.1 17.9 17.9 18.4
HW1 7.6 9.0 9.2 9.5 8.0 1.8 2.0 1.9 1.6 1.6
HW2 6.3 7.6 6.9 7.8 7.4 2.2 1.8 2.0 1.8 2.1
AD 4.3 5.0 6.6 7.3 8.4 2.3 2.2 3.1 3.7 4.0
DK 4.5 4.6 7.6 10.3 13.4 2.5 2.2 3.2 4.5 4.9
0.75 Wev 4.4 5.1 7.0 8.6 11.5 7.0 6.6 5.9 6.5 7.3
Wemp 10.1 11.2 12.9 14.6 17.8 19.7 18.1 17.1 17.8 18.4
HW1 16.6 18.6 17.7 15.9 16.4 4.0 5.4 4.3 4.9 4.0
HW2 10.2 12.5 11.5 10.8 12.5 3.4 3.8 3.0 4.0 4.2
AD 4.9 7.3 10.0 12.2 13.4 2.7 4.0 5.5 5.0 7.0
DK 4.4 9.2 16.4 22.3 28.0 1.9 4.1 7.4 10.5 12.8
n = 100
0.25 Wev 3.6 2.9 2.6 3.2 3.5 9.8 7.3 6.0 4.8 4.7
Wemp 6.8 5.8 6.2 6.3 6.5 17.5 14.1 12.3 10.9 11.6
HW1 3.3 3.8 4.0 3.9 4.0 0.5 0.9 0.5 0.6 0.7
HW2 3.5 3.6 4.3 3.7 4.2 1.2 1.1 1.0 1.0 1.1
AD 5.1 4.5 4.6 5.1 5.2 2.2 2.7 3.0 3.5 3.1
DK 7.0 5.2 4.9 5.4 7.1 4.4 2.9 2.2 2.2 2.9
0.5 Wev 3.3 3.5 4.5 5.6 6.3 6.9 5.2 5.6 4.9 5.2
Wemp 6.6 6.5 8.2 9.4 10.0 12.8 11.2 11.5 10.5 10.3
HW1 6.4 6.0 6.0 6.5 5.4 0.8 1.2 1.1 0.9 0.8
HW2 5.8 5.0 5.4 5.7 4.7 1.1 0.9 1.4 0.9 1.5
AD 4.0 5.3 6.0 7.1 7.6 1.9 2.6 3.4 3.5 3.3
DK 5.2 5.2 8.8 11.7 13.9 2.5 2.6 3.2 5.1 7.2
0.75 Wev 3.3 3.9 7.2 8.0 10.3 5.5 5.0 5.1 6.6 6.3
Wemp 7.0 7.9 11.1 12.0 15.0 11.2 11.2 10.0 12.3 11.2
HW1 9.6 10.7 11.6 10.6 8.8 2.5 2.3 2.3 1.2 1.4
HW2 5.9 6.7 8.0 8.6 7.7 2.3 2.5 2.8 1.7 1.4
AD 4.8 6.0 9.1 9.9 11.8 2.2 3.0 4.7 4.9 4.9
DK 4.5 11.0 19.3 25.9 32.2 2.0 4.5 9.2 12.0 15.7
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for a group of four margins j = 1, 2, 4, 5 and where margin j = 3 differs by either
γ3 6= γ or δ3 6= δ.
All tests were carried out at a nominal level of α = 5% and with data drawn from multi-
variate extreme value distributions presented at the beginning of Section 2.5.
Empirical levels under spatial independence: The left part of Table 2.2 reports rejec-
tion rates in percent of all considered tests estimated from 4000 samples underH0,IF and
θ = (1, 1). The level of Wemp is overall not acceptable, whereas test Wev keeps its level
reasonably well except for some cases with γ = 0.75. With increasing heaviness γ of the
tails, all other tests fail to get close to the nominal level.
Empirical levels under spatial dependence: The right hand side of Table 2.2 reports
rejection rates as before, but with θ set to (1.5, 2.5). In case of a = (0.9, 0.7, 0.5, 0.3, 0.1),
this leads to an average Spearman’s rho for the pairs of about ρ = 0.5. Such a strength
of dependence is not uncommon in hydrological applications. Test Wev keeps its level
reasonably well, except for some settings with γ = 0.25. In contrast, all other methods
are overall far from attaining the nominal level of 5%. We also studied the performance
for τ = (1, 2), which led to an average Spearman’s rho of about ρ = 0.25. The results
were very similar and are therefore not reported here.
Empirical power under H1,evi ∩ H0,delta: Figure 2.2 presents rejection rates of tests Wev,
HW1, HW2, AD and DK under H1,evi ∩ H0,delta versus γ3 estimated from 4000 samples
of length n = 50 with τ = (1, 1, 1, 1, 1) such that all but the third component follow
a GEV with γ = 0.5 and δ = 2 and the third component follows a GEV with γ3 ∈
{0.2, 0.3, . . . , 0.8} and δ = 2. It is remarkable that all tests except Wev have almost no
power under positive dependence (right plot of Fig. 2.2), while the power of test Wev is
even higher than under independence (left plot of Fig. 2.2). The left plot in Figure 2.3,
where we set n = 100, confirms these findings.
Empirical power under H0,evi ∩ H1,delta: The right part of Figure 2.3 presents rejection
rates of tests Wev, HW1, HW2, AD and DK under H0,evi ∩ H1,delta versus δ3 estimated
from 4000 samples of length n = 100 with τ = (1, 1, 1, 1, 1) such that all but the third
component follow a GEV with γ = 0.5 and δ = 2, while the third component follows
a GEV with γ = 0.5 and δ3 ∈ {1.25, 1.5, . . . , 2.75}. Although test Wev is designed to
detect deviations from H0,evi, these results indicate that Wev is rather a test for H0,IF.
Note that tests AD and DK are way more powerful than Wev against alternatives from
H0,evi ∩H1,delta.
Summing up, the proposed test Wev keeps its level well in reasonable settings from hy-
drology. Additionally, the new test is the only one that detects deviations from H0,evi
under spatial dependence. On the other hand, test Wev has little power against H1,delta
compared to AD and DK. When hypothesis H0,IF is rejected by Wev, tests AD and DK
can serve as auxiliary tools to indicate whether the deviation from hypothesis H0,IF is
due toH1,delta or not.
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Figure 2.3: Rejection rates of H1,evi (left) and H1,delta (right) for tests Wev, HW1, HW2, AD
and DK computed from 4000 samples such that margins j = 1, 2, 4, 5 follow a GEV(µ =
2, σ = 1,γ = 0.5). Margin j = 3 follows a GEV(µ = 2, σ = 1,γ = γ3) (left) and
GEV(µ = δ3, σ = 1,γ = 0.5) (right). The spatial dependence corresponds to (2.16) with
a = (1.5, 2.5). All 5 margins have sample length n = 100.
2.6 Application: Summer floods at the Mulde river basin
Many studies in regional flood frequency analysis focus on maximal flows Y (in m3/sec)
observed at several stations of some region of interest. In order to avoid non-stationarity
due to seasonal effects, the block maxima method with block length covering one season
is applied on each marginal series. Thanks to Theorems 1.3 and 1.4, these marginal series
can be modeled by the parametric class of generalized extreme value distributions (GEV)
and the spatial dependence by the nonparametric class of extreme value copulas.
Our region of interest is the Mulde river basin in Saxony, Germany. We have monthly
data from 116 stations located in Saxony, with between 6 and 100 years of observations
per station and an average of about 52 years. Here we focus on the analysis of hydrolog-
ical summer maxima, namely the maximal river flow Y measured between May and Oc-
tober for each station and year available. There are two reasons for restricting to summer
maxima. First, most winter floods are produced from melting snow, whereas summer
floods are due to short but heavy rainfalls. These very different meteorological causal-
ities lead to different river flow distributions. Second, extraordinary high flows, which
are of particular interest for the flood protection, have been observed only during the
summer in that region.
For our data set of 116 stations, the difference between winter and summer peaks is illus-
trated in Figure 2.4. Each point represents a ML fit (γˆML, δˆML) to the generalized extreme
value distribution with δ = µ/σ, where a fit is based on either the series of summer (©)
or winter maxima (4) of the stations. The size of each point is taken proportional to
the corresponding sample length available for estimation. Note that winter and summer
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Figure 2.4: Each point represents a maximum likelihood fit (γˆML, δˆML) of the
GEV(µ, σ,γ) distribution, where δ = µ/σ. We fitted winter (4) and summer maxima
(©) series of 116 stations that are located in Saxony, Germany. The size of each point was
taken proportional to the available sample length at the corresponding station.
maxima are systematically different in distribution and that the range of the summer es-
timates is covered well by our simulation settings from Section 2.5.
We select a group of 18 stations as possibly homogeneous, which are summarized in
Table 2.3 together with some statistics of interest. The selection of this group is based
on a canonical correlation analysis (CCA), which is a popular method in regional flood
frequency analysis [Ouarda et al., 2001]. The goal of CCA is to identify homogeneous
groups, that are stations j ∈ {1, . . . , d} with marginal distributions Fj satisfying (2.1).
This is done by the comparison of a stations basic characteristics (e.g. the hight and size
of the catchment area, mean annual precipitation, slope of main channel, . . .) and its
discharge distribution. A disadvantage of CCA (and other classification techniques) is
that the outcome strongly depends on the choice of variables and many tuning parame-
ters. Different hydrologists will usually derive different groups of homogeneous stations.
Therefore, it is advisable to check first the homogeneity assumption of a selected group.
If not rejected, we can continue with the joint tail estimation.
The last column of Table 2.3 consists of p-values of a goodness-of-fit procedure [Kojadi-
novic and Yan, 2012b], which evaluates the assumption that a marginal distribution is of
GEV type and which is of interest in order to apply a ML based approach for compara-
tive reasons. p-values are computed from 1000 parametric bootstrap replicates. It should
be noted that, however, such a goodness-of-fit test has only little power when the num-
ber of observations is small (n ≤ 100). Recall also that the GEV is an asymptotic model
for block maxima distributions with blocks over identically distributed observations and
block size tending to infinity. The assumption that summer maxima are built from, say,
6 i.i.d. monthly observations is little realistic. Altogether it is not clear whether a GEV
model assumption is the right choice for the problem considered here.
38 Chapter 2. Heavy-tail homogeneity
Table 2.3: A group of 18 stations was selected based on a canonical correlation analy-
sis (not reported here). The statistics were computed from the corresponding summer
maxima series. The last column summarizes p-values to evaluate hypothesis H0,j : Fj is
GEV-distributed.
# station obs. years τj kj Hk j ,nj γˆj,ML δˆj,ML GoF p-value
1) 560051 1961-2009 .49 26 .75 .71 1.76 .526
2) 562115 1910-2009 1 43 .54 .42 1.75 .946
3) 563790 1928-2009 .82 37 .63 .48 1.54 .732
4) 564410 1910-2009 1 43 .47 .21 1.80 .185
5) 566010 1936-2009 .74 35 .71 .57 1.39 .261
6) 566040 1926-2009 .84 38 .71 .56 1.43 .435
7) 566100 1961-2009 .49 26 .77 .75 1.64 .469
8) 567400 1960-2009 .50 27 .47 .46 2.03 .168
9) 567451 1910-2009 1 43 .65 .50 1.44 .518
10) 567470 1933-2009 .77 36 .63 .40 1.43 .624
11) 567700 1961-2009 .49 26 .42 .36 1.85 .005
12) 567850 1921-2009 .89 39 .50 .38 1.62 .275
13) 568140 1921-2009 .89 39 .58 .47 1.63 .608
14) 568160 1929-2009 .81 37 .72 .45 1.52 .089
15) 568350 1929-2009 .81 37 .59 .36 1.56 .883
16) 576410 1961-2009 .49 26 .65 .48 1.55 .064
17) 576421 1966-2009 .44 24 .66 .37 1.65 .338
18) 577100 1968-2009 .42 12 .42 .33 1.45 .385
mean .62 .46 1.61
Recall from the simulation results in Section 2.5.2 that k j = k
(1)
j = b2n2/3j c is appropri-
ate for test Wev, although this choice is not optimal for the joint estimation. We applied
test Wev on the selected group. The resulting p-value of p = 0.02 indicates that there
is strong evidence against the homogeneity assumption (2.1). In order to reduce the de-
tected heterogeneity, we examined a scatter plot of the 18 pairs (γˆML, δˆML) from Table 2.3.
The points corresponding to the station numbers 1, 4, 7 and 8 are quite isolated from the
others. Moreover, taking into account the multiple testing, there is some weak evidence
that the GEV assumption for station # 11 is violated. Overall we excluded stations 1, 4,
7, 8 and 11 and applied test Wev again. The resulting p-value is p = 0.22, making the
assumption of homogeneity more plausible than for the larger group considered before.
Interestingly enough, none of the competing tests HW1, HW2, AD and DK (see Section
2.5.2) rejects the homogeneity hypothesis for the larger group. A reason for this is the
large spatial dependence, with an average pairwise Spearman’s rho value of about 0.66.
Recall that in such a case the competing methods are not able to detect deviations from
H0,evi (right plot in Figure 2.2). The fact that tests AD and DK remain quite powerful
against H1,delta even for dependent data (right plot of Figure 2.3) suggests that the het-
erogeneity detected by Wev is indeed due to a violation of assumptionH0,evi.
The last part of this section deals with the estimation of γ under the assumption that
γj = γ holds for all 13 stations j within the smaller group. A recommended rule for the
selection of marginally optimal k j values is based on the examination of plotting methods
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[Drees et al., 2000], for instance, the popular Hill plot (k, Hk,n)1≤k<n. An integer 1 ≤ k < n
is chosen such that the plot is approximately constant (stable) in a neighborhood of k. On
the other hand, under the assumption that each margin is GEV distributed, we are able
to calculate the asymptotically optimal rate of k j = b2n2/3j c. Interestingly, for our appli-
cation, both methods yield very similar results, except for station # 18. For that we found
that k18 = 12 is within a stable region in contrast to b2n2/318 c = 24.
Recall from the discussion in Section 2.3.2 and the simulation results in Section 2.5.1 that
the marginally optimal k j values are not optimal for joint estimation. For the joint esti-
mation we apply the simple rule k(d)j = b2n2/3j /d1/3c, j 6= 18, and k(13)18 = bk18/d1/3c = 5
with d = 13. Together with the asymptotically optimal weights wˆopt estimated under the
extreme value dependence assumption we obtain an estimate of γˆ = 0.43 with estimated
95% confidence interval [0.27, 0.59] derived from the asymptotic normality in (2.9).
Interestingly enough, the same procedure with marginally optimal integers k j = k
(1)
j =
b2n2/3j c (under the GEV assumption) leads to a much heavier index of γˆ = 0.59 with
confidence interval [0.45, 0.73]. The ML based joint estimator γˆML = ∑j∈G wjγˆML,j with
weights wj = nj/∑k∈G nk proportional to the marginal sample lengths gives us γˆML =
0.45, which supports the first estimate rather than the second one, provided the GEV
assumption is reasonably met for this data set.
2.7 Conclusion and outlook on regional estimation of quantiles
The problem of estimating the risk of extreme realizations of heavy-tailed distributions is
closely related to the extreme value index estimation problem. Lekina et al. [2014] argue
that parametric models are not always appropriate for the estimation of high quantiles
in flood frequency analysis. On the other hand, the estimation of nonparametric models
is associated with increased uncertainty. Typically, such models are useful only in ap-
plications with many data points available. In regional flood frequency analysis, where
we observe the same variable at many stations, pooling methods are used to overcome
the problem of having only short marginal sequences available. We propose a simple
and straightforward peaks-over-threshold approach that allows us to analyze the joint
behavior of heavy tails without restricting on parametric models. Even more, our test is
able to detect tail heterogeneity, which is hardly detected by competing procedures that
are common in the hydrological literature.
Typically, practitioners are not interested in γ, but in the estimation of high quantiles
F−1j (p). In the semi-parametric framework considered here, this is done by plugging in
the joint estimator γˆk,τ ,n(w) into the extrapolation formula of Weissman [1978]. Weiss-
man’s formula is interpreted as extrapolation from moderate to high quantiles, with
moderate quantiles estimated by simple order statistics and γ controlling the width of
extrapolation. Asymptotic properties of this high quantile estimator are closely related
to those of γˆk,τ ,n(w). Specifically, asymptotic normality of the high quantile estimator
can be deduced from Theorem 1.14.
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Proposition 2.7 (Regional estimation of high quantiles)
Suppose that assumptions 2.1 and 2.2 hold and let j ∈ {1, . . . , d} be fixed. Furthermore, suppose
that there exists a real ρ < 0 and a function R satisfying limt→∞ R(t) = 0 such that (1.27)
holds for U = Uj with Uj(t) = F−1j (1− 1/t) and that
√
k1R(n/k1) → λ ∈ R. Then, for any
sequence of probabilities p = pn satisfying n(1− p)/k1 → 0 and log(n(1− p))/
√
k1 → 0 for
n→ ∞, we have that
√
k1
log{k1/(n(1− p))}
(
Fˆ−1j (p)
F−1j (p)
− 1
)
D−→ N
(
0,
γ2
cj
w′Σw
)
, (2.17)
where we set
Fˆ−1j (p) = uj ·
(
k j
nj(1− p)
)γˆk,τ ,n(w)
(2.18)
and where uj = uj(k j, nj) denotes the (nj − k j)-th largest observation from Yaj+1,j, . . . , Yn,j.
Suppose that we have collected annual maximal flows from d dependent sites and that
we are interested in the estimation of, say, the 99% quantile of the distribution Fj of the
j-th site. Suppose further that the heavy-tail homogeneity assumption H0,evi : γ1 = . . . =
γd = γ is met for some unknown γ > 0. Since we are dealing with componentwise max-
ima, it might be reasonable to assume that the observations stem from a d-variate extreme
value distribution with margins Fj ∼ GEV(µj, σjξ j). These satisfy ξ1 = . . . = ξd = γ be-
cause of H0,evi and because the shape of a GEV distribution coincides with its extreme
value index. We thus may estimate the shape ξ1 of F1 by averaging over all d maximum
likelihood estimates γˆj of ξ j. Location µ1 and scale σ1 are estimated as usual only from
the local observations. Quantile estimation based on this parametric approach will be
referred to as GEV-ML procedure.
Recall from the last part of Section 1.1.2 that there is evidence for the GEV being not an
appropriate model for annual maximal flows. In such a case, we may prefer the regional
Weissman estimator (2.18) built under less restrictive assumptions. As a first illustration,
simulation results for the estimation of F−11 (0.99) in two different scenarios are presented
in Figure 2.5. The dashed lines correspond to the true quantiles. On the left-hand side, all
the marginal observations were drawn from a GEV distribution, while for the right-hand
side a product of two GEV distribution functions was used: Think of annual maximal
flows Y = max{W, S} being the maximum over winter and summer maximal flows W
and S, respectively. Suppose that W, S are independent and that they follow different
GEV distribution functions FW and FS. Then the distribution of Y is FY = FW · FS, which is
not necessarily of GEV-type. Each of the box plots is computed from N = 10000 samples
of length n = 100, dimension d ∈ {1, 2, 5, 10} on the x-axis and with inter-site depen-
dence generated by a symmetric Gumbel-Hougaard copula with parameter ϑ = 2. For
the Weissman estimator we have used k j = b2n2/3/d1/3c in order to be able to decrease
the bias with increasing dimension d (see Section 2.5.1). We conclude:
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Figure 2.5: Each box plot is computed from 10000 samples of length n = 100 and dimen-
sion d ∈ {1, 2, 5, 10} drawn from a d-variate distribution with Gumbel-Hougaard copula
with parameter ϑ = 2. The marginal observations follow (left) a GEV distribution func-
tion and (right) a product of two different GEV distributions. The GEV parameters are
selected on the basis of real data from flood frequency analysis.
First note that the GEV-ML approach benefits only very little from the increasing dimen-
sion d. A reason for this might be the relatively high inter-site dependence. However, it
seems that for the Weissman estimator there is a lot more space for improvement with
increasing dimension d making this approach particularly useful in regional estimation.
An advantage of the Weissman estimator over parametric GEV approaches is shown on
the right-hand side of Figure 2.5. There the GEV assumption is misspecified, which re-
sults in a systematic error for the ML approach. This, of course, is not an issue for the
Weissman estimator.
2.8 Proofs
2.8.1 Proof of Theorem 2.4
For sake of readability, the proof of Theorem 2.4 is given for dimension d = 2. The
proof in case of same sample lengths, i.e. τ1 = τ2 = 1, can be found in Dematteo and
Cle´menc¸on [2016].
Notation: Let 0 < τ1, τ2 < 1 be fixed. For ease of presentation, we assume the same begin-
ning and different end points, that is, we observe X1, . . . , Xbnτ1c ∼ FX and Y1, . . . , Ybnτ2c ∼
FY from a sequence (Xi, Yi)i≥1 of identically C(F, G) distributed random vectors. In what
follows we will write nτ instead of bnτc, e.g., Xnτ−i:nτ = Xbnτc−i:bnτc and ∑nτi=1 = ∑bnτci=1 .
The relation fn ∼ gn, gn 6= 0, means that fn/gn → 1 for n→ ∞.
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Let a(t) = F−1(1 − 1/t) and b(t) = G−1(1 − 1/t), t > 1, denote the marginal return
levels. Recall that the empirical counterparts of a
(
nτ1
k1
)
and b
(
nτ2
k2
)
are given by
aˆ
(
nτ1
k1
)
= Xnτ1−k1:nτ1 and bˆ
(
nτ2
k2
)
= Ynτ2−k2 :nτ2 .
The Hill estimator of the first component can be rewritten in the form
H(1)k1,τ1,n =
1
k1
k1
∑
i=1
log
Xnτ1−i+1:nτ1
Xnτ1−k1 :nτ1
=
∫ ∞
1
1
k1
nτ1
∑
i=1
1
(
Xi > aˆ
(
nτ1
k1
)
· x
)
dx
x
(2.19)
and similarly, H(2)k2,τ2,n for the second component.
The first part of the proof considers the arithmetic mean inside the integral in (2.19).
Forget first that aˆ, bˆ instead of a, b are involved in the Hill estimators. We set
ZXi (x) = 1
(
Xi > a
(
nτ1
k1
)
· x
)
− F¯
(
a
(
nτ1
k1
)
· x
)
and similarly, we define ZYi (y) for the second component. The centered version of the
building block involved in (2.19) with aˆ, bˆ replaced by a, b is given by(
1√
k1
nτ1
∑
i=1
ZXi (x),
1√
k2
nτ2
∑
j=1
ZYj (y)
)′
=
(
SXn (x, τ1), S
Y
n (y, τ2)
)′
= Sn(x, y).
The first goal of our proof is to show weak convergence of Sn towards a Gaussian process
in the function space D2 = D(R+)× D(R+). The weak convergence of Sn together with
the continuous mapping
(ϕ, ψ) 7→
(∫ ∞
1
ϕ(x)
dx
x
,
∫ ∞
1
ψ(y)
dy
y
)
, D2 → R2, (2.20)
helps us to study the joint convergence of the Hill estimators.
The weak convergence of Sn follows from that of the usual tail empirical process, e.g., in
the proof of Dematteo and Cle´menc¸on [2016] and a Cramer-Wold device for D2 [David-
son, 1994, Th. 29.16]: Let λ = (λ1,λ2)′ ∈ R2 and, without loss of generality, let τ1 ≤ τ2.
Then we have that
λ′ · Sn(x, y) = 1√
k1
nτ1
∑
i=1
[
λ1ZXi (x) + λ2
√
k2
k1
ZYi (y)
]
(2.21)
+
1√
k2
nτ2
∑
j=nτ1+1
λ2ZYj (y).
Weak convergence of each of the summands on the right-hand side of (2.21) follows from
the proof in Dematteo and Cle´menc¸on [2016]. Because these two summands are inde-
pendent, we also have weak convergence of λ′Sn for each λ ∈ R2 and thus, by applying
the Cramer-Wold device for D2, we obtain weak convergence of Sn in D2.
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Now let Sˆn denote process Sn with a, b replaced by aˆ, bˆ. From de Haan and Ferreira [2006,
Th. 2.4.8] and with n→ ∞, we also have that
 aˆ
(
nτ1
k1
)
a
(
nτ1
k1
) , bˆ
(
nτ2
k2
)
b
(
nτ2
k2
)
 P→ (1, 1). (2.22)
Applying the continuous mapping (S(x, y), p, q) 7→ (S(px, qy)), D2 ×R2 → D2, on Sˆn
and the left-hand side of (2.22) gives us Sn. Afterwards, applying the mapping (2.20) on
Sn and letting n→ ∞ results in
√
k1
(
H(1)k1,τ1,n −
∫ ∞
aˆ
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
, H(2)k2,n,τ2 −
∫ ∞
bˆ
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
)
=
√
k1
(∫ ∞
1
1
k1
nτ1
∑
i=1
ZXi (x)
dx
x
,
∫ ∞
1
1
k2
nτ2
∑
i=1
ZYi (y)
dy
y
)
D−→ N (0,Σ∗) (2.23)
for some covariance matrix Σ∗ ∈ R2×2. The limit is normally distributed, because the
limit of Sn is a Gaussian process. For the calculation of Σ∗, recall that ci = limn→∞ k1ki and
note that the asymptotic distribution of each of the components on the left-hand side of
(2.23) does not depend on τ1 and τ2. Thus, the diagonal elements of Σ∗ are the same as
for τ1 = τ2 = 1 and given by Σ∗i,i = 2ciγ
2 [Dematteo and Cle´menc¸on, 2016].
The calculation of Σ∗1,2 requires some more effort. For this, recall that return level func-
tions a, b of Pareto-type distributions F are regularly varying with index γ, which, for
n→ ∞, means that
a
(
nτ1
k1
)
· a
(
n
k1
)−1
−→ τγ1 = τγ1 and b
(
nτ2
k2
)
· b
(
n
k1
)−1
−→ (c2τ2)γ
(recall that c1 = 1). For n→ ∞ and from Assumption 2.2, we obtain
n
k1
P
(
X1 > a
(
nτ1
k1
)
x, Y1 > b
(
nτ2
k2
)
y
)
=
n
k1
P
X1 > a( nk1
) a ( nτ1k1 )
a
(
n
k1
) x, Y1 > b( nk1
) b ( nτ2k2 )
b
(
n
k1
) y
 −→ Λ( x−1/γ
τ1
,
y−1/γ
c2τ2
)
uniformly in x, y, where Λ is the corresponding upper tail dependence copula. Since, in
addition,
n
k1
P
(
X1 > a
(
nτ1
k1
)
x
)
·P
(
Y1 > b
(
nτ2
k2
)
y
)
→ 0,
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we conclude that
k1 ·E
[∫ ∞
1
1
k1
nτ1
∑
i=1
ZXi (x)
dx
x
·
∫ ∞
1
1
k2
nτ2
∑
i=1
ZYi (y)
dy
y
]
∼
∫ ∞
1
∫ ∞
1
n(τ1 ∧ τ2)
k2
P
(
X1 > â
(
nτ1
k1
)
x, Y1 > b̂
(
nτ2
k2
)
y
)
dxdy
xy
→c2(τ1 ∧ τ2)
∫ ∞
1
∫ ∞
1
Λ
(
x−1/γ
τ1
,
y−1/γ
c2τ2
)
dxdy
xy
= Σ∗1,2. (2.24)
To sum up: The previous part of the proof shows joint asymptotic normality of the Hill
estimators H(1)k1,τ1,n and H
(2)
k2,τ2,n
centered by the random values∫ ∞
aˆ
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
and
∫ ∞
bˆ
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
, (2.25)
respectively, and with limiting covariance matrix Σ∗. In the remaining part of the proof
we will replace both terms in (2.25) by γ. Proceeding in the same lines as in the proof of
Dematteo and Cle´menc¸on [2016], the final step that has to be done is the derivation of the
limiting covariance matrix in (2.7).
First, note that
∫ ∞
1 s
−1/γ ds
s = γ, which, together with (2.5), implies that
γ = lim
n→∞
∫ ∞
a
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
= lim
n→∞
∫ ∞
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
.
We can thus write
lim
n→∞E
[
k1
(
H(1)k1,τ1,n − γ
) (
H(2)k2,τ2,n − γ
)]
= c2(τ1 ∧ τ2)
∫ ∞
1
∫ ∞
1
Λ
(
x−1/γ
τ1
,
y−1/γ
c2τ2
)
dxdy
xy
(2.26)
− lim
n→∞E
[
k1
∫ aˆ( nτ1k1 )
a
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
]
(2.27)
− lim
n→∞E
[
k1
(
H(1)k1,τ1,n − γ
) ∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
]
(2.28)
− lim
n→∞E
[
k1
(
H(2)k2,n,τ2 − γ
) ∫ aˆ( nτ1k1 )
a
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
]
(2.29)
provided all the limits exist and where we used (2.24). It remains to show that
(2.26)− (2.27)− (2.28)− (2.29) = c2(τ1 ∧ τ2)γ2 ·Λ
(
τ−11 , (τ2c2)
−1
)
. (2.30)
First, we will use Lemmas 7.5 and 7.6 from Dematteo and Cle´menc¸on [2016] to prove
modified versions of Lemmas 7.7, 7.8 and 7.9 from the previous reference. These results
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allow us to calculate analytical expressions of (2.27), (2.28) and (2.29), which, in turn, is
used to show (2.30) in the final step. It should be noted that the tail measure ν used in
Dematteo and Cle´menc¸on [2016] satisfies ν(x, y) = Λ(x−1/γ, y−1/γ).
For ease of notation, let pi,nτ = nτ−i+1nτ , Ui = F(Xi) and Vi = G(Yi). The densities of F
and G will be denoted by f and g, respectively.
Lemma 2.8 (First auxiliary result)
For intermediate sequences k1, k2, i.e. k j → ∞ and k j/n→ 0, we have
E
[
log Xnτ1−i+1:nτ1
∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
F¯Y(y)
dy
y
]
= Mn,τ1,τ2(i, k2) + Rn,τ1,τ2,1(i, k2) + Rn,τ1,τ2,2(i, k2)
with Mn,τ1,τ2(i, k2), Rn,τ1,τ2,1(i, k2) and Rn,τ1,τ2,2(i, k2) given in the proof and
Rn,τ1,τ2,1(k1, k2) = O
(
n−3/2(log log n)−1/2(log n)−1
a(nτ1/k1)b(nτ2/k2)
)
, (2.31)
Rn,τ1,τ2,2(k1, k2) = O
(
n−3/4(log log n)−1/4(log n)−1/2
b(nτ2/k2)
)
. (2.32)
Proof. With Dematteo and Cle´menc¸on [2016, Lem. 7.5] we obtain
E
[
log Xnτ1−i+1:nτ1
∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
]
= E
(log a (nτ1
i
)
+
pi,nτ1 − 1nτ1 ∑
nτ1
j=1 1{Uj≤pi,nτ1}
a
( nτ1
i
)
f
(
a
( nτ1
i
)) ) ·
 pk,nτ2 − 1nτ2 ∑nτ2j=1 1{Vj≤pk,nτ2}
b
(
nτ2
k2
)
g
(
b
(
nτ2
k2
))

+ E
[
O
(
Tnτ1(pi,nτ1)
a
( nτ1
i
) ∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
)]
+E
log Xnτ1−i+1:nτ1 Tnτ2(pk2,nτ2)
b
(
nτ2
k2
)

= Mn,τ1,τ2(i, k2) + Rn,τ1,τ2,1(i, k2) + Rn,τ1,τ2,2(i, k2),
where, since P(Vj ≤ p)− p = 0 for p ∈ (0, 1), the first summand is equal to
Mn,τ1,τ2(i, k2) = E
[ 1
nτ1 ∑
nτ1
j=1(1{Uj≤pi,nτ1} − pi,nτ1)
1
nτ2 ∑
nτ2
j=1(1{Vj≤pk2,nτ2} − pk2,nτ2)
a(nτ1/i) · f (a(nτ1/i)) · b(nτ2/k2) · g(b(nτ2/k2))
]
.
(2.31) and (2.32) follow directly from Dematteo and Cle´menc¸on [2016, Lem. 7.7]. 2
Lemma 2.9 (Second auxiliary result)
For i = 1, . . . , k we have that
Mn,τ1,τ2(i, k2) ∼ (τ1 ∧ τ2)γ2
n
ik2
P
(
X1 > a
(nτ1
i
)
, Y1 > b
(
nτ2
k2
))
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and in particular
Mn,τ1,τ2(k1, k2) ∼ (τ1 ∧ τ2)γ2
1
k2
·Λ
(
τ−11 , (c2τ2)
−1
)
.
Proof. Note that F¯(a(nτ1/i)) = 1 − pi,nτ1 ∼ inτ1 and thus, by applying the von Mises
condition (2.4), we have
a
(nτ1
i
)
· f
(
a
(nτ1
i
))
∼ γ−1 i
nτ1
and b
(
nτ2
k2
)
· g
(
b
(
nτ2
k2
))
∼ γ−1 k2
nτ2
.
This leads to
Mn,τ1,τ2(i, k2) =E
 1nτ1 ∑nτ1j=1(1{Uj≤pi,nτ1} − pi,nτ1) 1nτ2 ∑nτ2j=1(1{Vj≤pk2,nτ2} − pk2,nτ2)
a
( nτ1
i
)
f (a
( nτ1
i
)
)b
(
nτ2
k2
)
g(b
(
nτ2
k2
)
)

=
τ1 ∧ τ2
τ1τ2
P
(
X1 > a
( nτ1
i
)
, Y1 > b
(
nτ2
k2
))
− (1− pi,nτ1)(1− pk2,nτ2)
n · a ( nτ1i ) f (a ( nτ1i )) b ( nτ2k2 ) g (b ( nτ2k2 )) .
∼(τ1 ∧ τ2)γ2 nik2P
(
X1 > a
(nτ1
i
)
, Y1 > b
(
nτ2
k2
))
.
Consequently,
Mn,τ1,τ2(k1, k2) ∼(τ1 ∧ τ2)γ2
1
k2
n
k1
P
(
X1 > a
(
nτ1
k1
)
, Y1 > b
(
nτ2
k2
))
∼(τ1 ∧ τ2)γ2 1k2 ·Λ
(
τ−11 , (c2τ2)
−1
)
.
2
Lemma 2.10 (Third auxiliary result)
We have that
lim
n→∞
k1
∑
i=1
n
ik2
P
(
X1 > a
(nτ1
i
)
, Y1 > b
(
nτ2
k2
))
= c2
1
γ
∫ ∞
1
Λ
(
x−1/γ
τ1
,
1
c2τ2
)
dx
x
(2.33)
The proof follows from exactly the same lines as in Dematteo and Cle´menc¸on [2016, Lem.
7.9] and is thus omitted.
Now, using the auxiliary Lemmas 2.8, 2.9 and 2.10, we are able to calculate (2.27), (2.28)
and (2.29):
Lemma 2.11 (Calculation of (2.27))
We have that
(2.27) = c2(τ1 ∧ τ2)γ2 ·Λ
(
τ−11 , (c2τ2)
−1
)
. (2.34)
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Proof. We use Dematteo and Cle´menc¸on [2016, Lem. 7.5] and Lemma 2.9 to get
E
[
k1
∫ aˆ( nτ1k1 )
a
(
nτ1
k1
) nτ1
k1
F¯(x)
dx
x
∫ bˆ( nτ2k2 )
b
(
nτ2
k2
) nτ2
k2
G¯(y)
dy
y
]
=k1E
 pk1,nτ1 − Fnτ1
(
a
(
nτ1
k1
))
a
(
nτ1
k1
)
· f
(
a
(
nτ1
k1
)) + Tnτ1(pk1,nτ1)
a
(
nτ1
k1
)
 ×
 pk2,nτ2 − Gnτ2
(
b
(
nτ2
k2
))
b
(
nτ2
k2
)
· g
(
b
(
nτ2
k2
)) + Tnτ2(pk2,nτ2)
b
(
nτ2
k2
)

=k1E
 1nτ1τ2 ∑n(τ1∧τ2)i=1
[
P
(
Xi > a
(
nτ1
k1
)
, Yi > b
(
nτ2
k2
))
− (1− pk1,nτ1)(1− pk2,nτ2)
]
a
(
nτ1
k1
)
· f
(
a
(
nτ1
k1
))
· b
(
nτ2
k2
)
· g
(
b
(
nτ2
k2
))
+ o(1)
=
k1
k2
k2 ·Mn,τ1,τ2(k1, k2) + o(1) Lem 2.9−→ c2(τ1 ∧ τ2)γ2 ·Λ
(
τ−11 , (c2τ2)
−1
)
.
2
Lemma 2.12 (Calculation of (2.28) and (2.29))
We have that
(2.28) = c2(τ1 ∧ τ2)
[
γ
∫ ∞
1
Λ
(
x−1/γ
τ1
,
1
c2τ2
)
dx
x
− γ2Λ
(
τ−11 , (c2τ2)
−1
)]
and
(2.29) = c2(τ1 ∧ τ2)
[
γ
∫ ∞
1
Λ
(
1
τ1
,
y−1/γ
c2τ2
)
dy
y
− γ2Λ
(
τ−11 , (c2τ2)
−1
)]
.
Proof. With the same arguments as in Dematteo and Cle´menc¸on [2016, Lem. 7.4] we
arrive at
(2.28) = lim
n→∞
k1
∑
i=1
(Mn,τ1,τ2(i, k2)−Mn,τ1,τ2(k1, k2))
Lem 2.9
= (τ1 ∧ τ2)γ2 limn→∞
k1
∑
i=1
n
ik2
P
(
X1 > a
(nτ1
i
)
, Y1 > b
(
nτ2
k2
))
− lim
n→∞ k ·Mn,τ1,τ2(k1, k2)
Lem 2.10
= c2(τ1 ∧ τ2)
[
γ
∫ ∞
1
Λ
(
x−1/γ
τ1
,
1
c2τ2
)
dx
x
− γ2Λ
(
τ−11 , (c2τ2)
−1
)]
.
2
Finally, we apply Lemmas 2.11 and 2.12 to calculate (2.30):
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Lemma 2.13 (Calculation of (2.30))
We have that∫ ∞
1
∫ ∞
1
Λ
(
x−1/γ
τ1
,
y−1/γ
c2τ2
)
dxdy
xy
= γ
∫ ∞
1
Λ
(
x−1/γ
τ1
,
1
c2τ2
)
dx
x
+ γ
∫ ∞
1
Λ
(
1
τ1
,
y−1/γ
c2τ2
)
dy
y
and in particular, (2.30) follows.
Proof. With γ =
∫ ∞
1 s
−1/γ ds
s and Λ(tx, ty) = tΛ(x, y) for all t, x, y > 0 [Schmidt and
Stadtmu¨ller, 2006] we obtain
γ
∫ ∞
1
Λ
(
x−1/γ
τ1
,
1
c2τ2
)
dx
x
=
∫ ∞
1
∫ ∞
1
y−1/γΛ
(
x−1/γ
τ1
,
1
c2τ2
)
dxdy
xy
=
∫ ∞
1
∫ ∞
1
Λ
(
(xy)−1/γ
τ1
,
y−1/γ
c2τ2
)
dxdy
xy
=
∫ ∞
1
∫ ∞
y
Λ
(
x−1/γ
τ1
,
y−1/γ
c2τ2
)
dxdy
xy
and similarly,
γ
∫ ∞
1
Λ
(
1
τ1
,
y−1/γ
c2τ2
)
dy
y
=
∫ ∞
1
∫ ∞
x
Λ
(
x−1/γ
τ1
,
y−1/γ
c2τ2
)
dydx
yx
.
Finally, note that [1,∞)2 = {(x, y) : y ≥ 1, x ≥ y}∪˙{(x, y) : x ≥ 1, y ≥ x}. This
completes the proof of Theorem 2.4. 2
2.8.2 Proof of Propositions 2.5, 2.6 and 2.7
Proof of Proposition 2.5. Note that√
k1
(
γˆopt − γ
)
= wˆ′opt
√
k1 (Hk,τ ,n − γ1) .
The assertion thus follows from Theorem 2.4, wˆopt
P→ wopt, Slutsky’s lemma and from
continuity of linear maps. 2
Proof of Proposition 2.6. We denote the centered Hill vector by Hck,τ ,n = Hk,τ ,n − γ1.
Then, for arbitrary weights w ∈W, we have that
Hk,τ ,n − γ̂k,τ ,n(w) · 1 = Aw ·Hck,τ ,n,
where we set Aw = Id − 1 ·w′ ∈ Rd×d with identity matrix Id ∈ Rd×d.
Let Z denote a random vector with distribution N (0, Id). By assumption we have that√
k1 (Hk,τ ,n − γ1) D−→ γΣ1/2Z
and, as a byproduct, also that γ̂k,τ ,n(w)
P→ γ. From Slutsky’s lemma and the continuous
mapping theorem, we obtain
W˜k,τ ,n(w) =
k1
γ̂k,τ ,n(w)2
(AwHck,τ ,n)
′Σ̂−1AwHck,τ ,n
D−→ Z′
(
AwΣ1/2
)′
Σ−1AwΣ1/2Z.
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Note that the matrix Bw =
(
AwΣ1/2
)′ Σ−1AwΣ1/2 is symmetric. The spectral theorem
from linear algebra guarantees the existence of a matrix Ow with O′w ·Ow = Ow ·O′w = Id
and a diagonal matrix Dw containing all eigenvalues of Bw on the diagonal, such that
Bw = OwDwO′w holds. Note also that O · Z D= Z for any orthogonal matrix O ∈ Rd×d.
Summing up, we obtain
W˜k,τ ,n(w)
D−→ Z′DwZ.
We continue with the calculation of the d diagonal elements in Dw, i.e., the eigenvalues
of Bw and their algebraic multiplicity:
• It immediately follows that Σ−1/21 is an eigenvector of Bw with eigenvalue 0.
• Let Vw = span(Σ−1/21,Σ1/2w) and V⊥w denote the orthogonal complement of Vw
with respect to the scalar product. Then, for any x ∈ V⊥w , we have that Bwx = x.
dim
(
V⊥w
) ∈ {d − 2, d − 1} implies that 1 is an eigenvalue of Bw with algebraic
multiplicity of d− 2 or d− 1.
• If dim (V⊥) = d− 1, we are done. Otherwise, let Ew = (Σ−1/21,Σ1/2w) ∈ Rd×2,
Fw =
( −w′Σw 1
1 0
)
∈ R2×2
and note that Id− Bw = EwFwE′w. From linear algebra we know that every non-zero
eigenvalue of EwFwE′w is necessarily also an eigenvalue of the matrix
FwE′wEw =
(
1−w′Σw1′Σ−11 0
1′Σ−11 1
)
.
From the last expression we conclude that 1− λw = 1−w′Σw1′Σ−11 is an eigen-
value of Id − Bw, which implies that λw is an eigenvalue of Bw.
Next note that w′optΣwopt1′Σ−11 = 1 for wopt = (1′Σ−11)−1 · Σ−11. Finally, from wˆopt P→
wopt and the continuous mapping theorem, we have that Wk,τ ,n
D→ χ2d−1.
For the remaining part of the proof, let F1, . . . , Fd be all of Pareto-type with extreme value
indices γ1, . . . ,γd, but with γi 6= γj for some 1 ≤ i, j ≤ d. From Theorem 1.12 we have
that Hk,τ ,n − γ̂k,τ ,n(w)1 P→ b ∈ Rd, b 6= 0. From the positive definiteness of Σ and the
consistency of Σˆ we thus have Wk,τ ,n/k1
P→ const. > 0, which implies that Wk,τ ,n P→ ∞.
This completes the proof of Proposition 2.6. 2
Proof of Proposition 2.7. We only need to verify joint weak convergence of
√
k1
(
γˆk,τ ,n − γ,
uj(k j, nj)
F−1j (nj/k j)
)
(2.35)
towards a bivariate normal distribution. Then all the assumptions of Theorem 1.14 are
valid and the assertion follows.
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Recall from the proof of Theorem 2.4 that weak convergence of the first component in
(2.35) is based on that of a stochastic process Sn, also called tail empirical process. Simi-
larly, weak convergence of the second component in (2.35) can by shown by a more gen-
eral result on tail empirical quantile processes [de Haan and Ferreira, 2006, Def. 2.4.3 and
Th. 2.4.8]. Thanks to Vervaat’s lemma [Vervaat, 1971], these two tail processes are closely
related, which means that both components can be viewed as continuous mappings of
one process up to some negligible summand and joint weak convergence follows. For
details on tail empirical processes we refer to de Haan and Ferreira [2006, Sec. 5.1].
Chapter 3
Detecting change-points in the
dependence of extremes
The aim of this chapter is to test whether the dependence between maximal values has
changed during the observation period. The procedure is also extended to allow for the
detection of changes in the dependence under known abrupt changes in the marginal
distributions. We conclude the chapter with illustrations from flood frequency analysis
considering bivariate time series of river flows, where the behavior of margins possibly
has changed due to the construction of a dam during the observation period and where
still it is of interest to test whether the dependence has changed.
This chapter is based on the article by Bu¨cher et al. [2015] (accepted for publication in
Extremes). The work started with my interest in the madogram estimator (1.15) and re-
lated change-point tests. When noticing that this problem is connected with the theory
developed in Bu¨cher and Kojadinovic [2016], I started collaborating with the authors of
that paper.
My main responsibility lied in the computational and applied part of this work. The theo-
retical results, many related to those in Bu¨cher and Kojadinovic [2016], have been mostly
carried out by Axel Bu¨cher and Ivan Kojadinovic, with their original argumentation sum-
marized in the appendix of Bu¨cher et al. [2015]. Here, however, I have modified some of
the details of the proofs and rearranged the statements in a slightly different order.
3.1 Introduction
The study of maximal values is of importance in many environmental applications. Promi-
nent examples are the analysis of floods [Hosking and Wallis, 2005], heavy rainfalls [Coo-
ley et al., 2007] and extreme temperatures [Katz and Brown, 1992]. Many of these prob-
lems are intrinsically multivariate; for instance, the severity of a flood depends not only
on its peak flow, which is considered in many univariate flood studies, but also on its
volume and its duration [Yue et al., 1999]. Catastrophic floods typically occur when more
than one of these variables is taking a high value and therefore, the analysis of the joint
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behavior is of key importance. In a river system, where flood data are collected from
a number of stations, inference at a specific location can be improved by incorporating
observations from neighboring stations [Hosking and Wallis, 2005]. Similarly, extreme
temperatures are commonly studied at several stations simultaneously.
In such applications, it is common practice to assume that the time series of block max-
ima is temporarily independent, extreme value distributed and stationary. It is the aim of
this paper to develop tests for change-point detection within the distribution of the block
maxima. More precisely, assuming that we observe a sample of independent multivariate
observations Y1, . . . , Yn, where each Yi follows a multivariate extreme value distribution
whose distribution function is denoted H(i), we develop a test for the hypothesis
H0 : H(1) = . . . = H(n) (3.1)
against alternatives involving abrupt changes in the extreme value distribution. Since
the univariate version of this problem has been treated, for instance, in Jarusˇkova´ and
Rencova´ [2008] using results from Chapter 1 of Cso¨rgo˝ and Horva´th [1997], we will be
particularly interested in the multivariate setting throughout this paper.
Outside of the extreme value framework, there is a huge amount of literature on detecting
deviations fromH0. We refer to Aue and Horva´th [2013] for a recent review. It is useful to
note that, by Theorem 1.1, we can rewriteH0 asH0,m ∩H0,c, where intersection ∩means
that both hypotheses are met and where
H0,m : H(1), . . . , H(n) have same margins, (3.2)
H0,c : H(1), . . . , H(n) have the same copula (i.e., dependence). (3.3)
Roughly speaking, common tests for H0 can be divided into two groups: tests that are
powerful against deviations from H0,m but which are rather insensitive to deviations
from H0,c, and vice versa, see Bu¨cher et al. [2014] for a discussion. In the present set-
ting of observing data from a multivariate extreme value distribution, the tests consid-
ered for instance in Jarusˇkova´ and Rencova´ [2008] can be used to detect deviations from
H0,m, whence it will be our main concern to design a test that is particularly sensitive to
deviations from H0,c when the copulas C(i) are known to be of extreme value type. De-
noting the corresponding Pickands dependence function by A(i) (see Theorem 1.4), we
can rewriteH0,c equivalently as
H0,A : A(1) = . . . = A(n). (3.4)
The test statistic in the subsequent sections will be particularly designed for detecting
deviations fromH0,A.
Note that none of the existing tests for changes in the copula [see, e.g., Quessy et al., 2013;
Bu¨cher et al., 2014; Dehling et al., 2014; Kojadinovic et al., 2015, among others] incorpo-
rates the information that C is of the extreme-value type, whence an improvement in the
power properties seems possible. In fact, our simulation study reported in Section 3.3
suggests that our proposed testing procedure is indeed superior to existing methods.
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The test tailored to deal with extreme-value dependence that we propose is however
affected by the same limitations as most of the aforementioned more general testing pro-
cedures: it can be used to rejectH0,c only ifH0,m holds. In some situations, although there
are reasons to consider that H0,m is not true, it is still of interest to assess whether H0,c
holds or not. For instance, in the hydrological applications to be presented in Section 3.4,
the construction of dams during the observation period suggests that there might be po-
tential breaks in the marginal distributions of extreme peak flows or volumes, while it
is still of interest to assess whether the dependence between the variables of interest has
changed or not. A second contribution of this work is thus to propose an extension of the
studied testing procedure similar to that considered in Quessy et al. [2013] that can be
used to detect deviations fromH0,c under certain types of simple departures fromH0,m.
The remainder of this chapter is organized as follows: Section 3.2 introduces the test
statistic, its extension and summarizes the main theoretical results. A comparative sim-
ulation study is presented in Section 3.3 and an application to hydrological time series is
given in Section 3.4. Proofs are deferred to Section 3.5.
3.2 A new change-point test under extreme value dependence
For the remainder of this chapter we will restrict ourselves to the case of two-dimensional
time series. All the results below can be extended to arbitrary dimensions d ≥ 2, which
is briefly summarized in Appendix A.5.
Suppose that (Xi, Yi)′, i = 1, . . . , n, is a sequence of independent random vectors with
unknown distribution functions
P (Xi ≤ x, Yi ≤ y) = H(i)(x, y) = C(i)
(
F(i)(x), G(i)(y)
)
, (x, y)′ ∈ R2,
copulas C(i) and continuous margins F(i), G(i). We assume that each C(i) is an extreme
value copula with Pickands dependence function A(i) : [0, 1] → [1/2, 1] and we aim at
developing tests forH0 in (3.1) that are particularly powerful against alternatives
H1,A : A(1) = . . . = A(m) 6= A(m+1) = . . . = A(n) for some unkown m. (3.5)
3.2.1 Test statistic for d = 2 under stationarity of the margins
Our test statistic is based on sequential estimation of the Pickands dependence function:
Starting from an adaption of pseudo observations,
Uˆk:`,i =
1
`− k + 2
`
∑
j=k
1
(
Xj ≤ Xi
)
and Vˆk:`,i =
1
`− k + 2
`
∑
j=k
1
(
Yj ≤ Yi
)
, (3.6)
computed from arbitrary subsamples (Xi, Yi)′, 1 ≤ k ≤ i ≤ ` ≤ n, we define
Sˆk:`(t) =
1
`− k + 1
`
∑
i=k
max
(
Uˆ1/(1−t)k:l,i , Vˆ
1/t
k:l,i
)
, t ∈ [0, 1], (3.7)
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where we set Sˆk:` ≡ 0 if k > `. In analogy to (1.15), we define
Aˆk:`(t) =
Sˆk:`(t)
1− Sˆk:`(t)
, t ∈ [0, 1]. (3.8)
Under H0, we may expect that some distance between Aˆ1:k and Aˆk+1:n should be small,
relative to sampling variability and for any k = 1, . . . , n − 1. The opposite should be
expected, if alternative H1,A in (3.5) is met. Since we do not know the potential change-
point m in (3.5), it is natural to study the behavior of the stochastic process
Dn(s, t) =
bnsc(n− bnsc)
n3/2
{
Aˆ1:bnsc(t)− Aˆbnsc+1:n(t)
}
, (s, t) ∈ [0, 1]2. (3.9)
The standardization in (3.9) is not unusual in such CUSUM-type (CUMulative SUMs)
change-point tests. It is used to prevent processes like Dn from exploding for s at the
boundaries of [0, 1]. The following proposition establishes weak convergence of process
Dn underH0 in (3.1).
Proposition 3.1
Suppose that H0 holds and that A is continuously differentiable on (0, 1). Then, in the normed
space (`∞([0, 1]2), ‖ · ‖∞) and for n→ ∞, we have thatDn D→ DC, where
DC(s, t) = {1+ A(t)}2
∫ 1
0
sCC(s, 1, y1−t, yt)− (1− s)CC(0, s, y1−t, yt) dy. (3.10)
CC denotes a centered Gaussian process defined in Theorem A.8 and where d = 2.
Most test statistics in the change-point literature are based on a uniform (Kolmogorov–
Smirnov) or L2 metric (Cramer-von Mises, Anderson-Darling) of Dn. Throughout this
paper, we focus on the hybrid version
Sn,A = max
1≤k<n
∫
[0,1]
{Dn(k/n, t)}2 dµ(t), (3.11)
where µ denotes some finite measure on [0, 1]. In the simulation experiments of Sec-
tion 3.3 we use µ = T−1 ∑t∈Γ δt for some finite grid Γ = {t1, . . . , tT} ⊂ [0, 1], where δt is
the Dirac mass at t. A corresponding two-sample version of the test statistic for detecting
change-points at some pre-specified point 1 ≤ k? < n is defined by
Sn,A(k?) =
∫
[0,1]
{Dn(k?/n, t)}2 dµ(t). (3.12)
Note that, for the purpose of testing H0 in (3.1) and because the map s 7→ s/(1− s) is
one-to-one, we may replace Aˆk:` by Sˆk:` in (3.9). However, additional simulations (not
reported here) revealed that the version based on Aˆk:` leads to tests with a better finite-
sample behavior.
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The limit process DC in (3.10) depends in an intractable way on the unknown copula C,
and, as a consequence, so will do the limit distributions of the test statistics Sn,A in (3.11)
and Sn,A(k?) in (3.12). The following multiplier bootstrap technique allows us to con-
struct suitable approximations of p-values:
Let B be some large integer. Theorem A.9 is used to approximate process CC appear-
ing in (3.10) by multiplier bootstrap versions Cˇ(b)n , b = 1, . . . , B. We thus may hope that
replacing CC and A(t) in (3.10) by Cˇ
(b)
n and a consistent estimator of A(t), respectively,
gives us bootstrap approximations of DC. More precisely, a tedious but straightforward
calculation suggests to define
Dˇ
(b)
n (s, t) = {1+ Aˆ1:n(t)}2 ·
[
bnsc
n3/2
n
∑
i=bnsc+1
ξ
(b)
i wˆbnsc+1:n,i(t)−
n− bnsc
n3/2
bnsc
∑
i=1
ξ
(b)
i wˆ1:bnsc,i(t)
]
for (s, t) ∈ [0, 1]2, where, for any 1 ≤ k ≤ ` ≤ n,
wˆk:`,i(t) = m¯k:`(t)− mˆk:`,i(t) + {uˆk:`,i(t)− u¯k:`(t)} aˆk:`(t)
bˆk:`(t)
+ {vˆk:`,i(t)− v¯k:`(t)} cˆk:`(t)
dˆk:`(t)
,
with m¯k:`, u¯k:` and v¯k:` denoting the arithmetic means (over i = k, . . . , `) of
mˆk:`,i(t) = max(Uˆ
1/(1−t)
k:`,i , Vˆ
1/t
k:`,i), uˆk:`,i(t) = Uˆ
bˆk:`(t)/(1−t)
k:`,i , vˆk:`,i(t) = Vˆ
dˆk:`(t)/t
k:`,i ,
respectively, and with
aˆk:`(t) = Aˆk:`(t)− tAˆ′k:`,n(t), bˆk:`(t) = Aˆk:`(t) + t,
cˆk:`(t) = Aˆk:`(t) + (1− t)Aˆ′k:`,n(t), dˆk:`(t) = Aˆk:`(t) + 1− t,
where, for some positive sequence hn ↓ 0 such that infn≥1 hn
√
n > 0,
Aˆ′k:`,n(t) = min[max{A′k:`,n(t),−1}, 1], t ∈ [0, 1], (3.13)
with
A′k:`,n(t) =
1
2hn
{
Aˆk:`(t + hn)− Aˆk:`(t− hn)
}
, (3.14)
for t ∈ (hn, 1− hn), while A′k:`,n(t) = A′k:`,n(hn) for t ≤ hn and A′k:`,n(t) = A′k:`,n(1− hn)
for t ≥ 1− hn.
The following proposition establishes the asymptotic validity of the above resampling
scheme underH0 in (3.1).
Proposition 3.2
Under the conditions of Proposition 3.1 and for n→ ∞,(
Dn, Dˇ
(1)
n , . . . , Dˇ
(B)
n
)
D−→
(
DC,D
(1)
C , . . . ,D
(B)
C
)
in (`∞([0, 1]2), ‖ · ‖∞)B+1, whereD(1)C , . . . ,D(B)C denote independent copies ofDC.
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We define multiplier bootstrap versions Sˇ(b)n,A of the test statistic in (3.11) by
Sˇ(b)n,A = max1≤k<n
∫
[0,1]
{
D
(b)
n (k/n, t)
}2
dµ(t).
The previous proposition in combination with the continuous mapping theorem allows
us to estimate p-values by
pˆn,B =
1
B
B
∑
b=1
1
(
S(b)n,A > Sn,A
)
. (3.15)
A test rejecting H0 if pˆn,B < α for some α ∈ (0, 1) asymptotically keeps its nominal level
of α for n→ ∞ followed by B→ ∞ (see Appendix F in Bu¨cher and Kojadinovic [2016]).
3.2.2 Test statistic for d = 2 under known marginal change-points
The test developed in the previous section can be used to rejectH0,c in (3.4) only if we are
sure that H0,m in (3.2) holds. Otherwise, it can be considered only as a test for the more
general hypothesisH0 in (3.1).
In Section 3.4 we will present applications, where it is plausible to believe thatH0,m does
not hold and where it is still of interest to test whether H0,c holds or not. Even more, in
our applications it is reasonable to assume that the potential change-point in the margins
is known, which allows us to consider the following simple alternatives ofH0,m:
For some known θ ∈ (0, 1), we define
Hθ1,m :

F(1) = · · · = F(bnθc) 6= F(bnθc+1) = · · · = F(n)
or
G(1) = · · · = G(bnθc) 6= G(bnθc+1) = · · · = G(n),
(3.16)
which means that one or even both margins change abruptly at the same known point
of time bnθc. In the applications of Section 3.4, bnθc corresponds to the time point right
before the construction of a dam.
The aim of this section is to provide a modified version Sθn,A of the test statistic Sn,A
from the previous section and to study its distribution under Hθ1,m ∩ H0,c. In the end,
the only thing we need to adapt is the calculation of sequential pseudo observations: For
1 ≤ k ≤ i ≤ ` ≤ n we set
Uˆθ,k:`,i =

Uˆk:`,i if bnθc /∈ {k, . . . `},
Uˆk:bnθc,i if bnθc ∈ {k, . . . , `} and i ≤ bnθc,
Uˆbnθc+1:`,i if bnθc ∈ {k, . . . , `} and i > bnθc,
(3.17)
and similarly for Vˆθ,k:`,i. In words, we need to compute pseudo observations from sta-
tionary sub-subsamples. For instance, if we use these modified pseudo observations in
the definition of the estimator for S, denoting with Sˆθk:`, we obtain the representation
Sˆθk:`(t) =
{ bnθc−k+1
`−k+1 Sˆk:bnθc(t) +
`−bnθc
`−k+1 Sˆbnθc+1:`(t), if k < bnθc < `,
Sˆk:`(t), otherwise,
(3.18)
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which seems to be a natural choice under Hθ1,m ∩H0,c. To complete the story, the mado-
gram estimator Aˆθk:`, the statistics D
θ
n, Sθn,A, S
θ
n,A(k
∗) and their multiplier bootstrap repli-
cates are defined in analogy to those from the previous section, provided the initial
pseudo observations (Uˆk:`,i, Vˆk:`,i)′ are replaced by (Uˆθ,k:`,i, Vˆθ,k:`,i)′ wherever possible.
Thus, from a practical perspective, once the above adapted pseudo observations are com-
puted, the computer code for the simpler setting considered in the previous section can
be fully reused.
The following proposition establishes the joint limit distribution ofDθn and its multiplier
bootstrap replicates underH0,c ∩Hθ1,m.
Proposition 3.3
Assume that either H0 or H0,c ∩Hθ1,m holds and that A is continuously differentiable on (0, 1).
Then, in (`∞([0, 1]2), ‖ · ‖∞)B+1 and for n→ ∞, we have that(
Dθn, Dˇ
θ,(1)
n , . . . , Dˇ
θ,(B)
n
)
D−→
(
DC,D
(1)
C , . . . ,D
(B)
C
)
,
whereDC is defined in (3.10) andD
(1)
C , . . . ,D
(B)
C denote independent copies ofDC.
As previously, the null hypothesis is rejected at the significance level α if pˆθn,B < α, with
pˆθn,B defined in analogy to (3.15).
3.3 Simulation study
Simulations were carried out in order to evaluate the finite-sample performance of the
tests studied in Sections 3.2.1 and 3.2.2. For the sake of simplicity, we only focused on
the test based on statistic Sn,A in (3.11) and its adaption Sθn,A to Hθ1,m from Section 3.2.2.
Results of the corresponding two-sample tests Sn,A(k∗) and Sθn,A(k
∗) are strongly related.
The finite-sample performance of the tests based on Sn,A and Sθn,A was compared with
that of three other tests forH0 in (3.1) designed to be particularly sensitive toH0,c in (3.3):
• Sn,C: A test based on the empirical copula [Bu¨cher et al., 2014, statistic Sˇn]
• Sn,ρ: A test based on Spearman’s rho [Kojadinovic et al., 2015, statistic S˜n,1]
• Sn,τ: A test based on Kendall’s tau [Dehling et al., 2014]
These procedures however do not assume the underlying dependence structures to be of
the extreme-value type. The former is sensitive to all kind of changes in the underlying
copula, while the latter two are only sensitive to changes in Spearman’s rho and Kendall’s
tau, respectively.
Attention: All the tests mentioned above are procedures for testingH0 (resp. Hθ1,m ∩H0,c)
designed to be particularly sensitive to departures fromH0,c. They should not be used to
rejectH0,c unless we are sure thatH0,m (resp. Hθ1,m) holds.
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The rejection rates of the tests were estimated from samples drawn from bivariate distri-
butions whose copulas are of the form
Ca,ϑ(u, v) = ua1 va2 Cϑ(u1−a1 , v1−a2), (u, v) ∈ [0, 1]2, (3.19)
where Cϑ is a symmetric extreme-value copula with parameter ϑ ∈ R and a = (a1, a2) ∈
[0, 1]2 is a parameter controlling the amount of asymmetry of Ca,ϑ. The above copula
construction principle is frequently referred to as Khoudraji’s device [Khoudraji, 1995]. As
long as Cϑ is an extreme-value copula, so is its potentially asymmetric version Ca,ϑ. Given
that there is hardly any practical difference among the existing bivariate symmetric para-
metric families of extreme-value copulas [see Genest et al., 2011, for more evidence], Cϑ
in (3.19) was taken to be the Gumbel–Hougaard copula with parameter ϑ ∈ [1,∞). As
an illustrative example, the copula depicted in Figure 1.1 of the first chapter is exactly of
this form.
All the tests considered in our numerical experiments were carried out at the 5% signif-
icance level using B = 1000 multiplier bootstrap replicates. The values 50, 100, 200 and
400 were considered for the sample size n. The measure µ involved in the definition of
Sn,A and Sθn,A was taken equal to 9
−1 ∑9i=1 δi/10; finer grids did not appear to lead to better
behaved tests. The bandwidth hn in (3.14) was set to 10−2/
√
n; additional simulations
not reported for the sake of brevity indicated that different choices, in particular smaller
values, did not lead to any improvements. With the illustrations of Section 3.4 in mind,
the values 0.25 and 0.5 were considered for θ. For the study of empirical power and for
fixed s ∈ (0, 1), we define the alternatives
Hs1,c : C1 = . . . = Cbnsc 6= Cbnsc+1 = . . . = Cn. (3.20)
The computations were carried out using the R statistical system [R Core Team, 2015],
and the R packages copula [Hofert et al., 2015] and npcp [Kojadinovic, 2015].
Empirical levels of the tests based on Sn,A, Sn,C, Sn,τ and Sn,ρ Columns 5-8 of Table 3.1
report the rejection rates of the four tests estimated from 4000 random samples generated
under H0 from c.d.f. Ca,ϑ in (3.19) for various values of a and ϑ. Note that, since ranks
are invariant with respect to strictly monotone increasing transformations, the choice of
the marginal distributions is irrelevant for the results. Standard uniform ones, which
means that we are drawing realizations directly from Ca,ϑ, are just the most convenient
for simulation. The empirical levels of the tests based on Sn,A, Sn,C and Sn,ρ are overall
reasonably close to the 5% nominal level in all settings for which Kendall’s tau of Ca,ϑ
given in the fourth column is strictly smaller than 0.6. For tau ≥ 0.6, the three tests
are overall slightly conservative. On the contrary, the test based on Sn,τ can be way too
liberal, especially for n ≤ 100.
Empirical power of the tests based on Sn,A, Sn,C, Sn,ρ and Sn,τ under changes in the cop-
ula only The right plot of Figure 3.1 displays the rejection rates of the first three tests
estimated from 2000 samples of size n = 100 generated under H0,m ∩Hs1,c, where we set
s = 0.5 such that, for each sample, the first (resp. last) 50 observations were drawn from
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n a ϑ τ Sn,A Sn,C Sn,ρ Sn,τ S0.25n,A S
0.5
n,A
50 (0, 0) 1 0 4.9 6.3 5.6 6.1 7.6 4.2
1.25 .2 6.7 6.2 5.8 7.0 7.9 7.0
1.67 .4 5.8 4.4 3.9 7.8 6.6 6.1
2.5 .6 4.0 3.7 2.4 11.7 5.6 4.7
5 .8 3.6 2.4 0.9 20.9 8.2 2.7
(0, .3) 4 .56 4.5 4.7 3.1 7.8 5.2 5.5
100 (0, 0) 1 0 5.5 5.1 5.8 4.9 7.7 5.4
1.25 .2 6.3 5.4 6.2 5.2 7.4 6.9
1.67 .4 6.2 4.3 4.4 5.4 6.2 6.6
2.5 .6 5.4 3.0 2.9 7.1 6.0 5.5
5 .8 2.0 2.2 1.0 15.4 4.0 2.6
(0, .3) 4 .56 4.5 4.2 3.8 5.4 4.5 5.0
200 (0, 0) 1 0 5.0 4.3 4.8 4.3 6.2 5.6
1.25 .2 6.0 4.8 5.8 5.0 6.4 6.4
1.67 .4 5.9 4.0 4.9 4.8 6.4 6.2
2.5 .6 3.6 2.8 3.1 5.3 4.4 4.4
5 .8 2.6 1.3 2.0 7.4 3.4 3.4
(0, .3) 4 .56 4.8 4.0 4.3 5.1 5.2 5.2
400 (0, 0) 1 0 5.5 5.1 5.5 5.0 6.0 5.8
1.25 .2 5.2 4.7 5.1 5.0 5.5 5.4
1.67 .4 4.9 4.4 5.0 4.6 5.1 5.2
2.5 .6 5.3 3.9 4.6 5.5 5.5 5.5
5 .8 3.8 1.9 2.7 5.8 4.3 4.2
(0, .3) 4 .56 4.8 4.0 4.4 4.6 4.8 4.8
Table 3.1: Rejection rates of H0 in % estimated from 4000 random samples generated
under H0 from c.d.f. Ca,ϑ in (3.19). The column τ gives the value of Kendall’s tau of the
copula Ca,ϑ.
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Figure 3.1: (Left) Pickands dependence function of the Gumbel–Hougaard copula with
parameter 2 + dϑ. (Right) Rejection rates of the tests based on Sn,A (©), Sn,C (4) and
Sn,ρ (2) versus dϑ estimated from 2000 bivariate samples of size n = 100 such that, for
each sample, the first (resp. last) 50 observations were drawn from a Gumbel–Hougaard
copula with parameter 2 (resp. 2+ dϑ).
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Figure 3.2: (Left) Pickands dependence function associated with the copula Ca,ϑ in (3.19)
with a = (max(0.4 − da, 0), max(da − 0.4, 0)), for da ∈ {0, 0.4, 0.8}, and ϑ set to keep
Kendall’s tau of Ca,ϑ equal to 0.5. (Right) Rejection rates of the tests based on Sn,A (©),
Sn,C (4), Sn,ρ (2) and Sn,τ (3) versus da estimated from 2000 bivariate samples of size
n = 200 such that, for each sample, the first (resp. last) 100 observations were drawn the
above mentioned copula with da = 0 (resp. da ∈ {0, 0.1, . . . , 0.8}).
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(3.19) with (a, ϑ) = (0, 0, 2) (resp. (0, 0, 2 + dϑ)). We did not include the results for the
test based on Sn,τ because it does not hold its level for the sample size under consider-
ation. As expected, the test based on Sn,A is more powerful than its two competitors in
this simple setting.
To investigate the influence of asymmetry on the power of the four tests, as a second
experiment, we considered again the copula Ca,ϑ in (3.19), but this time with parameter
a defined as (max(0.4− da, 0), max(da− 0.4, 0)), for da ∈ {0, 0.1, . . . , 0.8}, and with pa-
rameter ϑ = ϑ(a) set to keep Kendall’s tau of Ca,ϑ equal to 0.5 for all considered values of
a. The corresponding graphs of the Pickands dependence functions for da ∈ {0, 0.4, 0.8}
are depicted in the left-hand side of Figure 3.2. The right plot displays the rejection rates
of the tests based on Sn,A, Sn,C, Sn,ρ and Sn,τ versus da estimated from 2000 samples of
size n = 200 under H0,m ∩Hs1,c, where we set s = 0.5 such that, for each sample, the first
(resp. last) 100 observations were drawn from the above mentioned copula with da = 0
(resp. da ∈ {0, 0.1, . . . , 0.8}). Although the rejection rates are overall relatively low, the
test based on Sn,A is by far the best. The fact that the tests based on Sn,τ and Sn,ρ have
very little (if any) power against such alternatives is due to the fact that Kendall’s τ (resp.
Spearman’s ρ) remains constant (resp. almost constant) in this experiment.
Empirical power of the tests based on Sn,A, Sn,C, Sn,ρ and Sn,τ under an abrupt change in
one margin only: Table 3.2 reports rejection rates of H0 estimated from 2000 bivariate
samples of size n generated under Hθ1,m ∩H0,c, where H0,c and Hθ1,m are defined in (3.3)
and (3.16), respectively, such that, for each sample, the first bnθc (resp. last n − bnθc)
observations were drawn from a c.d.f. whose copula is the Gumbel–Hougaard, whose
first margin is GEV with parameters µ = 20, σ = 10 and γ = 0.25 (resp. µ = 20 + dµ,
σ = 10 and γ = 0.25), and whose second margin is uniform (the results are unaffected by
the choice of the second margin since the test is rank-based).
All tests have little power against such alternatives when the shift dµ in the location
parameter of the first margin is relatively small (dµ = 5). This is a desirable property since
the tests were designed to be sensitive to departures from H0,c. Higher rejection rates
were obtained for dµ = 15 and when the dependence is moderate or high, in particular if
the (scaled) change-point in the first margin is non-central (θ = 0.25). The latter results
illustrate the fact that the procedures based on Sn,A, Sn,C, Sn,ρ and Sn,τ are tests forH0 and
that one should not use them to reject H0,c unless H0,m holds. Additional changes in the
dispersion or scale parameter of the first margin might even increase the phenomenon.
Empirical levels of the test based on Sθn,A: A consequence of Proposition 3.3 is that the
test based on Sθn,A will hold its level asymptotically under one abrupt marginal change
only (formally, this is a consequence of the results in Appendix F of Bu¨cher and Kojadi-
novic, 2016). To evaluate the corresponding finite-sample behavior, we considered again
the setting of Table 3.1. Indeed, since ranks are invariant with respect to monotone trans-
formations, samples generated underH0 can equivalently be regarded as generated from
H0,c ∩Hθ1,m, provided θ is known. From the last two columns of Table 3.1, we see that the
test based on S0.5n,A holds its level equally well as the test based on Sn,A. The test based on
S0.25n,A is however slightly too liberal for n = 50, although the agreement of its empirical
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θ = 0.5 θ = 0.25
dµ n τ Sn,A Sn,C Sn,ρ Sn,τ Sn,A Sn,C Sn,ρ Sn,τ
5 50 0 5.5 6.2 6.0 5.7 5.5 6.3 6.2 5.6
0.25 6.6 6.1 6.2 6.2 5.2 4.1 3.7 5.3
0.5 4.3 3.3 2.5 8.1 4.4 2.8 2.7 8.3
0.75 3.9 2.2 1.2 17.8 2.7 2.5 1.1 16.0
100 0 5.1 5.1 5.4 4.4 5.0 5.9 6.0 3.9
0.25 5.1 3.6 5.1 4.5 6.7 4.0 4.9 5.0
0.5 5.5 4.1 4.3 4.9 4.7 2.9 3.3 5.2
0.75 3.3 1.0 0.6 13.7 4.5 2.8 1.5 9.2
200 0 5.6 4.8 5.5 4.1 5.6 5.8 5.4 3.8
0.25 4.8 5.1 5.1 3.6 3.9 3.6 3.4 4.4
0.5 4.6 2.5 2.9 3.6 5.2 3.4 4.0 3.7
0.75 4.0 0.8 1.0 20.0 5.0 3.0 2.1 7.4
400 0 4.6 4.7 4.5 3.2 5.2 4.2 4.5 3.0
0.25 5.4 4.2 5.5 4.7 5.8 4.1 4.2 3.1
0.5 5.5 4.3 4.5 5.2 5.5 5.5 5.9 4.6
0.75 6.6 2.8 1.8 38.2 9.7 6.7 7.4 6.7
15 50 0 4.5 5.6 5.3 9.0 4.7 5.3 5.3 5.7
0.25 7.6 5.7 5.0 8.1 6.8 6.5 6.8 6.1
0.5 5.2 2.8 2.1 14.8 8.6 6.7 5.3 7.8
0.75 18.3 1.5 0.3 63.6 20.0 15.9 4.6 13.0
100 0 4.3 4.4 4.9 6.5 4.2 4.2 4.6 4.3
0.25 4.7 3.4 3.9 9.0 5.9 4.3 4.9 4.8
0.5 7.2 3.8 3.0 23.4 9.0 8.4 6.5 6.9
0.75 40.6 10.0 1.8 91.9 42.0 36.9 23.0 18.6
200 0 4.3 3.8 5.4 5.7 4.2 4.3 4.3 3.4
0.25 6.4 5.5 5.2 10.3 7.7 5.5 6.5 4.8
0.5 9.3 7.4 6.3 44.1 14.1 15.7 14.7 10.0
0.75 75.2 56.5 36.8 99.8 79.2 79.3 71.5 43.9
400 0 5.1 4.9 5.6 5.8 4.9 5.1 5.1 2.9
0.25 6.4 6.5 6.6 13.9 8.1 8.6 8.5 4.5
0.5 16.4 16.4 15.8 71.8 22.1 29.6 28.0 14.0
0.75 98.6 98.0 94.7 100 98.2 99.2 98.3 87.4
Table 3.2: Rejection rates ofH0 in % estimated from 2000 bivariate samples of size n gen-
erated underH1,m ∩H0,c, whereH0,c andH1,m are defined in (3.3) and (3.16), respectively,
such that, for each sample, the first bnθc (resp. last n− bnθc) observations were drawn
from a c.d.f. whose copula is the Gumbel–Hougaard, whose first margin is GEV with pa-
rameters µ = 20, σ = 10 and γ = 0.25) (resp. µ = 20 + dµ, σ = 10 and γ = 0.25), and
whose second margin is standard normal. The value of the parameter of the Gumbel–
Hougaard copula is set through its one-to-one relationship with Kendall’s tau τ.
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Figure 3.3: Rejection rates of the test based on Sθn,A (◦) against θ ∈ {0.2, 0.3, . . . , 0.8}
estimated from 2000 bivariate samples of size n ∈ {100, 200, 400}, such that, for each
sample, the first bns?c (resp. last n− bns?c) observations are generated from a Gumbel–
Hougaard copula with parameter 2 (resp. 3). The dashed line marks the corresponding
estimated rejection rate of the test based on Sn,A.
levels with the 5% nominal level improves as n increases.
Empirical power of the test based on Sθn,A: As a last experiment, we investigated the
influence of the value θ on the power of the test based on Sθn,A. Figure 3.3 displays the
rejection rates of the test based on Sθn,A against θ ∈ {0.2, 0.3, . . . , 0.8} estimated from 2000
bivariate samples of size n ∈ {100, 200, 400} underH0,m ∩Hs∗1,c such that, for each sample,
the first bns?c (resp. last n−bns?c) observations are generated from a Gumbel–Hougaard
copula with parameter 2 (resp. 3). The values 0.25 and 0.5 were considered for s?. As one
can see, the rejections rates are not too much affected by the value of θ. In addition, the
power of the test based on Sθn,A remains overall reasonably close to that of the test based
on Sn,A. From a practical perspective, the latter result suggests that, under H0,m in (3.2),
the somehow “non optimal” use of the test based on Sθn,A instead that based on Sn,A does
not incur a large power loss, if any. As a consequence, if one hesitates about which of
H0,m in (3.2) orH1,m in (3.16) holds, it seems safer to use the test based on Sθn,A as, should
H1,m be actually true, the latter test is more likely to hold its level by construction, and
shouldH0,m be true, the power loss, if any, should not be too large.
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Figure 3.4: Left: Annual maximal peak flows and volumes of discharges measured
in Streckewalde, Germany. Right: Corresponding pseudo-observations computed us-
ing (1.14).
3.4 Application: Do dams change dependence?
We consider two related applications from flood frequency analysis. The first time series
consists of n = 86 bivariate annual maxima measured between 1921 and 2011 (five years
of data are missing) at a station located on the river Preßnitz in Streckewalde, Germany.
The variables of interest are Q, the annual maximal peak flow in m3/s, and V, the annual
maximal volume of discharge in 106 m3. The observations are displayed in Figure 3.4.
The joint distribution of Q and V is of interest to hydrologists as it can be used to assess
the risk of catastrophic flood levels. For a recent case study we refer to Mitkova´ and
Halmova´ [2014].
Because we are dealing with bivariate block maxima, it is natural to assume that the data
arise from one or more bivariate extreme-value distributions. The aim of our analysis is
to test for possible changes in the dependence between Q and V that might have occurred
during the long period of observation. An additional element to be taken into account
here is that a dam was built on the river Preßnitz in 1973 (which corresponds to the 48th
observation) a few kilometers upstream from the measurement station. We make the
hypothesis that, if there are changes in the two components series, then, they are unique
and they occurred simultaneously after observation 48 due to the construction of the
dam. In other words, we assume that eitherH0,m in (3.2) orHθ1,m in (3.16) with θ = 48/86
holds. In the former case, it is natural to use the test for change-point detection based on
Sn,A in (3.11), while in the latter case, the extension from Section 3.2.2 based on Sθn,A with
θ = 48/86 should be preferred. As mentioned in the previous section (see Figure 3.3 and
the related discussion), using the test based on Sθn,A for some value of θ whenH0,m in (3.2)
actually holds does not seem to result in a strong power loss, if any. For that reason, we
carried out the test based on Sθn,A with θ = 48/86. The resulting approximate p-value
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Figure 3.5: Left: Peak flows in m3/s of 164 summer flood events simultaneously mea-
sured at gauges in Aue and Niederschlema, Germany. Right: Corresponding pseudo-
observations computed using (1.14).
of 0.068, obtained from B = 10000 multiplier bootstrap replicates, indicates that there
is some weak evidence of change in the dependence between Q and V. Interestingly
enough, the maximum over k within the definition of the test statistic was not obtained
for observation 48 but for observation 32 corresponding to year 1953.
The second data set consists of peak flows in m3/s simultaneously measured at two
neighboring stations for n = 164 physically independent summer flood events. The
two stations are located in Germany, in Aue and Niederschlema, respectively, and the
corresponding measurements will thus be denoted by QA and QN , respectively. The
observations, chronologically ordered, span the period 1929-2011 and are displayed in
Figure 3.5.
An event was classified as a flood, if each peak flow exceeded the smallest annual maxi-
mal peak flow measured between 1929 and 2011 in Aue and Niederschlema, respectively.
The period of each flood event was identified by hand and only the largest value (peak
flow) was included in the data set. Hence, by construction, the observations are formed
subject to a block maximal procedure, with possibly slightly differing block sizes for each
of the flood events. It therefore seems sensible to assume that the data-generating distri-
bution(s) are extreme-value distributions.
There were two reasons why only summer events were included in the analysis. First,
typical winter floods are produced from melting snow, whereas summer floods are due
to short but heavy rainfalls. These very different physical mechanisms lead to different
peak flow distributions. Second, very high peak flows, which are of particular interest,
almost exclusively occur during the summer time in that region. We refer to Figures 2.4
for more evidence.
The aim of our analysis is to assess whether the dependence between QA and QN changed
during the long observation period. As for the previous illustration, it might be impor-
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tant to take into account the fact that dams where constructed on the river Mulde and one
of its tributary upstream of the two gauges Aue and Niederschlema. A first dam, called
Scho¨nheiderhammer, was put in service in 1980 (which corresponds to observation 108)
and a second dam, named Eibenstock, was put into service in 1982. As previously, we
make the hypothesis that, if there are changes in the two components series, then, they
are unique and they occurred simultaneously after observation 108 due to the construc-
tion of the dams (this is in fact a slight simplification, 1980 ≈ 1982, which does not have
a big influence on the results). Following the same reasoning as for the first illustration,
we apply the test based on Sθn,A with θ = 108/164 and obtain an approximate p-value of
0.195 based on B = 10000 multiplier bootstrap replicates. Hence, there is no evidence for
a change in the dependence between QA and QN .
Summing up, we have not found evidence for a change-point in the dependence due to
dams in the present applications and in many more that are not reported here. Intuitively,
it seems to be obvious that dams have no influence on the copula, since, from a simplified
view, it is reasonable to expect that a dam changes margins only in a monotonic way, e.g.,
a location shift x 7→ x − µ. It can be easily verified that copulas are invariant to such
strictly increasing transformations of marginal variables.
3.5 Proofs
3.5.1 Proofs of Propositions 3.1 and 3.2
For notational simplicity, we set
λn(r, s) =
bnsc − bnrc
n
for (r, s) ∈ ∆ = {(r, s) ∈ [0, 1]2 : r ≤ s}
and we define the processAn on ∆× [0, 1] by
An(r, s, t) =
√
nλn(r, s)
(
Aˆbnrc+1:bnsc − A(t)
)
,
where, for instance,An(0, 1, t) =
√
n
(
Aˆn(t)− A(t)
)
for t ∈ [0, 1] and
Dn(s, t) = λn(s, 1)An(0, s, t)− λn(0, s)An(s, 1, t), (s, t) ∈ [0, 1]2. (3.21)
Theorem 3.4
Under the conditions of Proposition 3.1 and for n → ∞, we have that An D→ AC in `∞(∆ ×
[0, 1]) equipped with the uniform metric, where
AC(r, s, t) =
{
1+ A(t)
}2 · ∫ 1
0
CC
(
r, s, u1−t, ut
)
du
and where CC is defined in Theorem A.8 with d = 2.
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Proof. Just like in the first lines of the proof of Proposition 1.8 given in Appendix A.2, we
use that
√
nλn(r, s)
(
Sˆbnrc+1:bnsc(t)− S(t)
)
= −
∫ 1
0
Cn(r, s, u1−t, ut) du
D−→
∫ 1
0
CC(r, s, u1−t, ut) du,
where weak convergence holds in `∞(∆ × [0, 1]) and where Cn and CC are defined in
Theorem A.8 with d = 2. C(u1−t, ut) = uA(t) and some simple arithmetic gives us
An(r, s, t) =
1+ A(t)∫ 1
0 Cbnrc+1:bnsc(u1−t, ut) du
√
nλn(r, s)
(
Sˆbnrc+1:bnsc(t)− S(t)
)
. (3.22)
Using the fact that Cn is asymptotically uniformly equicontinuous in probability by The-
orem A.8, it remains to show that, for any δ ∈ (0, 1),
sup
(r,s)∈∆, s−r≥δ, t∈[0,1]
∣∣∣∣∫ 10 Cbnrc+1:bnsc(u1−t, ut) du− 11+ A(t)
∣∣∣∣
=
1√
n
sup
(r,s)∈∆, s−r≥δ, t∈[0,1]
1
λn(r, s)
∣∣∣∣∫ 10 Cn(r, s, u1−t, ut) du
∣∣∣∣ P−→ 0.
The latter is a consequence of λn(r, s) ≥ δ/2, s − r ≥ δ, n sufficiently large, and Cn =
OP(1) due to Theorem A.8. Applying the functional version of Slutsky’s lemma [van der
Vaart and Wellner, 1996, Example 1.4.7] completes the proof of Theorem 3.4. 2
Proof of Proposition 3.1. The assertion follows from representation (3.21), the fact that
λn → λ with λ(r, s) = s− r for (s, r) ∈ ∆ and from the continuous mapping theorem. 2
Recall the definition of the multipliers (ξ(b)i ), i = 1, . . . , n and b = 1, . . . , B. For the proof
of the validity of the resampling scheme, we set
Aˇ
(b)
n (r, s, t) =
{
1+ Aˆn(t)
}2 · ∫ 1
0
Cˇ
(b)
n
(
r, s, u1−t, ut
)
du,
where Cˇ(b)n (r, s, u, v) is defined in Theorem A.9 with d = 2 but with partial derivatives C˙j
estimated by C˙j,bnrc+1:bnsc according to
C˙1(u1−t, ut) =
{
A(t)− tA′(t)} · uA(t)
C˙2(u1−t, ut) =
{
A(t) + (1− t)A′(t)} · uA(t)−t
and with A and A′ estimated by Aˆbnrc+1:bnsc and Aˆ′bnrc+1:bnsc from (3.14), respectively.
Theorem 3.5
Under the conditions of Proposition 3.2, we have that(
An, Aˇ
(1)
n , . . . , Aˇ
(B)
n
)
D−→
(
AC,A
(1)
C , . . . ,A
(B)
C
)
(3.23)
in {`∞(∆× [0, 1])}B+1, whereA(1)C , . . . ,A(B)C denote independent copies ofAC.
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Proof. According to Theorem A.9, if we prove that, for any δ ∈ (0, 1) (see also the proof
of Proposition 4.3 in Bu¨cher et al. [2014]),
sup
(r,s)∈∆,s−r≥δ,(t,u)∈[0,1]2
∣∣∣C˙j,bnrc+1:bnsc(u1−t, ut)− C˙j(u1−t, ut)∣∣∣ P−→ 0, j = 1, 2, (3.24)
we get, for In(r, s, t) =
∫ 1
0 Cn(r, s, u
1−t, ut)du and Iˇ(b)n (r, s, t) =
∫ 1
0 Cˇ
(b)
n (r, s, u1−t, ut)du and
from the continuous mapping theorem,(
In, Iˇ
(1)
n , . . . , Iˇ
(B)
n
)
D−→
(
IC, I
(1)
C , . . . , I
(B)
C
)
(3.25)
in {`∞ (∆× [0, 1])}B+1, where I(1)C , . . . , I(B)C denote independent copies of IC defined by
IC(r, s, t) =
∫ 1
0 CC(r, s, u
1−t, ut)du and with CC defined in Theorem A.8 with d = 2. As a
byproduct of Proposition 1.8, we also have that Aˆn
P→ A in `∞([0, 1]). From a functional
version of Slutsky’s lemma [van der Vaart and Wellner, 1996, Example 1.4.7], we obtain
(3.25) jointly with Aˆn
D→ A, which gives us (3.23) by another application of the continuous
mapping theorem.
It remains to show (3.24) in order to complete the proof. For that, we first show that
sup
(r,s)∈∆,s−r≥δ,t∈[0,1]
∣∣Aˆbnrc+1:bnsc(t)− A(t)∣∣ = sup
(r,s)∈∆,s−r≥δ,t∈[0,1]
∣∣∣∣ An(r, s, t)√nλn(r, s)
∣∣∣∣
≤ sup
(r,s)∈∆,s−r≥δ,t∈[0,1]
δ−1
∣∣∣n−1/2An(r, s, t)∣∣∣ P−→ 0,
which follows from Theorem 3.4. For the same result with the derivate, let us first con-
sider t ∈ [hn, 1− hn]. Then, we have that
sup
(r,s)∈∆,s−r≥δ,t∈[hn,1−hn]
∣∣∣A′bnrc+1:bnsc(t)− A′(t)∣∣∣ ≤ sup
t∈[hn,1−hn]
∣∣∣∣A(t + hn)− A(t− hn)2hn − A′(t)
∣∣∣∣
+ sup
(r,s)∈∆,s−r≥δ,t∈[hn,1−hn]
∣∣∣∣An(r, s, t + hn)−An(r, s, t− hn)2hn√nλn(r, s)
∣∣∣∣ .
(3.26)
By the mean value theorem, we can replace the difference quotient in the first summand
by A′(rt), where |rt − t| ≤ hn → 0 uniformly in t ∈ (0, 1). Since, in addition, A′ is
uniformly continuous on (0, 1) (A′ is monotone increasing, bounded and continuous),
we have that the first summand converges to zero.
The second summand converges in probability to zero, because infn hn
√
n > 0, λn(r, s) ≥
δ/2 for s− r ≥ δ and n sufficiently large and because of the asymptotic equicontinuity
in probability of An implied by Theorem 3.4. For t ∈ [0, hn) (and similarly for t ∈ (1−
hn, 1]), we have∣∣∣A′bnrc+1:bnsc − A′(t)∣∣∣ ≤ ∣∣∣∣A(2hn)− 12hn − A′(t)
∣∣∣∣+ ∣∣∣∣ An(r, s, 2hn)2hn√nλn(r, s)
∣∣∣∣ , (3.27)
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which again converges uniformly in probability to zero. 2
Proof of Proposition 3.2. The only part left to show is that, for Dˇ(b)n from Section 3.2.1,
Dˇ
(b)
n (s, t) = λn(s, 1)Aˇ
(b)
n (0, s, t)− λn(0, s)Aˇ(b)n (s, 1, t), (s, t) ∈ [0, 1]2.
The assertion then follows from (3.23) and the continuous mapping theorem.
From the definitions of aˆn, bˆn, cˆn and dˆn given in Section 3.2.1, we have that∫ 1
0
Cˇ
(b)
n (r, s, y1−t, yt) dy =
∫ 1
0
Bˇ
(b)
n (r, s, y1−t, yt) dy
− aˆbnrc+1:bnsc(t)
∫ 1
0
ybˆbnrc+1:bnsc(t)−1Bˇ(b)n (r, s, y1−t, 1) dy
− cˆbnrc+1:bnsc(t)
∫ 1
0
ydˆbnrc+1:bnsc(t)−1Bˇ(b)n (r, s, 1, yt) dy
=(I1 − I2 − I3)(r, s, t),
where I1, I2 and I3 are defined in an obvious manner. Note that we have the identity
Bˇ
(b)
n
(
r, s, u1−t, ut
)
=
1√
n
bnsc
∑
i=bnrc+1
ξ
(b)
i
[
1
{
mˆbnrc+1:bnsc,i(t) ≤ u
}
− 1bnsc − bnrc
bnsc
∑
j=bnrc+1
1
{
mˆbnrc+1:bnsc,j(t) ≤ u
} ]
.
Consequently, from
∫ 1
0 1(m ≤ u)du = (1−m) for 0 ≤ m ≤ 1, we get
I1(r, s, t) =
1√
n
bnsc
∑
i=bnrc+1
ξ
(b)
i
{
m¯bnrc+1:bnsc(t)− mˆbnrc+1:bnsc,i(t)
}
and, from
∫ 1
0 u
b−1
1(m ≤ u) dy = (1−mb)/b, we also have that
I2(r, s, t) =
aˆbnrc+1:bnsc(t)
bˆbnrc+1:bnsc(t)
1√
n
bnsc
∑
i=bnrc+1
ξ
(b)
i
{
u¯bnrc+1:bnsc(t)− uˆbnrc+1:bnsc,i(t)
}
and, similarly,
I3(r, s, t) =
cˆbnrc+1:bnsc(t)
dˆbnrc+1:bnsc(t)
1√
n
bnsc
∑
i=bnrc+1
ξ
(b)
i
{
v¯bnrc+1:bnsc(t)− vˆbnrc+1:bnsc,i(t)
}
.
2
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3.5.2 Proof of Proposition 3.3
Let θ ∈ (0, 1) be fixed. We define the processAθn on ∆× [0, 1] by
Aθn(r, s, t) =
√
nλn(r, s)
(
Aˆθbnrc+1:bnsc − A(t)
)
,
where Aˆθk:` is defined in Section 3.2.2. Note that, forD
θ
n defined in Section 3.2.2,
Dθn(s, t) = λn(s, 1)A
θ
n(0, s, t)− λn(0, s)Aθn(s, 1, t), (s, t) ∈ [0, 1]2
and, by setting
Aˇ
θ,(b)
n (r, s, t) =
{
1+ Aˆθn(t)
}2 · ∫ 1
0
Cˇ
θ,(b)
n
(
r, s, u1−t, ut
)
du,
we also get that
Dˇ
θ,(b)
n (s, t) = λn(s, 1)Aˇ
θ,(b)
n (0, s, t)− λn(0, s)Aˇθ,(b)n (s, 1, t), (s, t) ∈ [0, 1]2.
Proof of Proposition 3.3. Let us first walk through a sketch of the proof, followed by the
technical details at the end of the section.
We will show that
sup
s∈[0,θ],t∈[0,1]
∣∣∣Aθn(s, 1, t)− {An(s, θ, t) +An(θ, 1, t)}∣∣∣ = oP(1) (3.28)
and
sup
s∈[θ,1],t∈[0,1]
∣∣∣Aθn(0, s, t)− {An(0, θ, t) +An(θ, s, t)}∣∣∣ = oP(1). (3.29)
This gives us
Dθn(s, t) = λn(s, 1) {An(0, s ∧ θ, t) +An(s ∧ θ, s, t)}
− λn(0, s) {An(s, s ∨ θ, t) +An(s ∨ θ, 1, t)}+ oP(1), (3.30)
uniformly in (s, t) ∈ [0, 1]2. Similarly, for the bootstrap versions, we can show that
D
θ,(b)
n (s, t) = λn(s, 1)
{
A
(b)
n (0, s ∧ θ, t) +A(b)n (s ∧ θ, s, t)
}
− λn(0, s)
{
A
(b)
n (s, s ∨ θ, t) +A(b)n (s ∨ θ, 1, t)
}
+ oP(1) (3.31)
uniformly in (s, t) ∈ [0, 1]2. Finally, note that, under Hθ1,m ∩H0,c, the right-hand sides of
(3.30) and (3.31), b = 1, . . . , B, behaves like under H0 and thus, converge jointly towards
the desired limit by Theorem 3.4.
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Let us now turn to the technical details: (3.28), (3.29) and their bootstrap versions. We
will show (3.28). The proof of (3.29) is very similar. Similar to the lines starting from
(3.22), we obtain
Aθn(s, 1, t) = −
1+ A(t)∫ 1
0 Cbnsc+1:n(u1−t, ut)du
∫ 1
0
Cn(s, θ, u1−t, ut) +Cn(θ, 1, u1−t, ut) du
= −{1+ A(t)}2
∫ 1
0
Cn(s, θ, u1−t, ut) +Cn(θ, 1, u1−t, ut) du + oP(1)
uniformly in (s, t) ∈ [0, 1]2. Using representation (3.22) for both,An(s, θ, t) andAn(θ, 1, t),
proves (3.28).
The bootstrap version of (3.28), that is,
sup
s∈[0,θ],t∈[0,1]
∣∣∣Aˇθ,(b)n (s, 1, t)− {Aˇ(b)n (s, θ, t) + Aˇ(b)n (θ, 1, t)}∣∣∣ = oP(1), (3.32)
follows, if, for dBˇθ,(b)n (r, s, u, v) = Bˇ
θ,(b)
n (s, u, v) − Bˇθ,(b)n (r, u, v) and similarly dBˇ(b)n , we
show that
sup
s∈[0,θ],u,v∈[0,1]
∣∣∣dBˇθ,(b)n (s, 1, u, v)− {dBˇ(b)n (s, θ, u, v) + dBˇ(b)n (θ, 1, u, v)}∣∣∣ = oP(1), (3.33)
in combination with
sup
s∈[0,θ],t∈[0,1]
∣∣∣Aˆθbnsc+1:n(t)− A(t)∣∣∣ = oP(1) (3.34)
and
sup
s∈[0,θ],t∈[0,1]
∣∣∣Aˆ′θbnsc+1:n(t)− A′(t)∣∣∣ = oP(1). (3.35)
Starting with (3.33), the left-hand side is dominated by
sup
(s,u,v)∈[0,θ]×[0,1]2
∣∣∣∣bnθc − bnscn− bnsc Cbnsc+1:bnθc(u, v)
+
n− bnθc
n− bnscCbnθc+1:n(u, v)− C(u, v)
∣∣∣∣× sup
s∈[0,θ]
∣∣∣∣∣ 1√n n∑i=bnsc+1 ξ(b)i
∣∣∣∣∣
≤ sup
(s,u,v)∈[0,θ]×[0,1]2
|Cn(s, θ, u, v) +Cn(θ, 1, u, v)|√
nλn(s, 1)
×OP(1) = oP(1)
and because, under Hθ1,m ∩ H0,c, the processes (s, u, v) 7→ Cn(s, θ, u, v) on [0, θ]× [0, 1]2,
and (u, v) 7→ Cn(θ, 1, u, v) on [0, 1]2 behave like those underH0. The fact that
sup
s∈[0,θ]
∣∣∣∣∣ 1√n n∑i=bnsc+1 ξ(b)i
∣∣∣∣∣ = OP(1)
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is due to Donsker’s theorem on weak convergence of partial sum processes. Next, in
order to show (3.34), observe that∣∣∣Aˆθbnsc+1:n(t)− A(t)∣∣∣ = 1√nλn(s, 1)
∣∣∣Aθn(s, 1, t)∣∣∣ ,
where sups∈[0,θ],t∈[0,1]
∣∣Aθn(s, 1, t)∣∣ = OP(1) due to (3.28) and Theorem 3.4. Finally, for
(3.35), we can use decompositions in analogy to (3.26) and (3.27), where the first sum-
mand is the same and where the second summand vanishes with the same argument as
before. 2
Chapter 4
Conditional heavy-tail behavior
This chapter deals with the right-tail behavior of a response distribution FY conditional
on a regressor vector X = x restricted to the heavy-tailed case of Pareto-type conditional
distributions FY(y| x) = P(Y ≤ y| X = x), with heaviness of the right tail characterized
by the conditional extreme value index γ(x) > 0. We particularly focus on testing the
hypothesisH0,tail : γ(x) = γ0 of constant tail behavior for some γ0 > 0 and all x.
When considering x as a time index, the term trend analysis is commonly used. In the re-
cent past several such trend analyses in extreme value data have been published, mostly
focusing on time-varying modeling of location and scale parameters of the response dis-
tribution. In many such environmental studies a simple test against trend based on
Kendall’s tau statistic is applied. This test is powerful when the center of the conditional
distribution FY(y|x) changes monotonically in x, for instance, in a simple location model
µ(x) = µ0 + x · µ1, x = (1, x)′, but the test is rather insensitive against monotonic tail be-
havior, say, γ(x) = γ0 + x · γ1. This has to be considered, since for many environmental
applications the main interest is on the tail rather than the center of a distribution. Our
work is motivated by this problem and it is our goal to demonstrate the opportunities
and the limits of detecting and estimating non-constant conditional heavy-tail behavior
with regard to applications from hydrology.
We present and compare four different procedures by simulations and illustrate our find-
ings on real data from hydrology: Weekly maxima of hourly precipitation from France
and monthly maximal river flows from Germany.
4.1 Introduction
In recent years considerable attention has been devoted to the analysis of abrupt change-
points and smooth changes in the distribution of environmental variables Y such as
amounts of precipitation, sea storm heights and river flows. While change-points are
motivated by human intervention, for instance, the relocation of a measurement station
or the construction of a river dam, the analysis of smooth changes has gained attention
due to the climate change debate. In the latter context the term trend is used, which
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is usually associated with a smooth monotonic change over time. More generally, the
conditional distribution of Y given some regressor variables X = x, x ∈ X , may be of
interest. Then the interest might be in the change of the conditional distribution over the
regressor space X .
For many environmental applications the main interest is in the frequency of hazardous
events, e.g., extreme precipitations and floods. Accordingly, there is a number of arti-
cles introducing methodology for change-points [Jarusˇkova´ and Rencova´, 2008; Kim and
Lee, 2009; Dierckx and Teugels, 2010; Dupuis et al., 2015; Bu¨cher et al., 2015; Kojadinovic
and Naveau, 2015] and regression/trend analysis [Chavez-Demoulin and Davison, 2005;
Wang and Tsai, 2009; Gardes and Girard, 2010; Dierckx, 2011; Wang et al., 2012; Wang
and Li, 2013; Einmahl et al., 2016; de Haan et al., 2015] of extremes, just to name a few
recent contributions. For a case study and an overview of many flood trend analyses we
refer to Mediero et al. [2014].
Our work is motivated by hydrological applications, where we aim at detecting smooth
monotonic relationships between covariates X and the upper tail behavior of river dis-
charges or precipitations Y, in particular, temporal trends in the tail behavior. The meth-
ods considered here are limited to the case of heavy-tailed response distributions FY,
which are characterized by a right tail behavior decreasing of polynomial order con-
trolled by the so-called extreme value index γ > 0.
From a methodological point of view, this chapter is related to Wang and Tsai [2009]
and Wang and Li [2013]. These authors propose different tail estimation procedures,
the former based on parametric extreme value index regression and the latter based on
quantile regression in the tail region. We study a new procedure that can be viewed as
L-estimation from regression quantiles. This, in turn, is a regression analogue of ordinary
L-statistics, with “L” shorthand for linear combination of order statistics. It is known that
estimation from certain L-statistics offers both robustness and high efficiency [Bickel and
Lehmann, 1975].
Our main interest is in testing the hypothesis H0,tail : γ(x) = γ0 for some unknown
γ0 > 0 of a constant heavy-tail behavior over all possible regressor values x ∈ X . For
that purpose, we also study a modification of Kendall’s tau test statistic, where we apply
the popular Mann-Kendall test (see Kendall [1948]; Yue et al. [2002]; Chebana et al. [2013];
Mediero et al. [2014] and the references therein) to a properly selected upper fraction of
the sample.
We compare the performance of four different procedures that are constructed to detect
deviations fromH0,tail and that are supposed to hold their nominal level in an asymptotic
sense with sample size tending to infinity. Besides the power of the tests, it is equally im-
portant to study their nominal level under H0,tail in finite-sample experiments. It turns
out that, under H0,tail , the avoidance of a false alarm (rejection of H0,tail) is particularly
challenging if a location µ(x) or scale parameter σ(x) of the conditional distribution is
not constant in x. This is studied in more detail in our simulations section.
The importance of avoiding those false alarms is highlighted in another simulation ex-
periment concerned with the comparison of estimation errors: It is highlighted that the
additional source of uncertainty originating from the estimation of non-constant tail be-
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havior γ(x) 6= γ0 is large. Since sample lengths are very limited in many applications
from hydrology, it is often less erroneous (in terms of MSE) to choose a simpler model
and work underH0,tail , even in experiments with a pronounced violation of the simplifi-
cation.
The remainder of this chapter is organized as follows: Section 4.2 introduces the model
and describes the idea of selecting samples from the tails. New methods for the analysis
of conditional tails are presented in Section 4.3 and compared by simulation in Section
4.4. Applications to French weekly precipitation and to river flow data from the Mulde
basin are presented in Section 4.5.
4.2 Heavy tails and relative excesses
All methods considered here are limited to right heavy-tailed response distributions ac-
cording to Definition 1.9: Let (Y, X) be a random element, where Y is a real response
and X = (1, X1, . . . , Xd)′ a vector of regressors with range on a compact set X ⊂ Rd+1.
Throughout the article we assume that the conditional distribution of Y given X = x is of
Pareto-type, that is,
FY(y| x) = P(Y ≤ y| X = x) = 1− y−1/γ(x) · L(y| x), (4.1)
where γ : X → R+ is strictly positive and L( · | x) a slowly varying function for each
x ∈ X . Firstly, our main interest is in the statistical inference on γ, particularly, in testing
hypothesis
H0,tail : γ(x) = γ0 for some γ0 > 0 and all x ∈ X (4.2)
of heavy-tail behavior constant in x and, secondly, we are also interested in the estimation
of the conditional tail behavior under additional parametric assumptions on γ(x).
Recall from Section 1.2.1 that relative excesses from Pareto-type distributions follow an
approximately parametric law, which allows to construct estimators of the extreme value
index and of high quantiles. Suppose that the sample (Yi, Xi), i = 1, . . . , n, consists of
independent copies of (Y, X). The first question to be answered for the analysis of condi-
tional heavy tails is: How to select relative excesses under assumption (4.1)? A practical
solution to this problem is discussed in the following two subsections.
4.2.1 How to choose the threshold conditional on X = x
In usual tail analysis a threshold u ∈ R is set to split the support of a univariate distribu-
tion F into a lower moderate and an upper extreme part (right tail). A natural choice is a
quantile up = F−1(p) for some high probability p ∈ (0, 1). Because here we consider con-
ditional distributions, it is meaningful to choose a conditional quantile up(x) = F−1Y (p| x)
in analogy to the unconditional case.
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In practice the conditional distribution is unknown and thus F−1Y (p| x) needs to be es-
timated. Here we follow a parametric quantile regression approach: Suppose that the
conditional p-quantile of g(Y) given X = x follows a linear model
F−1g(Y)(p| x) = inf
{
z : Fg(Y)(z| x) ≥ p
}
= x′βp,
where g is a monotone increasing function on the domain of Y and where βp ∈ Rp+1 is
an unknown parameter vector called p-th regression quantile.
Example 4.1
(i: Location-scale model) The following data generating process is frequently applied in
the quantile regression literature. Let X be a random vector on Rd+1 and µ,σ ∈ Rd+1
such that X′σ > 0 almost surely. Let ε be a random variable independent of X and define
Y = X′µ+ X′σ · ε. Then we have
F−1Y (p| x) = x′µ+ x′σ · F−1ε (p) = x′βp
with βp = µ+ σF−1ε (p).
(ii: Conditional Pareto) Suppose now that Y given X = x follows a Pareto-type distribu-
tion defined in (4.1) with L(y| x) = σ(x)1/γ(x), σ(x) = x′ξ > 0 and γ(x) = x′θ > 0 for
some deterministic vectors ξ,θ ∈ Rd+1. This distribution is also called two-parametric
Pareto with scale σ(x) and shape α(x) = 1/γ(x). Then we have
F−1log(Y)(p| x) = σ(x)− log(1− p) · γ(x) = x′βp
with βp = ξ− log(1− p) · θ.
A consistent M-estimator of βp studied in the seminal article of Koenker and Bassett
[1978] is defined by
βˆp = arg min
b∈Rd+1
n
∑
i=1
ρp
(
g(Yi)− X′i · b
)
, (4.3)
where ρp(y) = y · (p− 1{y≤0}) is the p-quantile loss function. Since conditional quantiles
are invariant up to monotone increasing transformations, i.e. F−1g(Y)(p| x) = g
(
F−1Y (p| x)
)
,
we set
uˆp(x) = Fˆ−1Y (p| x) = g−1
(
x′βˆp
)
. (4.4)
If we let p = pk,n = n−kn+1 with corresponding estimator denoted by uk,n = uˆpk,n , we
almost get k out of n elements (Yi, Xi) with Yi > uk,n(Xi) (in simulations mostly between
k− 2 and k + 2). In what follows, we neglect this small deviation from k. For notational
simplicity, we suppose that we get exactly k out of n excesses if we choose p = pk,n.
The assumption that the conditional quantile is linear after some known transformation
g might be too restrictive. A more flexible approach studied in Mu and He [2007] and also
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applied in Wang and Li [2013] is based on the family {gλ : R+ → R | λ ∈ R} of Box-Cox
transformations
gλ(y) =
{
yλ−1
λ , if λ 6= 0
log(y) , if λ = 0
.
In the previous reference it is assumed that the conditional p-quantile of gλ(Y) given
X = x follows a linear model, where the parameter λ = λp is unknown. Interestingly
enough, Teugels and Vanroelen [2004] showed that the extreme value index γ∗(x) of
gλ(Y) conditional on X = x satisfies γ∗(x) = λ · γ(x) ∈ R, provided (4.1) holds.
Mu and He [2007] proposed the consistent estimator
λˆp = arg min
λ∈R
n
∑
i=1
[Rn(xi,λ, p)]
2 (4.5)
of λp, where
Rn(x,λ, p) =
1
n
n
∑
j=1
1(xj ≤ x) ·
[
p− 1 (gλ(Yj) ≤ x′iβˆp,λ)]
and βˆp,λ is computed by (4.3) with g = gλ.
In summary, the following routine can be applied to select k out of n relative excesses
from a sample (Yi, Xi), i = 1, . . . , n, and for a fixed number k < n:
(i) Set p = pk,n = n−kn+1 and compute λˆ by (4.5).
(ii) Solve (4.3) with g = gλˆ and let u(x) = uk,n(x) = g
−1
λˆ
(
x′βˆp
)
.
(iii) Identify all 1 ≤ i1 < . . . < ik ≤ n with Yij > u(Xij) and let (Zk,j, Xk,j), j = 1, . . . , k,
denote the sample of relative excesses Zk,j = Yij /u(Xij) with corresponding regres-
sors Xk,j = Xij .
For single regressors X = (1, X)′ we write (Zk,j, Xk,j) instead of
(
Zk,j, (1, Xk,j)′
)
.
4.2.2 How to select k
After discussing the shape of the threshold function u for fixed k, we now turn to the
selection of k representing the number of relative excesses included in the tail analysis.
Wang and Tsai [2009] proposed a data driven selection of k based on the minimization of
a discrepancy measure. Similar to them, we let
k∗ = arg min
1≤k<n
Dn(k) = arg min
1≤k<n
1
k
k
∑
j=1
(
Uˆk,j:k(γˆk,n)− jk + 1
)2
(4.6)
where Uˆk,1:k(γˆk,n) < . . . < Uˆk,k:k(γˆk,n) are order statistics from a sample computed by
Uˆk,j(γˆk,n) = exp
(− log(Zk,j)/γˆk,n(Xk,j)), j = 1, . . . , k, and γˆk,n(x) is an estimator of γ(x)
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computed from (Zk,j, Xk,j), j = 1, . . . , k.
The minimization in (4.6) is interpreted as a solution to a trade-off problem: On the one
hand, large numbers k worsen the approximation of Zk,j being Pareto(1/γ(Xk,j)) dis-
tributed and thus, of Uk,j = exp
(− log(Zk,j)/γk,n(Xk,j)) being uniformly distributed. On
the other hand, too small numbers k decrease the efficiency of estimator γˆ, which, in turn,
deteriorates the approximation of Uˆk,j(γˆk,n) being uniformly distributed.
4.3 New estimator and tests
In this section we suppress the previous approximation and instead simply assume that
the sample (Zk,j, Xk,j), j = 1, . . . , k, consists of independent and identically distributed
variables with P(Zk,j ≤ z| Xk,j = x) = 1− z−1/γ(x). A similar idea and some theoretical
background for this simplification is presented in Beirlant et al. [2006, Chap. 7.3]. A
more rigorous justification in a related problem is given in Wang and Tsai [2009]. There
it is shown that the asymptotic normality of their estimator remains valid also without
the previous simplification but with an additional bias h included in the mean of the
limiting distribution. For practical reasons, since the estimation of h requires detailed
information on the tail that is very hard to obtain, the bias usually is set to zero in finite-
sample applications [Resnick, 2007; Wang and Tsai, 2009; Wang and Li, 2013].
4.3.1 L-estimation of linear models γ(x) = x′η and related tests
Let (Z, X) be a random element on R×Rd+1 satisfying
FZ(z| x) = P(Z ≤ z| X = x) = 1− z−1/γ(x) with γ(x) = x′η
for all x ∈ X and some deterministic vector η = (η0, η1, . . . , ηd)′ ∈ Rd+1. It follows that
F−1log(Z)(p| x) = −γ(x) · log (1− p) = x′βp
for βp = − log (1− p) · η and all p ∈ (0, 1). In words, conditional quantiles are linear
in covariates x, which allows us to estimate γ(x) by linear quantile regression [Koenker,
2005]: Let (Zj, Xj), j = 1, . . . , k, denote independent copies of (Z, X) and
βˆp = arg min
b∈Rd+1
k
∑
j=1
ρp
(
log(Zj)− X′j · b
)
with ρp(u) = u ·
(
p− 1{u≤0}
)
. By setting ηˆp = −βˆp/ log(1− p) we obtain an estimator
of η for each p ∈ (0, 1). Restricting on one probability p obviously is not a satisfactory
solution to our estimation problem. Instead we are going to gather information from
estimates ηˆp for multiple probabilities p ∈ p ⊂ (0, 1). From Theorem A.11 in Appendix
A.6 and the model assumptions stated above, we easily obtain the following result:
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Proposition 4.2
Let p = {p1, . . . , p`} ⊂ (0, 1) denote a finite set of distinct probabilities and suppose that J =
E(XX′) and H = E (XX′/X′η) ∈ R(d+1)×(d+1) exist with H positive definite. Then, under the
assumptions from above and for k→ ∞, we have that
√
k
(
ηˆ′p1 − η′, . . . , ηˆ′p` − η′
)′ D−→ N (0,Ωp),
where Ωp = Ap ⊗ (H−1 JH−1) and Ap ∈ R`×` is defined through its entries
aij = a(pi, pj) =
pi ∧ pj − pi · pj
(1− pi)(1− pj) log(1− pi) log(1− pj) , 1 ≤ i, j ≤ `,
and with ⊗ denoting the Kronecker product.
Proof. Recall that ηˆp = − log(1− p)−1βˆp and η = − log(1− p)−1βp for all p ∈ (0, 1).
Weak convergence towards a multivariate normal distribution follows directly from The-
orem A.11. It remains to verify that Ωp is the corresponding covariance matrix.
Under the conditions from the present section we have that f (·|x) and F(·|x) are the
density and distribution function, respectively, of log(Z) conditional on X = x, which
is exponential with parameter 1/γ(x). Following the notation from Theorem A.11, we
have that Hp = (1− p) · H with Hp defined in (A.8), which, for k→ ∞, gives us
Cov
[√
k
(
ηˆpi − η
)
,
√
k
(
ηˆpj − η
)]
−→ a(pi, pj) · H−1 JH−1.
2
As a direct application, we are able to derive the limiting distribution of so called L-
estimators ηˆ(p, w) = ∑`i=1 wi · ηˆpi of η, where w = (w1, . . . , w`) is a vector of weights
satisfying ∑`i=1 wi = 1. We obtain
√
k (ηˆ(p, w)− η) D−→ N (0, BwΩpB′w) = N (0,Σp,w) , (4.7)
where Bw = (w1 · Id+1, . . . , w` · Id+1) ∈ R(d+1)×(d+1)` and Id+1 ∈ R(d+1)×(d+1) is the iden-
tity on R(d+1).
As a second application, it is straightforward to construct test statistics for linear hy-
potheses of the form H : Cη = 0 vs. A : Cη 6= 0, where C ∈ Rm×(d+1) is a given matrix.
In the simulations section, where we use d = 1, the statistic TL =
√
kηˆ1/σˆ1 as a test for
H0,tail vs. H1,tail is referred to as the L-test.
We close this section with three important remarks:
i): Selection of `, p and w
Next to be answered is how to choose the number ` ∈N, a set of probabilities p ∈ (0, 1)`
and the corresponding weights w = (w1, . . . , w`)′ with ∑`j=1 wj = 1. Let us first consider
the last issue. Suppose that ` and p ∈ (0, 1)` are fixed and let ηˆ(p, w) = (ηˆ0, ηˆ1, . . . , ηˆd)′.
Then, for arbitrary weights w and for each component ηˆj, we have that
Var
[
ηˆj
] ≈ cj/k ·w′Apw, j = 0, . . . , d,
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where cj > 0 does not depend on p and w. It is therefore sensible if we choose
wopt = wopt(p) = arg min
w
w′Apw =
(
1′A−1p 1
)−1 · A−1p 1,
where 1 = (1, . . . , 1)′ ∈ R`. This is the solution of the previous minimization problem
obtained by the Lagrange multipliers technique. Note also that the optimal solution wopt
is the same for all d + 1 components.
Let us now turn to the selection of the number ` and the set p ∈ (0, 1)`. From a the-
oretical point of view, since wj = 0 is possible in the previous minimization, the more
probabilities pj we include the better the estimation. However, from several simulation
experiments in the semi-parametric setting (4.1) we found that the choice of a moder-
ate number of, say, ` = 20 probabilities equally spaced in the upper half [1/2, 1− 1/40]
performs well and including additional probabilities did not improve the efficiency.
ii): Deterministic regressors and non-identically distributed observations
So far, we considered samples (Zj, Xj), j = 1, . . . , k, as independent and identically dis-
tributed, but sometimes this framework does not cover the actual problem: Suppose
that Xi = xi is a deterministic sequence of regressors, for instance, regression over the
(rescaled) time domain. Rescaling is needed for technical reasons. Then, in many situ-
ations, the observations Zj, j = 1, . . . , k, may still be considered as independent but not
identically distributed (i.ni.d.). Thanks to the theory on quantile regression processes
based on sequences of such observations [Koenker, 2005, Sec. 4.3], it is still possible to
apply the results from the previous section: Let Zj have a Pareto distribution with ex-
treme value index γ(xj) = x′jη > 0, j ∈ N. Then the assertion of Proposition 4.2 holds
even in this i.ni.d. case if we define J and H by
J = lim
k→∞
1
k
k
∑
j=1
xjx′j and H = limk→∞
1
k
k
∑
j=1
xjx′j/xjη,
provided these two limits exist. So, from a computational point of view, there is no dif-
ference to the former case of i.i.d. observations.
iii): Application to samples from the conditional tail
Initially we started with random elements (Y, X) with conditional distribution defined
in (4.1). Assuming that γ(x) = x′η > 0 holds for all x ∈ X and some unknown η ∈
Rd+1, our main interest is in statistical inference on η. Following the introductory lines of
Section 4.3, it is sensible to apply estimator ηˆ(p, w) on the sample (Zk,j, Xk,j), j = 1, . . . , k,
from Subsection 4.2.1, which are approximately distributed like (Z, X). The estimator is
denoted by ηˆLk,n = ηˆ
L
k,n(p, w). It is left for future research to prove that a statement similar
to (4.7) holds also in this approximate setting, presumably with an additional bias h in
the mean of the limit but with the same limiting covariance matrix. In applications it is
common to ignore a possible bias h and the covariance matrix is estimated by plugging
in Jk,n = 1k ∑
k
j=1 Xk,jX
′
k,j and Hk,n =
1
k ∑
k
j=1 Xk,jX
′
k,j/ηˆ
L
k,n(Xk,j) for J and H, respectively.
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4.3.2 Kendall’s tau tail-test
In the single regressor setting X = (1, X)′, Kendall’s tau test [Kendall, 1948] is a simple
rank based test against dependence. More precisely, let C denote the copula of (X, Y).
Then we have that
τ(X, Y) = 4 ·
∫
[0,1]2
C(u, v)dC(u, v)− 1 (4.8)
defines Kendall’s correlation coefficient. τ(X, Y) is a margin-free dependence coefficient
with −1 ≤ τ(X, Y) ≤ 1 and τ(X, Y) = 0 for independent variables X and Y. The empiri-
cal counterpart of (4.8) is tn = 2n(n−1) · Sn with
Sn = ∑
1≤i<j≤n
sgn(Yj −Yi) · sgn(Xj − Xi)
and sign function
sgn(z) =

1 , z > 0
0 , z = 0
−1 , z < 0
.
The statistic Sn is used to test H0,ind : X and Y are independent. Under H0,ind it is known
that the distribution of Sn is well approximated by N (0, σ2n) with σ2n = n(n + 1)(2n +
5)/18, provided P(Xi = Xj) = P(Yi = Yj) = 0 for i 6= j [Kendall, 1948; Yue et al., 2002].
Because here the interest is in the tail behavior of Y conditional on X, we propose the test
statistic
Sk,n = ∑
1≤i<j≤k
sgn(Zk,j − Zk,i) · sgn(Xk,j − Xk,i), (4.9)
which is Kendall’s test for the sample (Zk,j, Xk,j), j = 1, . . . , k, of relative excesses and
their regressors (see Section 4.2.1). Critical values are computed based on the presumed
approximation Sk,n
D≈ N (0, σ2k ).
4.4 Simulation study
4.4.1 Detection of conditional heavy-tail behavior
In this section we focus our attention on the problem of testing hypothesis H0,tail of con-
stant heavy-tail behavior stated in (4.2). The following questions are the main sources of
our motivation:
i) Is it realistically possible to distinguish between trends in γ(x) and trends in, say,
conditional location µ(x) or scale σ(x) at constant shape γ(x) = γ0? In other words:
Do the tests keep their nominal level underH0,tail even in more challenging scenar-
ios than conditional distributions constant in x?
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ii) Under what circumstances is it possible to detect deviations from H0,tail with satis-
factory power?
It has to be considered that models with non-constant tail behavior γ(x) 6≡ γ0 suffer from
this additional source of uncertainty, especially when the focus is on the right tail, say, the
estimation of high quantiles of the conditional distribution. On the one hand, it might be
important to take a non-constant γ(x) into account. On the other hand, it might be even
more important to preserve simplicity in order to keep estimation uncertainty as small as
possible.
We restrict our attention to the case d = 1. We consider scenarios with non-constant
conditional location, scale or shape. Anyway, data are generated independently in i by
Yi = X′iµ+ X
′
iσ · ε i, 1 ≤ i ≤ n, (4.10)
where Xi = (1, Xi)′ is a random vector with second component Xi uniformly distributed
on X = [−1, 1], and with nonrandom parameter vectors µ = (µ0, µ1)′ and σ = (σ0, σ1)′.
Furthermore, the variables ε i satisfy
P(ε i ≤ y| Xi = x) = exp
(
− [1+ γ(x) · y]−1/γ(x)
)
, y > −1/γ(x),
for some nonrandom vector η = (η0, η1)′. All in all, this means that the variables Yi
conditional on Xi = x are generalized extreme value (GEV) distributed with location
µ(x) = x′µ, scale σ(x) = x′σ > 0 and shape γ(x) = x′η > 0. Recall that the shape of
the GEV is also its extreme value index. Since we are dealing with relative excesses, all
the methods are scale but not location invariant. Studying many river flow time series
from Saxony in Germany we found that a ratio of about µ0/σ0 = 2 is common, which,
for simplicity, is used throughout the simulation experiments.
For convenience, we denote the hypotheses of constant location and constant scale by
H0,loc : µ1 = 0 and H0,scale : σ1 = 0,
respectively. Corresponding alternatives with non-zero slope µ1 6= 0 and σ1 6= 0 are
denoted byH1,loc andH1,scale, respectively. Intersections are abbreviated as
Ha,b,c = Ha,loc ∩Hb,scale ∩Hc,tail for a, b, c ∈ {0, 1},
whereH0,tail : η1 = 0 andH1,tail : η1 6= 0.
We compare the finite-sample performance of
3S: a test based on the three-stage test statistic in (A.12),
K: the test based on the Kendall’s tau statistic (4.9),
L: a two-sided t-test based on the weak limit of estimator ηˆ1 in (4.7) and
TIR: a two-sided t-test based on the weak limit of estimator θˆ1 in (A.11) with h1 = 0.
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Figure 4.1: Rejection rates of four different tests computed from 4000 samples generated
by process (4.10) under (top) scenariosHab0 involving the nullH0,tail and (bottom) scenar-
ios Hab1 involving the alternative H1,tail . Samples were generated by (4.10) with sample
length n = 500 and parameters set to µ0 = 2, σ0 = 1 and η0 = 0.4. Under H1,b,c, Ha,1,c
and Ha,b,1 we set µ1 = µ0/4 = 0.5, σ1 = σ0/4 = 0.25 and η1 = η0/2 = 0.2, respectively.
Note that the y-axis is on square root scale.
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Figure 4.2: Conditional quantile curves F−1(p| x) for probability levels p ∈
{0.25, 0.5, 0.75, 0.9, 0.95, 0.99} and for a few selected scenarios defined in Section 4.4.1.
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Table 4.1: Rejection rates of hypothesisH0,tail computed from 4000 samples under several
scenarios under the null identical with those from the top of Figure 4.1. The nominal level
is 5%.
L L∗ TIR TIR∗ K K∗
H0,0,0 3.9 3.1 4.3 5.3 4.9 4.9
H0,1,0 7.5 10.6 9.5 15.9 10.2 13.8
H1,0,0 7.5 12.0 9.3 15.4 11.0 14.6
H1,1,0 3.3 3.6 4.1 5.3 5.2 5.1
These tests are used to check H0,tail vs. H1,tail at a nominal level of 5%. The simulation
results are presented in Figure 4.1. We computed rejection rates (y-axis) of the null for
different values of the tuning parameter k (x-axis) and for six scenarios Ha,b,c, involving
(top) three Ha,b,0 under the null and (bottom) the others Ha,b,1 under the alternative. Re-
jection rates are computed from 4000 independent samples for each scenario with sample
length n = 500. In all experiments we set µ0 = 2, σ0 = 1 and η0 = 0.4. Under scenarios
H1,b,c, Ha,1,c and the alternatives Ha,b,1 we used µ1 = µ0/4 = 0.5, σ1 = σ0/4 = 0.25 and
η1 = η0/2 = 0.2, respectively. Note also that the rejection rates on the y-axis are given on
square root scale.
The performance under the null is presented on the upper half of Figure 4.1. It is partic-
ularly interesting to study the impact of the tuning parameter k on the size of the tests.
Recall that our tail model assumptions are built in such a way that the justification of the
approximation improves with smaller values of k. Indeed, the size of the tests is close
to 5% for k being around 50 to 100 in all the considered scenarios under the null. The
performance under H0,1,0 and H1,0, is particularly interesting. There the tests K and TIR
are too liberal for all values of the tuning parameter k. The overall best performance un-
der the null is given by test L followed by 3S, which hold their nominal level of 5% for a
reasonable range of k values.
Under the alternatives Ha,b,1 presented on the lower half of Figure 4.1, we observe that
the power of tests 3S, L and TIR is very similar, with a slight advantage of test TIR.
The fact that test K has the lowest power is not surprising, since this test is based on the
weakest model assumptions.
The same experiments with sample lengths n = 200 and n = 1000 led to qualitatively the
same results and are thus not reported here.
4.4.2 Selection of k
This part of the simulations is devoted to the adaptive selection of k, for instance, rule
(4.6). The simulation results depicted in Figure 4.3 are computed under H0,0,1 with ob-
servations generated by (4.10), where X is uniformly distributed on [−1, 1], µ = (2, 0)′,
σ = (1, 0)′ and η = (0.4, η1)′. We compared several versions of the L-estimator γˆL(1)
of γ(1) = η0 + η1: The L-estimator with (L) k = b2n2/3c, (L∗) k∗ from (4.6), (L∗2)
k = b0.75k∗c and (L∗3) k = b1.25k∗c. k = b2n2/3c is the asymptotically optimal choice for
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Figure 4.3: Comparison of L-estimators γˆL(1) of γ(1) = η0 + η1 based on 1000 indepen-
dent samples of DGP (4.10) with µ = (2, 0)′, σ = (1, 0)′, η = (0.4, η1) and sample length
n = 500 for different selection rules of k: (L) k = b2n2/3c, (L∗) k = k∗, (L∗2) k = b0.75 · k∗c
and (L∗3) k = b1.25 · k∗c, where k∗ is a data-adaptive rule defined in (4.6). The dashed
line corresponds to the true value. The corresponding mean squared errors are given
by (η1 = 0) 0.0113, 0.0126, 0.0124, 0.0176, (η1 = 0.1) 0.0091, 0.0096, 0.0104, 0.0108 and
(η1 = 0.2) 0.0085, 0.0087, 0.0099, 0.0074.
independent and identically GEV-distributed observations [Gomes and Pestana, 2007]
and indeed, this choice led to the best results in our simple scenarios with GEV innova-
tions. In practice, however, we may not always expect that the observations stem from a
known parametric family and it may be preferable to choose a data adaptive rule. Over-
all, we found that the performance of the L-estimator with k = k∗ from (4.6) is quite sim-
ilar to that with the asymptotically optimal choice. The modifications (L∗2) and (L∗3)
perform worse.
Finally, we have also compared the size of the L, TIR and K tests with k = b2n2/3c and
those with a data-adaptive rule for k. For the TIR test we have used the rule proposed
in Wang and Tsai [2009] and for the remaining two tests the rule (4.6) was applied. Data
were generated under the same scenarios like in the top of Figure 4.1. Table 4.1 presents
the simulation results computed from 4000 independent samples of size n = 500. The
size of the tests is reasonably close to the nominal level of α = 5% under scenarios H0,0,1
and H1,1,0. The tests are too liberal under H0,1,0 and H1,0,0, which is even worse with
data-adaptive selection of k.
4.4.3 Estimation of conditional heavy-tail behavior
In view of the potential applications with its focus on high quantiles and typically rather
limited observation lengths, we may ask: Is it meaningful to consider conditional heavy-
tail behavior in hydrological applications, or is it better to rely on less complex models
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Figure 4.4: Comparison of estimators of γ(1) = η0 + η1 based on 1000 independent
samples of DGP (4.10) with µ = (2, 0)′, σ = (1, 0)′, η = (0.4, η1) and with sample
length n = 500 and k = bn2/3c. The corresponding mean squared errors are given
by (η1 = 0) 0.0140, 0.0145, 0.0046, 0.0089, (η1 = 0.1) 0.0144, 0.0175, 0.0060, 0.0142 and
(η1 = 0.2) 0.0166, 0.0234, 0.0238, 0.0300.
(work underH0,tail) even if this simplification is not true?
More precisely, we evaluate the following questions:
i) What is the effect of conditional heavy-tail behavior γ(x) = η0 + xη1 on quantiles
of the conditional distribution?
ii) What about estimation efficiency? Under what circumstances (sample length, de-
gree of heavy-tail variability) is it worthwhile to estimate non-constant heavy-tail
behavior?
Figure 4.2 illustrates the shape of the conditional distribution as a function of the regres-
sor x ∈ [−1, 1] on different quantile levels. We have selected a few scenarios, which were
already applied in the simulations from the previous section. Particular attention should
be paid to scenario H0,0,1 with trend γ(x) = 0.4+ 0.2x in the shape but constant location
µ(x) = 2 and scale σ(x) = 1. Note that the lower 75% of the conditional distribution
is almost unchanged over the whole regressor space, while, say, the 99%-quantile drasti-
cally increases by more than 150%. In contrast to that, a pure trend in location (H1,0,0) or
in scale (H0,1,0) has a rather moderate effect on the different quantiles of the conditional
distribution.
For the evaluation of question ii), suppose that hypothesis H0,0,1 is met with observa-
tions generated by (4.10), where again X is uniformly distributed on [−1, 1], µ = (2, 0)′,
σ = (1, 0)′ and η = (0.4, η1)′. Think of [−1, 1] representing the rescaled time period
in which we have collected our observations. Suppose that we are interested in todays
heavy-tail behavior, that is, in the estimation of γ(1) = η0 + η1 at time x = 1. We compare
the following estimators:
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L: Estimator γˆL(1) = ηˆL0 + ηˆ
L
1 with ηˆ
L defined in Section 4.3.1.
TIR: Estimator γˆTIR(1) = exp(θˆTIR0 + θˆ
TIR
1 ) with θˆ
TIR defined in Section A.7.1.
Hill: The usual Hill estimator from Hill [1975], which assumes that η1 = 0 holds.
Ad.: An adaptive procedure, which applies the TIR-estimator if the TIR-based test rejects
H : η1 = 0 at a level of 10%. Otherwise, the Hill estimator is used.
Figure 4.4 shows the simulation results for scenario H0,0,1 with (left) η1 = 0, (middle)
η1 = 0.1 and (right) η1 = 0.2. Boxplots are computed from 1000 independent repeti-
tions with sample length n = 500 and a fixed effective sample size of k = bn2/3c. As
expected, we observe that the estimation of an additional trend η1 (estimators L, TIR and
partly the adaptive method) has to be paid by a large increase of estimation variability.
The Hill estimator is the only one that assumes η1 = 0, which results in an increasing
estimation bias with increasing η1 > 0. In terms of mean squared errors (see caption of
Figure 4.4), estimators L and TIR are preferable over Hill only in scenario η1 = 0.2. The
adaptive method is preferable in none of the considered cases. The same experiments
with alternative rules for the selection of k and also with n = 1000 (not reported here) did
not change our conclusions. For n = 200 (not reported here) the simple Hill estimator is
preferable in all three scenarios. Summing up, the estimation of non-constant conditional
heavy-tail behavior is useful only if η1 is large relative to n, which, for typical applications
from hydrology, presumably is not the case.
4.5 Applications
4.5.1 Weekly maxima of hourly precipitation in France
The left-hand side of Figure 4.5 displays two series of n = 228 weekly maxima of hourly
precipitation measured during the fall season at the stations Nevers and Niort in France.
We are going to analyze whether the right-tail behavior changes over time or not. Re-
cently, Kojadinovic and Naveau [2015] found some evidence for change-points in both
time series. Even more, if these maxima are regarded as (approximately) GEV distributed,
the approach from the previous reference suggests that the change-point in the Nevers
series is due to a change in the tail behavior and that of the Niort series is due to a change
in location and scale.
The fact that a change in the tail behavior is present only in the first series is also con-
firmed by our analysis. The right-hand side of Figure 4.5 depicts the p-values of the
L-test versus k ∈ {10, 11, . . . , 100} for both of the series. Small p-values for a wide range
of k values between 20 and 50 suggest that there is indeed a change in the tail behavior
of the first series. The graph for the second series does not show evidence for a change
in the right-tail behavior. In addition, from the application of the usual Mann-Kendall
test [Kendall, 1948; Yue et al., 2002] with resulting p-values of p = 0.20 for Nevers and
p = 0.03 for Niort, respectively, we confirm that there is evidence for a monotonic change
in the location of the second series.
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Figure 4.5: (Left) Weakly maxima of hourly precipitation during the fall season from 1993
to 2011 at the stations Nevers and Niort in France and (right) p-values of the L-test versus
k between 10 and 100. The dashed line corresponds to a level of 5%.
For practitioners, the previous analysis raises the question of how to include the results
into, say, the estimation of high quantiles. Let us start with the second series from Niort.
Since there is no evidence against γ(x) = γ0 for all x but instead some evidence against
constant location, we slightly modify the extrapolation formula of Weissman [1978] and
set
Fˆ−1(p|x) = uk,n(x) ·
(
k
n(1− p)
)γˆ0
, p > 1− k
n
,
where uk,n(x) is defined in Section 4.2.1 and γˆ0 = 1k ∑
k
j=1 log(Zk,j) is computed from
relative excesses Zk,j above uk,n(Xk,j). For instance, if we choose k = k∗ = 84 from (4.6),
we obtain γˆ0 = 0.52 with estimated 95%- confidence interval of [0.41, 0.63].
We continue with the time series from Nevers. At first, since we have found some weak
evidence against constant tail behavior, we might want to apply the L-estimator from
Section 4.3.1, which, by Proposition 4.2, for k = k∗ = 97 and for time axis rescaled on
x ∈ [−1, 1], gives us γˆ(x) = ηˆ0 + ηˆ1x with
ηˆ = (0.56, 0.14)′ and estimated variability V̂ar
[√
k(ηˆ − η)
]
=
(
0.34 0.16
0.16 0.99
)
.
Note that the 95%-confidence interval for η1 is rather wide with [−0.04, 0.24]. From our
experience gained from simulation experiments reported in Section 4.4.3, we would sug-
gest to follow a simpler approach. Because of the large uncertainty of ηˆ1 relative to that of
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ηˆ0 and because of the very limited sample length of n = 228, it is expected that the over-
all estimation error decreases if we mistakenly set η1 = 0, that is, if we estimate the tail
behavior under the assumption γ(x) = γ0. Applying the same estimator as for the Niort
series with k = k∗ = 97, we obtain γˆ0 = 0.54 with estimated 95%-confidence interval of
[0.43, 0.65].
4.5.2 Monthly maximal flows at the Mulde river basin in Germany
We analyze river flow series from 16 stations located at the Mulde basin in Germany. A
convenient way to eliminate temporal dependence, which is strongly present in the raw
data, is by considering only monthly maximal flows. For illustrative purpose, our longest
time series of monthly maximal flows is depicted on the left-hand side of Figure 4.6. The
series was observed at station Wechselburg1 from November 1909 to October 2012.
Besides the popular annual maxima approach, where only the largest out of twelve
monthly maxima in each year is taken into account, there is an increasing interest in the
hydrological literature on methods based on all values above some selected threshold
[see, e.g., Cunnane, 1973; Madsen and Rosbjerg, 1997; Roth et al., 2016, and the references
therein]. Practitioners usually choose a threshold such that, on average, more than one
value per year is left for the estimation of the tail. The hope from this is an increase in es-
timation efficiency, compared to estimation based only on annual maxima. However, in
the previous references it is assumed that the observations are identically distributed. Re-
cently, Einmahl et al. [2016] showed consistency of classical tail estimators under slightly
weaker assumptions called heteroscedastic extremes, but still they need that the tail be-
havior, i.e., the extreme value index γ is the same for all observations.
In analogy to the previous subsection, we first check whether the extreme value index
of monthly maximal flows is constant over the whole observation period. We computed
p-values of the test based on the L-estimator for all 16 time series, with (4.6) employed for
a data-adaptive selection of k. Ignoring the multiple testing issue, weak evidence against
stationary tail behavior is found only for the series from station Streckewalde with a p-
value of 0.051. So, for the moment, it seems safe to assume that most of our series are
stationary in their tail behavior.
Recall from the discussion in Section 1.1.2 and, in particular, from descriptive evidence
in Figure 1.4 that a serious source of non-stationarity is due to seasonal variability within
a year. In what follows, this is further investigated in terms of tail behavior:
We rearranged the monthly maximal flows according to their appearance within a hydro-
logical year, which, for the series from Wechselburg1, is depicted on the right-hand side
of Figure 4.6. In Germany the j-th hydrological year starts in the first day of November
of the (j − 1)-th calendar year and ends on the last day of October of the j-th calendar
year. November first and October 31st correspond to day 1 and 366, respectively, on the
x-axis of the right-hand side of Figure 4.6. Let xi ∈ {1, 2, . . . , 366} denote the hydrological
day of the monthly maximal flow Yi with corresponding extreme value index γ(xi) > 0,
which is supposed to depend only on the hydrological day xi, i = 1, . . . , n = 1236. At
first, a linear model γ(x) = η0 + η1x cannot be plausibly assumed because of the natural
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period length of one year. One would rather expect a smooth model with the endpoint
constraint γ(1) = γ(366), which is not covered by the methodology considered here.
Still, our L-test is able to detect non-constant tail behavior γ(x) 6= γ0 if γ(x) exhibits
a monotonic behavior on a broad part of the regressor space. In fact, from descriptive
data analysis, we suspect that γ(x) increases from early winter to the middle of sum-
mer followed by an decrease in October. For empirical evidence, we computed the L-test
with k selected by rule (4.6) for all 16 series. Again ignoring the multiple testing, evi-
dence against stationary tail behavior is found for stations Niederstriegis1, Nossen1 and
Borstendorf with p-values of about 0.001, 0.04 and 0.03, respectively. Weak evidence was
found for station Goeritzhain with a p-value of about 0.09.
In Great Britain, Switzerland, the United States and some other countries from the north-
ern hemisphere the hydrological year starts in the first October and ends in the last day
of September. Interestingly enough, if we compute xi according to this alternative def-
inition and if we apply the same procedure on the modified series, we even obtain six
p-values below the 5% and two others below the 10% significance level.
Since practitioners usually are interested in estimation and not in testing, the question is
how to proceed with the analysis. Estimation under seasonal variability of river flows
and related problems have already been addressed, for instance, in Schumann [2005],
Strupczewski et al. [2012], Rulfov et al. [2016] and the references therein: Two or more
groups of homogeneous observations, say, winter and summer flows, are identified. Af-
terwards, distributions are estimated under the i.i.d. assumption individually for each
group. The final model is constructed assuming independence between the groups. It
thus might be of interest to check whether there is evidence against stationary tail behav-
ior during winter and summer, respectively.
The L-test with data-adaptive selection of k applied to flows from the hydrological sum-
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Figure 4.6: Monthly maximal flows observed at station Wechselburg starting from
November 1909 till October 2012 in (left) chronological order and (right) ordered accord-
ing to their day of appearance in the German hydrological year.
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mer (May till October) does not provide evidence against stationary tail behavior during
the summer. The application to flows from the hydrological winter (November till April)
gives us only one p-value below 5% and another one below the 10% significance level.
At first, this result sounds logical, since it is consistent with the idea that heterogeneity is
mainly caused by the diversity of physiological causalities: Melting snow in the winter
and heavy rainfalls in the summer time. We thus may expect that observations within
each season are homogeneous in their tail behavior. But note also that the decreased ev-
idence against stationary tail behavior might be also explained by a lack of power, since
the sample is cut in half for testing on each season. E.g., for the Wechselbur1 series, in-
stead of n = 1236 only n/2 = 618 observations are left for estimation of winter and
summer distributions, respectively.
4.6 Conclusion and outlook
The analysis of trends in hydrological time series is motivated by a changing climate and
by anthropogenic interference with nature, for instance, the dynamic process of urban-
ization during the past centuries. Little attention has been devoted to the analysis of
trends in the tails in the applied literature, even though the primal interest lies on, say,
high quantiles of distributions. Our work tries to fill this gap in case of heavy tails of
Pareto-type. It turns out that satisfactory inference on non-constant tail-behavior is diffi-
cult under typical circumstances in hydrology, because of the rather limited observation
lengths. In many of the scenarios considered in our simulations it is advisable to ignore
trends in tail-behavior in order to reduce the dominating estimation variability at the
cost of a rather small bias. For instance, we believe that estimation of annual maximal
flow distributions based on the block maxima method should be carried out under the
assumption of stationary tail behavior.
Our work might be extended to regional estimation under the assumption of regional
heavy-tail homogeneity. For statistical inference in such a regional setting it is, in con-
trast to pure local estimation studied here, of practical importance to derive theory under
semi-parametric assumptions in order to be able to estimate the dependence between
local estimates. This indeed is a challenging problem left for future research.

Appendix A
Additional results and further
technical details
A.1 Convergence of random elements in metric spaces
Let (S, d) denote a metric space and let us first assume that the space is complete and sep-
arable. The latter means that there exists a countable dense set in S. Relevant examples
are S = Rd equipped with the euclidean distance and the space S = C (I), I ⊂ Rp, of
continuous functions f : I → R equipped with the uniform metric d( f , g) = ‖ f − g‖∞ =
supt∈I | f (t)− g(t)|. Countable and dense subsets are given by Qd and by the subset of
continuous functions that are piecewise affine linear between grid points from I ∩Qp,
respectively.
Let B be the Borel-σ-Algebra of (S, d) and let (Ω,A,P) denote any probability space. A
function Y : Ω → S is called measurable (or random element), if Y−1(B) ∈ A for any
B ∈ B. In case of S = Rd we also call Y a random vector or random variable if d = 1. For
S = C(I) we call Y a random function or stochastic process.
Definition A.1
Let Yn, Y : Ω → S, n ∈ N, be random elements and let P ◦ Y−1 : B → [0, 1] denote the
image measure with P ◦Y−1(B) = P({ω ∈ Ω : Y(ω) ∈ B}). For n→ ∞, we define:
(i) (Almost sure convergence)
Yn
a.s.→ Y, if P ({ω ∈ Ω : Yn(ω)→ Y(ω)}) = 1.
(ii) (Convergence in probability)
Yn
P→ Y, if P ({ω ∈ Ω : d(Yn(ω), Y(ω)) > ε})→ 0 for any ε > 0.
(iii) (Convergence in distribution; weak convergence)
Yn
D→ Y, if
E [ f (Yn)] =
∫
S
f dP ◦Y−1n −→
∫
S
f dP ◦Y−1 = E [ f (Y)] (A.1)
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for any f ∈ Cb(S) = {h : S→ R : h continuous and bounded}.
Almost sure convergence always implies convergence in probability, which, in turn, al-
ways implies convergence in distribution,
Yn
a.s→ Y ⇒ Yn P→ Y ⇒ Yn D→ Y.
Convergence in distribution is thus also called weak convergence.
If Yn
D→ Y on S, then, for a second separable metric space T, any continuous map g :
S → T, and from definition (A.1), we also obtain that g(Yn) D→ g(Y) on T, since f ∈
Cb(T) implies that f ◦ g ∈ Cb(S). Even more, the following result called continuous
mapping theorem states that we only need almost sure continuity with respect to the
limiting image measure P ◦Y−1.
Theorem A.2 (Continuous mapping theorem)
Let ∗→ denote either a.s.→, P→ or D→. Suppose that Yn, Y, n ∈N, are random elements on the metric
space S such that Yn
∗→ Y for n→ ∞ and, for a second metric space T, let g : S→ T satisfy
P ◦Y−1
(
{s ∈ S : g is continuous in s}
)
= 1.
Then, for n→ ∞, we also have that g(Yn) ∗→ g(Y) on T.
In many situations we would like to deduce joint convergence from convergence of the
components: Let ξn, ξ and ηn, η, n ∈ N, denote two sequences of random elements on
the metric spaces (S1, d1) and (S2, d2), respectively. We can always consider the tuples
Yn = (ξn, ηn), Y = (ξ, η) as random elements on the product space
S = S1 × S2 = {(s1, s2) : s1 ∈ S1, s2 ∈ S2}
equipped with the metric d = d1 + d2. Then we have that marginal convergence of
deterministic sequences s1,n → s1 on S1 and s2,n → s2 on S2 is equivalent to convergence
of the tuples (sn,1, sn,2) → (s1, s2) on the product space S. We thus immediately obtain
that marginal almost sure convergence ξn
a.s.→ ξ and ηn a.s.→ η implies joint convergence
Yn
a.s.→ Y, since almost sure events are closed under intersections. The same assertion also
holds with convergence in probability, but not necessarily with weak convergence: For
a counter example, let ξn = ξ be standard normal and let ηn = (−1)nξ. Then we have
ηn
D
= η, which immediately implies ηn
D→ ξ. But we do not have joint weak convergence,
since E(ξnηn) = (−1)n 6→ contradicts (A.1).
If ξn and ηn are independent for each n ∈N, then, of course, marginal weak convergence
also implies joint weak convergence. Another frequently applied condition is as follows:
Theorem A.3 (Slutsky’s lemma)
Suppose, for n → ∞, we have that ξn D→ ξ on S1 and ηn P→ a on S2, where a ∈ S2 is a
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deterministic element. Then, for n → ∞, we also have that (ξn, ηn) D→ (ξ, a) on the product
space S1 × S2.
Let us now turn to the space S = `∞(I) =
{
f : I → R : supt∈I | f (t)| < ∞
}
of bounded
real-valued functions on some index set I. We equip `∞ with the uniform metric d∞. This
space plays a central role in empirical process theory. E.g., `∞([0, 1]) covers the well-
known ca´dla´g space D([0, 1]) of right-continuous functions with existing left limits and
with the empirical distribution Fn as a typical element in it. A difficulty is that (`∞(I), d∞)
is not separable [Billingsley, 1968, p. 216], which carries with measurability problems.
Although it is natural to study the empirical process Fn =
√
n(Fn − F) as a random
element in `∞([0, 1]), it can be shown that Fn is not Borel-measurable with respect to the
uniform metric [van der Vaart and Wellner, 1996, Chap. 1] and the definition of weak
convergence in (A.1) does not make sense anymore for Yn = Fn.
One classical way to solve this problem consists of replacing d∞ by Skorohod’s d0-metric,
which makes D[0, 1] separable and complete [Billingsley, 1968]. An alternative, modern
solution is due to Hoffman-Jørgensen [1994]: Suppose that the limiting element Y in
(A.1) is measurable and replace the expectations on the left-hand side of (A.1) by outer
expectations
E∗ [Z] = inf {E [U] : U ≥ Z, U measurable and E [U] < ∞} ,
which are also defined for non-measurable maps Z : Ω → R. It turns out that most
common results can be extended to the outer expectation case, including the previous
theorems, so, usually, there will be no practical difference when dealing with weak con-
vergence of series of non-measurable random elements, provided the limit is measurable.
For further details and extensions of Theorems A.2 and A.3 to S = `∞(I) we refer to
Chapter 1 in van der Vaart and Wellner [1996].
The following theorem extends the classical delta method to arbitrary metric spaces [van der
Vaart and Wellner, 1996, Sec. 3.9].
Theorem A.4 (Functional delta method)
Let S and T be metric spaces, s ∈ S0 ⊂ S and, for n→ ∞, let g : S0 → T be a map satisfying
g(s + tnhn)− g(s)
tn
−→ g′s(h) (A.2)
for some linear map g′s : S→ T (the derivative in s) and all sequences tn ∈ R, hn ∈ S satisfying
tn → 0, hn → h ∈ S and s + tnhn ∈ S0. Suppose further that rn(Yn − s) D→ Z on S, where
P(Z ∈ S0) = 1 and rn → ∞. Then, for n→ ∞, we also have that
rn
(
g(Yn)− g(s)
)
D−→ g′s(Z)
on T.
Property (A.2) is called Hadamard-differentiability of g in s tangentially to S0. In case of
S = Rk and T = Rm, Hadamard-differentiability is equivalent to usual differentiability
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with linear function g′s = Dgs given by the Jacobi-matrix of g in s.
Note that every function g : J → R, J ⊂ R, can be extended to a map g˜ : f 7→ g( f )
defined on a subset S0 ⊂ `∞(I), provided the range f (I) ⊂ J for all f ∈ S0. The following
result states that if g is differentiable with derivative g′ and if J actually covers a little
bit more than the range of all functions from S0, then we also have that g˜ is Hadamard-
differentiable with derivative g˜′f (h) = g
′( f ) · h.
Theorem A.5 (Lemma 12.2 in Kosorok [2008])
Let g : B ⊂ R→ R be differentiable with continuous derivative g′ on all closed subsets of B and
let
S0 =
{
f ∈ `∞(I) : f (I)δ ⊂ B for some δ > 0
}
⊂ `∞(I),
where f (I)δ = {y ∈ R : |y− x| ≤ δ for some x ∈ f (I)} denotes the δ-enlargement of the range
f (I) of f . Then the map g˜ : S0 → `∞(I), f 7→ g( f ), is Hadamard-differentiable on S0 with
derivative g˜′f (h) = g
′( f ) · h in f ∈ S0.
In fact, following the arguments in the proof of Kosorok [2008], it is easily verified that
Theorem A.5 generalizes to differentiable maps g : B ⊂ Rm → Rk for arbitrary m, k ∈
N. Firstly, the main argument in the proof is that continuous functions on closed and
bounded sets obtain their maximum. This is also the case for arbitrary m ∈N and k = 1.
Secondly, a function g : B ⊂ Rm → Rk is always of the form g = (g1, . . . , gk) with gj :
B → R and convergence in (A.2) is equivalent to componentwise convergence. In other
words, g˜ is Hadamard differentiable if and only if g˜1, . . . , g˜k are Hadamard differentiable.
The Hadamard derivative Dg˜ f : S0 → `∞(I)k in f ∈ `∞(I)m and with S0 ⊂ `∞(I)m of
g˜ : f 7→ g( f ) is given by Dg˜ f (h) = Dg f · h, where Dgx is the Jacobi matrix of g in x ∈ Rm.
Theorem A.5 is used to prove Proposition 1.8 in the following section.
A.2 The madogram estimator - theory and praxis
The madogram estimator serves as a basic building block for the change-point test in
Chapter 3. With this section, we would like to give a deeper insight into theory and
finite-sample properties of this simple estimator. We start with a proof of Proposition 1.8.
Proof of Proposition 1.8. Recall the definitions of S(t) and Sˆn(t) from (1.13) and (1.15), re-
spectively. We first show weak convergence of the process
√
n(Sˆn− S) on (`∞([0, 1]), d∞):
Note that
∫ 1
0 1(m ≤ u) du = 1−m and C(u1−t, ut) = uA(t) for 0 ≤ u, m ≤ 1, which gives
us
Sˆn(t) = 1−
∫ 1
0
Cn(u1−t, ut) du and S(t) = 1−
∫ 1
0
C(u1−t, ut) du.
The continuity of A˙ is sufficient for the existence and continuity of C˙1 and C˙2 on (0, 1)×
[0, 1] and [0, 1]× (0, 1), respectively [Segers, 2012, Example 5.3], which, by Theorem A.8,
is sufficient for the weak convergence of the empirical copula process
√
n(Cn − C) =
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C0n
D→ C0C on
(
`∞([0, 1]2), d∞
)
. Thus, from the continuity of the map f 7→ ∫ 10 f (u1−t, ut)du,(
`∞([0, 1]2), d∞
)→ (`∞([0, 1]), d∞), and from the continuous mapping theorem,
√
n
(
Sˆn − S
)
= −
(∫ 1
0
C0n(u
1−t, ut) du
)
t∈[0,1]
D−→
(∫ 1
0
C0C(u
1−t, ut) du
)
t∈[0,1]
(A.3)
on (`∞([0, 1]), d∞). The minus sign on the right-hand side of (A.3) can be dropped be-
cause the limit is a centered Gaussian process.
For the next step of the proof, recall that A(t) = g(S(t)), where the function g : (0, 1) →
(0, 1), s 7→ s/(1 − s), is differentiable with continuous derivative g′(s) = 1/(1 − s)2.
Thanks to Theorem A.5, the extension g˜ : S→ `∞([0, 1]), f 7→ g( f ), defined on
S0 = { f ∈ `∞([0, 1]) : f (I)δ ⊂ (0, 1) for some δ > 0}
is Hadamard-differentiable with derivative g˜′s(h) = g′(s) · h, h ∈ `∞([0, 1]). Recall that
a Pickands dependence function A satisfies 1/2 ≤ A(t) ≤ 1 for all t ∈ [0, 1]. Since
S(t) = A(t)/(1+ A(t)), we also have that 1/4 ≤ S(t) ≤ 2/3, which implies that S ∈ S0.
In addition, from combinatoric arguments it is straightforward to show that
1
6
<
1
n
n
∑
i=1
i2
(n + 1)2
≤ Sˆn(t) ≤ 2n
(
n(n + 1)
2
− n/2(n/2+ 1)
2
)
<
3
4
,
which means that Sˆn takes its values in S0. Thanks to Theorem A.5 we conclude that
g˜ is Hadamard-differentiable and we are thus in position to apply the functional delta
method: We conclude that
√
n(Aˆn − A) =
√
n
(
g˜(Sˆn)− g˜(S)
) D−→ g˜′S(Z) = g′(S) · Z,
where Z is the weak limit on the right-hand side of (A.3). Because of S = A/(1+ A), we
have that g′(S) = (1+ A)2. This completes the proof of Proposition 1.8. 2
Remark A.6
It is straightforward to extend the madogram estimator to arbitrary dimensions d ≥ 2,
since we also have that
A(t) =
S(t)
1− S(t) for S(t) = E
[
max
{
U1/t11 , . . . , U
1/td
d
}]
,
where U = (U1, . . . , Ud)′ satisfies C(u) = P(U ≤ u). At the cost of a more complex
notation but without any additional technical difficulties, it is easy to extend Proposition
1.8 to arbitrary dimensions d ≥ 2.
Let us finish this section with a closer look at the finite-sample performance of the mado-
gram estimator: Figure A.1 depicts mean squared errors MSE(t) = E
[(
Aˆ(t)− A(t))2]
of different estimators Aˆ(t) of the Pickands dependence function A(t) versus t ∈ [0, 1] es-
timated from 4000 independent samples of size n and for four different scenarios accord-
ing to (3.19). Endpoint-corrections are used, if necessary, so that the estimators satisfy
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Figure A.1: Mean squared errors (MSE) of the madogram, CFG, endpoint-corrected CFG
and endpoint-corrected Pickands estimators of A(t) versus t ∈ [0, 1] computed from 4000
independent samples of size n = 100 drawn from a bivariate distribution with copula
(3.19). We used four different scenarios with (left) ϑ = 1.5, (right) ϑ = 2.5, (top) a = (0, 0)
and (bottom) a = (0, 0.2).
the endpoint constraints A(0) = A(1) = 1 [Genest and Segers, 2009]. For instance, these
modifications significantly improve the finite-sample performance of the Pickands and
CFG estimators. Endpoint-correction of the madogram estimator is not necessary, since
it fulfills the endpoint constraints by construction. From the results in Figure A.1 we find
that the madogram estimator is pretty competitive in terms of MSE. It outperforms the
uncorrected CFG and the corrected Pickands estimator. The difference in performance
of the madogram estimator is small compared to the corrected CFG estimator, which is
recommended by many authors as the best available estimator.
A.3 A max-type test of heavy-tail homogeneity
As an alternative to the heavy-tail ANOVA statistic Wk,τ ,n defined in Proposition 2.6,
practitioners might be also interested in a max-type test statistic (see the discussion in
Section 2.4). Let
Mk,τ ,n =
∥∥∥∥Uˆ′Σˆ−1/2√k1γˆ (Hk,τ ,n − γˆk,τ ,n(wˆopt)1)
∥∥∥∥2
∞
,
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where Uˆ = (uˆ1 . . . uˆd−1) ∈ Rd×(d−1) consists of pairwise orthogonal vectors u1, . . . , ud−1
with length 1, all orthogonal to uˆd = Σˆ−1/21. These can be obtained from the Gram-
Schmidt algorithm.
Theorem A.7
Under the assumptions of Proposition 2.6 and for n→ ∞, we have that
Mk,τ ,n
D→ ‖Zd−1‖2∞ = max{Z21 , . . . , Z2d−1}, (A.4)
where Zd−1 = (Z1, . . . , Zd−1)′ is a vector of independent N (0, 1) distributed random variables.
Note that the limiting distribution function can be written as Gd−1, where G is the distri-
bution function of a χ21 distribution with 1 degree of freedom. Thus, the (1− α)-quantile
of the limiting distribution is given by the (1− α)1/(d−1)-quantile of the χ21 distribution.
Proof. Recall first that (see the proof of Proposition 2.6)
√
k1
γˆ
(
Hk,τ ,n − γˆk,τ ,n(wˆopt)1
) D−→ AΣ1/2Zd,
where A = Awopt = Id − 1w′opt and with identity matrix Id ∈ Rd×d. The proof follows
from a singular value decomposition of the matrix E = Σ−1/2AΣ1/2:
Note that E · E′ = B, where B = Bwopt is defined in the proof of Proposition 2.6. Thus
we can decompose E = UV ′, where the columns of U ∈ Rd×(d−1) and V ∈ Rd×(d−1)
consist of d − 1 orthonormal eigenvectors of EE′ and E′E, respectively. From the proof
of Proposition 2.6 and since we use w = wopt, we also now that all the eigenvectors
correspond to the eigenvalue of 1. Note also that U′U = V ′V = Id−1. Bringing all these
things together completes the proof of (A.4). 2
A.4 Empirical copula processes and multiplier bootstrap
Let Yi = (Yi1, . . . , Yid)′, i = 1, . . . , n, denote a sequence of i.i.d. random vectors with
distribution function
P(Yi ≤ y) = C (F1(y1), . . . , Fd(yd)) , y = (y1, . . . , yd)′ ∈ Rd,
whose margins F1, . . . , Fd are continuous. Recall that P(Ui ≤ u) = C(u), where we call
Ui = (F1(Yi1), . . . , Fd(Yid))
′ the probability transform of Yi. For 1 ≤ k ≤ i ≤ ` ≤ n, we
define sequential pseudo observations Uˆk:`,i =
(
Uˆk:`,i1, . . . , Uˆk:`,id
)′ by
Uˆk:`,ij =
1
`− k + 1
`
∑
m=k
1
(
Umj ≤ Uij
)
, j = 1, . . . , d
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and, for 1 ≤ k ≤ ` ≤ n, the sequential empirical copula by
Ck:`(u) =
1
`− k + 1
`
∑
m=k
1
(
Uˆk:`,m ≤ u
)
, u ∈ [0, 1]d.
Let ∆ = {(r, s) ∈ [0, 1]2 : s ≥ r}. The process Cn defined on ∆× [0, 1]d by
Cn(r, s, u) =
bnsc − bnrc
n1/2
(
Cbnrc+1:bnsc(u)− C(u)
)
, (r, s, u) ∈ ∆× [0, 1]d,
is called two-sided sequential empirical copula process. Bu¨cher and Kojadinovic [2016]
prove weak convergence of Cn towards a Gaussian process even under temporal depen-
dence. In case of independence, as considered here, the weak convergence result can be
restated as follows:
Theorem A.8 (Bu¨cher and Kojadinovic [2016])
Suppose that all first order partial derivative C˙j = dC/duj of C exists and is continuous on
{u ∈ [0, 1]d : 0 < uj < 1}, j = 1, . . . , d. For u = (u1, . . . , ud)′, let u(j) denote the vector
of whose components are equal to one, except the jth which is equal to uj. Then, for n → ∞, we
have that Cn
D→ CC on `∞
(
∆× [0, 1]d) equipped with the uniform metric, where CC is defined
through
CC(r, s, u) = {BC(s, u)−BC(r, u)} −
d
∑
j=1
C˙j(u){BC(s, u(j))−BC(r, u(j))} (A.5)
and where BC is a centered Gaussian process on `∞
(
[0, 1]d+1
)
with covariance kernel
E{BC(r, u)BC(s, v)} = (r ∧ s){C(u1 ∧ v1, . . . , ud ∧ vd)− C(u)C(v)}.
The usual empirical copula process and its weak limit are denoted by C0n = Cn(0, 1, ·)
and C0C = CC(0, 1, ·), respectively.
Note that the distribution of the limit CC depends on the unknown copula C in a very
complicated way, making it virtually impossible to calculate, say, critical values of test
statistics based on Cn. This problem may be solved by the multiplier bootstrap tech-
nique, initially proposed by Scaillet [2005] for C0C and extended by Bu¨cher and Kojadi-
novic [2016] to the sequential case and serial dependence.
Theorem A.9 (Bu¨cher and Kojadinovic [2016])
Let ξ(b)i , i ≥ 1, b = 1, . . . , B, denote independent standard normal distributed variables, indepen-
dent of (Xi, Yi), i ≥ 1. Let, for b = 1, . . . , B,
Bˇ
(b)
n (s, u) =
1√
n
bnsc
∑
i=1
ξ
(b)
i
{
1
(
Uˆ1:bnsc ≤ u
)− C1:bnsc(u)}
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and let C˙j,n denote an estimator of C˙j satisfying
sup
u∈[0,1]d,uj∈[δ,1−δ]
∣∣C˙j,n(u)− C˙j(u)∣∣ P−→ 0 (A.6)
for some δ ∈ (0, 1/2), j = 1, . . . , d. Define Cˇ(b)n in analogy to (A.5) with BC and C˙j replaced by
Bˇ
(b)
n and C˙j,n. Then, under the assumptions of Theorem A.8 and for n→ ∞, we have that(
Cn, Cˇ
(1)
n , . . . , Cˇ
(B)
n
)
D−→
(
CC,C
(1)
C , . . . ,C
(B)
C
)
in
(
`∞
(
∆× [0, 1]d))B+1, where C(1)C , . . . ,C(B)C denote independent copies of CC.
In analogy to C0n, we set Cˇ
0,(b)
n = Cˇ
(b)
n (0, 1, ·).
A.5 Change-point test statistic for d ≥ 2
In Sections 3.2.1 and 3.2.2, we restricted ourselves to the case d = 2. Results for arbitrary
dimension d ≥ 2 can be established at the cost of a more complex notation but without
significant additional mathematical difficulties. We give the main steps of the general-
ization hereafter. Let Y = (Y1, . . . , Yd) be a random vector with distribution function and
extreme value copula of the form (1.1) and (1.7), respectively, and suppose that A is con-
tinuously differentiable on the interior of Sd−1 with partial derivatives A˙j(t) = ∂A(t)/∂tj,
j = 2, . . . , d, t = (t2, . . . , td)′ ∈ Sd−1. With the notation Uj = Fj(Yj), j = 1, . . . , d, and
t1 = t1(t) = 1−∑dj=2 tj, t ∈ Sd−1, we have, just as for d = 2,
A(t) =
S(t)
1− S(t) and S(t) = E
[
max
{
U1/t11 , . . . , U
1/td
d
}]
,
with the convention that u1/0 = 0 for all u ∈ (0, 1).
Let Yi, i = 1, . . . , n, be independent copies of Y and let Uˆk:`,i = (Uˆk:`,i1, . . . , Uˆk:`,id)′ be
d-variate generalizations of the subsample pseudo-observations in (3.6). We define a
CUSUM-type processDn on `∞ ([0, 1]× Sd−1) by
Dn(s, t) =
bnsc(n− bnsc)
n3/2
{
Aˆ1:bnsc(t)− Aˆbnsc+1:n(t)
}
,
where, for 1 ≤ k ≤ ` ≤ n, Aˆk:`(t) = Sˆk:`(t)/{1− Sˆk:`(t)}, and
Sˆk:`(t) =
1
`− k + 1
`
∑
i=k
max
{
Uˆ1/t1k:`,i1, . . . , Uˆ
1/td
k:`,id
}
with the convention that Sˆk:` = 0 if k > `.
Let us introduce some additional notation. For any y ∈ [0, 1] and t ∈ Sd−1, we define yt
to be the vector (yt1 , . . . , ytd) ∈ [0, 1]d with the convention that 00 = 1. Furthermore, for
any u ∈ [0, 1]d and any j = 1, . . . , d, u(j) denotes the vector of [0, 1]d whose components
are all equal to one, except the jth which is equal to uj.
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Proposition A.10
Suppose that all of the above conditions are met. Then, for n → ∞, we have that Dn D→ DC on
`∞([0, 1]× Sd−1), where
DC(s, t) = {1+ A(t)}2 ×
∫ 1
0
sCC(s, 1, yt)− (1− s)CC(0, s, yt) dy
and where CC is defined in Theorem A.8.
The proof is almost identical to that of Proposition 3.1. For a corresponding bootstrap
approximation of the limitDC, let ξ
(b)
i , i = 1, . . . , n, b = 1, . . . , B, be i.i.d. standard normal
multipliers. Furthermore, from (1.7), we have that, for any y ∈ (0, 1) and t ∈ Sd−1,
C˙j(yt) =
 y
A(t)−t1
{
A(t)−∑dk=2 tk A˙k(t)
}
, j = 1,
yA(t)−tj
{
A(t) + A˙j(t)−∑dk=2 tk A˙k(t)
}
, j = 2, . . . , d.
The above quantities can be estimated consistently by plugging in subsample estimators
of A and A˙j = dA/dtj, j = 2, . . . , d, respectively, namely Aˆk:` and
A˙j,k:`,n(t) =
1
2hn
{
Aˆk:`(t + hnej)− Aˆk:`(t− hnej)
}
, j = 2, . . . , d,
with t± hnej = (t2, . . . , tj−1, tj± hn, tj+1, . . . , td)′ and a sequence hn ↓ 0 such that infn≥1 hn
√
n >
0 (boundary effects can be dealt with by generalizing the approach adopted below (3.14)).
Then, analogously to the bivariate case, we define
Dˇ
(b)
n (s, t) = {1+ Aˆ1:n(t)}2×
{bnsc
n3/2
n
∑
i=bnsc+1
ξ
(b)
i wˆbnsc+1:n,i(t)−
n− bnsc
n3/2
bnsc
∑
i=1
ξ
(b)
i wˆ1:bnsc,i(t)
}
,
where, for 1 ≤ k ≤ ` ≤ n,
wˆk:`,i(t) = m¯k:`(t)− mˆk:`,i(t) +
d
∑
j=1
(uˆk:`,ij(t)− u¯k:`,j(t))aˆk:`,j(t)
bˆk:`,j(t)
,
with m¯k:` and u¯k:`,j denoting the arithmetic mean over i = k, . . . , ` of
mˆk:`,i(t) = max
(
Uˆ1/tk:`,i
)
and uˆk:`,ij(t) = Uˆ
bˆk:`,j/tj
k:`,ij ,
and where
aˆk:`,j(t) =
{
Aˆk:`(t)−∑dj′=2 tj′ A˙j′,k:`,n(t), j = 1,
Aˆk:`(t) + A˙j,k:`,n(t)−∑dj′=2 tj′ A˙j′,k:`,n(t), j = 2, . . . , d,
bˆk:`,j(t) = Aˆk:`(t) + 1− tj.
Test statistics and corresponding multiplier bootstrap replicates can be defined analo-
gously to Section 3.2.1, as functionals of Dn and Dˇ
(b)
n , b = 1, . . . , B, respectively. In addi-
tion, generalizations adapted to known breaks in the margins can be obtained by com-
puting pseudo observations from the subsamples determined by the marginal change-
points, as explained in Section 3.2.2. We omit the details for the sake of brevity.
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A.6 Quantile regression process
Let Y denote a random variable called response and X = (1, X1, . . . , Xd)′ a random vector
called regressor with support covered by a compact set X ⊂ Rd+1. Throughout this
section we suppose that the conditional distribution F(y|x) = P(Y ≤ y| X = x) of Y
given X = x satisfies
F−1(p| x) = inf{y : F(y|x) ≥ p} = x′βp (A.7)
for all x ∈ X , probabilities p ∈ I ⊂ [ε, 1− ε] and an unknown vector-valued function
p 7→ βp, p ∈ I, with βp ∈ Rd+1 called p-th regression quantile [Koenker and Bassett,
1978]. The left-hand side of (A.7) is called generalized inverse or quantile of F(·|x) in
p ∈ I. It coincides with the usual inverse of a function, provided the inverse exists.
Theoretical aspects and many applications of linear quantile regression are presented in
Koenker [2005].
Let (Yi, Xi), i = 1, . . . , n, denote independent copies of (Y, X). Estimator
βˆp = arg min
b∈Rd+1
n
∑
i=1
ρp
(
Yi − X′i · b
)
with ρp(y) = y · (p− 1{y≤0}) is called empirical regression quantile. The following result
establishes asymptotic normality of
√
n
(
βˆp − βp
)
uniformly in p ∈ I, i.e., in (`∞(I))d+1.
Theorem A.11 (Angrist et al. [2006])
Suppose that, uniformly in x ∈ X , the conditional density f (y|x) exists, is bounded and uni-
formly continuous in y. Suppose further that E‖X‖2+δ < ∞ for some δ > 0 and that
J = E
[
XX′
]
and Hp = E
[
XX′ · f (F−1(p|X)|X)
]
(A.8)
exist with Hp positive definite for all p ∈ I. Then, for n→ ∞, we have that(
Hp
√
n
(
βˆp − βp
))
p∈I
D−→ Z (A.9)
in (`∞(I)))d+1, whereZ is a centered Gaussian process withE[Z(p)Z(q)′] = (p∧ q− p · q) · J.
The previous result allows us to estimate the joint distribution of several empirical regres-
sion quantiles. Let p = {p1, . . . , p`} ⊂ I denote a set of probabilities. Then, for n → ∞,
we immediately obtain that
√
n
(
βˆp1 − βp1 , . . . , βˆp` − βp`
)′ D−→ N (0,Σp) ,
where Σp is defined piecewise through
lim
n→∞Cov
[√
n
(
βˆpi − βpi
)
,
√
n
(
βˆpj − βpj
)]
= (pi ∧ pj − pi · pj) · H−1pi JH−1pj .
This result is used to prove Proposition 4.2.
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A.7 Conditional heavy-tail behavior - competing methods
A.7.1 Tail index regression (TIR) by Wang and Tsai [2009]
Wang and Tsai [2009] study model (4.1) with α(x) = 1/γ(x) = exp(x′θ) for some un-
known parameter vector θ ∈ Rd+1. They propose the estimator
θˆun = arg min
θ∈Rd+1
n
∑
i=1
[
exp(X′iθ) · log(Yi/un)− X′iθ
] · 1(Yi > un) (A.10)
with regressor independent threshold un → ∞ for n → ∞. (A.10) can be viewed as
an approximate maximum likelihood approach based on the weak approximation of
log(Y/un) given X = x and Y > un to an exponential distribution with mean 1/α(x). Let
k = ∑ni=1 1(Yi > un) be the effective sample size in (A.10) and Σˆun =
1
k ∑
n
i=1 XiX
′
i1(Yi >
un). Under certain technical assumptions, Wang and Tsai [2009] prove
√
k · Σˆ1/2un ·
(
θˆ− θ) D−→ N (h, Id+1) (A.11)
for some vector h and (d + 1)-dimensional identity matrix Id+1. The estimation of the
bias h requires detailed information on the tail, which is hardly available and thus set to
zero in applications.
However, Wang and Tsai [2009] do not consider regressor dependent thresholds un like
in Section 4.2.1, which in practice is important to account for regression effects in e.g.
the center of the distribution. In order to reduce this problem, we suggest to apply their
estimation procedure on the sample (Zk,j, Xk,j), j = 1, . . . , k, as given in Section 4.2.1. That
is, replace θˆun by
θˆTIRk,n = arg min
θ∈Rd+1
k
∑
j=1
[
exp(X′k,jθ) · log(Zk,j)− X′k,jθ
]
and Σˆun by Σˆk,n =
1
k ∑
k
j=1 Xk,jX
′
k,j.
A.7.2 Three-stage procedure by Wang and Li [2013]
An alternative regression approach focusing on high conditional quantiles F−1Y (p| x), p ∈
[1− ε, 1), for some small number ε > 0 is proposed in Wang and Li [2013]. Their method
is based on the assumption that
F−1gλ(Y)(p| x) = x
′βp
holds for some λ ∈ R, Box-Cox transformation gλ, regression quantiles βp ∈ Rd+1 and
all p ∈ [1− ε, 1). They propose an estimator of γ(x) based on a three-stage procedure:
(i) Set p = pk,n = n−kn+1 and compute λˆ as in Section 4.2.1.
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(ii) Let pn−j,n =
j
n+1 for j = 1, . . . , m with m = n− bnηc and η = 0.1. For j = 1, . . . , m,
estimate F−1Y (pn−j,n| x) by the right hand side of (4.4) with g = gλˆ and p = pn−j,n.
Denote these estimates by qˆj(x), j = 1, . . . , m. If qˆj(x) is not increasing in j, apply
the rearrangement procedure of Chernozhukov et al. [2010].
(iii) For some integer k < m, estimate γ(x) by
γˆk,n(x) =
1
k− bnηc
k
∑
j=bnηc
log(qˆn−j)− log(qˆn−k).
Thus γˆk,n(x) is Hill’s estimator [Hill, 1975] applied to the sample of qˆ(x) values, which
can be seen as pseudo observations from FY( · | x). Wang and Li [2013] also propose a
test statistic
Tn =
1
n
n
∑
i=1
(
γˆk,n(Xi)− γˆp
)2 , γˆp = 1n n∑i=1 γˆ(Xi), (A.12)
as a test for hypothesis H0,tail in (4.2). If H0,tail , E(X) = (1, 0, . . . , 0)′ ∈ Rd+1 and either
γ∗(x) = 0 or a certain homogeneity assumption are met, Wang and Li [2013] show under
additional technical assumptions that kTn
D→ γ2χ2d holds. They also derive the limiting
distribution under heterogeneity, which in practice involves the estimation of additional
parameters. For more details we refer to Wang and Li [2013, Th. 3.3 and Cor. 3.1].
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