The translation model is a useful tool to characterize stochastic processes or random fields. In this paper, this model is extended to simulate stochastic processes with discrete marginal distributions. A theoretical discussion is elaborated on the properties of the correlation distortion function. The spectral representation method is employed to generate the underlying Gaussian process of the translation model. Efficient algorithms are developed to determine the power spectral density function (PSDF) S z (ω) for Gaussian process. If the marginal distribution and PSDF of the target stochastic process are incompatible, two methods are presented to modify S z (ω). Finally, numerical examples are performed to check the proposed methods.
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NOMENCLATURE

Notation Definition Z (t)
Gaussian stochastic process ρ z (τ ) autocorrelation function (ACF) of Z (t) S z (ω) Power Spectral Density Function (PSDF) of Z (t) S * z (ω) Modified PSDF of Z (t) z standard normal variable (·) cumulative distribution function (CDF) of z X (t) non-Gaussian stochastic process R x (τ ) covariance function of X (t) ρ x (τ ) ACF of X (t) S x (ω) PSDF of X (t) x non-normal random variable
F(·)
CDF of x F −1 (·) inverse CDF of x
I. INTRODUCTION
The stochastic process theory has been widely used to characterize random fields. Hitherto, various algorithms and theoretical models have been developed to produce sample realizations of stochastic processes, such as: Karhunen-Loève (K-L) expansion, translation model and polynomial chaos method.
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The K-L expansion technique can be used to generate stochastic processes with a prescribed covariance function R x (s, t) and an arbitrary marginal distribution F(x). For example, a stationary stochastic process X (t) can be represented by:
where X (t) is indexed on a bounded domain D. µ(t) is the mean function of X (t). λ i and e i (t) (i = 1, 2, . . . ) are respectively eigenvalues and eigenfunctions of the covariance function R x (s, t):
ξ i (i = 1, 2, . . . ) are uncorrelated random variables with zeromean and unit-variance:
When implementing the K-L expansion to simulate X (t), it requires: (1) solving the integral equation in Eq.(2) to obtain λ i and e i (t) (i = 1, 2, . . . ) and (2) generating samples of ξ i (i = 1, 2, . . . ) such that the sum in Eq.(1) would yield a stochastic process with a desirable marginal distribution F(x).
In most cases, analytical solutions for Eq.(2) are unobtainable, and numerical approaches are often adopted to determine λ i and e i (t), such as: Nyström method [1] and Galerkin methods [2] - [4] , a detailed discussion of these algorithms can be found in [5] . If X (t) is a Gaussian process, the standard normal distribution can be used to generate samples of ξ i (i = 1, 2, . . . ); if X (t) is a non-Gaussian process, the distributions of ξ i (i = 1, 2, . . . ) should be estimated from Eq. (3) , where the integrand is unknown, and iterative methods like those in [3] and [6] should be applied to generate samples of ξ i .
Owing to the fact that algorithms have been well developed for the simulation of Gaussian processes, the translation model represents a non-Gaussian process X (t) through the following nonlinear transformation of a Gaussian process [7] , [8] :
where F −1 (·; t) is the inverse function of the marginal Cumulative Distribution Function (CDF) of X (t), (·) is the CDF of the standard normal variable. Z (t) is a Gaussian stochastic process.
Compared with K-L expansion in Eq.(1), the translation model in Eq.(4) can easily match the marginal distribution of X (t). In addition, if the Power Spectral Density Function (PSDF) is employed to characterize the dependence structure of stochastic processes, the Gaussian process Z (t) can be simulated by the spectral representation method [9] - [11] , which can circumvent the task of solving the integral equation in Eq.(2). However, due to the nonlinear mapping in Eq.(4), the autocorrelation function (ACF) of Z (t) is different to that of X (t), and numerical algorithms should be employed to determine the ACF or PSDF of Z (t) [12] , [13] .
The polynomial chaos method employs a weighted sum of Hermite polynomials to approximate the nonlinear transformation in Eq.(4), whereby ρ x (τ ) is expressed as a polynomial of ρ z (τ ) [14] . Specifically, if a third-order Hermite polynomial model is employed, an explicit formula can be derived to determine ρ z (τ ) from ρ x (τ ) [15] . In [16] , a detailed discussion is given for this technique.
Although most existing algorithms focus on simulating X (t) with continuous marginal distributions, it is straightforward to employ Eq.(4) to simulate X (t) with discrete marginal distributions. In [17] , a translation model is developed to construct stochastic processes with a Binomial marginal distribution. In this paper, the translation model would be extended to encompass X (t) with multi-valued discrete marginal distributions, and the major contributions made by this paper are as follows:
1) it proves four properties of the correlation distortion function; 2) it develops an easy-to-use algorithm to determine the Power Spectral Density Function (PSDF) of Gaussian process; 3) it derives Hermite polynomial expansions for some common functions, as well as a Fourier series representation for the PDF of bivariate standard normal distribution.
The rest the paper is outlined as follows: Section 2 introduces the translation model; Section 3 proves four properties of the correlation distortion function; Section 4 presents numerical algorithms for determining the PSDF of Gaussian process; Section 4 gives some examples to illustrate proposed methods; Section 5 gives some relevant conclusions.
II. SIMULATING STATIONARY STOCHASTIC PROCESS BY TRANSLATION MODEL
In the case that X (t) is a stationary stochastic process, F(x; t) would be invariant with respect to t, and Eq.(4) can be expressed as:
the Gaussian process Z (t) can be simulated using the following series as N → ∞ [9] :
where S z (ω) is the PSDF of Z (t), and
ω denotes the upper cutoff frequency beyond which S z (ω) 0. θ i (i = 0, . . . , N −1) are independent random phase angles uniformly distributed over the interval [0, 2π ] . This paper focuses on simulating a stationary stochastic process X (t) with a prescribed marginal CDF F(x) and a PSDF S x (ω), and the crux is to determine an appropriate PSDF S z (ω) for Z (t), such that the PSDF of X (t) obtained by Eq.(5) would well match S x (ω).
Let R x (τ ) be the covariance function of X (t), it has:
the above transformations are known as the forward and inverse Winer-Khintchine transformations respectively. Denote the mean of X (t) as µ, denote the standard deviation of X (t) as σ . Define
and ρ x (τ ) is the autocorrelation function (ACF) of X (t). Let ρ z (τ ) be the ACF of Z (t), it has:
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Denote the function relationship between ρ x (τ ) and ρ z (τ ) as:
where G(·) is the correlation distortion function defined by Eq. (13), G −1 (·) is the inverse function of G(·). In summary, S z (ω) is related to S x (ω) as follows:
Eq.(10)
Given the PSDF S x (ω) of X (t), the task of determining S z (ω) is not trivial due to the following reasons:
1)
The forward and inverse Winer-Khintchine transformations cannot be performed analytically.
2)
Except for a few cases, G −1 (·) cannot be given in closed form.
3)
ρ z (τ ) obtained from Eq.(15) may not be positive semi-definite [18] , [19] .
4)
The prescribed PSDF S x (ω) and CDF F(x) of X (t) may be incompatible; for some time lags τ , it has:
, [19] . The following parts would exploit some properties of the correlation distortion function, and develop numerical methods to determine the PSDF of Gaussian process.
III. PROPERTIES OF THE CORRELATION DISTORTION FUNCTION
In order to simplify the presentation, the correlation distortion function G(·) is redefined here. Let X (t 1 ) be a random variable at time t 1 , let X (t 2 ) be a random variable at time t 2 , denote
According to Eq.(4), it has: (18) where z 1 = Z (t 1 ) and z 2 = Z (t 2 ) are two standard normal variables.
Let ρ x be the correlation coefficient between x 1 and x 2 , let ρ z be the correlation coefficient between z 1 and z 2 , it has:
For a stationary stochastic process, the CDFs of X (t 1 ) and X (t 2 ) are the same, it has:
then, the function relationship between ρ x and ρ z in Eq. (19) is the same to that between ρ x (τ ) and ρ z (τ ) in Eq. (13):
Because the correlation coefficient ρ x is invariant under positive linear transformation, we can assume that x 1 and x 2 are two random variables with zero mean and unit variance:
In the next two subsections, discussions are given for two cases: continuous case and discontinuous case. 
a r H r (z 1 ),
where a r and b s are coefficients, H r (z) is the rth-order Hermite polynomial, which is given by:
Hermite polynomials have the following property:
where φ(·) is the probability distribution function (PDF) of a standard normal variable. With Eq. (24), a r and b s can be calculated as:
According to Mehler formula [20] , [21] , φ(z i , z j , ρ z ) in Eq. (20) can be represented by:
In Appendix A, it presents a simple proof of the above equation, which is based on the generating function of Hermite polynomials and Fourier transformation. With Eqs. (22)(26), some properties of the correlation distortion function G(·) in Eqs. (19)(21) can be shown.
Proposition 1: The correlation distortion function G(·) is a strictly increasing function, or say:
Proof: Substitute Eqs. (22)(26) into Eq. (19):
The last step is due to Eq. (24) . Then:
According to Eq. (22), it has:
Because:
The last step can be derived by Eq. (23) . Similarly, it has:
Substitute Eqs.(31)(32) into Eq.(30), it has:
In Eq. (22),
with Eqs.(28)(33), it can be seen that: 
With Eq.(27), it leads to:
Hence, ρ z = 0 gives ρ x = 0. According to Proposition 1, ρ x is a strictly increasing function of ρ z , then ρ z > 0 implies ρ x > 0; ρ z < 0 implies ρ x < 0. In other words, it holds that:
Therefore:
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Here, the discussion is given for the case of 0 < ρ x ≤ ρ z ≤ 1. Because:
the equality holds if and only if:
Similarly, it has:
Note that
and the equality holds if and only if:
With Eqs.(37)(40)(41), it has:
The equality holds if and only if '' x 1 and x 2 both follow normal distribution'' or ''ρ z = 1 and
The case of −1 ≤ ρ z ≤ ρ x < 0 can be proved in a similar way.
Proposition 4:
Proof: In Eq.(37), denote:
B. DISCONTINUOUS CASE
In this case, at least one random variable in Eq. (18) is discontinuous or discrete. Here, the transformations in Eq. (18) are represented by Fourier series:
φ(z 1 , z 2 , ρ z ) in Eq. (20) is represented by:
The mathematical derivation of the above equation is given in Appendix B. Then
With Eqs.(43)(44)(45)(46), it can be shown that:
Hence, Proposition 1 still holds for the discontinuous case.
With Hermite polynomial expansions of cos(az) and sin(az) in Table 7 , x 1 in Eq.(43) can be expressed as:
= 0, and x 1 can be represented by:
Similarly, x 2 can be expressed as:
As can be seen, x 1 and x 2 are expressed as weighted sums of Hermite polynomials. Following the routine in the previous subsection, it can be shown that Proposition 2 and Proposition 3 are valid for the discontinuous case. Substitute Eqs.(43)(44) into Eq. (19):
Let F 1 (·) be an odd function, then it has: 1, 2, 3 , . . . ) in Eqs.(43)(53), and:
because sinh
T 2 π 2 ρ z is an odd function of ρ z , ρ x would also be an odd function of ρ z , and Proposition 4 holds for the discontinuous case. 
IV. DETERMINING PSDF OF GAUSSIAN PROCESS
According to Eq(10), the admissible range of the translation model for R x (τ ) is:
Thus, given a PSDF S x (ω) of X (t), it requires to check whether R x (τ ) is within the admissible range given by Eq.(55). This subsection presents two methods to determine the range of R x (τ ). According to Eq. (8), R x (τ ) can be determined numerically:
where p s (s = 1, . . . , m) are quadrature weights, t s (s = 1, . . . , m) are quadrature nodes. In this paper, p s and t s (s = 1, . . . , m) are determined using Gauss-Legendre quadrature on the interval [−ω, ω]. Then, the range of R x (τ ) can be determined by increasing τ from 0 to ∞.
Because S x (ω) is an even function, it has:
where φ(·) is the PDF of a standard normal variable, H 2s (·) is the (2s)th-order Hermite polynomial, the coefficients a 2s (s = 0, 1, . . . , m) are calculated by:
With Eq.(88), R x (τ ) can be expressed as:
As long as S x (ω) can well approximated by Eq.(57), R x (τ ) can be represented by Eq. (59), and the range of R x (τ ) can be easily determined.
B. DETERMINING S Z (ω)
According to Eq.(16), S z (ω) is related to S x (ω) as follows:
the two integrals in the above equation can be calculated numerically:
where p r (p s ) are quadrature weights, t r (t s ) are quadrature nodes. For a given S x (ω), S z (ω) can be determined by Eq.(61). The remaining problem is to specify G −1 (·), which is the inverse of the correlation distortion function G(·). Proposition 1 and Proposition 3 indicate that G(·) and G −1 (·) are strictly increasing functions defined on closed intervals; Proposition 2 and Proposition 4 imply that these two functions are rather smooth. According to Runge's theorem, G(·) and G −1 (·) can be well approximated by polynomial functions. In [22] , it shows that G(·) can be well approximated by a polynomial of ρ z . Following this idea, G −1 (·) can also be approximated by a polynomial of ρ x :
where c k (k = 1, . . . , n) are coefficients. Then:
As long as the two integrals in Eq.(60) can be accurately calculated, and G −1 (·) can be well approximated by the polynomial in Eq.(62), accurate estimators for S z (ω i ) in Eq. (6) can be achieved by Eq.(63).
C. MODIFYING S Z (ω)
In Eq. (6), S z (ω) should be non-negative for ω ∈ [−ω, ω]. However, it is possible that S z (ω) obtained from Eqs. (61)(63) takes negative values. In this case, S z (ω) should be modified. This subsection presents two methods to modify S z (ω). Define
then, the PSDF of Z (t) can be modified as:
where S * z (ω) is the modified PSDF, and the parameter ''θ '' is introduced to ensure According to Eq. (16), S x (ω) is related to S z (ω) by:
and
Using Eq.(67) and the Iterative Translation Approximation Method (ITAM) in [13] and [23] , the modified PSDF S * z (ω) can also be obtained by following procedures: 1) Determine an initial guess of S z (ω), which is recommended to be S x (ω) [13] :
x (ω) by Eq.(67):
3) Compute the difference between S (k)
x (ω) and the prescribed PSDF S x (ω) of X (t):
z (ω) would be the modified PSDF of Z (t):
Otherwise, upgrade S z (ω), and go back to step 2: where β is a parameter controlling the convergence rate. According to [13] , β is set to be 1 in this paper.
V. NUMERICAL EXAMPLES A. CONTINUOUS CASE
In most cases, the composite function F −1 [ (·)] in Eq.(5) cannot be given in closed form, and Johnson system can be employed to approximate F −1 [ (·)] [24] :
where γ , δ, ξ and λ are parameters. S N is the normal distribution with mean µ and standard deviation σ . S L represents the Lognormal family. S U denotes the unbounded family. S B is the bounded family. Given the mean, standard deviation, skewness and kurtosis of X (t), one can select an appropriate transformation model and determine its parameters by moment matching method [25] . In this subsection, three cases with zero mean and unit variance are considered, and their full descriptions are provided in Table 1 , where µ, σ , κ 3 and κ 4 denote the mean, standard deviation, skewness and kurtosis respectively.
The correlation distortion functions of these three cases are depicted in Fig. 1 . As can be seen, G(·) is a strictly increasing function for all three cases, which verifies Proposition 1.
Here, a polynomial of ρ x is employed to approximate the 
inverse functions of G(·):
Case I: ρ z = −0.0251ρ Table 1 .
Here, all three cases in Table 1 are paired with the following targeted PSDF:
In Eq. Table 1 . Using Eq.(63), the PSDFs S z (ω) of Z (t) are obtained, which are plotted in Fig.3 (a)(d)(g) .
For a Gaussian distribution, the skewness is 0, the kurtosis is 3. The non-normality of the three cases in Table 1 can be measured using the skewness κ 3 and kurtosis κ 4 . As shown in Fig.1 and Eq.(72), a higher non-normality would lead to a higher distortion level. For Case I, the correlation distortion function G(·) is near linear, S z (ω) and S x (ω) are almost identical in shape; for Case II, the difference between S z (ω) and S x (ω) is not very significant; for Case III, S z (ω) deviates drastically from S x (ω).
Such results can also be explained by using Eq.(62). Note that the means and standard deviations of Case I, Case II and Case III are 0 and 1. According to Eq.(10), it has:
According to Eq.(62), it has:
Substitute Eq.(74) into Eq. (12):
Therefore, if
would show a discrepancy with respect to S x (ω). For all three cases, the values of S z (ω) (−5 ≤ ω ≤ 5) are not always positive. Table 2 presents the intervals of ω where S z (ω) takes negative values. Here, S z (ω) is modified by the numerical integration (NI) based method in Eqs. (64)(65) and Iterative Translation Approximation Method (ITAM) in Eq.(70), the resultant S * z (ω) is depicted in Fig.3 (b)(e)(h) respectively. Using Eq.(67), S x (ω) is computed, which is shown in Fig.3 (c)(f)(i) respectively. The minimum, average and maximum differences between the computed S x (ω) and the prescribed PSDF in Eq.(73) are presented in Table 3 . For all three cases, the ITAM performs a little better than NI method.
B. DISCRETE CASE
Following Eq.(4), it is easy to generate a stochastic process X (t) with a discrete marginal CDF. In this subsection, three discrete cases are considered. Let the CDF of X (t) to be the discrete uniform distribution, their full descriptions are provided in Table 4 .
For Case VI, the inverse correlation distortion function G −1 (·) can be obtained in closed form [22] . 
All three cases in Table 4 are paired with the following targeted PSDF:
Here, S x (ω) (−5 ≤ ω ≤ 5) is approximated by Eq.(57) with m = 24, and the maximum absolute error is 4.6×10 −4 . R x (τ ) is represented by Eq.(59) with m = 24, and its maximum absolute error with respect to R x (τ ) (−8 ≤ τ ≤ 8) from Eq.(56) is 7.5 × 10 −4 . Fig.5 shows the function curves of S x (ω) and R x (τ ). Because all three cases in Table 4 follow symmetric distributions, the admissible range for R x (τ ) would be [−1, 1]. Using Eq.(63), the PSDFs S z (ω) of Z (t) are obtained, which are shown in Fig.6 (a)(d)(g) . For the three cases in Table 4 , the mean µ, standard deviation σ and skewness κ 3 are the same, while the kurtosis are different. An inspection of Fig. 4 and Fig.6 (a)(d)(g) indicates that a lower kurtosis would result in a higher distortion level of the translation model, and lead to a more significant difference between S z (ω) and S x (ω).
For the three discrete cases in Table 4 , the obtained S z (ω) are also not always positive for −5 ≤ ω ≤ 5. Table 5 presents the intervals of ω where S z (ω) takes negative values, and S z (ω) is modified by the numerical integration (NI) based method in Eq. (c)(f)(i) respectively. The minimum, average and maximum differences between the computed S x (ω) and the prescribed PSDF in Eq.(77) are presented in Table 6 . In this case, the NI method and ITAM yield comparable results.
VI. CONCLUSION
In this paper, the translation model is extended to simulate stationary stochastic processes with either continuous or discrete marginal distributions. Through theoretical discussions, it shows that the correlation distortion function is a strictly increasing function. Because the proposed numerical algorithms relate S x (ω) and S z (ω) directly by Eqs.(61)(63), it would improve the efficiency when estimating S z (ω) for a given S x (ω).
APPENDIX A
The generating function of Hermite polynomials in Eq. (23) is: 
From Eqs.(79)(80), it has: 
