We define a new probability measure with two parameters on the n-dimensional torus. A q-analogue of Dyson's circular ensembles is seen to be a special case of the new measure. The moments of the characteristic polynomial with respect to the measure are calculated via Macdonald function theory. Furthermore, explicit expressions for the asymptotic behavior of the moments in the limit as n → ∞ are obtained. MSC-class: primary 15A52; secondary 05E05.
Introduction
Dyson's circular β-ensemble (for short CβE) [D] with a single parameter β > 0 is the probability density function on the n-dimensional torus T n defined by (1.1) M n,β (z) = (Z n,β )
Here the normalization constant Z n,β is given by Z n,β := T n 1≤j<k≤n |z j − z k | β dz and dz is the normalized Haar measure on T n . The cases β = 1, 2, and 4 of M n,β are well known in random matrix theory as eigenvalue density functions for the COE (circular orthogonal ensemble), CUE (circular unitary ensemble), and CSE (circular symplectic ensemble) respectively. In particular, the CUE case is just the density function for eigenvalues on the unitary group U (n) with the normalized Haar measure. Keating and Snaith [KS] calculated the important moment as via Selberg's integral evaluation. When β = 2, it may be noted this moment is equal to the moment | det(I + e iθ U )| 2k U (n) of the characteristic polynomial of a random unitary matrix U . The asymptotic behavior of moments is related to number theory. When β = 2, the renormalized limit value of (1.2) is given by Keating and Snaith [KS] conjecture that the value f CUE (k) appears in the asymptotic behaviors of the moments of the Riemann zeta-function on the critical line. Motivated by this interesting connection between random matrix theory and number theory, many mathematicians study moments of characteristic polynomials of random matrices, see for example [BG] and the references therein.
In this paper, we study a generalization of the measure M n,β with two parameters. Let q and t be two real numbers on the interval (−1, 1). Define the probability measure M (q,t) n on T n by
where Z n (q, t) is the normalization constant. Our aim is to calculate the moments of the "characteristic polynomial" Ψ(z; η) = n j=1 (1+ ηz j ) by employing Macdonald function theory. The shifted moments of Ψ(z; η) will be given as a Macdonald polynomial of a rectangular shape (Theorem 3.1). The Macdonald polynomial is a generalization of the Schur and Jack polynomials. The moments of Ψ(z; η) can also be expressed as special values of the generalized hypergeometric function involving Macdonald polynomials (Proposition 3.3). Furthermore, we obtain the asymptotic behavior in the limit as n → ∞ when |η| < 1 (Example 4.1).
For the special case t = q β/2 , the measure M (q,t) n is the q-analogue of M n,β . Indeed, we will
The q-analogue moment of (1.2) is obtained by employing q-gamma functions (Theorem 5.1). If β is in capital cases β = 1, 2, 4, the limit values as n → ∞ are given by the quotient of q-integers (Theorem 5.2). The moments for the CβE with β = 1, 2, 4 can be recovered by some simple calculations from our q-deformation. In contrast to the present approach, these moments for CβE were obtained analytically by Keating and Snaith [KS] . Our proof, via q-analogues, follows a simpler algebraic approach.
Basic Properties of Macdonald symmetric functions
We recall the definition of Macdonald symmetric functions, see [Mac, Chapter VI] for details. Let λ be a partition, i.e., λ = (λ 1 , λ 2 , . . . ) is a weakly decreasing ordered sequence of non-negative integers with finitely many non-zero entries. Denote by ℓ(λ) the number of non-zero λ j and by |λ| the sum of all λ j . We identify λ with the associated Young diagram. We write as the form (1 m 1 2 m 2 · · · ), where m i = m i (λ) is the multiplicity of i in λ.
Let q and t be independent indeterminates and let F = Q(q, t). Denote by Λ F the F -algebra of symmetric functions in infinitely many variables x = (x 1 , x 2 , . . . ). Let p k be the power-sum symmetric function
for partitions λ, µ. Let m λ be the monomial symmetric function. The Macdonald symmetric P -functions P λ = P λ (x; q, t) are characterized as homogeneous symmetric functions such that
where "<" is the dominance ordering. If x is a finite sequence, then P λ (x; q, t) is sometimes referred to as the Macdonald polynomial. For each square s = (i, j) of the diagram λ, let
where λ ′ is the conjugate partition of λ. These numbers are called the arm-length, arm-colength, leg-length, and leg-colength respectively. Put
, we have that these functions satisfy the dual Cauchy formula
where y = (y 1 , y 2 , . . . ) is another sequence of variables. We define the generalized factorial (a)
Let u be an indeterminate and define the homomorphism ǫ u,t from Λ F to F by
In particular, we have ǫ t n ,t (f ) = f (1, t, t 2 , . . . , t n−1 ) for any f ∈ Λ F , and so
Assume |q| < 1 and |t| < 1, and introduce
(1−aq r ). Then the Macdonald polynomials P λ (z; q, t) = P λ (z 1 , . . . , z n , 0, 0, . . . ; q, t) have the orthogonality property
for any partitions λ and µ, where z −1 = (z −1 1 , . . . , z −1 n ) and
Further, we see that
for f and g in Λ F .
3 Circular ensembles with parameters (q, t)
Let q and t be real numbers on the interval (−1, 1). Then ∆(z; q, t) defined by expression (2.5) is positive
We define the probability density function
For any η ∈ C, put Ψ(z; η) = n j=1 (1 + ηz j ). For any function φ on T n , denote by φ (q,t) n the average of φ with respect to M
We obtain the shifted moment of Ψ(z; η) as follows.
Theorem 3.1. Let q and t be real numbers on (−1, 1), and let K and L be positive integers. Let η 1 , . . . , η L+K be complex numbers such that
Proof. By the dual Cauchy formula (2.2), we have
by the orthogonality property (2.6). It is easy to check
and so we obtain the claim.
When q = t, Theorem 3.1 gives the shifted moment with respect to the CUE, which is obtained in [KS] and [BG] . The present proof of Theorem 3.1 is similar to the corresponding one in [BG] .
Corollary 3.2. Let q and t be non-zero real numbers on (−1, 1) and let k be a positive integer. Then we have
Proof.
From expression (2.4), we therefore have
and the result follows.
Kaneko [K2] defines the multivariable q-hypergeometric function associated with Macdonald polynomials by
The q-shifted moment
n given in Corollary 3.2 can be also expressed as a special value of the generalized q-hypergeometric function 2 Φ 1 (q,t) as follows:
Proposition 3.3. Let q and t be real numbers on (−1, 1) and let η be a complex number with |η| < 1. Then, for any real number u,
).
In particular, letting u = q k and η = q 1/2 ξ, we have
Proof. A simple calculation gives
From expressions (2.2) and (2.3), we have
n j=1 (ηz j ; q) ∞ (ηz j u; q) ∞ = λ (−η) |λ| ǫ u,q (Q λ ′ (·; t, q))Q λ (z; q, t) = λ (−η) |λ| ǫ u,q (P λ ′ (·; t, q))P λ (z; q, t).
Thus we have
The average is given by
by expression (2.4) and the orthogonality property (2.6). It is easy to check that (u)
, which equals 2 Φ 1 (q,t) (u −1 , u −1 ; qt n−1 ; (u|η|) 2 , . . . , (u|η|) 2 ).
Remark 3.1. Letting u = q γ with γ > 0 and t = q β/2 and taking the limit as q → 1 in Proposition 3.3, we have
Here 2 F 1 (α) (a, b; c; x 1 , . . . , x n ) is the hypergeometric function associated with Jack polynomials, defined in [K1] . This equality was previously demonstrated in [FK] ; by contrast to that study, here we present an algebraic proof of the equality.
Asymptotics of moments
In this section, we give the asymptotic behavior of the moment of |Ψ(z; η)| when |η| < 1. The following theorem is a generalization of the so-called strong Szegö limit theorem as stated below.
Theorem 4.1. Let φ(z) = exp( k∈Z c(k)z k ) be a function on T and assume
Then, for any −1 < q, t < 1, we have
Proof. First we see that
where both (1 a 1 2 a 2 · · · ) and (1 b 1 2 b 2 · · · ) run over all partitions. Therefore, upon also applying limit (2.7), we have
Then, from expression (2.1), we have
1−q k 1−t k converges absolutely by the second assumption in (4.1) and the CauchySchwarz inequality, because |
The asymptotic behavior of the moment of |Φ(z; η)| is given as an example of this theorem.
Example 4.1. Let γ ∈ R and let η be a complex number such that |η| < 1. Then we have
This result may be obtained by applying Theorem 4.1 to φ(z) = |1 + ηz| 2γ . Then the Fourier coefficients of log φ are c(k
Recall the formula
for |x| < 1 and a ∈ R, see [AAR, Theorem 10.2 .4] for example. As we see below, we obtain
. Now we obtain the following claim from the previous theorem if we put t = q β/2 and take the limit as q → 1. 
This corollary is used in [M] . In particular, the special case with β = 2 is well known as the strong Szegö limit theorem, see [Me] for example.
Example 4.2. Let γ ∈ R and let η be a complex number such that |η| < 1. Then we have
This result follows from the previous example and the limit (4.2), and may also be found in [FK] .
q-Analogues of the CβE
In this section, we deal with the special case t = q β/2 for the measure M (q,t)
n . As will shortly be demonstrated, this is the q-analogue of the CβE. We obtain the q-analogues of formulae of moments for the CβE.
Let −1 < q < 1 and β > 0. Then, upon again making use of the limit (4.2),
is the q-analogue of the measure M n,β :
Note that M q n,2 is equal to M n,2 for any q because ∆(z; q, q) = 1≤i<j≤n |z i − z j | 2 , and thus M q n,β
does not yield the proper q-analogue of M n,β except when β = 2. We introduce the notation
, and define the q-gamma function (see e.g. [AAR] ) by
We now obtain a q-analogue of moment (1.2):
Theorem 5.1. Let q be a non-zero real number on (−1, 1) and let β be a positive real number. Suppose that k is a positive integer. Then we have
Proof. The claim follows from Corollary 3.2 and the functional equation Γ q (1+x) = 1−q x 1−q Γ q (x). Letting q → 1 in equation (5.2), we recover the classical case (1.2) since lim q→1 Γ q (s) = Γ(s) ( [AAR, Corollary 10.3.4 
]).
For each integer n, define the q-integer and the factorial products by
We see that the value given in equation (5.2) converges in the limit as n → ∞ to
However, if we take the limit as q → 1, this value does not converge, and so we need to renormalize it. Put
with t = q β/2 and β ∈ {1, 2, 4}. Then we have
by Corollary 3.2. Expressions for f q β (k) are given as products of the quotient of q-integers as follows: Theorem 5.2. Since the right-hand side of expression (5.6) also satisfies the same equalities with m = 2, we have also proved the validity of expression (5.6).
In the limit as q → 1, the value of expression (5.5) converges to f CUE (k) of equation ( , respectively for ξ ∈ T. In this way, we can recover the classical cases obtained in [KS] via their q-analogues. Keating and Snaith [KS] employed an analytic calculation for the gamma function in their proofs of these formulae. By contrast, the present proof given above is algebraic and simpler.
