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Resumo
Neste trabalho apresentam-se metodologias de projeto de controladores
de corrente para inversores conectados à rede, incluindo um controlador
proporcional+ressonante, um controlador preditivo do tipo deadbeat e
uma estratégia híbrida utilizando ambos controladores. Os controlado-
res são aplicados em um sistema inversor trifásico, dois níveis, conec-
tado à rede elétrica por meio de um filtro indutivo-capacitivo-indutivo
(LCL).
As seguintes análises são realizadas: modelagem do sistema completo,
efeitos de variações paramétricas, avaliação de problemas relacionado
à perturbações e o comportamento do sistema para grandes variações
da impedância presente na rede elétrica.
Os controladores projetados são testados em um protótipo de 10 kW, no
qual avaliam-se seus comportamentos dinâmicos e a distorção harmô-
nica total resultante. Além disso, verificam-se suas estabilidades quando
conectados à uma rede elétrica com comportamento altamente indutivo.
Palavras-chave: inversor conectado à rede, controle de corrente, con-
trolador ressonante, controlador deadbeat

Abstract
This work presents design procedures for current controllers in grid-
tied inverter applications including a proportional+resonant control-
ler, a predictive deadbeat controller and a hybrid strategy using both
concepts. The controllers are applied in a two-level three phase vol-
tage source inverter system connected to the grid via an inductive-
capacitive-inductive (LCL) filter. The following analyzes are perfor-
med: overall system modeling, effects of parametric variations, evalua-
tion of disturbance related issues and the system behavior for large grid
impedance variations. The design controllers are implemented in a 10
kW prototype. The dynamical responses are tested, the total harmo-
nic distortion is evaluated and the performance with a highly inductive
grid impedance is proven.
Keywords: grid-tied inverters, current control, resonant controller,
deadbeat controller
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1 INTRODUÇÃO
Ao longo dos últimos anos a eletrônica de potência presenciou
uma rápida evolução devido a dois principais fatores: desenvolvimento
de interruptores rápidos, capazes de processar alta potência; evolução
dos dispositivos para processamento de sinais, possibilitando a imple-
mentação de algoritmos avançados e complexos [1]. Tais fatores permi-
tem atualmente, novas aplicações aos conversores estáticos, que agora
são inseridos em sistemas que exigem maior sofisticação e eficiência.
Entre os diversos papéis desempenhados por conversores, grande
atenção vem sendo dada a aplicações em que são conectados à rede elé-
trica, tais como: retificadores com alto fator de potência para alimentar
cargas ou outros conversores; inversores que injetam energia provinda
de fontes renováveis na rede; filtros ativos; compensadores estáticos
(STATCOM); dispositivos FACTS; conversores para HVDC; inversores
para armazenamento de energia; entre outros.
Diante da natureza comutada das células de comutação dos con-
versores, é necessária a utilização de filtros para que as correntes drena-
das/injetadas na rede apresentem níveis de emissões eletromagnéticas,
as quais são geradas por componentes harmônicas das frequências de
comutação, inferiores aos estipulados por normas. Entre as configu-
rações de filtros, é consenso entre pesquisadores que, na maior parte
das aplicações, grandes vantagens são obtidas ao utilizarem-se filtros
LCL [2].
Entretanto, o projeto de controladores de corrente para conver-
sores que utilizam filtros LCL torna-se desafiador, principalmente pela
incerteza e variação do valor da impedância presente na rede, que pode
modificar significativamente o comportamento dinâmico do filtro LCL.
Neste cenário, deseja-se obter um controlador que garanta a estabi-
lidade do sistema, com boas características dinâmicas, seguimento de
referência e rejeição de perturbações em regime permanente, mesmo di-
ante de distintas circunstâncias. Outro fator importante no projeto de
controladores é a simplicidade. A indústria tipicamente busca soluções
práticas, prezando também por baixos custos computacionais.
Neste contexto, as estratégias de controle clássico, como propor-
cionais integrais (PI), que são muito utilizados em conversores CC-CC,
dificilmente são capazes de obter resultados satisfatórios. Busca-se por-
tanto, diante das diversas técnicas de controle existentes, uma solução
simples, que atenda a todos os requisitos estipulados.
Nesta dissertação apresentam-se metodologias de projeto de con-
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troladores preditivos do tipo deadbeat, um controlador proporcional+
ressonante e um controlador híbrido utilizando as duas estratégias para
o controle de corrente de inversores conectados na rede por meio de um
filtro LCL.
É analisado o desempenho do sistema com os controladores di-
ante de variações paramétricas dos componentes, tão quanto a capa-
cidade de rejeição à perturbações e seu comportamento para grandes
variações da impedância da rede elétrica. Experimentos práticos com
as estratégias propostas são realizados em um protótipo trifásico de
10 kW, no qual avaliam-se seu comportamento dinâmico e a distorção
harmônica total resultante. Por fim, verifica-se a estabilidade quando
conectado à uma rede elétrica com comportamento altamente indutivo.
O presente trabalho é dividido da seguinte forma. No capítulo 2
apresenta-se o conversor utilizado, realiza-se sua modelagem matemá-
tica e são feitas considerações sobre o filtro empregado. No capítulo
3 se apresenta uma revisão das estratégias de controle aplicadas aos
conversores mais recorrentes na literatura, com o foco em estratégias
de controle de corrente para inversores conectados à rede por meio de
filtros LCL.
No capítulo 4 são realizados os projetos de um controlador do
tipo deadbeat e um controlador proporcional ressonante. Grande ênfase
é dada ao comportamento do sistema para variações da impedância da
rede, por ser esta uma das maiores dificuldades do projeto.
Os controladores propostos são implementados em um protótipo
e, no capítulo 5, são apresentados os resultados experimentais, tais
como, comportamento dinâmico frente à degraus de referência e me-
dição da distorção harmônica total resultante em regime permanente.
Finaliza-se o trabalho com uma discussão nas conclusões descritas no
capítulo 6, bem como com uma lista de sugestões para dar continuidade
ao trabalho.
1.1 CONTRIBUIÇÕES DO TRABALHO
As seguintes contribuições foram realizadas com o desenvolvi-
mento deste trabalho:
• Metodologia de projeto de um controlador deadbeat para contole
de corrente de um sistema de quarta ordem;
• Metodologia de projeto de um controlador proporcional + resso-
nante;
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• Estruturação de um controlador híbrido baseado nos controlado-
res deadbeat e proporcional + ressonante;
• Metodologia de ajuste do controlador híbrido em função de pa-
râmetros da resposta do circuito;
• Comparação de desempenho dos controladores baseada em simu-
lações numéricas e resultados experimentais.
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2 INVERSORES TRIFÁSICOS PARA CONEXÃO COM
A REDE ELÉTRICA
Este trabalho tem como intuito projetar e analisar diferentes
controladores que desempenham um importante papel na conexão de
um conversor à rede elétrica. Para isto, é extremamente importante
obter um modelo adequado do conversor a ser controlado. Embora
existam diversas topologias de conversores estáticos capazes de realizar
a conexão entre barramentos de corrente contínua (CC) e barramentos
de corrente alternada (CA) trifásicos, este trabalho utilizará o inversor
fonte de tensão (VSI) de dois níveis, por ser o conversor mais utilizado
para esta aplicação em redes de baixa tensão.
Este capítulo tem como objetivo descrever o funcionamento do
conversor, apresentar algumas ferramentas matemáticas que tornam a
análise do sistema mais simples e obter um modelo dinâmico orientado
ao controle do conversor.
2.1 MODELOORIENTADOAOCONTROLE DO INVERSOR FONTE
DE TENSÃO TRIFÁSICO
A topologia mais simples e mais utilizada para conectar barra-
mentos contínuos à rede elétrica trifásica é o Inversor Fonte de Tensão,
mais popular pelo seu nome em inglês Voltage Source Inverter (VSI).
O VSI como apresentado na figura 2.1, é um inversor bidirecional, abai-
xador (buck) quando a energia flui do barramento contínuo para o lado
alternado e elevador (boost) quando flui no sentido oposto. O VSI
é considerado um conversor dois níveis, por ser capaz de fornecer as
tensões de fase de Vdc ou 0 e possui seis interruptores controlados bi-
direcionais em corrente e unidirecionais em tensão. Há apenas uma
restrição existente nessa topologia: dois interruptores do mesmo braço
não podem estar comandados simultaneamente, pois isso implicaria um
curto-circuito no barramento CC.
Em termos matemáticos, define-se uma função de comutação
sxy(t) como sendo o estado do interruptor Sxy
sxy(t) =
{
1, se Sxy está conduzindo
0, se Sxy está bloqueado
(2.1)
onde x ∈ {a, b, c} e y ∈ {p, n}.
A restrição, para não haver curto-circuito no barramento CC,
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Figura 2.1 – Inversor fonte de tensão com interruptores ideais.
pode ser descrita por
sxp + sxn = 1. (2.2)
Pode-se interpretar o estado dos interruptores de forma binária,
como exibido na figura 2.2. Definindo uma função de comutação para
cada braço do conversor, da forma
sx = sxp = 1− sxn, (2.3)
desta forma, a tensão entre os pontos vx e vnc, é definida por
Figura 2.2 – Inversor fonte de tensão com modelo de interruptores bi-
nários.
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vxn = sx · Vdc, (2.4)
onde x ∈ {a, b, c}.
Ao utilizar a modulação por largura de pulsos (PWM), cada
interruptor permanece determinado tempo comandado a conduzir e
o restante do período, normalmente fixo, bloqueado. Para obter um
modelo que contenha apenas o conteúdo de baixa frequência (modelo
médio) da tensão aplicada pelo conversor, calcula-se o valor médio da
função de comutação em um período de comutação, ou valor médio
quase instantâneo, definido por
dx =
1
Ts
∫ t
t−Tsw
sx(τ)dτ, (2.5)
onde x ∈ {a, b, c} e Tsw é o período de comutação.
Por fim, é possível representar o circuito substituindo os interrup-
tores por uma fonte de tensão controlada, da forma como apresentado
na figura 2.3. O modelo desconsidera a natureza chaveada do conversor,
mas é fundamental para o projeto de controladores lineares.
Figura 2.3 – Modelo médio dos interruptores do VSI.
Com a consideração de valores médios quase instantâneos, é pos-
sível relacionar a função de comutação com o valor médio da tensão a
ser sintetizada pelo VSI. Desta forma, ao se ter conhecimento do com-
portamento dinâmico, que relaciona a tensão imposta pelo conversor
com a corrente que circula na rede, é possível, a partir de medições das
variáveis do circuito, inserir controladores capazes de ajustar a dinâ-
mica do sistema, de forma a obter a resposta desejada.
Sabe-se que o comportamento dinâmico do sistema é influenciado
pelo conjunto formado por conversor - filtro - rede. Sendo que o modelo
dos interruptores já foi demonstrado, na sequência, apresenta-se a parte
do sistema de potência mais relevante à dinâmica: o filtro.
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2.2 FILTROS PARA INTERFACE COM A REDE
Para conectar o VSI à rede elétrica, espera-se dispor nos termi-
nais trifásicos do conversor, logo após os interruptores, uma forma de
onda de tensão cuja componente mais relevante tenha a mesma fre-
quência que a rede elétrica. Porém, esta tensão será composta por
um espectro harmônico significativo de componentes múltiplos da fre-
quência de comutação dos interruptores. Tais harmônicos de tensão são
responsáveis pela propagação de harmônicos de corrente nas respectivas
frequências.
Para atenuar tais componentes de corrente, visando obter uma
forma de onda compatível com normas de compatibilidade eletromagné-
tica, é necessário o emprego de um filtro que garanta uma boa atenuação
nas frequências da comutação dos interruptores suas e harmônicas.
Quando os interruptores operam em frequência fixa, é mais fá-
cil dimensionar o filtro para obter níveis aceitáveis de componentes
harmônicas na corrente injetada na rede. Já em sistemas com fre-
quência variável, é preciso estimar em quais frequências de comutação
o conversor irá operar, bem como a amplitude das harmônicas, para
assim determinar qual nível de atenuação será necessário ao filtro.
2.2.1 Filtro L
A solução mais simples para filtragem é a utilização de um in-
dutor, ou “filtro L”. A relação da tensão imposta pelo conversor e a
corrente na rede tem dinâmica determinada pela seguinte equação no
domínio da frequência
iL(s)
vL(s)
=
1
L1s+RL
, (2.6)
onde L1 é a indutância do indutor e RL é a resistência parasita presente
no indutor.
Quanto maior a indutância, maior atenuação para uma dada
frequência. Assim, a indutância é escolhida de forma que a corrente
a ser injetada na rede obtenha níveis aceitáveis de ondulação de alta
frequência em um ponto de operação. O comportamento dinâmico da
corrente em relação à tensão do conversor e em relação à tensão da
rede, são exibidas na figura 2.4(a) e 2.4(b), respectivamente, junto às
respostas de outros filtros que serão discutidos a seguir.
O filtro L é simples e utilizado somente em aplicações bem es-
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pecíficas; em aplicações de alta potência, torna-se muito caro e volu-
moso [3]. Outro ponto negativo é a ação limitada de controle devido
a alta impedância do filtro, ou seja, para a corrente seguir degraus de
referências com uma rápida dinâmica é necessário que o conversor for-
neça grande amplitude de tensão, o que pode saturar o modulador e
ter a dinâmica prejudicada. O resultado disso seria a escolha de tensão
relativamente alta no barramento CC do inversor. Isto pode trazer im-
pactos em redução de rendimento e aumento de custos dos componentes
do inversor.
Figura 2.4 – Diagramas de Bode dos filtro L, LCL e LCL com ramo
de amortecimento RC. (a) Função de transferência da corrente do con-
versor para a tensão do conversor iLc(s)vi(s) (b) Função de transferência da
corrente do conversor para a tensão da rede iLc(s)vg(s)
2.2.2 Filtro LCL
A utilização de filtros LCL apresenta diversas vantagens para
conexão de conversores à rede. Por ser um filtro de terceira ordem, pro-
porciona uma assíntota de atenuação de 60 dB por década na corrente
da rede, para frequências além da frequência de ressonância. É capaz
de prover atenuação das harmônicas geradas pelo conversor equivalente
ao filtro L, mesmo utilizando valores menores de indutância [4–6].
Pode-se listar três qualidades principais deste tipo de filtro: a)
Volume: O projeto físico de um filtro LCL com atenuação equivalente
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a um filtro L, chega a ter um terço do volume; b) Dinâmica: é possível
projetar controladores com melhor dinâmica que o filtro L, no entanto
sua estratégia de controle é inevitavelmente mais complexa [7]; c) In-
terferência eletromagnética: o filtro LCL também promove atenuação
muito maior nas altas frequências [8].
Uma dificuldade para o projeto de controladores para o filtro
LCL é sua ressonância, cuja frequência é dada por
fress =
1
2pi
√
Lc + Lr
LcLrCf
. (2.7)
Idealmente, na frequência de ressonância o filtro teria valor nulo
de impedância, e uma componente mínima de tensão em tal frequên-
cia resultaria em uma corrente de valor infinito. Porém, devido à re-
sistência parasita dos componentes, isto não ocorre. Na figura 2.4 é
apresentada a resposta em frequência do filtro LCL. No diagrama foi
considerado valor de resistências série de 10 mΩ nos indutores. Desta
forma, é visto que o ganho na frequência de ressonância torna-se limi-
tado.
Para prevenir que a ressonância do filtro torne um sistema em
malha fechada instável, é necessário considerar sua influência nas ma-
lhas de controle e/ou utilizar técnicas de amortecimento ativo ou pas-
sivo [9].
O amortecimento passivo consiste na inserção de elementos pas-
sivos no circuito, principalmente resistores. Existem diversas configu-
rações possíveis [10, 11], que , quando bem sintonizadas, garantem um
bom amortecimento ao filtro. Porém os elementos adicionais resultam
em maiores perdas.
Técnicas de amortecimento ativos consistem na inclusão de com-
pensadores na malha de controle, de forma a atenuar a ressonância.
Diferentes métodos são encontrados na literatura [4, 12–15]. O amor-
tecimento ativo soluciona o problema da ressonância sem aumentar as
perdas no conversor. Porém, de forma geral, demanda maior capaci-
dade de processamento e a maior parte das técnicas exigem sensores
adicionais. Ressalta-se ainda que conversores de dois níveis que traba-
lham em alta potência, operam em baixas frequências de comutação,
tendo largura de banda limitada. Nestes casos, é difícil a utilização de
técnicas de amortecimento ativo [10].
Este trabalho, com o intuito de testar diferentes estratégias de
controle de corrente, adota o método de amortecimento passivo, o qual
consiste em um ramo capacitivo-resistivo em paralelo com o capacitor.
2.2 Filtros para interface com a rede 45
Sua resposta no domínio da frequência é exibida também na figura 2.4.
Certas técnicas de amortecimento ativo são capazes de estimar a
impedância da rede e adaptar o amortecimento para diferentes cenários.
Já o amortecimento passivo, uma vez projetado, não pode ser modi-
ficado, cabendo ao controlador de corrente operar de forma robusta
diante da pior condição esperada. Na figura 2.5 é exibido o diagrama
de Bode da relação entre a corrente no indutor e a tensão do conversor
( iLc(s)vi(s) ), em um filtro LCL com amortecimento passivo, como o da fi-
gura 2.6, para valores de indutância da rede de 0, 50, 100, 200 e 500 µH
e valores dos componentes do filtro conforme exibidos na tabela 2.1. É
evidente que a ressonância, bem amortecida quando a impedância da
rede é nula, tem seu comportamento dinâmico severamente alterado,
para maiores valores de impedância presente na rede.
Tabela 2.1 – Valor dos componentes do filtro LCL.
Componente Valor
Lc,abc 460 µH
Lr,abc 230 µH
Cf,abc 4 µF
Cd,abc 2 µH
Rd,abc 12 Ω
Figura 2.5 – Diagrama de Bode da relação entre a corrente no indutor
do conversor e a tensão gerada pelo conversor iLc(s)vi(s) , para diferentes
valores de indutância da rede.
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2.3 MODELO DINÂMICO COMPLETO DO CONVERSOR
O circuito do VSI com filtro LCL e ramo de amortecimento R-C,
como exibido na figura 2.6, pode ser descrito pelas seguintes equações

Lc
d[iLc,abc(t)]
dt = dabcVdc − vCf ,abc − vfcU
Lc
d[iLc,abc(t)]
dt − Lr d[iLr,abc(t)]dt = dabcVdc − vg,abc − vrcU
Lr
d[iLr,abc(t)]
dt = vCf ,abc − vg,abc − vfrU
Cf
d[vCf,abc(t)]
dt + Cd
d[vCd,abc(t)]
dt = iLc,abc − iLr,abc
vCf ,abc = vCd + RdCd,abc
d[vCf,abc(t)]
dt
(2.8)
Onde Lc = LcI3 , Lr = LrI3, Cf = CfI3, Cd = CdI3.

iLcf ,abc = [iLca iLcb iLcc]
T
iLrf ,abc = [iLra iLrb iLrc]
T
vCf ,abc = [vCfa vCfb vCfc]
T
vCd,abc = [vCda vCdb vCdc]
T
vg,abc = [vga vgb vgc]
T
dabc = [da db dc]
T
U = [1 1 1]T
(2.9)
Figura 2.6 – Modelo médio do VSI com o filtro LCL conectado à rede.
As variáveis trifásicas podem ser representadas em um espaço
euclidiano de três dimensões (a, b, c), de forma que cada variável esteja
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representada em um eixo, ortogonal aos outros dois.
Em circuitos trifásicos a três fios, em regime permanente, conclui-
se pelas leis de Kirchhoff que: a soma das correntes de linha são iguais
a zero e a soma das tensões de linha são iguais a zero. Estas conside-
rações, no espaço vetorial (a, b, c), descrevem um plano perpendicular
ao vetor [1 1 1]T .
Como proposto por Edith Clarke [16], um novo sistemas de co-
ordenadas (α, β, γ) pode ser utilizado para representar o sistema, onde
o eixo α é a projeção do eixo a no plano, o eixo γ é perpendicular ao
plano e o eixo β é ortogonal aos outros dois eixos. A matriz que realiza
a transformação de coordenadas, de forma a manter a amplitude dos
vetores, é dada por
T =
2
3
 1
−1
2
−1
2
0 −
√
3
2
√
3
2
1√
2
1√
2
1√
2
 (2.10)
Aplicando a transformada de Clarke de amplitude constante na
primeira equação de 2.8, obtém-se
Lc
d[T · iLc,αβ(t)]
dt
= T · dαβVdc −T · vCf ,αβ − vfcU. (2.11)
Multiplicando a equação por T−1, tem-se
Lc
d[iLc,αβ(t)]
dt
= dαβVdc − vCf ,αβ − vfcT−1 ·U. (2.12)
Como
T−1 ·U = [0 0 3
√
2
2
]T , (2.13)
a tensão comum aos eixos a,b,c, em termos vetoriais, pertence apenas
ao eixo γ, não influenciando, assim, os eixos α e β. Ao realizar a
transformação de eixos em todas as equações do modelo, obtém-se
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
Lc
d[iLc,αβ(t)]
dt = dαβVdc − vCf ,αβ
Lc
d[iLc,αβ(t)]
dt − Lr d[iLr,αβ(t)]dt = dαβVdc − vg,αβ
Lr
d[iLr,αβ(t)]
dt = vCf ,αβ − vg,αβ
Cf
d[vCf,αβ(t)]
dt + Cd
d[vCd,αβ(t)]
dt = iLc,αβ − iLr,αβ
vCf ,αβ = vCd + RdCd,αβ
d[vCf,αβ(t)]
dt
(2.14)
Interpretando as equações em α, β, é possível montar dois cir-
cuitos monofásicos independentes, que representam o sistema trifásico,
como apresentados na figura 2.7.
Figura 2.7 – Simulação do modelo médio.
De modo a comprovar o modelo obtido, foi realizado uma simula-
ção do circuito comutado simultaneamente com o modelo matemático.
Para representação do sistema completo, as equações dos circuito em α
e β foram representadas em espaço de estados. Desta forma, as matrizes
que compõem o sistema são definidas por
A =

0 0 0 −1Lc 0 0 0 0
0 0 0 1Lr 0 0 0 0
0 0 −1CdRd
1
CdRd
0 0 0 0
1
Cf
−1
Cf
1
CfRd
−1
CfRd
0 0 0 0
0 0 0 0 0 0 0 −1Lc
0 0 0 0 0 0 0 1Lr
0 0 0 0 0 0 −1CdRd
1
CdRd
0 0 0 0 1CfRd
−1
CfRd
1
CfRd
−1
CfRd

(2.15)
2.3 Modelo dinâmico completo do Conversor 49
B =

V dc
Lc
0 0 0
0 −1Lr 0 0
0 0 0 0
0 0 0 0
0 0 V dcLc 0
0 0 0 −1Lr
0 0 0 0
0 0 0 0

(2.16)
C =
[
1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0
]
(2.17)
D =
[
0 0 0 0
0 0 0 0
]
(2.18)
x(t) =
[
iLcα iLrα vCdα vCfα iLcβ iLrβ vCdβ vCfβ
]T
(2.19)
u(t) =
[
dα vgα dβ vgβ
]T (2.20)
Como o circuito está conectado à rede, é impossível operá-lo
corretamente em malha aberta. Portanto, fecha-se a malha através da
medição da corrente no indutor iLc comparando-a uma referência i∗Lc.
Um controlador proporcional é utilizado exemplarmente de forma a
manter o sistema estável. A estrutura do sistema matemático simulado
é exibido na figura 2.8 e o modelo comutado simultaneamente simulado
é exibido na figura 2.9.
Figura 2.8 – Simulação no modelo matemático.
Foi aplicado um degrau de referência de corrente no circuito co-
mutado e no modelo matemático. Como ilustrado na figura 2.10, a
dinâmica do modelo matemático representa exatamente o comporta-
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Figura 2.9 – Circuito elétrico voltado à simulação do modelo comutado.
mento do modelo comutado.
Figura 2.10 – Comparação por simulação do modelo matemático com
o circuito comutado.
A partir da representação em espaço de estados do modelo do
circuito, as funções de transferência que representam a dinâmica com
que a tensão gerada pelo conversor (vi) e a tensão da rede (vg) interfe-
rem nas correntes (iLc e iLr) e as tensões (vCd e vCf ) podem ser obtidas
por
G(s) = C(sI−A)−1B + D. (2.21)
Tais funções de transferência serão utilizadas no capítulo 4 para
o projeto de controladores e resultam em
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i˜Lc(s)
v˜i(s)
=
1 + Lr Cf Rd s
3Cd + Lr (Cf + Cd) s
2 + sCd Rd
p1s4 + p2s3 + p3s2 + p4s
(2.22)
i˜Lc(s)
v˜g(s)
=
−(sCd Rd + 1)
p1s4 + p2s3 + p3s2 + p4s
(2.23)
i˜Lr (s)
v˜i(s)
=
sCd Rd + 1
p1s4 + p2s3 + p3s2 + p4s
(2.24)
i˜Lr (s)
v˜g(s)
=
−(1 + Cf Rd s3Lc Cd + Lc (Cf + Cd)s2 + sCdRd)
p1s4 + p2s3 + p3s2 + p4s
(2.25)
Onde
p1 = LrLcCfRdCd
p2 = LcLr(Cf + Cd)
p3 = CdRd(Lr + Lc)
p4 = Lr + Lc
. (2.26)
2.4 CONCLUSÃO
As únicas ações possíveis para fazer o conversor operar com ten-
sões e correntes desejadas são o acionamento e bloqueio de seus inter-
ruptores. Quando se utiliza a modulação PWM e a teoria de valores
médios quase instantâneos, é simples relacionar a variável de controle
com a tensão gerada pelo conversor. Desta forma, a relação entre a
variável manipulada e a variável controlada são obtidas pelas equações
de circuitos dinâmicos aplicadas ao filtro que o conecta à rede.
Neste capítulo, optou-se pela representação do sistema por es-
paço de estados, por ser um método mais claro para visualização das
equações de um sistema de quarta ordem e pela facilidade para obter
as diferentes funções de transferência que o representam.
Ao realizar a simulação do circuito trifásico conectado à rede,
junto ao modelo matemático que descreve os circuitos monofásicos equi-
valentes e obter o mesmo comportamento dinâmico em baixa frequên-
cia, constata-se a validade da teoria recém apresentada. É possível,
portanto, projetar controladores para os circuitos monofásicos equiva-
lentes e desacoplados entre si, de modo a controlar o VSI trifásico.
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3 ESTRATÉGIAS DE CONTROLE DE CORRENTE
PARA INVERSORES TRIFÁSICOS
Grande parte dos inversores designados a aplicações como filtros
ativos, acionamento de motores, fontes ininterruptas de energia e cone-
xões de fontes CC à rede, possuem uma malha interna de controle de
corrente [17]. A estratégia de controle utilizada nessa malha é um fator
que influencia diretamente a qualidade do inversor. De forma geral, os
requisitos mais buscados para um controlador de corrente são:
• Seguimento adequado de referência ;
• Rejeição à perturbações;
• Estabilidade;
• Resposta dinâmica apropriada;
• Simplicidade/Viabilidade de implementação em dispositivos co-
merciais.
As distintas técnicas de controladores existentes levam a diferen-
tes resultados dentre os objetivos listados. Cabe ao projetista escolher
sua estratégia de acordo com os pontos mais importantes para sua apli-
cação. Tipicamente, normas e especificações de clientes definem índices
mínimos de desempenho.
As estratégias de controle podem ser classificadas de diferentes
formas [18–22]. Este capítulo propõe descrever as técnicas de controle
mais aplicadas a inversores trifásicos, com foco em aplicações conecta-
das à rede. Será realizado um breve detalhamento dos seus princípios
de funcionamento, seus pontos positivos e negativos, e indicadas refe-
rências das principais aplicações em eletrônica de potência.
Um ponto muito citado durante o capítulo será a rejeição a per-
turbações. Pode-se dividir as perturbações em dois tipos: primeiro,
as somadas diretamente à planta, como interferência eletromagnética,
variações e qualidade da tensão da rede e do barramento CC (em in-
versores ligados à rede). Segundo, as variações paramétricas, como a
queda da indutância em função do aumento da corrente, a elevação da
resistência pelo aumento da temperatura, entre outras.
Na figura 3.1 é exibido um diagrama de blocos genérico, típico
de um conversor. Por meio de álgebra de blocos simples, conclui-se
que a função de transferência da perturbação para a saída é dada por
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Y (s)
W (s) = 1/[1 + T (s)], onde T(s) é o produto de todos os ganhos da
malha. Desta forma, é intuitivo que quanto maior a magnitude de T(s)
em dada frequência, melhor será sua rejeição de perturbação.
Figura 3.1 – Diagrama de blocos genérico, C(s) Controlador; M(s) Mo-
dulador; P(s) Planta; H(s) Sensor; W(s) Perturbação.
É mostrado em [23] que componentes harmônicas na tensão da
rede, mesmo com baixas amplitudes, causam aumento da distorção da
corrente injetada pelo inversor, o que aumenta a distorção harmônica
total, podendo até instabilizar o sistema. Desta forma, para operação
em sistemas conectados à rede, o controlador deve ter capacidade de
rejeição de perturbações em baixas frequências.
Em relação às perturbações que modificam diretamente a planta,
cabe ao controlador ser robusto o suficiente para que tais variações não
levem o sistema à instabilidade, nem comprometam sua dinâmica.
As estratégias de controle variam de simples soluções por histe-
rese, até complexos métodos analíticos. Porém, praticamente todas se
baseiam nos mesmos princípios básicos. A corrente à ser controlada
é medida e comparada à uma referência, resultando em um sinal de
erro. O controlador processa esse sinal de erro e gera os estados de
comutação diretamente ou através de um modulador, comandando os
interruptores do conversor, de modo a diminuir o erro [18].
Conceitos mais atuais propõem a visão do conversor conectado
à rede como um bloco de eletrônica de potência, pronto para ser pro-
gramado para realizar diferentes funcionalidades. O software, sendo
os métodos de controle, deve ser projetado de forma modular, permi-
tindo ser atualizado para diferentes funcionalidades como, módulo de
compensação de afundamentos de tensão, compensação de altos níveis
harmônicos, módulo de operação de modo autônomo, operação como
fonte de corrente em modo PQ, módulo de proteção, módulo de “black
start”, módulo de compensação de reativos, entre outros [24].
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A seguir descrevem-se diferentes técnicas de controle de corrente
para conexão com a rede.
3.1 CONTROLE POR HISTERESE
O controle de corrente por histerese é um sistema de realimenta-
ção instantâneo que detecta o erro de corrente e gera comandos para os
interruptores assim que o erro exceda um limite pré determinado [21].
Desta forma, a saída do controlador define diretamente a posição dos
interruptores controlados, sem a necessidade do uso de um modulador.
Por ser uma técnica essencialmente analógica [25], quando o con-
trolador é implementado de forma digital, certos cuidados devem ser
tomados: ao utilizar baixas frequências de amostragem, a robustez é
prejudicada e o erro estático resultante é maior. Para operar em altas
frequências de amostragem é necessário um dispositivo digital com alta
capacidade de processamento [26] e alta imunidade a ruídos eletromag-
néticos.
Em inversores trifásicos de dois níveis a três fios, como a cor-
rente de uma das fases é dependente da corrente das outras duas fases,
são necessários apenas dois controladores, e sua análise é muito mais
intuitiva quando feita na forma vetorial da figura 3.2, onde a banda
de histerese é determinada por uma área hexagonal [27].
Figura 3.2 – Representação do controle por histerese no plano αβ.
Cada vez que o vetor i toca uma borda do hexágono, como mos-
trado na figura 3.2, deve ser aplicado um novo vetor de tensão (figura
3.3), de forma a direcionar o vetor de corrente para o interior do hexá-
gono. De acordo com a borda do hexágono que foi tocada, mais de um
vetor de tensão pode levar o vetor de erro para dentro do hexágono,
dando assim uma liberdade ao projetista se deseja uma resposta mais
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rápida e maior frequência de comutação ou uma resposta mais lenta e
menor frequência.
Figura 3.3 – Representação do controle por histerese no plano αβ.
Por fim, é criada uma tabela apontando qual vetor deve ser es-
colhido, dependendo de qual borda do hexágono foi tocada e qual setor
está presente o vetor de tensão.
Pode-se listar como pontos positivos: sua boa precisão, simples
implementação, robustez e resposta dinâmica muito rápida. No en-
tanto, o conversor opera com frequência variável, e sua sensibilidade é
afetada pelo ruído gerado pela comutação dos interruptores.
São encontradas na literatura diversas modificações no controla-
dor por histerese para operar em frequência fixa [28, 29]. Entretanto,
são, geralmente, incompatíveis com plataformas totalmente digitais e
tornam o controlador muito mais complexo.
Para sistemas conectados à rede, o controle por histerese apre-
senta qualidades, como sua resposta dinâmica e robustez. Porém, sua
frequência variável resulta em um conteúdo harmônico disperso, tor-
nando o projeto dos elementos magnéticos mais difícil, além disso as
altas frequências de operação resultam em maiores perdas de comuta-
ção [30]. Não obstante, grandes variações da impedância da rede podem
levá-lo a instabilidade [31].
3.2 Controladores Lineares 57
3.2 CONTROLADORES LINEARES
3.2.1 Controladores Clássicos
Por meio das ações proporcional, integral e derivativa, é possível
somar as ações em paralelo e estruturar diferentes controladores. Abre-
viando a ação pela sua inicial, é possível formar P, I, PI, PD, PID. Na
figura 3.4 são exibidas as estruturas mais utilizadas para implementar
controladores de corrente.
Figura 3.4 – (a) Ação proporcional; (b) Ação Proporcional+Integral;
(c) Ação Proporcional+Integral+Derivativa
Uma vez que não haja cancelamento de polos da planta com o
controlador, a ação integral garante erro nulo à uma referência contínua.
Esta afirmação é facilmente provada pelo princípio do modelo interno
[32]. Para uma planta genérica P(s) compensada por um integrador 1s
o erro é dado por
E(s) =
X(s)
1 + P (s) · 1s
, (3.1)
ao aplicar um degrau na entrada (X(s) = 1s )
E(s) =
1
s+ P (s)
(3.2)
Uma vez que a planta não possua mais zeros que polos, ao aplicar
o teorema do valor final (s→ 0), o erro será igual a zero.
A ação derivativa não é aplicável sozinha, pois é não causal. Sua
utilização, junto à ação proporcional, ou proporcional e integral, tem a
função de promover ganho de margem de fase.
O controlador proporcional integral é presente em diversos siste-
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mas de eletrônica de potência, principalmente em conversores CC-CC,
por sua facilidade de projeto e garantia de erro nulo a referências con-
tínuas. Já em aplicações em que as referências são senoidais, o con-
trolador proporcional integral, quando aplicado em eixos estacionários,
não garante o seguimento de referência com erro nulo nem rejeição de
pertubação em tal frequência.
Em certas aplicações, para controle de corrente de conversores,
dependendo da dinâmica do filtro e da frequência de comutação do
conversor, o controlador PI pode proporcionar um alto ganho em bai-
xas frequências, implicando resultados satisfatórios para seguimento de
referências senoidais.
O controlador proporcional integral derivativo garante erro nulo
a referências contínuas e, devido à sua ação derivativa, é capaz de pro-
piciar mais um parâmetro para ajuste da resposta dinâmica do sistema.
Na figura 3.5 é exibido o diagrama de Bode de uma planta típica para
controle de corrente de um conversor. Também é mostrada a planta
compensada com cada um dos três controladores citados, P, PI e PID.
Figura 3.5 – Diagrama de blocos de uma malha genérica.
Para o projeto dos controladores, foi fixado o critério de frequên-
cia de cruzamento. Na imagem são destacadas as diferentes margens
de fase resultantes da ação de cada controlador. A partir de critérios
de margem de fase e frequência de corte, através de simples equações,
obtém-se os valores dos ganhos kp, ki e kd.
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3.2.2 Controlador proporcional+ressonante
O conceito do controlador ressonante é utilizado há muito tempo
em sistemas de controle (carrier-servo) [33]. Porém, somente foi apli-
cado na eletrônica de potência no final dos anos 90 [33–35].
Seu funcionamento deriva do princípio do modelo interno [32], o
qual demonstra que, se um sistema em malha fechada, assintoticamente
estável, conter o modelo matemático que descreve a referência (e/ou um
sinal de perturbação), o ‘estado’ controlado segue a referência sem erro
em regime (e/ou rejeita a perturbação) [19,34].
Uma referência cossenoidal, no domínio da frequência, é dada
por
R(s) =
Ass
s2 + wo2
(3.3)
onde As é a amplitude do sinal e wo é a frequência.
Para garantir erro nulo a uma referência deste tipo, o controlador
deve conter um termo com esta equação. Para rejeitar perturbações de
frequências harmônicas específicas, pode-se somar termos em paralelo,
sintonizados nas frequências harmônicas.
A parcela ressonante é composta por um zero na origem e um
par de polos sobre o eixo imaginário. No domínio da frequência, o
controlador apresenta teoricamente um ganho infinito na frequência de
ressonância, adiciona 90° de fase nas frequências abaixo da frequência
de ressonância e subtrai 90° de fase acima da ressonância. Utilizá-lo
desta maneira seria inviável para diversos sistemas. A figura 3.6(a)
ilustra a resposta no domínio da frequência de um termo ressonante
sintonizado em 100 Hz.
Ao somar um termo proporcional em paralelo ao termo resso-
nante, conforme a equação 3.4, o zero existente não se encontra mais
na origem e um novo zero é criado. Visto no domínio da frequência,
a fase do sistema é muito influenciada na frequência de ressonância,
porém, conforme o termo proporcional torna-se maior que o termo res-
sonante, a fase do controlador retorna gradualmente a zero, conforme
ilustra a figura 3.6(b). Tal fato permite maior liberdade para sintonia
do projeto, nos mais diversos sistemas.
CPRi(s) =
krs
s2 + ωo2
+ kp (3.4)
Tal controlador é tipicamente implementado de forma digital.
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Figura 3.6 – (a) Controlador ressonante; (b) Controlador proporcio-
nal+ressonante.
Para isto, fatores como o formato numérico empregado no dispositivo
digital (ponto fixo, ponto flutuante), sua precisão numérica, a forma de
realização (Forma direta I, Forma direta II, operador delta, etc) [36,37]
e o método de discretização utilizado [38], podem ser determinantes
para o funcionamento adequado do controlador.
Em [33] foi proposta uma modificação do controlador, evitando
que os polos fiquem sobre o eixo imaginário. Neste trabalho o controla-
dor modificado será chamado de controlador proporcional+ressonante
(PR) não ideal. Sua função de transferência é dada por
CPR(s) =
2krωcs
s2 + 2ωcs+ ωo2
+ kp, (3.5)
onde wc é o termo de amortecimento.
Para aplicações de inversores trifásicos conectados à rede, o con-
trolador ressonante está entre as escolhas mais aplicadas atualmente.
Seu projeto é simples, de fácil implementação, não necessita de trans-
formações de eixos síncronos, garante erro nulo em regime na frequência
sintonizada e rejeita perturbações das frequências harmônicas específi-
cas presentes na rede quando os termos harmônicos são adicionados.
Como pontos negativos, o controlador proporcional+ressonante,
de forma geral, resulta em uma dinâmica lenta em relação a outras
estratégias. Quando é utilizado apenas um controlador sintonizado na
frequência fundamental, o sistema apresenta baixa rejeição de pertur-
bação das harmônicas contidas na tensão da rede. Para um funciona-
mento adequado, é tipicamente necessário somar parcelas ressonantes
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sintonizadas nas frequências das perturbações existentes no sistema.
No capítulo 4 é projetado um controlador proporcional + resso-
nante e a sintonia dos parâmetros é detalhada criteriosamente.
3.2.3 Controlador Repetitivo
Assim como o controlador ressonante, o controlador repetitivo
tem seu funcionamento demonstrado pelo uso do princípio do modelo
interno [32], que comprova que, se a função de laço conter o modelo ma-
temático da referência e das perturbações, o sistema segue a referência
sem erro estático. Sua proposta consiste em gerar um sinal periódico
para eliminar erros periódicos resultante de referências ou perturbações
periódicas. [39].
A estrutura básica da ação repetitiva pode ser vista na figura 7(a).
(a) (b)
Figura 3.7 – (a) Controlador Repetitivo Convencional; (b) Controlador
repetitivo aperfeiçoado.
A relação entrada-saída da estrutura convencional é dada por
y(k)
x(k)
=
1
1− z−M (3.6)
Sua análise é mais intuitiva no domínio da frequência, mostrada
na figura 8(a). A estrutura apresenta um ganho infinito na frequência
Ts · M e em seus primeiros M−12 múltiplos inteiros1, assemelhando-
se à uma série de controladores ressonantes em paralelo. Garantindo
assim um seguimento de uma referência senoidal de frequência Ts ·M
e rejeição de perturbação nas frequências harmônicas compensadas.
Esta aplicação convencional torna difícil a estabilização do sis-
tema em malha fechada, pois ela adiciona infinitos polos no eixo imagi-
nário. Para o funcionamento adequado, algumas modificações precisam
1Quando M é um número par, a quantidade de frequências harmônicas compen-
sadas são M−2
2
.
62 3. Estratégias de Controle de Corrente Para Inversores Trifásicos
(a) (b)
Figura 3.8 – (a) Resposta em frequência de um controlador repetitivo
convencional com Ts = 5 · 10−5 e M = 333; (b) controlador repetitivo
aperfeiçoado.
ser feitas. Na figura 7(b), é mostrada uma configuração muito utilizada
para a ação repetitiva [40]. Dois filtros e um ganho são adicionados à
estrutura.
O bloco F1(z) tem o intuito de deslocar os polos alocados sobre
eixo imaginário para o semiplano esquerdo. Pode ser utilizado um filtro
passa baixa não causal de fase nula, que apresente um ganho unitário
nas baixas frequências e atenue as altas [41].
O bloco F2(z) tem o intuito de prover uma compensação do
atraso de fase ao sistema, são aplicados alguns períodos de avanço
(z−N ) [40].
O termo KR é o ganho do controlador repetitivo e estabelece a
razão com que o erro é zerado [42].
É conveniente fazer com que a frequência de amostragem seja
múltipla da frequência da referência, para assim M ser um número
inteiro.
O controlador repetitivo garante o seguimento de referências pe-
riódicas e rejeição a perturbações periódicas. No entanto, de forma
a melhorar sua resposta dinâmica e sua robustez, sua aplicação é ti-
picamente feita em conjunto com outro controlador. Duas possíveis
estratégias de controle baseadas no controlador repetitivo são exibidas
na figura 3.9.
É possível estruturar as ações dos controladores de diferentes
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(a)
(b)
Figura 3.9 – Estratégias de controle utilizando o controlador repetitivo.
formas. Na figura 9(a), o controlador repetitivo funciona junto com
o controlador de ação instantânea. Já na figura 9(b), os controlado-
res atuam de formas distintas, podendo ser concebidos separadamente,
tornando o projeto mais simples [41].
Diversos controladores foram propostos para serem utilizados
como ação instantânea, como PID [43], deadbeat [44, 45], entre outros.
Uma comparação entre essas estratégias podem ser visto em [46].
As estratégias apresentadas em [44–46], a princípio podem ser
parecidas com a proposta deste trabalho, porém [44] tem como foco o
acionamento de máquinas, [45] filtro ativos e [46] fontes ininterruptas
monofásicas.
De forma geral, as estratégias utilizando o controlador repeti-
tivo apresentam uma boa resposta em regime permanente e têm uma
implementação simples, sem grandes problemas à ser utilizado em dis-
positivos de formato numérico em ponto fixo. Entretanto, podem apre-
sentar uma resposta transitória lenta e, tipicamente, necessitam de um
grande uso de memória. Diversas alternativas para melhorar sua res-
posta transitória podem ser encontradas em [47].
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3.3 CONTROLE PREDITIVO
Controladores preditivos compõem uma grande classe de con-
troladores. Nessa seção serão apresentadas as técnicas mais utilizadas
em eletrônica de potência e maior foco será dado às que se adequam
a sistemas conectados à rede. A divisão dos controladores preditivos
proposta por [48] contém: deadbeat, preditivo baseado em histerese,
preditivo baseado em trajetória, preditivo baseado por modelo (MPC)
e controle preditivo generalizado (GPC). Ainda existem certos métodos
formados pela junção de mais de uma estratégia, como o controle direto
de torque (DTC) e o controle direto de potência (DPC), os quais com-
binam as estrategias de histerese preditiva e de trajetória preditiva [49].
As primeiras aplicações práticas para controle de conversores fo-
ram realizadas nos anos 80, [50–52]. Diferentes estratégias preditivas
foram surgindo no decorrer dos anos, mas por sua implementação ser
digital, e algumas técnicas requererem alta capacidade de processa-
mento, o uso não foi tão difundido. Recentemente, devido ao contínuo
avanço da capacidade processamento de microcontroladores e à redução
de seu preço, o controle preditivo passou a ser um tema amplamente
pesquisado [53].
O conceito principal de um controlador preditivo é prever o com-
portamento futuro das variáveis controladas por meio do modelo mate-
mático do sistema. Esta informação é utilizada pelo controlador para
obter uma atuação ótima de acordo com critérios de otimização pré
definidos [48].
A qualidade do controlador depende da qualidade do modelo.
Portanto, para obtenção de bons resultados, é necessário considerar no
modelo a influência das não idealidades mais significantes, tais como,
tempo morto, incertezas paramétricas, impedância de componentes e
atrasos pela implementação digital, para aplicações em conversores es-
táticos.
De forma geral, todos os controladores preditivos apresentam
conceitos intuitivos e de fácil entendimento, o que permite ser aplicados
a diferentes sistemas. O controlador é capaz de incluir restrições e não
idealidades existentes no conversor [48].
Técnicas de controle preditivo como histerese preditiva e de con-
trole preditivo baseado em trajetória não serão detalhados aqui, por
não serem encontrada na literatura muitas aplicações em inversores
conectados à rede.
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3.3.1 Deadbeat
O termo resposta deadbeat é dado a um controlador digital, capaz
de zerar o erro em um tempo mínimo. Controladores com resposta
deadbeat são muito antigos e utilizados em diversas áreas de sistemas
de controle [54,55]. Sua aplicação em eletrônica de potência iniciou no
final dos anos 80 [56–60]. A literatura apresenta os termos: controlador
preditivo, OSAP (one sample ahead predictive) e controlador deadbeat,
para designar um controlador projetado para ter uma resposta deadbeat.
Neste trabalho utiliza-se o termo controlador deadbeat.
Diferente das outras técnicas de controle preditivo, não é neces-
sário grande esforço computacional para sua implementação. Por isso,
no decorrer dos anos, foram criados diferentes métodos de concepção
de controladores deadbeat, aplicáveis em conversores [61–63].
O controlador pode ser concebido de duas formas diferentes, apli-
cando a teoria de controle digital, ou levando em conta a física do
conversor. Resultados semelhantes são obtidos por ambas as aborda-
gens [40]. Um paralelo entre as duas abordagens é feito no decorrer do
trabalho.
A fim de controlar a corrente de um VSI, parte-se das equa-
ções diferenciais discretizadas que representam o circuito. O objetivo
é encontrar a tensão que deve ser aplicada pelo conversor para que a
corrente atual seja igual a referência no fim do intervalo de tempo se-
guinte. Assim, o erro é zerado em um intervalo de tempo, e a resposta
do tipo deadbeat é obtida.
Na teoria de controle, o controlador deadbeat é um caso particular
de realimentação de estados dinâmicos em tempo discreto e alocação
de polos [40]. Para conceber o controlador desta forma, parte-se de
um sistema realimentado, como mostra a figura 3.10, onde P (z) é um
modelo de planta de primeira ordem, com número de polos igual ao de
zeros, e C(z) representa o controlador.
Figura 3.10 – Diagrama de blocos de uma malha genérica.
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A equação de malha fechada é dada por
y(z)
x(z)
=
P (z)C(z)
1 + P (z)C(z)
. (3.7)
Assumindo-se como controlador
C(z) =
1
P (z)(z − 1) . (3.8)
A função de laço aberto é
FTLA(z) = C(z) · P (z) = 1
z − 1 , (3.9)
e a resposta do sistema em malha fechada
y(z)
x(z)
=
1
z
, (3.10)
a qual representa um período de atraso.
Por meio da análise do conversor, tomando como exemplo o mo-
delo equivalente monofásico do VSI em coordenadas αβ, conectado à
rede por um filtro L, mostrado na figura 3.11, obtém-se a equação de
malha, dada por
L
d
dt
il(t) = −Rl · il(t) + vi(t)− vg(t). (3.11)
Figura 3.11 – Modelo monofásico nte de um inversor monofásico conec-
tado à rede.
A solução geral para a equação é dada por
il(t) = e
−Rl
L
(t−t0) · il(t0) + 1
L
t∫
t0
e
−Rl
L
(t−τ)
[vi(τ)− vg(τ)]dτ. (3.12)
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Discretizando 3.12 com um tempo de amostragem Ts, tem-se
como resultado
il(k+1) = e
−Rl
L
(t−t0)·il(k)+ 1
L
(k+1)Ts∫
kTs
e
−Rl
L
[(k+1)Ts−τ ]
[vi(τ)−vg(τ)]dτ.
(3.13)
Utilizando um período de amostragem pequeno o suficiente para
que (RlTs/L)  1 e considerando que as tensões vi(t) e vg(t) não
variam em um período de amostragem, a equação se reduz a
il(k + 1) = a · il(k) + b[vi(k)− vg(k)], (3.14)
onde a = e
−RL
L
Ts
e b =
Ts
L
Substituindo a corrente de referência em il(k + 1),
vi(k) =
i∗l (k)− a.il(k)
b
− vg(k) (3.15)
obtêm-se a tensão média a ser aplicada entre o instante k e k + 1 para
que a corrente altere de seu valor atual à referência no instante k + 1.
Na figura 3.12 é mostrado o sistema com o controlador deadbeat, onde
é possível ver que a função de laço aberto é igual à 1(1−z) , assim como
a abordagem pela teoria de controle previa.
Figura 3.12 – Diagrama de blocos com o controlador deadbeat.
As abordagens demonstradas são válidas para sistemas de pri-
meira ordem. Em sistemas de ordem mais elevada, para obtenção de
uma resposta deadbeat, é preciso entrar em detalhes do conceito de re-
alocação de polos. Quando os polos do sistema em malha fechada são
alocados na origem do plano z, a resposta deadbeat é obtida [64, 65].
Para que todos os polos possam ser realocados, é necessário que todos
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os estados sejam realimentados [64], quando certos estados não podem
ser realimentados, deve-se estimá-los. No capítulo 4 será projetado um
controlador deadbeat, e maiores considerações sobre estes assuntos serão
esclarecidas.
O conceito do controlador deadbeat é simples, porém, quando uti-
lizado em um sistema de eletrônica de potência, se depara com diversas
não idealidades, tais como o atraso inerente da implementação digital,
a variação paramétrica dos componentes, as limitações de modelo, a
impossibilidade de leitura de todos os estados, os ruídos das medições
e a saturação do modulador. Tais fatores degradam seu desempenho e
podem até levá-lo à instabilidade [48,66].
Para obter uma resposta deadbeat no controle de corrente de um
circuito conectado a rede, é necessária a medição da tensão da rede para
o algoritmo de controle, o que é, de certa forma, impraticável, uma vez
que existe uma impedância da rede até o ponto de conexão. Utiliza-se
então estimadores ou observadores de estados [67–69].
Diversos estudos foram propostos para contornar os problemas
citados. A fim de corrigir os problemas causados pelo atraso inerente
da implementação digital, encontra-se na literatura [30, 66, 70]. Para
maior robustez à variação paramétrica [68,71–75].
Também é possível sua implementação em um sistema de co-
ordenadas em eixos síncronos “dq”, [76, 77], que apresenta resultados
satisfatórios, ao custo do esforço computacional da transformação de
eixos.
De uma forma geral, o controlador deadbeat tem potencial para
obter a resposta dinâmica mais rápida em comparação à outros con-
troladores lineares [73]. Se seu projeto resultar em uma estrutura ro-
busta à variações paramétricas, ele pode ser uma excelente opção para
aplicações conectadas à rede [71]. Porém, devido à complexidade das
modificações para torná-lo mais robusto, seu uso não é tão comum.
3.3.2 Controlador Preditivo por Modelo
O controle preditivo por modelo (MPC) em conversores, atu-
almente vem ganhando muita atenção entre os pesquisadores de ele-
trônica de potência [78]. Em diversas aplicações práticas ele vem se
mostrando muito bem sucedido. Pode-se citar: sistemas conectados a
rede [79, 80], fontes ininterruptas [81], acionamento de motores [82] e
filtros ativos [83].
Seu funcionamento se baseia nas equações discretas que modelam
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o conversor. O comportamento futuro de cada variável, nos próximos
períodos de tempo, é previsto de acordo com as possíveis entradas.
Uma função custo previamente estipulada avalia qual a sequência de
entradas resultará no menor valor da função. Apenas o primeiro va-
lor da sequência é aplicado, no próximo período todas as predições e
cálculos são refeitos [84].
Qualquer característica do sistema que possa ser matematica-
mente modelada e medida pode ser incluída no modelo e na função
custo. Desta forma, é possível incluir perturbações, saturação, restri-
ções do conversor, multivariáveis, entre outros e, assim adotar refe-
rências de corrente, tensão ou potência [79, 80], restringir o espectro
harmônico resultante, controlar diretamente conversores multiníveis e
matriciais sem a necessidade de modulador dedicado [85–87], entre mui-
tas outras aplicações.
O MPC, na forma contínua, é muito difícil de ser aplicado de-
vido à grande quantidade de cálculos à serem efetuados em um período
de comutação [88]. A solução mais empregada é utilizar apenas os
possíveis estados de comutação existentes no conversor como entradas,
reduzindo assim o possível comportamento do conversor a algumas pos-
síveis sequências de vetores. Esta técnica é conhecida como “conjunto
finito MPC” (FCS-MPC). Uma segunda alternativa para a utilização
do MPC é criar uma tabela (look up table) com as devidas ações de con-
trole a serem tomadas para cada valor da função de custo [89,90]. Outra
possível solução é a utilização do controle preditivo generalizado [52].
Este obtém uma solução exata a uma aproximação do problema de oti-
mização. O GPC obtém soluções para longos horizontes de predição
sem grande aumento de esforço computacional, o que é particularmente
vantajoso a sistemas com fase não mínima [48], porém desconsidera a
natureza chaveada do conversor, sendo assim difícil incluir as não line-
aridades e restrições do conversor no controle, o que é um dos maiores
atrativos do controle preditivo por modelo.
Devido a não atratividade dos métodos MPC contínuo e GPC
para conversores conectados à rede, será abordado à seguir apenas o
funcionamento do FCS-MPC.
3.3.3 Controlador Preditivo por Modelo “Conjunto Finito” -
FCS-MPC
O FCS-MPC segue o seguinte método de funcionamento: com
as equações discretas do modelo do conversor, é possível prever o valor
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que um estado terá no próximo instante de tempo (k + 1) para uma
certa entrada no instante atual (k). O modelo equivalente monofásico
do VSI em coordenadas αβ, como apresentado na figura 3.11, tem sua
equação de malha, em tempo discreto, dada por
il(k + 1) = il(k) +
Ts
L
[vi(k)− vg(k)], (3.16)
para RL = 0.
A entrada, neste caso a ação de controle, são os possíveis estados
de comutação do conversor (V1, V2...V7), que relacionam-se com a tensão
gerada pelo conversor (viα, viβ) conforme mostrado na figura 3.13
Figura 3.13 – Possíveis vetores a serem aplicados no VSI dois níveis.
Durante um instante de comutação, calcula-se os 6 possíveis va-
lores que cada uma das correntes (ilα[k+1], ilβ [k+1]) pode ter, quando
cada um dos vetores é aplicado. Com os valores futuros previstos, a
função de custo para cada entrada possível é calculada. Um sistema
típico, onde o objetivo é fazer a corrente il(k) seguir uma referência
i∗l (k) com um horizonte igual a um, teria uma função de custo do tipo
g = |i∗lα(k + 1)− ilα(k + 1)|+ |i∗lβ (k + 1)− ilβ (k + 1)| (3.17)
O vetor que resultar no menor valor da função custo é aplicado
ao conversor. A figura 3.14 mostra o funcionamento do FCS-MPC, no
domínio do tempo em um sistema ideal, onde atrasos devido a cálculos
e medições são desconsideradas [84].
No caso da figura 3.14, a aplicação do estado de comutação S3 no
instante k resultaria o menor valor de erro. Já em sistemas reais, devido
ao atraso inerente a implementação digital, no instante k é iniciada a
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Figura 3.14 – Resposta no tempo e predição de um estado aos possíveis
vetores a serem aplicados ao sistema.
rotina de cálculos, para definir qual vetor deve ser aplicado no instante
k + 1, para resultar no valor mínimo da função de custo no instante
k + 2.
O FSC-MPC apresenta uma dinâmica extremamente rápida, não
necessita de modulador e sua implementação é relativamente simples.
A frequência de comutação é variável, porém existem modificações para
fazê-lo operar com frequência fixa [91]. Seu desemprenho depende da
fidelidade do modelo, dos parâmetros da carga e de variações paramé-
tricas.
3.4 CONTROLADORES NOS EIXOS SÍNCRONOS
A utilização de controladores lineares no sistema de referência
dq, inicialmente utilizada na eletrônica de potência para acionamento
de motores [92, 93], também é eficiente para aplicações de inversores
conectados à rede, uma vez que a transformação de eixos síncronos
(transformada de Park) aplicada as referências senoidais de um inver-
sor, tornam-se referências contínuas. Um simples controlador propor-
cional integral em cada um dos eixos (dq) é capaz de resultar em erro
estático nulo na frequência fundamental.
No entanto, na modelagem, há um cruzamento de termos en-
tre os eixos d e q. Para que o controle das variáveis sejam feitas de
forma independente, é necessário alimentar os termos de forma direta
(feedforward) contendo as informações de frequência e indutância.
Se a transformação for realizada de forma que o eixo d esteja
sincronizado com o vetor de tensão da rede, referências distintas de
corrente i∗d e i
∗
q controlam diretamente o fluxo de potência ativa e rea-
tiva, um atrativo para aplicações em microrredes.
Por mais que seu conceito seja simples, seu funcionamento re-
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quer uma capacidade de processamento considerável. As transforma-
ções de eixos realizam operações trigonométricas e é necessário algum
mecanismo, por exemplo um laço de travamento de fase (PLL), para
fornecer ao processador a frequência e fase da rede.
Por prover um ganho infinito na frequência da rotação dos eixos,
o PI síncrono é muito semelhante ao controlador proporcional + resso-
nante, com a única diferença significativa sendo o cruzamento de ter-
mos entre eixos quando o PI síncrono é visto no eixo estacionário [33].
De forma semelhante ao proporcional+ressonante, é possível realizar
a transformação de eixos nas frequências harmônicas à fundamental e
inserir diversos controladores PI para rejeitar tais perturbações [94,95].
Em sistemas desbalanceados, para compensar os harmônicos ge-
rados pela sequência negativa presente na rede, é necessário a sintoni-
zação de controladores nas sequências positiva e negativa, dobrando o
esforço computacional para obtenção de erro estático nulo [19].
3.5 CONTROLE POR MODO DESLIZANTE
O controle por modo deslizante faz parte da teoria de sistemas
de estruturas variáveis (VSC), que surgiu no final dos anos 1950 na
antiga União Soviética. Estes conceitos só foram divulgados internaci-
onalmente no livro de Itkis ‘Control systems of variable structure’ em
1976 [96]. Desde então, os conceitos de VSC foram aplicados com su-
cesso em diversas áreas como conversores, processo químicos, controle
automático de voo, sistemas espaciais, entre outros [97].
Tal teoria, como o nome diz, tem o objetivo de lidar com estrutu-
ras variáveis, que naturalmente se encaixam muito bem em conversores
de eletrônica de potência, uma vez que se pode considerar que cada es-
tado de comutação implementável em um conversor, devido aos estados
dos interruptores, como sendo uma estrutura [98,99].
O funcionamento do método de controle por modo deslizante
(CMD) é muito similar ao controle por histerese, porém, é possível
trabalhar com diversas variáveis simultaneamente. Primeiramente, é
necessário obter as equações diferenciais que definem cada estrutura do
sistema, em outras palavras, as equações no espaço de estados.
Toma-se como exemplo o conversor CC-CC abaixador. De acordo
com a posição do interruptor S, o conversor forma duas estruturas di-
ferentes, apresentadas na figura 3.15.
É possível descrever a dinâmica de um circuito de segunda ordem
por duas equações diferenciais. Para facilitar a visualização gráfica em
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(a) (b)
Figura 3.15 – (a) Estrutura 1; (b) Estrutura 2.
plano de fases, optou-se descrever o sistema pelas seguintes equações:
Estrutura 1
dvC(t)
dt
=
iC(t)
C
(3.18)
diC(t)
dt
=
−vC(t)
L
− iC(t)
RC
(3.19)
Estrutura 2
dvC
dt
=
iC
C
(3.20)
diC
dt
=
V i− vC
L
− iC
RC
(3.21)
Representa-se estas variáveis em um plano coordenado vc versus
dvc
dt , onde o tempo é utilizado como parâmetro. A condição inicial
define um ponto no plano e a movimentação do ponto com o passar do
tempo descreve uma trajetória [100]. Chega-se nos planos apresentados
na figura 3.16.
O CMD tem como intuito propor uma superfície, que define qual
estrutura ser usada de acordo com os valores das variáveis. Para o sis-
tema de segunda ordem, a “superfície” de deslizamento é uma linha,
para um sistema de terceira ordem seria um plano, para ordens mais
elevadas fica impossível a representação gráfica, porém podem ser re-
solvidos de forma numérica. Na figura 17(a) é mostrada a superfície
de deslizamento proposta para o caso do conversor buck [100]. Em
qualquer ponto do plano que os estados do conversor se encontrem, ele
tende a seguir as trajetórias descritas. Na figura 17(b) é mostrado
como o sistema se comportaria se estivesse em um instante de tempo
no ponto P.
Conforme o ponto cruza a linha, a estrutura é trocada, fazendo
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(a) (b)
Figura 3.16 – (a) Plano de fase referente a estrutura 1; (b) Estrutura
2.
com que o ponto chegue à referência. Assim que o ponto atinge a linha,
ele “desliza” por ela até a referência, aonde permanece se a frequência
for infinita.
Duas condições devem ser cumpridas para o funcionamento do
CMD: a condição de existência e a condição de encontro. A primeira
exige que a região de operação de cada estrutura deve ser escolhida de
forma que as trajetórias próximas à superfície de deslizamento apontem
para a própria superfície. A segunda demanda que todas as trajetórias
devem atingir a superfície de deslizamento [101].
Este método resulta no sinal de controle descontínuo, destinado
diretamente aos interruptores, sem necessidade de um modulador, pro-
porcionando assim uma frequência variável de operação do conversor.
No entanto, é possível obter uma função contínua equivalente, uma
vez que o sistema esteja em regime de deslizamento, que gere um si-
nal contínuo à ser aplicado a um modulador [98,100]. Outros métodos
matemáticos para definição dos parâmetros do controlador são encon-
trados em [102,103].
O CMD tem como principais vantagens sua robustez contra uma
grande variedade de perturbações e incertezas de modelo, possibilidade
de estabilizar sistemas não lineares que seriam impossíveis de serem
estabilizados por controladores clássicos, boa resposta dinâmica e bom
seguimento de referência [104].
Como pontos negativos, citam-se sua frequência de operação va-
riável e tipicamente elevada e a necessidade de aquisição dos sinais
imunes a ruídos, de forma calcular corretamente a derivada dos sinais.
O CMD é uma alternativa para realizar a conexão de inversores
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(a) (b)
Figura 3.17 – (a) Plano de fase com a superfície de deslizamento σ.; (b)
Exemplo de um caminho para um ponto "P"genérico.
à rede. Em [105] é apresentada uma estratégia que utiliza o conceito de
modos deslizantes, junto à termos ressonantes sintonizados na compo-
nente fundamental e nas harmônicas presentes na rede, obtendo, assim,
uma boa rejeição de perturbação e um bom seguimento de referência.
O MCD é capaz de solucionar sistemas mais complexos, como
situações com a rede trifásica desbalanceada [106]. Pode ser utilizado
junto com DPC para sistemas conectados à rede [107]. É utilizado
também em aplicações de inversores ligados à rede, com filtros LCL,
[102,105].
3.6 CONTROLE PORMÉTODOS DE INTELIGÊNCIA ARTIFICIAL
Técnicas de inteligência artificial, como fuzzy logic, redes neurais
e algoritmos genéticos, vêm sendo cada vez mais empregadas em di-
versas funções na eletrônica de potência. As teorias sobre inteligência
artificial existem há muitos anos, no entanto, sua aplicação prática só
foi possível nos últimos anos devido ao grande avanço na capacidade
de processamento digital.
É difícil definir o termo inteligência. No entanto, pode-se dizer
que um sistema é inteligente se ele é capaz de melhorar seu desempenho
ou mantê-lo em um nível aceitável, na presença de uma incerteza. Seus
principais atributos são aprendizado, adaptação, tolerância a faltas e
auto-organização [108].
Existe a possibilidade de estruturas conectadas como neuro-fuzzy,
que aproveita a linguagem natural de um sistema fuzzy com a capaci-
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dade de aprendizado de redes neurais [109].
Aplicações de técnicas de controle por inteligência artificial ainda
não comprovaram grandes vantagens em relação às técnicas clássicas.
No entanto, considerando a natureza adaptativa dessas abordagens,
novos conceitos se tornam possíveis [110]. Serão relatadas aqui apenas
as técnicas com mais relevância para eletrônica de potência.
3.6.1 Redes Neurais
O conceito de redes neurais iniciou-se nos anos de 1940 [111],
mas assim como o controle preditivo por modelo, apenas nos anos 90
sua aplicação prática foi possível em eletrônica de potência. Dentre as
técnicas de inteligência artificial, as redes neurais são a que mais tem
relevância na aplicação em conversores [112].
A estrutura de uma rede neural é formada por camadas, que
podem ser divididas em: camada de entrada, camada(s) oculta(s) e
camada de saída. Na figura 3.18 é exibida uma rede de três camadas,
definida como 2-3-2.
{ { {
Figura 3.18 – Estrutura de uma rede neural 2-3-2.
Cada camada é constituída por neurônios (ou células), sua es-
trutura é detalhada na figura 3.19. A função do neurônio é realizar
a somatória de todas as entradas e um sinal externo Wb e, por fim
aplicar uma função de ativação, que resultará no sinal de saída.
Existem diversas funções de ativação. As mais utilizadas em
eletrônica de potência são a sigmoidal e hiperbólica, exibidas na figura
3.20. Como são funções não lineares, a resposta da rede neural completa
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Figura 3.19 – Modelo de um neurônio.
(a) (b)
Figura 3.20 – Funções de ativação (a) Sigmoidal; (b) Hiperbólica.
terá um comportamento não linear.
A quantidade de camadas ocultas e de neurônios em cada camada
varia dependendo da complexidade da função que a rede neural irá
desempenhar.
Uma vez estruturada, a rede neural precisa ser treinada, ou, em
outras palavras, os ganhos precisam ser ajustados para que realize a
função que foi designada. Uma técnica muito utilizada para que a rede
neural funcione como um controlador é treiná-la para se comportar
como o inverso da planta de um sistema. Este método de treinamento
é apresentado na figura 3.21.
São aplicadas ao sistema entradas em um passo pré determi-
nado, visando varrer todo o espectro de frequência. A saída da planta
alimenta a rede neural, que compara sua saída com o valor da entrada
do sistema, gerando um erro. Os ganhos da rede neural são reajus-
tados de modo a minimizar este erro. Quando o erro atinge um valor
mínimo estipulado, a rede neural está treinada para se comportar como
o inverso da planta. Se inserida em um sistema como o apresentado
na figura 3.22, garante-se que idealmente a saída do sistema é igual a
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Figura 3.21 – Estratégia de treinamento para a Rede Neural.
+
-
+
+
Figura 3.22 – Aplicação de uma rede neural como controlador.
entrada [112].
No entanto, variações paramétricas da planta e erros no modelo
inverso, podem retornar em erros. Para isso existem técnicas que rea-
lizam o treinamento em tempo real da rede neural para que ela sempre
represente o inverso da planta [113–115]. Tais técnicas demandam um
grande esforço computacional.
A utilização de redes neurais é muito vantajosa em sistemas onde
não é possível modelar precisamente a planta à ser controlada, como
em máquinas elétricas [116]. Para o controle de corrente de um inversor
conectado à rede, é recomendada a atualização em tempo real da rede
neural, pois oscilações na rede ou mudanças da impedância da rede mu-
dariam o modelo. Portanto, seria necessário uma grande capacidade de
processamento digital e, assim, essa técnica demonstra ser desvantajosa
em relação a outras.
Já em aplicações em microrredes, que devem suprir sistemas ilha-
dos, onde a carga à ser alimentada é desconhecida, as redes neurais po-
dem ser muito efetivas, realizando ações que seriam muito complexas
para outras estratégias de controle desempenhar [117].
Outras aplicações de redes neurais em eletrônica de potência são
preditor de estados [118], filtro adaptativo sem atraso [119], analisador
de FFT de sinais [120] entre outros.
Técnicas como rede neurais são mais propícias para implemen-
tações em dispositivos ASIC e FPGAs, que processam paralelamente
os sinais.
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3.6.2 Fuzzy Logic
Sistemas de controle tradicionalmente confiam em modelos ma-
temáticos para seu projeto. No entanto, quanto mais complexo um
sistema, menos confiável é seu modelo. Esta filosofia motivou Lotfi
Zadeh em [121] a formular a lógica fuzzy (Lógica Difusa) [122].
Muitos dos conjuntos presentes no dia a dia não possuem defi-
nições exatas, como a noção de temperatura (frio, morno e quente) ou
a idade de uma pessoa (criança, adulto, velho). Assim, a lógica fuzzy
propõe uma extensão do par binário [0,1] utilizado por dispositivos di-
gitais para todo o intervalo contínuo entre zero e um, numa transição
gradual de falso e verdadeiro [123]. Um exemplo de conjuntos fuzzy
definidos por funções de pertinência pode ser vista na figura 3.23.
Figura 3.23 – Fases da vida de um ser humano em função da idade,
definido por funções de pertinência (adaptado de [122]).
A propriedade fundamental que diferencia a lógica fuzzy das de-
mais estratégias é a utilização de variáveis linguísticas para escalonar os
níveis de um estado, podendo, assim, trabalhar com problemas que são
incertos ou imprecisos, o que é muito presente em sistemas de eletrô-
nica de potência, como processos onde o modelo matemático da planta
é desconhecido ou incerto.
Quando um algoritmo de controle é baseado na lógica fuzzy, ele
é chamado controlador fuzzy. A estrutura mais utilizada para realizar
um projeto de controlador fuzzy é apresentada na figura 3.24
Fuzzyficação: Os valores escalares são relacionados a variáveis
linguísticas pela função de pertinência, representando quão bem a va-
riável fuzzy representa a variável linguística. Ex: “O Erro (variável lin-
guística) e1 é ’grande positivo’(conjunto fuzzy)”, “O Erro e1 é pequeno
positivo”. (figura 3.25). Em aplicações de controle em eletrônica de
potência, os valores avaliados geralmente são o erro e a taxa de varia-
ção do erro [124], porém podem ser utilizados diversas variáveis como
tensão do barramento CC, resultando assim em diferentes regras.
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Figura 3.24 – Estrutura de um sistema fuzzy.
Figura 3.25 – Processo de "fuzzyficação", onde MN: Muito Negativo,
PN: Pouco Negativo, PP: Pouco Positivo e MP: Muito Positivo
Regras: Em sistemas de controle convencionais, há ganhos de
controle ou leis de controle que são combinações de valores numéricos.
Já na lógica fuzzy, as leis também são de natureza linguística [125]. São
estipuladas regras do tipo
SE erro PEQUENO POSITIVO e taxa de variação do erro GRANDE
POSITIVO
ENTÃO o incremento da ação de controle deve ser GRANDE
NEGATIVA
Cria-se assim uma tabela que relaciona as devidas ações de con-
trole para cada nível de erro.
Inferência: Como cada valor pode ter mais de uma variável lin-
guística associado, diversas regras atuam simultaneamente. O bloco
de inferência contém operações de composições, que interpretam as re-
gras em atuação [126]. Existem diversos métodos de composição para
a inferência [127], para controladores, o mais comum é a técnica de
Mamdini, exibido na figura 3.27. O resultado desta etapa será um
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Figura 3.26 – Tabela com a definição das regras com as regras em
atuação circuladas para o exemplo da figura 3.25 .
Figura 3.27 – Processo de Interferência.
sinal de controle “linguístico”. Como resultados linguísticos não podem
ser utilizados como sinal de controle, é necessário convertê-los a valores
numéricos.
Desfuzzyficação: Para tornar os valores fuzzy em valores numé-
ricos existem diversos métodos. Os mais comuns são ‘centro de gravi-
dade’ (exibido na figura 3.28) e método das alturas [128]. A escolha
do método de desfuzzyficação depende na aplicação e da capacidade de
processamento disponível. Os métodos citados necessitam pouco pro-
cessamento e são ideais para implementação em FPGA. No entanto,
só são aplicáveis a funções de pertinência simétricas [122]. O processo
pode ser expresso por:
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Figura 3.28 – Resultado do processo de inferência e desfuzzyficação pelo
método do centro de gravidade.
f(y) =
∑
µ (y) · y∑
µ (y)
(3.22)
onde:
f(y) é o valor numérico
µ é a função de pertinência
y é o valor fuzzy
Uma vez estruturado o controlador, um ajuste fino é feito nos
parâmetros para otimizar seu desempenho, isto é geralmente feito por
simulação, ou, então, podem ser propostas mudanças automáticas nos
parâmetros, criando assim um controlador fuzzy adaptativo [122].
Projetos de controladores fuzzy são utilizados principalmente em
sistemas onde é impossível obter um modelo matemático da planta,
como motores [129, 130]. É também muito útil para sistemas com
não-linearidades significantes como rasteamento de máxima potência
de painéis fotovoltaicos [131]. Também aceita multivariáveis de saída e
de entrada.
Pela inexistência de um método de projeto sistemático e por
existirem diversas maneiras de conceber um controlador fuzzy, é difícil
avaliar pontos positivos como feito anteriormente para os controladores
lineares.
Além de projetos de controladores, a lógica fuzzy pode ser usada
em conjunto com outros controladores para aprimorar seu funciona-
mento. Como exemplo, pode-se adaptar os ganhos de um controlador
PID para diferentes pontos de operação de um conversor conectado a
rede [132]. Outros exemplos são o ajuste de ganho para um controlador
preditivo [133], os sistemas neuro-fuzzy [134], e o ajuste de ganho de
um PI [135].
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3.7 OUTRAS ESTRATÉGIAS
Além das técnicas apresentadas, muitas outras estratégias têm
sido utilizadas com sucesso para controle de corrente de inversores co-
nectados à rede por meio de filtro LCL, tais como, controladores de-
rivados da teoria de controle robusto, [4, 136–139] e controle adapta-
tivo baseado em modelo (MRAC) [140–143]. Devido à grande varie-
dade de metodologias de projetos envolvendo tais técnicas, optou-se
por não descrevê-las no trabalho. Todavia, bons resultados são obtidos
ao utilizá-las.
3.8 CONCLUSÕES
Foram apresentadas diversas estratégias para o controle de cor-
rente com o intuito de evidenciar como a sua aplicação em eletrônica
de potência tem sido abordada pela literatura na atualidade e quais as
soluções mais utilizadas para controle de inversores conectados à rede.
Primeiramente, deseja-se uma solução que opere em frequência
fixa. Por mais que soluções como histerese, modos deslizantes e MPC-
FSC apresentem modificações para operação em frequência fixa, as so-
luções tornam-se muito complexas e quase nunca garantem a frequência
fixa efetivamente.
Soluções de inteligência artificial podem ser muito convenientes
para situações onde não há conhecimento da planta à ser controlada.
Porém, não possuem procedimentos padrões de projeto e podem neces-
sitar de grande capacidade de processamento. O controle de corrente
de um inversor conectado à rede possui, de forma geral, uma planta
confiável, tornando a aplicação de métodos de inteligência artificial, de
certa forma, desnecessária e exagerados.
Por se ter um modelo de planta confiável, o controlador dead-
beat pode ser uma estratégia interessante, capaz de obter uma resposta
muito rápida; porém, é necessária a realimentação de todos os estados
do sistema e dificilmente garante um erro nulo em regime permanente,
devido às variações paramétricas. Maiores estudos sobre esta técnica
serão aprofundadas no capítulo seguinte.
Com intuito de seguir referências senoidais, métodos baseados no
princípio do modelo interno - como controladores ressonantes e repetiti-
vos - são soluções muito atrativas. No capítulo seguinte serão realizadas
análises com maior profundidade, além do projeto de um controlador
proporcional+ressonante.
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Visto que o controlador ressonante tipicamente não apresenta
uma boa resposta dinâmica e o controlador deadbeat não garante erro
nulo em regime, parece intuitivo somá-los, de forma a obter um contro-
lador com ambas as características positivas. O próximo capítulo visa
obter uma solução simples utilizando ambos controladores.
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4 ESTRATÉGIAS DE CONTROLE APLICADAS AO
INVERSOR FONTE DE TENSÃO DOIS NÍVEIS
Diversas técnicas de controle foram aplicadas com sucesso em
conversores trifásicos conectados à rede elétrica. Este capítulo tem
como objetivo apresentar uma metodologia para projeto de um con-
trolador deadbeat e um de controlador proporcional ressonante. Por
fim, será proposto um controlador híbrido, aproveitando-se ambos os
controladores projetados.
4.1 DETALHES DA IMPLEMENTAÇÃO DOS CONTROLADORES
DIGITAIS
Antes da realização do projeto dos controladores se faz necessário
detalhar como será realizada sua implementação, pois atrasos na aqui-
sição de sinais e na realização da modulação influenciam o projeto dos
controladores, especialmente no controlador deadbeat, que possui uma
dinâmica muito rápida e pequenos atrasos podem instabilizá-lo [30].
O processo de modulação por largura de pulsos (PWM) é exi-
bido na figura 4.1, onde é mostrada a onda portadora, p(t), neste caso
uma onda triangular que determina a frequência de comutação do con-
versor e o sinal modulador m(t), que é o sinal de saída do controlador.
A comparação entre as duas ondas gera o sinal de comando para os
interruptores, os quais geram a alteração dos estados, das tensões e
correntes, representada por iL na figura 4.1.
Figura 4.1 – Processo de modulação
Quando a aquisição dos sinais é realizada exatamente nos picos
ou vales da portadora, o valor lido é um valor próximo ao valor mé-
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dio quase instantâneo do estado no período. Ou seja, uma aquisição
de sinais de uma onda com grande ondulação, quando feita de forma
bem sincronizada com a portadora, a ondulação em alta frequência é
“filtrada” e o resultado será um sinal mais limpo e adequado para o con-
trole. Desta forma, neste trabalho as aquisições de sinais serão sempre
realizadas desta forma.
No caso de um sistema trifásico, a figura 4.1 não é correspon-
dente, pois durante um período de comutação, os interruptores de ou-
tros braços também comutam, influenciando a corrente de todas as
fases. Porém, a amostra de corrente obtida nos picos e vales da porta-
dora continuam sendo próxima do valore médio quase instantâneos.
O dispositivo digital programável a ser utilizado, neste caso um
Digital Signal Controller (DSC) realiza uma rotina de funções, entre
elas, a conversão analógica/digital dos sinais, o cálculo da lei de con-
trole, as rotinas de proteção, entre outras. O resultado da lei de con-
trole, que indica qual o novo valor de razão cíclica deve ser imposto
ao controlador, só é conhecido ao fim desta rotina, período de tempo
que varia de projeto para projeto. Para se poder trabalhar matema-
ticamente com este atraso, a razão cíclica só é atualizada na próxima
interrupção. Desta forma, o atraso é um valor fixo e definido: um
período de comutação para atualização simples, meio período de comu-
tação para atualização dupla.
Outro atraso existente no sistema é causado pelo processo de
modulação. Nos instantes de amostragem, o valor da moduladora é
atualizado, porém, tal valor só reflete em tensão gerada pelo conversor
após a definição do pulso de gatilho, ou seja, após os dois cruzamentos
da portadora e moduladora. Para a portadora triangular utilizada neste
trabalho, a função de transferência do processo de modulação para
atualização dupla, segundo [40], é equivalente a
Am(s) =
(e−s(D)
Tsw
2 + e−s(1−D)
Tsw
2 )
2 · pp , (4.1)
onde D é a razão cíclica, Tsw o período de comutação e pp o valor do
pico da portadora.
4.2 FUNÇÃO DE TRANSFERÊNCIA DE LAÇO ABERTO
O projeto do controlador proporcional+ressonante será feito a
partir da função de transferência de laço aberto do sistema controlado.
Cabe a esta seção definir exatamente todos os termos contidos na fun-
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ção. A figura 4.2 apresenta a malha de controle de corrente no plano
α, β com cada componente do sistema representada por um bloco. As
transformações de coordenadas (a, b, c - α, β, 0) foram omitidas.
Figura 4.2 – Diagrama de blocos da malha para controle da corrente
de saída do conversor.
Fa(s) - Filtro anti-aliasing : filtro passa baixa de primeira ordem
com frequência de corte sintonizada na frequência de comutação. Além
disso, o filtro fornece um ganho de 330 e um offset de
3
2 , resultando em
um sinal em que 15 A resulta em 3 V e -15 A resulta em 0 V.
ZOH - Amostrador de ordem zero: amostra o sinal analógico de
forma sincronizada com os vales e picos da portadora, ou seja, dupla
atualização. Como a frequência de comutação dos interruptores é de
fsw =
1
Tsw
= 19980 Hz, a amostragem do sinal é feita em fs = 2fsw =
39960 Hz. O sinal é quantizado por um ganho de 40953 .
H(z) - Normalização do ganho de realimentação: para trabalhar-
se com o sinal de referência em valores nominais, a primeira operação
realizada no processador digital de sinais será a subtração do offset e a
normalização do ganho, de forma que a malha de realimentação resulte
em um ganho unitário.
M(s) - Modulador: é utilizada a modulação PWM, com atuali-
zação dupla. O sinal portador é uma onda triangular com amplitude
de 0, 5 V. A função de transferência foi apresentada na equação 4.1.
P (s) Planta do sistema: como definido no capítulo 2, é a função
de transferência que relaciona a corrente no indutor do conversor com
a tensão da ponte inversora.
C(z) - Controlador: com todos os outros blocos definidos, o con-
trolador passa a ser o único bloco do sistema com variáveis ajustáveis
a fim de modificar a função de laço aberto para que o sistema funcione
de maneira adequada.
Concluindo, os únicos termos que inserem dinâmica no sistema,
além do controlador, são o filtro anti-aliasing, a planta do sistema e os
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atrasos causados pelo modulador e pela amostragem do sinal.
4.3 PROJETO DO CONTROLADOR DEADBEAT
É chamado de controlador deadbeat o controlador que quando
aplicado a um sistema realimentado proporciona uma erro nulo em um
número finito período de amostragem.
Assim como citado no capítulo 3, há diversas metodologias para
obter um controlador deadbeat. Nesta seção serão abordadas três delas.
4.3.1 Controlador deadbeat considerando um sistema de pri-
meira ordem
Uma possibilidade para obter-se um controlador deadbeat em um
inversor com filtro LCL, é analisar apenas a tensão aplicada sobre o
indutor do lado do conversor Lc, de certa forma ignorando a dinâmica
dos outros componentes do circuito. Tal metodologia é equivalente
à detalhada no capítulo 3. A partir do modelo equivalente em α, β,
exibido na figura 4.3, é possível concluir que a corrente no indutor Lc
é dada pela diferença entre a tensão vi (tensão média quase instantânea
aplicada pelo conversor) e a tensão do capacitor vCf . Portanto,
Lc
diLc(t)
dt
= vi(t)− vCf (t) (4.2)
Figura 4.3 – Modelo do circuito em αβ.
Conforme demonstrado no capítulo 3, quando discretizado por
um período Ts
Lc
(iLc[k + 1]− iLc[k])
Ts
= vi[k]− vCf [k] (4.3)
Substituindo o valor da corrente em k + 1 pela atual referência
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de corrente, obtêm-se
vi[k] = vCf [k] +
(i∗Lc[k]− iLc[k])Lc
Ts
(4.4)
Esta equação determina qual tensão deve ser aplicada no instante
k, para que em k+ 1 a corrente seja igual a referência. Porém, o atraso
computacional resultante da aquisição de sinais e processo dos cálculos
impossibilita a aplicação da estratégia desta maneira. É necessário que
a lei de controle seja baseada apenas em valores obtidos com um período
de antecedência. Ou seja, para utilizar a equação 4.4 é necessário prever
o valor da tensão no capacitor e da corrente do indutor no instante de
tempo seguinte.
O valor de tensão sobre o capacitor tipicamente varia lentamente
frente ao período de comutação. É possível considerar que em um
período de amostragem seu valor não é alterado, ou então utilizar um
preditor linear da forma
v¯Cf [k] =
3
2
· vCf [k − 1]− 1
2
· vCf [k − 2]. (4.5)
A predição do valor da corrente no indutor é um dos pontos mais
críticos do controlador deadbeat. Diferentes soluções são encontradas
na literatura para esta predição. Sua predição pode ser baseada na
equação 4.2, como proposto em [144]
i¯Lc [k] = (vi[k − 1]− vCf [k − 1])
Ts
Lc
+ iLc[k − 1]. (4.6)
Ainda é possível utilizar técnicas de observadores de estados
como em [66] e [68].
Uma vez que os métodos de predição foram definidos, a lei de
controle final à ser aplicada ao sistema será
vi[k] = v¯Cf [k] +
(i∗Lc[k]− i¯Lc [k])Lc
Ts
. (4.7)
Como foi citado anteriormente, as aquisições de sinais e atua-
lizações de razão cíclica são realizadas de forma sincronizada com os
vales e picos da onda portadora. Desta forma o atraso é um tempo fixo
e sua análise matemática é mais clara e válida para todos os projetos
semelhantes.
Outra forma de solucionar o problema causado pelo atraso no
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controlador deadbeat seria realizar as medições poucos instantes antes
da atualização da razão cíclica, ou atualizar a razão cíclica logo após
o término dos cálculos, como em [66] e [145]. Porém, ao utilizar tal
técnica, a “qualidade” do controlador será dependente da capacidade
de processamento do dispositivo digital programável utilizado. Sendo
assim muito mais difícil propor uma metodologia de projeto do contro-
lador.
Esta metodologia de controlador deadbeat não necessita do co-
nhecimento da carga, seu funcionamento, à princípio depende apenas
do valor da indutância Lc e da qualidade das estimações da tensão e
corrente. Porém, foi ignorada a dinâmica dos outros elementos do cir-
cuito, tal como a tensão da rede. Posteriormente, será analisada sua
resposta no sistema completo, de quarta ordem, bem como a robustez
à variações paramétricas.
4.3.2 Controlador deadbeat considerando um sistema de quarta
ordem
Como foi obtido no capítulo 2, o inversor trifásico tem ummodelo
representado por espaço de estados da forma
x˙(t) = A · x(t) + B · u(t)
y(t) = C · x(t) + D · u(t) (4.8)
discretizando por um amostrador de ordem zero com período de amos-
tragem Ts obtêm-se
x[k + 1] = Φ · x[k] + Γ · u[k]
y[k] = C · x[k] + D · u[k] (4.9)
onde
Φ = eA·Ts = L−1(sI−A)−1
Γ = (Φ− I) ·A−1 ·B (4.10)
Devido à complexidade, as matrizes Φ e Γ do modelo serão re-
presentados por termos genéricos k(i,j).
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
iLc[k + 1]
iLr[k + 1]
vCf [k + 1]
vCd[k + 1]
 =

k11 k12 k13 k14
k21 k22 k23 k24
k31 k32 k33 k34
k41 k42 k43 k44


iLc[k]
iLr[k]
vCf [k]
vCd[k]
+

k15 k16
k25 k26
k35 k36
k45 k46
[vi[k]vg[k]
]
(4.11)
De forma a considerar o atraso inerente à implementação digital,
um novo estado vr[k] é criado, da forma que
vi[k + 1] = vr[k] (4.12)
ou seja, a tensão que de fato é gerada pelo conversor é atrasada de um
instante da tensão calculada. Um novo sistema aumentado é estrutu-
rado, considerando a tensão calculada vi[k] como um novo estado e a
tensão vr[k] como uma nova entrada. Assim,

iLc[k + 1]
iLr[k + 1]
vCf [k + 1]
vCd[k + 1]
vi[k + 1]
 =

k11 k12 k13 k14 k15
k21 k22 k23 k24 k25
k31 k32 k33 k34 k35
k41 k42 k43 k44 k45
0 0 0 0 0


iLc[k]
iLr[k]
vCf [k]
vCd[k]
vi[k]

+

0 k16
0 k26
0 k36
0 k46
1 0

[
vr[k]
vg[k]
] (4.13)
Para o projeto do controlador, parte-se da equação referente a
iLc de (4.13), em um período de tempo adiantado
iLc[k + 2] = k11iLc[k + 1] + k12iLr[k + 1] + k13vCf [k + 1]
+ k14vCd[k + 1] + k15vi[k + 1] + k16vg[k + 1]
(4.14)
A partir das outras equações que compõem o modelo discreto
(4.13), é possível reescrever os termos iLc[k + 1], iLr[k + 1], vCf [k + 1]
e vCd[k + 1] em função de iLc[k], iLr[k], vCf [k] e vCd[k]. Considera-se
também que a variação da tensão da rede em um período de amostra-
gem é desprezível vg[k + 1] = vg[k]. Desta forma, é possível reescrever
a equação (4.14) da seguinte forma
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ILc[k + 2] =
k11(k11iLc[k] + k12iLr[k] + k13vCf [k] + k14vCd[k] + k15vi[k] + k16vg[k])
+ k12(k21iLc[k] + k22iLr[k] + k23vCf [k] + k24vCd[k] + k25vi[k] + k26vg[k])
+ k13(k31iLc[k] + k32iLr[k] + k33vCf [k] + k34vCd[k] + k35vi[k] + k36vg[k])
+ k14(k41iLc[k] + k42iLr[k] + k43vCf [k] + k44vCd[k] + k45vi[k] + k46vg[k])
+ k15vi[k + 1] + k16vg[k].
(4.15)
Substituindo iLc[k + 2] pela corrente de referência no instante k
i∗Lc[k] é obtida a seguinte relação
vi[k + 1] = k51iLc[k] + k52iLr[k] + k53vCf [k] + k54vCd[k]
+ k55vi[k] + k56vg[k] + k57i
∗
Lc[k + 1],
(4.16)
onde
k51 =
−(k11k11+k12k21+k13k31+k14k41)
k15
k52 =
−(k11k12+k12k22+k13k32+k14k42)
k15
k53 =
−(k11k13+k12k23+k13k33+k14k43)
k15
k54 =
−(k11k14+k12k24+k13k34+k14k44)
k15
k55 =
−(k11k15+k12k25+k13k35+k14k45)
k15
k56 =
−(k11k16+k12k26+k13k36+k14k46+k16)
k15
k57 =
1
k15
.
(4.17)
A equação 4.16 representa a tensão necessária à ser aplicada
no instante [k + 1] para que no instante [k + 2] a corrente iLc seja
igual à referência. Ou seja, uma resposta deadbeat. Como a lei de
controle é baseada em medições realizadas em instantes anteriores, já
é considerado o atraso inerente da implementação digital.
Sua implementação em um dispositivo digital deve ser feita da
seguinte maneira
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mα[k + 1] =
k41iLc[k]
Vdc ·Gi +
k42iLr[k]
Vdc ·Gi +
k43vCf [k]
Vdc ·Gv +
k44vCd[k]
Vdc ·Gv + k45mα[k]
+
k46vg[k]
Vdc
+
k47i
∗
Lc[k + 1]
Vdc ·Gi ,
(4.18)
onde Gi é o ganho de medição da corrente, Gv é o ganho de medição
da tensão, mα é o sinal modulador e Vdc é a tensão do barramento.
Devido à impedância da rede, é impossível ter uma medição fiel
de sua tensão. Deste modo é necessário estimá-la de alguma forma.
O modo mais simples é, através da medição da tensão do capa-
citor e da variação da corrente do indutor.
vg[k] = vCf [k] +
(iLc[k + 1]− iLc[k])Lr
Ts
(4.19)
Em drásticos transitórios, como degraus de referência de cor-
rente, a estimação diverge por certo período do valor real da tensão.
Como sugerido em [40], utiliza-se um filtro passa baixa de primeira
ordem para melhorar o desempenho prático do estimador. O melhor
resultado foi obtido quando sintonizado com uma frequência de corte
de fc = 900 Hz.
Fpb(s) =
1
(1 + sfc2pi )
(4.20)
Esta metodologia apresenta uma resposta dinâmica e rejeição de
perturbações melhor que a metodologia anterior, por ter conhecimento
de todos os estados do conversor. Porém, requer a leitura das duas
correntes iLc e iLr e das tensões sobre os capacitores de filtragem e de
amortecimento vCf e vCd.
A partir de resultados de simulação, vê-se que a tensão sobre o
capacitor de filtragem vCf é minimamente diferente da tensão sobre o
capacitor de amortecimento vCd. Assim é feita a consideração que as
tensões são iguais, de maneira a economizar um sensor de tensão.
4.4 ANÁLISE DA ROBUSTEZ DOS CONTROLADORESDEADBEAT
Um dos maiores motivos do controlador deadbeat não ser muito
utilizado se deve a sua sensibilidade à variações paramétricas. Esta
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seção tem o intuito de analisar como será a resposta do sistema com o
controlador deadbeat, sob variações paramétricas esperadas.
As leis de controle deadbeat obtidas relacionam a tensão que
deve ser gerada nos terminais de saída do conversor com medições de
estados do sistema, somadas a um termo contendo a referência. Desta
forma é possível montar um sistema aumentado, considerando a tensão
gerada pelo conversor vi como um novo estado, e a corrente de referência
i∗Lccomo uma nova entrada.
No sistema aumentado é possível analisar a dinâmica com que
a corrente controlada iLc relaciona-se com a corrente de referência i∗Lc,
ou seja, a resposta em malha fechada do sistema.
Para análise da estabilidade do sistema, será mantido o contro-
lador projetado com os valores nominais e os parâmetros Lc, Lr, e Cf
serão variados um a um.
Indutores toroidais de núcleo de pó de ferro podem ter grande
perda de indutância, proporcional à corrente que os atravessa. Geral-
mente são projetados com indutâncias maiores à vazio, de forma que,
ao operar em corrente nominal, seu valor decresça para o valor de pro-
jeto. Portanto, para a análise de robustez, considera-se uma variação
adicional de 40% do valor nominal do projeto.
Como a corrente a ser controlada circula pelo indutor Lc, analisa-
se também o limite de estabilidade do sistema para o decréscimo desta
indutância.
A indutância da rede pode ser somada ao indutor do lado da rede
Lr. Desta forma, será adicionado 100 µH, 500 µH e 1mH, de modo à
testar o comportamento do sistema diante das situações mais adversas.
Capacitores de polipropileno utilizados no filtro têm uma tole-
rância de capacitância de até 20% informada pelo fabricante. Será
testada a resposta para ±20% de variação do capacitor do filtro Cf e
também o limite de estabilidade para variação de sua capacitância.
Os valores dos componentes do filtro e as variações propostas são
exibidas na tabela 4.1.
Tabela 4.1 – Componentes do filtro e variações esperadas.
Componente Valor nominal Variação testada
Lc 460 µH 460 µH → instabilidade e 460 µH → 644 µH
Lr 230 µH 230 µH → 1322 µH
Cf 4 µF 3, 2 µF → 4, 8 µF
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4.4.1 Análise de robustez para o deadbeat de 1ª ordem
O controlador deadbeat de primeira ordem à ser analisado, utiliza
estimação de corrente como mostrada a equação (4.6) e estimação da
tensão, por um estimador linear como mostrado na equação (4.5). A lei
de controle dada pela substituição de (4.6) e (4.5) em (4.7) é expressa
por
vi[k+1] = −iLc [k]·
Lc
Ts
+vCf [k]·4−vCf [k−1]·2+i∗Lc[k]
Lc
Ts
−vi[k] (4.21)
O sistema aumentado é representado por
xA1[k + 1] = ΦA1 · xA1[k] + ΓA1 · uA1[k]
yA1[k] = CA1 · xA1[k] + DA1 · uA1[k] (4.22)

iLc[k + 1]
iLr[k + 1]
vCd[k + 1]
vCf [k + 1]
vi[k + 1]
vCf [k]
 =

k11 k12 k13 k14 k15 0
k21 k22 k23 k24 k25 0
k31 k32 k33 k34 k35 0
k41 k42 k43 k44 k45 0
−Lc
Ts
0 0 2.5 −1 −0.5
0 0 0 1 0 0


iLc[k]
iLr[k]
vCd[k]
vCf [k]
vi[k]
vCf [k − 1]

+

k16 0
k26 0
k36 0
k46 0
0 LcTs
0 0

[
vg[k]
i∗Lc[k]
]
De posse das matrizes
CA1 = [1 0 0 0 0]
DA1 = [0 0]
(4.23)
é possível obter a função de transferência de malha fechada (iLc)(i∗Lc) , por
meio da equação:
Ft1o(z) = CA1 · (sI−ΦA1)−1 · ΓA1 (4.24)
Na figura 4.4 é mostrada a localização de polos e zeros e a res-
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1
Figura 4.4 – Lugar das raízes e resposta ao degrau do sistema em malha
fechada para variação do indutor Lc. (a) Lc = L∗c , (b) Lc = 0, 85 · L∗c ,
(c) Lc = 0, 70 · L∗c , (d) L = 0, 55 · L∗c .
posta ao degrau, para redução da indutância de Lc até o limite da
estabilidade. Como apenas a medição de dois estados são utilizados
na lei de controle, mesmo com valores nominais dos componentes, o
sistema não obtém uma resposta deadbeat. Todavia, o tempo de aco-
modação em torno de 0, 75 ms é um valor aceitável para resposta do
sistema.
É notável que o controlador torna-se instável para valores meno-
res que 0, 55 ·L∗c , onde L∗c é o valor nominal de Lc exibido na tabela 4.1.
O indutor só apresentaria valores nessa faixa ao operar acima da cor-
rente nominal, desta forma não é esperado que o sistema comporte-se
desta maneira.
A figura 4.5 apresenta a localização de polos e zeros e a resposta
ao degrau, para o acréscimo do valor da indutância de Lc. Nota-se
que a resposta do sistema torna-se mais amortecida com o aumento da
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Figura 4.5 – Lugar das raízes e resposta ao degrau do sistema em malha
fechada para variação do indutor Lc. (a) Lc = L∗c , (b) Lc = 1, 15 · L∗c ,
(c) Lc = 1, 30 · L∗c , (d) L = 1, 40 · L∗c .
indutância.
Conforme mencionado anteriormente, ao operar em baixos valo-
res de corrente, o indutor apresenta maior valor de indutância, portanto
essa faixa de operação é certamente plausível, ao se tratar de um in-
versor.
Na figura 4.6 é evidenciado o efeito da variação do indutor Lr
onde é considerado a variação paramétrica do indutor, somada à in-
dutância presente na rede. É notável que, quanto maior a indutância,
mais oscilante se torna a resposta. Porém nem com altos valores de
indutância presentes na rede o sistema se tornará instável.
A figura 4.7 ilustra a resposta do sistema para variação do capa-
citor Cf . Variações de ±20% são comuns em capacitores comerciais. É
visto na figura que tal variação não tem grande influência na resposta
do sistema.
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Figura 4.6 – Lugar das raízes e resposta ao degrau do sistema em malha
fechada para variação do indutor Lr. (a) Lr = L∗r , (b) Lr = 1, 44 · L∗r ;
(c) Lr = 3, 60 · L∗r , (d) Lr = 5, 78 · L∗r .
4.4.2 Análise de robustez para o deadbeat de 4ª ordem
A mesma análise realizada para o controlador deadbeat de pri-
meira ordem é feita para o deadbeat de quarta ordem. Primeiramente é
montado um sistema aumentado considerando a lei de controle obtida
na equação (4.16).
xA2[k + 1] = ΦA2 · xA2[k] + ΓA2 · uA2[k]
yA2[k] = CA2 · xA2[k] + DA2 · uA2[k] (4.25)
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Figura 4.7 – Lugar das raízes e resposta ao degrau do sistema em malha
fechada para variação do capacitor Cf . (a) Cf = 0, 8 ·C∗f , (b) Cf = C∗f ,
(c) Cf = 1, 2 · C∗f .

iLc[k + 1]
iLr[k + 1]
vCf [k + 1]
vCd[k + 1]
vi[k + 1]
 =

k11 k12 k13 k14 k15
k21 k22 k23 k24 k25
k31 k32 k33 k34 k35
k41 k42 k43 k44 k45
k51 k52 k53 k54 k55


iLc[k]
iLr[k]
vCf [k]
vCd[k]
vi[k]
+

k16 0
k26 0
k36 0
k46 0
k56 k57

[
vg[k]
i∗Lc[k]
]
(4.26)
Assumindo as matrizes
CA1 = [1 0 0 0 0]
DA1 = [0 0]
(4.27)
as funções de transferência em malha fechada da referência (i∗Lc) para
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saída (iLc) e da perturbação (vg) para a saída (iLc) são dadas por
Ft4o(z) = CA2 · (sI−ΦA2)−1 · ΓA2 (4.28)
A figura 4.8 mostra a localização de polos e zeros e a resposta ao
degrau, para redução da indutância de Lc. O controlador realimentado
com todos os estados do sistema é capaz de realocar todos os polos
em malha fechada, obtendo assim uma resposta deadbeat. Quando o
sistema encontra-se com todos os valores nominais dos componentes
que foram utilizados para realizar o projeto do controlador, a corrente
segue a referência em 2 períodos de amostragem, assim como previsto
na equação.
Conforme a redução da indutância de Lc, o sistema passa a ter
uma resposta oscilatória, ficando instável com o valor de 0, 4·Lc. Porém,
Figura 4.8 – Lugar das raízes e resposta ao degrau do sistema em ma-
lha fechada, com controlador deadbeat de 4ª ordem, para variação do
indutor Lc. (a) Lc = L∗c , (b) Lc = 0, 80 · L∗c , (c) Lc = 0, 60 · L∗c , (d)
L = 0, 40 · L∗c .
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assim como citado anteriormente, não é esperado que o conversor opere
com valores de indutância menor que Lc. Estes resultados tem o intuito
apenas de ilustrar a robustez do controlador.
A figura 4.9 mostra a localização de polos e zeros e a resposta
ao degrau, para valores de indutância maiores que o valor nominal
Lc. O sistema deixa de ter a resposta deadbeat porém apresenta uma
dinâmica muito rápida mesmo com os 40% de indutância adicionais
esperados com que o conversor opere.
Como mencionado no capítulo 2, a variação da impedância da
rede altera significativamente a resposta dinâmica de filtros LCL. Di-
versas estratégias de controle são limitadas justamente por este fato.
Neste cenário, a figura 4.10 trás um importante resultado para o traba-
lho, a resposta do sistema para a adição de 100 µH, 500 µH e 1000 µH
Figura 4.9 – Lugar das raízes e resposta ao degrau do sistema em ma-
lha fechada, com controlador deadbeat de 4ª ordem, para variação do
indutor Lc. (a) Lc = L∗c , (b) Lc = 1, 15 · L∗c , (c) Lc = 1, 30 · L∗c , (d)
L = 1, 40 · L∗c .
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ao indutor Lr. Como pode ser visto, o sistema torna-se mais lento e
oscilante com acréscimo de indutância na rede, porém, ainda apresenta
uma boa resposta dinâmica.
Cabe ressaltar que as técnicas de estimação da impedância da
rede, [146,147], utilizadas de forma a ajustar os ganhos do controlador
deadbeat, resultam em uma técnica muito poderosa.
A figura 4.11 mostra a resposta do sistema para variação do capa-
citor Cf . Assim como para o deadbeat de primeira ordem, as variações
de ±20% não tem grande influência na resposta do sistema.
Como visto, devido à variação paramétrica dos componentes, o
sistema nunca terá de fato uma resposta deadbeat. Mas de uma forma
geral, a resposta do sistema apresenta uma boa dinâmica mesmo sobre
as maiores variações esperadas.
Figura 4.10 – Lugar das raízes e resposta ao degrau do sistema em
malha fechada, com controlador deadbeat de 4ª ordem, para variação
do indutor Lr. (a) Lr = L∗r , (b) Lr = 1, 44 ·L∗r ; (c) Lr = 3, 60 ·L∗r , (d)
Lr = 5, 78 · L∗r .
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1
Figura 4.11 – Lugar das raízes e resposta ao degrau do sistema em
malha fechada, com controlador deadbeat de 4ª ordem, para variação
do capacitor Cf . (a) Cf = 0, 8 · C∗f , (b) Cf = C∗f , (c) Cf = 1, 2 · C∗f ,
(d) Cf = 1, 8 · C∗f .
Por fim, para análise da capacidade de rejeição de perturbação
do sistema em malha fechada, obteve-se a função de transferência da
corrente da rede para a tensão da rede iLrvg , ou seja, a admitância equiva-
lente na qual a rede “enxerga” o conversor, ao operar com o controlador
deadbeat. O diagrama de Bode da admitância é mostrado na figura 4.12,
considerando valores de 100 µH, 500 µH e 1000 µH de impedância na
rede.
É perceptível que o controlador deadbeat garante uma boa re-
jeição de perturbação ao sistema, em uma faixa até 1500 Hz, onde
apresenta atenuação em torno de −20 dB. Já nas frequências próxi-
mas a ressonância do filtro LCL (4 kHz), o sistema não apresenta boa
rejeição.
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Figura 4.12 – Diagrama de Bode da função de transferência que rela-
ciona a corrente na rede com a tensão da rede iLr(w)vg(w) do sistema em
malha fechada, com controlador deadbeat de 4ª ordem, para diferentes
valores de indutância da rede.
4.5 CONTROLADOR DEADBEAT INDEPENDENTE DA TENSÃO
NA CARGA
Uma outra metodologia para obter um controlador deadbeat foi
proposta em [61], voltada para aplicações em máquinas, onde a força
contra-eletromotriz não pode ser medida. Partindo do modelo em eixos
α β de um inversor ligado a rede por um filtro indutivo com indutân-
cia L1 e considerando a resistência do indutor RL, tem-se a seguinte
expressão
vi(t) = RLiL(t) + L1
diL(t)
dt
+ vg(t) (4.29)
onde
vi(t) =
[
viα
viβ
]
, iL(t) =
[
iLα
iLβ
]
,vg(t) =
[
vgα
vgβ
]
. (4.30)
Supondo que exista uma tensão desejada, a qual irá levar a cor-
rente de seu valor atual à referência, define-se
v∗i (t) = RLi
∗
L(t) + L1
di∗L(t)
dt
+ vg(t) (4.31)
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Subtraindo-se as equações, chega-se à equação de “erros”
(v∗i (t)− vi(t)) = RL∆iL(t) + L1
d∆iL(t)
dt
(4.32)
Onde
∆iL(t) = i
∗
L(t)− iL(t) (4.33)
Encontrando a solução geral para a equação (4.32) e discreti-
zando com período de amostragem Ts obtém-se
∆iL[k + 1] = a ·∆iL[k] + b · (v∗i [k]− vi[k]) (4.34)
onde:
a = e−
RL
L1
·Ts
b = 1− e−
RL
L1
·Ts (4.35)
Considera-se que a referência de tensão no instante k+1 mantém
a mesma magnitude da referência em k, porém com uma rotação no
eixo αβ da relação entre os períodos de amostragem e o período da
rede. Esta rotação é ilustrada na figura 4.13.
É possível equacionar da forma
v∗i [k] = C · v∗i [k− 1]. (4.36)
Onde
C =
[
cos(ωp) sen(ωp)
−sen(ωp) cos(ωp)
]
(4.37)
Deslocando um instante de tempo a equação 4.34 e isolando
v∗i [k − 1], obtém-se
v∗i [k− 1] = vi[k− 1] +
∆iL[k]− a ·∆iL[k− 1]
b
. (4.38)
Substituindo as equações (4.38) e (4.36) em (4.34), encontra-se
∆iL[k + 1] = a∆iL[k]+C(∆iL[k]−a∆iL[k− 1])+b(Cvi[k− 1]−vi[k])
(4.39)
Para uma lei de controle deadbeat, deseja-se que o erro em k+ 1
seja zero. Desta forma, igualando-se ∆il[k + 1] a zero, define-se
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Figura 4.13 – Rotação do vetor de tensão em tempo discreto no plano
αβ
vi[k] = Cvi[k− 1] + (C + aI)
b
∆il[k]− aI ·C
b
∆iL[k− 1] (4.40)
onde
aI =
[
a 0
0 a
]
(4.41)
A equação (4.40) proporciona duas leis de controle deadbeat, uma
para componente α e outra para componente β, dadas por[
viα [k]
viβ [k]
]
=
[
cos(ωp) sen(ωp)
−sen(ωp) cos(ωp)
] [
viα [k − 1]
viβ [k − 1]
]
+
[
cos(ωp) + a sen(ωp)
−sen(ωp) cos(ωp) + a
] [
iLα [k]
iLβ [k]
]
−
[
a
b cos(ωp)
a
b sen(ωp)−ab sen(ωp) ab cos(ωp)
] [
iLα [k − 1]
iLβ [k − 1]
] (4.42)
Esta metodologia resulta em um controlador onde ocorre o cru-
zamento de componentes. Termos de corrente e de tensão de α são ne-
cessários no controlador em β e vice-versa. O controlador está pronto, e
a princípio somente é necessária a medição da corrente iL. Porém, não
está sendo considerado o atraso computacional. Simulações utilizando
esta técnica e desprezando o atraso de um período de amostragem apre-
sentam resultados muito satisfatórios. Em [30] é proposto o uso de um
conversor AD e um FPGA de modo a minimizar ao máximo o atraso
computacional e implementar esta estratégia da forma como apresen-
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tada acima.
4.6 INFLUÊNCIA DO TEMPO MORTO NO DEADBEAT
Um fator que prejudica a resposta do sistema em qualquer con-
trolador deadbeat é a chamada “perda de tensão” [148], um termo deno-
minado à um grupo de fatores que fazem com que o conversor forneça
uma tensão menor que a esperada, dentre eles, o tempo morto, o tempo
de comutação dos interruptores e a queda de tensão sobre os interrup-
tores e sobre os diodos. Este efeito resulta em distorções na forma de
onda e uma tensão menor imposta pelo conversor, e, consequentemente,
uma corrente menor imposta pelo o inversor.
Controladores como proporcional ressonante e PI no eixo sín-
crono possuem uma parcela integradora na frequência da referência,
garantindo assim, um erro nulo na frequência fundamental onde, por-
tanto, o efeito da perda de tensão é corrigido. Já no controlador dead-
beat, por ter seu projeto baseado no modelo e se essa perda de tensão
não estiver sendo considerada, a resposta do sistema apresentará um
erro em regime permanente.
Para compensação da perda de tensão, será utilizada a técnica
descrita em [148], onde uma parcela ∆V é somada quando a corrente
é positiva e subtraída quando a corrente é negativa. A parcela ∆V é
dada por
∆V =
td + ton − toff
Tc
(Vdc − Vsat + Vd) + Vsat + Vd
2
(4.43)
onde td é o tempo morto, ton é o tempo para o interruptor começar
a conduzir, toff o tempo para o interruptor bloquear, Vsat é a queda
de tensão na condução do interruptor, Vd é a queda de tensão no di-
odo em anti-paralelo com o interruptor e Vdc representa a tensão do
barramento.
Como visto na equação (4.43), o primeiro termo considera que o
tempo morto e o tempo de condução do interruptor contribuem para
a perda de tensão. Já o tempo de bloqueio faz com que o interruptor
conduza mais tempo que o esperado, fornecendo assim maior tensão
que programado. Este tempo, relativo a um período de comutação, é
multiplicado pela tensão efetiva que deveria ter sido imposta, dada pela
tensão do barramento subtraída da queda de tensão no interruptor e
adicionada da queda de tensão sobre o diodo. O segundo termo é
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relativo à queda de tensão sobre os semicondutores ao longo de todo
período, onde é feita a consideração que cada semicondutor conduz
metade do tempo.
A frequência de comutação do conversor é de 20 kHz. O tempo
morto foi definido em 1 µs, equivalente a 2% do período de comutação.
O interruptor utilizado, (IGBT IKW40N65F5), para a corrente de co-
letor fornecida pelo driver, tem tempos de comutação de ton = 40 ns e
toff = 185 ns. Os valores de queda de tensão nos semicondutores va-
riam dependendo da corrente que os circulam, na tabela 4.2 é exibida
a queda de tensão para quatro diferentes níveis de corrente: 1 A, 3 A,
5 A e 10 A.
Tabela 4.2 – Queda de tensão nos interruptores na temperatura de
junção de Tj = 150°.
1 A 3 A 5 A 10 A
Vsat 0,75 V 0,85 V 1 V 1,3 V
Vd 0,6 V 0,75 V 0,9 V 1,3 V
Calculando o valor de ∆V da forma como mostrado na equação
(4.43), obtêm-se os valores exibidos na tabela 4.3
Tabela 4.3 – Termo ∆V para diferentes níveis de corrente.
1A 3A 5A 10A
∆V 0,017 0,018 0,018 0,020
Por meio de simulação, é possível comparar a tensão média quase
instantânea que deveria ser aplicada pelo conversor e a tensão que é
efetivamente aplicada 4.14(a). A diferença entre elas é a perda de
tensão devido ao tempo morto e a queda de tensão nos interruptores,
exibida na figura 4.14(b). Na simulação, a perda de tensão, no valor
máximo de corrente, teve um valor próximo de 8 V. Como a tensão do
barramento é de 380 V, o acréscimo a ser incluído na moduladora é de
8
380 = 0, 021. Muito próximo ao valor previsto teoricamente.
Nota-se também pela figura 4.14, que nas proximidades do cru-
zamento com zero, a compensação não é necessária. Desta forma, foi
decidido determinar uma margem de 4% em torno do cruzamento de
zero, onde não é feita a aplicação da compensação.
O termo ∆V deve ser somado ao sinal modulador quando o sen-
tido da corrente for positivo e subtraído quando negativo. Para siste-
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Figura 4.14 – Resultado de simulação do inversor operando em malha
fechada, com o controlador deadbeat de 4ª ordem: (a) tensão teorica-
mente gerada pelo conversor, tensão de fato gerada e diferença entre
elas (b) detalhe da diferença entre as tensões.
mas em malha aberta e sistemas somente com controle de tensão, em
diversas vezes é complexo saber o sentido da corrente, uma vez que a
corrente, ao se aproximar de zero, pode mudar diversas vezes de sentido
devido à ondulação. No entanto, em sistemas de corrente controlada,
como o conversor estudado neste trabalho, seu sentido pode ser obtido
mais facilmente pela referência de corrente. Na figura 4.15 é mostrada a
comparação por simulação da corrente na fase a do conversor operando
com e sem compensação.
Figura 4.15 – Resultado de simulação da corrente de referência e do
valor médio quase instantâneo da corrente do inversor operando em
malha fechada, com o controlador deadbeat de 4ª ordem: (a) sem a
compensação da perda de tensão e (b) com compensação da perda de
tensão.
A figura 4.16 mostra resultados experimentais do inversor ope-
rando com e sem a compensação proposta em uma referência de 6 A.
Cabe ressaltar que o inversor estava conectado a tensões de rede dis-
torcidas.
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Figura 4.16 – Resultados práticos da corrente iLrα e iLrβ do inversor
operando em malha fechada, com o controlador deadbeat de 4ª ordem:
(a) sem a compensação da perda de tensão e (b) com compensação da
perda de tensão.
4.7 PROJETODOCONTROLADOR PROPORCIONAL RESSONANTE
O projeto do controlador proporcional+ressonante (PR) será
feito visando respeitar valores especificados de frequência de corte e
margem de fase da função de laço aberto. Na figura 4.17 é mostrada a
função de transferência de laço aberto que relaciona a corrente com a
tensão ( i(s)v(s) ), tal como obtida no capítulo 2, para os valores nominais
de projeto e para o pior caso de variação de parâmetros esperado para
o sistema. Para este último foram considerados: aumento de 30% da
indutância de Lc e Lr, aumento de 20% da capacitância de Cf e Cd
e queda de 5% da resistência de Rd, em relação aos valores nominais.
Também foi considerada uma indutância de 100 µH na rede. Para evi-
tar que maiores variações paramétricas degradem a resposta do sistema
em malha fechada, o projeto do controlador será feito considerando-se
o pior caso.
A frequência de corte do sistema é geralmente escolhida na faixa
de 120 à
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6 da frequência de comutação do circuito [11]. Primeiramente,
ao utilizar um filtro LCL, deve-se evitar frequências de corte acima
da frequência de ressonância do filtro, uma vez que há uma brusca
diminuição de fase à partir da frequência de ressonância. O circuito
em questão opera com 20 kHz de frequência de comutação. Na figura
4.17 é mostrado um detalhe nas frequências desejadas para valor de
frequência de corte, onde encontra-se um obstáculo causado pelo filtro
LCL. Devido à ressonância do filtro, há risco de ocorrer um duplo
cruzamento por zero no diagrama de Bode, tornando a análise mais
complexa [149].
Para garantir robustez ao sistema, optou-se por limitar em 6 dB a
margem de ganho de forma que, mesmo que haja o duplo cruzamento, o
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sistema permaneça estável. Maiores análises serão feitas por diagramas
de Nyquist para verificar tal afirmação.
Na figura 4.17 são exibidos os diagramas de Bode da função de
laço, para o sistema com valores nominais, P (s), e para o sistema con-
siderando o pior caso das variações paramétricas, Ppc(s). Para atender
o limite de margem de ganho, a frequência máxima de corte é limitada
em 750 Hz.
Optou-se pelo valor de 60° para margem de fase por ser um bom
compromisso entre estabilidade e respostas dinâmicas em transitórios,
como sugerido em [11].
Figura 4.17 – Diagramas de Bode da função de transferência de laço .
Como explicado no capítulo 3, é possível projetar um contro-
lador ressonante “ideal”, que forneça um ganho teoricamente infinito
na frequência de ressonância, ou um controlador “não ideal”, que for-
nece um ganho limitado em tal frequência e contenha uma variável de
amortecimento que influencia a largura de banda do controlador.
Este trabalho propõe uma metologia de projeto para um contro-
lador proporcional+ressonante “não ideal”. Uma vez que o controlador
“ideal” possui os polos sobre o eixo imaginário e, uma vez que o contro-
lador é realizado de forma digital, os coeficientes gerados nos cálculos
terão de ser arredondado para serem implementados em um dispositivo
digital. Desta forma, os polos podem ser deslocados minimamente para
o eixo imaginário, tornando o sistema instável [137].
O projeto de um controlador proporcional+ressonante requer o
ajuste de quatro parâmetros: a)Ganho proporcional kp; b) Ganho res-
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sonante ki; c) Frequência de ressonância ωo; d)Termo de amortecimento
ωc. Sua função de transferência é dada por
CPR(s) =
2 · ki · ωc · s
s2 + 2 · ωc · s+ ωo2 + kp (4.44)
a)Ganho proporcional kp: define o ganho a ser implementado
ao longo de todo espectro. Caso os termos ressonantes localizem-se
em frequências distantes da frequência de corte, define praticamente
sozinho a frequência de corte do sistema.
b)Ganho da parcela ressonante ki: define o ganho do contro-
lador na frequência de ressonância. Influencia a fase do sistema nas
frequências próximas à frequência de ressonância.
c)Frequência de ressonância ωo: define a frequência de maior
ganho do controlador.
d)Termo de amortecimento ωc: termo que evita o ganho infinito
na frequência de ressonância, quanto maior, mais separados os polos
ressonantes serão e mais ampla será a faixa de ganho da parcela resso-
nante.
A principal razão pela utilização de um controlador proporci-
onal+ressonante para o controle do inversor é o elevado ganho que
proporciona na frequência de 60 Hz. Desta forma, define-se o termo ωo
ωo = 2pi60. (4.45)
A fase do controlador, logo após a ressonância, será de 90° e
retornará a zero conforme o ganho proporcional seja maior que o ganho
ressonante. A fim de obter uma boa margem de fase para o sistema,
espera-se pouca degradação da fase causada pela ação ressonante na
frequência de cruzamento, ou seja, ganho mínimo referente à parcela
ressonante na frequência de cruzamento. Desta forma, a frequência de
cruzamento do sistema é definida principalmente, ou exclusivamente,
pela parcela proporcional.
O ganho proporcional, portanto, é o ganho necessário para levar
a frequência de corte desejada (fc) na função de laço à zero.
kp =
1
|FTLAnc(fc)| (4.46)
O termo ki juntamente com o termo ωc, definem a largura da
banda de atuação do controlador, centrada na frequência de ressonân-
cia. A figura 4.18 apresenta a variação destes termos no domínio da
frequência. A figura 18(a) mostra a variação do termo ki para um ωc
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(a) (b)
Figura 4.18 – Diagramas de Bode do controlador proporcio-
nal+ressonante (a) Mantendo o termo ωc = 1 constante para diferentes
ki; (b) Mantendo o termo ki = 10 constante para diferentes ωc.
fixo. A figura 18(b) ilustra a variação de ωc para ki fixo. Como visto,
ambos os valores influenciam o ganho e a fase na banda de atuação do
controlador. Portanto, há um compromisso entre o ganho na frequência
de ressonância, a margem de fase do sistema e a seletividade da ’banda
ressonante’.
Considerando que ki >> kp, é interessante analisar que, mantendo-
se constante o valor do produto ki · ωc, os zeros do controlador não
mudam de posição; apenas os polos ressonantes mudam. Esta afirma-
ção é verificada ao analisar a equação (4.47), que mostra a soma do
termo ressonante e do termo proporcional. Sendo assim, com diferen-
tes valores de ωc e ki, porém mantendo o valor do produto entre eles,
as respostas em frequência serão praticamente iguais em todo espectro,
exceto em uma seleta banda próxima à frequência de ressonância [150].
CPR(s) =
s2 · kp + s(kp · 2 · ωc + ki · 2 · ωc) + ω2o · kp
s2 + s · 2 · ωc + ω2o
(4.47)
A figura 4.19 mostra a resposta em frequência para controla-
dores com o produto ωc · ki constante, e um detalhe na frequência de
ressonância. Verifica-se que a fase do sistema na frequência de corte
desejada permanece inalterada. Portanto, para se obter o maior ganho
na frequência de ressonância, deve-se utilizar o menor valor de ωc pos-
sível, limitado apenas pela precisão do dispositivo digital a ser usado.
Zerar o termo ωc levaria à equação do controlador “ideal”.
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Figura 4.19 – Diagrama de Bode do controlador proporcio-
nal+ressonante para diferentes valores de ωc e ki para valores cons-
tantes do produto ωc · ki e o controlador ideal com ki = 10.
Por fim, com o valor de ωc fixo, a única variável restante para
a função de transferência de laço aberto é o termo ki, que pode ser
definida em função da margem de fase desejada para a função de laço
aberto.
arg(FTLA(fc)) + 180 = Mf (4.48)
Para o sistema em questão, foram definidos como requisitos do
projeto uma frequência de corte de 1 kHz e uma margem de fase de 55°.
Utilizando-se a metologia proposta, obtêm-se os parâmetros exibidos na
tabela 4.4. A função de transferência de laço aberto com o controlador
é exibida na figura 4.20.
Tabela 4.4 – Valores das variáveis do controlador proporcio-
nal+ressonante (PR).
Parâmetro Valor
ωo 60 · 2 · pi
kp 4,8
ωc 0,0001
ki 34 · 106
Ao considerar maiores valores de indutância presentes na rede,
a ressonância do filtro se torna menos amortecida, de modo a ocorrer
um duplo cruzamento por zero no diagrama de Bode da função de laço
aberto. Desta forma, é cabível analisar o sistema por diagramas de
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Figura 4.20 – Função de transferência de laço aberto com controlador
proporcional+ressonante.
Nyquist. Na figura 4.21, é exibido o diagrama de Bode e de Nyquist
para valores da impedância da rede de 100 µH, 500 µH e 1500 µH.
O diagrama de Nyquist foi limitado à frequência mínima de 300
Hz, pois o alto ganho na frequência de ressonância impossibilita a vi-
sualização adequada do ponto −1 + 0j. Pode-se ver que mesmo com
altos valores de indutância presentes na rede, o ponto −1 + 0j não
é englobado no diagrama, garantindo assim a estabilidade do sistema
mesmo diante de grandes variações de indutância da rede.
Por fim, é feita a discretização do controlador. De acordo com
[38], optou-se pelo método de discretização de Tustin. O controlador
no domínio ‘z’ é exibido na equação 4.49.
CPR(z) =
z2k1 − zk2 + k3
z2 − zk4 + k5 (4.49)
Onde: 
k1 = 4.885083191678422
k2 = −9.599572764558742
k3 = 4.714916784298087
k4 = 1.999910992616405
k5 = −0.999999994995106
(4.50)
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Figura 4.21 – Função de transferência de laço aberto com controlador
proporcional+ressonante para diferentes valores de indutância da rede,
Diagramas de Bode (esquerda), diagrama de Nyquist (direita)
Figura 4.22 – Diagrama de Bode da corrente da rede para a tensão da
rede iLr(s)vg(s) do sistema em malha fechada, com controlador proporcio-
nal+ressonante, para diferentes valores de indutância da rede.
Como foi citado anteriormente, quando se utiliza pequenos valo-
res do termo ωc, os termos do controlador discretizado requerem uma
boa precisão. Por exemplo, se o termo k4 for arredondado para 2, o
controlador perde sua característica ressonante como exibido na figura
4.23.
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Na figura 4.23 é mostrada a admitância do conversor em malha
fechada vista pela tensão da rede. Fica evidente a capacidade de re-
jeição de componentes em 60 Hz do controlador, já que é obtido um
baixo valor de admitância em tal frequência.
Figura 4.23 – Admitância do conversor em malha fechada vista pela
tensão da rede.
Há diversas metodologias para projeto do controlador PR, [19,
139,150,151]. A metodologia aqui apresentada foi baseada em critérios
de margem de fase e frequência de corte.
4.8 PROPOSTA DE UM CONTROLADOR HÍBRIDO
Nas seções anteriores, foram apresentados um controlador dead-
beat e um controlador proporcional ressonante. O primeiro apresenta
a melhor dinâmica entre os controladores lineares, mas não garante
erro estático nulo quando há variações paramétrica ou perturbações.
O segundo garante um erro nulo na frequência fundamental, mas não
é capaz de obter uma boa dinâmica.
Desta forma, é proposto somar os efeitos destes controladores em
paralelo, da mesma forma como é feito com controladores repetitivos e
com controladores ressonantes sintonizados em harmônicas. Espera-se
obter um controlador que resulte em um erro estático nulo e apresente
uma dinâmica rápida.
Para realização da soma dos controladores, é proposto utilizar
um ganho para cada controlador variando de zero a um, assim como
exibido na figura 4.24. Pretende-se, assim, limitar o efeito de cada
controlador na resposta final. Uma vez que o controlador deadbeat
possui múltiplas entradas e o PR possuí dinâmica interna, a análise
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matemática do controlador híbrido torna-se muito complexa. Portanto,
é proposta a análise do efeito da variação dos ganhos dado a cada
controlador por resultados de simulação.
Figura 4.24 – Estrutura do controlador híbrido.
A simulação é feita da seguinte forma: o inversor conecta um
barramento de 380 V à rede trifásica de tensão eficaz de 110 V. Uma
referência de 5 A é mantida por 70 ms e, então, alterada para 10 A. O
circuito de simulação visa representar o mais próximo possível o sistema
real. Desta forma, será considerado: indutores com indutância variá-
vel, de acordo com os datasheets dos núcleos utilizados no protótipo;
componentes de 5ª e 7ª harmônica, tipicamente observadas na tensão
da rede, de 5% e 1% de amplitude em relação à tensão da rede; tempo
morto do comando dos interruptores de 1 µs. Os elementos passivos
têm os mesmo valores citados no projeto dos controladores.
Foi utilizada uma função do software GeckoCIRCUITS para va-
riar automaticamente os ganhos kdb e kpr de 0, 4 até 1, em um passo de
0, 02, totalizando 900 simulações. Na análise dos resultados, foram ge-
rados gráficos em três dimensões. No apêndice A são exibidas imagens
e o código utilizado para realizar a simulação.
Para cada simulação foi medido: THD da corrente no indutor
conectado a rede iLr; amplitude da componente de 5ª harmônica na
corrente da rede; tempo de subida da corrente no eixo dq (de 10% a
90%); sobresinal na corrente iLr no período transitório.
Na figura 4.25 é exibida a variação da distorção harmônica total
presente na corrente do indutor do lado do conversor iLc, para variação
dos ganhos kdb e kpr.
Na figura 4.26 é exibida a porcentagem da componente de quinta
harmônica, em relação à fundamental, presente na corrente do indutor
do lado da rede iLr, para variação dos ganhos kdb e kpr.
Para o cálculo do tempo de subida, realizou-se a transformação
das variáveis para o eixo síncrono (dq), para que as variáveis senoidais
tornem-se constantes. De forma a prevenir o comportamento comutado
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Figura 4.25 – (a) THD resultante na corrente do indutor Lr para vari-
ação do ganho dos controladores. (b) Corte em duas dimensões man-
tendo kpr constante e (c) mantendo kdb constante.
Figura 4.26 – (a) Componente da quinta harmônica presente na corrente
do indutor Lr para variação do ganho dos controladores. (b) Corte em
duas dimensões mantendo kpr constante e (c) mantendo kdb constante.
que interfere no cálculo, foi obtido o valor médio quase instantâneo. Por
fim, foi calculado o tempo para a corrente ir de 10% até 90% de seu
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valor de regime. O resultado para variação dos ganhos é exibido na
figura 4.27.
Figura 4.27 – (a) Tempo de subida para um degrau de referência de
5 A para 10 A da corrente do indutor Lc para variação do ganho dos
controladores. (b) Corte em duas dimensões mantendo kpr constante e
(c) mantendo kdb constante.
Devido à característica comutada da corrente no indutor do lado
do conversor iLc, o sobressinal foi calculado na corrente do indutor do
lado da rede iLr. Na figura 4.28 é exibido o gráfico para variação dos
ganhos.
Por mais que o controlador deadbeat seja uma realocação di-
nâmica de polos, os gráficos o analisam como um controlador linear.
Observa-se nos gráficos que o ganho que o pondera exerce maior in-
fluência no THD, na presença de 5ª harmônica, na dinâmica e no so-
bressinal. Já a parcela ressonante garante erro em regime permanente
(ERP) nulo.
A variação de ganhos das parcelas dos controladores permite
sintonizar o controlador de acordo com a resposta desejada em termos
de tempo de subida, sobressinal e rejeição a perturbações. Na figura
4.29 são exibidos os resultados de simulação do controlador PR, do
controlador deadbeat e do controlador híbrido com ganhos kdb = 0, 6 e
kpr = 0, 6 e com ganhos kdb = 1 e kpr = 1.
Pelas formas de onda dos resultados de simulação, chega-se às
seguintes conclusões:
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Figura 4.28 – (a) Sobressinal na corrente do indutor Lr para variação
do ganho dos controladores. (b) Corte em duas dimensões mantendo
kpr constante e (c) mantendo kdb constante.
Apenas um controlador ressonante sintonizado na frequência fun-
damental não é capaz de rejeitar as componentes harmônicas presentes
na rede. Porém, garante erro em regime permanente(ERP) nulo na
frequência fundamental, assim como é assegurado pelo princípio do
modelo interno.
O controlador deadbeat, sem compensações de perda de tensão,
não é capaz de obter um erro em regime permanente nulo, porém re-
jeita bem as pertubações das harmônicas da rede e apresenta uma boa
resposta dinâmica.
O controlador híbrido consegue assumir as boas características
dos dois controladores. O erro nulo é garantido, as perturbações são
rejeitadas e a dinâmica é rápida. Para melhor visualização, os resulta-
dos são apresentados no gráfico radar exibido na figura 4.30. Os valores
foram normalizados pelo maior resultado de forma a possibilitar a com-
paração dos dados de forma percentual.
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Figura 4.29 – Resultados de simulação de um degrau de corrente de 5
para 10 A. (a) Controlador Ressonante; (b) Controlador deadbeat ; (c)
Controlador Híbrido com ganhos kdb = 0, 6 e kpr = 0, 6; (d) Controla-
dor Híbrido com ganhos kdb = 1 e kpr = 1.
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Figura 4.30 – Gráfico radar com os controladores proporcional resso-
nante, deadbeat, híbrido com ganhos kdb = 0, 6 e kpr = 0, 6 e híbrido
com ganhos kdb = 1 e kpr = 1
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5 RESULTADOS EXPERIMENTAIS
De forma a validar os resultados de simulação, utilizou-se um
protótipo de um VSI, projetado em [152] com potência nominal de
10 kW. A estratégia de controle foi implementada em um Controlador
Digital de Sinais (DSC) TMS320F28335 32-bits 150 MHz. O protótipo
é alimentado por uma fonte CC em 380 V e tem como tensão de fase de
saída nominal 110 V / 60 Hz. Os interruptores Infineon IKP40N65F5,
IGBT de 650 V / 40 A, operam com frequência de comutação fs = 20
kHz. Os elementos do filtro apresentam as seguintes especificações:
• Indutor do lado do conversor Lc = 460 µH núcleo APH46P60
Amocore ×2;
• Indutor do lado da rede Lr = 230 µH núcleo Magnetics 0078192A7;
• Capacitor Cf = 4 µF;
• Capacitor Cd = 2 µF;
• Resistor Rd = 12 Ω;
A conexão com a rede é feita por um variac. Devido a seu grande
valor de indutância de dispersão, foi utilizado um filtro capacitivo, com
ramo de amortecimento RC de forma compensar este comportamento
indutivo. O filtro é composto por um capacitor Cv = 15, 3 µF em
paralelo com um ramo de amortecimento composto por um resistor
Rp = 16 Ω e um capacitor Cp = 15, 3 µF.
Na figura 5.1 é exibido um diagrama geral de todos os compo-
nentes.
Foram inseridas cargas resistivas dos lados CA e CC, de forma
a garantir maior segurança à fonte CC, a qual não tem capacidade de
absorver energia. O valor dos resistores são: RAC = 90 Ω ; RDC =
190 Ω. Os demais elementos do sistema são:
• Fonte CC: Magna-Power Electronics XRii600-9.9;
• Osciloscópio: LeCroy WaveRunner 610Zi (12 bits/ 600 MHz);
• Variac: STP VTE-011 10 kVA trifásico.
O procedimento para a realização dos testes foi o seguinte: todos
os interruptores são comandados a permanecer bloqueados; a fonte CC
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Figura 5.1 – Diagrama completo do procedimento dos testes.
é ligada em 380 V; a tensão no Variac é ajustada para 110 V; à partir
da medição das tensões nos capacitores o PLL rastreia o ângulo da rede
e gera referências em fase; os interruptores são comandados.
Foram realizadas as seguintes medições no osciloscópio: correntes
nos indutores conectados à rede iLrb e iLrc e tensões nos terminais do
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variac vab e vca. Uma vez que a soma das correntes das três fases é nula
e a soma das três tensões de linha também, a corrente iLra e a tensão
vbc são obtidas por funções matemáticas do osciloscópio. Em seguida
foram calculadas as correntes e tensões no eixo α, β.
São apresentados nas figuras 5.2, 5.3, 5.4 , 5.5, e 5.6 os resultados
experimentais de um degrau de referência de 3 A para 6 A para os
controladores deadbeat 4ª ordem (DB4), proporcional ressonante (PR),
híbrido (DB4+PR), deadbeat 1ª ordem (DB1) e híbrido (DB1+PR),
respectivamente. Na visualização das figuras é evidente a distorção
harmônica presente nas tensões da rede, o que torna este um bom teste
para analisar a rejeição de perturbação das frequências harmônicas.
Na figura 5.2 visualiza-se que o controlador PR possui limitada
capacidade de rejeição de perturbações nas frequências harmônicas pre-
sentes na rede. É conclusivo que seu uso em sistemas conectados à rede
deve ser feito com mais parcelas ressonantes, sintonizadas nas compo-
nentes harmônicas mais presentes na tensão da rede.
Como visto na figura 5.4, o controlador DB4 com compensação
de perda de tensão apresenta uma rápida resposta dinâmica e garante
boa rejeição das harmônicas da rede. É notável também a distorção
nos cruzamentos por zero, causadas principalmente pelo tempo morto.
O controlador DB1 mostrado na figura 5.3 opera sem a com-
pensação de perda de tensão. Desta forma, é claro o erro em regime
resultante, uma vez que o pico da senoide após o degrau de referência
é menor que 5 A, quando a referência é de 6 A. A mesma compensação
utilizada no controlador DB4 poderia ter sido usada. Evitou-se o uso
apenas para ilustrar o efeito.
O controlador híbrido (DB4+PR) demonstrou um ótimo resul-
tado, com boa rejeição de perturbações das harmônicas, boa dinâmica
e bom seguimento de referência.
Já o controlador híbrido (DB1+PR), assim como a outra estra-
tégia híbrida, apresenta boa regulação da corrente e uma boa resposta
dinâmica. Porém, ao monitorar a função de modulação no software de
edição, ambas as técnicas utilizando o DB1 apresentaram uma com-
ponente de alta frequência. Provavelmente devido à desconsideração
da maior ordem do sistema modelado e ao atraso causado pelo filtro
anti-aliasing, não considerado em seu projeto. Assim sendo, optou-se
por não utilizá-los nos demais testes realizados.
A fim de comparar a capacidade de rejeições de harmônicas pre-
sentes na rede das diferentes estratégias de controle, calcula-se a dis-
torção harmônica total (THD), a partir da medição de corrente da rede
iLra, com uma referência de corrente de 10 A. Para o cálculo foi feita
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Figura 5.2 – Resultados experimentais utilizando o controlador pro-
porcional ressonante em um degrau de referência de 3 A para 6 A (a)
Correntes de fase (2 A/div); (b) Correntes no eixo α, β (2 A/div); (c)
Tensões de linha nos terminais do conversor (100 V/div); (d) Tensões
de fase no eixo α, β (100 V/div).
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Figura 5.3 – Resultados experimentais utilizando o controlador deadbeat
de primeira ordem (DB1) em um degrau de referência de 3 A para 6 A
(a) Correntes de fase (2 A/div); (b) Correntes no eixo α, β (2 A/div); (c)
Tensões de linha nos terminais do conversor (100 V/div); (d) Tensões
de fase no eixo α, β (100 V/div).
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Figura 5.4 – Resultados experimentais utilizando o controlador deadbeat
de quarta ordem (DB4) em um degrau de referência de 3 A para 6 A (a)
Correntes de fase (2 A/div); (b) Correntes no eixo α, β (2 A/div); (c)
Tensões de linha nos terminais do conversor (100 V/div); (d) Tensões
de fase no eixo α, β (100 V/div).
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Figura 5.5 – Resultados experimentais utilizando o controlador híbrido
DB4+PR com ganhos kpr = 1 e kdb = 1 em um degrau de referência
de 3 A para 6 A (a) Correntes de fase (2 A/div); (b) Correntes no eixo
α, β (2 A/div); (c) Tensões de linha nos terminais do conversor (100
V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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Figura 5.6 – Resultados experimentais utilizando o controlador híbrido
DB1+PR com ganhos kpr = 1 e kdb = 1 em um degrau de referência
de 3 A para 6 A (a) Correntes de fase (2 A/div); (b) Correntes no eixo
α, β (2 A/div); (c) Tensões de linha nos terminais do conversor (100
V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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a aquisição dos pontos da medição do osciloscópio em uma taxa de
2, 5 MHz. A figura 5.7 mostra a forma de onda das correntes na rede
nas três fases, com as respectivas THD calculados para os controlado-
res: (a) PR, (b) DB4 sem compensação, (c) DB4 com compensação,
(d) híbrido (DB4+PR) kpr = 0, 8 e kdb = 0, 8, (e) híbrido (DB4+PR)
kpr = 1 e kdb = 1. Nota-se que os menores valores de THD foram
obtidos utilizando as estratégias híbridas, com pouca diferença entre
elas.
São definidos por normas, os limites individuais para cada com-
ponente harmônica contido na conexão à rede. A norma brasileira NBR
16149, em vigência desde 1º de Março de 2014, estabelece recomenda-
ções para conexão entre sistemas fotovoltaicos e a rede elétrica. Nela
são definidos limites percentuais para as componentes harmônicas, em
relação à componente fundamental. Escolheu-se as especificações de
harmônicos desta norma para ilustrar a efetividade dos controladores
analisados.
Nas figuras 5.8, 5.9, 5.10, 5.11 e 5.12 são exibidas as compara-
ções entre os limites da norma e as componentes harmônicas presentes
na corrente iLra para os controladores PR, DB4 sem compensação ,
(DB4) com compensação, híbrido (DB4+PR) kpr = 0, 8 e kdb = 0, 8 ,
híbrido (DB4+PR) kpr = 1 e kdb = 1, respectivamente. Nota-se que,
neste teste, apenas as técnicas híbridas encontram-se dentro dos limi-
tes. Porém, a fonte de alimentação CA (rede-variac), apresenta altos
níveis de componentes harmônicas de tensão, incluindo harmônicas de
ordem par, como exibido na figura 5.13. O teste é inválido para quali-
ficar o conversor, porém é um bom teste para demonstrar a capacidade
de rejeição dos controladores.
A fim de testar os controladores conectados à uma rede fraca,
retirou-se o filtro capacitivo conectado ao variac, de forma que o conver-
sor fique ligado diretamente à uma indutância de dispersão de aproxi-
madamente 800 µH do variac além da indutância equivalente presente
na rede. As figuras 5.14, 5.15, 5.16, 5.17 e 5.18, ilustram a resposta
do sistema a um degrau de referência de 5 A para 10 A, ao utilizar
os controladores PR, DB4 sem compensação, DB4 com compensação,
híbrido (DB4+PR) kpr = 0, 8 e kdb = 0, 8 e híbrido (DB4+PR) kpr = 1
e kdb = 1, respectivamente. Assim como foi obtido nos resultados teó-
ricos, o sistema se torna mais lento e oscilante com os controladores
deadbeat e proporcional ressonante.
Por fim, são exibidas na figura 5.19 as correntes no indutor do
conversor iLc, em um degrau de referência de 5 A para 10 A, operando
com o controlador DB4 com compensação. É notável sua rápida res-
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posta dinâmica. Em torno de 8 períodos de comutação o sistema entra
em regime.
As figuras 5.20 e 5.21 ilustram, respectivamente, o filtro LCL
conectado ao inversor e o inversor utilizados para realização dos expe-
rimentos.
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Figura 5.7 – Resultados experimentais das correntes injetadas na rede
(3 A/div) utilizando os controladores: (a) Proporcional Ressonante;
(b) Deadbeat sem compensação; (c) Deadbeat com compensação; (d)
Híbrido kpr = 0, 8 e kdb = 0, 8; (e) Híbrido kpr = 1 e kdb = 1. A THD
média da tensão durante os teste foi de 1,86%.
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Figura 5.8 – Espectro harmônico da corrente injetada na rede ao utilizar
o controlador PR.
Figura 5.9 – Espectro harmônico da corrente injetada na rede ao se
utilizar o controlador DB4 sem compensação.
Figura 5.10 – Espectro harmônico da corrente injetada na rede ao se
utilizar o controlador DB4 com compensação.
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Figura 5.11 – Espectro harmônico da corrente injetada na rede ao uti-
lizar o se controlador híbrido (DB4+PR) kpr = 0, 8 e kdb = 0, 8.
Figura 5.12 – Espectro harmônico da corrente injetada na rede ao uti-
lizar o se controlador híbrido (DB4+PR) kpr = 1 e kdb = 1.
Figura 5.13 – Espectro harmônico da tensão medido no ponto de cone-
xão ao conversor.
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Figura 5.14 – Resultados experimentais utilizando o controlador pro-
porcional ressonante em um degrau de referência de 5 A para 10 A (a)
Correntes de fase (3 A/div); (b) Correntes no eixo α, β (3 A/div); (c)
Tensões de linha nos terminais do conversor (100 V/div); (d) Tensões
de fase no eixo α, β (100 V/div).
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Figura 5.15 – Resultados experimentais utilizando o controlador dead-
beat de 4ª ordem sem compensação de perda de tensão, em um degrau
de referência de 5 A para 10 A (a) Correntes de fase (3 A/div); (b)
Correntes no eixo α, β (3 A/div); (c) Tensões de linha nos terminais do
conversor (100 V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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Figura 5.16 – Resultados experimentais utilizando o controlador dead-
beat de 4ª ordem com compensação de perda de tensão em um degrau
de referência de 5 A para 10 A (a) Correntes de fase (3 A/div); (b)
Correntes no eixo α, β (3 A/div); (c) Tensões de linha nos terminais do
conversor (100 V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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Figura 5.17 – Resultados experimentais utilizando o controlador híbrido
DB4+PR com ganhos kpr = 0, 8 e kdb = 0, 8 em um degrau de referência
de 5 A para 10 A (a) Correntes de fase (3 A/div); (b) Correntes no eixo
α, β (3 A/div); (c) Tensões de linha nos terminais do conversor (100
V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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Figura 5.18 – Resultados experimentais utilizando o controlador híbrido
DB4+PR com ganhos kpr = 1 e kdb = 1 em um degrau de referência de
5 A para 10 A (a) Correntes de fase (3 A/div); (b) Correntes no eixo
α, β (3 A/div); (c) Tensões de linha nos terminais do conversor (100
V/div); (d) Tensões de fase no eixo α, β (100 V/div).
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Figura 5.19 – Resultados experimental utilizando o controlador DB4
com compensação em um degrau de referência de 5 A para 10 A (3
A/div). Escalas de tempo: 5 ms/div (cima) 200 µs/div (baixo).
Figura 5.20 – Filtro LCL implementado neste trabalho.
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Figura 5.21 – Inversor ∆-VSI adaptado de [152] para funcionar como
um VSI.
145
6 CONCLUSÃO GERAL
Este trabalho apresentou estudos de estratégias de controle de
corrente para inversores conectados à rede elétrica, com foco nas estra-
tégias de controle preditivo deadbeat e proporcional+ressonante. Tam-
bém foi proposta uma estratégia utilizando ambos os controladores de
uma forma híbrida.
Estratégias utilizando o controlador proporcional+ressonante vêm
sendo muito aceitas pela comunidade científica, visto que nos últimos
anos o número de publicações sobre o assunto tem aumentado rapi-
damente. Devido a seu embasamento no princípio do modelo interno,
possibilitando o seguimento de referência e rejeição de perturbações
senoidais, seu uso em conversores ligados a barramentos alternados é
muito conveniente. Porém, a limitação da sua resposta dinâmica e in-
capacidade de rejeição de perturbações em frequências diferentes das
sintonizadas, comprometem o uso da técnica para certas aplicações.
Por ser possível obter uma planta confiável para controle de cor-
rente, estratégias de controle preditivas baseadas em modelo podem
ser uma ferramenta com grande potencial. Este tema tem sido muito
presente nas publicações atuais na área de eletrônica de potência, prin-
cipalmente o FSC-MPC. No entanto este trabalho buscou obter uma
estratégia linear, para ser utilizada com um modulador, de forma a
garantir frequência fixa de comutação. Desta forma optou-se pelo uso
de controlador com resposta deadbeat. O trabalho apresentou os pon-
tos positivos e negativos desta estratégia, buscando trazer referências
bibliográficas que descrevem como contornar seus problemas. Também
mostrou que o controlador pode funcionar adequadamente quando se
conhece bem o modelo do sistema e suas possíveis variações paramétri-
cas.
Como o controlador proporcional+ressonante possui uma dinâ-
mica interna e o controlador deadbeat necessita da realimentação de di-
versos estados, o controlador híbrido proposto buscou ser estruturado
de forma intuitiva, para que a estratégia resulte numa solução simples,
de forma a ser replicado em outros sistemas sem grandes dificuldades.
O resultado obtido com a estratégia híbrida foi muito satisfatório, haja
vista que as boas características de cada controlador foram preservadas,
resultando assim em uma boa alternativa a ser comparada às principais
estratégias utilizadas para esta função na atualidade.
No capítulo 2 foi apresentado o sistema inversor utilizado no
trabalho, explicado seu funcionamento e realizada sua modelagem em
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eixos estacionários α, β. Apresentou-se também uma discussão sobre a
utilização de filtros L e LCL, suas características e seus comportamentos
dinâmicos em controle de corrente de inversores conectados à rede.
Por fim, o modelo de planta obtido foi comprovado por resultados de
simulação.
O capítulo 3 buscou trazer uma breve explicação de algumas das
técnicas de controle mais utilizadas em inversores conectados à rede.
Diversas das técnicas apresentadas são derivadas de complexas teorias,
sendo um trabalho muito difícil explicá-las detalhadamente em poucas
páginas. O capítulo descreveu apenas o princípio de funcionamento e
apresentar referências bibliográficas de como as estratégias revisadas
vêm sendo utilizadas em eletrônica de potência.
Com o objetivo de projetar um controlador de corrente para um
VSI conectado à rede por meio de um filtro LCL, no capítulo 4 foram
descritas três metodologias de projeto para um controlador deadbeat.
Para as primeiras duas metodologias, foi analisado criteriosamente o
comportamento do sistema em malha fechada diante das variações pa-
ramétricas às quais o sistema estava sujeito. Também foi obtida a
capacidade de rejeição de perturbações do sistema para a tensão da
rede e suas harmônicas, onde concluiu-se que o deadbeat garante uma
boa rejeição para as harmônicas de baixa frequência presentes na rede
elétrica. Em seguida foi detalhada uma metodologia de projeto de um
controlador proporcional ressonante, visando obter valores de margem
de fase e frequência de corte.
Uma vez com os dois controladores projetados, foi proposto no
capítulo 4, utilizá-los em paralelo, formando assim um controlador hí-
brido. Foi adicionado um ganho em cascata a cada controlador com
intuito de regular seus efeitos. Uma série de simulações foi realizada
a fim de analisar a resposta do sistema com o novo controlador, para
diferentes combinações de ganho. Concluiu-se que ganhos podem ser
regulados de fora a ajustar a resposta desejada por critérios de sobres-
sinal, tempo de subida e rejeição de perturbações.
No capítulo 5 foram apresentados resultados experimentais onde
foi utilizado um protótipo de um VSI projetado em [152], conectado à
rede por um filtro LCL, utilizando as estratégias de controle projeta-
das. Os resultados confirmaram os das simulações, validando assim o
funcionamento adequado das estratégias propostas. Apresentaram-se
resultados de degraus de referência de 3 A para 6 A com o conversor
conectado à rede por um variac com um filtro capacitivo, de forma a
reduzir a característica altamente indutiva do variac. Foram realiza-
das medições da distorção harmônica total e comparou-se os resultados
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com a norma NBR 16149. Na sequência, o filtro capacitivo ligado ao
variac foi retirado, de forma a emular a característica rede fraca. As es-
tratégias funcionaram adequadamente, de forma à comprovar a análise
teórica apresentada no capítulo 4. Por fim, realizaram-se degraus de
referência de 5 A para 10 A para análise do comportamento dinâmico.
A estratégia híbrida apresentou os melhores resultados dinâmicos e de
regime permanente, bem como suportou adequadamente as variações
parmétricas dos componentes do filtro e da indutância da rede.
6.1 TRABALHOS FUTUROS
Para dar continuidade a este trabalho sugere-se:
• Utilizar a estratégia deadbeat de forma a promover amortecimento
ativo ao sistema, possibilitando o descarte do ramo de amorte-
cimento passivo, reduzindo a ordem do circuito e facilitando o
projeto do controlador deadbeat.
• Utilizar técnicas de observadores de estados de forma à melhorar
o desempenho do controlador deadbeat.
• Aplicar técnicas de estimação da impedância da rede, de forma
à adaptar os controladores para obterem performances melhores
em situações de “rede fraca”.
• Realizar uma comparação da utilização de memória e processa-
mento entre a estratégia híbrida e uma implementação com con-
troladores ressonantes somados em paralelo.
• Realizar estudos da estratégia híbrida em filtros ativos.
• Realizar estudos da estratégia híbrida em inversores de alta po-
tência com baixa frequência de comutação.
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Apêndice A -- Simulação do circuito no GECKOcircuits

167
A série de simulações realizadas para gerar os gráficos 3d exibidos
no capítulo 4, foi realizada no software GECKOcircuits v1.70. Utili-
zando a função GECKOscript, que permite editar os parâmetros do
circuito simulado, realizar aquisições de dados e comandar a simulação
através de um script em java.
O script possui diversas funções para medição de parâmetros já
inclusos, como calculo do THD e de componentes harmônicas específi-
cas. No quadro a seguir é mostrado o código utilizado para variar os
ganhos dos controladores de 0,4 até 1 em passos de 0,02. Os parâmetros
medidos são armazenados em uma tela de saída e foram posteriormente
processados no MATLAB. Uma imagem do circuito de simulação é exi-
bido na figura A.1.
boolean f i n i s h e d = fa l se ;
double gdba=0.4 , gdbb=0.4 , gr sa =0.4 , grsb =0.4 ;
double ovr=0, THD=0, mqi=0, fund=0, medd=0,THD2=0
double THDv=0, ovr100=0, e r r100=0, quinta=0;
double [ ] [ ] f o u r i e r I c= new double [ 4 ] [ 5 ] ;
double [ ] [ ] f o u r i e r I r= new double [ 4 ] [ 5 ] ;
setParameter ( "GAIN.5 " , " r0 " , gr sa ) ;
setParameter ( "GAIN.6 " , " r0 " , grsb ) ;
setParameter ( "GAIN.7 " , " r0 " , gdba ) ;
setParameter ( "GAIN.8 " , " r0 " , gdbb ) ;
while ( ! f i n i s h e d )
{
//run the s imu la t i on
writeOutputLn ( "Gdeadbeat=" + gdba ) ;
writeOutputLn ( "Gressonante=" + grsa ) ;
runSimulat ion ( ) ;
// overshoo t
ovr=getSignalMax ( " i l 1 a l f a " ,71 e−3 ,72.35e−3);
medd=getSignalAvg ( " i l 1 d " , 80 . 5 e−3 ,147.1 e−3);
ovr100=(ovr−10)∗100/10;
///////////////////////////////////////////
//THD
THD=getSignalTHD (" i l 1 a " , 0 . 11666 , 0 . 13333 )∗100 ;
THDv=getSignalTHD (" vc fa " , 0 . 11666 , 0 . 13333 )∗100 ;
THD2=getSignalTHD (" i l 2 a " , 0 . 11666 , 0 . 13333 )∗100 ;
//////////////////////////////////////////////
168 Apêndice A -- Simulação do circuito no GECKOcircuits.
//Erro e s t a t i c o e 5a harmonica
f o u r i e r I r=ge tFour i e r ( "SCOPE.2 " , 1 , 0 . 1 1 666 , 0 . 1 333 , 5 ) ;
f o u r i e r I c=getFour i e r ( "SCOPE.2 " , 0 , 0 . 1 1666 , 0 . 1 3 33 , 5 ) ;
fund=f o u r i e r I c [ 2 ] [ 1 ] ;
e r r100=(10−fund )∗ ( 100/10 ) ;
quinta=f o u r i e r I r [ 2 ] [ 5 ] ∗ 1 0 0 / 1 0 ;
/////////////////////////////////////////////
///Dados
//////////////////////////////////////////////
//Escreve as sa ida s
writeOutputLn(+ THD) ;
writeOutputLn(+ THD2) ;
writeOutputLn(+ THDv) ;
writeOutputLn(+ ovr100 ) ;
writeOutputLn(+ err100 ) ;
writeOutputLn(+ quinta ) ;
/////////////////////////////////////////////
i f ( gdba>0.99) {
grsa +=0.02;
grsb+=0.02;
gdba=0.4;
gdbb=0.4;
setParameter ( "GAIN.5 " , " r0 " , gr sa ) ;
setParameter ( "GAIN.6 " , " r0 " , grsb ) ;
setParameter ( "GAIN.7 " , " r0 " , gdba ) ;
setParameter ( "GAIN.8 " , " r0 " , gdbb ) ;
}
else {
gdba+=0.02;
gdbb+=0.02;
setParameter ( "GAIN.5 " , " r0 " , gr sa ) ;
setParameter ( "GAIN.6 " , " r0 " , grsb ) ;
setParameter ( "GAIN.7 " , " r0 " , gdba ) ;
setParameter ( "GAIN.8 " , " r0 " , gdbb ) ;
i f ( grsa >1) {
f i n i s h e d = true ; }
}
}
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Figura A.1 – Circuito de simulação no GECKOcircuits.
