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AN EFFICIENT SEARCH ALGORITHM FOR INVERTING THE
SWEEP MAP ON RATIONAL DYCK PATHS
GUOCE XIN
Abstract. Given a coprime pair (m,n) of positive integers, rational (m,n)-Dyck paths
are lattice paths in the m × n rectangle that never go below the diagonal. The sweep
map of a rational (m,n)-Dyck paths D is the rational Dyck path Φ(D) obtained by
sorting the steps of D according to the ranks of their starting points, where the rank of
(a, b) is bm− an. It is conjectured to be a bijection, but to this date, Φ is only known
to be bijective for the Fuss case (m = kn± 1). In this paper we give an efficient search
algorithm for inverting the Φ map. Roughly speaking, given σ ∈ Dm,n, by searching
through a d-array tree of certain depth, we can output all D such that Φ(D) = σ, where
d is the remainder of m when divided by n. In particular, we show that Φ is invertible
for the Fuss case by giving a simple recursive construction for Φ−1(σ).
Mathematics Subject Classifications: 05A19, 05E05
Keywords: rational Dyck paths; sweep map; partitions.
1. Introduction
Throughout this paper, (m,n) is always a coprime pair of positive integers, unless
specified otherwise. Rational (m,n)-Dyck paths are lattice paths in the m×n rectangle
that never go below the diagonal line y = n
m
x. Denote by Dm,n the set of such paths.
Many works have been done on rational Dyck paths, we are particularly interested with
the sweep map Φ : Dm,n 7→ Dm,n that we are going to define.
An (m,n)-Dyck path D is encoded as a (u, d) (stand for going “north” and “east”
respectively) sequence D = p1p2 · · · pm+n of n u’s and m d’s. Each pi is associated with
a rank ri that is recursively defined by r1 = 0, and for 2 ≤ i ≤ m + n, ri = ri−1 + m if
pi−1 = u and ri = ri−1−n if pi−1 = d. Then the sweep map Φ(D) is obtained by sorting
the pi’s according to their ranks increasingly. It is true but not obvious that Φ(D) is
still in Dm,n. See [2] for a proof.
Example 1. Let (m,n) = (11, 5). A Dyck path D and the associated rank are displayed
below as a two line array.[
D
r(D)
]
=
[
u d u d d u d d d u d u d d d d
0 11 6 17 12 7 18 13 8 3 14 9 20 15 10 5
]
.
Sorting the above two line array according to the second row gives[
Φ(D)
sort(r(D))
]
=
[
u u d u u d u d d d d d d d d d
0 3 5 6 7 8 9 10 11 12 13 14 15 17 18 20
]
.
Then the top row is Φ(D).
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2 GUOCE XIN
Sweep map has become an active subject in the recent 15 years. Variations and ex-
tensions have been found, and some classical bijections turn out to be disguised sweep
map. It first appears as the ζ map on standard Dyck paths in Haiman’s study of diago-
nal harmonics and q, t-Catalan numbers [7]. Haglund [6] discovered the (area, bounce)
statistic for q, t-Catalan numbers, and Haiman come up with the (dinv, area) statistic.
Only area(D) has a simple description: it is the number of lattice squares to the right
of D and to the left of the diagonal. Sweep map provides a unified framework for the
complex combinatorial structure related to q, t-Catalan numbers, because it takes the
statistic dinv to area to bounce. However a simple description of bounce is only known
in the Fuss case m = kn± 1 by Loehr [8]. See [2] for a detailed history.
One major open problem is the invertibility of the sweep map. See [2, Conjecture 3,3]
for an extended version.
Conjecture 2. The sweep map Φ is a bijective transformation on Dm,n.
The conjecture has only been proved for the Fuss cases in [8] and [10].
Theorem 3. The sweep map Φ is a bijection in the Fuss case m = kn± 1.
The known inverse bijections for the Fuss case are by no means simple. They rely on
the bounce statistic.
The major contribution of this paper is the ReciPhi algorithm, which is an efficient
search algorithm for inverting the Φ map. Roughly speaking, given σ ∈ Dm,n, by search-
ing through a d-array tree of certain depth, we can output all D such that Φ(D) = σ,
where d is the remainder of m when divided by n. In particular, we show that Φ is
invertible for the Fuss case by giving a simple recursive algorithm FussiPhi.
The discovery of the ReciPhi algorithm relies on Theorems 8 and 11, which state that
deciphering D for given σ = Φ(D) is equivalent to deciphering either the rank sequence
r(D), or the EN-sequence ρ(D) = Φ(DT ), where DT is the transpose of D. Theorem
11 was discovered a bit earlier by Ceballos-Denton-Hanusa in [4]. Indeed, their paper
overlaps a lot of the author’s work: Sections 5,6, and 9 overlaps this draft, and Section
4 overlaps an earlier draft of the author [11] on (m,n)-cores, which is in bijection with
(m,n)-Dyck paths by Anderson’s map [1]. Thus it is necessary to explain what is new
in this paper.
The paper is organized as follows. Section 1 is this introduction. Section 2 intro-
duces some basic notations and establishes Proposition 4, which gives the fundamental
characterization of the rank sets of (m,n)-Dyck paths. This allows rank sets to play a
leading role in our development. Note that rank also appear as level (see, e.g., [2] and
[3]), but was never used as the basic tool for inverting the Φ map. Section 3 includes
Theorems 8 and 11 on inverting the Φ map using rank sets and EN-sequences. The
former seems new while the latter was known by Ceballos-Denton-Hanusa as we have
explained. Combining the two theorems allows us to extract some partial information
that are essential to sharply narrow down the search in the ReciPhi algorithm. Section
4 introduces the left and right operations on rank sequences. Ceballos-Denton-Hanusa
also found these operations in [4] and used them to invert the Φ map. They were only
able to search for Φ−1(σ) through a much larger tree. In Lemma 18 we give more explicit
formulas than that in [4] for the SW-sequences and rank sequences under left operations.
Section 5 includes two algorithms: the FussiPhi algorithm for inverting the Φ map in
the Fuss case, and the ReciPhi algorithm for inverting the Φ map by searching.
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2. Notations
A path P = p1 · · · pn is a (u, d)-sequence depicted in the plane as a sequence of lattice
points P0, . . . , Pn such that P0 = (0, 0) and Pi − Pi−1 equals (0, 1) if pi = u and (1, 0)
if pi = d. A u step will also appears as an S or N , standing for south or north end;
Similarly a d step will appear as an E or W , standing for east or west end. We denote
by Fm,n the set of all (free) paths from (0, 0) to (m,n). Thus P ∈ Fm,n consists of n
up steps and m down steps. An (m,n)-Dyck path D is a path in Fm,n that never goes
below the diagonal line y = n
m
x. We denote by Dm,n the set of all (m,n)-Dyck paths.
We define the rank of a lattice point (a, b) by r(a, b) = mb− na. Then all the lattice
points {(a, b) : 0 ≤ a ≤ m, 0 ≤ b ≤ n} in the m by n rectangle are in bijection with their
ranks except for r(0, 0) = r(m,n) = 0. Thus we can encode a path P ∈ Fm,n by its rank
set R(P ) = {r(P0), . . . , r(Pm+n−1)} = {r(P1), . . . , r(Pm+n)} of m+ n distinct ranks. We
call the sequence r(P ) = (r(P0), . . . , r(Pm+n−1)) the rank walk of P . Denote by Rm,n
and R+m,n the set of rank sets of (m,n)-paths and (m,n)-Dyck paths, respectively. The
rank set of (m,n)-Dyck paths has only nonnegative ranks.
The following result completely characterizes elements of Rm,n.
Proposition 4. Suppose (m,n) is a coprime pair. Let R = {r1, . . . , rm+n} be a set of
ranks with 0 ∈ R. Then the following statements are equivalent.
(1) R ∈ Rm,n, i.e., R is the rank set of an (m,n)-path P .
(2) If ` belongs to R then at least one of `+m and `− n belongs to R.
(3) If ` ∈ R then exactly one of `+m and `− n belongs to R.
(4) If ` belongs to R then at least one of `−m and `+ n belongs to R.
(5) If ` ∈ R then exactly one of `−m and `+ n belongs to R.
Proof. Statement (1) clearly implies statement h for 2 ≤ h ≤ 5.
We prove the converse implication by constructing a walk w on R starting with `1 = 0,
and simultaneously obtain the path P with R(P ) = R. We only consider the h = 2 case,
the others are similar. For i ≥ 2, set `i = `i−1 + m if it belongs to R, and set pi−1 = u;
Otherwise set `i = `i−1 − n, which must belongs to R by Condition 2 or 3, and set
pi−1 = d.
Since we are walking in the finite set R, we must have `k1 = `k2 for some 1 ≤ k1 <
k2 ≤ m+ n+ 1. Assume that we walk from `k1 to `k2 by b u steps and a d steps. Then
bm− an = 0. The coprimality of m and n forces a = sm, b = sn for some s ≥ 0. Then
the natural bound 0 < a+ b ≤ m+ n implies that a = n and b = m. Hence we obtain a
closed walk of length m+n from `1 = 0 to `m+n+1 = 0. Consequently, P = p1p2 · · · pm+n
is the desired path with R(P ) = R.
To see that we can not have both ` + m and ` − n belongs to R, suppose the walk
from ` − n to ` + m takes b u steps and a d steps with 0 < a + b < m + n. Then
bm − an = m + n, i.e., (b − 1)m − (a + 1)n = 0. This implies that b − 1 = sn and
a+ 1 = sm for some s ≥ 0, which is clearly impossible.
A direct consequence of Proposition 4 is the following.
Corollary 5. Let R be a rank set. Then i) R ∈ R+m,n if and only if R ∈ R+n,m; ii)
R ∈ R+m,n if and only if the rank complement c(R) = (maxR)−R is in R+m,n.
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We use RT to indicate that we switch the roles of m and n, i.e,, RT = R is a rank
set in R+n,m. This corresponds to the transpose of Dyck paths. See [11] for geometric
meaning of rank complement.
From now on, we shall identify a Dyck path D with its rank set R = R(D). So a Dyck
path R means the Dyck path D with rank set R(D) = R, and a rank set D means R(D).
The reason for making this convention is that many operations are easy to perform on
rank sets.
Denote by S(D) the set of south ends of D, i.e, starting points of a u step of D. In
our convention, S(D) is identified with S(R) = {s0, s1, . . . , sn−1}, which is the set of the
ranks of the south ends of D. In Example 1, S(D) = {0, 3, 6, 7, 9}. An easy exercise
is S(D) mod n = {0, 1, . . . , n − 1}. We can similarly define E(D), N(D),W (D) to be
the ranks of the east ends, north ends, and west ends of D respectively. We have the
following equalities:
S(D) = N(D)−m = R(D) ∩ (R(D)−m), (1)
W (D) = E(D) + n = R(D) ∩ (R(D) + n), (2)
R(D) = S(D) unionmultiW (D) = E(D) unionmultiN(D), (3)
where unionmulti means disjoint union. Equations in (3) follow from the fact that each node of
D is either a south end or a west end, and similarly is either an east end or a north end.
Note that 0 is a south end as the node (0, 0) and an east end as the node (m,n).
Denote the sorted increasing sequence of R = R(D) by
r(D) = sort(R) = (r1(R), r2(R), . . . , rm+n(R)) = (r1, . . . , rm+n), with r1 = 0.
The SW-sequence of D is defined by
σ(D) = σ(R) = (σ1, σ2, . . . , σm+n),
where σi is S if ri ∈ S(D) and is W if ri ∈ W (D). Then the sweep map Φ(D) is just
Φ(D) = σ(D)
∣∣
S=u,W=d
. We use the notation σ ∈ Dm,n for σ
∣∣
S=u,W=d
∈ Dm,n.
Similarly, the EN-sequence of D is defined by
ρ(D) = ρ(R) = (ρ1, ρ2, . . . , ρm+n),
where ρi is E if ri ∈ E(D) and is N if ri ∈ N(D). See Figure 1.
Figure 1. A Dyck path D with area(D) = 7, its SW-sequence, and its
EN-sequence (put below the diagonal).
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The SW-sequence and EN-sequence are closely related by ρ(D) = σ(DT )|S=N,E=W ,
since transpose keeps the rank set, but takes south ends to east ends, and west ends to
north ends. A nicer description is the following.
Lemma 6. For R ∈ R+m,n, we have
rev(ρ(R)) = (ρm+n, . . . , ρ1) = σ(c(R))|S=N,W=E.
Proof. Let r = sort(R) = (r1, . . . , rm+n) and M = maxR. Then
sort(c(R)) = (M − rm+n, . . . ,M − r0).
Since rank complement takes south ends to north ends, and west ends to east ends, and
vice vasa, the lemma follows.
3. Rank sequence and EN-sequence for inverting the Φ map
For an SW-sequence σ, it is convenient to label, from left to right, the i-th S by Si for
1 ≤ i ≤ n and the j-th W by Wj for 1 ≤ j ≤ m. The rank r(Si) refers to the i-th largest
element in S(R). In formula, we have r(Si) = rσ−1(Si), where σ
−1(Si) is the position i′ of
Si, i.e., σi′ = Si. Similar notations apply for Wj, and Ej, Ni for the EN-sequence.
For the Dyck path in Figure 1, we have
position 1 2 3 4 5 6 7 8 9 10 11 12 13
σ(D) S1 W1 S2 W2 S3 S4 S5 W3 W4 W5 W6 W7 W8
r(D) 0 5 8 10 11 12 14 15 16 17 19 20 22
ρ(D) E1 E2 N1 E3 E4 E5 E6 E7 N2 E8 N3 N4 N5

Definition 7. Given an SW-sequence σ = (σ1, . . . , σm+n), a nonnegative rank set R 3 0
or r = sort(R) is said to be compatible with σ if r(Si) + m ∈ R for 1 ≤ i ≤ n and
r(Wi)− n ∈ R for 1 ≤ j ≤ m.
Theorem 8. An SW-sequence σ = (σ1, . . . , σm+n) is equal to σ(D) for some (m,n)-Dyck
path D if and only if there is a nonnegative rank set R compatible with σ.
Proof. The sufficiency is by equations (1) and (2). For the necessity, if r = sort(R) is
compatible with σ, then each rank r is either r = r(Si) then r + m ∈ R or r = r(Wj)
then r− n ∈ R. Thus by Proposition 4, R ∈ R+m,n and r(D) = r for some Dyck path D.
The lemma then holds since σ(D) = σ(R) = σ.
Example 9. The rank set R0 = {0, 1, . . . ,m+n−1} corresponds to the unique Dyck path
of area 0. Since i+m ∈ R0 for 0 ≤ i ≤ n− 1, σ(R0) = SnWm, i.e., n S’s followed by m
W ’s. Conversely, if we are given σ = SnWm, we can deduce that r(W1) = n+r(E1) = n.
Now r(Si) < n for all i and they are distinct. Thus r(Si) = i− 1 for all i, in particular
r(Nn) = r(Sn) +m = n+m− 1 is max(r). It follows that r = sort(R0).
Definition 10. For an SW-sequence σ = (σ1, . . . , σm+n) ∈ Dm,n and an EN-sequence
ρ = (ρ1, . . . , ρm+n) ∈ Dm,n. Define G(σ, ρ) to be the directed graph on the vertices
{1, 2, . . . ,m+n}, with edges σ−1(Si)→ ρ−1(Ni), 1 ≤ i ≤ n and ρ−1(Ej)→ σ−1(Wj), 1 ≤
j ≤ m. If G(σ, ρ) is a directed cycle of length m + n, and produces an increasing rank
sequence r by the three rules i) r1 = 0, ii) r(Si) = r(Ni) − m, for 1 ≤ i ≤ n; iii)
r(Wj) = r(Ej) + n for 1 ≤ j ≤ m, then ρ is said to be compatible with σ.
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Theorem 11. An SW-sequence σ = (σ1, . . . , σm+n) is equal to σ(D) for some (m,n)-
Dyck path D if and only if there is an EN-sequence ρ compatible with σ.
The prove is similar to that of Theorem 8.
Though either r or ρ are sufficient to invert the Φ map, a better strategy is combining
Theorems 8 and 11. This is better illustrated by an example.
Example 12. Let (m,n) = (11, 5) and σ give as follows. Assume Lemma 13 below gives
the underlined ranks.[
σ
r
]
=
[
S1 S2 W1 S3 S4 W2 S5 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 3 5 6 7 8 9 10 11 12 13 14 15 17 18 20
]
,
Since there are 4 ranks between 5 and 10 and r is increasing, the boldfaced ranks can
be filled in. Similar reasons for the ranks between 10 and 15. The rank r(W2) = 8
implies r(E2) = 3, which has to be r(S2). Finally r(N3) = r(S3) + 11 = 17, and similarly
r(N4) = 18 and r(N5) = 20 must appear as the final three ranks. This rank sequence
appears in Example 1.
In general we can deduce some partial information of the EN-sequence and extract
some ranks. These information are crucial for the ReciPhi algorithm.
Lemma 13. Let m = kn + d be coprime to n with 1 ≤ d ≤ n − 1 and k ≥ 1. Given
an SW-sequence σ ∈ Dm,n, if there is a rank set R with r = sort(R) compatible with σ,
then 0, n, . . . , kn+ n are in R and rfi = in for 0 ≤ i ≤ k+ 1, where fi is determined by:
f0 = 1; fi = σ
−1(Wfi−1), 1 ≤ i ≤ k + 1.
Proof. Suppose the SW-sequence of R is σ = σ(R). Since r1 = 0 = minR, we have
r(S1) = r(E1) = 0. It follows that r(N1) = r(S1) + m = m and r(W1) = r(E1) + n = n.
The position of W1 can be read from σ but the position of N1 is unknown.
Observe that all the ranks smaller than r(N1) = m must belong to E(R). Assume
inductively that for i < k+ 1, Wfi−1 has rank (i− 1)n < m. Then it is also Efi and thus
r(Wfi) = r(Efi) + n = in, as desired.
Example 14. Let (m,n) = (13, 4). We illustrate Lemma 13 by the following example.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17
S1 S2 W1 W2 S3 W3 S4 W4 W5 W6 W7 W8 W9 W10 W11 W12 W13
0 4 8 12 16
E1 E2 E3 E4 E5 E6 E7 E8 E9 E10
 .
From r1 = 0 = r(E1) we deduce that r3 = r(W1) = r(E1)+n = 4 < m = 13. Then we can
label up to E3 and have r(E3) = 4. It follows that r6 = r(W3) = r(E3)+4 = 8 < 13. Thus
we can label up to E6 and have r(E6) = 8. In a similar manner, we have r10 = r(W6) =
r(E6)+4 = 12 < 13, which must be r(E10) = 12; and r14 = r(W10) = r(E10)+4 = 16 > 13.
Remark 15. Observe that fi+1 − fi is the number of S’s up to position fi, so we need
not write down the EN-sequence and the position sequence. In the running example, we
start with r1 = 0, r(W1) = 4, the next is r(W1+2) = r(W3) = 8, since there are two S
before W1; the next one is W3+3 = W6 with rank 12; the final one is W6+4 = W10 with
rank 16.
A SEARCH ALGORITHM FOR INVERTING Φ 7
In this example, we can actually determine the position of m + n = 17: |R ∩
{0, 1, . . . ,m + n}| = 14, since r14 = 16 and r is increasing. Indeed we have the fol-
lowing result, which is sufficient for inverting Φ in the next section.
Theorem 16. Follow notations in Lemma 13. If m = kn + 1, then rfk+1 = m and
|R ∩ {0, 1, . . . ,m + n}| = fk+1; If m = kn + n − 1, where k is allowed to be 0, then
rfk+1−1 = m, and
|R ∩ {0, 1, . . . ,m+ n}| = σ−1(Wfk+1−1)− 1. (4)
Proof. By Lemma 13 and the fact that r is increasing, the case m = kn + 1 is obvious
and the first part of the case m = kn + n− 1 is also obvious. Now we show the second
equality when m = kn+ n− 1.
We have σ−1(N1) = fk+1 − 1. There will be no difficulty if Wfk with rank m + 1
is also Efk+1−1, since then r(Wfk+1−1) = r(Efk+1−1) + n = m + n + 1, which forces
|R ∩ {0, 1, . . . ,m + n}| = σ−1(Wfk+1−1)− 1, as desired. The situation is similar if there
are several N labels before Efk+1−1. Note that (4) is independent of the number of these
N labels.
Claim: If fk+1 − 1, . . . , fk+1 + s − 2 are positions of N1, N2, . . . , Ns in ρ(R) for some
s < n, then rfk+1+j−1 = m+ j for j = 0, 1, . . . , s.
We prove the claim by induction on s. The case s = 1 is trivial. Assume the claim
holds for s− 1. Then r(Nj+1) = rfk+1+j−1 = m+ j for j = 0, 1, . . . , s− 1. It follows that
r(Sj+1) = r(Nj+1)−m = j. A similar argument as in the proof of Lemma 13 shows that
rfi+j = rfi + j = in+ j < m for i ≤ k + 1 and j ≤ s. In particular rfk+1+s = m+ s+ 1.
Now suppose Ns is followed by Efk+1−1. By the claim r(Efk+1−1) = m + s, we have
r(Wfk+1−1) = r(Efk+1−1) + n = m+ n+ s. Now for 1 ≤ j ≤ s, m+ j − 1 ∈ N(R) implies
that m + j − 1 −m = j − 1 ∈ S(R), so by Proposition 4 part (4), n + m + j − 1 6∈ R.
Therefore r(Wfk+1−1) is the smallest rank larger than m+ n. Equation 4 then follows.
4. Left and Right operation of the rank sequence
For R0 6= R ∈ R+m,n, we can perform two operations on R by:
L(R) = (R \ {0} ∪ {m+ n})−min(R \ {0}); (5)
R(R) = R \ {maxR} ∪ {maxR−m− n}; (6)
The following result is an easy exercise.
Lemma 17. For R0 6= R ∈ R+m,n, L(R) and R(R) are both in R+m,n.
The geometric meaning of the Dyck path R(R) is obtained by changing the highest
rank point (a, b) of D to (a+ 1, b− 1). This corresponds to removing a square from the
corresponding Dyck path D, so
area(D) = area(R(D)) + 1.
Repeatedly applying the R operation to R will finally give R0. So we can obtain by
induction that
area(D) =
1
m+ n
(
m+n∑
i=1
ri −
(
m+ n
2
))
.
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The geometric meaning of L(D) is similar to R(D), but work on the rank complement
of D. They are related by L(D) = c ◦ R ◦ c(D). It follows that
area(c(L(D))) = area(c ◦ L ◦ c ◦ c(D) = area(R(c(D))) = area(c(D))− 1.
Iterating this formula gives
area(c ◦ Lk(D)) = area(c(D))− k. (7)
The position δ = δ(D) = |R(D) ∩ {0, 1, . . . ,m + n}| was used in [4]. We also use δ
but we find it better to use the key position defined by key(D) = key(R) = |S(D) ∩
{0, . . . ,m + n}| by observing that δ is between the key(D)-th S and the key(D) + 1-st
S. We have the following result.
Lemma 18. Suppose σ is the SW-sequence of R ∈ Rm,n and σL is the SW-sequence of
L(R). Let s = σ−1(W1) and δ = δ(R). Then
i) R can be recovered from the pair (L(R), σ) by R = (r2 + L(R)) \ {m+ n} ∪ {0},
where n− r2 is equal to the s− 1-st smallest element of L(R).
ii) σL is obtained from σ by inserting a W after Skey(R), same as after σδ, and then
removing σs = W .
iii) σ is obtained from σL by removing σLδ = W and and then inserting a W after
σs−1.
Proof. Let r = sort(R), L(r) = sort(L(R)). By assumption, σs = W1 and rδ < m+n <
rδ+1, then
rL = L(r) = (0 = r2 − r2, r3 − r2, . . . , rδ − r2,m+ n− r2, rδ+1 − r2, . . . , rm+n − r2).
Clearly, we have rLs−1 = rs − r2 = n− r2.
i) r can be reconstructed from the triple (rL, s, t) by the formula:
r = (0, rL1 + r2, . . . , r
L
δ−1 + r2, r
L
δ+1 + r2, . . . , r
L
m+n + r2), where r2 = n− rLs−1. (8)
But with (rL, σ), we have: s = σ−1(W ) and δ is the position of rLs−1 +m in r
L.
ii) We discuss by cases: a) If i > 1 and ri ∈ S(R) then ri +m = rj for some j > i. It
follows that ri − r2 +m = rj − r2, so that ri − r2 ∈ S(L(R)); b) If j 6= s and rj ∈ W (R)
then rj − n = ri for some 1 6= i < j. It follows that rj − r2 − n = ri − r2, so that
rj − r2 ∈ W (L(R)); c) rs − r2 ∈ S(L(R)) since rs − r2 + m = m + n− r2 ∈ r(L(R)); d)
m+ n− r2 ∈ W (L(R)) since m+ n− r2 − n = m− r2 ∈ r(L(R)).
Therefore, the SW-sequence σL is obtained from σ by inserting a W after σδ, changing
σs = W to S, and finally removing σ1. This is equivalent to the description in the lemma,
since σi = S for i = 1, 2, . . . , s− 1.
iii) Follows directly from part ii).
Corollary 19. If for every D ∈ Dm,n, the number key(D) can be uniquely determined
by σ(D), then the Φ map is invertible.
Proof. We prove the injectivity of Φ by induction on area(c(D)). The bijectivity then
follows since Φ is a map from Dm,n to itself.
The base case is σ(R0) = S
nWm, as discussed in Example 9. If there is a D such that
σ(D) = σ, then area(c(L(D))) = area(c(D)) − 1. By induction rL can be constructed
from σL, which can be constructed from σ and key(D) by Lemma 18. Then R can be
constructed from (rL, σ), again by Lemma 18.
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From the above proof, we see a possible approach for inverting the sweep map by
searching all possible values of δ. The correct δ will gives rise the desired rank set
R. Because we need to guess in each of the area(c(D)) recursive steps, we are indeed
searching (roughly) through an (m + n)-ary tree of depth area(c(D)). Using key(D)
is better, since there are only n possible value of key(D), corresponding to the n S’s.
Searching through an n-ary tree is still not a good strategy. Using Lemma 13 may
sharply narrow down the searchs.
5. The ReciPhi Algorithm for inverting the sweep map
We start by combining Corollary 19 and Theorem 16 to recover Theorem 3 for the
Fuss case m = km± 1. Indeed, we have a simple recursive algorithm as follows.
The FussiPhi Algorithm.
Input: A coprime pair (m,n) with m = kn± 1, k ≥ 1; An SW-sequence σ ∈ Dm,n.
Output: A rank sequence r compatible with σ.
(1) If σ = SnWm, then output r = (0, 1, . . . ,m+ n− 1).
(2) Find by Lemma 13 the position s of n and position δ of m+ n, i.e., rs = n, rδ <
m+ n < rδ+1.
(3) Let σL be obtained from σ by inserting a W after σδ and then removing σs = W .
Recursively construct rL = r(σL). Output r using Lemma 18 for (rL, σ).
Example 20. We illustrate the FussiPhi algorithm by redoing Example 12. Recall that
(m,n) = (11, 5).[
σ
r
]
=
[
S1 S2 W1 S3 S4 W2 S5 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 5 10 15
]
,
where the partial ranks are computed by Remark 15. Thus s = 3, δ = σ−1(W8), so[
σ′
r′
]
=
[
S1 S2 S3 S4 W1 S5 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 5 10 15
]
.
Similarly s′ = 5, and δ′ = σ−1(W10). Thus[
σ′′
r′′
]
=
[
S1 S2 S3 S4 S5 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
]
.
Now adding all the ranks by 5− 3 = 2, removing m+ n and adding 0 gives back[
σ′
r′
]
=
[
S1 S2 S3 S4 W1 S5 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 2 3 4 5 6 7 8 9 10 11 12 13 14 15 17
]
.
Now adding all the ranks by 5− 2 = 3, removing m+ n and adding 0 gives back[
σ
r
]
=
[
S1 S2 W1 S3 S4 W2 S5 W3 W4 W5 W6 W7 W8 W9 W10 W11
0 3 5 6 7 8 9 10 11 12 13 14 15 17 18 20
]
.
Now we are ready to give:
The ReciPhi Algorithm for m = kn+ d, k ≥ 1, 1 ≤ d < n.
Input: A coprime pair (m,n) as above ; An SW-sequence σ ∈ Dm,n.
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Output: Determine the existence of the rank sequence r compatible with σ. Output r
if exists.
(1) If σ = SnWm, then output r = (0, 1, . . . ,m+ n− 1).
(2) Find by Lemma 13 the position s of n and position a of kn+n, i.e., rs = n, ra =
kn + n. Let C = {c : a < σ−1(Sc+1) and σ−1(Sc) < a + d}, where we set
σ−1(Sn+1) = m+ n+ 1.
(3) For each c ∈ C as a candidate of key(R), define the interval Ic to be Ic =
[σ−1(Sc), σ−1(Sc+1)−1]. Let σ′ be obtained from σ by inserting a W after Sc and
then removing σs = W . If σ
′ 6= σ then recursively construct r′ = r(σ′). Find the
position δ so that r′δ = r
′
s−1 +m. If σ
′
δ = W and δ ∈ Ic then σ′ is the desired σL.
Output r using Lemma 18.
(4) If no r can be found in Step 3, then there is no r compatible with σ.
Justification of the ReciPhi Algorithm. Assume the existence of r. Step 1 is trivial.
Step 2 is to determine the possible position δ of m+ n, i.e., rδ < m+ n < rδ+1. Since
ra = kn+ n and r is a strictly increasing sequence, ra+d ≥ ra + d = kn+ n+ d = m+ n,
where the equality can not hold since m + n 6∈ r. It follows that the δ must satisfy the
condition a ≤ δ ≤ a+ d− 1. That is, δ ∈ Ic for some c ∈ C.
In Step 3, for each candidate c ∈ C of key(R), we try to construct r using δ ∈ Ic. The
σ′ is just the σL constructed by Lemma 18 from (σ, s, δ), which are same for all δ ∈ Ic.
Lemma 18 also applies to give the position of δ by r′t = r
′
s−1 + m. If this δ matches the
condition δ ∈ Ic, then Lemma 18 says that the r constructed from (r′, σ) is compatible
with σ.
In Step 4, since all candidates fail, there is no r compatible with σ.
The complexity of the ReciPhi Algorithm:
If σ(D) = σ, then the search tree has depth area(c(D)). Each node has at most d
children corresponding to the choices of δ. In the worst case, we need to search a d-array
tree of depth area(c(D)). In practice, the algorithm uses key(D) instead of δ, which may
significantly reduce the number of children. The Maple implementation of this algorithm
is pretty fast when d is small.
Examples for illustrating the ReciPhi algorithm is too lengthy to be presented here,
so we omit it.
6. Concluding remark
The Φ map only takes O(m + n)2 time, mostly for sorting. It is hard to believe that
inverting it is so hard. Can we find a polynomial time algorithm for inverting Φ? At
least we have presented a polynomial time algorithm for the Fuss cases.
The author believes that the rank set should play the leading role for inverting the
sweep map. The walk on the rank set R for coprime (m,n) is simply a closed circle of
length m + n. If m and n are not coprime, then the walk will be a Eulerian tour, as
described in [9] in the study of many statistics on partitions. The Eulerian tour was used
to study the h-statistic, which is just the dinv statistic when restricted to (m,n)-Dyck
paths.
Finding the EN-sequence ρ is a good strategy for inverting Φ. Since rev(ρ)|E=d,N=u ∈
Dm,n, it is natural to define the χ map on Dm,n by χ(σ) = rev(ρ). Lemma 6 is equivalent
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to saying that χ = Φ ◦ c ◦ Φ−1 when assuming Φ is invertible. Since c is an involution,
so is the χ map. Indeed χ is an area preserving involution [4, Proposition 6.9]. The
EN-sequence for the m = n + 1 case is particularly nice: Removing the final W in σ,
and removing the first E in ρ, one will see the similarity of the resulting sequence. For
example: If (m,n) = (5, 4) and R = (0, 4, 5, 8, 10, 11, 12, 15, 16), then the shifted SW-
and EN-sequence is given by[
S W S W S S W W W
E E N E N E E N N
]
.
This pattern is always true. See [4, Theorem 7.2]. It is natural to hope for a similar
result for the Fuss case. We discovered the χ map independently, and found a desired
solution for the Fuss case. This will appear in an upcoming paper [5].
The main objective of this paper is to introduce the ReciPhi algorithm, which seems
to be the first efficient algorithm inverting the Φ map. However, the algorithm does not
perform well when d is large, so different technique should be developed for large d. A
similar argument as for m = kn− 1 might work when n− d is small.
It is still hard to prove that Φ is a bijection even when m = n + 2 with n odd.
The major problem is that the recursion requires some property of L(R), which is little
known.
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