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THE ENRICHED VIETORIS MONAD ON REPRESENTABLE SPACES
DIRK HOFMANN
Abstract. Employing a formal analogy between ordered sets and topological spaces, over
the past years we have investigated a notion of cocompleteness for topological, approach and
other kind of spaces. In this new context, the down-set monad becomes the filter monad,
cocomplete ordered set translates to continuous lattice, distributivity means disconnectedness,
and so on. Curiously, the dual(?) notion of completeness does not behave as the mirror image
of the one of cocompleteness; and in this paper we have a closer look at complete spaces. In
particular, we construct the “up-set monad” on representable spaces (in the sense of L. Nachbin
for topological spaces, respectively C. Hermida for multicategories); we show that this monad is
of Kock-Zo¨berlein type; we introduce and study a notion of weighted limit similar to the classical
notion for enriched categories; and we describe the Kleisli category of our “up-set monad”. We
emphasize that these generic categorical notions and results can be indeed connected to more
“classical” topology: for topological spaces, the “up-set monad” becomes the lower Vietoris
monad, and the statement “X is totally cocomplete if and only if Xop is totally complete”
specialises to O. Wyler’s characterisation of the algebras of the Vietoris monad on compact
Hausdorff spaces.
Introduction
In this paper we continue the work presented in [Hofmann, 2011] on “injective spaces via
adjunction” whose fundamental aspect can be described by the slogan topological spaces are
categories, and therefore can be studied using notions and techniques from (enriched) Category
Theory. The use of the word “continue” here is slightly misleading as we do not follow directly
the path of [Hofmann, 2011] but rather develop “the second aspect” of this theory. To explain
this better, recall that an order relation on a set X defines a monotone map of type
Xop ×X → 2,
and from that one obtains the two Yoneda embeddings
X → 2Xop =: PX and X → (2X)op =: V X.
Furthermore, both PX and V X are part of monads P andV on Ord (the category of ordered sets
and monotone maps) with Eilenberg–Moore categories OrdP ' Sup (the category of complete
lattices and sup-preserving maps) and OrdV ' Inf (the category of complete lattices and inf-
preserving maps) respectively. One has full embeddings
OrdP → OrdP and OrdV → OrdV
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2 DIRK HOFMANN
from the Kleisli categories into the Eilenberg–Moore categories, and from that one obtains an
equivalence (see [Rosebrugh and Wood, 1994, 2004])
kar(OrdP) ' CCDsup and kar(OrdV) ' CCDinf
between the idempotent split completion of the Kleisli categories on one side and the categories
of completely distributive complete lattice and sup-preserving, respectively inf-preserving, maps
on the other. These equivalences restrict to
OrdP ' Talsup and OrdV ' Talinf ,
where “Tal” stands for totally algebraic lattice. Finally, having both sides restricted to adjoint
morphisms leads to the equivalence
Ordop ' Tal
between the dual category of Ord and the category Tal of totally algebraic lattices and sup- and
inf-preserving maps.
In [Hofmann, 2011, 2013] and [Clementino and Hofmann, 2009b] we followed the path on
the left described above, but now with geometric objects like topological or approach spaces
in lieu of ordered sets (the latter representing “metric” topological spaces, see [Lowen, 1997]).
To illustrate this analogy, note that the ultrafilter convergence of a topological space defines a
continuous map
(UX)op ×X → 2
(where 2 is the Sierpin´ski space and (UX)op is explained in Section 2). Moreover, the space
(UX)op turns out to be exponentiable, therefore we obtain the Yoneda embedding
yX : X → 2(UX)
op
=: PX.
The “story of cocompleteness” can now be told almost as for ordered sets, and we refer to the
above-mentioned papers for detailed information. However, in contrast to the ordered case, the
subsequent development of the right side cannot be seen as the dual image of the left side; and
it is the aim of this work to explore this path.
The paper is organised as follows.
• In Section 1 we describe our general framework, namely that of a topological theory
T = (T,V, ξ) (see [Hofmann, 2007]) consisting of a monad T = (T, e,m) on Set, a
quantale V and a T-algebra structure ξ : TV → V on V. The associated notion of T-
category embodies several types of spaces such as topological, metric or approach spaces,
and together with T-functors and T-distributors defines the categories T-Cat and T-Dist
respectively. We recall succinctly the main constructions and results, in particular that
core-compactness implies tensor-exponentiability. In this context, for topological spaces
we give a variation of Alexander’s Subbase Lemma for core-compactness using a simple
convergence-theoretic argument (Example 1.9).
• Section 2 is devoted to the important notion of representable T-categories (Definition
2.5) defined as precisely the pseudo-algebras for a natural lifting of the Set-monad T to
a monad of Kock-Zo¨berlein type on T-Cat. We also introduce the concept of a dualisable
T-graph (Definition 2.11). Our interest in representable T-categories derives from the
fact that these are precisely those T-categories for which the associated dual T-graph
is a T-category (Definition 2.13 and Proposition 2.15). For topological T0-spaces, the
concept of representability specialises to the classical notion of a stably compact space
which is closely related to L. Nachbin’s ordered compact Hausdorff spaces.
• In Section 3 we recall the principal facts about weighted colimits and cocomplete T-
categories obtained in [Hofmann, 2011] and [Clementino and Hofmann, 2009b]. We
stress that, unlike the classical case of enriched categories, here it is necessary to consider
weights with arbitrary codomain, not just the one-element category G. Compared to
previous work we change notation and use the designation “totally cocomplete” for a
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T-category admitting all weigthed colimits, and say that a T-category is “cocomplete”
whenever it has all those weighted colimits where the codomain of the weight is G.
• From Section 4 on we assume that our monad T = (T, e,m) satisfies T1 = 1. In this
section we show that the exponential VX is always a dualisable T-graph and, in the
topological case, its dual (2X)op turns out to be the lower Vietoris topological space.
We point out how this can be used to deduce the classical characterisation of exponen-
tiable topological spaces as precisely the core-compact ones (Example 4.3). The main
results of this section state that the construction X 7→ (VX)op =: V X leads to a monad
V = (V, h ,w) of Kock-Zo¨berlein type on both T-Cat and T-ReprCat (the category of
representable T-categories and pseudo-homomorphisms), see Theorem 4.19.
• In Section 5 we analyse the notion of weighted limit in T-categories.
• Section 6 lifts the classical adjunction between “up-sets” and “down-sets” (see [Wood,
2004, Section 5]) into the realm of T-categories.
• In Section 7 we introduce totally complete T-categories and show that they are precisely
the duals of totally cocomplete T-categories (Theorem 7.4 and Examples 7.6).
• Finally, in Section 8 we give a characterisation of the morphisms of the Kleisli category
T-ReprCatV of V. We also observe how the notion of an Esakia space arises naturally
in this context via splitting idempotents of the full subcategory of T-ReprCatV defined
by all T-algebras. We find it worthwhile to mention that this implies in particular
that the category Heyt⊥,∨ of Heyting algebras and finite suprema preserving maps is
the idempotent split completion of the category Bool⊥,∨ of Boolean algebras and finite
suprema preserving maps (Example 8.11).
1. The setting
In this paper we will work with T-categories, T-functors and T-distributors, for a (strict)
topological theory T. Below we recall some of the main facts and refer to [Hofmann, 2007],
[Hofmann, 2011] and [Clementino and Hofmann, 2009b] for details.
Definition 1.1. A topological theory T = (T,V, ξ) consists of:
(1) a monad T = (T, e,m) on Set (with multiplication m and unit e),
(2) a commutative and unital quantale V = (V,⊗, k),
(3) a function ξ : TV → V,
such that
(a) T preserves weak pullbacks and each naturality square of m is a weak pullback,
(b) the pair (V, ξ) is an Eilenberg–Moore algebra for T and the monoid structure on V
in (Set,×, 1) lifts to a monoid structure on (V, ξ) in (SetT,×, 1), that is, the following
diagrams have to commute:
T (V × V) T (−⊗−) //
〈ξ·Tpi1,ξ·Tpi2〉

TV
ξ

T1
!

T (k)
oo
V × V −⊗− // V 1,koo
(c) writing PV : Set → Ord for the functor that sends a function f : X → Y to the left
adjoint of the “inverse image” function f−1 : VY → VX , ϕ 7→ ϕ·f (where VX is the set of
functions from X to V, with pointwise order), the functions ξX : V X → V TX , f 7→ ξ ·Tf
(for X in Set) are the components of a natural transformation (ξX)X : PV → PVT .
Remark 1.2. As shown in [Hofmann, 2007, Lemma 3.2], the internal hom in V defined by
x⊗ y ≤ z ⇐⇒ x ≤ hom(y, z)
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automatically satisfies
T (V × V) T (hom) //
〈ξ·Tpi1,ξ·Tpi2〉

≥
TV
ξ

V × V
hom
// V.
Remark 1.3. Our notation differs here from [Hofmann, 2007] where ξ is only assumed to be a lax
Eilenberg–Moore structure on V and the diagrams in (b) are only required to commute laxly. A
theory satisfying the stronger conditions above is called strict topological theory there. However,
in this paper all theories are assumed to be strict, therefore we simply use the term “topological
theory”.
Throughout this paper we will assume that a topological theory T = (T,V, ξ) is given. More-
over, we will always assume that V is non-trivial, that is, ⊥ 6= k. Consequently, since V is
assumed to be a T-algebra, the monad T must be non-trivial. We recall here that there are two
trivial monads T = (T, e,m) on Set: one with TX = 1 for every set X, and one with TX = 1
for every non-empty set and T∅ = ∅. A monad T = (T, e,m) different from these two is called
non-trivial. For a non-trivial monad, T is faithful and e is point-wise injective (see [Manes,
1976], for instance).
Our leading examples are the following:
Examples 1.4.
(1) For any quantale V we can consider the theory whose monad-part is the identity monad
on Set and where ξ : V → V is the identity function. We write this trivial topological
theory as IV or simply as I.
(2) Let V be the 2-element chain 2, and consider the ultrafilter monad U = (U, e,m) on Set.
This together with the “identity” function ξ : U2 → 2 is a topological theory which we
denote by U2.
(3) More general, for a non-trivial monad T = (T, e,m) on Set where T preserves weak
pullbacks and each naturality square of m is a weak pullback and every completely
distributive complete lattice V (considering ⊗ = ∧ and k = >), (T,V, ξ) is a topological
theory where
ξ : TV → V, x 7→
∨
{v ∈ V | x ∈ T (↑v)}.
(4) In particular, for the ultrafilter monad U = (U, e,m) on Set and the complete lattice
[0,∞] ordered by the “greater or equal” relation ≥ (so that the infimum of two numbers
is there maximum and the supremum of S ⊆ [0,∞] is given by inf S), we write P∧ =
([0,∞],max, 0) for the corresponding quantale and UP∧ = (U,P∧ , ξ) for the corresponding
theory where
ξ : U([0,∞])→ [0,∞], x 7→ inf{v ∈ [0,∞] | [0, v] ∈ x}.
Also note that
hom(u, v) =
{
0 if u ≥ v,
v otherwise
in P∧ .
(5) Let V be the quantale P+ = ([0,∞],+, 0) of extended non-negative real numbers ordered
by the “greater or equal” relation (see [Lawvere, 1973]), and consider again the ultrafilter
monad U = (U, e,m) on Set. Together with the function ξ : U([0,∞])→ [0,∞] as above
this makes up a topological theory, denoted as UP+ . For later use we record here that
the internal hom of the quantale P+ is given by truncated minus:
hom(u, v) = v 	 u := max{v − u, 0}.
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(6) For any quantale V, the word monad L = (L, e,m) on Set together with the function
ξ : L(V)→ V, (v1, . . . , vn) 7→ v1 ⊗ . . .⊗ vn, ( ) 7→ k
determine a topological theory.
Since some of our principal examples involve the ultrafilter monad, we note here two important
results.
Proposition 1.5. Let X be a set, f a filter and j an ideal on X with f ∩ j = ∅. Then there
exists an ultrafilter x on X with f ⊆ x and x ∩ j = ∅.
Proof. See [Stone, 1938, Theorem 6], for instance. 
Theorem 1.6 ([Manes, 1969]). The Eilenberg–Moore category SetU of the ultrafilter monad on
Set is equivalent to the category CompHaus of compact Hausdorff spaces and continuous maps.
Every topological theory allows for a number of constructions and definitions which were
succinctly recalled in [Clementino and Hofmann, 2009b]. Below we give a slightly revised version
of [Clementino and Hofmann, 2009b, Section 1].
I. The quantaloid V-Rel (see [Betti et al., 1983]) has sets as objects, and a morphism r : X−→7 Y
from X to Y is a V-relation r : X×Y → V (also called V-matrix). The composition of V-relations
r : X−→7 Y and s : Y−→7 Z is defined as matrix multiplication
s · r(x, z) =
∨
y∈Y
r(x, y)⊗ s(y, z),
and the identity arrow 1X : X−→7 X is the V-relation which sends all diagonal elements (x, x) to
k and all other elements to the bottom element ⊥ of V. The set V-Rel(X,Y ) of all V-relations
from X to Y becomes a complete ordered set by putting
r ≤ r′ whenever ∀x ∈ X ∀y ∈ Y . r(x, y) ≤ r′(x, y),
for V-relations r, r′ : X−→7 Y ; composition from either side preserves this order.
The category V-Rel has an involution (r : X−→7 Y ) 7→ (r◦ : Y−→7 X) where r◦(y, x) = r(x, y),
satisfying
1◦X = 1X , (s · r)◦ = r◦ · s◦, r◦◦ = r,
as well as r◦ ≤ s◦ whenever r ≤ s. Furthermore, there is a faithful functor
Set→ V-Rel, (f : X → Y ) 7→ (f : X−→7 Y )
sending a map f : X → Y to its graph f : X−→7 Y defined by
f(x, y) =
{
k if f(x) = y,
⊥ else.
In the sequel we will not distinguish between the function f and the V-relation f and simply
write f : X → Y . We also note that f a f◦ in the quantaloid V-Rel.
Let t : X−→7 Z be a V-relation. The composition functions
− · t : V-Rel(Z, Y )→ V-Rel(X,Y ) and t · − : V-Rel(Y,X)→ V-Rel(Y,Z).
preserve suprema and therefore have respective right adjoints
(−) •− t : V-Rel(X,Y )→ V-Rel(Z, Y ) and t −• (−) : V-Rel(Y, Z)→ V-Rel(Y,X).
Here, for V-relations r : X−→7 Y and s : Y−→7 Z,
(r •− t)(z, y) =
∧
x∈X
hom(t(x, z), r(x, y)) (t −• s)(y, x) =
∧
z∈Z
hom(t(x, z), s(y, z)).
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We call r •− t the extension of r along t, and t −• s the lifting of r along t. We note here that,
for V-distributors ϕ : A−→◦ X, β : Y−→◦ X and α : Z−→◦ Y where α is left adjoint, one easily
establishes
ϕ −• (β · α) = (ϕ −• β) · α; (1)
which actually holds in any quantaloid (see [Hofmann, 2011, Lemma 1.8], for instance).
II. The Set-functor T extends to a 2-functor Tξ : V-Rel→ V-Rel. To each V-relation r : X×Y →
V, Tξ assigns the V-relation Tξr : TX × TY → V such that, for every map s : TX × TY → V,
ξ · Tr ≤ s · 〈Tpi1, Tpi2〉 ⇐⇒ Tξr ≤ s :
TX × TY
Tξr
""
≤
T (X × Y )
〈Tpi1,Tpi2〉
OO
ξ·Tr
// V
In other words, regarding TX, TY and TX × TY as discrete ordered sets, Tξr is the left Kan
extension in Ord of ξ · Tr along 〈Tpi1, Tpi2〉. Hence, for x ∈ TX and y ∈ TY ,
Tξr(x, y) =
∨{
ξ · Tr(w)
∣∣∣ w ∈ T (X × Y ), Tpi1(w) = x, Tpi2(w) = y} .
The 2-functor Tξ preserves the involution in the sense that Tξ(r
◦) = Tξ(r)◦ (and we write Tξr◦)
for each V-relation r : X−→7 Y , m becomes a natural transformation m : TξTξ → Tξ and e an
op-lax natural transformation e : 1→ Tξ, that is, eY · r ≤ Tξr · eX for all r : X−→7 Y in V-Rel.
For T = U2, the extension above coincides with the one given in [Barr, 1970]; and for T = UP+
and T = UP∧ one obtains
Uξr(x, y) = sup
A∈x,B∈y
inf
x∈A,y∈B
r(x, y)
for all r : X−→7 Y , x ∈ UX and y ∈ UY (see also [Clementino and Tholen, 2003]).
Different methods for extending Set-functors to Rel can be found in [Seal, 2005; Schubert and
Seal, 2008; Seal, 2009].
III. V-relations of the form α : TX−→7 Y , called T-relations and denoted by α : X −⇀7 Y , will
play an important role here. Given two T-relations α : X −⇀7 Y and β : Y −⇀7 Z, their Kleisli
convolution β ◦ α : X −⇀7 Z is defined as
β ◦ α = β · Tξα ·m◦X .
This operation is associative and has the T-relation e◦X : X −⇀7 X as a lax identity:
a ◦ e◦X = a and e◦Y ◦ a ≥ a,
for any a : X −⇀7 Y .
IV. Those T-relations satisfying the usual unit and composition axioms of a category define
T-categories: a T-category is a pair (X, a) consisting of a set X and a T-relation a : X −⇀7 X on
X such that
e◦X ≤ a and a ◦ a ≤ a.
Expressed elementwise, these conditions become
k ≤ a(eX(x), x) and Tξa(X, x)⊗ a(x, x) ≤ a(mX(X), x)
for all X ∈ TTX, x ∈ TX and x ∈ X. We refer to the first condition as reflexivity and to the
second one as transitivity. A function f : X → Y between T-categories (X, a) and (Y, b) is a
T-functor if f · a ≤ b · Tf , which in pointwise notation reads as
a(x, x) ≤ b(Tf(x), f(x))
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for all x ∈ TX, x ∈ X. The category of T-categories and T-functors is denoted by
T-Cat.
If T = IV is an identity theory, for a quantale V, then a T-category is just a V-category and
T-functor means V-functor (in the sense of [Eilenberg and Kelly, 1966]). Therefore we write
V-category instead of IV -category, V-functor instead of IV -functor, and
V-Cat
instead of IV -Cat. We also recall that 2-Cat ' Ord, P+-Cat ' Met (the category of generalised
metric spaces and non-expansive maps, see [Lawvere, 1973]) and P∧-Cat ' UMet (the category
of generalised ultrametric spaces and non-expansive maps). Our principal examples are the
ultrafilter theories U2 and UP+ : the main result of [Barr, 1970] states that U2-Cat is isomorphic
to the category Top of topological spaces and continuous maps, and in [Clementino and Hofmann,
2003] it is shown that UP+ -Cat is isomorphic to the category App of approach spaces and non-
expansive maps [Lowen, 1989] (regarding notation and results about approach spaces we refer
to [Lowen, 1997]). The category UP∧ -Cat can be identified with the full subcategory UApp of
App defined by all those approach spaces (X, a) which satisfy
max(Uξa(X, x), a(x, x)) ≥ a(mX(X), x),
for all X ∈ UUX, x ∈ UX and x ∈ X. In the sequel we always refer to these presentations when
talking about Ord, Met, UMet, Top, App or UApp.
V. The forgetful functor T-Cat → Set, (X, a) 7→ X is topological, hence it has a left and
a right adjoint. In particular, the free T-category on a set X is given by (X, e◦X). The T-
category G = (1, e◦1) is a generator in T-Cat. Furthermore, there is a canonical forgetful functor
T-Cat → V-Cat, commuting with the forgetful functors to Set, which sends a T-category (X, a)
to the V-category (X, a0) where a0 = a · eX ; and T-Cat → V-Cat has a concrete left adjoint
which sends a V-category (X, c) to (X, e◦X · Tξc).
VI. A T-relation ϕ : X −⇀7 Y between T-categories X = (X, a) and Y = (Y, b) is a T-distributor,
denoted as ϕ : X −⇀◦ Y , if ϕ ◦ a ≤ ϕ and b ◦ ϕ ≤ ϕ. Note that we always have ϕ ◦ a ≥ ϕ and
b ◦ ϕ ≥ ϕ, so that the T-distributor conditions above are in fact equalities. T-categories and
T-distributors form a 2-category, denoted by
T-Dist,
with Kleisli convolution as composition and with the 2-categorical structure inherited from V-Rel.
The identity in T-Dist on a T-category X = (X, a) is given by a : X −⇀◦ X. As before, we write
V-Dist
whenever T = IV is an identity theory, and use ϕ : X−→◦ Y instead of ϕ : X −⇀◦ Y in this case.
VII. Each T-functor f : (X, a)→ (Y, b) induces an adjunction
f~ a f~
in T-Dist, with f~ : X −⇀◦ Y and f~ : Y −⇀◦ X defined as f~ = b ·Tf and f~ = f◦ ·b respectively.
In fact, these assignments define functors
(−)~ : T-Cat→ T-Dist and (−)~ : T-Catop → T-Dist,
where X~ = X = X~. More generally, the definition of f~ and of f~ makes sense for any
map f : X → Y between T-categories, not just for T-functors; but then f~ : X −⇀7 Y and
f~ : Y −⇀7 X are in general only T-relations. However:
f is a T-functor ⇐⇒ f~ is a T-distributor ⇐⇒ f~ is a T-distributor. (2)
A T-functor f : (X, a) → (Y, b) is called fully faithful if f~ ◦ f~ = 1~X . Note that f is fully
faithful if and only if, for all x ∈ TX and x ∈ X, a(x, x) = b(Tf(x), f(x)).
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For a V-functor f : X → Y we will, however, use the traditional notation f∗ : X−→◦ Y and f∗ :
Y−→◦ X. This distinction is convenient since at some occasions we will consider simultaneously
the T-distributor f~ : (X, a)−⇀◦ (Y, b) (induced by the T-functor f : (X, a) → (Y, b)) and the
V-distributor f∗ : (X, a0)−→◦ (Y, b0) (induced by the underlying V-functor f : (X, a0)→ (Y, b0)).
The category T-Cat becomes a 2-category by transporting the order-structure on hom-sets from
T-Dist to T-Cat via the functor (−)~ : T-Catop → T-Dist: for T-functors f, g : (X, a)→ (Y, b) we
define (see [Hofmann and Tholen, 2010, Lemma 4.7])
f ≤ g in T-Cat :⇐⇒ f~ ≤ g~ in T-Dist ⇐⇒ g~ ≤ f~ in T-Dist
⇐⇒ ∀x ∈ X . k ≤ b0(f(x), g(x))
⇐⇒ f∗ ≤ g∗ in V-Dist ⇐⇒ g∗ ≤ f∗ in V-Dist.
We call f, g : X → Y equivalent, and write f ' g, if f ≤ g and g ≤ f . Hence, f ' g if and
only if f~ = g~ if and only if f~ = g~. A T-category X is called separated (see [Hofmann and
Tholen, 2010] for details) whenever f ' g implies f = g, for all T-functors f, g : Y → X with
codomain X. One easily verifies that it is enough to consider the case Y = G, so that X is
separated if and only if the ordered set T-Cat(G,X) is anti-symmetric. The full subcategory of
T-Cat consisting of all separated T-categories is denoted by
T-Catsep.
The 2-categorical structure on T-Cat allows us to consider adjoint T-functors: a T-functor f :
X → Y is left adjoint if there exists a T-functor g : Y → X such that 1X ≤ g · f and 1Y ≥ f · g.
Considering the corresponding T-distributors, f is left adjoint to g in T-Cat if and only if g~ a f~
in T-Dist, that is, if and only if f~ = g~.
VIII. For a T-distributor α : X −⇀◦ Y , the composition function − ◦ α has a right adjoint
(−) ◦ α a (−) ◦− α
where, for a given T-distributor γ : X −⇀◦ Z, the extension γ ◦− α : Y −⇀◦ Z is constructed in
V-Rel as the extension γ ◦− α = γ •− (Tξα ·m◦X).
TX 
γ //
_m◦X

Z.
TTX
_Tξα

TY
K
EE
Unfortunately, in general liftings need not exist in T-Dist (see [Hofmann and Stubbe, 2011,
Example 1.7]).
IX. The tensor product on V can be transported to T-Cat by putting
(X, a)⊗ (Y, b) = (X × Y, c),
with
c(w, (x, y)) = a(Tpi1(w), x)⊗ b(Tpi2(w), y),
where w ∈ T (X × Y ), x ∈ X, y ∈ Y . The T-category E = (1, k) is a ⊗-neutral object, where 1
is a singleton set and k : T1 × 1 → V the constant relation with value k ∈ V. In general, this
construction does not result in a closed structure on T-Cat; however, it does so when defined in
the larger category T-Gph of T-graphs and T-graph morphisms. Here a T-graph (see [Clementino
et al., 2003]) is a pair (X, a) consisting of a set X and a V-relation a : TX ×X → V which is
only required to satisfy
k ≤ a(eX(x), x),
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for all x ∈ X; T-graph morphisms are defined as T-functors. There is an obvious full embedding
T-Cat ↪→ T-Gph.
For T-graphs X = (X, a) and Y = (Y, b), X ⊗ Y is defined as above, but now X ⊗− : T-Gph→
T-Gph has a right adjoint (−)X : T-Gph → T-Gph (see [Hofmann, 2007]) where the structure d
on
Y X = {f : X → Y | f is a T-functor of type G⊗X → Y }
is given by
d(p, h) =
∧
q∈T (Y X×X),x∈X
q 7→p
hom(a(Tpi2(q), x), b(T ev(q), h(x))).
Here ev denotes the evaluation map ev : Y X ×X → Y, (h, x) 7→ h(x). The following result can
be found in [Hofmann, 2007].
Proposition 1.7. Let X = (X, a) be a T-category with a · Tξa = a · mX . Then, for each T-
category Y , the structure d on Y X is transitive. Hence, X ⊗ − : T-Cat → T-Cat has a right
adjoint (−)X : T-Cat→ T-Cat. Moreover, for h, h′ ∈ Y X ,
d(eY X (h
′), h) =
∧
x∈X
b(eY (h
′(x)), h(x))).
Definition 1.8. A T-category X = (X, a) is called core-compact whenever a · Tξa = a ·mX .
Example 1.9. The designation “core-compact” is motivated by the case of topological spaces.
Classically, a topological space X with topology O is called core-compact whenever x ∈ U ∈ O
implies that there exists some V ∈ O with x ∈ V and V is relatively compact in U ; the latter
meaning that very open cover of U contains a finite sub-cover of V , or, equivalently, every
ultrafilter on V has a convergence point in U . It is shown in [Pisani, 1999] that X is core-
compact if and only if its convergence structure a : UX−→7 X satisfies a · Uξa = a · mX . We
find it worthwhile to note that the proof of the implication “core-compact ⇒ a · Uξa = a ·mX”
can be adapted to subbases, under a certain condition. More in detail, for a set X equipped
with a subset B of the powerset of X (no axioms required), if (X,B) is core-compact (defined as
for topological spaces), then the induced convergence a : UX−→7 X (defined as for topological
spaces) satisfies a ·Uξa = a ·mX provided that every ultrafilter has a smallest convergence point
with respect to the convergence a and the order relation a · eX . Since the topology induced by
B has the same convergence as B, one obtains a variation of Alexander’s Sub-Base Lemma: A
topological space where every ultrafilter has a smallest convergence point is core-compact if it is
core-compact with respect to a sub-basis. We will apply this principle in Example 4.3. We also
note that this argument works for any property of topological spaces which can be equivalently
expressed in terms of opens and in terms of ultrafilter convergence, without using the axioms of
a topology; in particular in the classical case of compactness.
2. Representable T-categories and dualisation
In [Clementino and Hofmann, 2009a] we introduced a notion of dual T-category as a crucial
step towards the Yoneda lemma and related results. The basic idea is to associate to a T-category
X a V-category MX which still contains all information about the T-categorical structure of
X, and then use the usual dualisation of V-categories. Later, in [Hofmann, 2013; Gutierres and
Hofmann, 2012], we noted already that this construction is closely related to Nachbin’s ordered
compact Hausdorff spaces [Nachbin, 1950] as presented in [Tholen, 2009]. In this section we
continue this path and introduce a class of T-categories (designated as representable T-categories)
which naturally admit a dual.
Recall from [Tholen, 2009] that the Set-monad T = (T, e,m) admits a natural extension to a
monad on V-Cat, in the sequel also denoted asT = (T, e,m). Here the functor T : V-Cat→ V-Cat
sends a V-category (X, a0) to (TX, Tξa0), and with this definition eX : X → TX and mX :
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TTX → TX become V-functors for each V-category X. We also note that T : V-Cat → V-Cat
is actually a 2-functor: if f∗ ≤ g∗, then (Tf)∗ = Tξ(f∗) ≤ Tξ(g∗) = (Tg)∗.
Eilenberg–Moore algebras for this monad can be described as triples (X, a0, α) where (X, a0)
is a V-category and (X,α) is an algebra for the Set-monad T such that α : T (X, a0)→ (X, a0)
is a V-functor. For T-algebras (X, a0, α) and (Y, b0, β), a map f : X → Y is a homomorphism
f : (X, a0, α)→ (Y, b0, β) precisely if f preserves both structures, that is, whenever f : (X, a0)→
(Y, b0) is a V-functor and f : (X,α) → (Y, β) is a T-homomorphism. Since the extension Tξ of
T commutes with the involution (−)◦, with (X, a0, α) also (X, a◦0, α) is a T-algebra.
Example 2.1. It follows from Remark 1.2 that, for every topological theory T = (T,V, ξ), the
internal hom in V combined with the T-algebra structure ξ induces the Eilenberg–Moore algebra
V = (V, hom, ξ).
For T = U2, an algebra for the ultrafilter monad U on Ord is an ordered compact Hausdorff
space as introduced in [Nachbin, 1950] (except that we do not assume anti-symmetry here). We
recall that these ordered compact Hausdorff spaces are traditionally defined as triples (X,≤,O)
where (X,≤) is an ordered set and O is a compact Hausdorff topology on X so that {(x, y) |
x ≤ y} is closed in X × X, but the latter requirement means precisely that the convergence
α : UX → X of O is monotone (see [Tholen, 2009]). A trivial but important example of an
ordered compact Hausdorff space is the two-element chain 2 = {0, 1} with the discrete topology.
We also note that, for an order relation ≤ on X,
x (Uξ≤) x′ ⇐⇒ ∀A ∈ x′ . ↓A ∈ x,
for all x, x′ ∈ UX.
For T = UP+ it seems natural to call an algebra for the ultrafilter monad U on Met a metric
compact Hausdorff space. The set [0,∞] equipped with the metric hom(u, v) = v 	 u becomes
a metric compact Hausdorff space P+ with the Euclidean compact Hausdorff topology whose
convergence is given by ξ : U [0,∞] → [0,∞] (see Example 1.4 (5)). Similarly, for T = UP∧ , we
call an algebra for the ultrafilter monad U on UMet an ultrametric compact Hausdorff space, and
[0,∞] becomes an ultrametric compact Hausdorff space where the metric is given by the internal
hom of P∧ (see Example 1.4 (4)) and the topology is again the Euclidean compact Hausdorff
topology.
There is a canonical functor
K : (V-Cat)T → T-Cat.
which associates to each X = (X, a0, α) in (V-Cat)T the T-category KX = (X, a) where a =
a0 · α. Note that (a0 · α)0 = a0, hence our notation remains consistent. The category (V-Cat)T
is actually a 2-category with the order relation on hom-sets inherited from V-Cat, and one
easily verifies that K is a 2-functor. Applying K to V = (V,hom, ξ) produces the T-category
V = (V, homξ) where
homξ : TV × V → V, (v, v) 7→ hom(ξ(v), v).
We note that V = (V, homξ) is separated since T-Cat(G,V) ' V in Ord.
The functor M : T-Cat→ V-Cat mentioned at the beginning of this section lifts to a functor
M : T-Cat→ (V-Cat)T sending (X, a) to (TX, Tξa ·m◦X ,mX). To see this, we have to show that
mX : (TTX, Tξ(Tξa ·m◦X))→ (TX, Tξa ·m◦X)
is a V-functor. In fact, from mX ·mTX = mX · TmX one obtains mTX · Tm◦X ≤ m◦X ·mX and
then
mX · TξTξa · Tm◦X ≤ Tξa ·mTX · Tm◦X ≤ Tξa ·m◦X ·mX .
Furthermore, one easily verifies that M is a 2-functor. We denote from now on the “original
functor M” going from T-Cat to V-Cat as M0 : T-Cat→ V-Cat.
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Examples 2.2. For a topological space X = (X, a), the order relation aˆ = Uξa ·m◦X is given by
x aˆ y whenever A ∈ y for every A ∈ x.
For an approach space X = (X, a), the metric aˆ = Uξa ·m◦X is given by
aˆ(x, y) = inf{ε | ∀A ∈ x . A(ε) ∈ y}.
Theorem 2.3. M : T-Cat→ (V-Cat)T is left adjoint to K : (V-Cat)T → T-Cat.
Proof. For every T-category X = (X, a), eX : X → KM(X) is a T-functor since
Tξa ·m◦X ·mX · TeX = Tξa ·m◦X ≥ Tξa · eTX ≥ eX · a,
and we obtain a natural transformation e : 1 → KM . Let now X = (X, a0, α) be in V-CatT.
Then α is a T-algebra homomorphism α : (TX,mX) → (X,α), and also a V-functor α :
(TX, Tξ(a0 · α) ·m◦X)→ (X, a0) since
α · Tξ(a0 · α) ·m◦X = α · Tξ(a0) · Tα ·m◦X ≤ a0 · α · Tα ·m◦X = a0 · α.
Clearly, for every f : X → Y in V-CatT where X = (X, a0, α) and Y = (Y, a0, β), the diagram
MK(X)
α //
Tf=MK(f)

X
f

MK(Y )
β
// Y
commutes, hence the family (α)(X,a0,α) is a natural transformation MK → 1. Finally, for (X, a)
in T-Cat and (Y, b0, β) ∈ V-CatT,
mX ·MeX = 1MX and β · eY = 1Y ;
and the assertion follows. 
Via the adjunction M a K one obtains a lifting of the Set-monad T = (T, e,m) to a monad
on T-Cat, also denoted as T = (T, e,m). Explicitly, T : T-Cat → T-Cat sends a T-category
X = (X, a) to (TX, Tξa ·m◦X ·mX). Moreover, eX : X → TX is fully faithful since e◦X · Tξa ·
m◦X ·mX · TeX = a.
Proposition 2.4. The monad T = (T, e,m) on T-Cat is of Kock-Zo¨berlein type.
Proof. We show that mX a eTX in T-Cat. By definition, mX · eTX = 1TX . To see k ≤
s(X, eTX ·mX(X)) for all X ∈ TTX, we show m◦X · e◦TX · s ≥ 1TTX (where s = Tξ(r ·mX) ·m◦TX
and r = Tξa ·m◦X) in V-Rel. In fact,
m◦X · e◦TX · Tξ(r ·mX) ·m◦TX = m◦X · r ·mX ≥ m◦X ·mX ≥ 1TTX . 
Since the monad T on T-Cat is of Kock-Zo¨berlein type, an algebra structure α : TX → X on
a T-category X is left adjoint to the unit eX : X → TX. However, unless X is separated, a left
adjoint α : TX → X to eX is in general only a pseudo-algebra structure on X, that is,
α · eX ' 1X and α · Tα ' α ·mX . (3)
Definition 2.5. We call a T-category X representable whenever eX : X → TX has a left adjoint
in T-Cat. A T-functor f : X → Y between representable T-categories X and Y , with left adjoint
α : TX → X and β : TY → Y respectively, is called a pseudo-homomorphism whenever
β · Tf ' f · α.
Of course, if Y is separated, then one has equality above. We denote the category of repre-
sentable T-categories and pseudo-homomorphism by
T-ReprCat,
and its full subcategory defined by the separated representable T-categories by T-ReprCatsep.
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Remark 2.6. We borrowed the designation “representable” from [Hermida, 2000] where the
notion of representable multicategory via a “monadic 2-adjuntion between the 2-category of strict
monoidal categories and that of multicategories” is introduced. In a nutshell, strict monoidal
categories are to multicategories what ordered compact Hausdorff spaces are to topological
spaces.
Remark 2.7. For a separated representable T-category X = (X, a), the left adjoint α : TX → X
to eX : X → TX is unique and actually the structure of a T-algebra on X. Therefore there is
a canonical forgetful functor T-ReprCatsep → SetT sending (X, a) to (X,α) which is part of an
adjunction
T-ReprCatsep >
((
hh Set
T
where the left adjoint SetT → T-ReprCatsep interprets the T-structure α on a set X as a T-
structure on X.
Proposition 2.8. The following assertions are equivalent, for a T-category X = (X, a).
(i) X is representable.
(ii) X is core-compact and there is a map α : TX → X such that a = a0 · α.
Proof. Assume first that X is representable. Then eX : X → TX has a left adjoint α : TX → X
in T-Cat which necessarily satisfies (3). Hence also α a eX in V-Cat, which gives (with aˆ =
Tξ ·m◦X)
a(x, x) = aˆ(x, eX(x)) = a0(α(x), x),
and then we calculate a0 · α ·mX = a0 · α · Tα ≤ a0 · α · Tξ(a0 · α). Conversely, assume now (ii).
Then e~X = e
◦
X · Tξa ·m◦X ·mX = a ·mX and α~ = a · Tα = a · Tξa0 · Tα = a · Tξa = a ·mX ,
hence α is a T-functor and α a eX in T-Cat. 
The following result is easy to prove.
Lemma 2.9. Let (X, a), (Y, b) be representable T-categories with left adjoints α : TX → X and
β : TY → Y respectively, and let f : X → Y be a map. Then f is a T-functor f : (X, a)→ (Y, b)
if and only if f : (X, a0)→ (Y, b0) is a V-functor and β · Tf(x) ≤ f · α(x), for all x ∈ TX.
We have the comparison functor
KT : (V-Cat)T → (T-Cat)T
which sends (X, a0, α) in (V-Cat)T to (X, a0 · α, α). Furthermore, the forgetful functor (−)0 :
T-Cat → V-Cat lifts to a functor (−)T0 : T-CatT → V-CatT since the identity map T (X0) →
(TX)0 is a V-functor, for each T-category X. Clearly, (KTX)T0 = X for every X in (V-Cat)T,
and for X = (X, a) in (T-Cat)T with Eilenberg–Moore structure α : TX → X one has a = a0 ·α
by Proposition 2.8. We conclude:
Theorem 2.10. (V-Cat)T ' (T-Cat)T.
The notion of pseudo-algebra was already lurking in the discussion above. In fact, just as for
algebras, every pseudo-algebra structure α : TX → X on a V-category X = (X, a0) gives rise
to the representable T-category (X, a0 ·α), and equivalent pseudo-algebra structures induce the
same T-category. Moreover, by Proposition 2.8, every representable T-category is of this form.
Our next aim is to introduce a concept of dual T-category which generalises the one for
V-categories.
Definition 2.11. A T-graph X = (X, a) is called dualisable whenever a0 = a · eX is transitive
and a = a0 · α, for some map α : TX → X.
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Every T-category (X, a) where a = a0 · α (for some map α : TX → X) is a dualisable T-
graph. Another important example will be provided by Lemma 4.1. For a dualisable T-graph
X = (X, a), we write X0 to denote its underlying V-category X0 = (X, a0). We consider TX as
a discrete V-category, so that α : TX → X0 is a V-functor. With this notation, a0 ·α = α∗ and,
if α∗ = a = β∗, also α∗ = β∗ and therefore
a◦0 · α = (α∗)◦ = (β∗)◦ = a◦0 · β.
Lemma 2.12. Let X = (X, a) be a dualisable T-graph. Then (X, a◦0 ·α) is a dualisable T-graph
as well, and the underlying V-category of (X, a◦0 · α) is (X0)op.
Proof. It suffices to show a◦0 = a◦0 · α · eX . From a = a0 · α we infer a0 = a0 · α · eX = (α · eX)∗,
hence a0 = (α · eX)∗ and therefore a◦0 = a◦0 · α · eX . 
Definition 2.13. Let X = (X, a) be a dualisable T-graph. Then the dual T-graph Xop of X is
Xop = (X, a◦0 · α).
By the discussion above, this definition is independent of the choice of α. Of course, the
dual of a V-category in the sense above is just the usual dual. Also note that, even if X is a
T-category, Xop need not be a T-category (see Proposition 2.15 below).
The following result is a variation of Lemma 2.9.
Lemma 2.14. For a (T,V)-functor f : (X, a) → (Y, b) between dualisable (T,V)-graphs with
a = a0 · α and b = b0 · β, the map f : X → Y also defines a (T,V)-functor fop : Xop → Y op if
and only if f · α ' β · Tf .
In the sequel we will extend our terminology to (T,V)-functorf : (X, a) → (Y, b) between
dualisable (T,V)-graphs and call f a pseudo-homomorphism if f · α ' β · Tf .
Proposition 2.15. Let X = (X, a) be a T-category where a = a0 ·α, for some map α : TX → X.
Then the following assertions are equivalent.
(i) The T-graph Xop is actually a T-category.
(ii) X is core-compact.
(iii) X is representable.
Proof. Proposition 2.8 affirms (ii)⇔(iii), and (iii)⇒(i) is clear. Assume now that Xop is a
T-category. Since X is a T-category,
(α · Tα)∗ = a0 · α · Tα ≤ a0 · α · Tξa0 · Tα ≤ a0 · α ·mX = (a0 · α)∗;
similarly, since Xop is a T-category,
a◦0 · α · Tα ≤ a◦0 · α ·mX
and therefore (α ·Tα)∗ ≤ (a0 ·α)∗. Consequently, (α ·Tα)∗ = (a0 ·α)∗, hence a ·Tξa = a ·mX . 
In conclusion, taking duals gives a functor (−)op : T-ReprCat → T-ReprCat which makes the
diagram
T-ReprCat
(−)0

(−)op
// T-ReprCat
(−)0

V-Cat
(−)op
// V-Cat
commutative.
By Propositions 1.7 and 2.8, every representable T-category is ⊗-exponentiable. It is in-
teresting to observe that the canonical map Y (X,a0·α) → Y (X,α) is actually an embedding, for
every (X, a0, α) in (V-Cat)T (see [Hofmann, 2013, Lemma 5.2] for a proof for the approach
case, the general case is similar). For a T-category X, its presheaf T-category PX is defined
as PX := V(TX)op with structure relation denoted as J−,−K. By the observation above, this
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definition coincides with the one given in [Clementino and Hofmann, 2009a]. Proposition 1.7
implies that the underlying V-category (PX)0 is a full subcategory of the presheaf V-category
of M0(X), where, for ψ,ψ
′ ∈ PX,
[ψ,ψ′] := JePX(ψ), ψ′K = ∧
x∈TX
hom(ψ(x), ψ′(x)).
A slight adaptation of [Clementino and Hofmann, 2009a, Theorem 2.5] gives
Theorem 2.16. Let ϕ : X −⇀7 Y be a T-relation. The following assertions are equivalent.
(i) ϕ : X −⇀◦ Y is a T-distributor.
(ii) ϕ : (TX)op ⊗ Y → V is a T-functor.
(iii) pϕq : Y → PX is a T-functor.
For each T-category X = (X, a), a : X −⇀◦ X is a T-distributor which gives us the Yoneda
functor
yX =
paq : X → PX.
We recall the following result from [Hofmann, 2011].
Theorem 2.17. Let ψ : X −⇀◦ Z and ϕ : X −⇀◦ Y be T-distributors. Then, for all z ∈ TZ and
y ∈ Y , JT pψq(z), pϕq(y)K = (ϕ ◦− ψ)(z, y).
In particular, for each ψ ∈ PX and each x ∈ TX, ψ(x) = JT yX(x), ψK.
Example: topological (and approach) spaces. Regarding T = U2, an ordered compact
Hausdorff space X = (X,≤, α) induces a topological space X by stipulating that an ultrafilter
x ∈ UX converges to x ∈ X whenever α(x) ≤ x, that is, by making α(x) the smallest convergence
point of x. The ordered compact Hausdorff space 2 (see Example 2.1) induces the Sierpin´ski
space 2 where {1} is closed and {0} is open, and 2op has {1} open and {0} closed. Representable
topological T0-spaces (under the name stably compact spaces or well-compact spaces) are well
studied, we refer to [Simmons, 1982; Jung, 2004; Lawson, 2011] for more information. Below
and until the end of this section we develop some well-known basic properties of these spaces,
mainly to connect the convergence-theoretic perspective of this paper with the classical account
via open subsets.
By Proposition 2.8, every representable topological space X = (X, a) satisfies a ·Uξa = a ·mX ,
which is equivalent to X being core-compact (see [Pisani, 1999]). In fact, slighly more can be
said:
Lemma 2.18. Every representable topological space is locally compact.
Proof. For every topological space X, the topology on UX is generated by all sets of the form
A# = {a ∈ UX | A ∈ a},
where A ⊆ X is open. Furthermore, for any ultrafilter X ∈ UUX with A# ∈ X, one has
mX(X) ∈ A# and therefore A# is compact; hence UX is locally compact. If X is representable,
then X is a split subobject of UX (since α : UX → X can be chosen so that α(eX(x)) = x) and
therefore also locally compact. 
Hence, a topological space X is representable if and only if X is locally compact and every
ultrafilter on X has a smallest convergence point (see Proposition 2.8). The latter condition says
in particular that the set of limit points of an ultrafilter x is irreducible. Since in any topological
space an irreducible closed subset is the set of limit points of some ultrafilter, we find that X is
representable if and only if X is locally compact, weakly sober (every irreducible closed subset
is the closure of some point) and, for every x ∈ UX, the set of limit points of x is irreducible.
For any core-compact topological space X, the last condition is equivalent to stability of the
way-below relation on the lattice of open subsets under finite intersections:
⋂
i Ui 
⋂
i Vi, for
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open subsets U1, . . . , Un and V1, . . . , Vn (n ∈ N) of X with Ui  Vi for each 1 ≤ i ≤ n (see
[Simmons, 1982]). By definition, U  V whenever every open cover of V contains a finite
subcover of U , which is the case if and only if every ultrafilter x with U ∈ x has a limit point in
V . If X is representable, U  V if and only if any smallest limit point of an ultrafilter x with
U ∈ x belongs to V . Hence:
Proposition 2.19. A topological space X is representable if and only if X is locally compact,
weakly sober and the way-below relation on the lattice of opens is stable under finite intersection.
This stability condition on the way-below relation is sometimes replaced by a stability condi-
tion on the compact down-sets of X, as we explain next. Clearly, for X representable,
⋂
∅ = X
is compact, and binary intersections of pairs of compact down-sets are compact: if A,B ⊆ X
are compact down-sets and A ∩ B ∈ x, then any smallest convergence point of x belongs to
both A and B and therefore also to A ∩ B. Secondly, since open subsets are down-closed, the
down-closure (with respect to the underlying order) of a compact subset of a topological space
is compact. Therefore, for a locally compact space X and U, V ⊆ X open,
U  V ⇐⇒ U ⊆ K ⊆ V for some compact down-set K ⊆ X. (4)
From that one sees at once that stability of the way-below relation under finite intersection
follows from stability of compact down-sets under finite intersection.
Proposition 2.20. A topological space X is representable if and only if X is locally compact,
weakly sober and finite intersections of compact down-sets are compact.
By definition, a pseudo-homomorphism between representable topological spaces is a contin-
uous map f : X → Y which preserves smallest convergence points of ultrafilters.
Proposition 2.21. Let f : X → Y be a continuous map between representable topological spaces.
Then the following assertions are equivalent.
(i) f is a pseudo-homomorphism.
(ii) For every compact down-set K ⊆ Y , f−1(K) is compact.
(iii) The frame homomorphism f−1 : OY → OX preserves the way-below relation.
Proof. Cleary, (i)⇒(ii); and the implication (ii)⇒(iii) follows from (4). Assume now (iii) and let
x ∈ X be a smallest convergence point of x ∈ UX. Assume that Uf(x)→ y ∈ Y . Let U, V ⊆ Y
be open subsets with y ∈ U  V . Then f−1(U) f−1(V ) and f−1(U) ∈ x, hence x ∈ f−1(V )
and therefore f(x) ∈ V . We conclude that f(x) ≤ y. 
A continuous map f : X → Y satisfying condition (ii) (and hence also (i) and (iii)) above is
called spectral.
Corollary 2.22. Let X be a representable topological space. A continuous map ϕ : X → 2 is a
homomorphism if and only if the open set ϕ−1(0) is compact.
From Lemma 2.9 we obtain
Proposition 2.23. Let (X,≤, α) be an ordered compact Hausdorff space and let a =≤ ·α be the
induced topology. A subset A ⊆ X is open in (X, a) if and only if A is down-closed and open in
the compact Hausdorff space (X,α).
Proposition 2.24. Let X be a representable space, x ∈ UX and x0 ∈ X be a smallest conver-
gence point of x. For any x ∈ X, x ≤ x0 if and only if x contains all complements of compact
down-sets B with x /∈ B.
Proof. If x ≤ x0, then x cannot contain any compact down-sets B with x /∈ B. Assume now
that x contains these subsets. Take a neighbourhood B of x0 where B is a compact down-set.
Then x ∈ B since otherwise B ∈ x and X \B ∈ x. 
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Corollary 2.25. Let X be a representable space. Then the topology of Xop is generated by
the complements of compact down-sets B of X. Furthermore, the ultrafilter convergence of the
topology generated by the opens and the complements of compact down-sets of X is given by
taking smallest convergence points of ultrafilters of X.
We note that this notion of dual space was introduced by M. Hochster (see [Hochster, 1969]).
Corollary 2.26. Let (X,≤, α) be an anti-symmetric ordered compact Hausdorff space. Then
the topology of (X,α) is generated by the open subsets and the complements of compact down-sets
of the representable space (X,≤ ·α).
It is “folklore” that the category of anti-symmetric ordered compact Hausdorff spaces and
homomorphisms is equivalent to the category StablyComp of stably compact spaces and spectral
maps (the first appearance of this result seems to be [Gierz et al., 1980]), which is the restriction
of Theorem 2.10 to separated spaces. A stably compact space X is called spectral whenever
the compact opens form a basis for the topology (which is equivalent to the statement that
the source (ϕ : X → 2) of all homomorphisms into 2 is point-separating and initial in Top,
and also in the category of stably compact spaces and spectral maps). For a spectral space
X and U, V ⊆ X open, U  V if and only if U ⊆ K ⊆ V for some compact open subset
K ⊆ X; hence a continuous map f : Y → X (where Y is representable) is spectral if and
only if the inverse image of every compact open subset of X is compact in Y . A famous result
of M.H. Stone [Stone, 1938] states that the category of spectral spaces and spectral maps is
dually equivalent to the category DLat of distributive lattices and homomorphisms. A different
perspective on this duality was given in [Priestley, 1970]: DLat is also dually equivalent to the
category of (nowadays called) Priestley spaces and homomorphisms. Here a Priestley spaces is
an anti-symmetric ordered compact Hausdorff space where x 6≤ y implies the existence of an
clopen down-set V and a clopen up-set U with x ∈ U , y ∈ V and U ∩ V = ∅ (equivalently: the
source (ϕ : X → 2) of all homomorphisms into 2 is point-separating and initial in the category
of ordered compact Hausdorff spaces and homomorphisms). In particular, both results together
imply the equivalence between spectral spaces and Priestley spaces which is a restriction of the
aforementioned equivalence between stably compact spaces and anti-symmetric ordered compact
Hausdorff spaces. We also note that, for X compact Hausdorff, X is spectral if and only if the
simultaneously closed and open subsets of X form a basis for the topology of X, i.e. if X is a
Stone space. Every continuous map between Stone spaces is spectral, and the full subcategory
Stone of Spec defined by all Stone spaces is dually equivalent to the category Bool of Boolean
algebras and homomorphisms ([Stone, 1936; Johnstone, 1986]).
The case of metric compact Hausdorff spaces (we consider now T = UP+ ) was studied in
[Gutierres and Hofmann, 2012]). An approach space X = (X, a) is representable if and only if X
is weakly sober, +-exponentiable and has the property that a(x,−) is an approach prime element,
for every x ∈ UX (we refer to [Banaschewski et al., 2006] and [Van Olmen, 2005] for the theory
of sober approach space). The metric compact Hausdorff space P+ (see Example 2.1) induces
the “Sierpin´ski approach space” P+ with approach convergence structure λ(x, x) = x	 ξ(x); but,
in contrast to the topological case, P+ is not isomorphic to P
op
+
(for instance, P+ is injective but
Pop
+
is not). Similarly, the ultrametric compact Hausdorff space P∧ produces the approach space
P∧ . We note that both P+ and P∧ have the same underlying topological space.
3. Cocomplete T-categories
By an appropriate translation from the V to the T-case one can transport the notions of
weighted colimit (see [Eilenberg and Kelly, 1966; Kelly, 1982]) and cocompleteness into the
realm T-categories, as we recall now briefly from [Hofmann, 2011] and [Clementino and Hofmann,
2009b]. A weighted colimit diagram in a T-category X is given by a T-functor d : D → X and
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a T-distributor ϕ : D−⇀◦ G (where G = (1, e◦1)).
D
◦ϕ

d // X
G
A colimit of such weighted diagram is an element x ∈ X which represents d~ ◦− ϕ, that is,
x~ = d~ ◦− ϕ. If such x exists, it is unique up to equivalence, and one calls x a ϕ-weighted
colimit of d and writes x ' colim(d, ϕ). We say that a T-functor f : X → Y preserves the ϕ-
weighted colimit x of d if f(x) is the ϕ-weighted colimit of f ·d, that is, if f(x)~ = (f ·d)~ ◦− ϕ.
A T-functor f : X → Y is called cocontinuous if it preserves all weighted colimits which exist
in X, and a T-category X is cocomplete if every weighted colimit diagram in X has a colimit
in X. As in the V-category case, cocompleteness of X follows from the existence of colimits
along identities. In fact, for any weight ϕ : D−→◦ G, the ϕ-weighted colimit of d exists if
and only if the (ϕ ◦ d~)-weighted colimit of 1X : X → X exists, and in that case one has
colim(d, ϕ) ' colim(1X , ϕ ◦ d~). Moreover, a T-functor f : X → Y preserves the ϕ-weighted
colimit of d if and only if it preserves the (ϕ ◦ d~)-weighted colimit of 1X . In the sequel we will
write SupX(ψ) (or simply Sup(ψ)) instead of colim(1X , ψ).
For a cocomplete T-category X, the map SupX : PX → X turns out to be left adjoint to the
Yoneda embedding yX : X → PX in V-Cat; however, SupX is in general not a T-functor (see
[Hofmann and Waszkiewicz, 2011, Example 5.7]). A T-category X is called totally cocomplete
whenever yX : X → PX has a left adjoint SupX : PX → X in T-Cat. Curiously, total
cocompleteness can be characterised by the existence of a slighly more general type of colimits,
as we explain next. From now on we let in a weighted colimit diagram the weight ϕ : D−⇀◦ A
be an arbitrary T-distributor. A colimit of such a diagram is a T-functor g : A → X which
represents d~ ◦− ϕ in the sense that g~ = d~ ◦− ϕ, and we write g ' colim(d, ϕ). We note that
one still has colim(d, ϕ) ' colim(1X , ϕ ◦ d~). A T-functor f : X → Y preserves the ϕ-weighted
colimit g of d if f · g is the ϕ-weighted colimit of f · d, that is, if (f · g)~ = (f · d)~ ◦− ϕ. We
write
T-CoCts
to denote the category of totally cocomplete T-categories and weighted colimit preserving T-
functors, and T-CoCtssep for its full subcategory defined by the separated T-categories. As
before, in the V-case we use the designations V-CoCts and V-CoCtssep.
For every T-distributor ϕ : X −⇀◦ Y , the function − ◦ ϕ : PY → PX is actually a T-functor
Pϕ : PY → PX, and this construction yields a functor P : T-Distop → T-Cat. In fact:
Theorem 3.1. The functor P : T-Distop → T-Cat is right adjoint to (−)~ : T-Cat → T-Distop.
The units of this adjunction are given by yX : X → PX and (yX)~ : X −⇀◦ PX respectively.
The induced monad P = (P, y ,m) on T-Cat is of Kock-Zo¨berlein type (here mX = − ◦ (yX)~).
Theorem 3.2. The following assertions are equivalent, for a T-category X.
(i) X is injective w.r.t. fully faithful T-functors.
(ii) yX : X → PX has a left inverse SupX : PX → X, that is, SupX · yX ' 1X .
(iii) yX : X → PX has a left adjoint SupX : PX → X.
(iv) X has all weighted colimits (in the generalised sense).
Here a T-category X is called injective if, for all T-functors f : A → X and fully faithful
T-functors i : A → B, there exists a T-functor g : B → X such that g · i ' f . Clearly, for a
separated T-category X we have then g · i = f .
Remark 3.3. In the proof of (ii)⇒(iii) one shows that any left inverse of yX : X → PX is
actually left adjoint to yX . Then, given a left adjoint SupX : PX → X of yX , the colimit of a
diagram defined by d : D → X and ϕ : D−⇀◦ A can be calculated as SupX ·Pd · pϕq.
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Corollary 3.4. For each T-category X, PX is cocomplete where SupPX = − ◦ (yX)~.
Proposition 3.5. Let f : X → Y be a T-functor between totally cocomplete T-categories. Then
the following assertions are equivalent.
(i) f preserves all weighted colimits (in the generalised sense).
(ii) f preserves all weighted colimits with weight of type D−⇀◦ G.
(iii) The diagram
PX
Pf //
SupX

'
PY
SupY

X
f
// Y
commutes up to equivalence.
Theorem 3.6. The category T-CoCtssep is precisely the category (T-Cat)
P of Eilenberg–Moore
algebras for P. Moreover, the canonical forgetful functors T-CoCtssep → V-Cat and T-CoCtssep →
Set are both monadic.
Proposition 3.7. Every left adjoint T-functor is cocontinuous. A T-functor between cocomplete
T-categories is left adjoint if and only if it is cocontinuous.
For a T-category X = (X, a), one has the V-category structure aˆ := Tξa ·m◦X : TX−→7 TX
on TX, which is indeed a T-distributor aˆ : X −⇀◦ TX since
aˆ ·mX · Tξaˆ ·m◦X ≤ aˆ · aˆ ·mX ·m◦X = aˆ,
aˆ · Tξa ·m◦X = aˆ · aˆ = aˆ.
Therefore one obtains a T-functor Y X : TX → PX, and one easily verifies Y X ·eX = yX .
Consequently:
Proposition 3.8. Every totally cocomplete T-category is representable. Moreover, every left
adjoint T-functor between representable T-categories is a pseudo-homomorphism.
Remark 3.9. From the proposition above we obtain a forgetful functor T-CoCts → T-ReprCat
which restricts to separated objects. Therefore we also have functors (see Remark 2.7)
T-CoCtssep → T-ReprCatsep → SetT,
which commute with the canonical forgetful functors to Set. The composite T-CoCtssep → SetT
is even monadic since both T-CoCtssep and Set
T are monadic over Set (see [Linton, 1969]).
4. The Vietoris monad
General assumption. From now on until the end of this paper, T = (T,V, ξ) denotes a (strict)
topological theory where, moreover, T1 = 1.
Under these conditions, the T-category V = (V, homξ) ' P1 is totally cocomplete. Further-
more, since e1 : 1→ T1 is a bijection, we can identify a V-relation ϕ : 1−→7 X with the T-relation
ϕ · e◦1 : 1−⇀7 X. If, moreover, X = (X, a) is a T-category, then ϕ · e◦1 is a T-distributor of type
G−⇀◦ X if and only if
a · Tξϕ · e1 ≤ ϕ.
Note that a · Tξϕ · e1 ≥ ϕ holds for every V-relation ϕ : 1−→7 X.
Lemma 4.1. For every T-category X = (X, a), the T-graph VX is dualisable.
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Proof. From Proposition 1.7 we know that the underlying V-graph structure of VX is transitive.
Furthermore,
VX(p, h) =
∧
x∈X
∧
x∈TX
∧
w∈T (VX×X)
Tpi1(w)=p,Tpi2(w)=x
hom(a(x, x), hom(ξ · T ev(w), h(x)))
=
∧
x∈X
∧
x∈TX
∧
w∈T (VX×X)
Tpi1(w)=p,Tpi2(w)=x
hom(a(x, x)⊗ ξ · T ev(w), h(x))
=
∧
x∈X
hom(
∨
x∈TX
a(x, x)⊗
∨
w∈T (VX×X)
Tpi1(w)=p,Tpi2(w)=x
ξ · T ev(w), h(x))
=
∧
x∈X
hom(a · Tξ ev(p, x), h(x))
= [a · Tξ ev(p,−), h],
where in the last line we consider ev : VX × X → V as a V-relation ev : VX−→7 X. Finally,
writing ip : 1 → T (VX) for the mapping sending the unique point of 1 to p ∈ T (VX), the
composite
1
ip−→ T (VX) Tξ ev−−−→7 TX a−→7 X
is a T-distributor of type G−⇀◦ X since
a · Tξa · TξTξ ev ·Tip · e1 ≤ a · Tξa ·m◦X · Tξ ev ·ip = a · Tξ ev ·ip.
Therefore a · Tξ ev(p,−) belongs to VX . 
In the sequel we denote the composite V-relation a · Tξ ev by µ : T (VX)−→7 X.
Corollary 4.2. For each core-compact T-category X = (X, a), VX is a separated representable
T-category where the left adjoint of the T-functor eVX : VX → T (VX) is given by
pµq : T (VX)→ VX , p 7→ a · Tξ ev(p,−).
Proof. For X core-compact, VX is separated and injective since V is, hence VX is totally co-
complete and therefore representable (see Proposition 3.8). 
Example 4.3. We consider T = U2, and let X be a topological space. We write O for the
collection of all open subsets of X, and O(x) for the set of all open neighbourhoods of x ∈ X.
We can identify 2X with the set of all closed subsets of X. For any subset V ⊆ X, we put
V ♦ = {A ∈ 2X | A ∩ V 6= ∅}.
For an ultrafilter p on 2X , the smallest convergence point µ(p) of p can be calculated as
µ(p) = {x ∈ X | ∃x ∈ UX . p (Uξ ev) x& x→ x}
= {x ∈ X | ∀V ∈ O(x),A ∈ p∃A ∈ A, y ∈ V . y ∈ A}
= {x ∈ X | ∀V ∈ O(x),A ∈ p . V ♦ ∩ A 6= ∅}
= {x ∈ X | ∀V ∈ O(x) . V ♦ ∈ p}.
Therefore, for any A ∈ (2X)op,
p→ A ⇐⇒ A ⊆ µ(p)
⇐⇒ ∀x ∈ A, V ∈ O(x) . V ♦ ∈ p
⇐⇒ ∀V ∈ O . (V ∩A 6= ∅ ⇒ V ♦ ∈ p)
⇐⇒ ∀V ∈ O . (A ∈ V ♦ ⇒ V ♦ ∈ p);
hence the convergence of the pseudo-topological space (2X)op is induced by {V ♦ | V ∈ O} and
therefore V X := (2X)op is actually a topological space. This topology on the set of closed
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subsets of a topological space is known as the lower Vietoris topology (see [Clementino and
Tholen, 1997], for instance). We find it remarkable that, albeit 2X belongs to Top if and only
if X is exponentiable (see [Schwarz, 1984]), its dual (2X)op belongs always to Top. In fact, we
can now easily derive the well-known characterisation of exponentiable spaces as precisely the
core-compact ones (see [Day and Kelly, 1970] and [Isbell, 1975, 1986]):
X is exponentiable ⇐⇒ (V X)op is topological
⇐⇒ V X is core-compact [Proposition 2.15]
⇐⇒ X is core-compact.
The last equivalence follows from the “Sub-Base Lemma” of Example 1.9 (applied to the sub-
base {V ♦ | V ∈ O} of V X).
We also note that V ♦ ∩ A 6= ∅ is equivalent to V ∩⋃A 6= ∅, and therefore
µ(p) = {x ∈ X | ∀A ∈ p, V ∈ O(x) . V ∩
⋃
A 6= ∅}
= {x ∈ X | ∀A ∈ p . x ∈
⋃
A}
=
⋂
A∈p
⋃
A.
Here (−) denotes the closure of the topological space X. For K ⊆ X compact, K♦ is a compact
down-set in V X and therefore its complement is open in (V X)op. Furthermore, for X locally
compact, one easily verifies that the sets
(K♦){ = {A ∈ V X | A ∩K = ∅} (K ⊆ X compact)
generate the convergence of V Xop (defined by p→ A ⇐⇒ µ(p) ⊆ A), which confirms that the
topology of 2X ' (V X)op is the compact-open topology.
Proposition 4.4. For each T-category X, the T-graph (VX)op is a T-category.
Proof. Let X = (X, a) be a T-category. We write c : T (VX)−→7 VX for the T-graph structure of
(VX)op, by definition:
c(p, h) = [h, µ(p,−)] =
∧
x∈X
hom(h(x), µ(p, x)),
for all p ∈ T (VX) and h ∈ VX . Hence, c = ev −• µ in V-Rel, where ev : VX−→7 V and
µ : T (VX)−→7 X. Since mVX : TT (VX) → T (VX) is left adjoint in V-Rel, it follows that
c ·mVX = ev −• (µ ·mVX ) (see (1) in Subsection I of Section 1). To conclude c · Tξc ≤ c ·mVX ,
we show ev ·c · Tξc ≤ µ ·mVX ; and to see this, we calculate:
ev ·c · Tξc ≤ µ · Tξc = a · Tξ ev ·Tξc = a · Tξµ = a · Tξa · TξTξ ev
≤ a ·mX · TξTξ ev = a · Tξ ev ·mVX = µ ·mVX . 
We put V X := (VX)op, and denote the structure on V X by 〈〈−,−〉〉; and the underlying
V-category structure by 〈−,−〉. Hence, for p ∈ TV X and ϕ ∈ V X,
〈〈p, ϕ〉〉 = 〈 pµq(p), ϕ〉 = [ϕ, pµq(p)].
Example 4.5. For both T = UP+ and T = UP∧ and a topological space X (viewed as an approach
space), the underlying set of the approach space V X is the set of all lower semi-continuous
functions from X to [0,∞] (see [Lowen, 1997, Proposition 2.1.8]).
Albeit liftings of T-distributors do not exist in general in T-Dist, it is shown in [Hofmann
and Waszkiewicz, 2011] that T-Dist admits liftings of T-distributors along T-distributors of type
1−⇀◦ X.
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Lemma 4.6. For all T-distributors ϕ : Y −⇀◦ X and ψ : G−⇀◦ X, ϕ has a lifting ψ( ϕ along
an ψ in T-Dist which is given by ψ( ϕ = ψ · e1 −• ϕ.
X Y◦
φo
◦
ψ(φ~
G
◦ψ
O
Every u ∈ V can be interpreted as a T-distributor u : 1−⇀◦ 1, and then u⊗ v corresponds to
v ◦ u. Liftings can be used to turn the ordered set T-Dist(G,X) into a V-category by putting
[ϕ,ϕ′] = ϕ( ϕ′ =
∧
x∈X
hom(ϕ(x), ϕ′(x)),
for all ϕ,ϕ′ : G−⇀◦ X. Hence, for a T-category X = (X, a), the V-category T-Dist(G,X) is
just the dual of the underlying V-category (V X)0 of V X. For every T-distributor ψ : X −⇀◦ Y ,
composition with ψ defines a mapping
ψ ◦ − : T-Dist(G,X)→ T-Dist(G, Y )
which is actually a V-functor since
ϕ( ϕ′ ≤ (ψ ◦ ϕ)( (ψ ◦ ϕ′)
follows from
ψ ◦ ϕ ◦ (ϕ( ϕ′) ≤ ψ ◦ ϕ′.
One might hope that ψ ◦ − is even a T-functor of type V X → V Y ; unfortunately, this is in
general not the case (see Proposition 4.14). Fortunately, the situation is better if ψ = f~ for a
T-functor f : X → Y , as we show next.
Proposition 4.7. Let f : X → Y be a T-functor between T-categories. Then V f := f~ ◦
− : V X → V Y is a T-functor. If, moreover, X and Y are representable and f is a pseudo-
homomorphism, then V f is a homomorphism.
Proof. Let X = (X, a) and Y = (Y, b) be T-categories and f : X → Y be a T-functor. We put
Φ := f~ ◦ −, and show first that b0 · f · evX ≤ evY ·Φ,
VX Φ //
_evX

≤
VY
_ evY

X 
b0·f
// Y
with equality if X and Y are representable and f is a pseudo-homomorphism. In fact, for
ϕ ∈ VX and y ∈ Y ,
b0 · f · evX(ϕ, y) =
∨
x∈X
ϕ(x)⊗ b0(f(x), y)
and
evY ·Φ(ϕ, y) =
∨
x∈TX
ξ · Tϕ(x)⊗ b(Tf(x), y).
Restricting the second formula to elements of the form x = eX(x) with x ∈ X gives the first
claim. Assume now that X and Y are representable with a = a0 · α and b = b0 · β and that f is
a pseudo-homomorphism. Since ϕ : X → V is a T-functor, ξ(Tϕ(x)) ≤ ϕ(α(x)) for every x ∈ TX
(see Lemma 2.9), and therefore∨
x∈TX
ξ · Tϕ(x)⊗ b(Tf(x), y) ≤
∨
x∈TX
ϕ(α(x))⊗ b0(f(α(x)), y) =
∨
x∈X
ϕ(x)⊗ b0(f(x), y).
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Hence, for any p ∈ T (VX),
Φ · pµqX(p) = f~ · Tξa · TξTξ evX ·Tip · e1 = f~ · Tξa · TξTξ evX ·eT (VX) · ip
≤ f~ · Tξa · TξTξ evX ·m◦VX · ip = f~ · Tξa ·m◦X · Tξ evX ·ip = f~ · Tξ evX ·ip
and
pµqY · TΦ(p) = b · Tξ evY ·TΦ(p,−) ≥ b · Tξb0 · Tf · Tξ evX(p,−) = f~ · Tξ evX(p,−);
and we conclude that Φ is indeed a T-functor of type (VX)op → (VY )op. If f : X → Y
is a pseudo-homomorphism between representable T-categories, then the second inequality is
actually an equality thanks to the calculations above. Finally,
f~ · Tξa · TξTξ evX ·Tip · e1 ≥ f~ · eX · a · Tξ evX ·ip
and
f~ · eX · a = b0 · f · a ≤ b0 · f · α = b0 · b · Tf = f~;
and this shows that also the first inequality becomes also an equality in this case. 
Therefore V can be seen as an endofunctor
V : T-Cat→ T-Cat
on T-Cat, and also as an endofunctor
V : T-ReprCat→ T-ReprCat
on T-ReprCat. Furthermore, in both cases V is actually a 2-functor since, for all T-functors
f, g : X → Y , f ≤ g is equivalent to f~ ≥ g~, and therefore implies f~ ◦ − ≥ g~ ◦ − which is
equivalent to V f ≤ V g.
Remark 4.8. If f : (X, a)→ (Y, b) is a pseudo-homomorphism (where a = a0 ·α) and ϕ : Z −⇀◦ X,
then
f~ ◦ ϕ = b · Tf · Tξϕ ·m◦Z = b0 · f · α · Tξϕ ·m◦Z = b0 · f · ϕ = f∗ · ϕ.
Comparing with the situation for V-categories, one might expect V f : V X → V Y to be
right adjoint. If it is so, its left adjoint is necessarily given by f~ ◦ −, which is the dual of the
exponential Vf : VY → VX , for f : X → Y . Therefore we have to investigate whether or not
Vf : VY → VX is a homomorphism (see Lemma 2.14); as it turns out, this is only true under
additional conditions on f .
Definition 4.9. A T-functor f : (X, a) → (Y, b) is called downwards open whenever a · Tf◦ ·
Tξb0 ≥ f◦ · b.
Note that every T-functor f : (X, a) → (Y, b) satisfies a · Tf◦ · Tξb0 ≤ f◦ · b, hence for
a downwards open T-functor one actually has equality. Of course, every open T-functor (see
[Clementino and Hofmann, 2004, Definition 4.1]) is downwards open, and the reverse is true
whenever b0 = 1Y . In particular, any non-open continuous map between compact Hausdorff
spaces is an example of a homomorphism of representable spaces which is not downwards open.
Lemma 4.10. For every V-functor f : (X, c) → (Y, d), the T-functor f : (X, e◦X · Tξc) →
(Y, e◦Y · Tξd) is downwards open. In particular, every V-functor is downwards open in V-Cat.
Proof. We put a = e◦X · Tξc and b = e◦Y · Tξd. Then f◦ · b = e◦X · Tf◦ · Tξd ≤ e◦X · Tf◦ · Tξb0. 
Lemma 4.11. For every T-category X = (X, a), eX : X → TX is downwards open if and only
if X is core-compact.
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Proof. Recall that the T-category structure on TX is given by Tξa ·m◦X ·mX , and the underlying
V-category structure is Tξa ·m◦X . We compute
e◦X · Tξa ·m◦X ·mX = (eX ◦ a) ·mX = a ·mX
and
a · Te◦X · Tξ(Tξa ·m◦X) = a · Tξ(eX ◦ a) = a · Tξa,
which proves the claim. 
Lemma 4.12. Let f : X → Y be a fully faithful downwards open T-functor between T-categories
where Y is core-compact. Then X is core-compact.
Proof. Let X = (X, a) and Y = (Y, b) be T-categories with b · Tξb = b ·mY , and let f : X → Y
be a fully faithful downwards open T-functor. Then
a · Tξa = f◦ · b · Tf · Tf◦ · Tξb · TTf ≥ f◦ · f · a · Tf◦ · Tξb0 · Tξb · TTf
= f◦ · b · Tξb · TTf = f◦ · b ·mY · TTf = f◦ · b · Tf ·mX = a ·mX . 
Example 4.13. A continuous map f : X → Y between topological spaces is downwards open
if and only if the down closure ↓f(A) of every open subset A ⊆ X is open in Y . To see this, we
recall (Example 2.1) that
x (Uξ≤) x′ ⇐⇒ ∀A ∈ x′ . ↓A ∈ x,
where ≤ is an order relation on X and x, x′ ∈ UX. Assume first that f is downwards open and
let A ⊆ X open. Let y→ y ≤ f(x) in Y , for some x ∈ A. By hypothesis, there is some x ∈ UX
with x→ x and y (Uξ≤)Uf(x). From A open it follows that A ∈ x, hence ↓f(A) ∈ y. Conversely,
assume now that ↓f(A) is open, for every open subset A ⊆ X. Let x ∈ X and y ∈ UY with
y→ f(x). Then the ideal
{A ⊆ X | ↓f(A) /∈ y}
is disjoint from the neighbourhood filter of x, and therefore (see Proposition 1.5) there is some
ultrafilter x ∈ UX with x→ x and y (Uξ≤)Uf(x).
Proposition 4.14. Let f : (X, a) → (Y, b) be a T-functor between T-categories. Then the
following assertions are equivalent.
(i) f is downwards open.
(ii) Vf : VY → VX is a homomorphism.
(iii) V f : V X → V Y has a left adjoint.
Proof. Assume first that f is downwards open. Let q ∈ T (VY ) and x ∈ X. Then
Vf ( pµqY (q))(x) = pµqY (q)(f(x)) = b · Tξ evY (q, f(x)) = f◦ · b · Tξ evY (q, x)
and
pµqX(T (Vf )(q))(x) = a · Tξ evX(T (Vf )(q), x).
Furthermore, the diagram
VY Vf //
_evY

VX
_ evX

Y 
f◦·b0
// X
commutes since, for every ϕ : VY and x ∈ X,
evX ·Vf (ϕ, x) = ϕ(f(x)) = b0 · ϕ(f(x)) = f◦ · b0 · evY (ϕ, x).
Therefore a · Tξ evX(T (Vf )(q), x) = a · Tf◦ · Tξb0 · Tξ evY (q, x). We conclude that Vf is a
homomorphism, hence (i)⇒(ii). Since evY · hY = b0, from f◦ · b · Tξ evY = a · Tf◦ · Tξb0 · Tξ evY
one obtains f◦ · b = a · Tf◦ · Tξb0; hence (ii)⇒(i). Finally, the equivalence (ii)⇔(iii) is clear. 
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Recall that the structure a of a T-category X = (X, a) can be seen as a T-functor a :
(TX)op ⊗X → V, and therefore induces a morphism
paq : (TX)op → VX , x 7→ a(x,−)
in T-Gph.
Proposition 4.15. For each T-category X = (X, a), the Yoneda map
hX : X → V X, x 7→ a0(x,−)
is a fully faithful and downwards open T-functor. If, moreover, X is representable, then hX :
X → V X is even a pseudo-homomorphism. Furthermore, h~X(p, x) = µ(p, x) for all x ∈ X and
p ∈ T (VX).
Proof. Let X = (X, a) be a T-category. Since the diagram
X ×X hX ×1X//
a0
%%
VX ×X
ev

V
commutes, for p = T hX(x) with x ∈ TX one has (where x ∈ X)
µ(p, x) = a · Tξ ev(T hX(x), x) = a · Tξa0(x, x) = a(x, x)
and therefore 〈〈T hX(x), hX(x)〉〉 = a(x, x). We conclude that hX : X → V X is a fully faithful
T-functor. If X is representable, just note that
µ · T hX(x) = a(x,−) = a0(α(x),−) = h ·α(x),
where α : TX → X is the pseudo-algebra structure of X. Furthermore,
h~X(p, x) = 〈〈p, hX(x)〉〉 = [hX(x), pµq(p)] = µ(p, x),
for all x ∈ X and p ∈ T (VX); where the last equality follows from the Yoneda Lemma for
V-categories. From that it follows that
h◦X ·〈〈−,−〉〉 = µ and h◦X ·〈−,−〉 = ev,
and from the latter equation we deduce a · T y◦X ·Tξ〈−,−〉 = a · Tξ ev = µ. Therefore hX : X →
V X is downwards open. 
Corollary 4.16. Let X be a T-category. Then the following assertions are equivalent.
(i) X is core-compact.
(ii) V X is representable.
(iii) V X is core-compact.
(iv) The T-graph VX is a T-category.
Proof. If X is core-compact, then V X = (VX)op is representable by Corollary 4.2, hence core-
compact by Proposition 2.8. The implication (iii)⇒(i) follows from Lemma 4.12 and Proposition
4.15, and the equivalence (iii)⇔(iv) from Proposition 2.15. 
Proposition 4.17. Let X = (X, a) be a T-category. Then X is core-compact if and only if
paq : (TX)op → VX is a homomorphism. In this case, hX = paqop · eX .
Proof. Just note that, for every X ∈ TTX,
paq ·mX(X) = a(mX(X),−)
and
µ · T paq(X) = a · Tξ ev(T paqX(X),−) = a · Tξa(X,−),
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where the last equality follows from the fact that
TX ×X
paq×1X//
a
&&
VX ×X
ev

V
commutes. 
From f~ ◦ x~ = f(x)~ it follows that h = (hX) is a natural transformation h : 1 → V , for
V : T-Cat → T-Cat and for V : V-ReprCat → V-ReprCat. We will now show that V is part of a
monad on both T-ReprCat and T-Cat.
Recall from Proposition 4.15 that hX : X → V X is downwards open, hence, by Proposition
4.14, V hX : V X → V V X has a left adjoint given by
wX := h~X ◦− : V V X → V X.
We show now that w = (wX) is the multiplication of a monad V = (V, h ,w).
Lemma 4.18. For every T-category X, wX : V V X → V X is right adjoint to hV X : V X →
V V X.
Proof. Let first ϕ ∈ VX . Then
h~X ◦ϕ~ = [hX(−), ϕ] = ϕ,
hence wX · hV X = (h~X ◦−) · hV X = 1. Let now Φ ∈ V(V X). For every ϕ ∈ VX and x ∈ X,
[x~, ϕ]⊗ Φ(ϕ) ≤ Φ(x~)
since Φ : V X → V is a T-functor, hence
Φ(ϕ) ≤
∧
x∈X
hom(ϕ(x),Φ(x~))
for all ϕ ∈ VX , that is Φ ≤ hV X ·(h~X ◦−)(Φ). Therefore hV X ·wX ≤ 1V X . 
By the lemma above,
hV X a wX a V hX
in T-Cat and, if X is representable, even in T-ReprCat. Furthermore, wX · hV X = 1V X =
wX ·V hX since hV X is fully faithful. For every f : X → Y in T-Cat, naturality of h gives us
V f = wY ·V V f · yV X and V f = wY ·V V f · V yX ,
hence V f · wX ≤ wY ·V V f and V f · wX ≥ wY ·V V f since hV X a wX a V hX . Consequently,
w = (wX) : V V → V is a natural transformation for V : T-Cat → T-Cat and, since every wX
is left adjoint, also for V : T-ReprCat → T-ReprCat (see Proposition 3.8). Finally, for every
T-category X, the diagram
V V V X
wVX

V wX // V V X
wX

V V X wX
// V X
commutes since the diagram of the corresponding left adjoints does. All told:
Theorem 4.19. V = (V, h ,w) is a monad on T-Cat and on T-ReprCat which, moreover, is of
Kock-Zo¨berlein type.
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Remark 4.20. The monad V = (V, h ,w) on T-ReprCat restricts to a monad V = (V, h ,w) on
T-ReprCatsep since V X is separated, for every T-category X; and the categories (T-ReprCat)
V
and (T-ReprCatsep)
V of Eilenberg–Moore algebras are actually equal. Furthermore, we can lift
V to a monad V˜ = (V˜ , w˜ , h˜) on SetT via the adjunction (see Remark 2.7)
T-ReprCatsep >
((
hh Set
T,
that is, V˜ = (V˜ , w˜ , h˜) is the monad on SetT induced by the composite of the adjunctions
(T-ReprCatsep)
V >
((
hh T-ReprCatsep >
((
hh Set
T.
Explicitly, the unit h˜X : X → V˜ X at X is defined by i · h˜X = hX , where i : V˜ X → V X, ϕ 7→ ϕ;
and the multiplication w˜X at X sends Φ : G−→◦ V˜ X to h~X ◦i~ ◦ Φ. We shall see in Remark 7.5
that V˜ = (V˜ , w˜ , h˜) is also induced by the adjunction
T-CoCtssep >
((
hh Set
T
of Remark 3.9.
Example 4.21. In the topological case, the monad V˜ = (V˜ , w˜ , h˜) on CompHaus is the Vietoris
monad whose functor part was originally studied in Vietoris [1922]. In the approach case (i.e.
T = UP+ ), we obtain a monad V˜ = (V˜ , w˜ , h˜) on CompHaus where V˜ X is the compact Hausdorff
space with underlying set all lower semi-continuous functions of type X → [0,∞] (see Example
4.5), and where an ultrafilter p on V˜ X converges to (see Corollary 4.2)
X → [0,∞], x 7→ inf
{
sup
A∈p,A∈x
inf
ϕ∈A,z∈A
ϕ(z) | x ∈ UX, x→ x
}
.
The monad V˜ = (V˜ , w˜ , h˜) on CompHaus obtained from UP∧ has the same functor and the same
unit as for UP+ , but the multiplication is different.
5. Complete T-categories
Similar to what was done for colimits, we introduce now a notion of weighted limit following
closely the V-categorical case. A weighted limit diagram (h, ϕ) in a T-category X is given by a
T-functor h : A→ X and a T-distributor ϕ : G−⇀◦ A,
A
h // X
G
◦ϕ
O
and x0 ∈ X is a limit of this diagram, written as x0 ' lim(h, ϕ), if x0 represents ϕ ( h~
in the sense that x~0 = ϕ ( h~. We hasten to remark that we cannot consider an arbitrary
T-distributor ϕ : B−⇀◦ A above since the lifting ϕ( h~ might not exist. A T-functor f : X → Y
preserves the limit of h and ϕ whenever f(x0) ' lim(f · h, ϕ), and f : X → Y is said to be
continuous whenever f preserves all weighted limits which exist in X. Note that, for any x ∈ TX,
ϕ( h~(x) =
∧
z∈A
hom(ϕ(z), a(x, h(z))),
hence x0 ' lim(h, ϕ) precisely when, for all x ∈ TX,
a(x, x0) =
∧
z∈A
hom(ϕ(z), a(x, h(z))).
In particular, the equality above holds for all x = eX(x), x ∈ X, therefore x0 is also a limit of
the underlying diagram in V-Cat; however, a V-categorical limit in X0 does not need to be a
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limit in the T-category X (see Example 5.2). Nevertheless, if we know that a diagram has a
limit in X, then this limit can be calculated in the underlying V-category X0.
Remark 5.1. A particular instance of a weighted limit in a topological space was considered in
[Lucyshyn-Wright, 2011] and called directed conjunction there.
Example 5.2. We consider the ordered set X0 = [0, 1] (closed unit interval) with the usual order
≤, and let X be the induced Alexandroff space. Hence, the closed subsets of X are precisely
the up-closed subsets of [0, 1], and an ultrafilter x ∈ UX converges to x ∈ X if and only if, for
all A ∈ x, there exists some y ∈ A with y ≤ x. Clearly, 0 is the infimum of A =]0, 1] in X0, but
we shall see that 0 is not an infimum of the closed subset A =]0, 1] of X in Top. In fact, let x be
any ultrafilter containing the sets ]0, r], for r > 0. By construction, x converges to every x ∈ X
different from 0, but not to x = 0.
A T-category X is called complete whenever every weighted limit diagram in X has a limit. To
check for completeness it is enough to consider weighted limit diagrams where h is the identity
1X : X → X on X since a limit of (h, ϕ) is a limit of (1X , h~ ◦ ϕ), and vice versa. A limit of
(1X , ϕ) we also call infimum of ϕ and we denote such a limit as InfX(ϕ) (or simply Inf(ϕ)).
Note that, for a T-category X = (X, a) and ϕ : G−⇀◦ X, x0 ' InfX(ϕ) precisely when, for all
x ∈ TX,
a(x, x0) =
∧
x∈X
hom(ϕ(x), a(x, x)).
If f : X → Y is a T-functor between complete T-categories, then f is continuous if and only
if f sends, for any ϕ : G−⇀◦ X, a infimum of ϕ to a limit of the diagram (f, ϕ) in Y . Since
both limits can be calculated in the underlying V-categories, we find that the T-functor f is
continuous if the underlying V-functor is continuous. In fact:
Lemma 5.3. For every complete T-category X, the V-category X0 is complete. Moreover, a
T-functor f : X → Y between complete T-categories is continuous if and only if the underlying
V-functor f : X0 → Y0 is continuous.
Proof. Every V-distributor ϕ : G−→◦ X0 can be seen as a T-distributor ϕ : G−⇀◦ A(X0), and a
limit of the diagram given by ϕ : G−⇀◦ A(X0), A(X0)→ X is also a infimum of ϕ : G−→◦ X0 in
X0. The second claim is now clear. 
Similarly as in (1) in Subsection I of Section 1, one has
Lemma 5.4. Let ϕ : G−⇀◦ X, β : Y −⇀◦ X and α : Z −⇀◦ X be T-distributors where α is left
adjoint. Then
ϕ( (β ◦ α) = (ϕ( β) ◦ α.
As expected:
Proposition 5.5. Every right adjoint T-functor is continuous.
Proof. For a right adjoint T-functor f : X → Y , a T-distributor ϕ : G−⇀◦ A, a T-functor
h : A→ X and x0 ∈ X with x0 ' lim(h, ϕ), we calculate
ϕ( (f · h)~ = (ϕ( h~) ◦ f~ = x~0 ◦ f~ = f(x0)~.
Here we use Lemma 5.4 and that f~ is a left adjoint T-distributor since f is right adjoint. 
The following proposition is in sharp contrast to the case of weighted colimits where the
existence of all colimits with weights X −⇀◦ G does not guarantee the existence of a left adjoint
of the Yoneda embedding yX : X → PX in T-Cat.
Proposition 5.6. Let X = (X, a) be a T-category. Then X is complete if and only if hX : X →
V X has a right adjoint InfX : V X → X in T-Cat.
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Proof. First recall that µ ·T hX = a ·Tξ ev ·T hX = a ·Tξa0 = a, hence a(x,−) = pµq(T hX(x)) for
all x ∈ TX. Therefore X is complete if and only if there exists a map InfX : V X → X satisfying
a(x, InfX(ϕ)) = [ϕ, a(x,−)] = [ϕ, µX(T hX(x))] = 〈〈T hX(x), ϕ〉〉,
for all x ∈ TX and ϕ : G−⇀◦ X. But this conditions just means that (hX)~ = Inf~X , and the
assertion follows using (2) of Subsection VII of Section 1. 
Proposition 5.7. Let X = (X, a) and Y = (Y, b) be complete T-categories. Then a T-functor
f : X → Y is continuous if and only if the diagram
V X
InfX

V f //
'
V Y
InfY

X
f
// Y
commutes up to equivalence.
Theorem 5.8. The category (T-Cat)V of Eilenberg–Moore algebras of V is precisely the category
of complete and separated T-categories and continuous T-functors.
Proposition 5.9. Let X be a core-compact T-category. Then X is complete if and only if X is
representable and X0 is a complete V-category.
Proof. Let X = (X, a) be a core-compact T-category. Assume first that X is complete. Then X0
is complete by Lemma 5.3, and a left inverse of eX : X → TX is given by InfX · paqop. Assume
now that X is representable (with algebra structure α : TX → X) and that X0 is complete. Let
ϕ : G−⇀◦ X be a T-distributor, then ϕ can be also seen as a V-distributor ϕ : G−→◦ X0. Let x
be an infimum of ϕ : G−→◦ X0 in X0. Then, for every x ∈ TX,
a(x, x) = a0(α(x), x) =
∧
x∈X
hom(ϕ(x), a0(α(x), x)) =
∧
x∈X
hom(ϕ(x), a(x, x)),
hence x is also an infimum of ϕ : 1−⇀◦ X. 
Proposition 5.10. Let X and Y be T-categories where X is complete. Then the following
assertions are equivalent for a T-functor f : X → Y .
(i) f is right adjoint.
(ii) f preserves limits and V f is right adjoint.
(iii) f preserves limits and is downwards open.
Proof. The equivalence (ii)⇔(iii) follows from Proposition 4.14. The assertion (ii) follows from
(i) by Proposition 5.5 and the fact that V is a 2-functor. Finally, assuming (ii), a left adjoint of
f is given by InfX ·G · hY where G is a left adjoint of V f . 
Corollary 5.11. Let X be a T-category. Then X is complete if and only if X is injective in
T-Cat with respect to fully faithful downwards open T-functors.
Proof. This is an instance of [Escardo´, 1998, Theorem 4.2.2]. 
6. Isbell conjugation adjunction
For every T-category X = (X, a), there is an adjunction
T-Dist(G,X)op >
(−)−
((
(−)+
hh T-Dist(X,G)
in V-Cat where
ϕ−(x) = ϕ( 1~X(x) =
∧
x∈X
hom(ϕ(x), a(x, x))
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for all ϕ : G−⇀◦ X and x ∈ TX, and
ψ+(x) = 1~X ◦− ψ(x) =
∧
x∈TX
hom(ψ(x), a(x, x))
for all ψ : X −⇀◦ G and x ∈ X. Following [Wood, 2004], we refer to this adjunction as an Isbell
conjugation adjunction. Note that
(x~)
− = x~ and (x~)+ = x~,
for all x ∈ X. Furthermore x ∈ X is an infimum of ϕ : G−⇀◦ X if and only if x~ = ϕ−, and x
is a supremum of ψ : X −⇀◦ G if and only if x~ = ψ+.
Proposition 6.1. For every T-distributor ϕ : G−⇀◦ X and x ∈ X, x is an infimum of ϕ in X
if and only if x is a supremum of ϕ− in X. Similarly, for every T-distributor ψ : X −⇀◦ G and
x ∈ X, x is a supremum of ψ if and only if x is an infimum of ψ+.
Proof. If x~ = ϕ−, then x~ = (ϕ−)+, and this in turn implies x~ = ((ϕ−)+)− = ϕ−. A similar
argumentation proves the second claim. 
Theorem 6.2. A T-category X is complete if and only if X is cocomplete.
Lemma 6.3. Let f : (X, a)→ (Y, b) be a T-functor where (Y, b) is representable with T-algebra
structure β : TY → Y . Then
f~ = f∗,
where f : TX → Y is the extension of f : (X, a)→ (Y, b) along eX : X → TX.
Proof. We calculate:
f~ = b · Tf = b0 · β · Tf = b0 · f = f∗. 
Proposition 6.4. For every T-category X = (X, a), the V-functor (−)− is actually a T-functor
(−)− : V X → PX.
Proof. Note that
(hX)~(x, ϕ) = 〈〈T hX(x), ϕ〉〉 = [ϕ, µ(T hX(x),−)] = [ϕ, a(x,−)] =
∧
x∈X
hom(ϕ(x), a(x, x)),
for all ϕ ∈ V X and x ∈ TX; hence (−)− is the mate of (hX)~ : X −⇀◦ V X. 
However, the V-functor (−)+ is in general not a T-functor of type PX → V X. For instance,
the representable approach space Pop
+
is complete (and cocomplete) but not totally cocomplete,
and therefore (−)+ cannot be a T-functor for X = Pop
+
.
7. Totally complete T-categories
At the beginning of Section 5 we pointed already out that the notion of complete T-category
cannot be strengthened to “totally complete” exactly the same way as it was done for cocom-
pleteness, namely by allowing all T-distributors ψ : B−⇀◦ A as limit weights. Nevertheless, in
this section we introduce a notion of totall completeness which turns out to be the dual of total
cocompleteness.
Definition 7.1. A representable T-category X = (X, a) is called totally complete if hX : X →
V X has a right adjoint InfX : V X → X in T-ReprCat.
Hence, a totally complete T-category X is a complete representable T-category where, more-
over, InfX : V X → X is a pseudo-homomorphism. We write
T-Cts
for the category of totally complete T-categories and pseudo-homomorphisms which preserve
limits, and T-Ctssep denotes its full subcategory defined by the separated T-categories. By defi-
nition, T-Ctssep ' (T-ReprCat)V. Clearly, every T-category of the form V X is totally complete.
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Since (PX)op = V ((TX)op), this includes the duals of T-categories of the form PX. In fact,
we will show that the totally complete T-categories are precisely the duals of totally cocomplete
T-categories.
Lemma 7.2. For every T-category X, the diagrams of V-functors
Xop
yopX %%
eopX // (TX)op
h(TX)op

V ((TX)op)
and Xop
yopX %%
hXop // V (Xop)
(αop)~◦−

V ((TX)op)
commute, where in the latter diagram we assume that X is representable with left adjoint α :
TX → X of eX : X → TX.
Proof. Let X = (X, a) be a T-category, and put aˆ = Tξa ·m◦X . Then, for every x ∈ X,
h(TX)op(e
op
X (x)) = aˆ
◦(eopX (x),−) = a(−, x) = yopX (x) = a◦0(x, α(−)) = (αop)~ ◦ hXop(x). 
Proposition 7.3. Let X be a representable T-category. Then X is totally cocomplete if and
only if Xop is totally complete.
Proof. Assume first that X is totally cocomplete. By Theorem 6.2, Xop is complete, we write
InfXop : V (X
op)→ Xop for a right adjoint of hXop : Xop → V (Xop) in T-Cat. We need to prove
that InfXop is a pseudo-homomorphism. Firstly, the diagram
(PX)op = V ((TX)op)
SupopX ))
V (αop)
// V (Xop)
InfXop

Xop
(5)
of T-functors commutes up to equivalence since the underlying diagram in V-Cat consists pre-
cisely of the right adjoints of the V-functors of the second diagram in Lemma 7.2. Since
SupX : PX → X and α : TX → X are left adjoints in T-Cat, they are in particular pseudo-
homomorphisms, hence SupopX and V (α
op) are pseudo-homomorphisms. Since V (αop) is a split
epimorphism in V-Cat, also InfXop is a pseudo-homomorphisms. Conversely, assume now that
Xop is totally complete. Hence InfXop : V (X
op) → Xop is a pseudo-homomorphism. We show
that InfopXop ·V (αop)op is a left adjoint (=left inverse in this case) of yX : X → PX. In fact, for
the duals of the underlying V-functors one verifies:
InfXop ·V (αop) · yopX = InfXop ·V (αop) · h(TX)op ·eopX = InfXop · hXop ·αop · eopX ' 1X0 . 
From commutativity of (5) we also deduce that a pseudo-homomorphism f : X → Y between
totally cocomplete T-categories is cocontinuous if and only if fop : Xop → Y op is continuous.
Hence:
Theorem 7.4. Taking duals defines an equivalence functor
(−)op : T-CoCts→ T-Cts
which commutes with the canonical forgetful functors to Set. Furthermore, (−)op restricts to
separated objects, hence
(T-Catsep)
P ' (T-ReprCatsep)V.
Remark 7.5. We can write the canonical functor T-CoCtssep → SetT as the composite
T-CoCtssep ' (T-ReprCatsep)V → T-ReprCatsep → SetT,
hence its left adjoint sends aT-algebraX to the totally cocomplete T-category VX . Furthermore,
we conclude that the monad V˜ = (V˜ , w˜ , h˜) on SetT (see Remark 4.20) is also induced by the
adjunction
T-CoCtssep >
((
hh Set
T,
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and that (T-ReprCatsep)
V ' (SetT)V˜.
Examples 7.6. For ordered sets, Theorem 7.4 just states the trivial fact that the category Sup
of sup-lattices is equivalent to the category Inf of inf-lattices. We find it interesting to see that
the topological counterpart of this result states that the category ContLat of continuous lattices
and Scott-continuous and inf-preserving maps is equivalent to the category of Eilenberg–Moore
algebras for the lower Vietoris monad on the category StablyComp of stably compact spaces
and spectral maps. Furthermore, by Remark 7.5, ContLat is also equivalent to the category
of Eilenberg–Moore algebras for the (classical) Vietoris monad on the category of compact
Hausdorff spaces and continuous maps. We note that the latter equivalence was shown in
[Wyler, 1981].
For T = UP+ , the Eilenberg–Moore category CompHaus
V˜ of the monad V˜ = (V˜ , w˜ , h˜) on
CompHaus (see Example 4.21) is equivalent to SetP, and this category is described in [Gutierres
and Hofmann, 2012] as the category of continuous lattices equipped with an internal action
of [0,∞] and action-preserving morphisms of continuous lattices. A slighly different monad on
CompHaus one obtains for T = UP∧ , and the category of Eilenberg–Moore algebras of this monad
is equivalent to the category of separated injective objects and left adjoint morphisms in UApp.
Remark 7.7. Following [Rosebrugh and Wood, 2004], we consider, for a monad D on a category
C where idempotents split, the full subcategory Spl(CD) of CD defined by the split structures,
that is, by those D-algebras (X,α : DX → X) for which exists a homomorphism t : X → DX
with α · t = 1X . We put
T-CoCtsspl := Spl((T-Cat)
P) and T-Ctsspl := Spl((T-ReprCat)
V).
Since our monads are of Kock-Zo¨berlein type, these splittings are actually adjoint to the algebra
structure. Hence, a totally cocomplete separated T-category X belongs to T-CoCtsspl if and
only if SupX : PX → X has a left adjoint in T-Cat (and hence in T-CoCtssep), and a totally
complete separated T-category X belongs to T-Ctsspl if and only if InfX : V X → X has a right
adjoint in T-ReprCat (and hence in T-Ctssep). For X in T-CoCtsspl, the splitting t : X → PX of
SupX : PX → X is left adjoint and therefore a pseudo-homomorphism; hence, with the help of
(5), we see that V (αop) · top is a splitting of InfXop in (T-ReprCat)V. Therefore the equivalence
functor (−)op : T-CoCts→ T-Cts of Theorem 7.4 restricts to a functor
(−)op : T-CoCtsspl → T-Ctsspl;
however, in general we do not obtain an equivalence as the following example shows.
Example 7.8. We consider the case of topological spaces, that is T = U2. For a topological
space X, PX is the filter space of X (see [Hofmann and Tholen, 2010, Example 4.10]) which
is known to be spectral, and so is every split algebra for P. Since the dual of a spectral space
is spectral, the image of (−)op : T-CoCts → T-Cts contains only spectral spaces. For a stably
compact space X, V X is spectral if and only if X is spectral. In fact, since hX : X → V X
is in StablyComp and a topological embedding, X is spectral if V X is so. If X is spectral,
then the topology of V X is generated by the sets V ♦ where V runs through all compact opens
of X; and for such V one easily sees that V ♦ is compact in V X (using Alexander’s Subbase
Lemma and (
⋃
i Vi)
♦ =
⋃
i V
♦
i ). Since V X is always a split algebra for V, we conclude that
(−)op : T-CoCts→ T-Cts is not essentially surjective on objects.
Similarly, for a compact Hausdorff space X, X is a Stone space if and only if V˜ X is a Stone
space (if X is Stone, then V X is spectral and hence V˜ X is Stone).
8. The Kleisli category of the Vietoris monad
Every T-functor r : X → V Y gives rise to a V-matrix xry : X−→7 Y where xry(x, y) = r(x)(y).
In the sequel we are interested in the case where X = (X, a) and Y = (Y, b) are representable
T-categories and r : X → V Y is a pseudo-homomorphism.
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Proposition 8.1. Let X = (X, a) and Y = (Y, b) be representable T-categories. Then r 7→ xry
defines a bijection between T-ReprCat(X,V Y ) and the subset of V-Dist(X0, Y0) consisting of all
those V-distributors ψ : X0−→◦ Y0 making the diagram
T (X0)
◦a

◦
Tξψ // T (Y0)
◦ b

X0 ◦
ψ
// Y0
(6)
commutative.
Proof. Let α : TX → X and β : TY → Y be pseudo-algebra structures of X and Y respectively.
Assume first that r : X → V Y is a homomorphism. Then xry is a T-functor xry : Xop ⊗ Y → V
and hence also a V-functor xry : Xop0 ⊗ Y0 → V. But the latter is equivalent to xry being a
V-distributor xry : X0−→◦ Y0. Furthermore, for all x ∈ TX and y ∈ Y ,
µY · Tr(x)(y) = b · Tξ evY (Tr(x), y) = b · Tξ xry(x, y);
hence r ·α = µY · Tr if and only if xry · a = b · Tξ xry (note that xry ·α = xry · a0 ·α = xry · a since
xry is a V-distributor).
Assume now that ψ : X−→◦ Y is a V-distributor making the diagram (6) commutative. Then,
for every x ∈ X,
b · Tξ(ψ · x) · e1 = ψ · a · eX · x = ψ · x,
hence ψ · x can be seen a T-distributor of type G−⇀◦ Y . We conclude that ψ = xry for r : X →
V Y, x 7→ ψ · x. Finally, r is a V-functor since ψ is a V-distributor, and r is a homomorphism by
the considerations at the end of the first part of the proof. 
Remark 8.2. For a V-distributor ψ : X0−→◦ Y0, commutativity of (6) is equivalent to ψ·α = b·Tξψ
since ψ · a0 = ψ. Hence, if Y is of the form Y = (Y, β : TY → Y ), (6) commutes if and only if
ψ · α = β · Tξψ. Furthermore, for every pseudo-homomorphism f : X → Y , the V-distributor
f∗ : X0−→◦ Y0 is a morphism f∗ : X−→◦ Y in T-ReprDist since
f∗ · α∗ = (f · α)∗ = (β · Tf)∗ = b · T (f∗).
More generally, given a V-functor f : X0 → Y0, the V-distributor f∗ : X0−→◦ Y0 makes (6)
commutative if and only f : X → Y is a pseudo-homomorphism.
We write T-ReprDist for the category with objects all representable T-categories, and a mor-
phisms ψ : X−→◦ Y in T-ReprDist is a V-distributor ψ : X0−→◦ Y0 making (6) commutative.
Composition in T-ReprDist is given by V-relational composition, and a0 : X−→◦ X is the identify
arrow on X. Hence, (X, a) 7→ (X, a0) defines a faithful functor
T-ReprDist→ V-Dist.
The following lemma is obvious.
Lemma 8.3. Let X = (X, a), Y = (Y, b) and Z = (Z, c) be in T-ReprDist and let ϕ : (X, a0)→
(Y, b0) and ψ : (Y, b0)→ (Z, c0) be V-distributors. If ψ ·ϕ : X−→◦ Z and ψ : Y−→◦ Z are actually
morphisms in T-ReprDist and ψ is mono in V-Dist, then ϕ : X−→◦ Y is in T-ReprDist.
By definition, f : X → Y in T-ReprCat is downwards open (see Definition 4.9) precisely if
a · Tξ(f∗) = f∗ · b, and therefore:
Proposition 8.4. The following assertions are equivalent, for f : X → Y in T-ReprCat.
(i) f is downwards open.
(ii) The V-distributor f∗ : Y0−→◦ X0 makes (6) commutative (that is, f∗ : Y−→◦ X is a
morphism in T-ReprDist).
(iii) f∗ : X−→◦ Y is left adjoint in T-ReprDist.
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Theorem 8.5. The Kleisli category T-ReprCatV of V is equivalent to T-ReprDist.
Proof. It is left to show that r 7→ xry preserves composition. To see this, let r : X → V Y and
s : Y → V Z be in T-ReprCatV. First note that, for every y ∈ Y and z ∈ Z,
h◦Z ·s∗(y, z) = s∗(y, hZ(z)) = [hZ(z), s(y)] = s(y)(z) = xsy(y, z),
and therefore wY ·V s : V Y → V Z sends ϕ : G−⇀◦ Y to xsy · ϕ (see Remark 4.8). Consequently,
xsy · xry(x, z) = xsy · xry · x(z) = wY ·V s · r(x)(z),
for all x ∈ X and z ∈ Z. 
Corollary 8.6. The functor (−)∗ : T-ReprCat→ T-ReprDist is left adjoint to
T-ReprDist→ T-ReprCat, (ψ : X−→◦ Y ) 7→ (ψ · − : V X → V Y ).
Here we think of an element ϕ ∈ V X as a morphism ϕ : G−→◦ X in T-ReprDist. The units and
counits are given by hX : X → V X and h∗X : V X−→◦ X respectively.
Remark 8.7. Certainly, the adjunction above can be restricted to separated T-categories to yield
T-ReprDistsep >
((
(−)∗
hh T-ReprCatsep.
Furthermore, the monad V˜ = (V˜ , w˜ , h˜) on SetT of Remark 4.20 is also induced by the composite
adjunction
T-ReprDistsep >
((
hh T-ReprCatsep >
((
hh Set
T.
The fully faithful comparison functor (SetT)
V˜
→ T-ReprDistsep induces an equivalence between
the Kleisli category (SetT)
V˜
of V˜ and the full subcategory T-ReprDist= of T-ReprDist defined by
objects of the form X = (X,α : TX → X) (i.e. where X0 is a discrete V-category).
Example 8.8. An Esakia space [Esakia, 1974] is a Priestley space (X,≤, α) where the down-
closure of every open (with respect to α) subset A ⊆ X is again open (with respect to α or,
equivalently, with respect to a =≤ ·α). We find it worthwhile to mention that this condition
just states that i : (X,α)→ (X,≤ ·α), x 7→ x is downwards open. A morphism of Esakia spaces
(also called bounded morphism or p-morphism) is a homomorphism f : (X,≤, α) → (Y,≤, β)
such that, for all x ∈ X and y ∈ Y with f(x) ≤ y, there is some x′ ∈ X with x ≤ x′ and
f(x′) = y; and this condition just means that the diagram
(X,≤ ·α)
◦f∗

◦
i∗X // (X,α)
◦f

(Y,≤ ·β) ◦
i∗Y
// (Y, β)
commutes.
Motivated by the example above, we introduce the following notion.
Definition 8.9. A separated representable T-category (X, a) (with algebra structure α : TX →
X) is an Esakia T-category whenever i : (X,α)→ (X, a) is downwards open.
Proposition 8.10. The following assertions are equivalent, for a separated representable T-
category X = (X, a).
(i) X is an Esakia T-category.
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(ii) The V-relation a0 : X−→7 X is a morphism a0 : (X, a)−→◦ (X,α) in T-ReprDist, that is,
the diagram
TX
α

Tξa0 // TX
α

X 
a0
// X
(7)
commutes in V-Dist.
(iii) X is a split subobject in T-ReprDist of a T-algebra (Y, β) ∈ SetT.
Proof. The equivalence (i)⇔(ii) is clear by definition since i∗ = a0, and (ii)⇒(iii) follows from i∗ ·
i∗ = a0. To see (iii)⇒(ii), let (Y, β) be a T-algebra and ψ : (X, a)−→◦ (Y, β), ϕ : (Y, β)−→◦ (X, a)
be in T-ReprDist with ϕ · ψ = a0. Then
ψ · ϕ = (ψ · i∗) · (i∗ · ϕ)
in V-Dist, ψ ·ϕ, ψ · i∗ are in T-ReprDist and ψ · i∗ is mono in V-Dist, hence, by Lemma 8.3, i∗ ·ϕ
is in T-ReprDist. Consequently, i∗ = i∗ · ϕ · ψ is in T-ReprDist. 
Example 8.11. We return to the case of topological spaces. By Example 7.8, the monad V on
StablyComp restricts to Spec, and the Kleisli category SpecV corresponds to the full subcategory
SpecDist of U2-ReprDist defined by all spectral spaces. Similarly, the monad V˜ on CompHaus
restricts to Stone and the Kleisli category Stone
V˜
corresponds to the full subcategory StoneDist of
SpecDist defined by all Stone spaces. Then StoneDist is dually equivalent to the category Bool⊥,∨
of Boolean algebras and finite suprema preserving maps (see [Halmos, 1962; Sambin and Vaccaro,
1988]), and SpecDist is is dually equivalent to the category DLat⊥,∨ of distributive lattices and
finite suprema preserving maps (see [Cignoli et al., 1991]). Furthermore, these dualities are
closely related to duality results for Boolean algebras with operator (see [Kupke et al., 2004])
and distributive lattices with operator (see [Petrovich, 1996; Bonsangue et al., 2007]). One easily
verifies that DLat⊥,∨ is idempotent split complete (since it is a full subcategory of the algebraic
category of sup-semilattices and homomorphisms and it is closed there under split quotients),
and therefore also SpecDist is so. Consequently, by Proposition 8.10, the full subcategory of
SpecDist defined by all Esakia spaces is the idempotent split completion of StoneDist; which, by
Esakia duality [Esakia, 1974], then implies that the category Heyt⊥,∨ of Heyting algebras and
finite suprema preserving maps is the idempotent split completion of Bool⊥,∨.
A morphism f : X → Y of Esakia T-categories X = (X, a) and Y = (Y, b) (where b = b0 · β)
is a homomorphism making
(X, a)
◦f∗

◦
i∗X // (X,α)
◦f

(Y, b) ◦
i∗Y
// (Y, β)
commutative in T-ReprDist, which can be equivalently expressed by saying that either of the
diagrams
X
paq0 //
f

V (X,α)
V f

Y
pbq0
// V (Y, β)
or (X,α)
paq0 //
f

V˜ (X,α)
V˜ f

(Y, β)
pbq0
// V˜ (Y, β)
commutes in T-ReprCat or SetT respectively. Let now X = (X,α) be in SetT and r : X → V˜ X
be a homomorphism. Then, with a0 := xry : X−→7 X, the diagram (7) commutes by Proposition
8.1. Therefore (X, a0 · α) is an Esakia T-category provided that a0 is a separated V-category
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structure on the set X. Summing up, we have identified the category of Esakia T-categories and
morphisms as the full subcategory of the category Coalg(V˜ ) of coalgebras for V˜ : SetT → SetT
defined by those coalgebras r : X → V˜ X whose mate a0 := xry : X−→7 X is a separated V-
category structure on the set X. This observation represents a generalisation of [Davey and
Galati, 2003].
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