The vast majority of research on memory has focused on memory for nouns. Clearly, however, the purpose of the human memory system is not simply to remember the names of the objects that have been encountered. Instead, it seems much more important to remember what each of those objects did-in part, because it may help us to predict what those objects will do when we encounter them again. One way to test memory for the actions of objects is to examine memory for verbs. Although there has been relatively little research on memory for verbs, the research that has been conducted has generally revealed that memory for verbs is not as good as memory for nouns (e.g., Earles & Kersten, 2000; Earles, Kersten, Turner, & McMullen, 1999; Engelkamp, Zimmer, & Mohr, 1990; Reynolds & Flagg, 1976) . Investigating why verbs are difficult to remember may yield a better understanding of how the human memory system represents actions.
The present research was designed to test the hypothesis that verbs are more difficult to remember than nouns because the meanings of verbs differ more in different contexts than do the meanings of nouns. Thus, if the context at retrieval is different from the context at encoding, this may make it difficult to retrieve a verb, because the meaning of the verb at retrieval will not match the encoded meaning of the verb.
This hypothesis is suggested by a number of theories of noun and verb meaning. One is Gentner's (1981 Gentner's ( , 1982 Gentner & Boroditsky, 2001 ) natural partitions/relational relativity theory. According to the natural partitions theory of noun meaning, nouns tend to refer to collections of percepts that cohere particularly tightly together because of Gestalt properties, such as proximity, common fate, and boundedness. These Gestalt properties encourage both prelinguistic infants and adults to perceive these collections of percepts as objects, and as a result, children have already perceived and categorized these objects by the time language learning begins. Learning such a noun thus involves simply mapping a newly presented label onto a preexisting object category. Because such nouns are defined in terms of nonlinguistic categories, their meanings are very stable despite variations in linguistic context.
In contrast, according to the relational relativity theory, relational terms, such as verbs, cannot be straightforwardly mapped onto preexisting nonlinguistic categories. This is because relations can be construed in multiple ways and, thus, experience with a language is necessary for a learner to know which of these possible construals is relevant to the meaning of a word. Learning a relational term is, thus, more of a cognitive invention than a simple associative process. Because verbs are not so tightly anchored in nonlinguistic categories, their meanings are less stable and more subject to alteration with variations in linguistic context. Kersten (1998 Kersten ( , 2003 has also proposed that the meanings of many verbs are dependent on linguistic context-in particular, the nouns that accompany them. Kersten proposed that the role of a manner-of-motion verb in a sentence is to select from a number of manners of motion associated with a noun. For example, the noun person may be associated with a number of different manners of motion, such as walking, running, skipping, jumping, and so forth. A manner-of-motion verb (e.g., run) may indicate which of these different manners of motion is relevant in a given situation. Because manner-of-motion information is associated with nouns in this theory, the meanings of manner-of-motion verbs may change dramatically in the context of different nouns. For example, the meaning of the verb run means markedly different things in conjunction with the nouns person, horse, car, and politician.
Finally, Kintsch's (2001) theory of predication in latent semantic analysis (LSA) also suggests that the meanings of verbs are more dependent on semantic context than are the meanings of nouns. In LSA, the meaning of a word is defined by a vector in a multidimensional space, representing the typical discourse contexts in which that word appears. In prior research with LSA (e.g., Landauer, Laham, Rehder, & Schreiner, 1997) , the meaning of a word combination was assumed to be represented by the centroid of the vectors representing the two words. Thus, when the meaning of a noun-verb pair is computed, this procedure would suggest that the meaning of the noun would be altered as much as the meaning of the verb, in order to make the two words compatible.
In contrast, in Kintsch's (2001) predication algorithm, the vector representing the meaning of a noun-verb pair is biased by including in the computation of that vector one or more semantic neighbors of the verb that are contextually appropriate for the noun. This has the effect of biasing the meaning of the verb so as to be consistent with the noun. For example, in order to compute the meaning of the sentence The horse ran, the nearest semantic neighbors of ran are first activated to the extent that they are related to both horse and ran. This tends to activate such words as raced. The vector representing the meaning of the sentence is then determined by computing the centroid of the vectors representing horse, ran, and one or more of the most activated semantic neighbors. The resulting vector is similar to the vector representing the meaning of the word gallop and is more similar than is the vector representing ran in isolation. This suggests that the meaning of ran has been altered to make it more consistent with horse. The meaning of horse also changes to make it consistent with ran, but these changes are smaller. For example, the vector representing the horse ran is more similar to the vector representing horse than to the vector representing ran, suggesting that ran has changed more than horse. Consistent with the theories of Gentner and Boroditsky (2001) and Kersten (1998 Kersten ( , 2003 ), Kintsch's predication algorithm thus suggests that the meaning of a verb is more strongly influenced by semantic context than is the meaning of a noun.
There is some evidence that supports the idea that verbs are more dependent on semantic context than are nouns. First, as has been pointed out by Gentner (1981) , verbs have a greater breadth of meaning than do nouns. In particular, a verb is likely to have more dictionary entries than does a noun. This appears to be true even when frequency of use is approximately matched for the nouns and the verbs. This is consistent with the hypothesis that nouns label something in the world and, thus, are stable across contexts but verbs differ in meaning, depending on the linguistic context in which they are used. Gentner and France (1988) found additional evidence that the meanings of verbs are more dependent on linguistic context than are the meanings of nouns. They found that when a noun and a verb from a sentence were inconsistent, participants were more likely to alter the meaning of the verb than the meaning of the noun. Participants were presented with sentences in which the noun and the verb were semantically inconsistent (e.g., The butterfly pondered). For each sentence, the participant was asked to paraphrase the sentence. In these paraphrases, the participants changed the verb so as to be consistent with the noun (e.g., turning pondered into hovered) more often than they changed the noun so as to be consistent with the verb (e.g., turning butterfly into a person wearing bright clothes).
If the meanings of verbs depend on semantic context, this may have implications for memory. In particular, the fact that the same verb may have different meanings on different occasions may make verbs difficult to remember. There is growing evidence that verbs are not remembered as well as nouns. For example, Engelkamp et al. (1990) tested participants' memory for lists of nouns and lists of verbs and found that the participants recalled more nouns than verbs. Horowitz and Prytulak (1969) and Clark (1966) both found that participants did not recall as many verbs as subject nouns or object nouns from transitive sentences. Earles and Kersten (2000) found that verb pairs were more difficult to recall than noun pairs, and Earles et al. (1999) found that verbs from verb -noun pairs (e.g., wave hand) were recalled less often than the nouns from the same pairs. There is also evidence that verbs are not recognized as well as nouns (Reynolds & Flagg, 1976) . Mohr, Engelkamp, and Zimmer (1989) and Engelkamp and Zimmer (1995) both found that in a recognition test for action phrases, participants were less likely to notice a change in the verb from encoding to retrieval than to notice a change in the noun.
If the meanings of verbs are dependent on linguistic context, memory for a verb may be dependent on reinstating the same linguistic context as that present when it was originally encountered. An important part of the linguistic context for a verb is often a noun. Thus, reinstatement of the original noun that accompanied a verb may be important for recall of that verb. There is some evidence that nouns may be better cues for verbs than verbs are for nouns. In memory for complete sentences, the noun has been found to be a more important sentence cue than is the verb (Thios, 1975) . In addition, Mohr (1992) found that in memory for noun-verb phrases, the noun is a better cue than the verb for memory for the phrases. Thus, remembering the noun may help one to remember the verb, whereas remembering the verb may not be as helpful for remembering the noun.
Although there is support for the prediction that memory for verbs will be more influenced by semantic context than is memory for nouns, nouns are also subject to contextual influence. Some authors have argued that the verb is more important to sentence meaning than is the noun. Rumelhart, Lindsay, and Norman (1972) argued that the verb makes clear the relations among the other components of a sentence and, thus, helps make sense of the other components. Thus, if a verb in a sentence is changed, the noun may no longer have the same meaning. Chafe (1970) also suggested that it is the verb that is central to the meaning of a sentence, whereas the noun is peripheral. Thus, memory for the noun may depend on reinstating the same verb at retrieval as that present during encoding.
There is considerable evidence that memory for nouns is influenced by semantic context. In particular, in order to test the encoding specificity principle of Tulving and Thomson (1973) , Light and Carter-Sobell (1970) presented participants with lists of adjective-noun pairs. For each noun, two adjectives were chosen so that each suggested a different meaning of the noun. During encoding, one of these adjectives was presented with each noun. At recognition, the participants were more likely to correctly recognize the nouns when they were accompanied by an adjective that suggested the same meaning as the one that had been suggested during encoding. When a different adjective was presented, the participants had difficulty recognizing the noun. The encoding specificity effect has been demonstrated repeatedly over the last 30 years (e.g., Earles, Smith, & Park, 1994; Park, Puglisi, Smith, & Dudley, 1987; Puglisi, Park, Smith, & Dudley, 1988) . Memory for nouns, therefore, is influenced by the semantic context present at encoding and retrieval.
Thus, memory for both nouns and verbs is dependent on the context in which the words are encoded and on the context in which the words are retrieved. We predicted, however, on the basis of the theories of Gentner (1981 Gentner ( , 1982 Gentner & Boroditsky, 2001) , Kersten (1998 Kersten ( , 2003 , and Kintsch (2001) , that memory for verbs would be much more dependent on semantic context than memory for nouns would be. To test this prediction, we presented adult participants with a series of intransitive sentences (e.g., The ball bounced ) and asked them to remember either the noun or the verb from each sentence. Intransitive sentences were employed for two reasons. First, intransitive sentences are methodologically convenient in that they contain a single noun and a single verb, thus allowing a relatively clean comparison of memory for these two types of words. Second, such sentences represent the simplest possible sentence structure in the English language and, thus, make a good starting point for an investigation of the effects of semantic context on memory for nouns and verbs. Further discussion of the generalizability of the present results to other types of nouns and verbs can be found in the General Discussion section.
After viewing a series of such intransitive sentences, the participants were tested on their ability to recognize the nouns or the verbs in these sentences. In particular, the participants were presented with sentences and were asked whether they had previously seen either the noun or the verb from each sentence. Some sentences were identical to those seen at encoding, some involved an old noun and a new verb, some involved a new noun and an old verb, and some involved a new noun and a new verb. It was predicted that the participants would have greater difficulty recognizing a word in the context of a new word than in the context of the same word as that presented at encoding. It was predicted that this effect would be larger in memory for verbs than in memory for nouns, however, providing evidence that semantic context influences memory for verbs more than it influences memory for nouns.
EXPERIMENT 1

Method Participants
Ninety-six undergraduate students from Florida Atlantic University received course credit in a general psychology class for participation.
Materials
Encoding lists. There were four lists of 60 sentences, each of which contained a noun and a verb (e.g., The ball bounced ). First, two lists of 60 sentences were composed. Each noun-verb pair in List 1 (e.g., ball bounced ) corresponded to a noun-verb pair in List 2 (e.g., quarter rolled ), so that the noun from the sentence in each list (e.g., ball ) could be paired with both of the verbs (e.g., bounced or rolled ) and the verb from the sentence in each list (e.g., bounced ) could be paired with both nouns (e.g., ball or quarter). The words in each list were matched in frequency according to the norms provided by Francis and Ku † cera (1982) . In List 1, the nouns had an average frequency of 72, and the verbs had an average frequency of 81. In List 2, the nouns had an average frequency of 72, and the verbs had an average frequency of 80. The frequencies for the nouns were not significantly different from the frequencies for the verbs (t , 1). These encoding lists are provided in the Appendix.
Although the nouns and the verbs in Lists 1 and 2 were matched in terms of frequency, we could not match the nouns and the verbs on every possible feature, so we wanted to take steps to ensure that any results that we obtained were not due to the particular nouns and verbs that we used. Thus, two additional lists of 60 sentences were created in the same manner as were Lists 1 and 2. Again, the average frequency for the nouns (M 5 54) was not significantly different from that of the verbs (M 5 48; t , 1). The sentences from List 3 and List 4 are also provided in the Appendix. There was one random presentation order for each list.
Recognition lists. There were four lists of 60 recognition sentences corresponding to Lists 1 and 2 and four lists of 60 recognition sentences corresponding to Lists 3 and 4. Each list consisted of 15 sentences that were identical to ones seen at encoding, 15 sentences containing a familiar noun but a new verb, 15 sentences containing a familiar verb but a new noun, and 15 entirely new sentences. Across the four recognition lists, the two nouns and two verbs from each corresponding pair of sentences were presented in all possible combinations. For example, if the encoding sentence was The ball bounced, one retrieval list contained The ball bounced, one contained The ball rolled, one contained The quarter bounced, and one contained The quarter rolled. For each list, there was one random order of retrieval sentences, with the condition that no more than 3 sentences of the same type were presented in a row.
Design
There were two independent variables, word type and retrieval context. Word type was manipulated between participants. The participants were asked to remember either the nouns or the verbs from the sentences. Retrieval context was manipulated within participants. For participants who tried to remember nouns, the verb presented at retrieval was the same as or different from that presented at encoding, and for participants who tried to remember verbs, the noun at retrieval was the same as or different from that at encoding.
Procedure
The participants viewed each of 60 sentences on a computer screen for 7 sec. One fourth of the participants received each of the four encoding lists. Half of the participants presented with each encoding list were asked to remember the nouns from the sentences, and half were asked to remember the verbs. Following the presentation of each sentence, the participants were asked to rate "How often do you see this happen?" on a scale of 1 (almost never) to 5 (very often). This question was presented in order to encourage the participants to read and process the entire sentence.
Following the presentation of the 60 sentences, the participants were given a 15-min intervening task. The participants saw 68 vocabulary words on the computer screen for 10 sec each. Along with each word, they received 4 other words and were asked to choose the word that was most similar in meaning to the presented word. The correct answer was shown following each response. This intervening task was used to prevent rehearsal and to make the recognition task more difficult.
During retrieval, those participants who had been asked to remember nouns were tested on their ability to recognize those nouns, and those participants who had been asked to remember verbs were tested on their ability to recognize those verbs. One quarter of the participants from each encoding condition received each of the four retrieval lists. The participants saw each sentence on the computer screen. Those in the noun condition pressed "y" if the noun had been presented at encoding and "n" if it had not. Those in the verb condition pressed "y" if the verb had been presented at encoding and "n" if it had not. The participants were given as much time as they needed to respond to each sentence.
Results
Two measures of recognition sensitivity were computed for each participant. One measure represented a participant's ability to recognize a word when it was presented in the same semantic context as that at encoding. For this measure, we first computed the proportion of hits to previously encountered words that were presented in the same context as that at encoding. We then computed the proportion of false alarms to new words that were presented along with a familiar context word. These proportions can be seen in Table 1 . We then used these proportions to compute A¢, a measure of recognition sensitivity, according to the formulas provided by Rae (1976) . This was used as our measure of recognition sensitivity for words presented in the same semantic context as that at encoding.
The second measure represented a participant's ability to recognize a word when it was presented in a different semantic context from that seen at encoding. In particular, we first computed the proportion of hits to previously encountered words that were presented in a new semantic context. We then computed the proportion of false alarms to new words that were presented along with an unfamiliar context word. These proportions can also be seen in Table 1 . We then used these proportions to compute A¢ as our measure of recognition sensitivity for words presented in a different semantic context from that seen at encoding.
The two A¢ measures of recognition sensitivity are depicted in Figure 1 , both for the participants in the noun condition and for the participants in the verb condition. A 2 3 2 analysis of variance (ANOVA) was conducted on these measures, with word type (noun vs. verb) as a between-subjects factor and retrieval context (same vs. different) as a within-subjects factor. An alpha level of .05 was adopted for this and all other analyses. This analysis revealed a main effect of word type [F(1,94) 
Discussion
As was predicted, semantic context had a larger effect on memory for verbs than on memory for nouns. The participants were much more likely to recognize a verb if the verb was accompanied by the same noun as that presented at encoding. In contrast, the participants recognized a noun about equally well regardless of whether or not it was accompanied by the same verb as that presented at encoding. These findings are consistent with the theories of Gentner and Boroditsky (2001) , Kersten (1998 Kersten ( , 2003 , and Kintsch (2001) that the meanings of verbs are more strongly dependent on linguistic context than are the meanings of nouns.
There remains an alternative hypothesis for these results, however. In particular, because of the standard word order of English sentences, nouns always appeared before verbs in our stimuli. As a result, it remains possible that some of the participants who were instructed to remember the noun in each sentence merely read up to the noun and then stopped reading, whereas the participants who were instructed to remember the verb had to read to the end of each sentence. This would result in a smaller effect of semantic context on memory for nouns than on memory for verbs, because the participants who were instructed to remember the noun would not necessarily have read the verb that went with each noun.
One approach to addressing this alternative hypothesis would be to present sentences in a noncanonical word order, such as Bounce was what the ball did or Bouncing was done by the ball. Such sentences would likely be confusing to participants, however, and thus we opted not to pursue this strategy. Instead, the strategy we adopted was to instruct some participants to remember the verb in each sentence, and then to test them on their memory for the noun. This procedure encouraged the participants to read to the end of the sentence. The performance of these participants was compared with the performance of the participants who were instructed to remember nouns and were later tested on memory for nouns and with the performance of the participants who were instructed to remember verbs and were later tested on memory for verbs.
Thus, the encoding instructions given to this new group of participants were identical to those given to the participants who were instructed to remember verbs and were later tested on their memory for verbs. If the results of Experiment 1 reflected solely a tendency for the participants in the noun condition not to read the verb in each sentence during encoding, the participants in Experiment 2 who were instructed to remember verbs and were later tested on memory for nouns would be expected to show the same effects of semantic context as would the participants who were instructed to remember verbs and were later tested on memory for verbs. In fact, the effects of context might be predicted to be even larger for this new group of participants, because attention would be focused on the context word. If the theories of Gentner and Boroditsky (2001) , Kersten (1998 Kersten ( , 2003 , and Kintsch (2001) are correct, however, the effects of semantic context should be greater for verbs than for nouns, even when the encoding instructions were the same in the two cases.
EXPERIMENT 2
Method Participants
Ninety-six undergraduate students from Florida Atlantic University received course credit in a general psychology course for participation. 
Materials
There were two encoding lists of 88 sentences, each containing one noun and one verb. These sentences were taken from the lists generated for Experiment 1. Four recognition lists were created using the same method as that in Experiment 1.
Design
The design of Experiment 2 was similar to that of Experiment 1, except for the addition of a condition in which the participants were asked to remember the verbs but were later tested on their memory for the nouns. The participants were thus assigned to one of three conditions. The participants in the encode-noun/ retrieve-noun condition were asked to remember the noun from each sentence and were later tested on their memory for the nouns. The participants in the encode-verb/ retrieve-noun condition were asked to remember the verb from each sentence but were later tested on the memory for the nouns. The participants in the encode-verb/ retrieve-verb condition were asked to remember the verbs from each sentence and were later tested on their memory for the verbs.
Procedure
Half of the participants viewed each of the two encoding lists. As in Experiment 1, each sentence was presented for 7 sec on a computer screen, and the participants were asked to rate how often they saw each event. Following encoding, the participants received the 15-min vocabulary test and were then given a recognition test. For the participants in the encode-noun/ retrieve-noun and the encodeverb/retrieve-verb conditions, the recognition test was the same as that in Experiment 1. Those participants in the encode-verb/ retrievenoun condition were told at retrieval that although they had previously been asked to learn the verbs, they were now going to be tested on their memory for the nouns. During the recognition test, the participants in all three conditions saw 22 sentences that were the same as those presented at encoding, 22 with the same noun but a different verb, 22 with the same verb but a different noun, and 22 new items.
Results
Three participants were dropped from the analysis of Experiment 2 because they failed to make more hits than false alarms over the entire sequence of trials. One of these participants was in the encode-noun/retrieve-noun condition, and 2 were in the encode-verb/retrieve-verb condition. The proportions of hits and false alarms of the remaining participants are listed in Table 1 , and A¢ measures of recognition sensitivity are depicted in Figure 2 . An ANOVA was conducted on recognition sensitivity, with condition (encode-noun/retrieve-noun vs. encodeverb/retrieve-noun vs. encode-verb/retrieve-verb) as a between-subjects independent variable and retrieval context (same vs. different) as a within-subjects independent variable. This analysis revealed a significant main effect of condition [F(2,90) 5 3.56, MS e 5 0.012, p 5 .033]. Post hoc Tukey HSD tests failed to reveal any significant differences between the three conditions, although there was a trend for poorer performance in the encode-verb/ retrieve-verb condition than in either the encode-noun/ retrieve-noun condition (q 5 3.34, p 5 .057) or the encode-verb/retrieve-noun condition (q 5 3.33, p 5 .057). There was also a significant main effect of retrieval context [F(1,90) 5 31.01, MS e 5 0.003, p , .001], with better recognition sensitivity when a word was presented in the same context as that at encoding than when a word was presented in a different context. These main effects, however, were moderated by a significant interaction of condition and retrieval context [F(2,90) 5 4.61, MS e 5 0.003, p 5 .012]. In order to interpret this interaction, the interaction of condition and retrieval context was examined for all possible pairs of conditions. When recognition sensitivity between the encode-noun/retrieve-noun and the encode-verb/retrieveverb conditions was compared, there was a significant interaction of condition and retrieval context [F(1,59) 5 7.54, MS e 5 0.003, p 5 .008]. In particular, there was a significant effect of retrieval context on performance in the encode-verb/retrieve-verb condition [t(29) 5 5.59, p , .001], whereas this effect only approached significance in the encode-noun/retrieve-noun condition [t(30) 5 1.97, p 5 .058]. This replicated the finding from Experiment 1 that the effects of semantic context were larger for verbs than for nouns.
There was also a significant interaction of condition and retrieval context when the encode-verb/retrievenoun and the encode-verb/retrieve-verb conditions were compared [F(1,60) 5 6.40, MS e 5 0.003, p 5 .014]. In particular, whereas the effect of retrieval context was significant in the encode-verb/retrieve-verb condition [t(29) 5 5.59, p , .001], this effect only approached significance in the encode-verb/retrieve-noun condition [t(31) 5 2.01, p 5 .053]. There was, thus, a larger effect of semantic context on memory for verbs than on memory for nouns, even when the encoding instructions were the same in the two cases.
There was not a significant interaction of condition and retrieval context with the contrast between the encodenoun/retrieve-noun and the encode-verb/retrieve-noun conditions [F(1,61) 5 0.02, MS e 5 0.003, p . .10]. Thus, encouraging the participants to read to the end of each sentence by instructing them to remember the verb did not increase the size of the semantic context effect on memory for nouns.
Discussion
The results of Experiment 2 provided further support for the hypothesis that memory for verbs is more dependent on semantic context than is memory for nouns. The effects of semantic context were larger for verbs than for nouns, even when the encoding instructions encouraged the participants in the noun condition to read to the end of each sentence. The results of Experiment 2 thus ruled out the hypothesis that the reduced effect of semantic context on memory for nouns in Experiment 1 was due to the participants who were instructed to remember nouns failing to read the verb that went with each noun.
Recognition sensitivity for nouns was, in fact, almost identical regardless of whether the participants were initially instructed to remember nouns or verbs, suggesting that the participants in the two conditions used similar encoding strategies. A likely explanation is that the orienting task of asking the participants to rate how often they had witnessed a particular event encouraged the participants to form a mental image of that event and it was this mental image that formed the basis for later successful recognition of the words, regardless of whether the participants were instructed to remember nouns or verbs. If the participants were later presented with a word in the same context as that at encoding, this would encourage the creation of a similar mental image, allow- ing a participant to recognize having seen the word before. If a word were presented in a different semantic context, this would generally still allow successful recognition in the case of nouns, because the mental image of an object elicited by a noun in one semantic context would still be similar to the mental image of the object elicited by that same noun in a different semantic context. This would be less successful in the case of verbs, because the mental image of an action elicited by a verb in one semantic context would often be very different from the mental image of an action elicited by the verb in a different semantic context. The results of Experiment 2 are thus quite consistent with the prediction of the theories of Gentner and Boroditsky (2001) , Kersten (1998 Kersten ( , 2003 , and Kintsch (2001) that the meanings of verbs are more dependent on semantic context than are the meanings of nouns.
EXPERIMENT 3
Experiment 3 was designed to explore the mechanisms underlying why words are remembered better in the same context than in a different context. One possible mechanism involves facilitated memory for the target word in the same context as a result of reinstating at retrieval the same meaning of the target word as that presented at encoding. The second possible mechanism involves interference in memory for the target word in a different context, due to bringing to mind at retrieval a different meaning of the word than that present at encoding.
The first two experiments do not allow one to distinguish between these two mechanisms, because they both predict better memory in the same context than in a different context. Experiment 3 was designed to provide such a test by comparing performance in these two conditions with performance in a condition in which no semantic context was present at retrieval. In particular, the participants were presented at encoding with a nounverb pair, but at retrieval they were simply presented with an isolated word, either a noun or a verb, and were asked whether or not they had seen this word before. If the advantage of the same-context condition over the different-context condition reflects facilitation from reinstating the same meaning of the target word at retrieval as at encoding, performance in the no-context condition should be the same as that in the different-context condition. In particular, in neither the no-context condition nor the different-context condition was the encoded meaning of the target word implicated by the retrieval context. If, on the other hand, the advantage of the same-context condition over the different-context condition reflects interference from bringing to mind a competing meaning of the target word, performance in the no-context condition should be the same as that in the same-context condition, because in neither the no-context condition nor the same-context condition was a competing meaning of the target word implicated by the retrieval context. Of course, a third possibility is that the advantage of the same-context condition over the different-context condition is a result of both mechanisms. If this is the case, performance in the no-context condition should be intermediate between that in the same-context condition and that in the different-context condition.
Experiment 3 was also designed to further test the notion that the effects of semantic context in the present experiments did not result from an explicit attempt to remember the noun or the verb in each sentence. Semantic context effects may, instead, have fallen naturally out of the reading and processing of each sentence, as dictated by the orienting task of rating how often one had witnessed the event described by each sentence. To test this idea, half of the participants in Experiment 3 were instructed to encode the noun in each sentence, whereas half were instructed to encode the verb. Furthermore, within each of these two groups of participants, half of the participants were tested on memory for nouns, and half were tested on memory for verbs. If the effects of semantic context result from the processing of each sentence associated with the orienting task, the size of the semantic context effect should be unrelated to the type of word that a participant is instructed to encode. Instead, the size of the semantic context effect should depend only on the type of word one is asked to retrieve. In particular, effects of semantic context should be larger when the participants are tested on memory for verbs than when they are tested on memory for nouns, regardless of which type of word the participants were initially instructed to encode.
Method Participants
One hundred forty-four undergraduate students from Florida Atlantic University received course credit in a general psychology course for participation.
Materials
There were two lists of 90 sentences, each containing one noun and one verb. These sentences were taken from the lists generated for the first experiment.
Design
There were three independent variables: encoding word type, retrieval word type, and retrieval context. Encoding word type was manipulated between participants. The participants were asked to remember either the nouns or the verbs from the sentences. Retrieval word type was also manipulated between participants. The participants were tested on their memory for either nouns or verbs. Finally, retrieval context was manipulated within participants. For participants who were tested on their memory for nouns, in one third of the trials the verb presented at retrieval was the same as that at encoding, in one third of the trials the verb presented at retrieval was different from that at encoding, and for one third of the trials the participant received no verb. For the participants who were tested on their memory for verbs, the noun at retrieval was the same as that at encoding for one third of the trials, was different from that at encoding for one third of the trials, and was not present for one third of the trials.
Procedure
The participants viewed each of the 90 sentences on a computer screen for 7 sec. Half of the participants viewed each of the two lists. As in the previous two experiments, following each sentence, the participants rated how often they had seen the described event happen. After the entire list had been presented, the participants completed the vocabulary test and were then given a self-paced recognition test.
There were six different recognition lists, and an equal number of participants received each list. For those participants tested on memory for nouns, each recognition list contained 15 verb -noun pairs that were the same as those at encoding, 15 pairs that contained the same noun but a different verb, 15 pairs that contained the same verb but a different noun, 15 completely new verb -noun pairs, 15 nouns that were the same as those at encoding but were not paired with verbs, and 15 new nouns that were not paired with verbs. Those participants tested on memory for verbs received 15 verb -noun pairs that were the same as those at encoding, 15 pairs that contained the same noun but a different verb, 15 pairs that contained the same verb but a different noun, 15 completely new verbnoun pairs, 15 verbs that were the same as those at encoding but were not paired with nouns, and 15 new verbs that were not paired with nouns. The recognition procedure was the same as that in Experiments 1 and 2.
Results
The proportions of hits and false alarms in Experiment 3 are listed in Table 1 , and A¢ measures of recognition sensitivity are depicted in Figure 3 . An ANOVA was conducted on recognition sensitivity, with encoding word type (noun vs. verb) and retrieval word type (noun vs. verb) as between-subjects independent variables and retrieval context (same vs. none vs. different) as a withinsubjects independent variable. This analysis revealed a significant main effect of retrieval word type [F(1,140) There was a significant main effect of retrieval context [F(2,280) 5 35.27, MS e 5 0.005, p , .001]. Post hoc Tukey HSD tests revealed that recognition sensitivity was better in the same-context condition than in either the no-context condition (q 5 11.02, p , .01) or the different-context condition (q 5 9.36, p , .01), whereas there was not a significant difference in performance between the latter two conditions (q 5 1.65, p . .10). These results thus suggest that the performance advantage of the same-context condition over the different-context condition reflects facilitation from reinstating at retrieval the same meaning of the target word as that presented at encoding.
As was predicted, there was also a significant interaction of retrieval word type and retrieval context [F(2,280) 5 12.08, MS e 5 0.005, p , .001]. In order to interpret this interaction, the interaction of retrieval word type and retrieval context was examined for all possible pairs of retrieval contexts. In replication of Experiments 1 and 2, when recognition sensitivity in the same and the different retrieval contexts was compared, there was a signif- Figure 3 . A¢ measures of recognition sensitivity in Experiment 3. In the samecontext condition, A¢ was computed using the proportion of hits to old words presented in the same semantic context as that in which they had appeared at encoding and the proportion of false alarms to new words presented along with a familiar context word. In the no-context condition, A¢ was computed using the proportion of hits to old words presented in isolation and the proportion of false alarms to new words presented in isolation. In the different-context condition, A¢ was computed using the proportion of hits to old words presented in a new semantic context and the proportion of false alarms to new words presented along with an unfamiliar context word. An A¢ of .5 represents chance performance, whereas an A¢ of 1.0 represents perfect performance. Error bars represent standard errors. When recognition sensitivity in the same and none retrieval contexts was compared, there was also a significant interaction of retrieval context and retrieval word type [F(1,142) Finally, when recognition sensitivity in the none and different retrieval contexts was compared, there was not a significant interaction of retrieval context and retrieval word type [F(1,142) 5 0.65, MS e 5 0.006, p . .10]. These results thus provide no evidence that the greater effects of semantic context on memory for verbs than on memory for nouns reflect distraction from bringing to mind alternative meanings of a verb. Instead, these effects appear to represent facilitation from reinstating at retrieval the same meaning of a verb as that presented at encoding.
Discussion
Experiment 3 provided further evidence that semantic context influences memory for verbs more than it influences memory for nouns. In addition, it provides evidence regarding the mechanisms responsible for the effects of semantic context on memory for nouns and verbs. In particular, it suggests that the effects of semantic context reflect facilitation from reinstating at retrieval the same meaning of a word as that presented at encoding. This same mechanism appears to apply in both memory for nouns and memory for verbs, but it has larger effects on memory for verbs because the meanings of verbs differ more in different semantic contexts. Experiment 3 provided no evidence of interference from bringing to mind at retrieval a different meaning of a word than that presented at encoding.
Finally, Experiment 3 provided evidence that the larger effect of semantic context on memory for verbs than on memory for nouns is not a result of the strategic encoding of the noun or the verb from each sentence but, rather, falls naturally out of the reading and processing of an entire sentence. In particular, effects of semantic context were larger on memory for verbs than on memory for nouns, regardless of whether the participants had initially been instructed to encode nouns or verbs. This finding suggests that the orienting task of rating how often one had witnessed the event described by each sentence formed the basis for the effects of semantic context in these experiments, given that this orienting task was shared by the two encoding conditions. Thus, one may expect larger effects of semantic context on memory for verbs than on memory for nouns under any conditions that require the active reading and processing of a sentence.
GENERAL DISCUSSIO N
The present experiments provide evidence that memory for verbs is more dependent on semantic context than is memory for nouns. Experiment 1 revealed that the participants were much more likely to remember a verb if it were presented in the same semantic context at encoding and at retrieval, whereas this effect was much smaller for nouns. Experiment 2 demonstrated this same effect even when the participants in the noun and the verb conditions were given the same instructions at encoding, ruling out the hypothesis that the larger semantic context effect in memory for verbs than in memory for nouns was a result of a failure by the participants who were instructed to remember nouns to encode the verb that went with each noun. Finally, Experiment 3 demonstrated that the advantage in memory for words presented in the same context over words presented in a different context was a result of facilitation from reinstating at retrieval the same meaning of the target word as that presented at encoding.
These results are consistent with the natural partitions/ relational relativity theory proposed by Gentner (1981 Gentner ( , 1982 Gentner & Boroditsky, 2001 ). According to this theory, nouns tend to label objects that are prelinguistically isolated from the rest of an event. Because the meanings of nouns are grounded in nonlinguistic categories, they do not tend to change very much in different linguistic contexts. The meanings of verbs and other relational terms, on the other hand, are not as well grounded in nonlinguistic categories. Thus, the meanings of verbs are suggested to differ in different linguistic contexts, and memory for verbs would be expected to depend greatly on context.
The present results are also consistent with the theories of Kersten (1998 Kersten ( , 2003 and Kintsch (2001) . These theories suggest two different but related mechanisms for how the same verb can mean different things in the context of different nouns. In Kersten (1998 Kersten ( , 2003 , different nouns are associated with different manners of motion, and thus the same verb selects different manners of motion when used in conjunction with different nouns. In Kintsch, different nouns are associated with different verbs, each of which represents a particular kind of motion. Thus, the same verb means different things in the context of different nouns because different nouns bring to mind different sets of associated verbs, which bias the computation of the vector representing the meaning of the noun-verb combination. The present results suggest that Kintsch's predication algorithm more accurately captures the meanings of noun-verb combinations than do earlier theories of LSA (e.g., Landauer et al., 1997) , in which such combinations are merely represented by the centroid of the vectors representing the noun and the verb.
The present findings on noun and verb memory may be related to recent findings by Kersten and Smith (2002) on noun and verb learning. They found that 3.5-to 4-year-old children learning a novel verb attended just as strongly to the appearance of an object as to its motion. This strategy makes sense if one assumes that the same verb means different things in the context of different objects. In particular, in order to determine what a verb may mean in the context of a particular object, one has to learn about the object and the kinds of motion of which it is capable. In contrast, children learning a novel noun attended almost exclusively to the appearance of an object and ignored its motion. This strategy also makes sense if one assumes that the meanings of nouns are stable across motion contexts. In particular, one can determine the meaning of a noun simply by focusing on an object. Thus, children's learning strategies for the two types of words may reflect the nature of the meanings conveyed by the two types of words.
Generalizability to Other Types of Nouns and Verbs
The nouns and verbs in the present experiments were always presented in the context of intransitive sentences, in which the noun played the role of grammatical subject and the verb referred to an action or state of that subject. Such sentences describe a very basic, frequently occurring type of event, and thus phenomena associated with this type of sentence are of considerable theoretical interest. The restrictions placed on the nouns and verbs used in these experiments meant that they had characteristics that are not true of all nouns and verbs, however, and thus it remains to be seen whether the present results will generalize to other types of nouns and verbs.
First, the fact that nouns played the role of grammatical subject meant that nearly all of the nouns used in these experiments referred to concrete objects, whereas the verbs referred to the actions and states of these objects. According to Gentner's (1981 Gentner's ( , 1982 Gentner & Boroditsky, 2001 ) natural partitions theory, objects are prelinguistically isolated from the rest of an event, anchoring the meanings of referring nouns in the physical world and, thus, making them less susceptible to alteration. In contrast, states and actions can be construed in many different ways, making verb meanings more susceptible to alteration. Not all nouns refer to objects, however, and not all verbs refer to actions and states. In particular, as has been pointed out by Maratsos and Chalkley (1980) , there is considerable overlap in the meanings conveyed by nouns and verbs, with some nouns (e.g., an attack) referring to actions and some verbs (e.g., to vacuum) implicating the presence of a particular object. Thus, it is unclear to what extent the present results reflect a distinction between nouns and verbs and to what extent they reflect a distinction between object and nonobject terms. As has been pointed out by a number of researchers (e.g., Brown, 1957; Maratsos, 1990) , however, concrete objects represent the core of the noun grammatical category, whereas objects are not central to the verb grammatical category, and thus there is reason to believe that a distinction between object and nonobject terms will generalize to a distinction between nouns and verbs.
Second, the fact that nouns played the role of grammatical subject in these experiments meant that nouns always preceded verbs in the presented sentences. Although Experiments 2 and 3 demonstrated that even participants who were instructed to encode nouns continued on to read the verb in each sentence, it still remains the case that the verbs were always read in the context of having just read a noun, whereas the nouns were read without having just read a verb. That subject nouns precede verbs is of course a general feature of the English language, and thus the phenomena observed in the present experiments would be expected to generalize to the real-world processing of English intransitive sentences. It remains to be seen, however, whether the present results with subject nouns will generalize to object nouns, which typically follow, rather than precede, the verb in an English sentence.
Despite these differences between subject nouns and object nouns, there are two reasons to believe that the present results will generalize to object nouns. First, object nouns, as well as subject nouns, are recalled better than verbs (e.g., Earles et al., 1999) . To explain this finding, Earles et al. (1999) proposed that the meaning brought to mind by a verb at retrieval is often different from the meaning brought to mind at encoding, making it difficult to recall that one has seen that verb before. If this explanation is correct, the better recall of object nouns than of verbs would suggest that the meanings of object nouns, as well as subject nouns, are less subject to contextual influence than are the meanings of verbs. Second, Gentner and France (1988) found that verbs were more likely than nouns to change in meaning when the two were semantically inconsistent, regardless of whether the nouns preceded or followed the verbs. This combination of findings suggests that nouns are generally more stable in meaning than are verbs, making memory for nouns more robust to changes in semantic context regardless of the order in which nouns and verbs appear in a sentence.
A third characteristic of the present nouns and verbs that is not true of all nouns and verbs involves the hierarchical level of the words. Nearly all of the nouns used in the present research were basic-level nouns (see Rosch, Mervis, Gray, Johnson, & Boyes-Braem, 1976 ). In contrast, Kersten and Billman (1997) have proposed that most verbs, such as the ones used in the present study, are more similar to superordinate than to basic-level nouns. In particular, whereas people have detailed knowledge of specific event categories (e.g., The toddler fell), there is no verb in the language that specifically conveys one of these event categories. A given verb (e.g., fell) may instead apply to a broad range of these categories (e.g., toddler fell, leaves fell, temperature fell, stock market fell, etc.) that differ widely in their implications. Verbs may thus be similar to superordinate nouns (e.g., vehicle) that refer to a broad range of different objects (e.g., car, plane, tricycle, etc.) . If this theory is correct, the effects of semantic context on memory for superordinate nouns may be just as large as those on memory for verbs. For example, if a participant were to be presented with the noun vehicle in the context of the verb rolled, he or she might later have a difficult time recognizing that noun in the context of a different verb, such as flew. Even if this is the case, however, basic-level nouns are preferentially used in most situations (Rosch et al., 1976) , and thus the present results will still be representative of the majority of real-world noun and verb use.
A final possibility is that, despite the differences between the present nouns and verbs and other types of nouns and verbs, memory for verbs will always be more dependent on semantic context than will memory for nouns. This prediction stems from the different syntactic roles of nouns and verbs in a sentence. The role of a noun in a sentence is to make reference to something in the world, whereas the role of the verb is to specify the relations among the various noun arguments. The role of the verb as organizer of the nouns in a sentence may require that it be adjustable for changes in those nouns, just as a good supervisor may organize a set of employees differently depending on the qualities of those employees. If semantic adjustability is a necessary requirement for being a verb, verbs may be more susceptible than nouns to changes in semantic context, regardless of the nature of the nouns and verbs involved.
