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CHAPTER 1. INTRODUCTION AND BACKGROUND
1.1. Mild TBI (mTBI) Definition and Causes
Traumatic brain injury (TBI) is a non-degenerative, non-congenital injury that is caused by direct
impact or inertial forces (acceleration/deceleration) (Sharp and Jenkins, 2015; Sharp et al., 2014).
Trauma of the head is among the most frequent neurological disorders (Vos et al., 2012). However, public
awareness about TBI is still limited, and because of that, TBI is referred to as the "silent epidemic" (Faul
et al., 2010). TBI, with a rate of approximately 52,000 deaths per year, is a leading cause of death and
disability in the United States; people of all ages, races/ethnicities, and incomes are affected (Coronado
et al., 2011; Faul et al., 2010; Shenton et al., 2012). Although death rates have decreased thanks to
improvements in safety features in motor vehicles, injury detection, and management, a comparison of
rates over time reveals an increase in the incidence of TBI-related emergency department (ED) visits and
hospitalizations (Coronado et al., 2011). Thus, TBI still remains a significant public health care burden in
the US and worldwide (Kay T, 1993; National Institutes of Health, 1999). According to the Centers for
Disease Control and Prevention, each year in the United States, almost 1.7 million people sustain
traumatic brain injuries. Over the past few years, TBI has also gained national awareness because of
injuries resulting from sports and traffic crashes, and because it is the “signature wound” of soldiers in the
anti-terrorism wars in Iraq and Afghanistan (Zoroya, 2007). Furthermore, cognitive deficits after TBI are a
major cause of daily life disability (CDC, 2003; Ruff, 2005).
More than 75% of TBI cases are classified as mild in severity, often referred to as mild TBI
(mTBI) or concussion (Bruns and Jagoda, 2009; Shenton et al., 2012), accounting for over 1 million
emergency department (ED) visits annually in the United States (Kay T, 1993). It is also known that a
large number of mTBI cases are not treated at hospitals (Cassidy et al., 2004). This clearly underscores
the importance of mTBI in public health. Directly and indirectly, mTBI costs the United States more than
$55 billion each year, resulting in a significant economic burden (Bergman and Bay, 2010; Corrigan et al.,
2010). Despite these, mTBI has long been considered a non-critical injury. Most mTBI patients usually
stay in the ED for only a few hours and then are discharged home without specific follow-up instructions
(Iraji et al., 2015). Serious short- and long-term effects have been documented among mTBI patients, and
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a significant number of mTBI patients experience acute and protracted neurocognitive symptoms (Ruff,
2005). Additionally, there is broad acceptance that patients with multiple mTBIs can have serious longterm consequences (Guskiewicz et al., 2003). While most mTBI patients recover in the first three months
(Kashluba et al., 2004; Sharp and Jenkins, 2015), up to 30% of mTBI patients, known as the “miserable
minority,” suffer persistent cognitive and physical symptoms beyond the six months post-injury timeframe,
and in some cases, these injuries lead to long-term disability (CDC, 2003; Hou et al., 2012; Ruff, 2005;
Sharp and Jenkins, 2015; Stulemeijer et al., 2008). Various factors including previous head injuries, preexisting psychological problems, older age, and gender can play roles in persistent symptoms (Sharp and
Jenkins, 2015). Even a mild injury without such long-term disability can have a substantial impact on
quality of life and on society (CDC, 2003; Ruff, 2005).
There are obviously important questions that we need to answer in order to create clear
guidelines for the management of mTBI, including uncertainty regarding acute assessment, treatment,
and the extent that patients need to receive follow-up care (Sharp and Jenkins, 2015).

1.1.1. mTBI Causes
mTBI can result from several causes such as motor vehicle crashes, bicycle crashes, assault,
sport injuries, being struck by a vehicle, and falls. The risk rate of mTBI is almost double in men
compared to women (Cassidy et al., 2004). Most of these injuries result from falls and motor vehicle
crashes (Bruns and Jagoda, 2009; Cassidy et al., 2004). Falls are responsible for a significant proportion
of mTBI at the extremes of age, and motor vehicle collisions are the predominant etiology in adolescent
and young adult males (Bruns and Jagoda, 2009).

1.1.2. Definition of mTBI
Definitions of mTBI are not identical but similar enough among scientists (Ruff and Jurica, 1999).
According to the American Congress of Rehabilitation Medicine (ACRM) (1993), "A patient with mild
traumatic brain injury is a person who has had a traumatically induced physiological disruption of brain
function, as manifested by at least one of the following:
1. any period of loss of consciousness;
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2. any loss of memory for events immediately before or after the accident;
3. any alteration in mental state at the time of the accident (eg, feeling dazed, disoriented, or
confused); and
4. focal neurological deficit(s) that may or may not be transient; but where the severity of the
injury does not exceed the following:
• loss of consciousness of approximately 30 minutes or less;
• after 30 minutes, an initial Glasgow Coma Scale (GCS) of 13–15; and
• post-traumatic amnesia (PTA) not greater than 24 hours.
According to the Centers for Disease Control and Prevention (CDC, 2003), "The conceptual
definition of mTBI is an injury to the head as a result of blunt trauma or acceleration or deceleration forces
that result in one or more of the following conditions:




Any period of observed or self-reported:
o

Transient confusion, disorientation, or impaired consciousness;

o

Dysfunction of memory around the time of injury;

o

Loss of consciousness lasting less than 30 minutes.

Observed signs of neurological or neuropsychological dysfunction, such as:
o

Seizures acutely following injury to the head;

o

Among infants and very young children: irritability, lethargy, or vomiting following head
injury;

o

Symptoms among older children and adults such as headache, dizziness, irritability,
fatigue or poor concentration, when identified soon after injury, can be used to support
the diagnosis of mild TBI, but cannot be used to make the diagnosis in the absence of
loss of consciousness or altered consciousness. Research may provide additional
guidance in this area.

Recently, Sharp and Jenkins took advantage of the Mayo system to classify mTBI patients (Sharp
and Jenkins, 2015) (Figure 1). One of the benefits of the Mayo system (Malec et al., 2007) is that it
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combines the duration of loss of consciousness, length of post-traumatic amnesia, lowest recorded
Glasgow Coma Scale in the first 24 hours, and initial neuroimaging results, and it separates mTBI
patients into two groups: probable and possible TBI (Box 1) which together are classically considered as
mTBI. For each subject, the Mayo system integrates all available relevant positive indicators which have
well-established predictive validity. This increases its ability to better classify mTBI cases in the presence
of the heterogeneity in mTBI and decreases the influence of factors unrelated to the severity of mTBI,
which could influence the assessment of the well-established indicators when applied individually. While
we consider both subgroups as "mTBI", we can use these subgroups classification to classify and
evaluate neuroimaging findings.

Figure 1. Classification of traumatic brain injury using Mayo Criteria (Sharp and Jenkins, 2015)
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Box 1. Mayo Traumatic Brain Injury (TBI) Classification System
A. Classify as Moderate–Severe (Definite) TBI if one or more of the following criteria apply:
1. Death due to this TBI
2. Loss of consciousness of 30 min or more
3. Post-traumatic anterograde amnesia of 24 h or more
4. Worst Glasgow Coma Scale full score in first 24 h <13 (unless invalidated upon review
eg, attributable to intoxication, sedation, systemic shock)
5. One or more of the following present:
 Intracerebral hematoma
 Subdural hematoma
 Epidural hematoma
 Cerebral contusion
 Hemorrhagic contusion
 Penetrating TBI (dura penetrated)
 Subarachnoid hemorrhage
 Brainstem injury
B. If none of Criteria A apply, classify as Mild (Probable) TBI if one or more of the following criteria
apply:
1. Loss of consciousness momentarily to less than 30 min
2. Post-traumatic anterograde amnesia momentarily to less than 24 h
3. Depressed, basilar or linear skull fracture (dura intact)
C. If none of Criteria A or B apply, classify as Symptomatic (Possible) TBI if one or more of the
following symptoms are present:
 Blurred vision
 Confusion (mental state changes)
 Daze
 Dizziness
 Focal neurological symptoms
 Headache
 Nausea

1.2. Clinical Imaging mTBI Findings
mTBI remains a difficult diagnosis to confirm. The brain biofluid-based biomarkers do not have
enough sensitivity and specificity to accurately diagnose and localize the brain injury (Kou et al., 2012;
Kou et al., 2010), and the brain often appears quite normal in conventional clinical imaging modalities,
providing false reassurance (Shenton et al., 2012). Specifically, conventional clinical imaging modalities
are insensitive to subtle vascular or white matter injuries (Sharp and Jenkins, 2015). While magnetic
resonance imaging (MRI), in conventional clinical modes such as T2- and T1-weighted structural, is a
premier modality for imaging the brain and surpasses computed tomography (CT) in detecting lesions of
the brain (McAllister et al., 2001), it adds only little to clinical diagnoses beyond what is provided by CT
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(Eierud et al., 2014; Shenton et al., 2012). As a result, considering the speed and cost, CT is routinely
used in the ED despite the health risk from ionizing radiation and ineffectiveness in detection of a wide
range of brain alterations after mTBI such as diffuse axonal injuries (DAI) (Eierud et al., 2014; Sharp and
Jenkins, 2015; Shenton et al., 2012).
In the ED, the majority of mTBI patients have negative findings on clinical conventional imaging
techniques including CT and MRI scans (Belanger et al., 2007; National Academy of Neuropsychology,
2002). However, advanced MRI techniques such as diffusion imaging (Arfanakis K et al., 2002; Benson
RR et al., 2007; Conturo et al., 1996; Huisman et al., 2004; Inglese et al., 2005; Kou Z et al., 2007; Mac
Donald CL et al., 2007; Mac Donald et al., 2011; Ptak T et al., 2003; Shimony JS et al., 1999),
susceptibility weighted imaging (Kou Z, 2010; Paterakis K, 2000; Reichenbach JR, 1997), functional MRI
(Iraji et al., 2015; Iraji et al., 2016c; Mayer et al., 2015b; Mayer et al., 2011; Stevens et al., 2012), and
many others (Kou et al., 2012; Kou et al., 2010) have significantly improved our ability to investigate the
brain from various aspects and show a great potential to detect brain alterations after mTBI (Kou et al.,
2012; Kou and Iraji, 2014; Kou et al., 2010). For instance, it has been reported that mTBI patients have
microstructural damage, especially in major white matter tracts (Kou and VandeVord, 2014; Kou et al.,
2010; Niogi and Mukherjee, 2010; Niogi et al., 2008a). Thus, white matter integrity assessments using
diffusion imaging that provides a sensitive marker of white matter injury have become a major part of our
focus in TBI studies (Ilvesmaki et al., 2014; Sharp and Jenkins, 2015). For microstructural damage, the
most susceptible white matter tracts are long-distance white matter tracts, including the corpus callosum
(CC), superior coronal radiata, cingulate bundle, superior and inferior longitudinal fasciculus, and
accurate fasciculus (Bonnelle et al., 2011; Kou et al., 2012; Kou and VandeVord, 2014; Kou et al., 2010;
Lipton et al., 2012; Narayana et al., 2015; Sharp et al., 2014; Yuh et al., 2014). The damage in these
tracts, measured by fractional anisotropy (FA) on diffusion MRI (dMRI), has been reported to be
associated with mTBI patients’ neurocognitive symptoms or post-concussion syndrome (PCS) scores
(Baek et al., 2013; Bazarian et al., 2007; Caeyenberghs et al., 2014; Grossman et al., 2013; Irimia et al.,
2012; Jorge et al., 2012; Niogi et al., 2008a; Treble et al., 2013; Wu et al., 2010). Although many studies
have reported alterations in white matter integrity after mTBI, the results are inconsistent and diverse so
we are still unable to draw conclusions. The inconsistent results could be due to several factors, including
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but not limited to various sources of injuries and patient’s characteristics, heterogeneous and subjectspecific features of mTBI, small sample sizes in previous studies, and differences in the time between
injury and scan (Ilvesmaki et al., 2014; Sharp and Jenkins, 2015). In addition, there is still a lack of data to
investigate the extent of alteration in the brain’s structural connectivity (SC) from a network perspective.
In addition to microstructural damage, alterations in functional activity of the brain also occurs
after mTBI, either due to direct damage to the functional networks or the brain's response to the
microstructural damage. Therefore, an investigation of the brain’s functional activity is also important for a
further understanding of brain alterations and for elucidating the neuropathology associated with mTBI.
Functional MRI (fMRI) offers great potential for elucidating the neuropathological changes associated with
brain diseases (Chen et al., 2012; Iraji et al., 2015; Jafri et al., 2008; Johnson et al., 2012; Kou and Iraji,
2014; Mayer et al., 2011; McAllister et al., 1999; Morgan et al., 2013; Sorg et al., 2007; Tian et al., 2006;
Tivarus et al., 2012; Wang et al., 2006; Zhou et al., 2007). For instance, resting state fMRI (rsfMRI)
studies show alterations in functional connectivity (FC) of several brain regions and brain networks after
brain injury (Iraji et al., 2015; Iraji et al., 2016b; Iraji et al., 2016c; Johnson et al., 2012; Kou and Iraji,
2014; Mayer et al., 2011; Messe et al., 2013; Stevens et al., 2012; Tang et al., 2011; Zhou et al., 2012).

1.3. Brain and Brain Connectivity
The brain is the central processor of all mental and physical activities. The brain consumes more
than 20% of total body energy consumption, and 60–80% of the brain's energy usage is related to the
intrinsic neuronal activity (Shulman et al., 2004). The brain is a complex nexus, and brain regions are
functionally linked with each other to constantly share information and perform various mental activities.
Regions of the brain are structurally connected via white matter fibers, directly or indirectly. Due to these
direct or indirect structural connections, information is shared and transformed among brain regions,
which leads to FC between brain regions despite spatial distance and in the absence of direct structural
connection (Allen et al., 2011; Beckmann et al., 2005; Robinson et al., 2009; van den Heuvel et al.,
2008b). For instance, considering that a functional brain network reflects a specific pattern of neural
communication and interaction between brain regions, there should be a kind of (direct or indirect)
structural connectivity (SC) between different regions of a brain network despite the spatial distance
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(Bullmore and Sporns, 2009; Damoiseaux and Greicius, 2009; van den Heuvel et al., 2008b). For
example, specific white matter tracts have been suggested to structurally interconnect the functionallylinked regions of the default mode network (DMN) (Greicius et al., 2009; van den Heuvel et al., 2008b).
Scientists have been investigating brain function and pathology for specific brain regions for a
long period of time, but there is currently a growing interest in studying brain connectivity at a large scale
to characterize alterations in the brain after disorders (Fornito and Bullmore, 2015), and findings
demonstrate the important role of large-scale neural system connections in many brain disorders (Fornito
and Bullmore, 2015; Iraji et al., 2016b; Iraji et al., 2016c; Sharp et al., 2014; Skudlarski et al., 2010; van
den Heuvel et al., 2013; Zhang et al., 2011; Zhu et al., 2014a). One category of large-scale connectivity
analyses is connectome approaches.
Connectome is a general term and is defined as the comprehensive map of connection patterns
of the human brain. The connectome can be studied in several spatio-temporal scales such as a microlevel spatial scale or a macro-level spatial scale (Fornito and Bullmore, 2015; Sporns et al., 2005).
Advanced MRI modalities provide us the opportunity to investigate the brain connectome at a macrolevel. Investigating the brain connectome at a macro-level scale and combining SC and FC will provide a
better understanding of how brain function is related to with structural substrate and the effects of
different behaviors and disorders on the brain (Sporns et al., 2005; Toga et al., 2012). Large-scale
connectivity analysis can also be modeled in the form of networks (sets of highly connected neural
elements) and their interactions (Bullmore and Sporns, 2009; Sharp et al., 2014; Sporns, 2014). Networkbased (also known as circuit-based) analysis is another large-scale approach and a promising tool to
study brain disorder (Fornito and Bullmore, 2015) and was suggested as being useful for individual
measures for clinical usages (Sharp et al., 2014).

1.3.1. Brain Connectivity Analysis
Performing large-scale connectivity analysis with MRI involves several steps (Fornito and
Bullmore, 2015; Sporns, 2014): 1) identifying connectivity nodes; 2) defining connectivity indices; 3)
calculating brain connectivity; and 4) statistical analysis.
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1) Identifying Connectivity Nodes
The first step is to identify a set of similar regions of interest (ROIs) among subjects, which are
often called nodes (Fornito and Bullmore, 2015; Sporns, 2014). Identifying connectivity nodes is
challenging because there is no accurate way to identify any feature or boundary which truly allows
distinction of different brain areas and systems (Fornito and Bullmore, 2015; Sporns, 2014; Wig et al.,
2011). Therefore, various methods which use different structural or functional features of the brain have
been used to identify nodes (Sporns, 2014; Wig et al., 2011). Researchers have used a priori anatomical
templates (Desikan et al., 2006; Tzourio et al., 1997); data-driven approaches such as using fMRI
information from the blood oxygen level dependent (BOLD) signal (Blumensath et al., 2013; Cohen et al.,
2008; Nelson et al., 2010) and random parcellations of varying resolution (Fornito et al., 2010); the SC
profiles (Zhu et al., 2013); using other features of the brain cortex such as myelin content (Glasser and
Van Essen, 2011); and histological data (Eickhoff et al., 2005). There are also some approaches that finetune and adjust connectivity nodes using one or more modalities to study another modality (Cloutman and
Lambon Ralph, 2012; Zhu et al., 2014b). A majority of this type of approaches use functional information
from fMRI to select or modify connectivity nodes for structural connectivity analysis and tractography.
Using functional information in the connectivity node selection step is suggested to be more reliable than
using atlases, such as the Brodmann or AAL atlases (Zhu et al., 2014b). The second common category of
these approaches utilizes white matter structures to choose or tailor the connectivity nodes for functional
connectivity analyses. We can use SC information for cortical parcellation and investigate FC among the
parcels (Cloutman and Lambon Ralph, 2012; Honey et al., 2009) or utilize the structural profile to select
and predict the corresponding functions of the connectivity node across subjects (Zhu et al., 2013).
However, there is no perfect approach, and each approach has its own strengths and limitations;
therefore, selection of an approach should be based on the question that a researcher is interested in
addressing (Fornito and Bullmore, 2015). For instance, if we are interested to combined several
modalities like combining the SC and FC and analyzing them simultaneously, it would be a helpful if the
connectivity node selection method is applicable and meaningful across modalities (Sporns, 2014). If the
connectivity nodes selection method uses structural information which is not aligned with FC profiles or
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uses the FC information which is not aligned with SC profiles, then analyses in either case could lead to
inconsistent results across studies (Sporns, 2014).
2) Defining Connectivity Indices
A connectivity index is a measure that represents the strength of a type of brain connectivity.
There are several types of brain connectivity, including structural, functional, effective, and dynamic
connectivity (Fornito and Bullmore, 2015). All of these connectivity concepts are working together as a
whole to facilitate brain activities. In noninvasive studies of brain connectivity, scientists measure different
properties which are directly or indirectly related to a specific connectivity. These properties are
associated with either brain physical structure or brain physiological activity and are used in order to
estimate the connectivity. The BOLD signal, cerebral blood flow (CBF), or diffusion of water molecules are
some examples of these properties (Buckner and Vincent, 2007; Johansen-Berg and Behrens, 2013;
Logothetis and Wandell, 2004; Rao et al., 2007; Sporns et al., 2005; Wang et al., 2003; Wang et al.,
2015).
The next step after choosing properties of interest is to use a connectivity index to calculate and
quantify the selected brain connectivity. A wide range of measurements has been used for this purpose
with each representing a specific feature of brain connectivity. Some examples of connectivity indices are
FA and fiber density for SC (Aron et al., 2007; Bonnelle et al., 2012; Honey et al., 2009; Uddin et al.,
2011); and correlation, synchronization likelihood, mutual information, partial correlations, coherence, and
Bayes net methods for FC (Fornito and Bullmore, 2015; Smith et al., 2011; Sporns, 2014; Wang et al.,
2015).
3) Calculating Brain Connectivity
Similar to previous steps, there is wide range of ways to render and exhibit brain connectivity.
The first group of analysis focuses on mapping brain connectivity in specific brain systems known as
network-based analysis or circuit-based analysis (Fornito and Bullmore, 2015). A network is defined as a
brain system that includes a set of brain regions which are significantly interconnected with each other in
a distinguishable way (Meda et al., 2009; Menon and Uddin, 2010; Sporns, 2013). Independent
component analysis is an example of a technique in this group of analyses that can be used to investigate
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the brain’s FC. Network-based approaches are powerful tools for investigating the structural and
functional integrity of specific neural systems (Fornito and Bullmore, 2010, 2015; Zhang and Raichle,
2010). These analyses are especially useful and demonstrate significant sensitivity when there is a prior
hypothesis or knowledge involving the influence of a brain disorder on a specific brain function or
network, for instance, when specific neurocognitive symptoms exist or interactions between some
cognitive functions is altered (Beckmann and Smith, 2004; Calhoun et al., 2001; Fornito and Bullmore,
2010, 2015). The second group of analyses is connectome-wide analysis, which is more useful for
exploratory investigations. Connectome-wide analyses produce comprehensive connectivity maps
between all connectivity nodes and are usually represented in a style known as a connectivity matrix
(Fornito and Bullmore, 2015). The connectivity matrix can also be rendered as a graph, and a wide range
of graphic analysis can be performed on it. For instance, we can perform topological analyses and
evaluate how connections are arranged with respect to each other (Fornito and Bullmore, 2015).
4) Statistical Connectivity Analysis
After defining and calculating brain connectivity, the next step would be performing statistical
analysis. Several methods exist, and a researcher should select an approach based on the question and
the parameters selected in the previous steps. For instance, a statistical comparison can be applied on
each connection independently and isolated from other connections, or it can be applied by considering
connections as a part of a larger structure. Zalesky et al. developed the network-based statistic (NBS)
method which considers all connections as part of a larger complex. NBS utilizes the benefit of graph
features to improve statistical power and provide the ability to reject the null hypothesis at the network
level (Zalesky et al., 2010).

1.4. Cognitive and Psychiatric Symptoms
Despite negative findings on clinical imaging for the majority of mTBI patients, including
computed tomography (CT) and conventional magnetic resonance imaging (MRI), such as at T1, T2*,
and fluid attenuation inversion recovery (FLAIR) sequences, (Belanger et al., 2007; National Academy of
Neuropsychology, 2002), many mTBI patients suffer from long term cognitive and emotional symptoms. A
multi-center study with a large dataset reported that up to 22% of mTBI patients have impaired functional
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status at 12 months (McMahon et al., 2014). Grossman and his colleagues reported 25%, 30%, and 30%
imparment after mTBI in executive funcation, memory and learning, and information processing,
respectively (Grossman et al., 2013). Our own investigations also show alterations in the interaction
between regions associated with “execution” and “attention", and "execution" and "working memory" after
mTBI. Interestingly, all of these cognitive domains are high-level cognitive functions. High-level cognitive
functions process information that they acquire from several anatomically distinct brain regions (Sharp et
al., 2014), which makes the study of brain function using large-scale approaches an appropriate choice to
analyze high-level cognitive functions. Several brain regions are involved in executive functions and
working memory, including the posterior cingulate cortex (PCC), medial frontal cortex, the dorsolateral
prefrontal cortex and parietal cortex, and the anterior insula (Barbey et al., 2015; Bonnelle et al., 2012;
Hillary et al., 2014; Sharp et al., 2014).

1.5. Objective and Project Motivation
In this section, we first explain some concepts about mTBI and brain connectivity which help us to
identify gaps in our understanding and to choose appropriate analytical techniques with which to address
them.
I) Physiogenic vs. Psychogenic Classification of mTBI: mTBI cannot be merely categorized as a
physiogenic or psychogenic disorder. The physiogenic view does not consider the co-morbidities. There
are several emotional and mental disturbances such as PTSD, depression, and fear, which can be
present after mTBI. They can cause significant alterations in brain connectivity, especially from a
functional point of view. On the other hand, the psychogenic view does not carefully consider brain
connectivity alterations such as microstructural damage, which cannot be identified using conventional
clinical imaging (Shenton et al., 2012).
II) Direct and Indirect Effects: Alteration in one connection can directly or indirectly alter other
brain connections. The brain is a complex hyper-connected nexus, and any alteration in a brain
connection due to brain injury causes a domino effect that affects other structural or functional
connections of the brain. In this situation, the outcome mechanism of the brain after injury is not limited to
the location and the origin of the injury. Several studies have demonstrated that damage in one brain
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region or connection can lead to disturbances in other brain regions and connections (Barbey et al., 2015;
Bonnelle et al., 2012). However, further investigations are required to understand the underlying
mechanisms.
III) Large-scale approaches: Large-scale brain connectivity analyses such as network-based or
connectome-wide approaches are more sensitive to alterations that are less apparent in gross structure
(e.g. white matter integrity), because large-scale approaches consider each region’s integration into a
larger structure rather than consider each region as an independent entity. Therefore, large-scale
approaches can provide a better understanding of brain alterations and uncover the role of brain
alterations at the macro level (Carter et al., 2010; Carter et al., 2012). The importance of large-scale
alterations in comparison with local alterations is more significant in mTBI than severe and moderate TBI
because there is usually no significant structural damage in mTBI, indicating that this may account for a
greater portion of the problem in mTBI than in moderate or severe TBI. Mapping the topography of the
brain connectivity alterations at a large scale after mTBI can improve neuropsychologists' understanding
of mTBI sequelae.
IV) Heterogeneity: mTBI is a heterogeneous disorder because there are: 1) different mechanisms
of injury (e.g. vehicular collision vs. sports) which result in different scenarios of biomechanical loading
(strain and stress); 2) different injury pathologies (e.g. neuronal injury vs. axonal injury vs. vascular injury);
and 3) different subjects with different pre-existing conditions and demographic characteristics (age,
gender, and education level) (Eierud et al., 2014). Because of the heterogeneous characteristic of mTBI
and the close relationship between the alterations of structural and functional connectivity, neither dMRI
nor rsfMRI alone is capable of characterizing the multifaceted nature of mTBI (Shenton et al., 2012).
V) Early-Stage and Late-Stage Damage and Recovery: After mTBI, the brain experiences two
types of injuries: 1- early-stage or primary injuries that occur at the time of impact and as a result of the
physical forces applied to the brain; and 2- late-stage or secondary injuries that initiate at the moment of
injury and continue over time. Secondary injuries include hematomas, cerebral edema, increased
intracranial pressure, ischemia, and various injury cascades (McAllister et al., 2001). Different types of
injuries could result in different alterations in brain connectivity or functions, which complicates
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investigation of brain injury. That being said, the expected outcome of most mTBI patients is eventually
recovery. However, in some cases, persistent disabling sequelae caused by the initial injury can last after
a period of apparent recovery. It is statistically difficult and challenging to predict an individual’s full
recovery process.

1.6. Current Gaps in the Field
To date, alterations in the brain’s structural and functional connectivity after mTBI are still unclear,
considering the high level of complexity due to several factors such as the time between injury and scan,
individual subject specific features, different mechanisms of injury, and heterogeneity (Eierud et al., 2014;
Ilvesmaki et al., 2014; Sharp and Jenkins, 2015). The significant lack of investigations of large-scale
connectivity analysis and the recovery process further hinder our understanding of brain injury. At the
same time, despite current findings, there is still a significant need for studying the relationship between
the neurocognitive symptoms of an mTBI patient and their neuroimaging findings. Evaluating this
relationship can lead to the development of proper diagnostic tools that are sensitive enough to
accurately diagnose the brain injury and specific enough to identify the disrupted brain connections. The
goal of my PhD dissertation is to bridge this gap by identifying the brain alterations after mTBI using
large-scale structural and functional connectivity and by calculating the relationship between
neuroimaging findings and neurocognitive symptoms.
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CHAPTER 2. RESEARCH DESIGN
As explained in the previous chapter, the level of complexity in mTBI is high, and investigating
brain connections at a large scale can help us to better understand the brain's alterations after mTBI.
Furthermore, to improve clinical translation of neuroimaging findings, we need to study the relationship
between these findings and mTBI patients' neurocognitive symptoms. Evaluation of the relationships
between an mTBI patient's neurocognitive symptoms and brain connectivity alterations can lead to the
development of better approaches to accurately diagnose and treat the brain injury.

2.1. Project Aims
Central Hypothesis: mTBI results in both structural and functional connectivity alterations at a
large scale.

2.1.1. Specific Aim 1
To investigate brain structural and functional connectivity changes in mTBI patients.
Hypothesis: mTBI causes detectable alterations of brain connectivity, especially at a large scale.
Various studies have reported brain structural and functional connectivity alterations after mTBI
(Iraji et al., 2015; Kou and Iraji, 2014; Mayer et al., 2011; Messe et al., 2011; Niogi and Mukherjee, 2010;
Stevens et al., 2012; Tang et al., 2011); however, connectivity changes after mTBI are still unclear. This
study is designed to investigate brain structural and functional connectivity at the large-scale macro level.

2.1.2. Specific Aim 2
To investigate the relationship between brain connectivity and clinical neurocognitive symptoms
in mTBI patients.

Hypothesis: Neuroimaging findings in large-scale brain network connectivity predict mTBI
patients’ neurocognitive symptoms.
The ultimate goal of neuroimaging studies on mTBI is to identify diagnostic tools or biomarkers
sensitive enough to accurately diagnose brain injury and specific enough to identify the disrupted brain
functions. Achieving this goal helps physicians to prescribe proper rehabilitation plans that address
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specific brain domains for speedier recoveries. Evaluating the statistical inference between neuroimaging
data at the acute stage and neuropsychological data at a later stage can be one major step towards using
neuroimaging data as a diagnostic tool to identify alterations in brain function at the early stage.

2.1.3. Specific Aim 3
To develop a novel approach for the analysis of brain functional connectivity to overcome the
current limitations of rsfMRI analysis in the time domain.

Hypothesis: The connectivity domain analysis is superior to conventional time domain analysis
in several aspects, including 1) enabling model-based analysis; 2) decreasing the influence of the group
data on the brain networks of individual subjects; 3) reducing the susceptibility of analysis techniques to
the choice of different parameters; and 4) being more suitable for cross-center data analysis.

2.2. Participant Population Demographics
This project focuses on the development of novel approaches to the analysis of both structural
and functional brain connectivity in existing mTBI populations, supported by previous projects funded by
the Department of Defense (DoD), International Society for Magnetic Resonance in Medicine, and Wayne
State University, all mTBI patients’ data were collected at Wayne State University (WSU) in Detroit.
Healthy control participants and patients with a history of prior brain injury, neurological,
neuropsychological or psychiatric disorder, or concurrent substance abuse were excluded. MRI exclusion
criteria included metal and/or electronic implants, claustrophobia, pregnant or trying to become pregnant,
and subjects weighing more than 300 pounds (136kg; machine’s capacity limit).
Patients’ eligibility was determined based on the GCS score. Only patients with a lowest-recorded
GCS of 13-15 were considered. For a GCS of 15, there must be least one of the following: a) loss of
consciousness less than 30 minutes, b) post-traumatic amnesia less than 24 hours, or c) an alteration in
mental status (i.e., disoriented, dazed or confused).
Data from 40 mTBI patients was acquired at acute stage (within 24 hrs after injury). Among them
35 patients returned for data acquisition at follow-up (within 4-6 weeks after injury). Data was collected
from a cohort of 58 healthy subjects. Among them, 36 subjects had data collected at the second time
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point with an interval of 4-6 weeks. All structural MRI data, from both patients and healthy controls, were
reviewed by our board certified neuroradiologist (CZ) to identify any abnormalities. The neuroradiologist
was blinded to patients' diagnostic status.

2.3. Cognitive Assessment
In the acute setting, once a patient was conscious and medically stabl, and came out of posttraumatic amnesia, if any; they were be administered neurocognitive testing and surveyed about their
post-concussion symptoms. A short instrument called the Standardized Assessment of Concussion (SAC)
(McCrea M, 2000) was used as a brief assessment of neurocognitive function. The SAC was originally
developed for field assessments of neurocognitive status following a sports concussion (McCrea M,
2003). It has been reported that the SAC is sensitive to the acute changes following concussion and
requires limited training to administer (Naunheim RS, 2008). The SAC is scored 0 - 30 and assesses four
cognitive domains including orientation, attention, immediate memory, and delayed recall. The SAC has
demonstrated sensitivity to brain injury in the acute setting, particularly in delayed recall (Naunheim RS,
2008). The emergency room edition of the SAC also includes a PCS questionnaire where symptoms were
graded from 0 to 3 (i.e., none, mild, moderate, severe). The PCS score was the sum of symptom scores
for the questionnaire.
To assess the most common cognitive deficits, including in the domains of working memory
(Barbey et al., 2015; Christodoulou et al., 2001; Hillary et al., 2011; Levine et al., 2002; McAllister et al.,
2006; Nakamura et al., 2009; Newsome et al., 2007; Perlstein et al., 2004; Ricker et al., 2001; SanchezCarrion et al., 2008; Scheibel et al., 2007), attention (Hillary et al., 2011; Maruishi et al., 2007), processing
speed (Hillary et al., 2011), and executive function (Barbey et al., 2015; Turner and Levine, 2008), we
used standardized cognitive measures including the Brief Visuospatial Memory Test-Revised (Benedict et
al., 2012) and the Hopkins Verbal Learning Test (Brandt, 1991; Gross et al., 2013) for memory and the
Symbol Digit Modalities Test and the Color Trails Test (Dugbartey et al., 2000) for attention and
processing speed. These measures provide efficient indices while avoiding ceiling or floor effects. A
modified version of the post-concussion symptoms scale was obtained from the McGill Abbreviated
Concussion Evaluation (Johnston et al., 2001). Finally, the Medical Symptom Validity Test (Armistead-
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Jehle, 2010; Green et al., 2011) was administered to evaluate effort-related factors that affect cognitive
test performance and outcome.

2.4. Imaging Protocol
MRI data was collected on a 3-Tesla Siemens Verio scanner with a 32-channel radiofrequency
head-only coil. The structural image was collected using the MPRAGE sequence with TR (repetition time)
= 1950ms, TE (echo time) = 2.26 ms, slice thickness = 1 mm, flip angle = 9°, field of view = 256 × 256
mm, matrix size = 256 × 256, and voxel size = 1 mm isotropic. dMRI data was acquired using a gradient
echo EPI sequence with b = 0/1000 s/mm

2

in 30 diffusion gradient directions with the following

parameters: TR = 13300 ms, TE = 124 ms, pixel spacing size = 1.333 x 1.333 mm, matrix size = 192 x
192, number of slices = 60, slice thickness = 2 mm, flip angle = 90°, and number of excitations (NEX) = 2.
rsfMRI data was performed using a gradient echo EPI sequence with the following imaging parameters:
TR/TE = 2000/30 ms, slice gap = 0.595 mm, pixel spacing size = 3.125 x 3.125 mm, matrix size = 64 x
64, number of slices = 33, slice thickness = 3.5 mm, flip angle = 90°, 240 volumes for whole-brain
coverage, NEX = 1, with an acquisition time of eight minutes. During resting state scans, subjects were
instructed to keep their eyes closed, stay awake, and not focus on anything in particular. Data acquisition
included more imaging protocols which were not used in this study. Pulsed arterial spin labeling (PASL)
was acquired using a gradient echo EPI sequence with TR = 2830 ms, TE = 11 ms, flip angle = 90°, field
of view = 384 × 384 mm, and voxel size = 4 mm isotropic. Susceptibility weighted imaging (SWI) was
collected using T2* Gradient Recalled Echo (GRE) based sequence with long TE and 3D flow
compensation. The sequence parameters include TR = 30 ms, TE = 20 ms, flip angle = 15°, field of view
3

= 256 × 256 mm, voxel size = 0.5 x 1 x 2 mm . T2 Fluid-attenuated inversion recovery (FLAIR)
parameters are TR = 9000 ms, TE = 78 ms, flip angle = 150°, matrix size = 256 × 256 mm, slice thickness
= 4 mm, and in-plane resolution = 1 mm.
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CHAPTER 3. STRUCTURAL CONNECTIVITY (SC)
3.1. Background
Structural connectivity is defined as the anatomical connections among different parts of the brain
physically characterized by a collection of myelinated nerve cells and their axonal and dendritic
connections (Sporns et al., 2005; Wang et al., 2015). Different regions of the brain are structurally
connected via white matter fibers, either directly or indirectly. Due to these direct or indirect structural
connections, information is shared and transferred among brain regions. Therefore, despite spatial
distance and absence of direct structural connection, brain regions are functionally linked with each other
to constantly share information and perform various mental activities (Allen et al., 2011; Beckmann et al.,
2005; Robinson et al., 2009; van den Heuvel et al., 2008b). For instance, considering that a brain network
reflects the neural communication and interaction between brain regions, there should be a kind of (direct
or indirect) structural connectivity between different regions of the brain network despite the spatial
distance (Bullmore and Sporns, 2009; Damoiseaux and Greicius, 2009; van den Heuvel et al., 2008b).
Focusing on the DMN, specific white matter tracts have been suggested to structurally interconnect the
functionally linked regions of this network (Greicius et al., 2009; van den Heuvel et al., 2008b). dMRI
provides us the ability to investigate the SC of the brain in vivo and non-invasively (Wang et al., 2015),
and it is a powerful tool to evaluate microstructural integrity and the trajectories of white matter pathways
(Figley et al., 2015). Before the advent of dMRI, identifying the SC of the brain using noninvasive in-vivo
approaches was difficult, and most of our knowledge about SC of the brain was derived from lesions,
invasive tracing, and brain dissections. dMRI maps the diffusion properties of water molecules in tissue
(Johansen-Berg and Behrens, 2013). Because the diffusion process is influenced by the geometrical
structure of the environment, dMRI can represent structural properties by mapping the diffusion properties
in biological tissues (Johansen-Berg and Behrens, 2013). Therefore, since dMRI represents information
about the tissue structure, it can be used to reconstruct brain structural connections. The basic principle
of identifying the SC of the brain using dMRI is that water diffusion in the axon of white matter fibers is
hindered in perpendicular directions and less restricted along axons. Therefore, water diffusion occurs
primarily along fiber bundles, and by identifying the water diffusion, we can identify the direction of fibers
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in each location. dMRI is a wonderful tool to non-invasively investigate fiber bundles and SC of the brain
at different levels from micro to macro levels (Kou and Iraji, 2014). For this purpose, the information of the
directions of fibers is calculated and is used to reconstruct SC using methods known as tractography.
Tractography algorithms are used to identify the fiber bundles (streamline) between regions (Fornito and
Bullmore, 2015; Honey et al., 2009). The accuracy of identifying fiber directions and SC depends on
many parameters, especially the number of gradient directions, which varies from six to hundreds, and
the analytical method used to reconstruct the orientations of fibers. It should be noted that these so-called
fiber bundles are not axons, but instead they are indirect properties that render the actual SC (Fornito and
Bullmore, 2015). Several connectivity indices can be used to calculate and quantify SC, including the
number of fiber bundles (streamlines), average of FA or mean diffusivity (MD) over the putative fiber
bundles, and probabilistic tractography measures (Bonnelle et al., 2012; Fornito and Bullmore, 2015;
Hagmann et al., 2010; Honey et al., 2009; Uddin et al., 2011; van den Heuvel et al., 2008b; Wang et al.,
2015). dMRI also allows us to investigate the brain's physiological conditions at the microstructural level
that are invisible in conventional imaging (Iraji et al., 2011; Johansen-Berg and Behrens, 2013; Le Bihan
and Johansen-Berg, 2012; Shenton et al., 2012; van Ewijk et al., 2012). For instance, brain injury or brain
disease could lead to alteration in tissue diffusion properties such as the value of MD or FA.

3.2. Previous Findings on TBI
One common outcome of brain injury is DAI, which causes damage all over the brain, commonly
in long-distance white matter tracts that connect spatially distant regions of the brain (Bonnelle et al.,
2012; Sharp et al., 2014). dMRI has been reported to detect microstructural damage in major white matter
tracts of mTBI patients (Kou and VandeVord, 2014; Kou et al., 2010; Niogi and Mukherjee, 2010; Niogi et
al., 2008b). For microstructural damage, the most susceptible white matter tracts are the corpus callosum,
the major tract that connects the two hemispheres; superior coronal radiate; cingulate bundle; superior
and inferior longitudinal fasciculus; internal and external capsule; and accurate fasciculus (Bonnelle et al.,
2011; Kou et al., 2012; Kou and VandeVord, 2014; Kou et al., 2010; Lipton et al., 2012; Narayana et al.,
2015; Yuh et al., 2014).
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While most studies show lower FA and higher MD in patients than in controls (Bonnelle et al.,
2011; Grossman et al., 2013; Lipton et al., 2012; Narayana et al., 2015), these findings are not fully
consistent across studies. For instance, Kou et al. reported both increased and decreased FA in different
regions in the same patients in the acute setting (Kou et al., 2013). Some other studies found no
significant differences in FA or MD (Ilvesmaki et al., 2014; Lange et al., 2012). Inconsistencies in the
results could be due to several factors, such as the time between injury and scan, small sample sizes in
previous studies, and heterogeneity and subject specific features of mTBI (Ilvesmaki et al., 2014; Sharp
and Jenkins, 2015).
Since large-scale analysis can be more sensitive to alterations, it is important to explore the
characteristics of brain connectivity at a large scale to have a better understanding of the disruptions in
neural communication pathways (Bullmore and Sporns, 2009; Caeyenberghs et al., 2014).

3.3. Analytical Approach: Dense Individualized Common Connectivity Based
Cortical Landmarks (DICCCOLs)
For structural analysis, we have used the DICCCOLs method (Iraji et al., 2016c; Zhu et al., 2013),
which is briefly explained in this section. DICCCOLs are a set of brain landmarks with similar structural
and functional connectivity across individuals obtained by identifying the consistent white matter (WM)
fiber connection profile across subjects. This has been done using the tool available to download at
http://dicccol.cs.uga.edu/. Zhu et al. previously identified 358 ROIs, known as DICCCOLs, distributed all
across the brain. In addition to reproducibility and consistency, DICCCOL analysis has been shown to be
powerful in identifying connectivity signatures in affected brains (Iraji et al., 2016c; Zhu et al., 2014a).
Identifying the locations of DICCCOLs on the brain of an individual can be summarized in
following steps (Figure 2):
1) Deterministic tractography of the whole brain is performed (Figure 2.A). As a result, we can
identify the WM fiber connection profile of each location of the brain.
2) Extraction of the transformation matrix for co-registering the brain of an individual subject to a
brain template (Figure 2.B).
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3) Application of the transformation matrix to transfer the individual surface and fiber bundles to
the template space for prediction (Figure 2.C). As a result, the initial locations of DICCCOLs on the
individual's brain is obtained.
4) Searching the local neighborhood (6 mm radius) of the initial location of each DICCCOL to find
the optimized location of that DICCCOL. For this purpose, similarity between the fiber connection profile
in the template and all local neighborhoods is measured. The neighborhood with the maximum similarity
of the fiber connection profile with the fiber connection profile of the DICCCOL on the template is selected
as the optimized location of the DICCCOL (Figure 2.D).
The same procedure is performed to identify optimized locations of all DICCCOLs on each
individual’s brain (Figure 2.E). DICCCOL landmarks have been shown to be highly reproducible across
individuals (Zhu et al., 2014a). At the same time, according to the connectional fingerprint concept, each
brain’s cytoarchitectonic area has a unique set of extrinsic inputs and outputs that largely determines the
functions that each brain area performs (Passingham et al., 2002). The close relationships between
structural connection patterns and brain functions have been extensively reported (Honey et al., 2009; Li
et al., 2010a; Messe et al., 2015). Since each DICCCOL preserves consistent structural connection
patterns, its functional role should be similar across subjects. The intrinsic functional role of each
DICCCOL has been already extensively examined and validated (Yuan et al., 2013; Zhu et al., 2014a).
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Figure 2. Pipeline of procedure for identifying the locations of DICCCOLs on the brain of an individual. Figure 2.A: Fiber tracking and
tractography of the whole brain was performed via MedINRIA (http://med.inria.fr/). Box "a" presents the preprocessing steps
(including brain extraction, motion correction, and eddy current correction) and deterministic tractography. A(I) shows diffusion data
of an individual brain at b0 and some different gradient directions, and A(II) shows the result of tractography in 3D space in the
sagittal, axial, and coronal views. Figure 2.B: The transformation matrix to transfer coordinates from the subject space to the
template space was obtained by registering the brain of an individual subject to the brain template. B(III) shows the schematic of this
procedure in which box b represents the transformation matrix. B(IV) and B(V) show the coronal, axial, and sagittal views of
individual and template’s brains, respectively. Figure 2.C: Transformation and identification of the initial location of DICCCOLs. The
transformation matrix (b) is applied to transfer the individual surface and fiber bundles to the template space for prediction. As a
result, the initial location of DICCCOLs on the individual's brain is obtained. C(VI) is the surface of an individual in the subject space,
and C(VII) is the surface of the same individual, which is transferred to the template space. The initial location of DICCCOLs on an
individual’s brain was obtained by overlaying the location of DICCCOLs of the template on the transformed surface of the individual.
Figure 2.D: The schematic procedure of optimization in which the local neighborhood (6 mm radius) was searched in order to
identify the location where the profile of connected fiber has the most similarity with the WM fiber connection profile of the DICCCOL
on the template. D(VIII) shows the initial location of a DICCCOL, obtained from the previous step. Using the information of
deterministic tractography (A(II)), the connected fibers at this initial location was extracted (D(X)). Next, the similarity between the
connected fibers at this location and the connected WM fiber on the template was measured. The same procedure took place for all
local neighborhoods, and the location with maximum similarity of the connected WM fibers was identified as the optimized location
of the DICCCOL. Box d represents the optimization procedure. D(IX) shows the initial and optimized locations of a DICCCOL in red
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and green, respectively. D(X) and D(XI) show the connected fibers at the initial and optimized locations of the DICCCOL,
respectively. Figure 2.E represents the optimized locations of all DICCCOLs on an individual’s brain. E(XII), E(XIII), and E(XIV)
show the coronal, sagittal, and axial views in 3D space, respectively.

In order to perform the optimization step (Figure 2.D), the connection profile of fiber bundling
should be quantified. This has been done by measuring a fiber bundle shape descriptor index called a
trace-map (Zhu et al., 2012). Briefly, the fiber bundle originating from an ROI is extracted by using the
deterministic tractography algorithm (Figure 3.a). Next, the connection orientation profile for each fiber
streamline is calculated (Figure 3b), and projected onto a unit sphere (Figure 3c). The result is the
distribution of orientation vectors on the sphere (Figure 3d).
Next, the unit sphere is divided to 144 regions, and the number of projected points was counted
for each region. The result is a vector with 144 values represented the direction profile of fiber bundle
connected to the ROI. The advantage of the trace-map algorithm is that it can be used to compare overall
shapes of different fiber bundles with tolerance of small variations among individuals.

Figure 3. Illustration of trace-map calculation and DICCCOL prediction. (a)-(d): trace-map calculation. (a) The fiber bundle
emanating from a selected ROI; (b) visualization of two single streamlines of the fiber bundle and calculation of the connection
orientation profiles; (c) projection of directions onto unit spheres; and (d) visualization of distribution of orientation vectors on the
sphere (trace-map).
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3.4. Data Analysis
3.4.1. Connectome-scale Assessment of Structural and Functional Connectivity in Mild
Traumatic Brain Injury at the Acute Stage - Structural Connectivity Part
Authors: Armin Iraji, Hanbo Chen, Natalie Wiseman, Tuo Zhang, Robert Welch, Brian O'Neil,
Andrew Kulek, Syed Imran Ayaz, Xiao Wang, Conor Zuk, E Mark Haacke, Tianming Liu, Zhifeng Kou
Context of the Paper
This study was designed to determine the connectome-scale brain connectivity changes in mTBI
at both structural and functional levels. 40 mTBI patients at the acute stage and 50 healthy controls were
recruited. The DICCCOLs was applied for connectome-scale analysis of both dMRI and rsfMRI data. The
DICCCOL system was designed to identify those regions with consistent structural connectivity patterns.
However, since white matter structural properties can be changed due to various pathophysiological
mechanisms of brain injury, the deterministic tractography step of the DICCCOL analysis could fail to
correctly extract the connected fiber bundles. This failure in finding the corresponding fiber bundle, which
occurs due to brain injury, is identified as a structural abnormality, and the related DICCCOLs are called
discrepant DICCCOLs. Thus, by identifying those discrepant DICCCOLs whose connected fiber bundles
show different patterns between healthy subjects and patients with mTBI, we can identify physically
vulnerable white matter tracts. In our SC analysis, 41 out of 358 DICCCOLs were identified as structurally
discrepant between patient and control groups. The major white matter tracts with the most disruptions
included the corpus callosum, and superior and inferior longitudinal fasciculi.
Image Processing
Preprocessing for this study was performed using the FSL software (Jenkinson et al., 2012)
(http://www.fmrib.ox.ac.uk/fsl/). Diffusion data preprocessing included brain extraction, motion correction,
and eddy current correction. Diffusion parameters has been calculated using the FDT Toolbox, part of the
FSL software. Deterministic fiber tracking was performed via MedINRIA (http://med.inria.fr/). The gray
matter cortical surface was reconstructed based on the segmented white matter FA image (Liu et al.,
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2007; Liu et al., 2008). Each DICCCOL optimized location for each subject was identified using the
process explained in the previous section.
The trace-map, which represents the shape of fiber bundles connected to a DICCCOL, can be
used to find the DICCCOLs that have alterations in connected fibers in the patient group. The trace-map
distance parameter measured by Euclidean distance can be used to measure the similarity of SC
patterns between two trace-maps (Equation 1). A lower value for the trace-map distance parameter
represents greater similarity between two trace-maps.
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Where T1 and T2 are two trace map vectors, i is the index of a 144 dimension feature vector which describe the trace-map.

For each DICCCOL, the trace-map distance parameter was measured compared to the average
trace-map vector of the healthy subject group. A two-sample t-test (p-value = 0.01) was applied to the
trace-map distance parameters to compare structural connectivity characteristics between healthy subject
and patient groups. The DICCCOLs that show significant differences between the two groups are
considered discrepant DICCCOLs, i.e. structurally discrepant between patient and healthy control groups.
Findings
An example of dMRI-derived axonal fiber bundles connected to a randomly selected common
DICCCOL for 20 patients’ brains and 20 healthy subjects’ brains are shown in Figure 4.A and Figure 4.B.
The corresponding trace-map distances are shown in Figure 4.C and Figure 4.D, accordingly. By visual
inspection, the shape patterns of fiber bundles are relatively consistent across individuals for both
patients and healthy subjects. The trace-map distance similarity between patients and healthy subjects
can also be observed in the trace-map distance obtained for the same common DICCCOL (Figure 4.C
and Figure 4.D). On the other hand, Figure 4.E and Figure 4.F demonstrate the connected fibers to a
randomly selected discrepant DICCCOL. By visual inspection, the connection pattern of this DICCCOL is
still consistent in healthy subjects; however, as highlighted by the red boxes, it is obvious that the SC
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profile of the selected discrepant DICCCOL varies across patients’ brains. This could be caused by any
source of structural abnormality in white matter connectivity which disrupted the tractography step of the
DICCCOL analysis and causes it to fail to identify the proper location for this DICCCOL. Moreover, the
trace-map distance for this discrepant DICCCOL has been demonstrated for the same 20 patients and 20
healthy subjects in the Figure 4.G and Figure 4.H. Results show that patients have higher trace-map
distances than controls.

Figure 4. Joint visualization of a common DICCCOL (#178, yellow arrows) and the discrepant DICCCOL # 19 (indicated by yellow
arrows). (A) and (B) show the connected DTI-derived axonal fibers (colorful lines) connected to the common DICCCOL on the
cortical surface for 20 patients and 20 control subjects, respectively. Visual inspection reveals the patterns of fiber bundles are
consistent across individuals for both patients and healthy subjects. Figure (C) and (D) respectively show the trace-map distance for
20 patients and 20 healthy controls selected in (A) and (B). As we can see, healthy subjects and patients have similar trace-map
distance values for the common DICCCOL # 178. (E) and (F) show the connected DTI-derived axonal fibers (colorful lines)
connected to the discrepant DICCCOL # 19 on the cortical surface for the same 20 patients and 20 control subjects as figures (A)
and (B), respectively. Several patients have different fiber shapes (red outlines) in these randomly chosen 20 samples, which drive
the group difference between patients and controls. At the same time, measuring the trace-map distances for DICCCOL #19 for
same subjects shows that patients in general have a higher trace-map distance. Same scale has been used to make it visually easy
to compare with the trace-map distance of discrepant DICCCOL.

In total, 41 discrepant DICCCOLs were identified among 358 DICCCOLs using statistical analysis
on the trace-map distance. The distribution of the discrepant DICCCOLs in the brain is shown in Figure 5.
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Figure 5. Visualization of location of discrepant DICCCOLs (red sphere) and the rest DICCCOLs (green sphere) on cortical surface.
ID numbers are shown for discrepant DICCCOLs.

Furthermore, by using these discrepant DICCCOLs as ROIs, fiber tractography can be used to
visualize the difference between a randomly chosen control and randomly chosen mTBI patient (see
Figure 6). In Figure 6, the yellow spheres are the discrepant DICCCOL landmarks. Despite the negative
findings on the mTBI patient's structural MRI, the patient’s white matter structure shows significant
differences in the white matter bundles emanating from these 41 discrepant DICCCOL landmarks.
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Figure 6. White matter fiber tractography of a randomly chosen control subject (A) and a randomly chosen mTBI patient (B) by using
the 41 discrepant DICCCOLs (yellow spheres) as seed points. Despite the negative findings on the mTBI patient's structural MRI,
the patient’s white matter structure shows significant differences in the 41 discrepant networks in comparison with controls. Of
particular note, the difference in the major white matter tracts between controls and patients is not because of the loss of white
matter tracts in the patient; instead, it is the injury at these discrepant networks fail the fiber tractography algorithm when using the
selected DICCCOL landmark as seed regions.

Our visual inspection of the connected white matter tracts of each discrepant DICCCOL also
found white matter pathways that are structurally different from healthy subjects after injury, which is
confirmed in a group comparison using the trace-map algorithm. Table 1 demonstrates the locations of
discrepant DICCCOLs in Brodmann areas (BAs) and their connected major fibers. The superior and
inferior longitudinal fasciculi, the corpus callosum, the arcuate fibers, and the cingulate bundle are the
most commonly affected white matter tracts. This finding is consistent with the summary of published
literature regarding the mostly easily damaged fibers (Kou and VandeVord, 2014). Importantly, the
DICCCOL-based analysis offers fine-granularity dissection and measurement of such coarse-granularity
fiber pathways.
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Table 1. Locations of discrepant DICCCOLs and their Brodmann areas and connected major fiber tracts
DICCCOL ID

BA

2
6
7
11
16
18
19
20
21
22
28
37
44
49
59
67
81
85
95
102
124
135
141
144
148
152
158
165
168
181
189
198
212
242
270
277
281
302
323
340
Area total:

18
18
17
18
19
17
18
18
18
18
19
39
7
7
7
7
7
5
42
22
3
36
3
2
38
40
3
4
43
41
6
38
8
44
9
10
10
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18
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BA: Brodmann Area; CC: corpus callosum; ILF: inferior longitudinal fasciculus; IFOF: inferior fronto-occipital fasciculus; SFOF:
superior fronto-occipital fasciculus; SLF: superior longitudinal fasciculus; PF: projection fibers; AF: arcuate fasciculus; Cing:
cingulum; UF: uncinate fasciculus.

3.4.2. Validation of Results of DICCCOL Framework Analyzed Using Probabilistic
Tractography
Context
In this step, we are going to compare and validate the DICCCOL prediction of structural disrupted
fibers by evaluating overall FA along affected white matter bundles. Using DICCCOLs analysis we have
identified the corpus callosum and inferior longitudinal fasciculus (ILF) as the most structurally disrupted
white matter tracts, respectively. Since the corpus callosum is a heterogeneous structure, which connects
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two hemispheres, an overall FA value for the corpus callosum is not a justifiable value to assess
differences between two groups. Therefore, we performed statistical analysis on the overall FA value for
ILF.
Image Processing
Preprocessing includes brain extraction, motion correction, and eddy current correction. The FDT
Toolbox, part of FSL software, has been used for probabilistic tractography (Smith et al., 2004). Diffusion
parameters were estimated using BEDPOSTX and tractography was performed using PROBTRACKX2
(probabilistic tracking with crossing fibers) (Behrens et al., 2007). The transformation matrix was obtained
by nonlinear registration of the FA map of each subject to the default FA atlas image (FMRIB58_FA)
available in FSL. The “seed,” “target,” “termination,” and “exclusion” masks were transformed to subject
native space using transformation matrix information. This transformation matrix will also be used later to
transform the tractography results from native subject space to the 1x1x1 MNI standard space. In
tractography, a streamline (tract) starts from a voxel in the seed mask, and the fiber direction is identified
at each voxel using diffusion probability density (Behrens et al., 2007). Tractography was carried out in
subject native space and the white matter pathways were identified. The obtained tract density was then
transferred to 1x1x1 standard space using the nonlinear transformation matrix. The registered tract
density maps in the standard MNI space were then normalized by dividing by the total number of particles
(de Groot et al., 2013; Diedrichsen et al., 2009). The normalized tract density was used as a weight to
measure weighted averaging of FA values along pathways (Besseling et al., 2013).
Findings
Performing statistical analysis on the overall FA shows decreases in FA in the right ILF in mTBI
patients (P-value = 0.036). Figure 7 shows an example of tractography in five healthy controls and five
patients in the right ILF. By visual inspection, the consistency of the white matter structure seems to be
disrupted among patients.
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Figure 7. Validation of the DICCCOL prediction of structurally disrupted fibers by evaluating overall FA along affected white matter
bundles. The right ILF shows decreased FA values in mTBI patients.

3.5. Discussion
Brain structure is very complex with considerable morphological variations across subjects. Due
to the high level of complexity of cytoarchitecture and notable disagreement of the boundaries of
cytoarchitectonic areas across subjects, it is difficult to identify regions with similar structural and
functional connectivity across individuals (Brett et al., 2002; Zhu et al., 2011). The complex shape of the
cortex makes it hard to find corresponding regions among individuals (Zhu et al., 2011). Considering the
fact that a slight change in a connectivity node location can have a significant effects on results, the
importance of identifying connectivity nodes as precisely as possible is clear (Zhu et al., 2011). The
DICCCOL frameworks allow us to select connectivity nodes that are specific to individual brains but also
are consistent and robust across the population for large-scale comparisons (Zhu et al., 2013). The
DICCCOL system aims to identify the common cortical landmarks with similar structural and functional
profiles across individuals using the shape of fiber tracts which emanate from cortex. While the DICCCOL
frame work can potentially improve structural and functional comparisons across subjects and prevent
errors caused by image registration, it still needs improvement to become a first choice approach to
replace commonly-used registration approaches. For example, one limitation is that the current
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framework uses diffusion tensor for tractography and extraction of fiber tracts. We can further improve the
resolution of DICCCOLs via high-angular resolution diffusion imaging data. Moreover, there is a need to
improve the cortical surface reconstruction. Currently, the cortical surface is reconstructed based on the
segmented fractional anisotropy (FA) image of white matter (Liu et al., 2007; Liu et al., 2008). While using
the FA map has some advantages, it also carries some limitations, the most of which is that cortex
reconstructed from the FA map is not optimized and disregards some of the cortical characteristics such
as thickness or shape. Therefore, development of a superior way to identify and obtain the cortical
surface would have a substantial impact on this method. The other area that requires improvement is the
optimization process. Currently, the DICCCOL framework uses the trace-map, which is obtained by
dividing the space into 144 sections. However, this procedure is suboptimal, and there is an essential
need to improve it.
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CHAPTER 4. FUNCTIONAL CONNECTIVITY (FC)
4.1. Background
For several years, scientists assessed the function of human and animal brains using any
possible opportunity, such as investigating the brain after injury, creating deliberate brain injury, and
measuring various features that are associated with brain function using methods including
electroencephalography (EEG) and magnetoencephalography (MEG), positron emission tomography
(PET), and fMRI.
In fMRI, the BOLD signal is used as a feature to evaluate brain function. Since neurons do not
have any internal energy supply, their activities require a quick restoration of energy supplies, including
oxygen. In response to increased activity in neurons, local blood flow increases in order to provide more
oxygen. The process of changes in blood flow and oxygenation in response to neural activity is called the
hemodynamic response (Figure 8). However, there is a short delay of around two seconds during which
oxygenated blood displaces deoxygenated blood. Thus, there is an initial small decrease in the ratio of
oxyhaemoglobin (oHB) to deoxyhemoglobin (dHB), and shortly after there is an increase in the ratio of
oHb to dHb due to the increase in blood flow (Kornak et al., 2011; Logothetis and Wandell, 2004). dHB is
paramagnetic and oHB is diamagnetic; therefore, they have different properties (magnetic susceptibility)
in a magnetic field. The contrast of the BOLD signal is created by this difference in susceptibility between
oHB and dHB.

Figure 8. Schematic of the BOLD hemodynamic response morphology (Kornak et al., 2011).
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While a brain region can be responsible for specific functional activities, it constantly interacts
with other brain regions. The functional interaction among brain regions is defined as functional
connectivity. Functional connectivity is measured by calculating the temporal dependency of neural
activity (Friston et al., 1994; van den Heuvel and Hulshoff Pol, 2010; Wang et al., 2015). In fMRI, the
functional connectivity can be identified by measuring temporal correlation, i.e. statistical relationships,
between the BOLD signals of brain regions, thought to reflect the prior history of co-activation between
brain regions (Buckner and Vincent, 2007). fMRI has provided great insights into the neural substrates
that serve cognitive, emotion, sensory, and motor brain functions. Numerous studies have shown the
ability of fMRI to identify the role of brain regions in different mental and physical activities of the brain
and to diagnose many disorders (Chen et al., 2012; Iraji et al., 2015; Jafri et al., 2008; Johnson et al.,
2012; Kou and Iraji, 2014; Mayer et al., 2011; McAllister et al., 1999; Morgan et al., 2013; Sorg et al.,
2007; Tian et al., 2006; Tivarus et al., 2012; Wang et al., 2006; Zhou et al., 2007).
Task-based fMRI has been used to identify functions of specific brain regions for several years
(Ogawa et al., 1992); however, brain functions are more complicated than to be understood by only
investigating the brain during tasks. The brain is a highly connected system including many subunits that
simultaneously work together. These subunits are sometimes defined as functional networks (Allen et al.,
2011; Barbey et al., 2015; Beckmann et al., 2005; Biswal et al., 1995; Bonnelle et al., 2012; Bonnelle et
al., 2011; Damoiseaux et al., 2008; Damoiseaux et al., 2006; De Luca et al., 2006; Mason et al., 2007;
Seeley et al., 2007; Smith et al., 2009; Sporns, 2014; Uddin et al., 2011; van den Heuvel and Hulshoff
Pol, 2010; Zuo et al., 2010). Some important functional networks include the DMN, salience network
(SN), frontoparietal networks (FPNs), auditory network, motor network, primary visual network, secondary
visual network, and attention network (Allen et al., 2011; Damoiseaux et al., 2006; Iraji et al., 2016a;
Smith et al., 2009; van den Heuvel and Hulshoff Pol, 2010). It is impractical to investigate all of these
functional networks by employing various tasks. Moreover, in many scenarios, it is not possible to perform
task-based fMRI, due to subjects' health conditions, age or limited time in a medical setting to perform
these tasks. Furthermore, the output of task-based fMRI is vulnerable to subjects’ willingness or ability to
cooperate in many cases. rsfMRI is a fMRI modality that has the ability to simultaneously investigate the
functional connections between several brain regions while at rest (while not performing any specific task)
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(Biswal et al., 1995; Bressler and Menon, 2010; Buckner et al., 2008; Damoiseaux et al., 2006; Greicius
et al., 2003; Honey et al., 2009; Johnson et al., 2012; Lee et al., 2013; Mayer et al., 2011; Nakamura et
al., 2009; van den Heuvel and Hulshoff Pol, 2010). rsfMRI provides unique insights into brain function at
the macro level, which can contribute to a better understanding of the underlying pathophysiological
changes in brain disorders such as Alzheimer's disease (AD), schizophrenia, attention deficit hyperactivity
disorder (ADHD), and TBI (Iraji et al., 2015; Jafri et al., 2008; Johnson et al., 2012; Kou and Iraji, 2014;
Mayer et al., 2011; Sorg et al., 2007; Tian et al., 2006; Wang et al., 2006; Zhou et al., 2007).

4.2. Previous Findings on TBI
Given the fact that most mTBI patients show no obvious damage using structural MRI, fMRI
modalities may be a viable complementary approach for detecting injury-related abnormalities. Taskbased and task-free fMRI studies have the advantage of detecting abnormalities in brain functions even in
the absence of remarkable structural imaging results. Several fMRI studies have been performed on
mTBI patients, and their results are promising. In task-based fMRI, mTBI patients demonstrate functional
alterations in regions involved in memory (Chen et al., 2012; McAllister et al., 1999) and language
(Morgan et al., 2013; Tivarus et al., 2012). rsfMRI studies have also reported several network alterations
in mTBI, including in the DMN (Iraji et al., 2015; Johnson et al., 2012; Mayer et al., 2011; Zhou et al.,
2012), thalamus network (Tang et al., 2011), and others (Messe et al., 2013; Sharp et al., 2014; Stevens
et al., 2012). Messe et al. have done a longitudinal study (Messe et al., 2013), which showed that
functional connectivity in temporal and thalamic regions was increased at the sub-acute stage in patients
with post-concussion syndrome; however, it was decreased in the frontal areas at the late-stage (Messe
et al., 2013). Mayer et al. have investigated dynamic functional connectivity along with static functional
connectivity in mTBI patients. Although their analysis did not show group differences after multiple
comparison corrections, the static and dynamic functional connectivity shows reduction trends in the DMN
that align with previous studies on static functional connectivity (Mayer et al., 2015b). To date, the way
that mTBI changes brain functional networks on a large-scale level, particularly at the connectome level,
is still unknown; however, some unifying findings are emerging regarding brain network alteration after

37

brain injury (Sharp et al., 2014). The DMN and SN are two examples of these networks (Sharp et al.,
2014).

4.3. Analytical Approach
As mentioned earlier, brain regions constantly communicate with each other, and the functional
interactions among brain regions can be measured using the temporal dependency of neural activities
(Friston et al., 1994; van den Heuvel and Hulshoff Pol, 2010; Wang et al., 2015). There are several
approaches to evaluate functional connectivity. Two widely used approaches are seed-based (regionbased) analysis (SBA) and independent component analysis (ICA).

4.3.1. Seed-based Analysis
SBA is categorized as a univariate analysis technique in which the temporal dependency of the
time courses of the selected seed is measured against other brain regions. The temporal dependency is
usually measured by calculating the temporal cross correlation; however, other mathematical indices,
such as mutual information, coherence, and partial correlation have been used as well (Figure 9).

Figure 9. Functional connectivity analysis using a seed-based approach. The red circle shows an example of the desired region of
interest (selected seed). The temporal dependency (for instance, the temporal correlation between the time course of the selected
seed and other brain regions (two examples identifies in green) is measured. The output will be a spatial map of the brain in which a
higher value represents stronger functional connectivity with the selected seed.

SBA, as implied by the name, requires a predefined seed or region of interest (ROI). A seed can
be a voxel or a region obtained from an atlas. A seed can also be obtained based on previous literature or
meta-analysis or extracted using a data-driven approach. This dependency and bias towards a priori
knowledge in seed selection can be considered as a major weakness of SBA. However, because results
of SBA are directly associated with the definition of functional connectivity and the result has
straightforward interpretability, SBA becomes an attractive approach and probably the first choice for
many users (Fox et al., 2005; Greicius et al., 2003; Margulies et al., 2007). Simply, areas with a higher
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index value have stronger functional connectivity with the selected seed, so we can directly identify the
functional connectivity properties of any seed region.
One major consideration of using SBA is its univariate nature which only considers the
relationship between the timecourse of the seed and any other timecourse and does not consider the
relationship between multiple time courses (in the ultimate case, all voxels) simultaneously. As a result,
unlike multivariate analyses, SBA does not take into account information which exists across voxels.
Therefore, multivariate analytical approaches such as ICA are commonly applied as a complementary
approach (Iraji et al., 2015). ICA also has the benefit of removing the necessity of a priori seed selection.
However, we should remember, we lose the direct interpretably with multivariate outcomes.

4.3.2. Independent Component Analysis
ICA is a multivariate data-driven approach which does not require a priori information to measure
the sources of brain connectivity. In ICA, instead of calculating the relationship between a seed and other
brain regions and identifying regions which are functionally connected to the specific seed, we assume
the same type of relationship simultaneously exists between several brain regions and each brain region
is involved in multiple relationships. In other words, we assume there are several sources (networks) that
each have a specific temporal activity and contain several brain regions (Figure 10). To perform ICA, we
apply a blind source separation (BSS) method to extract these sources and their temporal activities by
assuming independency between sources and a linear mixture of their temporal activity. It should be
mentioned that we are only discussing the spatial ICA which is commonly used in fMRI analysis and
considering independency between spatial maps of brain networks. However, there are some fMRI
studies that assume independency between temporal activities of brain networks, known as temporal
ICA. Temporal ICA is more common in EEG studies. Although interpretation of ICA spatial maps is not
straightforward, the spatial maps of ICA are close to known sensory, motor, behavioral, and
neurocognitive systems and similar to spatial maps obtained from SBA when seeds are located in some
of area of these networks. Moreover, using meta-analysis, Smith et al. obtained similar spatial maps
(brain networks) from activation maps of thousands of task-based neuroimaging studies (Smith et al.,
2009).

39

Figure 10. Functional connectivity analysis using independent component analysis (ICA). The whole collected fMRI data will be used
as the input for ICA analysis, and the output will be a set of independent spatial maps including spatial maps of brain intrinsic
connectivity networks (ICNs) and other spatial maps such as noises and artifacts.

4.4. Data Analysis
4.4.1. Image Preprocessing
Preprocessing for rsfMRI data was also performed using the FSL software (Jenkinson et al.,
2012). For rsfMRI data, the first five volumes were excluded due to magnetization equilibrium. Brain
extraction, motion correction, slice-time correction, spatial smoothing (FWHM = 6 mm), temporal
prewhitening, grand mean scaling, and temporal high-pass filtering were then applied on rsfMRI data
accordingly.
If an analysis needed the data of different subject to be transformed to the same space, brain
registration was further performed. The rsfMRI data was registered to the Montreal Neurological Institute
(MNI) standard space in following steps: 1) the rsfMRI data was registered to the structural T1 image of
the same subject using linear registration using degree of freedom (DOF) = 6; 2) the result of the previous
step was registered to the MNI standard space using the information of nonlinear registration of T1 image
to MNI atlas with 10 mm warp. The registered data was resampled to 3 mm isotropic voxel size. Further
preprocessing steps may have been done depending the applied analysis methods which will be
mentioned below when we describe the analytic technique.
For the studies in which corresponding ROIs among subjects have been identified using the
DICCCOL approach, rsfMRI data was directly registered to the b0 image of diffusion data using a 6 DOF
affine transformation. The 6 DOF affine transformation is adequate for image registration of fMRI data of
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an individual on the b0 image of the diffusion data of the same individual as reported in (Li et al., 2010b;
Penny et al., 2011).

4.4.2. Resting State Functional Connectivity in Mild Traumatic Brain Injury at the Acute
Stage: Independent Component and Seed Based Analyses
Authors: Armin Iraji, Randall R. Benson, Robert D. Welch, Brian J. O’Neil, John L. Woodard,
Syed Imran Ayaz, Andrew Kulek, Valerie Mika, Patrick Medado, Hamid Soltanian-Zadeh, Tianming Liu, E
Mark Haacke, Zhifeng Kou
Context of the Paper
In this preliminary study, a cohort of 12 mTBI patients were recruited at the acute stage. Sixteen
age- and gender-matched healthy controls were also recruited for comparison. Both group-based and
individual-based ICA of rsfMRI demonstrated reduced FC in both PCC and precuneus regions of the
DMN in comparison with healthy controls. Further seed-based analysis (SBA) demonstrated increased
FC between these regions and regions of the brain which do not belong to the DMN. SBA using the
thalamus, hippocampus and amygdala regions further demonstrated increased FC between these
regions and other regions of the brain, particularly in the frontal lobe, in mTBI. Our data demonstrates
alterations of multiple brain networks at the resting state, particularly decreased within-DMN functional
connectivity and increased FC in frontal lobe, in response to brain concussion at the acute stage.
Image Processing
In this study, which was the first study that we have done on rsfMRI data of mTBI, we performed
the most commonly used methods on rsfMRI in order to evaluate the effect of mTBI on rsfMRI data and
used their results to compare to and assess our findings from other analyses. We used both ICA and SBA
to analyze the rsfMRI data.
Independent Component Analysis (ICA)
ICA

was

performed

using

the

GIFT

software

package

from

MIALAB

(http://mialab.mrn.org/software/gift/), and 52 components were chosen for analysis. ICA was performed at
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both group and individual levels. Evaluation of the output of ICA analysis was mainly performed in the
DMN and the basal ganglia network (BGN).
Group ICA: The group ICA (GICA) was performed in the healthy control and patient groups. The
group difference was measured between patients and controls in major network regions of both the DMN
and BGN. Furthermore, the reliability and reproducibility of the results were measured using a crossvalidation method. Specifically, for each group (patient or healthy control), seven subgroups were
randomly chosen with six subjects in each subgroup. GICA was performed for each subgroup, and the
number of voxels in each network region associated with the related network and the voxel dependency
were measured. Voxel dependency is a voxel’s value in a network map (the result of ICA), indicating its
likelihood of belonging to the network. In other words, it is the extent to which a voxel belongs to the
network.
Individual ICA: Individual ICA was performed using two reported methods, dual regression
(Beckmann et al., 2009; Calhoun et al., 2001) and back projection (Beckmann et al., 2009; Calhoun et al.,
2001), as well as a new atlas-based ICA approach, proposed by us, to evaluate the alterations in mTBI
patients. The new atlas-based ICA method solves some of the main confounding factors of these two
common methods. The common space in the "dual regression" and "back projection" methods is created
using the whole dataset of a particular study; therefore, the common spaces are different when the
datasets of studies differ from each other. Consequently, intrinsic connectivity networks (ICNs) of an
individual are affected by the group that the individual belongs to. On the other hand, in the temporal
concatenation group ICA, we assume that there is a common space among all individuals; therefore,
using the data of that study to find the common space is not ideal, especially when the number of
samples is small, like in our study. Therefore, a template or atlas that indicates the common space of a
big population is required. To overcome the abovementioned problem, we proposed an atlas-based ICA
method.
Proposed atlas-based ICA: In the atlas-based ICA, independent components extracted from 602
subjects (Allen et al., 2011) were used as the common space and a spatially constrained ICA method (Lin
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et al., 2010) was used to extract the individual components corresponding to the common space
components.
In the atlas-based ICA, unlike the dual regression and back projection methods, instead of using
the independent components of group ICA of our dataset as a common space for individual ICA, the
independent components from a large group of healthy subjects is considered as a true common space.
In this case, 1) The brain networks extracted from an individual's rsfMRI data are more reliable since
independent components were extracted from an atlas which is based on a large population instead of a
small group of subjects; 2) Independent components and subsequent analysis and results among various
studies with different data sets only depend on individual differences rather than the whole data set in an
study, because the common space is the same among all of this study. In other words, the difference
between various subjects is only the result of the intrinsic variability between each pair of them. Note that,
because this method uses atlas components to extract the individual components in individual subjects, it
automatically solves the problem of finding corresponding ICNs across subjects. As previously explained,
this method only requires the individual subject's data instead of a whole set of subjects' data.
Seed Based Analysis (SBA)
After ICA analysis, SBA was also performed by calculating the Pearson correlation value between
major seed regions and the whole brain, and the correlation maps were used to compare healthy controls
and patients. The seed regions were selected for the DMN, BGN, amygdala and hippocampus based on
previous studies (Johnson et al., 2012; Mayer et al., 2011; Tang et al., 2011). Specifically, the PCC,
precuneus, angular, anterior prefrontal cortex (BA 10), and orbitofrontal cortex (BA 11) were selected for
the DMN; and the putamen, pallidum, thalamus, and caudate were selected for the BGN.
A Pearson correlation coefficient was calculated between the average of all voxels in a selected
region and all brain voxels to create a correlation map for each region (Tang et al., 2011). The correlation
maps were corrected using the Fisher z-transformation in order to perform FC comparisons. The FC
mask was obtained by only selecting voxels that have correlation value more than 0.2 in at least one of
the mean group correlation maps. For FC comparisons, a correlation mask was first applied to select
voxels that are eligible for statistical analysis. Then, statistical analysis was performed using two-sample
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t-tests on corrected correlation maps and were further corrected by spatial thresholding to reduce the
false positives and increase reliability.
Findings
Group ICA (GICA)
Figure 11 shows a significant decrease in the number of associated voxels in the PCC and
precuneus regions of the DMN in mTBI patients as compared with controls. Figure 12 further shows
significantly decreased dependency of associated voxels in the same regions in mTBI patients as
compared with controls. The voxel-wise two-sample t-test on cross validation group ICA identifies a
cluster of 50 voxels in the PCC and a cluster of 442 voxels in the precuneus which have significantly
lower voxel dependency to the DMN in patients as compared to healthy control subjects (Figure 13). To
sum up, our comprehensive GICA analysis demonstrates a consistent difference in PCC and precuneus
between groups, suggesting that connectivity in these regions could discriminate between patients and
healthy controls. For the BGN, the cross-validation GICA did not reveal any changes in either voxel
dependency or the number of voxels in the BGN.

Figure 11 Cross-validation results of the group independent component analysis on number of associated voxels to the ICNs. The
DMN shows a difference between the two groups in (a) the PCC, Brodmann area (BA) 10, BA 11 and (b) precuneus. (c) The basal
ganglia network does not show any significant difference. Error bar is one standard deviation.
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Figure 12. Cross-validation results of the group independent component analysis on voxel dependency to the ICNs. The DMN
shows a difference between the two groups in the (a) PCC and (b) precuneus. (c) The basal ganglia network does not show any
significant difference. Error bar is one standard deviation.

Figure 13. Two-sample t-test using a p-value of 0.001 on the DMN extracted from the cross-validation of group independent
component analysis. Results identified a cluster of 50 voxels in the PCC (green arrow) and a cluster of 442 voxels in the precuneus
(blue arrow) that have significantly lower voxel dependency to the DMN in patients as compared with healthy control subjects.

Individual ICA was performed to investigate alterations of the DMN and BGN in patients as
compared with healthy controls. Dual regression, back projection, and the atlas-based spatially
constrained ICA have all been applied. Neither dual regression nor back projection was able to
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discriminate between the two groups in individual analysis. However, the atlas-based spatially
constrained ICA method demonstrated an intriguing result. Consistent with GICA results, a two-sample ttest on the DMNs extracted from the atlas-based ICA method revealed a significant difference between
the two groups in the PCC and surrounding areas including the precuneus. For a p-value = 0.05, the twosample t-test map, which was corrected using the spatial thresholding, manifested a cluster of 137 voxels
with reduced voxel dependency to the DMN in the patient group as compared to controls. This includes
55 voxels in the PCC (Figure 14). This suggests reduced connectivity within the DMN, which is consistent
with our GICA results. The ICA results are also consistent with results of the previous ICA study (Stevens
et al., 2012).

Figure 14. Two-sample t-test results demonstrate a difference in the DMN between the two groups in individual independent
component analysis. Highlighted area shows the cluster is statistically significant (p < 0.05), which includes 55 voxel in the PCC.
The warm color labels the voxels with reduced DMN dependency in patients compared with healthy controls.

Seed Based Analysis (SBA)
The within-group analysis on healthy controls did not reveal any significant difference; however,
the between-group analysis using the same parameters as that of within-group analysis demonstrated
several alterations in patients as compared to healthy controls, including in connectivity maps generated
using the PCC, thalamus, amygdala, and hippocampus as seed regions.
PCC Connectivity Map: Figure 15 demonstrates the result of two-sample t-test comparisons of
the PCC connectivity map (i.e. using the PCC as a seed region) between patients and controls. For pvalue < 0.05, it shows significantly higher FC between the PCC and several regions of the frontal lobe in
patients compared to controls, including the dorsolateral prefrontal cortex (BA 9) and adjoining voxels in
BA 8 and the anterior cingulate cortex (BA 32). For p-value < 0.01, the two-sample t-test map showed two
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clusters of 117 and 223 voxels, with higher FC in patients than in controls. These clusters include 77 and
87 voxels in the dorsolateral prefrontal cortex (BA 9), respectively. Along with a cluster containing 44
voxels in the dorsal anterior cingulate cortex (BA 32), these show the susceptibility of these regions’ to
alterations in mTBI patients. Of particular note, these regions do not belong to the DMN.

Figure 15. Two-sample t-test (p = 0.01) for the PCC connectivity map. The cold color labels the region that has more correlation with
the posterior cingulate in the patient group than in the controls. The cross bar is located in different positions in the same FC map in
images a and b. These regions do not belong to the DMN.

Precuneus Connectivity Map: Using the precuneus as a seed region, the between-group analysis
(two-sample t-test) for p-value < 0.05 shows stronger FC between the precuneus and two clusters in
patients as compared to healthy controls. The first cluster is in the supramarginal gyrus (BA 40) with 82
voxels; the other cluster has 85 voxels, which includes the BA 8 and the anterior cingulate cortex (BA 32)
(Figure 16). Using a cut off of p-value < 0.01 did not reveal any significant difference.

Figure 16. Two-sample t-test (p < 0.05) of the precuneus functional connectivity map. The between-group comparison using the
precuneus as seed revealed differences in the supramarginal gyrus (red arrow) and the junction between BA 8 and the anterior
cingulate cortex (BA 32) (green arrow).

Thalamus Connectivity Map: A between-group comparison (two-sample t-test) was performed
using thalamus as a seed region. For p-value < 0.01, the patient group showed significantly higher FC
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with the thalamus than controls in several regions, including the anterior prefrontal cortex (BA 10) in two
clusters of 83 and 123 voxels (Figure 17 (a)) and a cluster of 96 voxels in the supramarginal gyrus (BA
40) (Figure 17 (b)). This indicates an increased FC between the thalamus and other regions of the brain.

Figure 17. Two-sample t-test (p < 0.01) of thalamus functional connectivity map. The seed is located in the thalamus and the cold
color shows the regions that have higher correlation with seed point in the patient group compared with the healthy control group.
(a) Shows a statistical difference between two groups at the anterior prefrontal cortex (BA 10) (green arrow) and (b) shows the
difference in the supramarginal gyrus (BA 40) (red arrow).

Amygdala Connectivity Map: By using the amygdala as a seed region, a between-group
comparison (p-value < 0.01) demonstrates significantly increased FC with the left parietal superior cortex
in the patient group (cluster size = 104) than control group (Figure 18). On the other hand, a one-sample
t-test shows that the healthy controls have higher connectivity within the amygdala. For p-value < 0.01,
FC map of healthy controls group includes 73 and 67 voxels, while for the patient group these numbers
decrease to 39 and 22 (Figure 19).

Figure 18 Two-sample t-test (p < 0.01) for the amygdala correlation map. The cold color labels the region (the left parietal superior
cortex) that has stronger correlation with the amygdala (red arrow) in the patient group than in controls.
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Figure 19. One-sample t-test of the amygdala map (p < 0.01). (a) the FC map for the healthy control group and (b) the FC map of
the patient group. The higher signal intensity on (a) shows higher intrinsic FC in the amygdala in the healthy group than in patients.

Hippocampal Connectivity Map: A between-group analysis for the FC map with the hippocampus
as the seed region demonstrates significant alterations in the FC of mTBI patients. For p-value < 0.01,
three clusters (cluster sizes of 135, 61, and 52 voxels) are significantly different between two groups.
Figure 20 demonstrates increased FC in the fusiform gyrus and the precuneus (BA 7) and decreased FC
in the inferior frontal gyrus in the patient group as compared with controls.

Figure 20.Two-sample t-test (p < 0.01) for the hippocampus FC map. The cold color labels the regions with more correlation with the
hippocampus in the patient group compared with controls while the warm color labels the region with more correlation in the controls
than in the patient group. The FC map was sectioned through (a) the precuneus association cortex (BA 7), red arrow; (b) the inferior
frontal gyrus, green arrow; and (c) the fusiform gyrus, purple arrow.
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4.4.3. Connectome-scale Assessment of Structural and Functional Connectivity in Mild
Traumatic Brain Injury at the Acute Stage - Functional Connectivity Part
Authors: Armin Iraji, Hanbo Chen, Natalie Wiseman, Tuo Zhang, Robert Welch, Brian O'Neil,
Andrew Kulek, Syed Imran Ayaz, Xiao Wang, Conor Zuk, E Mark Haacke, Tianming Liu, Zhifeng Kou
Context of the Paper
As mentioned before, this study was designed to determine the connectome-scale brain
connectivity changes in mTBI at both structural and functional levels, and the DICCCOL approach was
applied to identify the corresponding connectivity nodes among subjects. FC analysis identified 60
connectomic signatures that differentiate patients from controls with 93.75% sensitivity and 100%
specificity. Analysis of functional domains showed decreased intra-network connectivity within the
emotion network and among emotion-cognition interactions, and increased interactions among actionemotion and action-cognition as well as within perception networks.
Image Processing
To analyze functional connectivity using the DICCCOL framework, the time series allocated to
each DICCCOL is derived from the average of the rsfMRI time courses of the gray matter area in the
neighborhood of that DICCCOL. FC between each pair of DICCCOLs is obtained by measuring temporal
Pearson correlation between the time series allocated to each DICCCOL. The output is a symmetric
affinity matrix that represents functional connectivity of the brain at a connectomic level (Figure 21).
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Figure 21. FC was measured across the brain using the DICCCOL framework. Figure 21.A, B, and C show the optimized locations
of DICCCOLs across the brain in the coronal, sagittal and axial views, respectively. Figure 21.D, E, and F represent the time series
allocated to three DICCCOLs obtained from the rsfMRI data of the gray matter of the neighborhood of each DICCCOL. The Pearson
correlation was calculated between time series of each DICCCOL pairs in order to obtain the FC of the brain at large scale. Figure
21.G and H show two examples of FC measurement, and Figure 21.I is a symmetric affinity matrix, which represents FC at a
connectomic level.

In this study, the time series of the closest gray matter voxel has been assigned to the DICCCOL
for functional analysis. Preliminary studies have demonstrated that this is an effective method for
prediction of functional nodes (Zhang et al., 2012; Zhu et al., 2014a). In order to find the most
discriminate FC pairs, which will be referred to as features, we have applied a two-step feature selection
procedure. First, a two sample t-test (p-value = 0.01) was performed to exclude those features that could
not reveal a statistically significant difference between the mTBI patient group and the healthy subject
group (remove the true negative). In the second step, the correlation-based feature selection (CFS) was
used to find the most distinctive features by minimizing the degree of redundancy among features (Zhu et
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al., 2011). The selected FC pairs are the most distinctive and discriminative characteristic features to
distinguish between healthy subjects and patients in our dataset.
In order to assess the ability of these FC pairs to differentiate between two groups, supervised
and unsupervised learning procedures were used. Specifically, a supervised learning procedure was
performed using a support vector machine (SVM) classifier with 10-fold cross-validation to measure the
specificity and sensitivity of the selected functional connectivity pairs. At the same time, in order to
measure the similarity within each group and dissimilarity between two groups, we used an unsupervised
learning method. In other words, we are interested in seeing how well the data of each group belongs to
the same category. XMeans clustering was used to evaluate this similarity (Pelleg and Moore, 2000).
Findings
For this analysis, FC between each pair of common DICCCOLs was calculated to evaluate
common functional alterations among mTBI patients. A symmetric 317x317 matrix of FC pairs was
created using the 317 common DICCCOLs for each individual. Feature reduction was performed using
two-sample t-tests to exclude those features that could not reveal a statistically significant difference
between two groups (p-value = 0.01). As a result, 385 out of the 50086 features survived. To further
control the false positives in these 385 features, in the second step, the CFS was utilized to select
features (i.e. connectomic signatures) while minimizing the degree of redundancy among FC pairs. CFS
selected 60 out of 385 FC pairs as the most distinctive and discriminative features of our data to
differentiate patients from healthy control subjects. After controlling for the effect of age with an analysis
of covariance (ANCOVA), 58 out these 60 connections were still significantly different between the two
groups (p-value < 0.05). These were labeled as connectomic signatures for further analysis. The
sensitivity, the probability of classifying a real patient correctly (a true positive), and the specificity, the
probability of classifying a healthy subject correctly (a true negative), were calculated using a SVM
classifier with 10 fold cross-validation. Classification gives 97.56% classification accuracy with 100%
specificity and 93.75% sensitivity.
XMeans clustering was used to evaluate the similarity between subjects in each group and the
dissimilarity between subjects from different groups. Only one patient among 32 patients was incorrectly
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clustered in the healthy control group; however, 5 healthy subjects among 50 healthy control subjects
were incorrectly clustered in the patients’ cluster (incorrectly clustered instances = 7.32%). The clustering
result demonstrates that connectomic signatures identified are truly different between groups. Together,
they are a decent discriminant marker to categorize mTBI patients for this dataset.

4.4.4.

Compensation

Through

Functional

Hyperconnectivity:

A

Longitudinal Connectome Assessment of Mild Traumatic Brain Injury
Authors: Armin Iraji, Hanbo Chen, Natalie Wiseman, E Mark Haacke, Tianming Liu, Zhifeng Kou
Context of the Paper
Longitudinal connectome-wide analysis was performed using the DICCCOL approach. We
applied 2x2 design ANOVA analysis using the NBS method. No statistically significant difference was
found in the interaction or time effects. However, we found that 258 pairs of DICCCOLs showed group
differences in which mTBI patients have higher FC than healthy controls. Categorization of altered FC
(connectomic signatures) using multi-view group-wise cluster analysis, a novel clustering algorithm,
identified that the two general patterns of functional hyperconnectivity among mTBI patients are (I)
between the PCC and the association areas of the brain and (II) between the occipital and the frontal
lobes of the brain. Our results demonstrate that brain concussion renders connectome-scale brain
network connectivity changes and the brain tends to hyper-activate to compensate the physiological
disturbances.
Image Processing
The time series allocated to each DICCCOL was derived from the gray matter area in the 5 mm
neighborhood of that DICCCOL, and a symmetric affinity matrix with 64261 unique features was obtained
to represent FC of the brain at a connectomic level (Figure 21). Network-based statistical was applied to
identify the affected functional connectivity pairs. Next, a multi-view group-wise clustering (Chen et al.,
2013) approach was applied to extract the patterns of alterations.
Network-Based Statistical (NBS) Analysis
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NBS is a validated method which was originally developed for connectomic studies to perform
nonparametric statistical analysis on large-scale connectivity analyses (Zalesky et al., 2010). While the
false discovery rate (FDR) is sensitive enough to detect an independent isolated connected pair
regardless of its affiliation (or conjunction) with other connected pairs, NBS improves our power to detect
a nexus that includes multiple affiliated connected pairs (Zalesky et al., 2010). In other words, NBS, while
controlling the family-wise error rate (FWER), implements rejection of a null hypothesis at the network
level. NBS, intuitively, includes the following steps:
a. Performing a statistical test on each connected pair independently. NBS, like other common
neuroimaging software packages, uses the GLM as the statistical test. The output of this step is a
set of connected pairs that are the potential candidates to be connectomic signatures (connected
pairs which are statistically different between two groups).
b. Identifying any possible connectivity structure from connected pairs which were selected at the
previous step.
c.

Calculating a FWER-corrected p-value for a connectivity structure with size of K using
permutation testing. Specifically, for each permutation, connectivity structures were identified and
the maximal component size was obtained. Then, the p-value for any observed connectivity
structure with size of K can be calculated based on the possibility of having maximal connectivity
structure size > K in M permutation.
NBS parameters, including the uncorrected threshold value, were chosen as follows according to

previous published literature (Finn et al., 2014; Harrington et al., 2015; Korgaonkar et al., 2014; Krienen
et al., 2014). Threshold = 3.5, permutation = 5000, component size = extent, and p-value = 0.05.
For the statistical longitudinal analysis, a mixed 2x2 design ANOVA was used to identify
connectomic signatures. Independent variables were group (controls vs. patients) and time (acute vs.
follow-up). If the interaction effect was not significant, we investigated the group and time effects.
Otherwise, we investigated each simple effect. In other words, if the interaction effect was significant, we
used a two-sample unpaired t-test to compare two groups and a two-sample paired t-test to investigate
each group over time.
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Findings
No statistically significant difference was found in the interaction effect (p-value = 0.05). The time
effect did not show any significant difference (p-value = 0.05), either. However, we identified a group
effect on 258 FC pairs that were significantly affected in mTBI patients (Figure 22). All of these affected
FC pairs (i.e. connectomic signatures) showed increased FC in the patient group.

Figure 22. T-values from the longitudinal statistical analysis using a mixed design ANOVA and NBS on the 258 FC pairs which are
significantly stronger in the patient group. Since the FC matrix is symmetric, only the lower half was used for the statistical analysis.

Multi-view Group-wise Clustering Approach
One aim of this study was to discover possible existing patterns among the connectomic
signatures after mTBI. For this purpose, we first categorized DICCCOLs to similar clusters based on their
rsfMRI time series similarity using a multi-view group-wise clustering approach. Using the multi-view
group-wise clustering approach on all data (a combination of two time points and two groups), we have
identified eight FC clusters (Figure 23). The estimated clusters are similar to the result of our previous
work obtained in young healthy subjects (Chen et al., 2013). After identifying the corresponding cluster for
each DICCCOL, the connectomic signatures were categorized based on the DICCCOLs' clustering
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information. Results demonstrated that cluster #1, specifically the PCC portion of it, is the most involved
cluster in FC alterations after mTBI (Figure 24). Interestingly, among all 258 connectomic signatures, 253
(98%) are involved in between-clusters interactions (Figure 24). Further investigation reveals two general
patterns among the affected interactions: (I) an increase in FC between the PCC (from cluster #1) and the
association areas of the brain such as the associative visual cortex, supplementary motor cortex, and the
somatosensory association cortex (from clusters #4, 5, and 8), see Figure 25(a)-(c); and (II) functional
hyperconnectivity between the occipital lobe of the brain from cluster #3 and the frontal lobe area from
cluster #8 (Figure 25(d)).

Figure 23. Eight FC clusters as results of using a multi-view group-wise clustering. Eight functional clusters were identified in
different colored bubbles.
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Figure 24. Categorizing the disturbed functional connectivity, which has been obtained using longitudinal statistical analysis by a
mixed design ANOVA and NBS, into eight functional connectivity clusters that have been obtained using the multi-view group-wise
clustering method. Results show that some clusters (especially cluster #1) are more involved in FC alteration after mTBI. The colorbar indicates number of involved connectomic signatures.

Figure 25. Categorization of affected functional connectivity using the multi-view cluster-wise cluster method. (a)-(c) shows the
connectomic signatures involve in the interaction between cluster #1 (C1) and clusters #4 (C4), 5 (C5), and 8 (C8), respectively.
These interactions represented in important role of the PCC as the central hub of the brain and its interactions with association brain
areas as compensatory affect after brain injury. (d) reveals the interaction between the occipital lobe, cluster #3 (C3), and the frontal
lobe, cluster #8 (C8).
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4.5. Discussion
The summary of our extensive investigation suggests a general hyper-connectivity among brain
regions, with the exception of reduced within-DMN connectivity. The DMN demonstrates rapid
deactivation during attention-demanding tasks and shows an anti-correlation with brain mental activities
(Bonnelle et al., 2012; Bonnelle et al., 2011; Seeley et al., 2007); in other words, the within-DMN
connectivity decreases as brain activity increases. Thus, both findings suggest that the brain may be
trying to recruit more sources to compensate for its functional impairments after injury. Moreover, using
the DICCCOL method to finely identify connectivity nodes to investigate large-scale brain functional
connectivity is one advantage of our FC analysis. Because of intrinsic relationship between gray matter
and white matter, previous studies suggested that using the white matter profile can be a superior
approach for identification of the connectivity nodes across individuals for functional connectivity analysis
(Zhu et al., 2013; Zhu et al., 2014b). Despite our reliable findings, there are a lot of unknown facts that
need to be discovered. One of the important aims of a functional connectivity study could be to
investigate the interactions between regions involved in the DMN, salience network, and frontoparietal
networks. These networks have been repeatedly reported to be disrupted after brain injury, so it is crucial
to study their functional connectivity after mTBI. Furthermore, there is a wide range of large-scale
approaches that need to be investigated to evaluate their sensitivity and accuracy in detecting robust
findings. For instance, graph analysis is a commonly-used approach to study brain connectivity at large
scale because it provides a wide range of ways to evaluate brain connections using different metrics
(Fornito et al., 2013; Rubinov and Sporns, 2010; Wang et al., 2010). Moreover, while graph-based
approaches allow us to investigate brain connectivity among different connectivity nodes, they can also
provide rich, complete information about brain connections at a global level (Fornito et al., 2013; Wang et
al., 2010) and to investigate the interaction between connectivity nodes in hierarchical structures (Wang
et al., 2010). Another example is holistic atlases of functional networks and interactions (HAFNIs) (Lv et
al., 2015a; Lv et al., 2015b). Lv et al. have used dictionary learning and sparse coding to identify a set of
functional networks defined as HAFNIs (Lv et al., 2015a; Lv et al., 2015b), which can be reproduced
across individuals and have highly spatially overlapping patterns (Lv et al., 2015a). One robust approach
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that has been recently developed is the connectivity domain analysis method, which will be explained
later in this dissertation.
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CHAPTER 5. RELATIONSHIP BETWEEN NEUROPSYCHOLOGICAL DATA AND
NEUROIMAGING DATA
5.1. Background
mTBI patients can experience a constellation of symptoms and impairment in neuropsychological
functions after injury. The reported symptoms can occur either due to the direct effect of injury or for a
number of other reasons, including a patient's emotional alterations such as pain, stress, anxiety or
sadness. These symptoms are collected known as post concussive syndrome (PCS). In some cases,
these PCS symptoms develop into long-term complications, which can significantly impact a patient's
quality of life. While neurocognitive testing offers us the opportunity to characterize problems with
memory, attention, and other commonly affected domains, we still have difficulty in predicting the
symptoms that patients may develop down the line.

5.2. Previous Findings
Following mTBI, the most affected neurocognitive domains have been found to be working
memory (Barbey et al., 2015; Christodoulou et al., 2001; Hillary et al., 2011; Iraji et al., 2016b; Levine et
al., 2002; McAllister et al., 2006; Nakamura et al., 2009; Newsome et al., 2007; Perlstein et al., 2004;
Ricker et al., 2001; Sanchez-Carrion et al., 2008; Scheibel et al., 2007), attention (Hillary et al., 2011; Iraji
et al., 2016b; Maruishi et al., 2007; Sharp et al., 2014), processing speed (Hillary et al., 2011; Losoi et al.,
2015), executive function (Barbey et al., 2015; Iraji et al., 2016b; Turner and Levine, 2008), and
awareness (Mayer et al., 2015a; Sharp and Jenkins, 2015; Sharp et al., 2014).
While deficits in neurocognitive domains have been frequently reported, studies have also shown
the relation between disrupted structural connectivity and impairments in cognitive, emotion, and
executive control in mTBI (Baek et al., 2013; Bazarian et al., 2007; Caeyenberghs et al., 2014; Grossman
et al., 2013; Jorge et al., 2012; Niogi et al., 2008a; Treble et al., 2013; Wu et al., 2010). Lipton et. al.
suggest that executive function deficits can be predicted by dMRI data (Lipton et al., 2009). Yuh et al.
shows that regions of reduced FA were statistically significant predictors of unfavorable three- and sixmonth GOS-E outcomes (Yuh et al., 2014). Grossman et al. show significant associations between MD
and mean kurtosis (MK) of several regions, such as the thalamus, corpus callosum, and external capsule,
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and various neuropsychological z score results including Digit Span Test, Symbol Digit Modality Test, and
California Learning Verbal Test Total Recall (Grossman et al., 2013). Kou et al. found negative
correlations between the total volume of regions with FA increases and patients’ SAC scores (Kou et al.,
2013).

5.3. Analytical Approach
In general, there are two different approaches to identify the impaired cognitive domains and their
relationships with neuroimaging findings. In the first approach, we can use previous functional imaging
studies and meta-analyses to identify the corresponding cognitive domains or functional roles of each
region of the brain. As the result, we can indirectly conclude that the corresponding neurocognitive
domains of those regions that are altered after injury are impaired. In the second approach, we perform
neurocognitive tests and identify which cognitive domains are impaired based on neurocognitive
assessments. Next, we can evaluate the relationship between neurocognitive and neuroimaging findings.
This relationship can be useful especially if there is a significant relationship between neuroimaging
results at the acute stage and neurocognitive findings at follow up because we can use neuroimaging
data to predict patients’ outcomes.

5.3.1. Meta-analysis to Predict Affected Neurocognitive Domain
In the last two decades, there has been a rapid growth of medical research and their findings.
Therefore, we must combine these studies to integrate the common findings to make reliable and precise
conclusions. This can save resources by preventing performing unnecessary studies and helping to
design better studies. One common simple solution is review articles in which authors review several
selected studies and make their interpretation of the findings of the selected articles. However, we can
follow more systematic approaches and integrate a number of individual studies by performing analysis
on the analyses of individual studies, which is defined as meta-analysis (Glass, 1976).
In meta-analysis, the processes of article selection, findings combination, and results
interpretation follow certain statistical roles and analytic principles to make quantitative conclusions more
trustworthy. In general, meta-analysis goals include, but are not limited to, increasing the statistical power
and reliability of findings by summarizing and integrating results from a number of independently-
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performed studies, overcoming the limitation of small sample sizes of individual studies to detect the
statistical findings which require larger sample sizes, analyzing differences among the result of studies,
and generating new hypotheses (Walker et al., 2008).
Although meta-analysis is a powerful tool, following the rules and conditions are critical and small
violations of the principles can produce misleading results. For instance, the result of a meta-analysis
depends on the selected studies; therefore, any bias in the process of finding and choosing the related
studies can leads to incorrect conclusions.
In the neuroimaging field, BrainMap (http://www.nitrc.org/projects/brainmap/) (Laird et al., 2009) is
a meta-analysis project with an accessible database of published neuroimaging literature that allows us to
identify the function of a specific brain region and compare our study results with reported literature. Use
of this database can significantly enhance the reliability of neuroimaging studies and identify affected
neurocognitive function from neuroimaging findings. BrainMap includes the coordinate and the associated
metadata of brain regions which are identified across a collection of studies (Laird et al., 2009). In a
previous work, the possible functional roles for each DICCCOL were identified using meta-analysis (Yuan
et al., 2013).
Briefly, the locations of DICCCOLs from the templates were registered to the MNI atlas, then a
neighborhood with a radius of 3 mm around each DICCCOL was selected in order to assign a Brodmann
area and determine a related functional role using the BrainMap software. 110 fMRI publications and their
reported activation regions in the BrainMap database were examined to identify related functional roles
for each DICCCOL (Yuan et al., 2013). Therefore, all selected DICCCOLs were categorized in five
general classes (behavioral domains), based on the published fMRI data set in the Brain Map Database,
and cognitive impairments were measured using these five categories: "action," "perception," "cognition,"
"interoception," and "emotion".
The strength of FC between two DICCCOLs can represent the strength of FC between their
functional roles. For instance, if DICCCOL A was identified as cognition, and DICCCOL B was identified
as action then we can interpret that the strength of FC between DICCCOLs A and B is related to the
strength of FC between cognition and action. Therefore, if the FC between two categories of DICCCOLs
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changes, we can conclude that the interaction between their functional roles (behavioral domains) has
been affected. For example, if the majority of the strengths of FC between DICCCOLs belonging to
cognition with DICCCOLs belong to action is changed due to a specific health condition, we can conclude
that the interaction between cognition and action has been affected.
Two general conditions characterize the type of FC between each pair of DICCCOLs:

1. Each DICCCOL is assigned to only one behavioral domain. In this case, the correlation value
between two DICCCOLs indicates the connectivity between two functional roles. For example, if
DICCCOL A and DICCCOL B were respectively labeled as action and cognition functions, the
correlation value between DICCCOL A and DICCCOL B associates to an action-cognition interaction.
2. One or both DICCCOLs are assigned to two or more behavioral domains. In this situation, the FC
between the DICCCOL pair is associated to each pair of behavioral domains. For instance, if
DICCCOL A was identified as action, and DICCCOL B was identified as action and cognition, the
correlation value between DICCCOL A and DICCCOL B associates to both action-action and actioncognition interactions.

The interaction between DICCCOLs can also be divided in two categories:

1. Intra-domain interactions in which the same behavioral domain is assigned to interactive DICCCOLs,
like a perception-perception interaction.
2. Inter-domain interactions in which two different behavioral domains interact with each other, like
perception-action.

5.3.2. Statistical Inference between Neurocognitive and Neuroimaging Data (Prediction
Analysis)
Using our acute stage neuroimaging data and one-month follow up neuropsychological
assessments, we evaluated if the neuroimaging data gathered at the acute stage can predict
neurocognitive complications at follow up using linear regression approach. However, this analysis is
complicated in our data by two factors: 1) a small number of subjects for whom we have all of the
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necessary data because human studies on mTBI are generally limited in recruitment and retention, and 2)
a large number of comparisons to make because both the neuroimaging and neuropsychological data
have a large number of variables.
Neuropsychological Variables
In common practice, several neuropsychology measures are collected to assess an individual's
neurocognitive complications because people may do poorly on a single test for a variety of reasons
unrelated to injury or do well on a test that may have low sensitivity to their particular underlying
pathology. Thus, collecting various neuropsychological measures instead of one increases our chances
of correctly identifying those participants with deficits and helps to make sure that we are not relying only
one piece of possible faulty data. The downside of using multiple measures is that it decreases the power
of statistical analysis due to the increasing number of statistical inference.
Calculating a composite score from collected measures is one solution to this limitation.
Therefore, to overcome this barrier of a large number of neuropsychological assessments in our analysis,
we calculated two composite neurocognitive scores for the most affected neurocognitive domains: a
memory composite score and an attention/processing speed composite score. Briefly, they were
calculated from standardized tests that include estimates of premorbid intellectual ability, verbal and
visual attention, learning, memory, visuospatial functioning, and executive functioning. Composite scores
were derived from individual tests by converting raw scores to z-scores and then calculating the mean zscore within each cognitive domain. The memory composite score was calculated as the mean of zscores of four indices: Hopkins Verbal Learning Test Total Recall, Hopkins Verbal Learning Test Delayed
Recall, Brief Visuospatial Memory Test Total Recall, and Brief Visuospatial Memory Test Delayed Recall.
The attention/processing speed composite score was calculated as the mean of z-scores of three indices:
Colored Trails Test Trial 1, Colored Trails Test Trial 2, and the Symbol Digit Modality Test. We also
obtained the total neuropsychological composite calculated as the mean z-score across both domains
and all seven neuropsychology indices.
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Neuroimaging Variables
There are too many neuroimaging variables as a result of using a large-scale analytical approach
and the DICCCOL method. Therefore, evaluating the statistical correlation between all of the
neuroimaging variables and the neuropsychological composite scores and performing multiple
comparison corrections would be incredibly strict and eliminate any possible true correlations. At the
same time, excluding neuroimaging variables without any valid justification could potentially lead to losing
possible meaningful correlations between neuropsychological outcomes and neuroimaging variables. As
we will demonstrate later in this chapter, the number of mTBI subjects with both neuroimaging variables
and neurocognitive variables is small and barely enough for evaluation of the correlation between
neuroimaging variables and neurocognitive variables; therefore, we performed an exploratory analysis in
which we defined rationales for selecting opportune neuroimaging variables and explored their correlation
with neurocognitive composite scores. Based on the output of these analyses, we can potentially define a
hypothesis for selecting proper neuroimaging variables. Since we are interested in predicting patient
outcomes using the neuroimaging data acquired at the acute stage, we chose the sixty connectomic
signatures which are the most distinctive and discriminative features at the acute stage. Next, to further
cut down the number of selected neuroimaging features, we have used the knowledge of a clinical
neuropsychologist and the BrainMap dataset to identify the connectomic signatures related to each
neuropsychological composite score. First, the clinical neuropsychologist identified the behavioral
domains of the BrainMap data which corresponded to each neuropsychological composite score. Next,
we identified the connectomic signatures involved with the selected behavioral domains according to the
BrainMap data. As the result, we were able to identify the connectomic signatures associated with each
composite score. Among sixty connectomic signatures, 38, 18, and 41 signatures are associated with the
attention/processing speed composite score, the memory composite, and the total neuropsychological
composite, respectively.
Regression Analysis
Linear regression is a good way to measure the relationship between independent and
dependent variables while also including potential confounders. Therefore, we used linear regression
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analysis to measure the relationship between neuroimaging and neurocognitive variables. In regression
analysis, the number of covariates we choose is important. Too few covariates would tend to produce
biases towards incorrectly finding an association between dependent and independent variables when
none exists, and too many covariates leads to overspecified models which are not generalizable to other
datasets. On the one hand, we do not want to include too many covariates; however, on the other hand,
we should include enough covariates to avoid misattributing results for the main parameters.
For the interpretation of neurocognitive tests and investigation of the ability of neuroimaging
variables to predict neuropsychological outcome, we must carefully accommodate any covariates, which
could otherwise lead to misattributing any correlations to the variables of interest (namely injury).
Therefore, we need to select the covariates which should be included in the regression analysis to
account for variables which are not associated with the injury outcome but contribute to the dependent
variable. In general, there are two ways to select the covariates for a desired model. We can select the
covariates objectively from a statistical point of view, or we can choose them subjectively based on
previous findings and our understanding of the possible role of covariates in our variables of interest. In
an objective approach, covariates will mainly be chosen based on the p-value associated with each
covariate in the linear regression, and the number of covariates is limited by the sample size (which is
small, in our case) before overfitting occurs. In general, we should have at least 10-15 observations per
predictor variable in a linear regression (Babyak, 2004). Therefore, in objective analyses, we evaluate
whether or not these potentially important covariates should be included in our analysis based on their pvalues. In a subjective approach, according to previous studies, both neuroimaging and neurocognitive
variables are affected by both gender and age, but compared to age, the gender effect is small (Allen et
al., 2011). Moreover, race differences on neuropsychology tests are confounded by others factors that
often come along with race, such as poor access to quality education, and/or unequal learning
opportunities, or lower socioeconomic status (Silverberg et al., 2013). Therefore, neurocognitive tests, as
well as brain development, is affected by these factors. To address this, the Reading (word recognition)
subtest of the Wide Range Achievement Test-4 Wide Range Achievement Test 4 (WRAT4) was given to
all participants (Wilkinson and Robertson, 2006). Word recognition performance tests such as the WRAT
can be used as a test of premorbid functioning to adjust the model for the level of education and race of
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among participants and are particularly insensitive to mTBI (Silverberg et al., 2013). So, this variable is
also a good candidate be assessed as another covariate in our regression analysis.

5.4. Data Analysis
5.4.1. Meta-analysis
Acute Stage Study
Results show that most of possible network interactions have been affected. Among them, the
intra-emotion network interactions have been altered the most, with a significant decrease in the
connectivity inside this network (by more than 27%). The emotion-cognition interaction also shows
decreased connectivity (by 4.8%). On the other hand, intra-perception, action-perception, action-emotion,
and action-cognition interactions reveal increased functional connectivity, by 22.97%, 18.62%, 14.02%,
and 12.11%, respectively. These results can explain a strong disruption in emotion in patients during the
acute stage (Figure 26).
For further functional analysis, the roles of individual DICCCOLs were evaluated more
specifically. In this step, the functional roles of DICCCOLs have been categorized in 53 classes using
Meta-analysis (Yuan et al., 2013). Among all functional roles emotion, action/execution, and
cognition/attention are involved more in connectomic signatures than others, with 25, 23, and 23
DICCCOLs each, respectively (Figure 27).
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Figure 26. Changes in behavioral domain interactions at the acute state. Negative values indicate decreases in interaction in patient
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Figure 27. Functional roles of connectomic signatures. The affected DICCCOLs were divided in 5 categories with 53 sub-categories
using meta-analysis. Meta-analysis reveals that the emotion, cognition/attention, and action/execution categories are involved in
more connectomic signatures than others, with 25, 23, and 23 DICCCOLs each, respectively. The vertical axis is number of the
affected DICCCOLs associated with each functional role
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Longitudinal Study
While emotion, action/execution, and cognition/attention show maximum disruption at the acute
stage, in order to have a better understanding of changes in brain function after mTBI, a meta-analysis
was performed on the result of the longitudinal study. We expected that the disruptions involved the
emotion domain recover over time. We categorized the affected FC into the five major brain behavioral
domains (action, perception, cognition, interoception, and emotion) and observed that action and
cognition are more involved in altered functional connectivity as observed in the longitudinal study,
especially the interaction between action and cognition networks, which has been affected the most
(Figure 28). As we expected, the emotion domain, which was significantly disturbed at the acute stage,
got better over time, which can be an indication of psychogenic alteration of brain injury. Further
investigation of the roles of DICCCOLs which were evaluated in greater details using 53 subcategories
revealed that the interaction between execution (from the action category) and attention (from the
cognition category) and between execution (from action category) and working memory (from cognition
category) have been effected the most, which is constant with our findings in the acute study (Figure 28).

Figure 28. Categorization of altered functional connectivity in mTBI. The color-bar indicates percent change. The results show that
the action and cognition networks have been disrupted the most. Further functional analysis using the 53 subcategories shows that
interaction between execution (from the action category) and attention (from the cognition category) and between execution (from
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the action category) and working memory (from the cognition category) have been affected the most (yellow arrow). This is
consistent with published literature on attention, working memory and executive function deficit.

5.4.2. Statistical Relationship Between Neurocognitive and Neuroimaging Data
Briefly, in this step, we evaluated if our neuroimaging data at the acute stage is correlated with
neurocognitive assessment results at one month. We had 32 subjects with rsfMRI data at the acute stage
(first time point) and 25 subjects with complete neurocognitive evaluation at the follow up (second time
point). Seventeen subjects had both rsfMRI data at acute stage and either memory composite score or
attention/executive function composite score at follow up. Only sixteen subjects have both memory and
attention/executive function composite scores, leaving sixteen subjects with both rsfMRI data at the acute
stage and a total neurocognitive score. Table 2 shows the demographics of the mTBI patients who have
neuroimaging data at the acute stage and neurocognitive data at the follow up.
Table 2. Demographic characteristics of mTBI patients with neuroimaging data at the first time point and neurocognitive data at the
second time point.

Memory
composite score

Attention/Executive Function
composite score

Total
composite score

Age

Mean ± SD
Median / Range

40.53 ± 13.80
43 / (19 ~ 63)

39.12 ± 13.56
43 / (19 ~ 63)

39.69 ± 13.80
43 / (19 ~ 63)

Gender

Male / Female

11/ 6

12/ 5

11/ 5

Race

African American
White
Others

14
2
1

13
3
1

13
2
1

Education

Mean ± SD
Median / Range

12.94 ± 2.49
13.5 / (7 ~ 17)

13.06 ± 2.59
13.5 / (7~ 17)

12.87 ± 2.56
13 / (7 ~ 17)

WRAT

Mean ± SD
Median / Range

48.82 ± 11.83
53 / (23 ~ 66)

49.53 ± 12.62
53 / (23 ~ 68)

48.37 ± 12.07
51.5 / (23 ~ 66)

Since the total number of subjects is very limited, from a statistical point of view, it is not
recommended to include any covariates in the model despite their significant contribution (especially age
and WRAT) to our outcome variables (i.e. composite neurocognitive scores) Table 3. However, I have
included the results of including covariates in the model in the Appendix to demonstrate these models,
which are suspected to be overfitted. Instead of including them in our main model, we used an alternative
approach. We first performed the simplest regression model (NPT ~ 1 + NIM) and measured the
relationship between neurocognitive variables (NPTs) and neuroimaging variables (NIMs). For those
neuroimaging variables that show significant correlation with neurocognitive variables, we then measured

70

their relationship with age (age ~ 1 + NIM) and WRAT (WRAT ~ 1 + NIM) in order to evaluate if these
parameters have an influence on the neuroimaging variables which leads to a significant relationship of
the neuroimaging variables with the neurocognitive variables.
Table 3. Covariates Contributions in Neuropsychological Tests (NPTs).

Memory
composite score
NPT~1+WRAT
NPT~1+age
NPT~1+gender

2

Attention/Executive Function
composite score
2

Total
composite score
2

P-value

R

P-value

R

P-value

R

0.06
0.14
0.48

0.21
0.14
0.03

0.008
0.005
0.18

0.38
0.42
0.12

0.006
0.03
0.13

0.42
0.29
0.13

The sixty connectomic signatures which showed significant differences at the acute stage were
considered as the initial selected neuroimaging variables to evaluate for possible correlation with
neurocognitive variables at one month. As explained earlier, we reduced the number of comparisons by
combining the knowledge of a clinical neuropsychologist (JW) and BrainMap datasets.
The selected associated cognitive domains of the BrainMap dataset for neuropsychological
composite scores are as follow: memory explicit for memory composite score; inhibition, motor learning,
attention, and working memory for attention/processing speed composite score; and inhibition, motor
learning, attention, memory, memory explicit, and working memory for the total neuropsychological
composite. Identifying the corresponding connectomic signatures for those cognitive domains of the
BrainMap dataset resulted in 18, 38, and 41 signatures for the memory composite score,
attention/processing speed composite score, and the total neuropsychological composite score,
respectively.
Total composite score: Performing the regression model (NPT ~ 1 + NIM) on 41 selected
neuroimaging features revealed four connectomic signatures, numbers 15, 25, 50, and 54, which show
significant correlation with the total composite score before multiple comparisons correction; however,
none of them survived multiple comparison correction using false discovery rate (FDR).
Attention/processing speed composite score: Evaluation of the statistical relationship using
the same regression model (NPT ~ 1 + NIM) on 38 selected neuroimaging features selected for
attention/processing speed composite score revealed five connectomic signatures, numbers 10, 15, 22,
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23, and 50, which showed significant correlation before but not after multiple comparisons correction
using FDR.
Memory composite score: For the memory composite score, only one out of 18 connectomic
signatures (number 29) showed a significant relationship using the same regression model (NPT ~ 1 +
NIM). However, this significant relationship did not survive the multiple comparisons correction.

5.5. Discussion
Using meta-data and our neuroimaging findings together reveals that the most affected
behavioral domains right after injury are emotion, execution (from the action category) and attention (from
the cognition category), working memory (from cognition category), and explicit memory (from cognition
category), respectively. These findings are aligned with the results of previous studies. As we expected,
the disruption in the emotion domain recovers over time. Our longitudinal studies (using acute stage and
one-month follow up data) revealed that the interaction between execution (from the action category) and
attention (from the cognition category) and between execution (from action category) and working
memory (from cognition category) have been disrupted the most.
We also evaluated the statistical relationship between large-scale functional connectivity findings
at the acute stage and neurocognitive outcomes at follow-up; however, no significant correlation was
observed between them. However, despite these negative findings, we cannot claim that there is no
relationship between neuroimaging and neurocognitive data. There are several factors which can affect
our ability to detect a statistical significant relationship, such as a complex recovery process, individual
differences, sensitivity of neuropsychological tests and/or neuroimaging data, a small number of subjects,
and a large number of statistical comparisons due to a large number of neuroimaging variables.
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CHAPTER 6. CONNECTIVITY DOMAIN ANALYSIS
6.1. Background
There are two widely used approaches to analyze fMRI images in the time domain (i.e. analyzing
the spatiotemporal information of fMRI data). The first approach includes model-based methods, such as
general linear model (GLM), which show how well a certain model fits to the fMRI data (Friston et al.,
1994). The second approach includes data-driven methods, such as principle component analysis (PCA)
and ICA, which are based on feature extraction from fMRI data (Calhoun et al., 2003; Calhoun and Adali,
2012; van den Heuvel and Hulshoff Pol, 2010). In a model-based method, data is compared with a
predefined model; therefore, model-based methods are focused on validating a prior assumption (the
model) based on the data available and improving scientific understanding. However, no model is perfect,
and one key aspect of a model is its robustness to incorrect assumptions, which can introduce bias to the
system (Ford, 1995). Data-driven methods, on the other hand, analyze data in a more flexible manner.
These methods are especially desirable when a good model does not exist or is hard to generate. Datadriven methods have the power to identify unanticipated components which can later be used in modelbased approaches. Thus, data-driven methods can also be considered as model generating methods
(Ford, 1995) since they can be used to obtain a model for data when there is no satisfactory model
already available. However, by themselves, data-driven methods are primarily used for scientific
discovery and identification of useful features from the data; they are most useful when combined within a
statistical testing framework or for tasks such as prediction or classification (Calhoun and Adali, 2012;
Erhardt et al., 2011).
Considering the advantages and limitations of both model-based and data-driven methods, they
are complementary to each other. Therefore, in order to analyze data comprehensively and have a better
understanding of brain function, it is useful to investigate data using both approaches. In the context of
the model-based linear GLM and data-driven linear ICA, both approaches can be conceptualized as
th

X=AS, in which the i row of the mixing matrix (A) identifies the contribution of parameters of S to create
th

the i value of X. The main difference is that, in the data-driven method, the mixing matrix (A) needs to be
estimated, whereas in the model-based method, the mixing matrix is pre-specified (Calhoun et al., 2001;
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Ford, 1995). This requirement for a pre-specified design matrix makes the application of first-level modelbased methods to extract brain networks challenging.
As mentioned earlier, brain network is defined as a subset of brain regions that interact with each
other in a distinguishable way. Brain networks can be identified during the resting state by measuring the
BOLD signal from rsfMRI data, which is related to brain activity (Buckner and Vincent, 2007). However,
the fluctuations in the BOLD signal in the time domain at a specific time point are not synchronized
among subjects for rsfMRI data. Therefore, the time courses of brain networks in rsfMRI are different
among subjects. In other words, by considering the general form of X=AS, the mixing matrix (A) that
represents the relationship between brain networks (S) with rsfMRI data at different time points (X) is
different among subjects, which makes modeling the time-domain aspect of task-free fMRI challenging.
Consequently, we cannot use the design matrix obtained from one dataset to apply a model-based
method such as first-level GLM to identify underlying sources (S) in another dataset, even if matrix A is
obtained from the same subjects but at a different sampling. Although some techniques such as dual
regression indirectly solve this problem by relying on using the information of spatial maps obtained from
the group data to indirectly perform model-based methods, those methods force the model (design matrix
A) to produce similar spatial maps as the ones in the group data. Because of this, the model is related to
the dataset at hand and is not reproducible for other datasets, even if they were collected on the same
subjects, such as at different time points. In other words, in methods like dual regression, we do not
evaluate the data from different subjects against a similar model, because instead of having a prespecified model, we alter each subject's model to produce similar spatial maps (S) as the group data.
Therefore, one consequence could be that we lose some intersubject variability. Considering this
limitation of the time domain, we propose transferring the rsfMRI data from the time domain to another
domain, the connectivity domain, where each value represents the same effect across homogenous
subjects. It should be noted that for the sake of simplicity, for now, we only consider the brain’s FC, which
is usually derived from a rsfMRI experiment spanning five to 30 minutes, and the implicit assumption that
the FC over this period of time is relatively static and similar among homogenous subjects. This
assumption is not required for the connectivity domain analysis, and the connectivity domain analysis can
also be performed to evaluate dynamic FC of the brain. Additionally, although the time courses of activity

74

within brain networks are different among subjects, the (static) FC of a specific region of the brain to a
brain network is similar among subjects. In this situation, the mixing matrix, A, which represents the
relationship between brain networks and connectivity of brain regions, should be similar among subjects,
unlike in the time domain. This provides the ability to perform not only data-driven methods but also to
directly perform the model-based methods in the connectivity domain. Therefore, using the connectivity
domain, connectivity can be modeled among subjects and tested for differences among groups.
To construct the connectivity domain and analyze data in this domain, we need to define a set of
seed networks and calculate the FC for each seed network by measuring a connectivity index. Seed
networks can be constructed from any technique that identifies sets of features that are similar across
subjects, so that the time courses of those features can be used to construct the connectivity domain.
One simple method is to use atlas-derived anatomical locations (seed regions) across subjects as seed
networks and calculate the FC for each seed region by measuring the connectivity index (for example, the
correlation value) between the correspondent time series of each seed region and the whole brain. The
resulting FC weights can be considered as a “basis” for our proposed domain. In the new proposed
domain, (a) the connectivity of the brain can be modeled among subjects and tested for differences
among groups (in other words, the relationship between the connectivity of brain regions and brain
networks can be calculated and compared among different groups) and (b) with prior knowledge of the
contribution of connectivity of brain regions in brain networks, we can directly calculate brain networks
using model-based methods such as GLM. This can provide the opportunity to use model-based
methods, like first-level GLM, without the handicap of having to estimate the mixing matrix, A, based on
the combined group data (making it not a pure model-based method, but a data-informed model-based
method).
Moreover, the connectivity domain can enhance the usage of data-driven analysis approaches,
particularly feature-based ICA (Allen et al., 2011; Smith et al., 2009). Multiple data-driven analysis
approaches have been successfully applied to rsfMRI data including clustering (Cordes et al., 2002; van
den Heuvel et al., 2008a), ICA (Beckmann et al., 2005; Calhoun et al., 2001), graph analysis (Fornito et
al., 2013; Rubinov and Sporns, 2010; van Wijk et al., 2010), and sparse coding (Lv et al., 2015a). ICAbased methods are one of the more widely used approaches, and their results (i.e., extracted networks)
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show a high level of consistency in different conditions such as open or closed eyes; task, rest or sleep;
and healthy or various mental disorders (Calhoun et al., 2008a; Calhoun et al., 2008b; Damoiseaux et al.,
2006; Garrity et al., 2007; Iraji et al., 2015; Iraji et al., 2016b; Jafri et al., 2008; Sorg et al., 2007; Stevens
et al., 2009; van den Heuvel and Hulshoff Pol, 2010; Whitfield-Gabrieli and Ford, 2012). ICA methods are
designed to identify a set of latent spatially independent maps from rsfMRI data. A spatial map can be
considered to be an underlying source (i.e. a brain network (Erhardt et al., 2011)), and the value of each
voxel represents the degree to which the voxel belongs to, or is functionally connected to, that source
(Calhoun and Adali, 2012; van den Heuvel and Hulshoff Pol, 2010).
Most previous ICA studies have estimated intrinsic connectivity networks (ICNs) by applying firstlevel ICA on the spatiotemporal information. Some new studies have also suggested the feasibility of
extracting patterns of ICNs using second-level ICA analyses in which ICNs are obtained by applying ICA
on extracted features, such as the amplitude of low frequency fluctuations (ALFF) map for rsfMRI, t-maps
of GLM for task-based fMRI (Calhoun and Allen, 2013), the peak coordinates from meta-analysis (Smith
et al., 2009), or even the outputs of the first-level ICA (Wisner et al., 2013). Since these second-level ICA
analyses are applied on features extracted from the time domain, they are also considered as featurebased ICA analyses (Figure 29). While previous feature-based ICA analyses have been limited to
second-level analyses, the connectivity domain enables us to perform feature-based ICA analysis as the
first-level analysis (Figure 29). Furthermore, the connectivity domain has uses beyond the ICA
techniques, and wide ranges of data-driven and model-based approaches can be applied in this domain
(Figure 29).

76

Figure 29. Schematic of analytical approaches which can be applied on rsfMRI data. The connectivity domain, similar to the time
domain, allows us to perform a wide range of data-driven methods. The connectivity domain also supports implementing modelbased methods such as first-level generalized linear model (GLM) on rsfMRI data (blue box). While feature-based approaches have
been performed as second-level analyses, the connectivity domain provides us the opportunity to perform feature-based techniques
at both first and second levels.

6.2. Analytical Approach: The Connectivity Domain
6.2.1. The Connectivity Domain: Analyzing Resting State fMRI Data Using Feature-based
Data-driven and Model-based Methods
Authors: Armin Iraji, Vince D. Calhoun, Natalie Wiseman, Esmaeil Davoodi-Bojd, Mohammad
R.N. Avanaki, E Mark Haacke, Zhifeng Kou
Context of the Paper
In this work, we first selected one example of a set of seed networks to create the connectivity
domain. Then, we presented the superiority of the connectivity domain over the time domain by
comparing data-driven methods applied in both domains. Lastly, we investigated the feasibility of applying
model-based methods in the connectivity domain.
Image Processing
Figure 30 demonstrates a schematic of the analysis pipeline. Data collection was performed at
two independent sites with different image acquisition parameters. The first site was Wayne State
University, Detroit, Michigan, USA, where MRI data were collected from 17 healthy subjects (average
age: 35.92 ± 8.84; range: 26–56) at two sessions with a 4–6 week interval in between. The second site
was Henry Ford Hospital, Detroit, Michigan, USA, where MRI data were collected on a 3-Tesla GE
scanner. Data was collected from 13 healthy subjects (average age: 27.25 ± 5.97; range: 18–39).
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Figure 30. A schematic of the analysis pipeline. Data was preprocessed, and either kept in the time domain or transformed into the
connectivity domain, which involved calculating connectivity weights using seed networks. Similar data-driven approaches were
applied in both domains and compared between the two domains. Feasibility of applying model-based methods was evaluated in
the connectivity domain.

Seed Network Selection
To perform data analysis in the connectivity domain, we first require an appropriate set of seed
networks to calculate corresponding connectivity weights among subjects. In this study to demonstrate
the feasibility of the connectivity domain, we used anatomical information to identify the seed networks.
We wanted to use common, readily available atlases to define the seed networks, so we used the
Harvard-Oxford cortical and subcortical atlases (Desikan et al., 2006; Frazier et al., 2005) to determine
seed networks and obtained a similar set of connectivity weights across all subjects. The 145 seed
regions, each 100 voxels in volume, distributed across the entire brain, were selected to calculate the
connectivity weights. Figure 31.a, b, and c show some of these regions on the sagittal, coronal and axial
views, respectively, on the MNI atlas. The color code of the regions is shown in Figure 31.d. The
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functional connectivity (connectivity weights) of five seed networks shown in Figure 31.a and Figure 31.c
in three sagittal, coronal and axial views are shown in Figure 31.e. To demonstrate the importance of
selecting an appropriate set of seed networks to construct the connectivity domains, two more sets of
seed networks were developed to test the sensitivity of analysis in the connectivity domain to the initial
connectivity maps. The second set consisted of the same 145 seed regions from the Harvard-Oxford
cortical and subcortical atlases but reduced in volume. The smaller volume was obtained by applying the
Gaussian kernel with FWHM = 5mm on the previous Harvard-Oxford cortical and subcortical masks and
thresholding the output at 0.55. For the third set of ROIs, 116 seed regions with a volume equal to 100
voxels were selected from the Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002).

Figure 31. Functional connectivity weights calculation. Overlay of 145 ROIs on (a) coronal, (b) sagittal, and (c) axial views of MNI
atlas. (d) Color code map of 145 ROIs. (e) Functional connectivity weights of ROIs 50 (right insular cortex), 75 (right subcallosal
cortex), 83 (posterior division of parahippocampal gyrus), 101 (left caudate), and 102 (left putamen), respectively; the ROIs are
annotated on Figure 31.a and c. For this study Harvard-Oxford cortical and subcortical structural atlases were used.

79

Findings
Data-driven Approaches in the Connectivity Domain vs. Time Domain
Results demonstrated that the brain intrinsic networks obtained from the time and connectivity
domains using the temporal concatenation group spatial ICA followed by back-reconstruction (TC-BR),
the most commonly used data-driven approach, are very similar (Figure 32). In the time domain, we
2

identified 11 brain networks; however, one of these networks (Figure 32.j ) was not identified correctly in
the second session. Therefore, the time domain includes 10 brain networks that were found in both
sessions. At the same time, the connectivity domain was able to identify 91% (10 out of 11) brain
networks that the TC-BR method detected in the time domain. The connectivity domain also identified
three extra brain networks as reported in previous studies (Allen et al., 2011; Biswal et al., 2010; Bolo et
al., 2015; Laird et al., 2011; Leaver et al., 2015; Smith et al., 2009); however, these were not detected in
our data when we performed the analysis in the time domain. These results indicate the ability of the
connectivity domain to extract similar spatial maps as reported in previous studies analyzing data in the
time domain. To evaluate test-rest reliability of the connectivity domain, we divided the data of each
subject at the first session, which includes 235 volumes, into two parts with 118 and 117 volumes. Next,
we converted data of each part into the connectivity domain. Therefore, for the data of each individual at
the first session, two sets of data exist in each domain. Since data was collected at one session (i.e. at
one time point), we expected that brain networks associated with two parts would be similar for each
individual. We evaluated the spatial similarity between brain networks for each subject between the two
parts in each domain for test-rest reliability. Figure 33 represents the result of our analysis for the
consistent networks which were identified in Figure 32. The result of this analysis shows that the
connectivity domain can produce similar and in some cases better results in comparison to the time
domain. Furthermore, performing TC-BR analysis in both domains using two different sets of group data
shows that the brain networks of individuals are more influenced by the group data in the time domain in
comparison with the connectivity domain.
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Figure 32. Spatial maps identified for both domains at both time points. The upper portion of the figure reveals nine consistent brain
networks found in both domains including the DMN (a), left parietal-frontal (working memory) network (b), right parietal-frontal
(working memory) network (c), auditory network (d), frontal DMN (e), motor network (f), primary visual network (g), secondary visual
network (h), and subcallosal network (i). An attention network (j) seems consistent between two domains; however, it was not
appropriately extracted in the second session for the time domain (j 2). The lower portion shows the spatial maps which were
identified in one domain but not the other one, or one time point but not the other
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Figure 33. Spatial similarity between consistently-identified networks (Figure+++), including the DMN (a), left parietal-frontal
(working memory) network (b), right parietal-frontal (working memory) network (c), auditory network (d), frontal DMN (e), motor
network (f), primary visual network (g), secondary visual network (h), and subcallosal network (i) in the time (red) and connectivity
(blue) domains for test-retest analysis. The spatial similarities between independent components were obtained from the TC-BR
analysis using the data of the two parts of the first session. * identifies significantly higher spatial similarities in the connectivity
domain as compared to the time domain.

We also investigated the impacts of variations of parameters in the TC-BR approach on the
consistency of results and observed the superiority of the connectivity domain over the time domain for all
investigated parameters. In brain connectivity research, one crucial step is the ability to compare and
access findings across different studies. In order to have a more valid rationale to compare the results of
different studies and make a valid conclusion, the findings of studies should be less susceptible to
parameters which are not related to the brain connectivity information. Therefore, a superior domain is
less affected by parameter variations of the applied analytical method. For this purpose, we investigated
the impact of parameter variations in the TC-BR method on spatial maps of brain networks, as it is one of
the most commonly used methods for investigating brain connectivity. Both the number of principal
components (a preprocessing step) and the applied ICA techniques (a processing step) show that the
connectivity domain is less vulnerable and therefore it is more suitable to produce robust findings. We do
note that in order to make this powerful claim we should also investigate and compare the impact of the
MRI scanner and other site parameters on individuals' outcomes between two domains.
Model-based Approaches in the Connectivity Domain
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In addition to its strength with data-driven methods, the connectivity domain also provides the
ability to use model-based methods. We found the same networks in both data-driven and model-based
approaches in the connectivity domain. The ability to obtain similar brain networks using TC-BR and GLM
with a high spatial similarity (91.85 ± 2.10%) supports our assumption of the similarity of the relationship
between connectivity weights and brain networks among subjects. This opens a new pathway for
analyzing brain function using model-based approaches. To further validate our assertion, we
demonstrated the result of reconstructing the brain networks using the information, i.e. design matrix, of
different studies and datasets.
Using GLM with design matrices obtained from the first and second sessions, the same brain
networks were attained. Obtaining the same brain networks shows the reproducibility of model-based
techniques when the design matrix from one session is utilized to analyze the data from the other session
in the connectivity domain. Furthermore, high spatial similarity (78.65 ± 10.27%) between brain networks
obtained using the design matrices of the two sessions shows the consistency of a design matrix over
time in the connectivity domain. This could be beneficial in longitudinal studies in which one is interested
in minimizing variations in healthy subjects across different time points. This could make the connectivity
domain analysis more useful in investigating brain functional alterations and plasticity.
With ideal design and perfect parameter selection, we should be able to obtain ICN maps of a
dataset using a design matrix obtained from a different group's data. Although this is a preliminary study
without optimum design parameters such as seed choice, we observed that we could obtain similar ICNs
for an independent dataset with unknown parameter information using the design matrix extracted from
the first session of the WSU data (Figure 34).
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Figure 34. The ICNs identified using a GLM method from the independent dataset (i.e. Henry Ford Hospital). The design matrix that
was used for this analysis is from the first session of WSU data (a different group of subjects).

We do note that the connectivity domain is affected by the choice of the set of seed regions used
to build the domain. Our primary evaluations using different sizes of the same set of ROIs and different
sets of ROIs reveals that the size of ROIs and more importantly the proper location of corresponding seed
regions among subjects influences the results. The spatial similarity between brain networks obtained
from the same set of seed networks with different sizes was 97.19 ± 3.00%, and the spatial similarity
between brain networks obtained from the two different sets of seed networks was 91.33 ± 4.09%. This is
especially important in connectomic study where identifying the fine-grained and optimized locations of
seed regions is necessary. Note that, although the connectivity domain is biased towards selection of
seed networks, this bias is independent to the dataset, and it would have a similar impact on all datasets.
Since our aim for this study was to show the feasibility of using the connectivity domain, we reduced the
sensitivity to ROI locations by choosing large ROIs and using the average time series of all voxels in each
ROI to measure the functional connectivity map.

6.3. Discussion
The first step to improve the connectivity domain is to optimize the process of identifying the
bases of the connectivity domain across individuals. The bases of the connectivity domain can be the
time courses of seed networks. In this case, seed networks can be anatomical locations across the brain
and the goal is precise, small seed regions because each location of the brain could be involved in
different functions than its neighbors. Seed networks can also be made from data-driven seeds or
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functional seeds. However, the bases of the connectivity domain can also directly be obtained from the
temporal information of the data (for instance, using data-driven approaches such as PCA or clustering),
as long as a measured connectivity index between bases and spatiotemporal information is able to
represent similar characteristics across subjects.
Moreover, although we have used the Pearson correlation value as the connectivity index, the
Pearson correlation is merely one index which can be used to reconstruct the connectivity domain. Thus,
we have a unique opportunity to investigate the different types of connectivity and their interaction with
brain networks. For instance, we can use indices which have been used for effective connectivity studies,
or use other similarity indices like mutual information, coherence, or partial correlation.
In case we want to use the connectivity domain to evaluate brain functions using model-based
methods, one crucial step is to estimate the true value for each array of the design matrix with a high level
of accuracy. One solution is to calculate the design matrix from several datasets and perform statistical
analysis. This process can also be an essential part in identification of biomarkers to discriminate
between healthy subjects and patients with different disorders.
Finally, we do note that, although we implicitly considered that brain functional connectivity is
constant during the resting state, the connectivity domain can also be applied to investigate nonstationary behaviors of the brain activity at rest.
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Chapter 7. CONCLUSION, DISCUSSION, AND FUTURE WORK
7.1. Contribution and Conclusions
In summary, we find that mTBI causes large-scale changes in both structural and functional brain
connectivity. Specifically, our work made the following contributions and led to the following findings.
1) Structural Connectivity Impairment: We carried out the first effort of investigating large-scale
brain structural network connectivity after mTBI. We performed a connectome-scale assessment of
structural connectivity, and our findings revealed that mTBI can cause structural abnormalities in major
white matter tracts that provide structural support of brain functional networks. Our finding shows that the
corpus callosum, the superior and inferior longitudinal fasciculi, the arcuate fibers, and the cingulate
bundle are the most commonly affected white matter tracts. This finding is consistent with the summary of
published literature regarding the white matter fibers most susceptible to injury.
2) Functional Hyperconnectivity: We performed the first resting state fMRI study for mTBI
patients at the acute stage. We carried out extensive analyses of the DMN in mTBI patients and found
decrease within-DMN connectivity and increased functional connectivity between DMN regions and the
rest of the brain. Furthermore, we made the first effort to investigate connectome-scale brain network
analysis in mTBI. In general, the connectome scale analyses show a general trend of increased functional
connectivity to compensate for the effect of brain injury, and this hyper-connectivity remains persistent
even one month after injury.
3) No significant Correlation between Neuroimaging and Neurocognitive: We also
performed various analyses to identify the affected cognitive domains after mTBI. For the first time, we
used meta-data in addition to our neuroimaging findings to identify affected behavioral domains after
mTBI. We also calculated the statistical relationship between findings of our large-scale functional
connectivity analysis at the acute stage and patients' neurocognitive outcomes at follow-up. This analysis
did not reveal any significant correlation between the neuroimaging data and the neurocognitive data.
4) Connectivity Domain Analysis: We further developed a novel approach to analyze rsfMRI
data to overcome current restrictions of analyzing rsfMRI data in the time domain. Intrinsic brain activities
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are not synchronized among subjects, which leads to some limitations and challenges such as performing
model-based analytical approaches. However, brain regions have similar functions and interact with each
other in a similar manner across individuals. Therefore, we suggested to reconstruct the intrinsic activities
of brain regions relative to intrinsic activities of other brain regions instead of relative to time. This allows
us to capture the similarities of brain intrinsic activities across individuals.
This new domain in which we represent data relative to the time courses of common features
across individuals instead of relative to time is called the connectivity domain. In fact, the time course of
any feature which shows similarity across subjects can be used to calculate the connectivity domain. The
connectivity domain have the following important characteristics: 1) It enables us to use model-based
analysis techniques; 2) It decreases the influence of the group data on the brain networks of each
individual subject as compared to the same analysis done in the time domain; 3) It reduces the
susceptibility of analysis techniques to parameters that are not related to brain connectivity information;
and 4) It is more suitable for analyzing data across different populations and studies.

7.2. Discussion
One major goal of this study was to identify the functional connectivity alterations at a large scale
so we can further investigate them to uncover underpinning of mTBI patients’ NP symptoms and predict
patients’ outcome using neuroimaging data. For this purpose, we evaluate the relationship between
neuroimaging results at the acute stage and neurocognitive findings at follow up, and we did not observe
a statistically significant relationship between them. However, it should be noted that our analysis still
cannot exclude the potential relationship between the neuroimaging and neurocognitive variables; we
should be careful not to interpret the absence of evidence of a relationship as evidence of the absence of
a relationship. There are several factors which reduced our statistical power to detect a significant
correlation, including a small number of subjects and a large number of statistical comparisons due to a
large number of variables from both the neuroimaging and neuropsychological data. There are also some
other factors which could lead to a failure to observe a significant correlation between the neuroimaging
and neuropsychological data, such as complex recovery processes, individual differences, and
inadequate sensitivity of neuropsychological tests and/or neuroimaging data.
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7.3. Future Work
To date, alterations in the brain's structural and functional connectivity after mTBI are still unclear,
considering the high level of heterogeneity due to several factors. One factor is individual subject-specific
features including different pre-existing conditions and demographic characteristics (age, gender, and
education level). Moreover, there are different mechanisms of injury (e.g. vehicular collision vs. sports)
which result in different scenarios of biomechanical loading (strain and stress) (Eierud et al., 2014;
Ilvesmaki et al., 2014; Sharp and Jenkins, 2015). This high level of heterogeneity results in a large
amount of complexity and different injury pathologies (e.g. neuronal injury vs. axonal injury vs. vascular
injury). One solution to overcome this high level of heterogeneity is to perform large population-based
prospective studies. The necessity of a large sample size in studies becomes more obvious when we
apply a large-scale analysis. Large-scale analyses involve a greater number of comparisons, which
reduces the statistical power. Another solution to acquire a large data sample is to perform cross-center
studies and combine the data of several centers. For cross-center studies, we can utilize the connectivity
domain analysis to reduce the influence of factors related to centers' variability.
We do note that, while using larger sample size could help to address high level of heterogeneity,
performing analysis at the individual level (e.g. a personalized connectome) is necessary to accurately
identify personalized alterations. In general, alterations of brain connectivity can be divided in two
categories: common variability features and individual (uncommon) variability features. The former
includes the common alterations of brain functions among a group of individuals with a similar disorder,
and the latter is personalized and may be related to the mechanism and location of the injury of each
individual. While group-level analyses, i.e., comparing a group of mTBI patients with a group of normal
controls, are helpful to identify the common connectivity alterations, they could provide a distorted view of
overall brain connectivity alterations after mTBI because they obscure the individual differences that
characterize brain injuries. Therefore, although neuroimaging studies of mTBI mainly focus on group
analyses, the heterogeneity in mTBI demands individual analysis approaches to identify personalized
alterations. Individual-level studies and personalized connectome research can lead to the development
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of useful diagnostic tools that are sensitive enough to accurately diagnose brain injury and specific
enough to identify the disrupted brain connections (Eierud et al., 2014).
One important issue that could play a significant role in not observing significant correlation
between neuroimaging and neurocognitive data is the timeline of the recovery process and the time
between injury and data collection. In mild TBI, the most affected neurons experience reversible injury
and/or plasticity. Therefore, the compensation mechanisms and functional connectivity alterations vary
over time and depend on the individual subject-specific features. Increasing the number of time points of
data collection (e.g. another data acquisition at the chronic stage) could assist us to identify the stage of
recovery and significantly improve our ability to evaluate the relationship between neuroimaging and
neurocognitive data. Collecting data at several time points can potentially help us to identify a similar
stage of the recovery process across subjects. Performing regression analysis while incorporating the
information that we can obtain through collecting data at several time points could help us to more
accurately assess the correlation between neuroimaging and neurocognitive data.
Another step to improve our ability to more accurately assess the relationship between
neuroimaging and neurocognitive data is to refine our neuroimaging analytical approach to pinpoint the
connectivity network alterations which are the source of mTBI patients’ neurocognitive symptoms. For
instance, considering previous findings, one promising approach is to utilize circuit-based (networkbased) approaches and investigate the interactions between and within the DMN, salience network, and
frontoparietal networks. Alterations in functional connectivity among areas of these networks have been
consistently reported after brain injury.
Similar to the neuroimaging data, selection of sensitive and robust neuropsychological tests can
assist us to more precisely evaluate the relationship between neuroimaging and neurocognitive data.
While we calculated the composite scores from the results available from neuropsychological tests to
have

robust

and

accurate

neurocognitive

data

for

correlation

analysis,

various

types

of

neuropsychological tests exist which could improve the accuracy and quality of calculated neurocognitive
variables. Therefore, a future study is needed to select the best neuropsychological tests which better
assist with evaluation of the relationship between neuroimaging and neurocognitive data
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We also note that there is a close relationship between structural and functional connectivity
which makes combining dMRI and rsfMRI an important avenue in neuroimaging field. A wide range of
studies tries to simultaneously take an advantage of these two modalities, which can be categorized into
two general categories; data integration and data fusion. Data integration itself can be divided in two
groups. In the first group, data from different modalities are analyzed through separate pipelines, and the
results are integrated (i.e. combined) at decision and interpretation levels. The second group of data
integration approaches utilizes information from one modality to improve the overall result of other
modalities. Unlike data integration approaches, in which the analysis step of each modality is performed
separately and is blind to other modalities, in data fusion, the data from different modalities are combined
in processing and analyzing steps and prior to post-processing (i.e. the decision and interpretation levels).
In other words, analytical techniques incorporate the information of different modalities which allows us to
also obtain the information that exist across modalities. On the other hand, due to the close relationship
between the alterations of structural and functional connectivity, combining the structural and functional
connectivity analyses together could allow us to characterize the interplay between structural and
functional connectivities after brain injury. Therefore, a combined structural and functional analysis could
have the potential to ameliorate the clinical management of mTBI patients in the future, which should be
investigated in future studies with a large number of subjects.
For the technical goal of this project, the connectivity domain, the first step is to identify the
optimized corresponding seed networks across individuals. Further studies are required to evaluate and
compare the different approaches in identifying seed networks. We do note that the brain activity at rest
has non-stationary behavior and that understanding network dynamics is important to provide rich
characteristics of the brain (Calhoun et al., 2014; Calhoun et al., 2013). Although we implicitly considered
that brain functional behavior is constant during the resting state in this study, the connectivity domain
also offers a new option to investigate the dynamic characteristics of the brain. For example, one simple
way is to use a sliding window approach and calculate the connectivity weights for each interval. As a
result, we can evaluate alterations in brain networks and changes in contributions of regions to them over
time. Moreover, since using the connectivity domain can reduce the effect of non-functional fluctuations
exist in rsfMRI time courses, optimization of the approach that is used to calculate the connectivity
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weights can improve the connectivity domain analysis and the evaluation of brain network connectivity.
For instance, one future work could be to evaluate various mathematical indices. We can also include
different covariates in the process of measuring connectivity weights to eliminate the influence on
analysis. Finally, one of the advantages of the connectivity domain is its superiority in cross-centers
studies. Thus, tuning the connectivity domain analysis to be most effective is in a high priority.
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APPENDIX: STATISTICAL INFERENCE BETWEEN
NEUROCOGNITIVE AND NEUROIMAGING VARIABLES USING
COVARIATES
While for our study, it is not recommended to include any covariates in the model due to the very
limited number of subjects (16 subjects with both neuroimaging and neurocognitive data), we performed
an exploratory analysis including different covariates in the model. The covariates of interest are age,
gender, and the reading (word recognition) subtest of the Wide Range Achievement Test (WRAT). It
should be mentioned that WRAT variable accounts for several premorbid factors including education and
race (Silverberg et al., 2013). We evaluated the relationship between neurocognitive and neuroimaging
data using eight models including: (NPT~1+NIM), (NPT~1 + NIM + WRAT), (NPT~1 + NIM + Age),
(NPT~1 + NIM + Gender), (NPT~1 + NIM + Age+ WRAT), (NPT~1 + NIM + Age+ Gender), (NPT~1 + NIM
+ WRAT+ Gender), and (NPT~1 + NIM + Age + WRAT+ Gender). We evaluated the relationship between
each of three composite scores (from the neurocognitive data) and each of sixty connectomic signatures
(from the neuroimaging data) using all eight models. It should be noted that all of the findings are referred
as significant or not without performing a multiple correction except where noted otherwise. Multiple
comparison correction was performed using family discovery rate (FDR).
Memory composite score: For prediction of the memory composite score, gender did not show
a significant contribution in any statistical inferences when it included as a covariate. WRAT and age
showed a significant contribution in 13 and 4 out of sixty connectomic signatures when they were each
included as the only covariate of the model, respectively. The number of statistical inferences that
showed significant contribution was reduced for these both when other covariates were included in the
model. As another reminder, the statistical significance in this appendix refers to statically significant
before FDR correction. Neither of these covariates revealed any significant contribution in any of models
after multiple comparison correction. For the different models, various connectomic signatures showed
significant correlation with the memory composite score but none of the connectomic signatures survived
FDR correction (Table 4). It should be noted that while our analysis does not indicate any relationship
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between the memory composite score and the neuroimaging variables, both the number of subjects and
number of comparisons performed significantly reduces our statistical power to detect any significant
correlation. We should be careful not to interpret the absence of evidence of a relationship as evidence of
the absence of a relationship.
Table 4. Summary of regression analysis for memory composite score. Regression analysis was performed between memory composite score
and 60 connectomic signatures using several models. Results shows the number of analysis that each covariate show significant contribution
using p-value < 0.05.

Number Significant (Out of 60)
Memory composite score

NIM

NIM
(FDR)

WRAT

Age

Gender

NPT~1+NIM

4

0

-

-

-

NPT~1 + NIM + WRAT

5

0

13

-

-

NPT~1 + NIM + Age

3

0

-

4

-

NPT~1 + NIM + Gender

5

0

-

-

0

NPT~1 + NIM + Age+ WRAT

7

0

6

1

-

NPT~1 + NIM + Age+ Gender

4

0

-

0

0

NPT~1 + NIM + WRAT+ Gender

5

0

9

-

0

NPT~1 + NIM + Age + WRAT+ Gender

9

0

4

0

0

To further explore these findings, for each model, we identified the connectomic signatures which
showed an uncorrected significant relationship with the memory composite score. We identified the
corresponding DICCCOL pairs (labeled DICCCOL A and DICCCOL B) to those connectomic signatures
and their involvements with the associated behavioral domain, i.e. explicit memory, selected by a clinical
neuropsychologist (JW) (Table 5). Looking at the results, connectomic signatures 21 and 26 consistently
showed a significant relationship regardless of which model we use (Figure 35). Moreover, looking at the
BrainMap dataset, their associated DICCCOLs are involved in memory. So we can speculate that these
connectomic signatures are correlated with the memory composite score but lack significance here due to
our limited number of subjects and low statistical power.
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DICCCOL # 57

DICCCOL #241

DICCCOL #61

(a)

DICCCOL #68

(b)

Figure 35. DICCCOLs (yellow spheres) and the connected fiber bundles that are involved in the connectomic signatures 21 (a) and 26 (b). These
connectomic signatures show significant correlation with the memory composite score in all the applied models
Table 5. Memory composite score. Red represents those DICCCOLs that show significant relationship with both attention/executive function
score and memory score. Bold shows the DICCCOLs involved in more than one connectomic signature.

Connectome Signature ID
DICCCOL A
DICCCOL B

9

16

21

24

26

29

31

35

37

48

54

254

174

241

68

68

244

284

169

120

197

302

15

41

57

60

61

74

74

82

88

172

186









Explicit memory (cognition)

x

NPT~1 + NIM

x

NPT~1 + NIM + WRAT

x

x
x


x

x

x

NPT~1 + NIM + Age

x

x

x

NPT~1 + NIM + Gender

x

x

x

x

x

x

x

x

NPT~1 + NIM + Age + WRAT

x

x

NPT~1 + NIM + Age + Gender

x

NPT~1 + NIM + WRAT + Gender

x

x

x

x

x

x

NPT~1 + NIM + Age + Gender + WART

x

x

x

x

x
x

x

x
x

x

x

x

x

x

Attention/processing speed composite score: For the attention/processing speed composite
score, like the memory composite score, gender showed the least contribution to the models when it
added as a covariate. However, both WRAT and age show a significant contribution in most of the
connectomic signatures regardless of which model was selected (Table 6). Therefore, they would be
included if we had enough of subjects. Interestingly, we observe a statistically significant correlation
between the attention/executive function composite score and some neuroimaging variables when age or

94

gender but not WRAT was included in the model. The connectomic signature #36, which is the functional
connectivity between DICCCOL #82 and DICCCOL #206, showed a significant correlation with the
attention/processing speed composite score for both the "NPT~1 + NIM + Gender" model and the
"NPT~1 + NIM + Age + Gender" model (Figure 36). The connectomic signature #25, which is the functional
connectivity between DICCCOL #60 and DICCCOL #236, showed a significant correlation with
attention/processing speed composite score for the "NPT~1 + NIM + Gender" model (Figure 36). Each
connectomic signatures had one DICCCOL in the left precuneus (DICCCOL #60 and DICCCOL #82),
also referred to as Brodmann area 7, which is suggested to be involved in attention (Cavanna and
Trimble, 2006). DICCCOL #206 is in the right precentral gyrus of the frontal lobe, also referred to as
Brodmann area 4, and DICCCOL #236 is in the middle frontal gyrus of the left frontal lobe, also referred
to as Brodmann area 8. We further investigated the functional roles of the DICCCOLs involved in the
connectomic signatures #36 and #25 along with other connectomic signatures which showed significant
correlation with the attention/processing speed composite score in any of models using meta-analysis
approach (Table 7).
Table 6. Summary of regression analysis for the attention/processing speed composite score. Regression analysis was performed between
attention/processing speed composite score and 60 connectomic signatures using several models. Results show the number of analysis that
each covariate show significant contribution using p-value < 0.05.

Attention/Processing Speed composite
score

Number of Significant contribution (Out of 60)
NIM

NIM
(FDR)

WRAT

Age

Gender

NPT~1+NIM

8

0

-

-

-

NPT~1 + NIM + WRAT

8

0

59

-

-

NPT~1 + NIM + Age

3

1

-

60

-

NPT~1 + NIM + Gender

7

1

-

-

1

NPT~1 + NIM + Age+ WRAT

4

0

53

55

-

NPT~1 + NIM + Age+ Gender

3

1

-

52

0

NPT~1 + NIM + WRAT+ Gender

8

0

59

-

3

NPT~1 + NIM + Age + WRAT+ Gender

3

0

55

20

0
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DICCCOL # 82

DICCCOL #206

DICCCOL #60

(a)

DICCCOL #236

(b)

Figure 36. DICCCOLs are shown in yellow sphere. DICCCOLs are involved in the connectomic signatures 36 (a) and 25 (b) which show a
significant correlation with the attention/processing speed composite score after FDR correction. The connected fiber bundles have also been
shown.
Table 7. Attention/processing speed composite score results. Red represents those DICCCOLs that show significant relationship with both
attention/executive function score and memory score. Blue represents connectomic signature which shows significant correlation after FDR
correction. Orange shows cognitive domains involved in both DICCCOLs of a connectomic signature. Bold shows the DICCCOLs involved in more
than one connectomic signature.

Connectomic Signature ID
DICCCOL A
DICCCOL B
Attention (cognition)

8

10

15

17

21

22

23

25

27

35

36

46

50

202

272

146

71

241

259

262

236

200

169

206

236

217

11

16

37

44

57

57

57

60

70

82

82

167

184

























Inhibition





Motor learning
Working memory (cognition)



NPT~1 + NIM

x

x

NPT~1 + NIM + WRAT

x

x

NPT~1 + NIM + Age

x

NPT~1 + NIM + Gender

x

NPT~1 + NIM + Age + WRAT

x







x

x

x

x

x

x

x

x

x

x

x

NPT~1 + NIM + Age + Gender + WART

x

x

x

x

x

x






x

x

x

NPT~1 + NIM + Age + Gender
NPT~1 + NIM + WRAT + Gender



x

x

x

x

x

x

x

x

x

x

x

x

x
x
x

x
x

It should be mentioned that while connectomic signatures #25 and #36 did not survive multiple
comparison correction when both age and WRAT are included in the model, they did show significant
relationship with the attention/processing speed composite score before FDR correction (Table 7).

96

Therefore, there is a possibility that there might be real correlations which not survive FDR correction
due to the limited number of subjects.
Total composite score: Similar analysis was performed for the total composite score. As
expected, WRAT has a significant contribution in almost all models when it is included. While age showed
a significant contribution when it was used as the only covariate in the model, it did not contribute
significantly to most of the sixty regression analyses when the model also included WRAT. Moreover,
gender did not significantly contribute to most of the sixty regression analyses (Table 8). These findings,
along with the results of the memory composite score and attention/processing speed composite score,
suggest that WRAT should be the first covariate to be included into the model to address potential
confounders and avoid misattributing results for the main parameters. The result of regression analysis
reveals that there were no statistically significant correlations between the total composite score and any
of the neuroimaging variables after multiple comparison correction (Table 8).
Table 8. Summary of regression analysis for the total composite score. Regression analysis was performed between the total composite score
and the 60 connectomic signatures using several models. Results show the number of analyses for which each covariate showed a significant
contribution using p-value < 0.05.

Number of Significant contribution (Out of 60)
Total composite score

NIM

NIM
(FDR)

WRAT

Age

Gender

NPT~1+NIM

7

0

-

-

-

NPT~1 + NIM + WRAT

6

0

60

-

-

NPT~1 + NIM + Age

4

0

-

37

-

NPT~1 + NIM + Gender

6

0

-

-

1

NPT~1 + NIM + Age+ WRAT

4

0

58

11

-

NPT~1 + NIM + Age+ Gender

5

0

-

6

0

NPT~1 + NIM + WRAT+ Gender

7

0

59

-

10

NPT~1 + NIM + Age + WRAT+ Gender

5

0

58

2

1
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Table 9. Total composite score. Orange shows cognitive domains involved in both DICCCOLs of a connectomic signature. Bold shows the
DICCCOLs involved in more than one connectomic signature. Bold shows the DICCCOLs involved in more than one connectomic signature

Connectome Signature ID
DICCCOL A
DICCCOL B

9

15

17

21

25

27

29

36

37

46

48

50

54

58

254

146

71

241

236

200

244

206

120

236

197

217

302

236

15

37

44

57

60

70

74

82

88

167

172

184

186

217































Inhibition
Motor learning




Attention (cognition)







NPT~1 + NIM

x

NPT~1 + NIM + WRAT

x



x

NPT~1 + NIM + Age
x





x

x

x

x

x

NPT~1 + NIM + Age + Gender
NPT~1 + NIM + WRAT + Gender

x

x

NPT~1 + NIM + Age + Gender + WART

x

x

x




x

x

x

x
x

x

x

x

x

x

x





x

x

x

x
x

x

x
x

x
x

x





x

x

x

x





x

NPT~1 + NIM + Gender
NPT~1 + NIM + Age + WRAT





Working memory (cognition)
Explicit memory (cognition)



x

x

x
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ABSTRACT
BRAIN CONNECTIVITY AFTER CONCUSSION
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Degree: Doctor of Philosophy
Mild traumatic brain injury (mTBI) accounts for over one million emergency visits in the United
States each year. While most mTBI patients have normal findings in clinical neuroimaging, alterations in
brain structure and functional connectivity have frequently been reported. In this study, we investigated
the large-scale brain structural and functional connectivity using diffusion MRI and resting-state fMRI
data. Data from 40 mTBI patients was acquired at the acute stage (within 24 hrs after injury). 35 patients
returned for data acquisition at a follow-up (4-6 weeks after injury). Data was also collected from a cohort
of 58 healthy subjects, 36 of whom returned for data acquisition at the second time point, 4-6 weeks later.
All data was collected at Wayne State University, Detroit, Michigan, USA. We also evaluated the
relationship between functional connectivity findings at the acute stage and neurocognitive symptoms at
follow up to assess the feasibility of using neuroimaging data to predict neurocognitive complications after
mTBI. Moreover, we developed the connectivity domain, a new analysis method which can potentially
improve reproducibility and ability to compare findings across datasets.
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