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ABSTRACT
HUB & REGENERATOR LOCATION AND
SURVIVABLE NETWORK DESIGN
Onur Ozkok
Ph.D. in Industrial Engineering
Supervisor: Assoc. Prof. Dr. Oya Ekin Karasan
Supervisor: Assoc. Prof. Dr. Hande Yaman Paternotte
December, 2010
With the vast development of the Internet, telecommunication networks are em-
ployed in numerous dierent outlets. In addition to voice transmission, which is
a traditional utilization, telecommunication networks are now used for transmis-
sion of dierent types of data. As the amount of data transmitted through the
network increases, issues such as the survivability and the capacity of the network
become more imperative. In this dissertation, we deal with both design and rout-
ing problems in telecommunications networks. Our rst problem is a two level
survivable network design problem. The topmost layer of this network consists of
a backbone component where the access equipments that enable the communica-
tion of the local access networks are interconnected. The second layer connects
the users on the local access network to the access equipments, and consequently
to the backbone network. To achieve a survivable network, one that stays oper-
ational even under minor breakdowns, the backbone network is assumed to be
2-edge connected while local access networks are to have the star connectivity.
Within the literature, such a network is referred to as a 2-edge connected/star
network. Since the survivability requirements of networks may change based on
the purposes they are utilized for, a variation of this problem in which local access
networks are also required to be survivable is also analyzed. The survivability of
the local access networks is ensured by providing two connections for every com-
ponent of the local access networks to the backbone network. This architecture
is known as dual homing in the literature. In this dissertation, the polyhedral
analysis of the two versions of the two level survivable network design problem is
presented; separation problems are analyzed; and branch-and-cut algorithms are
developed to nd exact solutions.
The increased trac on the telecommunications networks requires the use of
iv
vhigh capacity components. Optical networks, composed of ber optical cables,
oer solutions with their higher bandwidths and higher transmission speeds. This
makes the optical networks a good alternative to handle the rapid increase in the
data trac. However, due to signal degradation which makes signal regeneration
necessary introduces the regenerator placement problem as signal regeneration is
a costly process in optical networks. In the regenerator placement problem, we
study a location and routing problem together on the backbone component of a
given telecommunications network. Survivability is also considered in this prob-
lem simultaneously. Exact solution methodologies are developed for this problem:
mathematical models and some valid inequalities are proposed; separation prob-
lems for the valid inequalities are analyzed and a branch-and-cut algorithm is
devised.
Keywords: Survivable Network Design, 2-edge Connectedness, Dual Homing, Re-
generator Location, Polyhedral Analysis, Branch-and-Cut Algorithm.
OZET
ER_IS_IM C_IHAZI - GUCLEND_IR_IC_I YERSEC _IM_I VE
KALIMLI AG TASARIMI
Onur Ozkok
Endustri Muhendisligi, Doktora
Tez Yoneticisi: Assoc. Prof. Dr. Oya Ekin Karasan
Tez Yoneticisi: Assoc. Prof. Dr. Hande Yaman Paternotte
Aralk, 2010
_Internet kullanmnn yaygnlasmas ile birlikte haberlesme aglar, geleneksel kul-
lanm alan olan ses iletiminin yansra her turlu veri iletimi icin kullanlmaya
baslanmstr. _Iletilen veri miktarlarnn yuksek olmas, hem aglarn kalmllgnn,
hem de ag uzerindeki bilesenlerin iletilen veri miktarlarna uygun kapasitelere
sahip olmalarnn onemini artrmstr. Bu tezde hem haberlesme ag tasarm
hem de haberlesme aglar uzerinde rotalama problemleri uzerinde durmaktayz.
_Inceledigimiz ilk problem bir katmannda erisim cihazlarn birbirine baglayan
omurga agnn, diger katmannda ise kullanclar erisim cihazlarna baglayan
yerel erisim aglarnn bulundugu kalml ag tasarm problemidir. Kalml ag,
meydana gelebilecek bir arza durumunda agn veri iletimine devam edebilmesi
olarak tanmlanabilir. Olusturulacak agn kalml olmas icin omurga ag 2-ayrt
bagl, yerel erisim aglar ise yldz mimarisinde tasarlanacaktr. Bu ag yaps lit-
eraturde 2-ayrt bagl/yldz ag olarak adlandrlmaktadr. Haberlesme aglarnn
kullanldklar yere gore guvenilirlik gereksinimleri degisebildigi icin bu problemin
yerel erisim aglarnn da kalml oldugu bir cesitlemesi de tez kapsamnda ince-
lenecektir. Yerel erisim aglarnn kalml olmas, literaturde ikili atama olarak
bilinen, her kullancnn iki erisim cihazna baglandg bir mimari kullanlarak
saglanacaktr. Tez kapsamnda iki kalml ag tasarm probleminin cesitlemeri
icin cokyuzlu analizi gerceklestirilecek, ilgili ayrma problemleri incelenecek ve
eniyi cozumlerinin bulunmas icin dal-kesi algoritmalar gelistirilecektir.
Haberlesme aglar uzerindeki veri traginin artmas aglarn kurulumunda
yuksek kapasiteye sahip bilesenlerin kullanmn gerekli klmaktadr. Fiber optik
kablolardan olusan optik aglar, sahip olduklar yuksek bant genislikleri ve yuksek
veri iletim hzlarna imkan tanmalar sayesinde, artan veri tragi konusunda
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bir cozum alternati olmaktadr. Ancak sinyallerin yeniden uretilmesini gerek-
tiren sinyal zayama problemi nedeniyle guclendirici yersecimi problemi ortaya
ckmaktadr. Bu problem ozellikle sinyallerin yeniden yaratlmasnn yuksek
maliyeti nedeniyle optik aglarda onem kazanmaktadr. Guclendirici yersecimi
probleminde mevcut bir haberlesme agnn omurga bileseni uzerinde rotalama ve
yersecimi problemleri birlikte cozulmektedir. Bu problemde ayn zamanda agn
kalml olmas gerekliligi de dikkate alnmaktadr. Bu problemin eniyi cozumunun
bulunmas amacyla, matematiksel modeller kurulmus, baz gecerli esitsizlikler
onerilmis, bu esitsizliklere ait ayrma problemleri incelenmis ve bir dal-kesi algo-
ritmas gelistirilmistir.
Anahtar sozcukler : Kalml Ag Tasarm, 2-ayrt Bagllk, _Ikili Atama,
Guclendirici Yersecimi, Cokyuzlu Analizi, Dal-kesi Algoritmas.
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Chapter 1
Introduction
The structure and use of communication networks have signicantly changed in
the last years. While communication networks were mainly dedicated to tele-
phones in the past, currently voice, video and other types of data are transmitted
through communication networks. This resulted in a huge increase in the trac
ow over the communication networks. It has been estimated that, the trac
doubles every ten months, and is expected that the increase will continue [18].
Moreover, the users of communication networks are getting more and more de-
manding in the service quality they receive. The term, Quality of Service (QoS),
which depends on a few factors, such as availability and losses, is used to evalu-
ate the service provided to the users. QoS could be dened as maintaining the
performance of the service provided at the requested level.
The building blocks of the network such as links and nodes are subject to
failure. If the amount of data owing through them is large, a failure may result
in signicant losses. However, users do not want to experience any loss, so a
network which has QoS should not allow data losses due to failures of network
components. Obviously, the QoS depends greatly on the design of the network
and this makes the network design problem very important.
Survivability of a network can be dened as the ability of transmitting the
data even in case of a failure. This is usually achieved by having suciently many
1
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disjoint paths, which are paths without common links and/or nodes between ev-
ery pair of nodes that are to communicate. A network is referred to as k-edge
connected if there are at least k-edge disjoint paths between every node pair. In
other words, k is the minimum number of edges the removal of which disconnects
the network. If a failure makes a communication path unusable, other commu-
nication paths could still be used. The degree of survivability or the number of
disjoint paths required depends on the properties of the application for which the
network is designed. For example, while a fully connected structure is preferred
for some networks, a two-edge connected network might be sucient for others.
As it can be seen easily, the cost of the network increases as the level of surviv-
ability increases, since the number of necessary links to be used in the network
increases. Therefore there is a trade-o between the cost of constructing the net-
work and the survivability of the network. This trade-o should be considered
while determining the required level of survivability.
Although there are many layers in modern communication networks, two lay-
ers are of great interest for the design process. The rst is the access network
which connects the users to the hubs. The hubs are the centers which provide
the service required by the users. In this context, the hubs may be concentrators,
switchers, multiplexers, etc. Hereafter, concentrator is also going to be used to
refer to hubs. Similarly, we will use the term terminal to refer to the users. The
hubs are either inter-connected or connected to a central unit. The network that
connects the hubs is called the backbone network. Since the data transmission
between nodes is performed through the hubs, the backbone network is crucial
for the communication networks. Structure of a communication network can be
specied by the architectures of its backbone and access networks [29]. For ex-
ample, a fully connected/tree network is composed of a fully connected backbone
network and tree access network. Some examples are provided in Figures 1.1-1.3.
In all gures, the hubs and users are represented by squares and circles, re-
spectively. The backbone edges are shown by lines while dashed lines are used
for assignments of users to hubs.
In this study, we are interested in location and survivable network design
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Figure 1.1: A fully connected/tree network
Figure 1.2: A ring/path network
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Figure 1.3: A 2-edge connected/star network
problems. We assume that failures occur only on links and at most one link can
fail at a time. To attain sucient level of survivability we consider a network
that consists of a 2-edge connected backbone network and star access networks,
in which all terminals are directly connected to hubs. Based on the structures of
the backbone and access networks, this problem is called 2-edge connected/star
network design problem or 2-edge connected/star subgraph problem (2ECSSP in
short). The hubs of the backbone network will be chosen among the users and
the remaining users which are not selected as hubs will be assigned to hubs. It is
assumed that if a user is selected as a hub, it is assigned to itself. There is a cost
for establishing a link between two hubs, and similarly there is an assignment cost
when a user is assigned to a hub. We assume that there is a root node, which
is chosen to be a hub in the graph. This root node may be a special unit which
connects the backbone network to other communication networks. However, the
assumption of the existence of a root node may be relaxed. In this problem all
links and hubs are assumed to have innite capacities and the objective is to
construct such a network with minimum cost.
Note that in 2ECSSP, we only focus on the survivability in the backbone net-
work. Naturally, the survivability of the backbone is very important as the data
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transmission is performed through this part. However, it may be noticed that
in case of a failure in the link that connects a terminal to a concentrator, the
terminal will not have a connection to the backbone, i.e. it will be disconnected
from the network. This may not constitute a problem as critical as the failures in
the backbone network. However, as a user is only interested in the service he/she
receives, the survivability of the backbone will not mean anything if his/her con-
nection is lost. Therefore, considering the survivability of both the backbone and
the access networks at the same time may be necessary. For this reason, we also
consider a variant of 2ECSSP in which the backbone is again 2-edge connected
while each terminal, on which no concentrator is installed, is assigned to two
concentrators instead of one. Although this modication breaks the star archi-
tecture of the access networks, the problem is still similar to 2ECSSP. We will
refer to this problem as the 2-edge connected subgraph with dual homing problem
(2ECSDHP in short). In both variants of the two level survivable network design
problems the following tasks should be completed to construct a solution:
i) partition of nodes as hubs and non-hubs,
ii) design of the backbone network,
iii) design of the access networks.
The design of the access networks is trivial if locations of the hubs are known.
However, since it aects the design of the backbone network all three problems
must be solved simultaneously.
The increased trac on the telecommunications networks requires the use of
high capacity components. Optical networks, composed of ber optical cables,
oer solutions with their higher bandwidths and higher transmission speeds. This
makes the optical networks a good alternative to handle the rapid increase in the
data trac. However, signal degradation makes signal regeneration necessary
in optical networks and this introduces the regenerator placement problem since
signal regeneration is a costly process.
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Survivability is not the only factor for the Quality of Service (QoS) of a
telecommunications network. Since the trac on the telecommunications net-
works is rapidly increasing due to the new applications and increased number of
users, telecommunications networks have to have sucient capacity. This high-
lights the capacity of the components of the network as another crucial aspect for
the QoS. Optical networks consisting of ber optic cables oer higher bandwidths
and higher transmission speeds, and hence they could handle the increasing trac
on the Internet (see [47]). This makes the ber optic cables an important compo-
nent alternative in the construction of communications networks. The explosive
growth in Internet trac fed by the increase in the number of users and resources
consumed by modern applications necessitates the use of such high capacity opti-
cal communication networks. However, a transmission impairment, namely signal
degradation, makes some signal routes unusable [41]. Optical signals are degraded
during emission from a node, in other words, the signal-to-noise ratio (SNR) of
the signal which may be considered as the quality of the signal reduces after it
is emitted. If SNR is below a threshold value, the signal cannot be used, so an
acceptable SNR level, depending on the properties of the optical network, needs
to be provided at the receiver node (see [41]). Therefore, signal degradation
appears as another issue that should be considered in the telecommunications
network design.
The amount of the degradation depends on the length of the ber optic ca-
ble. To overcome this, signal regenerators which can increase SNR, are used to
increase the transmission range. However, as such devices and the regeneration
process have high costs, it is desired to minimize the number of regenerators used
in a network. This problem will be referred to as Regenerator Placement Problem
(RPP in short) throughout the text. Although signal degradation also occurs in
electrical signals, we focus on the optical networks. This is because the regen-
eration of optical signals may be much more complicated than the regeneration
of electrical signals. Why there is such a dierence will be explained in the next
chapter.
Unlike the rst two problems, in the regenerator placement problem we are
not directly interested in a network design problem. On the contrary, we assume
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that there is an already designed network on which the RPP will be solved. In
the 2ECSSP and the 2ECSDHP, we do not consider the routing of the signals.
This is because the routing problem, which is equivalent to the problem of nding
2-edge connected paths between two nodes, becomes simple once the network is
designed. The reason for this is any path will be feasible for data transmission.
However, this is not the case in the RPP due to signal regeneration requirement.
Note that a path is feasible if there are regenerators on the appropriate nodes of
the path which will allow the signal to be regenerated before its SNR gets too
low. Therefore, the locations of the regenerators must be taken into account in
the routing of the signals. This makes the routing problem not a trivial one, since
we need to consider some side constraints such as length of the path and location
of the regenerators. These side constraints will be explained in detail in Chapter
6 where we dene the RPP formally.
Therefore the RPP consists of the following components:
 Determining the number and location of regenerators.
 Routing of the signals.
We only consider the backbone network in this problem and assume a 2-edge
connected backbone as the underlying graph. For the survivability we stick to
the 2-edge connected structure. It should be noted that the side constraints
described before also aect the survivability of the network since they may make
some paths unusable. Although the underlying network is known to be 2-edge
connected, it does not guarantee that there are at least 2-edge disjoint feasible
paths between every node pair due to the side constraints. As survivability is
still a necessary property, we take the survivability requirement into account
while solving the location and routing problems. Again we need to solve these
subproblems simultaneously to achieve the optimal solution.
The rest of this thesis is organized as follows. In the next chapter we will
review the literature related to the three problems described above. In Chapter
3, we study 2ECSSP and provide the polyhedral analysis we have done. The
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solution methodology we proposed and the computational results for the 2ECSSP
are presented in Chapter 4. The polyhedral studies and computational results
about the 2ECSDHP can be found in Chapter 5. We present the analysis of
the RPP in Chapter 6. Finally, in Chapter 7, we conclude the thesis with the
conclusive remarks and discussion on the future research directions.
Chapter 2
Literature Survey
The rst two problems we are interested in are closely related to two problems,
namely survivable network design problem and hub location problem, since we
both design a survivable backbone network and we also solve a hub location
problem to choose hub nodes. Note that if hub nodes are known a priori, then
the problem decomposes into sub-problems, which are the problems of designing
the backbone and access networks. We should note here that the latter is less
important than the rst, since the designing of the access networks is trivial once
the location of hubs are determined as the architecture chosen for the access
networks imposes that each user is assigned to the nearest hub. Therefore, our
problem is actually a two level network design problem. In the rst level the
hubs are determined while the networks are designed in the second level. Both
problems have been widely studied in the literature individually. Therefore, it
would be benecial to review the literature on these subjects.
Gourdin et al. [18] reviewed the studies in telecommunication context which
include location problems. Since there are many devices which could be con-
sidered as hubs in telecommunication systems, location problems arise very fre-
quently in this area. As the denition of each problem depends signicantly on
the properties of the network and its components, there are many variations of
hub location problems in telecommunication literature. The problems could be
9
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divided into two main classes, uncapacitated (UCLP) and capacitated concen-
trator location (CCLP) problems. The cost components and requirements which
must be satised by the network also vary in hub location problems. For example,
while routing cost of the trac on the network is considered in some problems,
such costs might be ignored in others. In the review of Gourdin et al. [18], many
variations of hub location problems are discussed. The mathematical models and
the methods utilized to solve the problems are described in the article. The au-
thors also include the studies on the polyhedral structures of the models and some
heuristics used to solve them.
Yaman [45] is interested in the design of a fully connected/star network. The
trac between node pairs is considered so the arc capacities become important
for the solution. In this study a mathematical formulation which determines the
hub nodes from a node set and the capacities of the arcs is provided. The aim is
to minimize the total cost of installing capacities to arcs and setup cost of hubs.
As it can be seen from the objective, the cost of installing edges of the backbone
network is ignored. So the problem is closer to hub location problems rather
than survivable network design problems. Polyhedral structure of this problem
is analyzed and some valid and facet dening inequalities are proposed.
Another hub location problem is analyzed by Labbe et al. [32]. In their ar-
ticle, a fully connected/star network is designed and the hubs are chosen among
the given set of nodes. The trac between nodes is considered and sucient
capacities are installed to the arcs. Although the routing and hub installing costs
are considered, the cost of edges in the backbone networks is ignored. Since the
hubs are not known a priori, the objective function is quadratic and the prob-
lem is referred to as Quadratic Capacitated Hub Location Problem with Single
Assignment (QHL). Dierent capacity structures are analyzed and some variants
of QHL are obtained. Several formulations for the problems are also proposed.
Polyhedral structures of the problems are studied and a branch and cut algo-
rithm is developed based on the polyhedral results. A comparison between the
formulations is also provided.
The 2-edge connected subgraph problem is a special case of the survivable
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network design problem. A survey on survivable network design is presented by
Kerivin and Mahjoub [25]. Since the 2-edge connected subgraph problem is NP-
hard [34], survivable network design problem which includes the rst one is also
NP-hard. However, there are some special cases of the survivable network design
problem which can be solved in polynomial time. The authors discuss such cases
and also review heuristics and approximation algorithms. An integer linear pro-
gram is proposed and the associated polytope is analyzed. Valid inequalities for
the problems and their separation algorithms are also described. The polytopes
for edge/node survivable network problems are discussed for special graphs. The
concept of critical extreme points which can be used to improve linear program-
ming relaxations is also reviewed. In this study, some branch-and-cut algorithms
from the literature are devised for these problems and the numerical results ob-
tained via these methods are also discussed. If the lengths of the disjoint paths of
the subgraph are bounded from above, a variation of the network design problem,
namely, length constrained survivable network design problem, arises. This prob-
lem is also reviewed in the survey. Lastly the authors classify design problems
arising under capacity restrictions which are not widely studied in the literature
as further research areas.
The survivable network design problem has many other variations. Stoer [40]
describes some of these variations and provide integer programming formulations.
Classes of valid inequalities are proposed and lifting procedures are described by
the author. The inequalities are analyzed to identify those which are facet den-
ing. The cutting plane algorithms and separation procedures are also included.
Grotschel et al. [21] analyze the survivable network design problem, too. Dier-
ent types of survivable network design problems and mathematical formulations
are presented. The authors discuss the polyhedral aspects of the problems and
provide cutting plane algorithms for solving them. Heuristic algorithms are also
described as in general most survivable network design problems are NP-hard
necessitating the use of ecient heuristics. Computational results on data from
the literature are also included.
As stated before, 2-edge connected network design is a special case of the
survivable network design problem. In this problem, the aim is to nd a spanning
CHAPTER 2. LITERATURE SURVEY 12
subgraph, in which there are at least 2-edge disjoints paths between every node
pair, such that the sum of edge weights is minimum. It can be easily seen that if
the locations of the hubs are known, the access network design problem is trivial
and hence 2ECSSP reduces to 2-edge connected subgraph problem. For this
reason, 2-edge connected subgraph problem is of great interest for the 2ECSSP.
The polytope associated with this problem, namely 2-edge connected subgraph
polytope is analyzed and described by Mahjoub [34]. This paper discusses the
facets of the associated polytope and necessary conditions for them to be facet
dening. There are two main classes of inequalities of this polytope. The rst
class is the trivial inequalities, which refers to the lower and upper bounds of
the variables. The second class is the cut inequalities used to make sure that the
subgraph is 2-edge connected. Some other facets are also presented in this article.
Additionally, the paper also studies a special case of the problem. Consider the
following two operations:
 Replace a pair of parallel edges with a single edge between the same end-
points.
 Replace a pair of edges adjacent to a common node with degree 2 with a
single edge between the endpoints other than the common node.
If applying these two operations consecutively until no more can be applied
yields a graph with two nodes and a single edge between them, i.e., a complete
graph with two nodes, then the graph is said to be series-parallel [34]. It is shown
that the polytope is completely described by the trivial and cut inequalities if the
underlying graph is series-parallel. Consequently, the 2-edge connected subgraph
problem can be solved in polynomial time in this case.
A similar case arises if the underlying graph is a Halin graph. A Halin graph
is a planar graph constructed from a plane embedding of a tree with at least four
vertices and with no vertices of degree 2, by connecting all the leaves of the tree
(the vertices of degree 1) with a cycle that passes around the tree [10]. Barahona
and Mahjoub [6] consider the 2-edge and 2-node connected subgraph problem on
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Halin graphs and complete descriptions of the polytopes are provided. If the 2-
edge connected polytope is completely described by the cut and trivial inequalities
for a graph, then the graph is called Perfectly 2-edge connected. Mahjoub [35]
introduces new classes of Perfectly 2-edge connected graphs in addition to the
Halin and series-parallel graphs and states sucient conditions for a graph to be
perfectly 2-edge connected.
A more detailed polyhedral analysis on the survivable network design problem
could be found in [26]. In this article, Kerivin and Mahjoub generalize some
known results from the literature and study in depth the problem on special
graphs, such as series-parallel graphs. Polynomial time algorithms are proposed
for the problem on such graphs. They also discuss the problem on graphs in
which multiple edges are allowed.
Remember that there must be at least 2-edge disjoint paths between every
node pair if the graph is to be 2-edge connected. This can be also interpreted as
the connectivity requirement of a node, which is the lower bound on the number
paths that must exist between the given node and the remaining nodes of the
graph. Clearly, the problem is the 2-edge connected subgraph problem if the
connectivity requirement of every node is 2. In some networks all nodes do not
have the same importance and the connectivity requirement for the nodes that
are less important can be relaxed and could be equal to 1 instead of 2. If the
connectivity requirement of every node is 1 or 2, then the problem is referred to
as (1,2) survivable network design problem. This problem is analyzed by Kerivin,
Mahjoub and Nocq in [27]. The authors provide valid inequalities and conditions
under which they are facet inducing. According to the polyhedral study, a branch
and cut algorithm and computational results are presented. It is shown that some
cut inequalities called F -partition inequalities are very eective in these problems.
This inequality class is important as it can also be extended to our problems.
Another class of valid inequalities, namely the partition inequalities, for the (1,2)-
survivable network design polytope is described. If the connectivity requirement
of every node is 2, then the partition inequalities are implied by other constraints,
however, they are useful when some nodes have lower connectivity requirements.
The separation algorithms of partition inequalities are also discussed by Kerivin
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and Mahjoub [24].
Vandenbussche and Nemhauser [42] studied the 2-edge connected subgraph
problem on graphs in which multiple edges are allowed. The authors used the
relation between this problem and the Graphical Traveling Salesman Problem
(GTSP), in which the objective is to nd a 2-edge connected subgraph such that
every node has an even degree, to exploit the polytope of their problem. The
authors discussed how facets of GTSP are modied to obtain facets for 2-edge
connected subgraph problem.
Baou and Mahjoub [3] analyze the Steiner 2-edge connected subgraph prob-
lem on series-parallel graphs. This problem diers from the 2-edge connected
subgraph problem in the sense that there exists a set of nodes S  V where V
is the node set of the graph, and it is necessary to nd a subgraph such that
there exist at least 2-edge disjoint paths between every node pair u; v with u 2 S
and v 2 S. The associated polyhedra is analyzed and a complete formulation
for the problem is provided since the authors focus on the problem dened on
series-parallel graphs. Similarly, Baou and Correa [2] are interested in a slightly
dierent version. In this study the aim is to nd a 2-edge connected subgraph,
which is not necessarily spanning, with minimum cost. This problem can be seen
as a generalization of the Steiner 2-edge connected subgraph problem. There are
costs associated with the nodes and edges in this problem. The nodes that will
be on the 2-edge connected subgraph are determined based on the weights of the
nodes. Linear relaxations and facets are presented in this article. Separation
problems for the facets are also discussed.
In survivable network design, it may be required to have a network such that
each edge of the network belongs to a cycle with length less than or equal to some
positive K  3. These cycles are referred to as bounded rings and the problem is
then called survivable network with bounded rings problem. If the bounds on the
length of the rings are not imposed then the optimal solutions usually consist of
a large cycle (see [15]). Although this makes it possible to reroute the signals in
case of a failure, the signal may have to travel a very long distance. The bounded
rings ensure that in case of a failure, the data could be routed without having to
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travel too long. There are various problem types which are given names according
to the structure of the survivable network. Studies on the bounded ring problems
on networks with dierent architectures can also be found in the literature.
Fortz et al. [14] studied the 2-connected networks with bounded meshes prob-
lem. The network to be designed is 2-node connected and every edge of the
network is included in a cycle whose length is bounded with some constant K.
Some valid inequalities are proposed and corresponding separation routines are
discussed. As an exact solution methodology, a branch and cut algorithm is de-
veloped. However, a heuristic algorithm is also proposed by the authors since
the size of the problems that could be solved optimally is small. Computational
results are presented for both algorithms.
Fortz and Labbe [13] analyze the same problem and they propose a new for-
mulation. Some facet dening inequalities are derived. The separation algorithms
for them are discussed and a branch-and-cut algorithm is developed for the solu-
tion of this problem.
Fortz et al. [15] study the two-edge connected subgraph with bounded rings
problem. In this problem, the aim is to design a minimum cost two edge connected
network in which every edge belong to a cycle with length less than or equal
to some positive constant K. A mathematical formulation is proposed by the
authors and the associated polytope is analyzed. Some valid inequalities, called
cycle inequalities, for the problem are identied and the conditions under which
the inequalities are facet dening are described. The separation procedures are
studied and it is shown that the inequalities can be separated in polynomial time
provided that K  4. The authors propose a branch-and-cut algorithm and
provide computational results in the article.
In a similar problem type, the length of the paths rather than the length of
the cycles are restricted. In other words, k-edge disjoint hop constrained paths
problem is dened as designing a minimum cost network in which there exist k
edge disjoint paths with lengths less than some positive K between every node
pair. In such applications , the length of a path is the number of edges (hops) in
the particular path. Dahl et al. [11] analyzed the polytope associated with k-edge
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disjoint 2-hop constrained paths problem. The length of the paths are bounded
with 2 in their problem. The authors present a formulation for the problem and
discuss the characteristics of the polytope.
As it can be seen from the studies discussed above both levels of our prob-
lem have been studied in the literature individually. However, in 2ECSSP and
2ECSDHP both levels have to be considered simultaneously to nd the opti-
mal solution. There are some articles, which focus on two-level network design
problems, in the literature, however, the problems are decomposed into two sub-
problems in most of the papers. Klincewicz [29] present a survey for two-level
network design problems. Star/star network design problem is one of the special
cases of the network design problem. In this problem, both the backbone and the
access networks are star networks. This problem is equivalent to the capacitated
facility location problem or uncapacitated facility location problem depending on
the capacity structure of the network. Facility location problem is widely studied
in the literature. Tree/star problem is another variation, in which the backbone
network is a tree and the access networks are star graphs. Although not widely
studied, articles interested in this problem could be found in the literature. This
problem is solved in two phases or with heuristics.
Fully interconnected/star networks are of great interest, because a complete
backbone network provides the highest level of survivability. Besides, this prob-
lem is also related to the facility location and p-median problems. Therefore,
many studies on this problem can be found.
Although rare, network design problems where the access networks are trees
are also studied [29]. Star/tree, tree/tree and path/tree network design problems
are some of the examples.
The last type of problem we consider is about design of a ring/star network, in
which the backbone network is a cycle and the access nodes are connected directly
to hubs to form star networks. This problem is closely related to our problem
because a cycle or ring is a special type of 2-edge connected networks where degree
of each node is equal to 2. An exact solution method to the ring/star problem
(RSP) is proposed by Labbe et al. [30]. They solved both levels, selection of
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hubs and design of the networks, simultaneously. The polytope associated with
the RSP is analyzed and some facets of the polytope are identied. Based on
these facets a branch-and-cut algorithm is developed and computational results
are presented. In addition, the authors devise heuristic methods for this problem.
Although the RSP and our problem, 2ECSSP, are similar, there are dierences
in the polyhedral aspect. While the RSP polytope is close to the TSP polytope,
the one associated with our problem is related to 2-edge connected subgraph
polyhedron.
Although both sub-problems, namely network design and hub location prob-
lems are widely studied, there are few studies that consider both simultaneously.
Solving the problems in two stages separately will result in sub-optimal solutions
since the problems aect each other. Besides, it is observed that 2ECSSP has
not been analyzed in the literature until our study. Therefore in this study, our
main contribution is to propose an exact solution method which solves both parts
of the problem at the same time. Our contribution to the literature, Fouilhoux
et al. [16] focuses on the 2ECSSP and proposes a solution methodology to the
problem.
As we stated in Chapter 1, the rapid increase in the amount of trac on
the telecommunications networks makes the use of optical networks, which can
oer high transmission capacities, necessary. The regenerator placement problem
can be found in the literature. But, we rst give some literature on the optical
networks so that some concepts related to them can be explained.
Shen and Grover [39] classify optical networks into three main classes ac-
cording to the regeneration functions of their nodes. A network is referred to
as transparent if its nodes do not have any regeneration function. When re-
generation is available at every node, the network is called an opaque network.
Translucent networks lie between these two extreme cases, i.e. regeneration is
available only at some nodes of the network. Similarly a regenerator node is
called opaque while other nodes are called transparent. Signal routes are referred
to as lightpaths and the segments of a lightpath residing between two consecutive
regeneration points, i.e., regenerators and source/destination nodes, are referred
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to as transparent segments in translucent networks. There is strong interest in
implementing translucent networks due to signicant cost savings because, it has
been observed that, on the average, 20% of regeneration nodes are sucient to
achieve a performance close to that of an opaque network (see [46]). However,
placing the minimum number of regenerators on the network such that the per-
formance of an opaque network can be achieved is a challenging problem (see
[28]).
The importance of survivability increases as the amount of data transmitted
through a link increases since a failure would result in signicant losses. [5, 23, 39,
41] discuss dierent ways of signal recovery and [23] states that path restoration,
which is actually utilizing a pre-determined disjoint route in case of failures, is
more eective if the reliability of links and nodes are not too dierent. Besides,
in some special cases, 1+1 protection architecture, in which the same data is
transferred through both paths simultaneously, is employed in order to recover
from the failure very quickly (see [19]). Although network survivability improves
as the number of disjoint paths between source/destination nodes in the network
increases, it has been shown in [20] that networks, in which there are at least
two edge disjoint paths between each pair of nodes, are cost eective and provide
an adequate level of survivability. This is consistent with our choice of 2-edge
connected architecture and shows that the choice is reasonable.
Like the 2-edge connected subgraph problem, the problem of nding edge-
disjoint paths has also been widely researched in the literature. For example, [43]
shows the NP-completeness of some edge-disjoint path problems and [33] shows
that the problem of nding two edge-disjoint paths such that length of the longer
one is minimized is strongly NP-complete. The latter is of great interest to us,
since solving this problem reveals the node pairs which can communicate without
regenerators.
RPP has been introduced and addressed in [49] where the authors propose
two heuristic algorithms for minimizing the number of regenerators. It is assumed
in that study that paths should be simple. [39] employs a dierent approach,
namely segment-based survivability for optical signal recovery, in which opaque
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nodes are used to detect failures. They propose a heuristic algorithm to solve
the regenerator placement problem and nd the optimal solution by complete
enumeration.
In optical networks, multiple signals can be transmitted through a link si-
multaneously since there are dierent wavelengths assigned to each signal. If at
least two signals using the same wavelength meet at a node, then the signals
are blocked. Therefore, routes and wavelengths of the lightpaths should be cho-
sen so that these blocking events are minimized, which is known as the Routing
and Wavelength Assignment Problem. Wavelength Assignment problem is also
studied in the literature together with the regenerator placement problem. [48]
considers this problem and does not ignore the need for regeneration, however the
objective is to minimize the blocking probability of the optical signals rather than
minimizing the number of regenerators to be installed on the network. The nodes
to be used as regenerators are determined according to the blocking probability of
the signals due to wavelength unavailability. After determining the places of the
regenerator nodes, routing algorithms are employed. [28] studies a similar prob-
lem and uses two approaches to the problem, the rst one being a minimal-cost
placement which minimizes the blocking of lightpaths using dynamic program-
ming, the second being a heuristic for locating the signal regeneration nodes. A
comparison between these two algorithms and others proposed in dierent studies
is also given. As it can be seen although the problem of Wavelength Assignment
and Regenerator Placement are considered together in these articles, they are
either solved separately or heuristically. In RPP, we are not going to take the
Wavelength Assignment Problem into account.
In [46] and [47], regenerator placement problem is solved rst and routes are
determined after regenerator places are selected. The problem is solved using
heuristic methods and the performance of the system is evaluated via simulation
models. Sparse regeneration is assumed in these papers, i.e. the signals are
traversed as long as possible before regeneration is inevitable. [7] aims to predict
the probability of regeneration needs at each node to determine the nodes on
which regenerators should be placed. None of these studies consider network
survivability.
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The necessity for the optical networks in order to handle the rapidly increas-
ing data trac, the requirement of data regeneration and the question of why
minimization of the number regenerators is an important are discussed in [8, 36].
There are dierent forms of signal regeneration in optical networks. Although
we will not go into much detail, some preliminary information will be useful to
understand why regeneration in optical networks diers from the regeneration in
traditional electrical networks. Three methods of regeneration can be described
as follows:
1R Regeneration
2R Regeneration and Reshaping
3R Regeneration, Reshaping and Retiming
The simplest way of regeneration is 1R regeneration. However, the current
optical networks use the ber optic cables only as a transmission medium. There-
fore, 1R regeneration may not be applicable in all cases, making the use of 2R
and 3R regeneration necessary. The 2R and 3R regenerations rst convert the
optical signals to electrical signals and then regenerates the optical signals with
reshaping and possibly retiming. This conversion makes the signal regeneration
in optical networks complicated. Therefore the minimization of regenerators be-
comes an important objective. The details of regeneration methods can be found
in [8, 36].
The RPP is also studied in a recent article of Chen et al. [9]. The authors
consider the RPP without the survivability requirement i.e., they assume only
one path between every node pair is sucient. They search locations for the
regenerators and try to minimize the number of regenerators installed on the
network. In the article the authors show that the problem is NP-Hard and propose
heuristic methods together with a branch-and-cut algorithm. Some preprocessing
methods are proposed which are valid when only a working path is considered.
Based on this literature review, it can be seen that problems that are similar
to the three problems we are considering, have been studied commonly in the
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literature. It is also observed that there are many application areas of these
problems. This shows that our problems are of great interest both theoretically
and practically. In addition, we can also note that the versions of the problems we
propose have not been tackled in the literature. Our study provides the analysis
of the problems and their structures. The exact solution methodologies provided
for the problems also bring in a practical perspective to our study. Therefore,
we believe our study will make a signicant contribution to the literature in the
telecommunications context.
Chapter 3
Hierarchical Survivable Network
Design with Single Homing
We rst analyze the 2ECSSP, which is the problem of designing a two level
telecommunications network with a survivable backbone component. As we de-
scribed earlier, the network consists of two types of devices namely, hubs and
users. Similarly the network is mainly composed of two types of networks. The
rst component is called the backbone network and connects the hubs. The
second level is the access network, which connects the users to the hubs in the
backbone network. Since the data is mainly transmitted via the backbone net-
work, the survivability of the backbone is more important. Therefore, we rst
focus on the survivability of the backbone.
To achieve survivability, we want the backbone to be 2-edge connected. Each
user is assigned to one hub so that the users are connected to the backbone, which
means the local access networks have star architecture. In this problem we need
to determine the number and location of the hubs among a set of nodes, and the
remaining nodes will form the set of users. We consider the cost of installing links
in the backbone and the cost of connecting users to hubs. The objective in this
problem is to nd the design that satises the survivability requirements and has
minimum cost.
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Before formally dening the problem, we want to present some of the notation
we are going to use in this chapter. Here we provide only a part of the notation
which is commonly used and the remaining notation will be given as needed.
We consider directed and undirected graphs. We denote an undirected graph by
G = (V;E) where V is the node set and E is the edge set of G. If e 2 E is an edge
between two nodes i and j, then we also write e = ij or e = fi; jg to denote e. If
a node i is one of the endpoints of an edge e we say i 2 e, and i =2 e, otherwise. If
V1 and V2 are two node subsets such that V1 \ V2 = ;, then we denote by [V1; V2]
the set of edges having one node in V1 and the other in V2. Given a set S  V ,
we let G(S) = [S; V n S], that is the set of edges having exactly one node in S.
We will omit the subscript if the context is clear. The edge set (S) is called a
cut. For i 2 V , we will write (i) instead of (fig).
A directed graph will be denoted by D = (V;A) where V is the node set and
A is the arc set. If a 2 A is an arc from node i to node j, then we also write
a = (i; j) to denote a. For S  V , we let G(S) (D(S)) denote the subgraph of G
(D) induced by S, that is the subgraph whose node set is S and edge (arc) set is
E(S) (A(S)), the set of edges (arcs) in G (D) having both nodes in S.
Given a vector x 2 RjEj and F  E, we let x(F ) =Pe2F xe.
We now can give the formal description of the 2ECSSP. We consider an undi-
rected graph, G = (V;E), and a directed graph, D = (V;A), simultaneously. The
undirected graph is used for the backbone while we use the directed one to dene
the local access networks. Both graphs have the same node set V = f0; 1; : : : ; ng
which denes the set of terminals. Node 0 is a special concentrator corresponding
to the root node in the two level network infrastructure. We assume that this
node is always a concentrator. Let E = ffi; jg : i 2 V; j 2 V n figg be the set
of undirected edges representing the set of potential backbone links. Thus we
assume a complete graph in terms of edges, i.e., any node pair can be connected
directly in the backbone network. Let A = f(i; j) : i 2 V; j 2 V g be the set of
directed arcs which are used to represent the assignments of users to the hubs.
Note that we also assume a complete graph for the directed arcs. In addition,
A includes the loops, which will be used to indicate a node is assigned to itself
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meaning that it is a hub. This set will be revised later. We associate a xed setup
cost of installing a backbone link ce with each edge e 2 E. Similarly, there is an
assignment cost of dij associated with assigning terminal i 2 V to concentrator
j 2 V . In particular, dii corresponds to the cost of installing a concentrator at
node i 2 V . Note that dij and dji might be dierent. We assume cij and dij are
nonnegative.
Given the node set V , 2ECSSP seeks a partition of V into C and T such
that 0 2 C. A set of backbone links E 0  E between nodes in C is chosen such
that the graph (C;E 0) is 2-edge connected. Finally, each node in T is assigned to
one in C such that the total cost of installing backbone links and concentrators
and assigning terminals to concentrators is minimum. 2ECSSP is NP-hard since
it possesses as a special case the 2-edge connected subgraph problem, which is
NP-hard [35].
3.1 Mathematical Formulation
We propose an integer linear program for the 2ECSSP. First we dene the fol-
lowing decision variables:
xe =
(
1; if e is used in the backbone network
0; otherwise
yij =
(
1; if i is assigned to node j
0; otherwise
If a concentrator is installed at node i 2 V then node i is assigned to itself,
i.e., yii = 1.
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Using these two sets of binary variables, we can model the 2ECSSP as follows:
z = min
X
e2E
cexe +
X
i2V
X
j2V
dijyij (3.1)
s.t.X
j2V
yij = 1 8i 2 V; (3.2)
xij + yij  yjj 8(i; j) 2 A; i 6= j; (3.3)
x((S))  2
X
j2S
yij 8S  V n f0g; i 2 S; (3.4)
y00 = 1 (3.5)
xe 2 f0; 1g 8e 2 E; (3.6)
yij 2 f0; 1g 8(i; j) 2 A: (3.7)
The rst and second terms of the objective function (3.1) denote the cost of
backbone and local access networks, respectively. Constraint (3.2) is the assign-
ment constraint which implies that either a concentrator is installed at a node or
that node is assigned to another concentrator. Constraint (3.3) is used to dene
the relation between the edges, arcs and concentrators. If an edge is used in the
backbone then concentrators are installed at both endpoints of this edge. Simi-
larly, if a node i is assigned to node j then a concentrator must be installed at
j. Constraints (3.4) are called the cut constraints and ensure that the backbone
network is 2-edge connected. To satisfy 2-edge connectivity we need to install at
least two links between two node sets in which there is at least one concentrator.
Consider the node subset S  V n f0g and a node i 2 S depicted in Figure 3.1.
Due to the root node we know that there is at least one concentrator in V nS. If
i is assigned to some node in set S, i.e., if
P
j2S yij = 1, then there is at least one
concentrator, say k in S, implying that i and k must be linked by at least two
edge-disjoint paths, and hence at least two edges from (S) have to be included
in the backbone network. Note that the cut constraints are dened by a node set
S and a xed node i from S. Actually i can be chosen from V n S, but it can be
shown that in that case the cut inequalities become redundant. Therefore, they
are not included in the mathematical model. Constraint (3.5) xes the value of
y00 to one and hence a concentrator is installed at the root node 0. Finally, (3.6)
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Figure 3.1: Cut inequalities
and (3.7) are the integrality constraints.
2ECSSP is a relaxation of the ring/star network design problem and the for-
mulation we propose is obtained by removing the degree constraints from the
formulation of the ring/star network design problem given in Labbe et al. [30].
With this modication, we allow the backbone network to have not only ring
structure but also other 2-edge connected architectures.
Our model is based on the assumption of the existence of a root node which
is always a concentrator. This root node might be a central unit to which other
concentrators should be connected or it might be desired to connect the backbone
network to an already existing higher level network at this point. In such cases,
the existence assumption of a root node is reasonable. However, this assumption
is not restrictive and if there is no such node, then the cut constraints (3.4) can
be modied as follows:
x((S)) + 2
X
j2V nS
yij + 2
X
j2S
ykj  2 8S  V; 8i 2 V; 8k 2 V n fig
These constraints force the model to install at least two edges between sets S
and V n S if at least one concentrator is installed in each set.
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3.2 Polyhedral Analysis
As the proposed integer formulation has exponential number of constraints, it is
not possible to solve the model directly even for medium sized models. For this
reason, a branch-and-cut algorithm is required to solve the model optimally. In
this section, we present a polyhedral analysis for the convex hull of the solutions
to the 2ECSSP, and this information will be used to develop the branch-and-cut
algorithm. Before performing the analysis we provide some basic information
that will be used used frequently.
3.2.1 Preliminaries
In this section we discuss some preliminaries for the polyhedral analysis. For
detailed information one can refer to the books of Wolsey[44] and Nemhauser and
Wolsey [37]. Since we are interested in the description of a polyhedron associated
with a mathematical program, we rst dene which inequalities are redundant in
the description.
Denition 3.1 If x  0 and x  0 are two valid inequalities for P 
Rn+; x  0 dominates x  0 if there exists u > 0 such that   u and
0  u0, and (; 0) 6= (u; u0) [37].
Denition 3.2 A valid inequality x  0 is redundant in the description P, if
there exists k  2 valid inequalities ix  i0 for i = 1; : : : ; k for P, and weights
ui > 0 for i = 1; : : : ; k such that (
Pk
i=1 ui
i)x  (Pki=1 uii0) dominates x  0
[37].
According to Denitions 3.1 and 3.2 we can say that an inequality is not neces-
sary for the description of a polyhedron if it is implied by other inequalities since
even if that inequality is removed from the description, the polyhedron remains
the same. However, it is not always easy to see if an inequality is redundant, so we
need other tools to identify whether an inequality is necessary for the description
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of the polyhedra or not. Before dening the properties of necessary inequalities,
we give a few additional denitions.
Denition 3.3 The points x1; : : : ; xk 2 Rn are anely independent if the k   1
directions x2   x1; : : : ; xk   x1 are linearly independent [37].
Note that linear independence implies ane independence, however, the con-
verse is not true.
Denition 3.4 The dimension of P, denoted dim(P), is one less than the max-
imum number of anely independent points in P [37].
According to this denition, P  Rn is full-dimensional, i.e. dim(P) = n, if
and only if there are n+ 1 anely independent points in P.
Denition 3.5 F denes a face of the polyhedron P if F = fx 2 Pjx = 0g
for some valid inequality x  0 of P. F is said to be a proper face if F 6= P
and F 6= ; [37].
Denition 3.6 A face F of P is a facet of P if dim(F) = dim(P)  1 [37].
If F is a facet of P , the valid inequality associated with F is referred to as facet
dening or facet inducing inequality. Facets are important for the description of
polyhedra.
Proposition 3.1 For each facet F of P, one of the inequalities representing F
is necessary in the description of P [37].
Proposition 3.2 Every inequality ax  b, that represents a face of P of dimen-
sion less than dim(P)  1 is irrelevant to the description of P [37].
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There are several methods that can be used to show that an inequality is facet
dening. The rst one is the direct method. Suppose F is a face of polyhedron P
with dim(P) = n. If n anely independent solutions can be found in F , then F is
a facet of P. The second is an indirect method, which is referred to as maximality
method. We will give the theorem that states the method formally, however, we
rst want to explain the idea behind the method. Consider polyhedron P = fx 2
RnjAx  bg. Let A=x = b= be the equations that are satised by every point
x 2 P . Then the relation between the dimension of a polyhedron and the rank
of the matrix (A=; b=) is established as follows.
Proposition 3.3 If P  Rn, then dim(P) + rank(A=; b=) = n [37].
For simplicity, it is assumed that the polyhedron under consideration is full
dimensional, however this assumption can be easily relaxed. Now consider the
face F of P induced by valid inequality x  0. We know that dim(F)  n  1,
as there is at least one equation satised by all points in F . If there exists another
equation that is satised by all x 2 F , then F is not facet dening unless the
equalities are linearly dependent, i.e., the second is a multiple of the rst one.
This result is formally stated in the following theorem.
Theorem 3.1 Let F = fx 2 Pjx = 0g be a proper face of P  Rn. The
following two statements are equivalent:
1. F is a facet of P.
2. If x = 0 for all x 2 F then (; 0) = (; 0) for some  2 R.
[37]
3.2.2 A new formulation
Using Proposition 3.3, it can be seen that the polytope dened by the constraints
of the mathematical model is not full dimensional as there are some equality
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constraints such as the assignment constraints. This will make the polyhedral
analysis harder. So in order to obtain a full dimensional polytope we make some
modications on the formulation. Note that, there will not be any changes in the
problem denition or in the associated polytope. We will only obtain a dierent
representation of the polyhedron.
We start with projecting out the variables yii, corresponding to the loops in
the arc set. Using the assignment constraints (3.2), for i 2 V n f0g, we can
eliminate variable yii by substituting yii = 1  
P
j2V nfig yij. Besides, the values
of the variables related to assignment of the root node are known a priori. We
know that y00 = 1 and y0i = 0 for all i 2 V n f0g. Therefore, these variables can
also be dropped from the formulation.
Note that a constraint of type (3.3) is dened by an arc (i; j) 2 A such
that i 6= j. As values of some variables corresponding to certain arcs, i.e., the
arcs emanating from the root node, the substitution yields three cases for these
inequalities. Consider an arc (i; j) 2 A such that i 6= j. If 0 is not one of the nodes
(i; j), we have xij + yij +
P
k2V nfjg yjk  1. On the other hand, if i = 0, we get
x0j + y0j +
P
k2V nfjg yjk  1, and if j = 0 we obtain xi0 + yi0 +
P
k2V nf0g y0k  1.
Replacing y00 = 1 and y0i = 0 for all i 2 V n f0g, we obtain the following
inequalities.
xij + yij +
X
k2V nfjg
yjk  1 (i; j) 2 A : i 6= 0; j 6= 0; i 6= j
x0i +
X
k2V nfig
yik  1 (0; i) 2 A : i 6= 0 (3.8)
x0i + yi0  1 (i; 0) 2 A : i 6= 0 (3.9)
Clearly (3.8) dominates (3.9), so we remove the dominated one from the for-
mulation.
As substitution eliminates some variables the arc set needs to be redened as
A = f(i; j) : i 2 V n f0g; j 2 V n figg. We also need to modify the assignment
costs as d0ij = dij dii for each (i; j) 2 A. Now we can present our new equivalent
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formulation which is used for polyhedral analysis.
z =
X
i2V
dii +min
X
e2E
cexe +
X
(i;j)2A
d0ijyij
s.t.
xij + yij +
X
k2V nfjg
yjk  1 8(i; j) 2 A : j 6= 0 (3.10)
x0i +
X
k2V nfig
yik  1 8i 2 V n f0g (3.11)
x((S)) + 2
X
j2V nS
yij  2 8S  V n f0g; i 2 S (3.12)
0  xe  1 8e 2 E (3.13)
0  yij  1 8(i; j) 2 A: (3.14)
xe integer 8e 2 E (3.15)
yij integer 8(i; j) 2 A: (3.16)
Inequalities (3.10)-(3.11) will be called clique inequalities, inequalities (3.12)
will be called cut inequalities and inequalities (3.13)-(3.14) are called trivial
inequalities. Let X = f(x; y) 2 RjEj+jAj : (x; y) satises (3.10)-(3.16)g and
P = conv(X).
Having dened our polytope, we can present the polyhedral analysis. In
this chapter we show that the constraints of the integer linear program dene
facets of P . In addition we present some valid inequalities and provide some
conditions under which they dene facets. We also study the relationship between
some facets of a special stable set polytope and the facets of P. But before the
polyhedral analysis, we introduce some more notation. For e 2 E, let e be a
unit vector of size jEj with the entry corresponding to edge e equal to 1 and other
entries equal to 0. Similarly, for (i; j) 2 A, let ij be a unit vector of size jAj
with the entry corresponding to arc (i; j) equal to 1 and other entries equal to
0. Thus, for a vector x 2 f0; 1gjEj (resp. y 2 f0; 1gjAj), if F is the set of edges
e (resp. arcs a) such that xe = 1 (resp. ya = 1), then x (resp. y) can also be
written as
P
e2F e (resp.
P
a2F a).
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Hereafter we assume that jV j  5. If jV j < 5, some of the inequalities of
the formulation do not dene facets of the associated polytope, and some special
facet dening inequalities appear due to the small size of the graph. However, we
do not go into the details as the problem is easy to solve in that case.
We start the analysis by determining the dimension of P .
Theorem 3.2 P is full dimensional.
Proof Consider the solutions (
P
e2E e; 0), (
P
e2Enfe0g e; 0) for e
0 2 E and
(
P
e2En(i) e; ij) for (i; j) 2 A. They are in P and are anely independent,
and hence dim(P) = jEj+ jAj. 
3.2.3 Basic Inequalities
Knowing the dimension of P , we can study the facet dening inequalities. With
the term basic inequalities we refer to the constraints of the formulation. We
start by analyzing the trivial inequalities.
Theorem 3.3 For e 2 E, inequality xe  0 is facet dening for P.
Proof Let F = f(x; y) 2 P : xe = 0g. The solutions (
P
e02Enfeg e0 ; 0),
(
P
e002Enfe;e0g e00 ; 0) for e
0 2 E n feg, (Pe02En(k) e0 ; kl) for (k; l) 2 A with k 2 e
(k is an endpoint of e), and (
P
e02En((k)[feg) e0 ; kl) for (k; l) 2 A with k 62 e
(k is not an endpoint of e), constitute a family of jEj + jAj anely independent
solutions in F . 
Theorem 3.4 For (i; j) 2 A, inequality yij  0 is facet dening for P.
Proof Let F = f(x; y) 2 P : yij = 0g. The solutions (
P
e2E e; 0),
(
P
e2Enfe0g e; 0) for e
0 2 E and (Pe2En(k) e; kl) for (k; l) 2 A n f(i; j)g are
in F and are anely independent. 
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Inequalities xij  1 and yij  1 are not facet dening as they are implied by
constraints (3.10) and (3.11).
We now focus on the cut constraints (3.12) which are used to make the back-
bone network 2-edge connected. We provide necessary and sucient conditions
for these inequalities to be facet dening for P in the following theorem.
Theorem 3.5 Let S  V n f0g such that S 6= ; and i 2 S. Inequality (3.12)
denes a facet of P if and only if jSj 6= 2 and jV n Sj 6= 2.
Proof Suppose that jSj = 2 and S = fi; jg. Then inequality (3.12) for this
choice of S and i is
x((fi; jg)) + 2
X
k2V nfi;jg
yik  2: (3.17)
Summing the cut inequalities (3.12) for S = fig and S = fjg yields x((i)) +
x((j)) + 2
P
k2V nfig yik + 2
P
k2V nfjg yjk  4. Substituting x((i)) + x((j)) =
x((fi; jg))+2xij and adding constraint (3.10),  2xij 2yij 2
P
k2V nfjg yjk   2,
we obtain inequality (3.17), and hence (3.17) is not facet dening.
Now suppose that V nS = f0; jg and j 2 V nf0; ig. Let (x; y) 2 X be a solution
which satises the corresponding cut inequality (3.12) at equality. If x0j = 1,
since x induces a 2-edge connected subgraph, we should have
P
k2S x0k  1 andP
k2S xjk  1. As inequality (3.12) for S = V n f0; jg is tight for (x; y), it thus
follows that
P
k2S x0k = 1 (and
P
k2S xjk = 1). If x0j = 0, then one should
have
P
k2S x0k = 2, and therefore
P
k2S xjk = 0. In both cases (x; y) satises
x0j 
P
k2S xjk = 0. As this equation is not a multiple of x((V nf0; jg))+2(yi0+
yij) = 2, inequality (3.12) is not facet dening.
Now suppose that jSj > 2 and jV n Sj > 2. Notice that as G is complete,
G(S) and G(V n S) are 2-edge connected. Let F = f(x; y) 2 P : x((S)) +
2
P
j2V nS yij = 2g. Suppose that every solution (x; y) in F also satises ax+by =
. We will show that ax+ by =  is a multiple of x((S)) + 2
P
j2V nS yij = 2.
Consider solution (x; 0) where x =
P
e2E(S)[E(V nS) e + e1 + e2 and e1 and
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e2 are any two edges in (S). Let e
0 2 (S) n fe1; e2g. As (x; 0) and the solutions
(x + e0   e1 ; 0) and (x + e0   e2 ; 0) are both in F , we have ae1 = ae2 = ae0 .
Therefore ae0 =  for all e
0 2 (S) for some  2 R.
Let e
0 2 E(S) and let e1, e2 be two edges in (S) incident to the two end-
points of e
0
such that e1 \ e2 \ e0 = ;. Consider the solution (x; 0) where
x =
P
e2E(S)[E(V nS) e+e1+e2 . As (x; 0) and the solution (x e0 ; 0) are both
in F , we have ae0 = 0. We can show similarly that ae0 = 0 for all e0 2 E(V n S).
Let j 2 V n fi; 0g and let e1; e2 be two edges in (S) n (j) with dierent
endpoints in S if j 2 S and with dierent endpoints in V n S if j 2 V n S.
Consider (x; 0) where x =
P
e2E(S)[E(V nS) e + e1 + e2 . This solution is in F .
Observe that, (x Pe2(j) xee; jk) is also in F for any k 2 V n fjg. As ae = 0
for all e 2 E(S) [ E(V n S) we have bjk = 0.
Similarly, the solution (x; 0) where x =
P
e2E(S)[E(V nS) e + e1 + e2 and e1
and e2 are two edges in (S) n (i) is in F . Let k 2 S n fig. As the solution
(x Pe2(i) xee; ik) is also in F , we have bik = 0.
Let j 2 V nS and consider (x; 0) where x =Pe2E(S)[E(V nS) e+e1+e2 and
e1 and e2 are two edges in (S). As (x 
P
e2E(S) e   e1   e2 ;
P
k2S kj) is in
F , bkj = 0 for every k 6= i, ae = 0 for all e 2 E(S); and ae1 = ae2 = , we have
bij = 2.
If jSj = 1 or jV n Sj = 1, computation of a and b is almost the same. The
dierence is that if jSj = 1, then E(S) = ;, there is not a node j 2 S n fig and
there is not an arc (i; j) with j 2 S as S = fig. Similarly, if jV n Sj = 1, then
E(V n S) = ; and there is not a node j 2 V n (S [ f0g). So we do not calculate
the corresponding coecients. Computation of other coecients is still valid.
Therefore, ax+ by =  is a multiple of x((S)) + 2
P
j2V nS yij = 2 and F is a
facet of P . 
Now the only inequalities that are not analyzed yet in the formulation are
the clique inequalities. We will show that clique inequalities also dene facets
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for P . However, instead of analyzing the clique inequalities directly, we aim to
investigate the relation between P and the stable set relaxation polytope. This
will be a more general result and indirectly give information about the clique
inequalities.
3.2.4 Stable set relaxation and clique inequalities
Consider the set consisting of solutions satisfying the constraints of the 2EC-
SSP formulation other than the cut constraints. The constraints indicate which
variables cannot be positive simultaneously and they dene a stable set problem.
Let XS = f(x; y) 2RjEj+jAj : (x; y) satises (3.10), (3.11), (3.15), and (3.16)g
and PS = conv(XS). The polytope PS is a stable set polytope. Note that a
feasible solution of P is also a feasible solution of PS . Note also that we have
shown there exists suciently many anely independent solutions in P to make
P full-dimensional. Therefore, as P  PS and P is full dimensional, PS is also
full dimensional. Similar reasoning is also valid for the facet dening inequalities.
Let x+y  0 be a facet dening inequality for P . If this inequality is valid for
PS , then it also denes a facet of PS . This implies that the inequalities xe  0 for
e 2 E and yij  0 for (i; j) 2 A are facet dening for PS . The trivial inequalities
xe  1 for e 2 E and yij  1 for (i; j) 2 A are implied by constraints (3.10) and
(3.11) and hence do not dene facets of PS . Moreover as XS is an independence
system, if x + y  0 is a nontrivial facet dening inequality for PS , then
  0,   0, and 0 > 0.
In the following two theorems, we investigate how some of the facets of PS
are related to those of P provided some conditions are satised.
Theorem 3.6 Let e = fi; jg 2 E with i 6= 0 and j 6= 0. Suppose that inequality
exe + y  0 is a nontrivial facet dening inequality for PS . If
i) for all m 2 V n f0; i; jg and l 2 V n f0; i; j;mg, there exists a node k 2
V n f0;m; lg such that km = kl = k0 = 0,
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ii) for m 2 V n f0; i; jg, there exists a node k 2 V n f0; i; j;mg such that
km = ki = kj = k0 = 0,
iii) for m 2 V n f0; i; jg, there exist two distinct nodes k1; k2 2 V n f0;mg such
that k1m = k10 = k2m = k20 = 0 and jfk1; k2g \ fi; jgj  1,
iv) there exist two distinct nodes k1; k2 2 V n f0; i; jg such that k10 = k1i =
k1j = k20 = k2i = k2j = 0,
are all satised, then the inequality exe + y  0 also denes a facet of P.
Proof Let e = fi; jg 2 E with i 6= 0 and j 6= 0. Suppose that the inequality
exe+y  0 is a nontrivial facet dening inequality for PS and that conditions
i)-iv) are satised. Dene FS = f(x; y) 2 PS : exe + y = 0g and F =
f(x; y) 2 P : exe + y = 0g. Suppose that all solutions (x; y) 2 F also satisfy
ax + by = b0. We will show that ax + by = b0 is a multiple of exe + y = 0.
Let e
0
= fm; lg 2 E n feg. There exists a solution (x; y) 2 FS such that xe0 = 1.
Let V
0
= fv 2 V :Pk2V nfvg yvk = 0g [ f0g, i.e., V 0 is the set of backbone nodes.
Suppose that m 2 V n f0; i; jg and l 2 V n f0; i; j;mg. As xe0 = 1, we
know that jV 0 j  3. If jV 0j = 3, then V 0 = f0;m; lg. By i), there exists
k 2 V n f0;m; lg such that km = kl = k0 = 0. The solution (x0 ; y0) with
x
0
= x+
P
e002E(V 0[fkg)(1  xe00 )e00 and y
0
= y  ykmkm  yklkl  yk0k0 is in F .
Also the solution (x
0   e0 ; y0) is in F and hence ae0 = 0. If jV 0j  4 then both
solutions (x
0
; y) with x
0
= x +
P
e002E(V 0 )nfeg(1   xe00 )e00 and (x
0   e0 ; y) are in
F implying that ae0 = 0.
Suppose that m 2 V n f0; i; jg and l = i or l = j. Assume that l = i.
Again, we know that jV 0j  3 and if jV 0j = 3 then V 0 = f0; i;mg. By ii),
there exists k 2 V n f0;m; i; jg such that km = ki = k0 = 0. Let x0 =
x +
P
e002E(V 0[fkg)(1   xe00 )e00 and y
0
= y   ykmkm   ykiki   yk0k0. As both
solutions (x
0
; y
0
) and (x
0   e0 ; y0) are in F we can conclude that ae0 = 0. If
jV 0j = 4 and V 0 = f0;m; i; vg for some v 2 V n f0;m; i; jg or jV 0j  5 then
both solutions (x
0
; y) with x
0
= x +
P
e002E(V 0 )nfeg(1   xe00 )e00 and (x
0   e0 ; y)
are in F and hence ae0 = 0. The only remaining case is V 0 = f0;m; i; jg. By
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ii), there exists k 2 V n f0;m; i; jg such that km = ki = k0 = kj = 0. Let
x
0
= x+
P
e002E(V 0[fkg)nfeg(1 xe00 )e00 and y
0
= y ykmkm ykiki ykjkj yk0k0.
As (x
0
; y
0
) and (x
0   e0 ; y0) are both in F , we have ae0 = 0. The case with l = j
is the same.
Suppose that e
0
= f0;mg with m 2 V n f0; i; jg. This time, we know that
jV 0j  2. If jV 0j = 2, then V 0 = f0;mg. Condition iii) implies that there exist
two distinct nodes k1; k2 2 V n f0;mg such that k1m = k10 = k2m = k20 = 0.
Consider the solution (x
0
; y
0
) with x
0
= x+
P
e002E(V 0[fk1;k2g)nfeg(1  xe00 )e00 and
y
0
= y   yk1mk1m   yk10k10   yk2mk2m   yk20k20. As (x0 ; y0) and (x0   e0 ; y0)
are in F we can conclude that ae0 = 0. If jV 0j = 3 and V 0 = f0;m; vg for some
v 2 V n f0;m; i; jg, then by i), we know that there exists k 2 V n f0;m; vg such
that km = kv = k0 = 0. Let x
0
= x +
P
e002E(V 0[fkg)(1   xe00 )e00 and y
0
=
y  ykmkm  ykvkv  yk0k0. Then as (x0 ; y0) and (x0  e0 ; y0) are both in F , we
have ae0 = 0. If jV 0 j = 3 and V 0 = f0;m; vg for some v 2 fi; jg, say without loss
of generality that v = i, then by ii), we know that there exists k 2 V nf0;m; i; jg
such that km = ki = k0 = 0. Let x
0
= x +
P
e002E(V 0[fkg)(1   xe00 )e00 and
y
0
= y   ykmkm   ykiki   yk0k0. As both solutions (x0 ; y0) and (x0   e0 ; y0)
are in F , we can conclude that ae0 = 0. If jV 0j  4, then (x0 ; y) with x0 =
x+
P
e
002E(V 0 )nfeg(1  xe00 )e00 and (x
0   e0 ; y) are in F . So ae0 = 0.
Suppose that e
0
= f0; ig. If jV 0j = 2, then V 0 = f0; ig. By iv), there exist
k1; k2 2 V n f0; i; jg such that k1i = k10 = k2i = k20 = 0. Both solutions
(x
0
; y
0
) with x
0
= x+
P
e
002E(V 0[fk1;k2g)(1 xe00 )e00 and y
0
= y yk1ik1i yk10k10 
yk2ik2i   yk20k20 and (x0   e0 ; y0) are in F . Thus we have ae0 = 0. If jV 0 j = 3
and V
0
= f0; i; vg for some v 6= j then by ii), there exists k 2 V n f0; i; v; jg
such that ki = kv = k0 = 0. Let x
0
= x +
P
e
002E(V 0[fkg)(1   xe00 )e00 and
y
0
= y   ykikm   ykvkv   yk0k0. Then both solutions (x0 ; y0) and (x0   e0 ; y0)
are in F . So ae0 = 0. If jV 0j = 3 and V 0 = f0; i; jg, then by iv), there exist
k1; k2 2 V n f0; i; jg such that k1i = k10 = k1j = k2i = k20 = k2j = 0. Let
x
0
= x+
P
e
002E(V 0[fk1;k2g)nfeg(1 xe00 )e00 and y
0
= y yk1ik1i yk1jk1j yk10k10 
yk2ik2i   yk2jk2j   yk20k20. As the solutions (x0 ; y0) and (x0   e0 ; y0) are in F ,
ae0 = 0. If jV 0j = 4 and V 0 = f0; i; j; vg, then by ii), there exists k 2 V nf0; i; v; jg
such that ki = kv = kj = k0 = 0. Let x
0
= x+
P
e
002E(V 0[fkg)nfeg(1  xe00 )e00
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and y
0
= y ykiki ykvkv ykjkj yk0k0. Both solutions (x0 ; y0) and (x0 e0 ; y0)
are in F . So ae0 = 0. If jV 0 j = 4 and j 62 V 0 or if jV 0j  5, then solutions (x0 ; y)
with x
0
= x+
P
e002E(V 0 )nfeg(1  xe00 )e00 and (x
0   e0 ; y) are in F . Thus ae0 = 0.
We proved that ax+ by = b0 is equal to aexe + by = b0.
Let (m; l) 2 A with ml = 0 and (x; y) 2 FS be such that yml = 1. Let
V
0
= fv 2 V : Pk2V nfvg yvk = 0g [ f0g. If jV 0j = 1, then V 0 = f0g and l = 0.
If m 6= i; j then by iii), there exist two distinct nodes k1; k2 2 V n (f0;mg) such
that jfk1; k2g \ fi; jgj  1 and k10 = k20 = 0. If m = i or m = j, then by iv),
there exist two distinct nodes k1; k2 2 V n (f0; i; jg) such that k10 = k20 = 0. In
both cases, the solution (x
0
; y
0
) where x
0
= x+
P
e02E(f0;k1;k2g)(1 xe0 )e0 and y
0
=
y yk10k10 yk20k20 is in F . Also the solution (x0+
P
e02E(f0;k1;k2;mg) e0 ; y
0 m0)
is in F , and hence we have bm0 = 0. If jV 0j = 2, then suppose V 0 = f0; vg for
some v 2 V n f0;mg such that l 2 V 0 . If v 6= i; j, then by i), there exists a node
k 2 V n f0;m; vg such that k0 = kv = 0. If v 2 fi; jg, then by ii), there exists
a node k 2 V n f0;m; i; jg such that k0 = kv = 0. The solution (x0 ; y0) where
x
0
= x +
P
e02E(f0;k;vg)(1   xe0 )e0 and y
0
= y   yk0k0   ykvkv is in F . As the
solution (x +
P
e02E(f0;k;v;mg)nfeg e0 ; y
0   ml) is also in F , we have bml = 0. If
jV 0j = 3 and V 0 = f0; i; jg, then by ii), there exists a node k 2 V nf0;m; i; jg such
that k0 = ki = kj = 0. Let x
0
= x+
P
e02E(f0;i;j;kg)nfeg(1  xe0 )e0 and y
0
= y 
yk0k0 ykiki ykjkj. Both solutions (x0 ; y0) and (x+
P
e02E(f0;i;j;k;mg)nfeg e0 ; y
0 
ml) are in F , so we have bml = 0. Finally, if jV 0 j = 3 and jfi; jg \ V 0j  1 or
jV 0j  4, then (x0 ; y) and (x0+Pe02E(V 0[fmg)nfeg e0 ; y ml) are both in F , where
x
0
= x +
P
e
02E(V 0 )nfeg(1   xe0 )e0 . So we can conclude that bml = 0. Therefore,
bml = 0 for all (m; l) 2 A with ml = 0.
Now assume that there exists (x; y) 2 FS such that aexe + by 6= b0. Let
V
0
= fv 2 V : Pk2V nfvg yvk = 0g [ f0g. Unless jV 0j = 2 or V 0 = f0; i; jg and
xe = 0, the solution (x
0
; y) where x
0
= x +
P
e
02E(V 0 )nfeg(1   xe0 )e0 is in F and
aex
0
e + by 6= b0. Thus, either jV 0 j = 2 or V 0 = f0; i; jg and xe = 0. First suppose
that jV 0j = 2 and that V 0 = f0;mg. If m 6= i; j, then by iii), there exists a node
k 2 V n f0;mg such that km = k0 = 0. If m 2 fi; jg, then by iv), there exists a
node k 2 V nf0; i; jg such that km = k0 = 0. In both cases, the solution (x0 ; y0)
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where x
0
= x+
P
e02E(f0;m;kg)(1 xe0 )e0 and y
0
= y yk0k0 ykmkm is in F and
aex
0
e + by
0 6= b0. Now suppose that V 0 = f0; i; jg and xe = 0. By iv), there exists
a node k 2 V n f0; i; jg such that ki = kj = k0 = 0. Now the solution (x0 ; y0)
where x
0
= x+
P
e02E(f0;i;j;kg)nfeg(1  xe0 )e0 and y
0
= y  yk0k0  ykiki  ykjkj
is in F and aex0e+ by0 6= b0, a contradiction. So we can conclude that all solutions
(x; y) 2 FS satisfy aexe + by = b0 and hence aexe + by = b0 is a multiple of
exe + y = 0. 
Theorem 3.7 Let e = f0; ig 2 E. Suppose that the inequality exe + y  0 is
facet dening for PS . If
i. for all m 2 V n f0; ig and l 2 V n f0; i;mg, there exists a node k 2 V n
f0; i;m; lg such that ki = km = kl = k0 = 0,
ii. for m 2 V n f0; ig, there exist two distinct nodes k1; k2 2 V n f0; i;mg such
that k1m = k1i = k10 = k2m = k2i = k20 = 0,
are all satised, then the inequality exe + y  0 also denes a facet of P.
Proof Let e = f0; ig 2 E. Suppose that the inequality exe + y  0 is
facet dening for PS and that conditions (i) and (ii) are satised. Dene FS =
f(x; y) 2 PS : exe + y = 0g and F = f(x; y) 2 P : exe + y = 0g. Suppose
that all solutions (x; y) 2 F also satisfy ax+ by = b0. Let e0 = fm; lg 2 E n feg.
There exists a solution (x; y) 2 FS such that xe0 = 1. Let V 0 = fv 2 V :P
k2V nfvg yvk = 0g [ f0g.
Suppose that m 2 V n f0; ig and l 2 V n f0; i;mg. As xe0 = 1, we know that
jV 0j  3. If jV 0j = 3 then V 0 = f0;m; lg. By (i), there exists k 2 V nf0;m; lg such
that km = kl = k0 = 0. The solution (x
0
; y
0
) with x
0
= x+
P
e002E(V 0[fkg)nfeg(1 
xe
00
)e00 and y
0
= y ykmkm yklkl yk0k0 is in F . Also the solution (x0 e0 ; y0)
is in F and hence ae0 = 0. If jV 0j  4 then both solutions (x0 ; y) with x0 =
x+
P
e
002E(V 0 )nfeg(1  xe
00
)e00 and (x
0   e0 ; y) are in F implying that ae0 = 0.
Suppose that that m 2 V n f0; ig and l = i. Then xe0 = 1 implies that
jV 0j  3. If jV 0 j = 3 then V 0 = f0; i;mg. By (ii), there exist two distinct
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nodes k1; k2 2 V n f0; i;mg such that k1m = k1i = k10 = k2m = k2i =
k20 = 0. Both solutions (x
0
; y
0
) with x
0
= x +
P
e002E(V 0[fk1;k2g)nfeg(1   xe
00
)e00
and y
0
= y   yk1mk1m   yk1ik1i   yk10k10   yk2mk2m   yk2ik2i   yk20k20 and
(x
0   e0 ; y0) are in F . So ae0 = 0. If jV 0j = 4, then V 0 = f0;m; i; vg for some
v 2 V n f0; i;mg. By (i), there exists k 2 V n f0; i;m; vg such that ki = km =
kv = k0 = 0. Then as (x
0
; y
0
) with x
0
= x +
P
e002E(V 0[fkg)nfeg(1   xe
00
)e00 and
y
0
= y ykmkm ykiki ykvkv yk0k0 and (x0 e0 ; y0) are in F , we have ae0 = 0.
If jV 0j  5 then both solutions (x0 ; y) with x0 = x +Pe002E(V 0 )nfeg(1   xe00 )e00
and (x
0   e0 ; y) are in F and hence ae0 = 0.
Suppose that that m 2 V n f0; ig and l = 0. As xe0 = 1, we have jV 0j  2.
If jV 0j = 2, then V 0 = f0;mg. By (ii), there exist two distinct nodes k1; k2 2
V nf0; i;mg such that k1m = k10 = k2m = k20 = 0. Both solutions (x0 ; y0) with
x
0
= x+
P
e002E(V 0[fk1;k2g)(1 xe
00
)e00 and y
0
= y yk1mk1m yk10k10 yk2mk2m 
yk20k20 and (x
0   e0 ; y0) are in F . Thus ae0 = 0. If jV 0 j = 3 and V 0 = f0;m; vg
for some v 6= i then by (i), we know that there exists k 2 V nf0; i;m; vg such that
km = kv = k0 = 0. Then as (x
0
; y
0
) with x
0
= x +
P
e
002E(V 0[fkg)(1   xe
00
)e00
and y
0
= y ykmkm ykvkv yk0k0 and (x0 e0 ; y0) are in F , we have ae0 = 0.
If jV 0j = 3 and V 0 = f0; i;mg, then by (ii), we know that there exist two distinct
nodes k1; k2 2 V n f0; i;mg such that k1m = k1i = k10 = k2m = k2i =
k20 = 0. Again as (x
0
; y
0
) with x
0
= x +
P
e
002E(V 0[fk1;k2g)nfeg(1   xe
00
)e00 and
y
0
= y yk1ik1i yk1mk1m yk10k10 yk2ik2i yk2mk2m yk20k20 and (x0 e0 ; y0)
are in F , we have ae0 = 0. If jV 0 j = 4 and V 0 = f0; i;m; vg, then by (i), we know
that there exists k 2 V nf0; i;m; vg such that ki = km = kv = k0 = 0. Now as
(x
0
; y
0
) with x
0
= x+
P
e
002E(V 0[fkg)nfeg(1 xe
00
)e00 and y
0
= y ykiki ykmkm 
ykvkv  yk0k0 and (x0  e0 ; y0) are in F , we have ae0 = 0. If jV 0j = 4 and i 62 V 0
or jV 0j  5. then (x0 ; y) with x0 = x+Pe002E(V 0 )nfeg(1  xe00 )e00 and (x0  e0 ; y)
are in F . So ae0 = 0.
So ae0 = 0 for all e
0 2 E n feg.
Let (m; l) 2 A with ml = 0 and (x; y) 2 FS be such that yml = 1. Let
V
0
= fv 2 V :Pk2V nfvg yvk = 0g [ f0g. If jV 0j = 1, then V 0 = f0g and l = 0. By
(ii), there exist two distinct nodes k1; k2 2 V n(f0; i;mg) such that k10 = k20 = 0
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(if m = i, then for some other node v 2 V nf0; ig, (ii) implies that there exist two
distinct nodes k1; k2 2 V n(f0; i; vg) such that k10 = k20 = 0). Then the solution
(x
0
; y
0
) where x
0
= x+
P
e02E(f0;k1;k2g)(1 xe
0
)e0 and y
0
= y yk10k10 yk20k20 is
in F . Also the solution (x0 +Pe02E(f0;k1;k2;mg))nfeg e0 ; y0   ml) is in F and hence
we have bml = 0. If jV 0 j = 2, then suppose V 0 = f0; vg for some v 2 V n f0;mg
such that l 2 V 0 . If v 6= i, then if m 6= i by (i) and if m = i by (ii), there
exists a node k 2 V n f0; i;m; vg such that kv = k0 = 0. Both solutions
(x
0
; y
0
) where x
0
= x +
P
e02E(f0;k;vg)(1   xe
0
)e0 and y
0
= y   yk0k0   ykvkv
and (x
0
+
P
e02E(f0;k;v;mg)nfeg e0 ; y
0   ml) is also in F , we have bml = 0. If
v = i, then by (ii), there exist two distinct nodes k1; k2 2 V n (f0; i;mg) such
that k10 = k1i = k20 = k2i = 0. Then the solutions (x
0
; y
0
) where x
0
=
x +
P
e
02E(f0;i;k1;k2g)nfeg(1   xe
0
)e0 and y
0
= y   yk10k10   yk1ik1i   yk20k20  
yk2ik2i and (x
0
+
P
e
02E(f0;i;m;k1;k2g)nfeg e0 ; y
0   ml) are in F and hence we have
bml = 0. If jV 0j = 3 and V 0 = f0; i; vg, then by (i), there exists a node k 2
V n f0;m; i; vg such that k0 = ki = kv = 0. Both solutions (x0 ; y0) where
x
0
= x +
P
e
02E(f0;i;v;kg)nfeg(1   xe
0
)e0 and y
0
= y   yk0k0   ykiki   ykvkv and
(x
0
+
P
e
02E(f0;i;v;k;mg)nfeg e0 ; y
0   ml) are in F , we have bml = 0. If jV 0 j = 3
and i 62 V 0 or jV 0j  4, then (x0 ; y) where x0 = x +Pe02E(V 0 )nfeg(1   xe0 )e0
and (x
0
+
P
e
02E(V 0[fmg)nfeg e0 ; y   ml) are in F , we can conclude that bml = 0.
Therefore, bml = 0 for all (m; l) 2 A with ml = 0.
Now assume that there exists (x; y) 2 FS such that aexe + by 6= b0. Let
V
0
= fv 2 V :Pk2V nfvg yvk = 0g[f0g. Unless jV 0j = 2 or V 0 = f0; i; vg for some
v 2 V n f0; ig and xe = 0, the solution (x0 ; y) where x0 = x +
P
e
02E(V 0 )nfeg(1  
xe
0
)e0 is in F and aex0e + by 6= b0. So either jV 0j = 2 or V 0 = f0; i; vg for some
v 2 V n f0; ig and xe = 0. First suppose that jV 0j = 2 and that V 0 = f0; vg. If
v 6= i, then by (i), there exists a node k 2 V n f0; i; vg such that kv = k0 = 0.
Then the solution (x
0
; y
0
) where x
0
= x +
P
e
02E(f0;v;kg)(1   xe
0
)e0 and y
0
=
y   yk0k0   ykvkv is in F and aex0e + by0 6= b0. If v = i, then by (ii),there exist
two distinct nodes k1; k2 2 V n f0; ig such that k1i = k10 = k2i = k20 = 0.
Then the solution (x
0
; y
0
) where x
0
= x+
P
e02E(f0;i;k1;k2g)nfeg(1  xe
0
)e0 and y
0
=
y yk10k10 yk1ik1i yk20k20 yk2ik2i is in F and aex0e+by0 6= b0. Now suppose
that V
0
= f0; i; vg for some v 2 V n f0; ig and xe = 0. Then by (ii), there exists
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a node k 2 V n f0; i; vg such that ki = kv = k0 = 0. Then the solution (x0 ; y0)
where x
0
= x+
P
e02E(f0;v;i;kg)nfeg(1  xe
0
)e0 and y
0
= y  yk0k0  ykvkv   ykiki
is in F and aex0e + by0 6= b0. Thus all solutions (x; y) 2 FS satisfy aexe + by 6= b0
and so aexe + by 6= b0 is a multiple of exe + y = 0. 
We can use the information about the stable set and the conict graph. Note
that a conict graph is a graph that includes an edge between two nodes if
these nodes cannot be found in a solution simultaneously. Consider the conict
graph associated with the set XS = f(x; y) 2RjEj+jAj : (x; y) satises (3.10),
(3.11), (3.15), and (3.16)g. This conict graph can be used to obtain some valid
inequalities for P.
Let i; j; k be distinct nodes in V nf0g. Then inequality yij+yjk+yki  1 is valid
for P . Clearly, if i is assigned to j, then i is a terminal and j is a concentrator.
This implies that k cannot be assigned to i and j cannot be assigned to any node.
The cases yjk = and yki = 1 are similar. This inequality is known as the triangle
inequality.
It is known that a clique inequality is facet dening for the stable set polytope
if and only if the underlying clique is maximal [4]. Now, we investigate the
maximal cliques in the conict graph associated with XS.
Theorem 3.8 The only facet dening clique inequalities for PS are constraints
(3.10) and (3.11), and inequalities yij + yjk + yki  1 for distinct nodes i; j; k 2
V n f0g.
Proof Consider a maximal clique in the conict graph associated with XS. Ob-
serve that this clique can contain at most one xe variable. First suppose that xij
is in the clique for some fi; jg 2 E such that i 6= 0 and j 6= 0. Then the neighbors
of xij are nodes of the form yil for l 2 V n fig and yjk for k 2 V n fjg. Assume
without loss of generality that the clique contains a node yil for some l 2 V n fig.
Then there exists a node of the form yjk for some k 2 V nfjg in the clique only if
l = j. If l = j, then the clique contains all nodes of the form yjk for k 2 V n fjg
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and no other node. The corresponding clique inequality is (3.10). Now suppose
that the clique does not contain any node of the form yjk for k 2 V n fjg. Then
it contains all nodes yil for l 2 V n fig and no other node. However, such a clique
cannot be maximal as it can be enlarged by adding the node yji and hence, we
arrive at a contradiction.
Now suppose that x0i is in the clique for some i 2 V n f0g. The neighbors
of x0i are nodes of the form yik for k 2 V n fig. The node x0i together with the
nodes yik for all k 2 V n fig form a maximal clique and the corresponding clique
inequality is (3.11).
The remaining maximal cliques do not include any node of the form xe for
e 2 E. Suppose that we have such a maximal clique which includes a node yij for
some (i; j) 2 A. If the clique also includes a node of the form yil for l 2 V nfi; jg,
then it can only include the other nodes yik for k 2 V n fi; j; lg and a node ymi
for some m 2 V n f0; ig. Such a clique cannot be maximal as it can be extended
by adding the node xmi. The neighbors of yij other than those of the form xe
for e 2 E and yil for l 2 V n fi; jg are the nodes yjk for some k 2 V n fjg
if j 6= 0. If j = 0, then there is no such neighbor. Suppose that j 6= 0 and
that the clique contains yij and yjk for some k 2 V n fjg. If the clique contains
another node yjl for l 2 V n fj; kg, then it can only include the other nodes yjm
for m 2 V n fj; k; lg and can be extended by adding the node xij. Therefore, if a
maximal clique includes nodes yij and yjk and does not include any node of the
form xe, yil for l 2 V n fi; jg, and yjl for l 2 V n fj; kg, then it should contain the
node yki. The associated clique inequality is yij + yjk + yki  1. 
As consequences of Theorems 3.6, 3.7, and 3.8 we have the following:
Corollary 3.1 Let (i; j) 2 A with j 6= 0. Then inequality (3.10) is facet dening
for P.
Corollary 3.2 Let i 2 V n f0g. Then inequality (3.11) is facet dening for P.
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Corollary 3.3 Let i, j, and k be distinct nodes in V n f0g. Then inequality
yij + yjk + yki  1 is facet dening for P.
With these corollaries the polyhedral analysis of the constraints of the for-
mulation is completed. Corollaries 3.1 and 3.2 together with Theorem 3.5 show
that all the constraints of the model are facet dening for the polytope P . We
continue with the analysis of additional classes of valid inequalities.
3.2.5 Extended F -partition inequalities
F -partition inequalities form an important class of valid inequalities for the 2-edge
connected subgraph problem. These inequalities are shown to be very eective for
solving large instances of the 2-edge connected subgraph problem (see [27, 34]).
We observed that they can be extended to the 2ECSSP polytope P .
An example of a fractional solution that can be cut o by the extension of
F -partition inequalities may be useful. Consider the solution (x; y) depicted in
Figure 3.2. Let V = f0; : : : ; 9g. We omit the edges and arcs if the value of
corresponding variables are 0. The positive values in (x; y) are either 0.5 or 1.
The backbone edges with value 1 are represented by bold lines and those with
value 0.5 are represented by dashed lines. The assignments are as follows: yii = 1
for i 2 V n f3; 4g (these nodes are represented by rectangles) and y33 = y35 =
y44 = y46 = 0:5 (these nodes are represented by triangles and the assignments
of 3 to 5 and 4 to 6 are represented by dashed lines with arrows). The solution
(x; y) satises all the clique (3.10), (3.11), and cut (3.12) inequalities and is an
extreme point of the linear relaxation of 2ECSSP.
Consider a partition of V into V0; : : : ; V5 such that V0 = f0; 8; 9g, V1 = f1g,
V2 = f2g, V3 = f3; 5g, V4 = f4; 6g, and V5 = f7g. Let F = ff0; 7g; f2; 8g; f5; 9gg.
Each set in the partition has at least one node at which a concentrator is installed.
In order to have 2-edge connectedness among the sets of the partition, at least 4
edges from the set (V0; : : : ; V5)nF must be used and this implies x((V0; : : : ; V5)n
F )  4. Notice that as the root node is in V0, there is a concentrator installed
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Figure 3.2: A fractional solution cut o by an F -partition inequality.
in the set V0 in any fractional solution. This is not necessarily true for the
remaining sets of the partition. For instance if node 1 is assigned to another
node, then there is no concentrator installed in set V1 and we need 3 edges from
the set (V0; : : : ; V5) n F for 2-edge connectedness. So we need x((V0; : : : ; V5) n
F ) +
P
j2V nf1g y1j  4. We can repeat the same argument for the remaining sets
of the partition. Here for sets that are not singletons, we can only use one node
in the inequality. Suppose that we pick node 3 for set V3 and node 4 for set V4.
We obtain the inequality
x((V0; : : : ; V5)nF )+
X
j2V nf1g
y1j+
X
j2V nf2g
y2j+
X
j2V nf3;5g
y3j+
X
j2V nf4;6g
y4j+
X
j2V nf7g
y7j  4
which is a valid inequality. This inequality cuts o the fractional solution (x; y)
since
x((V0; : : : ; V5) n F ) +
P
j2V nf1g y1j +
P
j2V nf2g y2j +
P
j2V nf3;5g y3j
+
P
j2V nf4;6g y4j +
P
j2V nf7g y7j
= x13 + x16 + x17 + x25 + x26 + x47 = 3:5 < 4:
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Now we can give the formal denition of the extended version of the F -
partition inequalities.
Let V0; : : : ; Vp be a partition of V such that Vl 6= ;, for l = 0; : : : ; p and 0 2 V0.
Let il 2 Vl be a xed node for l = 1; : : : ; p and F  (V0) such that jF j = 2k + 1
for some k  0 and integer. Let (V0; : : : ; Vp) be the set of edges whose endpoints
are in dierent sets of the partition. Consider the inequality
x((V0; : : : ; Vp) n F ) +
pX
l=1
X
j2V nVl
yilj  p  k: (3.18)
The following theorem shows the validity of inequality (3.18).
Theorem 3.9 Inequality (3.18) is valid for P.
Proof The following inequalities are valid for P :
x((Vl)) + 2
X
j2V nVl
yilj  2 l = 1; : : : ; p
 xe   1 8e 2 F
xe  0 8e 2 (V0) n F:
Adding up these inequalities and dividing the resulting inequality by 2 yields
x((V0; : : : ; Vp) n F ) +
pX
l=1
X
j2V nVl
yilj  p 
jF j
2
As jF j is odd, rounding up the right hand side yields inequality (3.18). 
Inequalities of type (3.18) will be called extended F-partition inequalities. Note
that, if values of all assignment variables are zero, i.e., if all nodes are selected as
hubs, then the extended F -partition inequalities are the same as the F -partition
inequalities of 2-edge connected subgraph problem.
The extended F -partition inequalities dene facets for P under some condi-
tions. We provide some sucient conditions for them to be facet dening. We
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will show a dierent method, namely the lifting method, in establishing the su-
cient conditions under which the extended F -partition inequalities dene facets.
We need the following information in the lifting method.
For A  A, let XA = f(x; y) 2 X : ya = 0 8a 2 A n Ag and PA = conv(XA).
Suppose that x + y   is a facet dening inequality for PA. Let a 2 A n A
and A
0
= A [ fag. Then the inequality
x+ y + baya  
is facet dening for PA0 where ba =  a(A
0
) and a(A
0
) = minfx+y : (x; y) 2
XA0 and ya = 1g [37].
Theorem 3.10 Inequality (3.18) denes a facet for P if the following conditions
are all satised
a) G(Vl) is 3-edge connected for l = 0; : : : ; p,
b) jF \ (Vl)j  1 and F \ (j) = ; for l = 1; : : : ; p and j 2 Vl n filg,
c) jF \ (j)j  1 for j 2 V0 n f0g.
Proof For simplicity, we use , L, and I to denote (V0; : : : ; Vp) nF , f1; : : : ; pg,
and fi1; : : : ; ipg, respectively. Without loss of generality we assume that (il) \
F 6= ; for l = 1; : : : ; 2k. Note that from Condition b), we have 2k + 1  p.
For A = ;, PA reduces to the 2-edge connected subgraph polytope. Since
G(Vl) is 3-edge connected for l = 0; : : : ; p and G = (V;E) is complete, from [34]
it follows that x()  p  k is a facet dening inequality for PA.
If p > 2k+1, we let E1 = [pl=0E(Vl)[fi1; i2k+1g[fi2; ipg[p 1l=2k+1 fil; il+1g[kl=2
fi2l 1; i2lg [ F and x =
P
e2E1 e. Clearly, (x; 0) 2 X. If p = 2k + 1, let
E2 = [pl=0E(Vl) [kl=2 fi2l; i2l+1g [ fi1; i2g [ fi2; i3g [ F . Then (
P
e2E2 e; 0) 2 X.
Here we give the proof for the case where p > 2k + 1. The proof for the other
case is similar.
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Let A1 = f(u; v) 2 A : u 2 V n I; v 2 V g [ f(u; v) 2 A : u = il for some l 2
L; v 2 Vlg. We rst show that the lifting coecients of the variables associated
with the arcs of A1 are zero. The proof is by induction. Let (u; v) 2 A1 be the
rst arc in the lifting sequence. Then
buv = p  k   (u;v)(f(u; v)g):
Inequality (3.18) implies that (u;v)(f(u; v)g)  p  k. Let x1 = x 
P
e2(u) xee.
Suppose that u 62 I. Note that if u 2 V0 and there exists f 2 F with u 2 f ,
then we can rearrange the partition subsets so that f 2 (V2k+1) and hence
(x1; uv) 2 Xf(u;v)g. If u 2 I, then without loss of generality, we may assume
that u = i2k+1. Therefore (x1 + i1v + vi2k+2 ; uv) 2 Xf(u;v)g. In both cases,
(u;v)(f(u; v)g) = p   k and thus buv = 0. In consequence x()  p   k is facet
dening for Pf(u;v)g. Now, let A1  A1 be the set of arcs for which the lifting
has already been done and (u; v) 2 A1 n A1. We assume that ba = 0 for every
a 2 A1 and show that buv = 0. Here buv = p  k   (u;v)(A1 [ f(u; v)g). Clearly,
by inequality (3.18) (u;v)(A1 [ f(u; v)g)  p   k. Using the same approach as
above, we can similarly show that (u;v)(A1 [ f(u; v)g) = p  k, and thus buv = 0.
So x()  p  k is facet dening for PA1 .
Let A2 = A nA1. We show that the lifting coecients of the variables associ-
ated with the arcs of A2 are one. Let (u; v) 2 A2 be the rst arc in the sequence.
Then
buv = p  k   (u;v)(A1 [ f(u; v)g):
Without loss of generality, we may assume that u = i2k+1. Note that v 2 V n
V2k+1. First observe that by inequality (3.18) we have (u;v)(A1[f(u; v)g)  p k 
1. Let x2 = x 
P
e2E(V2k+1) e 
P
e2(u) xee+i1i2k+2 , and y =
P
i2V2k+1nfug i0+
uv. Then (x2; y) 2 XA1[f(u;v)g. So (u;v)(A1[f(u; v)g) = p k 1 and thus buv = 1.
Therefore, x() + yuv  p   k is facet dening for PA1[f(u;v)g. Let A2  A2 be
the set of arcs for which the lifting has already been done and (u; v) 2 A2 n A2.
We assume that ba = 1 for every a 2 A2 and show that buv = 1. We have
buv = p  k   (u;v)(A1 [ A2 [ f(u; v)g):
By inequality (3.18), we have (u;v)(A1[A2[f(u; v)g)  p k 1. In addition,
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(x2; y) 2 XA1[A2[f(u;v)g. So (u;v)(A1 [ A2 [ f(u; v)g) = p   k   1 and buv = 1.
Therefore x() +
P
l2L
P
j2V nVl yilj  p  k is facet dening for PA. 
3.2.6 Star-path inequalities
Remember the clique constraints (3.10) of the formulation. By generalizing the
clique inequalities, another class of valid inequalities is obtained. These inequal-
ities will be referred to as the star-path inequalities. Providing an example of a
fractional solution and a star-path inequality that cuts o this solution will be
useful.
Let V = f0; : : : ; 5g. Consider the fractional point (x; y) depicted in Figure
3.3. Again the edges and arcs with value equal to 0 are omitted. The remaining
edges and arcs have values 0.5 or 1. The nodes i for which yii = 1 are represented
by rectangles, those with yii = 0:5 are represented by triangles, and nally the
nodes with yii = 0 are represented by ellipses. The backbone edges with value 1
are represented by bold lines and those with value 0.5 are represented by dashed
lines. We use dashed lines with arrows for the assignment arcs.
3 2
4 0
5
1
0.50.5
0.50.5
0.5
0.50.5
0.5 0.5
0.5
1
Figure 3.3: The backbone edges and assignment arcs in the fractional solution
(x; y).
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Consider nodes 1, 2, and 3. Notice that for (x; y) 2 X, if no concentrators are
installed at nodes 2 and 3, i.e.,
P
j2V nf2g y2j = 1 and
P
j2V nf3g y3j = 1, then the
edges f1; 2g and f2; 3g cannot be used in the backbone network and node 1 cannot
be assigned to either of nodes 2 or 3, hence we must have x12+x23+y12+y13 = 0.
If a concentrator is installed at node 3 but not at node 2, i.e.,
P
j2V nf2g y2j = 1 andP
j2V nf3g y3j = 0, then as the edges f1; 2g and f2; 3g cannot be in the backbone
and node 1 cannot be assigned to node 2, we have x12+x23+ y12 = 0 and y13 can
be 0 or 1. If the opposite happens, i.e.,
P
j2V nf2g y2j = 0 and
P
j2V nf3g y3j = 1,
then x23+ y13 = 0 and x12 and y12 can be 0 or 1, but we must have x12+ y12  1.
Finally, if concentrators are installed at both nodes 2 and 3, i.e.,
P
j2V nf2g y2j = 0
and
P
j2V nf3g y3j = 0, then x12 + y12 + y13  1 and x23 can be 0 or 1. So the
inequality
x12 + x23 + y12 + y13 +
X
j2V nf2g
y2j +
X
j2V nf3g
y3j  2 (3.19)
is valid for P .
Now notice that x12+x23+ y12+ y13+
P
j2V nf2g y2j +
P
j2V nf3g y3j = 2:5 > 2.
Therefore, adding this inequality to the formulation cuts o the fractional solution
(x; y).
We remark here that x23, y24, y12, y13, y34 form an odd hole of size 5 in the
conict graph associated with XS. Thus the odd hole inequality x23+ y24+ y12+
y13 + y34  2 is valid for X and this odd hole inequality is violated by (x; y).
Inequality (3.19) can be obtained by lifting this odd hole inequality sequentially
with y2j for j 2 V n f2; 4g, y3j for j 2 V n f3; 4g and x12.
Now we can provide the general form of these inequalities. Let m  1 be
an integer and Im = fi0; : : : ; img be an ordered subset of V n f0g consisting of
distinct nodes. Let PI = ffil; il+1g 2 E : i = 0; : : : ;m   1g. Note that PI is a
path between i0 and im. Consider the inequality
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x(PI) +
X
i2Infi0g
X
(i;j)2A
yij +
X
j2I:(i0;j)2A
yi0j  m (3.20)
Clearly, inequality (3.19) is a special case of a more general family of valid
inequalities given in inequality (3.20). In the next theorem, we show the validity
of inequalities (3.20).
Theorem 3.11 Inequality (3.20) is valid for P.
Proof We will prove the validity by induction on m = jPIm j. If m = 1, the
star-path inequality reduces to
xi0i1 +
X
j2V nfi1g
yi1j + yi0i1  1
which is nothing but constraint (3.10) for (i0; i1) and hence it is valid for P .
Now assume that the star-path inequalities are valid for m  k. By the
induction hypothesis,
x(PIk) +
kX
l=1
X
j2V nfilg
yilj +
kX
l=1
yi0il  k
holds for any (x; y) 2 P . If xikik+1+
P
j2V nfik+1g yik+1j+yi0ik+1  1, then summing
this with the above inequality gives x(PIk+1) +
Pk+1
l=1
P
j2V nfilg yilj +
Pk+1
l=1 yi0il 
k + 1.
If xik;ik+1 +
P
j2V nfik+1g yik+1j + yi0ik+1  2, then, as we know that xik;ik+1 +P
j2V nfik+1g yik+1j  1 and
P
j2V nfik+1g yik+1j + yi0ik+1  1, xik;ik+1 = 1,P
j2V nfik+1g yik+1j = 0, and yi0ik+1 = 1. This implies that xi0i1 = 0 andPk+1
l=1 yi0il = 1. Moreover we have that the inequalities xil;il+1 +
P
j2V nfilg yilj  1
are valid for l = 1; : : : ; k. Summing up these inequalities together with xi0i1 = 0,Pk+1
l=1 yi0il = 1 and
P
j2V nfik+1g yik+1j = 0 yields x(PIk+1) +
Pk+1
l=1
P
j2V nfilg yilj +Pk+1
l=1 yi0il  k + 1. Thus, inequality (3.20) is valid for P . 
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Inequalities of type (3.20) will be called star-path inequalities. Observe that
inequalities (3.10) represent a special case of star-path inequalities. Moreover by
Corollary 3.1, the former ones are facet dening for P . Now we also show that
the star-path inequalities also dene facets for P .
Theorem 3.12 If jV n Ij  3, then inequality (3.20) is facet dening for P.
Proof Let F = f(x; y) 2 P : x(PI) +
Pm
l=1
P
j2V nfilg yilj +
Pm
l=1 yi0il = mg.
Assume that every solution (x; y) 2 F also satises ax + by = . For l =
0; : : : ;m, dene V0l = fi0; : : : ; ilg, Vlm = fil; : : : ; img, xl =
P
e2E(V nVlm) e, x
l =P
e2E(V nV0l) e.
Let x =
P
e2E e. The solution (x; 0) is in F . Let e 2 E nPI . As the solution
(x  e; 0) is also in F , we have ae = 0.
Let j 2 V n V0m and k 2 V n fjg. The solution (x 
P
e2(j) e; jk) is also in
F and hence bjk = 0.
Let k 2 V n fimg. As both solutions (x; 0) and (xm; imk) are in F and ae = 0
for all e 2 E n PI , we have aim 1im = bimk = m for all k 2 V n fimg for some
m 2 R.
Let l 2 f1; : : : ;m  1g and k 2 V n Vlm. As both solutions (xl+1;
Pm
j=l+1 ij0)
and (xl;
Pm
j=l+1 ij0 + ilk) are in F , we can conclude that ail 1;il = bilk = l for
all k 2 V n Vlm for some m 2 R..
Let k 2 V n V0m. As both solutions (x1;
Pm
j=1 ij0) and (x
0;
Pm
j=1 ij0 + i0k)
are both in F , we can conclude that bi0k = 0 for all k 2 V n V0m.
Let k 2 V1m. Consider the solutions (x; 0) and (x0; i0;k). As both of these
solutions are in F , we have bi0k = ai0;i1 = 1.
Let l 2 f1; : : : ;m   1g and k 2 Vl+1;m. Solutions (xl 1;
P
j2V0l 1 ij ;im) and
(xl;
P
j2V0l 1 ij ;im + ilk) are both in F , and hence ail;il+1 = bil;k = l for all
k 2 Vl+1;m.
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Now as ail 1;il = l = ail;il+1 for all l 2 f1; : : : ;m  1g, we have l =  for all
l 2 f1; : : : ;mg.
This proves that ax + by =  is a multiple of x(PI) +
Pm
l=1
P
j2V nfilg yilj +Pm
l=1 yi0il = m. 
3.2.7 A Cut Based Valid Inequality
We end this chapter with a valid inequality based on the triangle and cut inequal-
ities. Consider the triangle inequality yij + yjk+ yki  1 dened by three distinct
nodes, i; j; k 2 V n f0g. Let S  V n f0g such that i; j; k 2 S. Clearly if the left
hand side of the triangle inequality is equal to one, this means that there is at
least one regenerator in S. So we can impose that at least two edges should be
used from (S) and we can construct a cut based valid inequality as follows.
Let S  V nf0g and i; j; k be distinct nodes of S, then the following inequality
is valid for F .
x((S))  2(yij + yjk + yki) S  V n f0g; i; j; k 2 S (3.21)
Labbe et al. [30] show that inequality (3.21) is facet dening for the polytope
associated with the RSP and we also show that inequality (3.21) denes a facet
of P , as well.
Theorem 3.13 Let S  V n f0g and i; j; k 2 S be distinct nodes. If jSj  4 and
jV n Sj = 1 or jV n Sj  3 then inequality (3.21) denes a facet of P.
Proof Let F = f(x; y) 2 P : x((S)) = 2(yij + yjk + yki)g. Suppose that every
solution (x; y) in F also satises ax+ by = . We will show that ax+ by =  is
a multiple of x((S)) = 2(yij + yjk + yki).
Let e1; e2 2 (S)n(i) and x0 =
P
e2(E(S)[E(V nS))n(i) e. Consider the solution
(x0+e1 +e2 ; ij). Clearly this solution is in F . Let e3 2 (S) n ((i)[fe1; e2g).
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It can be seen that (x0 + e1 + e3 ; ij) and (x
0 + e2 + e3 ; ij) are also solutions
in F . This shows that ae =  for some  2 R for all e 2 (S) n (i). Now let
e1; e2; e3 2 (S) n (j) and x00 =
P
e2(E(S)[E(V nS))n(j) e. Consider the similar
solutions (x
00
+e1+e2 ; jk), (x
00
+e1+e3 ; jk), and (x
00
+e2+e3 ; jk). Since
all three solutions are in F , we can conclude that ae =  for all e 2 (S).
To nd the coecients of the edges in E(S), let fu; vg 2 E(S) n (i) and
e1; e2 2 (S)n(i) such that u 2 e1 and v 2 e2. We can see that (x0+e1+e2 ; ij)
is a solution in F . As (x0 + e1 + e2   uv; ij) is also in F , ae = 0 for all e 2
E(S)n(i). In addition, we can easily extend this result. Let fi; ug 2 E(S)n(j),
e1; e2 2 (S) n (j) such that i 2 e1 and u 2 e2. Since (x00 + e1 + e2 ; jk)
and (x
00
+ e1 + e2   iu; jk) are both in F , we can say that ae = 0 for all
e 2 E(S) n ffi; jgg. For the remaining edge fi; jg, let e1; e2 2 (S) n (k) such
that i 2 e1 and j 2 e2. We also dene x000 =
P
e2(E(S)[E(V nS))n(k) e. It can be
easily seen that (x
000
+e1 +e2 ; ki) and x
000
+e1 +e2  ij; ki) are both in F .
Therefore, ae = 0 for all e 2 E(S).
The case for the edges in V n S is simpler. If jV n Sj = 1 there is no edge in
V n S, so we assume jV n Sj  3. Let fu; vg 2 E(V n S), e1; e2 2 (S) such that
u 2 e1 and v 2 e2. Clearly, (x0 + e1 + e2 ; ij) and (x0 + e1 + e2   uv; ij) are
both solutions in F . So we conclude that, ae = 0 for all e 2 E(V n S).
Let l 2 V n f0; i; j; kg and u; v; w 2 V n fl; ig. Let e1; e2 be two edges in
(S) n (i). Dening x = Pe2(E(S)[E(V nS))n((i)[(l)) e we can nd the solution
(x+ e1 + e2 ; ij + lu) in F . Observe that the solution (x+ e1 + e2 ; ij + lv)
is also in F . Moreover, (x00 + e1 + e2 ; jk) is in F . So we have buv = 0 for all
(u; v) 2 A such that u 2 V n f0; i; j; kg.
Similarly, let u; v; w 2 V n fi; jg and dene x^ =Pe2(E(S)[E(V nS))n((i)[(j)) e.
Clearly, (x^+e1+e2 ; iu+jk) is a solution in F where e1; e2 2 (S)n((i)[(j)).
Observe that the solution (x^+ e1 + e2 ; iv + jk) is also in F . Moreover, (x00 +
e1+e2 ; jk) is also a solution in F . These solutions can be constructed for nodes
j and k in a similar way. So we have buv = 0 for all (u; v) 2 Anf(i; j); (j; k); (k; i)g.
Finally, let e1; e2 2 (S)n ((i)[ (j)[ (k)). Clearly, the solutions (x0+e1+
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e2 ; ij), (x
00 + e1 + e2 ; jk), and (x
000 + e1 + e2 ; ki) are all in F . Considering
these solutions together with the solution (
P
e2E(V nS) e;
P
u2S u0), we can see
that ba =  2 for a 2 f(i; j); (j; k); (k; i)g.
Therefore, ax+ by =  is a multiple of yij + yjk + yki = 1 and F is a facet of
P . 
3.3 Conclusion
The 2ECSSP is studied in this chapter and a mathematical formulation is pro-
posed for the problem. Some valid inequalities are described to improve the
mathematical formulation. The polytope associated with the formulation is ana-
lyzed and the conditions for the inequalities under which they are facet dening
are discussed. The aim of this chapter is to identify the polyhedral structure of
the problem and we focus on the solution technique for the problem in the next
chapter.
Although the results of this chapter are developed for the 2ECSSP in which
the backbone network is 2-edge connected, it can be shown that the results can
be extended to the kECSSP which has a k-edge connected backbone network.
The mathematical formulation for the kECSSP will be the same except the co-
ecients of the y variables in the cut inequalities will be k instead of 2. The
extended F -partition and star-path inequalities will be still valid. However, some
coecients need to be modied in the extended F -partition inequalities. Note
that jF j must be odd since otherwise the extended F -partition inequalities are
implied by the cut and trivial inequalities. This condition is sucient if k is even,
however, when k is odd then we need to impose additional conditions to ensure
that extended F -partition inequalities are not implied by other constraints. How-
ever, the conditions for the valid inequalities to be facet dening may change so
the polyhedral analysis should be extended to see if the valid inequalities are still
facet dening.
In addition, these are not the only valid inequalities for the kECSSP with
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k  3. There may be other valid inequalities which could be very eective in
the solution of the kECSSP. So we can say that the polyhedral analysis of the
2ECSSP provides only a basis for the analysis of the kECSSP.
Chapter 4
A Branch and Cut Algorithm for
the Hierarchical Survivable
Network Design Problem with
Single Homing
In the previous chapter, we discussed the 2ECCSP, proposed an integer linear
formulation and some valid inequalities. A polyhedral analysis was performed and
the conditions under which the inequalities dene facets were described. As the
number of constraints of the proposed mathematical formulation is exponential
it is not possible to solve the model directly. For this reason, a branch-and-cut
algorithm, in which the constraints are added to the model as they are needed, is
required. The development of such an algorithm includes dening the separation
problems that will be used to identify violated inequalities. In this chapter, we will
describe the separation problems, and some operations called reduction operations
which are proposed to reduce the dimensions of the separation problems and hence
making them easier in practice. We are also going to provide the implementation
details of the branch-and-cut algorithm and discuss the computational results
obtained by using the proposed algorithm. Since the reduction operations are
used in the separation problems we start with the description of the reduction
57
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operations.
4.1 Reduction Operations
The term reduction is used because applying these operations reduces the size of
the problem that must be solved. The reduction operations use ideas developed
by Fonlupt and Mahjoub [12] for the 2-edge connected subgraph polytope.
Remember we have an undirected graph G = (V;E) and a directed graph
D = (V;A) which are both associated with the 2ECSSP. The reduction operations
may aect both. We shall rst introduce some notation and concepts, before
describing these operations.
Given e = uv 2 E, contracting emeans deleting e from E and arcs (u; v); (v; u)
from A, identifying u and v, deleting the resulting loops, and keeping the new
parallel edges and arcs. Similarly contracting a set of nodes W  V means
deleting set of edges E(W ) and set of arcs A(W ), identifying W as a single node,
deleting the resulting loops and keeping the new parallel edges and arcs.
We will denote by Q(G) the polytope given by inequalities (3.10) - (3.14).
That is to say, Q(G) is the linear relaxation of 2ECSSP(G). Clearly, Q(G) is
dened in terms of both graphs G and D. However, as G and D are closely
related, we will only write Q(G) for Q(G;D). If (x; y) is a solution of Q(G)
we will denote by E0(x); E1(x), and Ef (x), the set of edges e 2 E such that
x(e) = 0; x(e) = 1, and 0 < x(e) < 1, respectively. Similarly, we will denote
by A0(y); A1(y), and Af (y) the set of arcs a 2 A with y(a) = 0; y(a) = 1, and
0 < y(a) < 1, respectively. We also use  (x; y); T (x; y); (x; y) to denote the
set of arcs of A, nodes of V n f0g, and pairs (S; i) for all S  V n f0g; i 2 S,
respectively, for which the corresponding inequalities (3.10),(3.11), and (3.12) are
tight for (x; y).
Let (x; y) be an extreme point of Q(G). Thus there is a set of arcs  (x; y) 
 (x; y), a set of nodes T (x; y)  T (x; y) and a set (x; y)  (x; y) such that
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(x; y) is the unique solution of the system
R(x; y) =
8>>>>>>>>>>>><>>>>>>>>>>>>:
xij + yij +
P
k2V nfjg yjk = 1 (i; j) 2  (x; y);
x0i +
P
k2V nfig yik = 1 i 2 T (x; y);
x((S)) + 2
P
j2V nS yij = 2 (S; i) 2 (x; y);
xij = 0 ij 2 E0(x);
xij = 1 ij 2 E1(x);
yij = 0 (i; j) 2 A0(y);
yij = 1 (i; j) 2 A1(y):
(4.1)
Note that the nontrivial equations of R(x; y) must have at least two variables
with fractional values (note that the right hand side of each of these equations
is integer). If all the variables of one of these equations have value 0 or 1, then
that inequality would be redundant with respect to xij = 0, ij 2 E0(x), xij = 1,
ij 2 E1(x), yij = 0, (i; j) 2 A0(y) and yij = 1, (i; j) 2 A1(y).
Let (x; y) be a solution of Q(G). Consider the following operations with
respect to (x; y):
 1: Delete an edge e with xe = 0.
 2: Delete an arc (i; j) with yij = 0.
 3: Delete a node i as well as all the edges and arcs incident to it, if there
is some j such that yij = 1.
 4: Contract a node set W such that G(W ) is 2-edge connected and xe = 1
for every e 2 E(W ).
 5: Contract an edge e if at least one of the endpoints of e is incident to
exactly two edges, and these two edges have value 1 with respect to x.
Note that the edges and the arcs with fractional values are preserved by all the
reduction operations. Note also that 1 and 2 modify only G while the remaining
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ones aect both G andD. Starting from G = (V;E) andD = (V;A) and applying
repeatedly 1; : : : ; 5, we obtain reduced graphs G
0 = (V 0; E 0), D0 = (V 0; A0) and
a solution (x0; y0) 2 Q(G0). We remark that (x0; y0) is nothing but the restriction
of (x; y) in G0 and D0. We claim that necessary information is preserved through
the reduction operations. The following theorem establishes the relation between
the two polytopes.
Theorem 4.1 (x; y) is an extreme point of Q(G) if and only if (x0; y0) is an
extreme point of Q(G0).
Proof Suppose (x; y) is an extreme point of Q(G). Without loss of generality, we
may suppose that (x0; y0) is obtained by the application of 1; : : : ; 5 exactly once.
It is clear that if (x0; y0) is obtained by either operation 1 or 2, then (x0; y0) is an
extreme point of Q(G0). Now suppose that yij = 1 and that (x
0; y0) is obtained
by the application of 3 with respect to node i. First observe that, by inequalities
(3.10), we have xil = 0 for all fi; lg 2 E, yil = 0 for all (i; l) 2 A with l 6= i,
and yli = 0 for all (l; i) 2 A with l 6= i. Moreover, it is clear that inequalities
(3.10) and (3.11) with respect to G0 are satised by (x0; y0). Now consider a cut
(S 0) of G0 and a node k 2 S 0. Note that k 6= i. As (x; y) 2 Q(G) we have
2  x(G(S 0)) + 2
P
l2V nS0 ykl = x(G0(S
0)) +
P
l2S0 xil + 2
P
l2V 0nS0 ykl + 2yki =
x0(G0(S 0))+2
P
l2V 0nS0 y
0
kl, and hence the cut inequality (3.12) induced by (S
0; k)
in G0 is satised by (x0; y0). Thus (x0; y0) is a solution of Q(G0). Moreover, all the
edges and arcs removed from the graph have integer values. So, they appear as
trivial equations in system R(x; y). Consequently, (x0; y0) is the unique solution
of a subsystem of R(x; y), and therefore it is an extreme point of Q(G0).
Now suppose (x0; y0) comes from the application of 4 with respect to a node
setW . First note that all the arcs with both endnodes inW have value zero with
respect to y. It is easy to see that inequalities (3.10) and (3.11) remain satised
by (x0; y0) in G0. Let U 0  V 0 and k 2 U 0. Let w be the node of V 0 which arises
from the contraction of W and, without loss of generality, suppose that w 2 U 0.
Let U = (U 0 n fwg) [W . As k 2 U and (x; y) is a solution of Q(G), we have
2  x(G(U)) + 2
P
l2V nU ykl = x(G0(U
0)) + 2
P
l2V 0nU 0 ykl, and hence the cut
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inequality (3.12) induced by (U 0; k) in G0 is satised by (x0; y0). Therefore (x0; y0)
is a solution of Q(G0).
Now suppose, on the contrary, that (x0; y0) is not an extreme point of Q(G0).
Thus there exist two solutions (x1
0
; y1
0
) and (x2
0
; y2
0
) of Q(G0) such that (x0; y0) =
1
2
((x1
0
; y1
0
) + (x2
0
; y2
0
)). Consider the solution given by
xie =
(
xi
0
e ; for all e 2 E n E(W )
1; for all e 2 E(W )
and
yia =
(
yi
0
a ; for all a 2 A0
0; otherwise
for i = 1; 2. Clearly, (xi; yi) 2 Q(G) for i = 1; 2. Moreover, (x; y) = 1
2
((x1; y1) +
(x2; y2)). This contradicts the extremality of (x; y). The proof is similar for 5.
Repeating a similar line of arguments, one can easily show the converse. 
Theorem 4.1 is important from an algorithmic point of view. It shows the
correspondence between the extreme points of Q(G) and those of Q(G0). This
shows that any algorithm used for separating fractional extreme points of Q(G0)
may also be used for separating the corresponding fractional extreme points of
Q(G).
Besides, it will be also important if we can show that if there is a violated
inequality of a particular class, then it can be identied in the reduced space.
In the following theorems, we show that there is a strong relation between the
violated inequalities in the original and reduced spaces. This will compose the
algorithmic consequences of the reduction operations.
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Theorem 4.2 There is a cut inequality (3.12) violated by (x; y) in G if and only
if there is a cut inequality violated by (x0; y0) in G0.
Proof Let S  V , i 2 S and suppose that the cut inequality induced by (S; i) is
violated by (x; y), that is to say x((S)) + 2
P
j2V nS yij < 2. We will show that
there is a node set S 0  V 0 and a node i0 2 S 0 whose corresponding cut inequality
in G0 is violated by (x0; y0). First, it is clear that if (x0; y0) is obtained by operation
1 (resp. 2) with respect to an edge ij (resp. arc (i; j)) such that xij = 0 (resp.
yij = 0), then the same inequality is violated by (x
0; y0) in G0. Suppose (x0; y0) is
obtained by 3 with respect to an arc (u;w) with yuw = 1. By inequality (3.10),
we have xuv = 0 for all v 2 V n fug, yuv = 0 for all v 2 V n fu;wg and ywv = 0
for all v 2 V n fwg. If u 6= i, then (S n fug; i) (resp. (S; i)) induces a violated
cut inequality with respect to (x; y), if u 2 S (resp u =2 S). That is to say we can
take S 0 = S and i0 = i if u =2 S, and S 0 = S n fug and i0 = i if u 2 S. If u = i,
as yuw = 1 and the cut inequality induced by (S; u) is violated, it follows that
w 2 S. By considering S 0 = S n fug and i0 = w, we have that the cut inequality
in G0 induced by (S 0; i0) is violated.
Suppose (x0; y0) is obtained by 4 with respect to a node set W  V . Let
w be the node that arises from the contraction of W . Since (W;E(W )) is 2-
edge connected and xe = 1 for all e 2 E(W ), we should have either W  S
or W  V n S, for otherwise, the cut inequality induced by (S; i) would not be
violated.
If W  S, then set S 0 = (S nW ) [ fwg and i0 = w (resp. i0 = i), if i 2 W
(resp. i 2 S nW ).
If W  V n S, then set S 0 = S and i0 = i.
In both cases, (S 0; i0) induces a cut inequality in G0 which is violated by (x0; y0).
Finally, suppose (x0; y0) is obtained by 5 with respect to two edges uv and vw
with xuv = xvw = 1 and v with degree two. As the cut induced by (S; i) is violated
by (x; y), at most one of the edges uv and vw can be in (S). Suppose, without loss
of generality, that uv 2 (S), u 2 S; v 2 V nS and i 6= u. Set S 0 = (S nfug)[fvg
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and i0 = i where v is the node that arises from the contraction of uv. We have
x((S))+ 2
P
j2V nS yij = x
0((S 0))+ 2
P
j2V nS0 y
0
ij < 2. Therefore, (S
0; i0) induces
a violated cut inequality.
Conversely, let S 0  V 0 and i0 2 S 0 be such that the cut inequality induced
by (S 0; i0) is violated by (x0; y0). If (x0; y0) is obtained by either 1; 2 or 3 then
by setting S = S 0 and i = i0 we have that the cut induced by (S; i) is violated by
(x; y).
Suppose (x0; y0) is obtained by 4 with respect to a node set W  V n f0g.
Let w be the node arising from the contraction of W . If w 2 S 0 and i0 6= w (resp.
i0 = w), then let S = (S 0 n fwg) [W and i = i0 (resp. i = v for some v 2 W ).
If w =2 S 0, let S = S 0 and i = i0.
In both cases, the cut induced by (S; i) in G is violated by (x; y).
Finally, suppose (x0; y0) is obtained by 5 with respect to two edges uv and
vw such that xuv = xvw = 1. Let v be the node arising from the contraction of
uv. If v =2 S 0, we can set S = S 0 and i = i0. If v 2 S 0 and i0 = v (resp. i 6= v)
one can set S = (S 0 n fvg) [ fug and i = u (resp. i = i0). In both cases, the cut
induced by (S; i) is violated by (x; y).
The same relation can be shown for the extended F -partition (3.18) inequality.
But we give two lemmas that will make the proof easier.
Lemma 4.1 Let (V0; : : : ; Vp) be a partition and e 2 (V0) with xe = 1. If there
is a violated extended F -partition inequality (3.18) for this partition, then there
is a violated extended F -partition inequality such that e 2 F .
Proof Suppose (V0; : : : ; Vp) induces a violated extended F -partition inequality,
for some F  (V0), that is, x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nVl yilj < p  k. If
e 2 F , then the lemma holds. So assume that e =2 F . Let f be an edge of F .
Exchanging f by e in F yields an extended F -partition inequality with a violation
not less than the initial one. 
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Lemma 4.2 Let (V0; : : : ; Vp) be a partition and (u;w) 2 A with yuw = 1. If there
is a violated extended F -partition inequality (3.18) for this partition, then there
is a violated extended F -partition inequality such that u =2 I = fi1; : : : ; ipg, i.e.,
u is not a node xed in a subset of the partition.
Proof Suppose (V0; : : : ; Vp) induces a violated extended F -partition inequality,
for some F  (V0), that is, x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nVl yilj < p   k.
If u =2 I, the lemma holds. So assume that u 2 I. Without loss of generality,
assume that u = i1. If w 2 V1, then choosing w as the xed node of V1, we
obtain another violated extended F -partition inequality. So suppose w =2 V1. If
V1 nfug 6= ;, then one can choose another node k 2 V1 nfug to be a xed node in
V1. Note that the left hand side of the extended F -partition inequality will not
increase as
P
j2V nV1 ykj 
P
j2V nV1 yuj. Thus (V0; : : : ; Vp), F , and (I n fug)[ fkg
yield another violated extended F -partition inequality. If V1 n fug = ;, then we
can put V1 into V0. As we know that x((V1)) = 0 due to constraints (3.10), we
have x((V0; V2; : : : ; Vp) n F ) +
Pp
l=2
P
j2V nVl yilj < p   k   1. So this operation
results in a violated extended F -partition inequality. So the lemma holds. 
Theorem 4.3 There is an extended F -partition inequality (3.18) violated by
(x; y) in G if and only if there is an extended F -partition inequality violated
by (x0; y0) in G0.
Proof Let (V0; : : : ; Vp) be a partition denoted by P1, F  (V0) and I =
fi1; : : : ; ipg with il 2 Vl for l = 1; : : : ; p. Suppose that the extended F -
partition inequality induced by P1, F and I is violated by (x; y), that is to say
x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nVl yilj < p   k. We will show that there is a
partition of V 0, an edge set F 0 and a node set I 0 whose corresponding extended
F -partition inequality in G0 is violated by (x0; y0). First observe that if xe = 0 for
some edge e 2 F , and the cut inequalities are satised by x, then the extended
F -partition inequality cannot be violated by x. Thus we will suppose, without
loss of generality, that xe > 0 for all e 2 F . If (x0; y0) is obtained by operation
1 with respect to an edge e with xe = 0 and e =2 F , then the same inequality
is violated by (x0; y0) in G0. It is clear that if (x0; y0) is obtained by operation 2
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with respect to an arc a such that ya = 0, then the same inequality is violated
by (x0; y0) in G0. Suppose (x0; y0) is obtained by 3 with respect to an arc (u;w)
with yuw = 1. By Lemma 4.2, we can assume that u =2 I. Let u 2 Vk for some
k 2 f0; : : : ; pg. For l = 0; : : : p, let V 0l = Vl if k 6= l and V 0l = Vl nfug otherwise. It
can be seen that (V 00 ; : : : ; V
0
p), F and I induce an extended F -partition inequality
violated by (x0; y0) in G0.
Suppose (x0; y0) is obtained by 4 with respect to a node setW  V . Let w be
the node that arises from the contraction of W . Suppose rst W  Vk for some
k 2 f0; : : : ; pg. For l = 0; : : : ; p, let V 0l = Vl if k 6= l and V 0l = (Vl nW ) [ fwg
otherwise, and let I 0 = (I n fikg)[fwg if k > 0 and I 0 = I otherwise. We can see
that (V 00 ; : : : ; V
0
p), F and I
0 induce an extended F -partition inequality violated by
(x0; y0) in G0. Suppose now that W is not a subset of a subset of the partition.
Without loss of generality, assume that W \ Vi 6= ; for i = 1; : : : ; k. Since G(W )
is 2-edge connected and xe = 1 for all e 2 E(W ), x((V1; : : : ; Vk))  k. So we
can contract V1; : : : ; Vk, and choose a new xed node for the resulting set. In
this case, the right hand side of the inequality reduces by k   1 while the left
hand side decreases by at least k, which yields an extended F -partition inequality
violated by (x0; y0) in G0. If W \V0 6= ;, then by Lemma 4.1, we can assume that
every e 2 (W ) \ (V0) is also in F , implying that jF \ E(W )j  2. Note that
x((V1; : : : ; Vk))  k 1. Let V 00 = [ki=0Vi, F 0 = F\(V 00), and I 0 = Infi1; : : : ; ikg.
Note that jF 0j  jF j   2. It is not hard to see that the extended F -partition
inequality induced by (V 00 ; Vk+1; : : : ; Vp), F
0, and I 0 is violated by (x0; y0) in G0.
Finally, suppose (x0; y0) is obtained by 5 with respect to two edges uv and vw
with xuv = xvw = 1 and v with degree two. Let v be the node that arises from the
contraction of uv. Suppose uv 2 E(Vk) for some k 2 f0; : : : ; pg (the case vw 2
E(Vk) is similar). For l = 0; : : : ; p, let V
0
l = Vl if k 6= l and V 0l = (Vl nfu; vg)[fvg
otherwise and let I 0 = (Infikg)[fvg if k > 0 and I 0 = I otherwise. It is easily seen
that (V 00 ; : : : ; V
0
p), F and I
0 induce an extended F -partition inequality violated by
(x0; y0) in G0. If u; v; w are in dierent subsets or if u;w 2 Vj and v 2 Vk with
j 6= k, then by contracting the subsets intersecting fu; v; kg and choosing a new
xed node for the new set we obtain a violated extended F -partition inequality.
Therefore, we do not need to consider such cases.
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Conversely, let (V 00 ; : : : ; V
0
p) be a partition of V
0 denoted by P 01, F
0  (V 00)
and I 0 = fi01; : : : ; i0pg with i0l 2 V 0l for l = 1; : : : ; p. Suppose that the extended
F -partition inequality induced by P 01, F
0 and I 0 is violated by (x0; y0), that is to
say x0((V 00 ; : : : ; V
0
p) n F 0) +
Pp
l=1
P
j2V 0nV 0l y
0
i0lj
< p   k. If (x0; y0) is obtained by
either 1 or 2 then P
0
1, F
0, and I 0 also induce an extended F -partition inequality
violated by x; y in G. If (x0; y0) is obtained by 3 with respect to an arc (i; j) then
(V 00 [ fig; V 01 ; : : : ; V 0p), F 0 and I 0 also induce an extended F -partition inequality
violated by (x; y) in G.
Suppose (x0; y0) is obtained by 4 with respect to a node set W . Let w be
the node arising from the contraction of W and assume that w 2 V 0k for some
k 2 f0; : : : ; pg. Then (V0; : : : ; V 0p), F 0 and I 0 induce an extended F -partition
inequality violated by (x; y) in G, where Vi = V
0
i if i 6= k, and Vi = (V 0i nfwg)[W
otherwise.
Finally, suppose (x0; y0) is obtained by 5 with respect to two edges uv and
vw such that xuv = xvw = 1. Let v be the node arising from the contraction of
uv and assume that v 2 V 0k for some k 2 f0; : : : ; pg. Then (V0; : : : ; Vp), F 0 and I 0
induce an extended F -partition inequality violated by x; y in G, where Vi = V
0
i if
i 6= k, and Vi = (V 0i n fvg) [ fu; vg otherwise. 
Finally, we analyze the star-path inequalities (3.20) and start with a lemma.
Lemma 4.3 An ordered set I cannot yield a violated star-path (3.20) inequality
if there is an edge e 2 PI with xe = 1.
Proof Let I = fi0; : : : ; img and e = fil; il + 1g. Assume that e 2 PI and xe = 1.
This implies that yilj = 0 for all j 2 V n filg and yil+1;j = 0 for all j 2 V n fil+1g.
Therefore,
P
j2V nfilg yilj +
P
j2V nfil+1g yil+1j = 0. As (x; y) satises inequalities
(3.10) the following hold:
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xi0i1 +
mX
j=1
yi0ij  xi0i1 + yi1i0 +
X
k2V nfi0g
yi0k  1
...
xil 1il +
X
j2V nfil 1g
yil 1j  xil 1il + yilil 1 +
X
j2V nfil 1g
yil 1j  1
xilil+1 +
X
j2V nfilg
yilj +
X
j2V nfil+1g
yil+1j = 1
xil+1il+2 +
X
j2V nfil+2g
yil+2j  xil+1il+2 + yil+1il+2
X
j2V nfil+2g
yil+2j  1
...
xim 1im +
X
j2V nfimg
yimj  xim 1im + yim 1im
X
j2V nfimg
yimj  1
Note that we obtain the expressions on the left hand side by omitting some
of the terms of the left hand sides of inequalities (3.10). Summing them we
obtain x(PI)+
P
i2Infi0g
P
(i;j)2A yij+
P
j2I:(i0;j)2A yi0j  m which is the star-path
inequality induced by I, showing that the inequality is not violated. 
Theorem 4.4 There is a star-path inequality (3.20) violated by (x; y) in G if
and only if there is a star-path inequality violated by (x0; y0) in G0 .
Proof Let I = fi0; : : : ; img be an ordered set inducing a star path inequality
violated by (x; y). First, it is clear that if (x0; y0) is obtained by either 1 or
2, then I still induces a star path inequality violated by (x
0; y0) in G0. Also
by Lemma 4.3, if xe = 1, then e =2 PI . Thus 4 and 5 do not aect I and
hence the star path inequality induced by I remains violated by (x0; y0) in G0.
Now, suppose yuv = 1 for some (u; v) 2 A. Without loss of generality, we
may assume that u = il 2 I. Therefore, y0ilk = 0 for all k 2 V n fil; vg, and
x0ilk = 0 for all k 2 V n filg. As the star-path inequality induced by I is violated,
z = x(PI) +
P
i2Infi0g
P
(i;j)2A yij +
P
j2I:(i0;j)2A yi0j > m. Let I
0 = I n filg. To
obtain the star-path inequality induced by I 0 from the one induced by I, we need
to remove the terms related to node il from the left hand side and add xil 1il+1 .
CHAPTER 4. A B&C ALG. FOR THE SINGLE HOMING PROBLEM 68
Decreasing the right hand side by one we obtain the new star-path inequality
induced by I 0. Since z   1 + xil 1;il+1 > m   1, this new star-path inequality is
also violated by (x0; y0). So there is a violated star-path inequality in G0 after
reduction by 3, if there is one in G.
The converse of the theorem can be easily seen to be true. 
These results allow us to apply the reduction operations and then solve the
separation problems on the reduced spaces. Since it will be possible to identify the
violated valid inequalities on the reduced spaces provided that there is a violated
one in the original space, we expect to decrease the amount of time spent to
solve the separation problems as the problem sizes are reduced by the reduction
operations.
4.2 Separation Algorithms
In this section we shall describe our separation algorithms. For a given fractional
solution (x; y) we dene the following sets Vh = fi 2 V :
P
j2V nfig y

ij = 0g [
f0g; Vph = fi 2 V :
P
j2V nfig y

ij > 0 and x
((i)) > 0g; Vu = fi 2 V : x((i)) =
0 and 9j 2 V n fig such that yij = 1g and Vpu = fi 2 V n Vu : x((i)) = 0g.
We call the elements of these sets hubs, partial hubs, users, and partial users,
respectively. Note that Vh; Vph; Vu; Vpu form a partition of V . We also dene
V  = Vh [ Vph, E = ffi; jg 2 E : xij > 0g and A = f(i; j) 2 A : 0 <
yij < 1g. G = (V ; E) is our support graph and it may be disconnected. Let
Gi = (V i; Ei) for i = 0; : : : ; r be the ith connected component of G. Without
loss of generality, we assume 0 2 V 0. Clearly G0 = G if G is connected.
Violated clique inequalities (3.10) are found by complete enumeration and for
the cut (3.12), star-path (3.20) and extended F -partition inequalities (3.18) the
separation algorithms are described in the following sections.
It is important to note that all the separation procedures described are per-
formed on the graphs obtained by the reduction operations unless otherwise spec-
ied. Then we will use some lifting procedures to obtain the violated inequalities
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that will be added to the model from the ones found by the separation algorithms.
First we describe the lifting procedures. LetW (V ) be the set of nodes that arises
from 4 (5) and jW j = q (jV j = r). Let Wi be the contracted node set and wi
the corresponding node for i = 1; : : : ; q. Similarly, let uivi be the contracted edge
and vi be the corresponding node for i = 1; : : : ; r.
Let (S 0; i0) be a pair inducing a violated cut inequality (3.12) in G0. Without
loss of generality, say w1; : : : ; wj 2 S 0 for some j 2 f1; : : : ; qg and v1; : : : ; vk 2 S 0
for some k 2 f1; : : : ; rg. Let S = S 0 n ([jl=1wl [kl=1 vl) [ ([jl=1Wl [kl=1 V l) and
i =
8>><>>:
i0 if i0 =2 W [ V ;
vl if i
0 = vl for some l = 1; : : : ; k;
any node in Wl if i
0 = wl for some l = 1; : : : ; j:
Then (S; i) induce a violated cut inequality in G.
For extended F -partition inequalities (3.18) we dene Y to be the set of
nodes deleted by 3. Let (V
0
0 ; : : : ; V
0
p), F
0 and i01; : : : ; i
0
p dene a violated ex-
tended F -partition inequality in G0. Set Vi = V 0i n ([1lq:wl2V 0i fwlg [1lr:vl2V 0i
fvlg) [ ([1lq:wl2V 0iWl [1lr:vl2V 0i V l) for i = 1; : : : ; p and V0 = V 00 n
([1lq:wl2V 00fwlg [1lr:vl2V 00 fvlg) [ ([1lq:wl2V 00Wl [1lr:vl2V 00 V l) [ Y . The
xed nodes should also be updated as follows:
is =
8>><>>:
i0s if i
0
s =2 W [ V ;
vl if i
0
s = vl for some l = 1; : : : ; k;
any node in Wl if i
0
s = wl for some l = 1; : : : ; j:
for s = 1; : : : ; p
Then (V0; : : : ; Vp), F
0 and i1; : : : ; ip induce a violated extended F -partition
inequality (3.18) in G.
For the star-path inequalities as the reduction operations do not aect the
ordered set of nodes dening the violated star-path inequality, the ordering can
also be used in G.
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Having described the lifting tool, we can focus on the separation algorithms
for each class of valid inequalities.
4.2.1 Cut inequalities
A cut inequality (3.12) is dened by a node set S  V n f0g and a xed node
i 2 S. For a given i 2 V n f0g, it is possible to check if there exists a subset
S  V n f0g with i 2 S for which the cut inequality is violated by solving a
minimum cut problem. Let Gi = (V
 [ fig; Ei ) where Ei = E [ ffi; jg : j 2
V  and (i; j) 2 Ag. Set the capacity of edge e to xe if i =2 e, and to xij + 2yij
otherwise. Labbe et al. [30] showed that a maximum violated cut inequality
with xed node i can be found by solving a minimum cut problem on this graph
separating nodes i and 0. If the minimum cut capacity is less than 2, then there
is a violated cut inequality. Therefore cut inequalities can be separated exactly
by solving jV j   1 minimum cut problems. We also use the separation method of
[30] together with a heuristic algorithm to speed up the separation.
Our separation algorithm works in three phases. We rst use the connected
components of the support graph to generate violated cut inequalities. For a
given connected component Gi = (V i; Ei) we compute the violation of the cut
inequality dened by every j 2 V i and node set V i [fk 2 Vu [Vph : yjk > 0g. As
x((V i)) = 0, it is very likely that we nd a violated inequality this way. The
most violated cut inequality is selected for i = 1; : : : ; r. If r > 1 we perform the
same operations for [qi=1V i for q = 2; : : : ; r.
Second, we use our heuristic on G0. The heuristic is based on the algorithm
of Hao and Orlin [22] which nds a global minimum cut, i.e., a cut with the
minimum capacity among all cuts of a graph. In this algorithm, n  1 minimum
cut problems, where n is the number of nodes of the graph, are solved. Let si
be the source node of the ith minimum cut problem and t the sink node at the
beginning. In the ith step, the minimum cut between si and ft; s1; : : : ; si 1g is
found. Hao and Orlin [22] show that the cut with the minimum capacity among
the ones found in the algorithm is the global minimum cut of the graph. Moreover,
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they select the source nodes in such a way that the running time of the algorithm
is equivalent to that of a single minimum cut problem. We apply their algorithm
on G0 with the capacity of each edge e 2 E0 being equal to xe. Our root node
is the initial sink for the algorithm. Using this we obtain jV 0j   1 cut sets, say
S1; : : : ; SjV 0j 1. Since y values are ignored in edge capacities, there are three
possible outcomes for every cutset. If the capacity of the cut is greater than or
equal to 2 then there is no violated cut inequality associated with this cut. If the
capacity is less than 2, then the violation must be calculated by taking y values
into account for a given xed node to see if the corresponding cut inequality
is really violated. Therefore, for i = 1; : : : ; jV 0j   1 such that the capacity of
[Si; V
0 n Si] is less than 2, we calculate the violation of the cut inequality dened
by Si and j for every j 2 Si [ Vu [ Vph. If there is at least one violated cut
inequality, we choose the one with the maximum violation. If there is more than
one xed node with the same violation, then we choose the one which is used less
often in previous cut inequalities. We can keep track of this information using an
array. If there is still a tie, we break it arbitrarily. Note that if the xed node,
say j 2 Vu [ Vpu, is chosen for a given cutset S, the cutset must be extended as
S [ fjg since j =2 S.
There are two advantages of this method. First, it is very fast. Second, if the
minimum cut capacities are all greater than or equal to 2, then we can conclude
that there is no violated cut inequality. Notice that we are not interested in the
nodes of Vu [ Vpu in minimum cut computations as there is no adjacent edge to
them in the support graph. These nodes are put together with node 0. But if the
xed node of a given cut inequality is assigned to a user or partial user node j
then we move it from V nS to S. This operation does not aect the rst term of
the cut inequality but reduces the second term and hence the violation increases.
As nding a minimum cut between i and 0 provides the most violated cut
inequality with xed node i, we need to solve minimum cut problems for every
node of the backbone network except for the root node. This is necessary as
the cut inequalities are in the model formulation and must be separated exactly.
However, as we use a heuristic step rst, we can eliminate some nodes from
consideration in the exact separation phase. This is possible because either some
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violated cut inequality is found for the xed node in the heuristic phase or from
the information obtained from the rst step we expect that there is no violated
cut inequality with this xed node. So we dene C to be the set of nodes i in
Vpu [ Vph such that i is not used as a xed node in the inequalities added by
the heuristic. The nodes of C will be referred to as candidate nodes and are
the nodes which are not eliminated from consideration after the heuristic phase.
We remark that nodes in Vh [ Vu are excluded from this candidate list due to
the following reasons. Let i 2 Vh and S  V n f0g be such that i 2 S. If
x((S)) < 2, then there is a violated cut inequality and i gives the maximum
violation as
P
j2V nS y

ij = 0. So if a violated cut inequality with xed node i is
not found in the heuristic phase we can say that either there is no violated cut
inequality with xed node i or another inequality with the same cutset but with
a dierent xed node is found. Therefore we do not include hubs in C. A similar
reasoning can be done for the users. Besides, there is no guarantee we will nd a
dierent cut for this node by using the exact separation if we nd a violated cut
inequality for some i in the heuristic phase. So we do not include such nodes in
C, either.
If at least one cut with capacity less than 2 is found in the heuristic phase
and C 6= ; we pass to the last step, the exact separation phase. In this phase we
solve a minimum cut problem between i and 0 on Gi for every i 2 C.
The Goldberg-Tarjan algorithm [17] is used to solve the minimum cut prob-
lems. Our separation procedure is given in Algorithm 1. As it turns out during
our experimentation, the heuristic part signicantly improves the CPU time of
our branch-and-cut algorithm.
4.2.2 Extended F -partition inequalities
Unlike the cut inequalities, the separation of the extended F -partition inequalities
is not easy. We claim that the separation problem associated with the extended F -
partition inequalities (3.18) is NP-Hard. Here we consider the problem of nding
a most violated inequality. So we dene the decision version of the separation
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Algorithm 1: Cut Inequality Separation
Input: (x; y); Gi = (V i; Ei) for i = 0; : : : ; r, Gi = (V
0 [ fig; Ei ) for
i 2 Vpu [ (Vph \ V 0)
begin1
C  Vu [ (Vph \ V 0)2
if r > 0 then3
for i = 1 to r do4
forall k 2 V i [ Vu [ Vpu do zk = 2  2
P
j2V nV i y

kj5
j  argmaxk2V i[Vu[Vpufzkg6
if zj > 0 then7
V i [ fk 2 Vu [ Vpu : yjk > 0g and j form a violated cut ineq.8
C  C n fjg9
if r > 1 then10
for i = 2 to r do11
forall k 2 [ij=1V j [ Vu [ Vpu do zk = 2  2
P
j2V n[il=1V l y

kj12
l argmaxk2[ij=1V j[Vu[Vpufzkg13
if zl > 0 then14
[ij=1V j [ fk 2 Vu [ Vpu : ylk > 0g and l form a violated15
cut ineq.
C  C n flg16
Use Hao-Orlin algorithm on G0 and nd jV 0j   1 cutsets denoted by17
S1; : : : ; SjV 0j 1
for l = 1 to jV 0j   1 do18
if capacity of [Sl; V
0 n Sl] is less than 2 then19
forall i 2 Sl [ Vu [ Vpu do zi = 2  x((Sl))  2
P
j2V nSl y

ij20
k  argmaxi2Sl[Vu[Vpufzig21
if zk > 0 then22
S [ fj 2 Vu [ Vpu : ykj > 0g and k form a violated cut23
inequality
C  C n fkg24
forall i 2 C do25
Find minimum cut [S; V  n S] between i and 0 on Gi26
if capacity of [S; V 0 n S] is less than 2 then27
S [ fj 2 Vu [ Vpu : yuj > 0g and i form a violated cut inequality
end28
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problem as follows.
Given a graph G = (V;E), a special node 0 2 V , a solution (x; y) 2RjEj+ RjV j
2
+ ,
and a positive number , does there exist a partition V0; V1; : : : ; Vp of V with
0 2 V0, F  (V0) with jF j = 2k + 1 for some integer k  0, il 2 Vl for
l = 1; : : : ; p such that x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nVl yilj  p  k   ?
To establish the complexity status of the separation problem associated with
the extended F -partition inequalities, we will use a reduction from the decision
version of the Uncapacitated Concentrator Location Problem (decUCL). The de-
cUCL is dened as follows. Given a set of nodes I, cost Cij for i 2 I and
j 2 I and a positive scalar K, does there exist a nonempty subset I 0 of I and a
choice ji 2 I 0 for each i 2 I n I 0 such that
P
j2I0 Cjj +
P
i2InI0 Ciji  K? This
problem is NP-complete [31]. To avoid trivial cases, we consider instances with
maxi;j2I Cij > KjIj .
Theorem 4.5 The decision version of the separation problem associated with the
extended F -partition inequalities (3.18) is NP-complete.
Proof It is easy to verify that the problem is in NP.
To show that the problem is NP-complete, we give a polynomial time reduc-
tion of the decUCL to the decision version of the separation problem. Given an
instance of the decUCL, consider the following instance of the separation problem.
Let  = maxi;j2I CijjIj  K. Set V = f0g [ I, E = ffi; jg : i 2 V; j 2 V n figg,
x = 0, yij =
K+
jIj   Cji for i 2 I and j 2 I. Observe that yij is nonnegative for
each i 2 I and j 2 I. Let yi0 = y0i = 0 for all i 2 I and y00 = 1.
Notice that as x = 0 and
P
j2V nVl yilj = 1  
P
j2Vl yilj for il for l = 1; : : : ; p,
the extended F -partition inequality (3.18) can be rewritten as
pX
l=1
X
j2Vl
yilj  k: (4.2)
Let V0; V1; : : : ; Vp be a partition of V with 0 2 V0, F  (V0) with jF j = 2k+1
for some integer k  0, il 2 Vl for l = 1; : : : ; p such that the corresponding
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extended F -partition inequality (4.2) is violated with violation at least as large
as . Now consider a new partition such that V
0
l = Vl for l = 2; : : : ; p, V
0
0 = f0g,
and V
0
1 = V1[V0nf0g. Let F 0 be a subset of (0) with cardinality 1. The resulting
extended F -partition inequality (4.2) is also violated with violation at least as
large as . So there exists an extended F -partition inequality with violation at
least  if and only if there exists an extended F -partition inequality with violation
at least , V0 = f0g, and F  (0) with jF j = 1.
We claim that there exists a solution to the decUCL if and only if there exists
a partition of V into V0; V1; : : : ; Vp with V0 = f0g and F  (0) with jF j = 1, and
a choice of nodes i1; : : : ; ip with il 2 Vl for l = 1; : : : ; p such that the inequality
(4.2) is violated with a violation of at least .
Given a solution of decUCL, let p = jI 0j and so I 0 = fi1; : : : ; ipg. For
l = 1; : : : ; p, let Vl = fi 2 I n I 0 : ji = ilg [ filg, V0 = f0g and F be any
element of (0). The left hand side of the inequality,
Pp
l=1
P
j2Vl yilj, is equal
to
Pp
l=1 yilil +
Pp
l=1
P
j2Vlnfilg yilj =
P
i2I0 (
K+
jIj   Cii) +
P
i2InI0 (
K+
jIj + Ciji) =
K +    (Pi2I0 Cii +Pi2InI0 Ciji). As Pi2I0 Cii +Pi2InI0 Ciji  K, we havePp
l=1
P
j2Vl yilj   and hence the inequality (4.2) is violated with a violation of
at least .
Given a partition of V into V0; V1; : : : ; Vp with V0 = f0g, F  (0) with
jF j = 1, and a choice of nodes i1; : : : ; ip with il 2 Vl for l = 1; : : : ; p such that the
inequality (4.2) is violated with a violation of at least , let I
0
= fi1; : : : ; ipg, and
jk = il for k 2 Vl and l 2 f1; : : : ; pg. We can show that this is a solution to the
decUCL following the steps above. 
For this reason, we propose two heuristic algorithms for the separation of the
extended F -partition (3.18) inequalities instead of an exact separation method.
The rst one is based on searching odd fractional cycles in G. A set of nodes
fv1; : : : ; vpg which induces an odd cycle is determined, if one exists. Let V0 =
V n fv1; : : : ; vpg. The edges in (V0) with values greater than 12 are included in
F in such a way that jF j becomes odd. The corresponding inequality is checked
for violation.
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The second heuristic is based on nding a maximum cut in a graph. Since
the maximum cut problem is NP-hard, it is solved heuristically as follows. We
associate with each edge e a capacity equal to 1 xe. We use the algorithm of Hao
and Orlin [22] on G0 to nd jV 0j 1 minimum cuts. Let S be a cutset obtained by
this algorithm such that 0 2 S and V0 = S [ Vu [ Vpu. Let V 0 n S = fv1; : : : ; vpg.
Then our partition is (V0; V
1; : : : ; V r; v1; : : : ; vp). We construct F as we did in
the rst heuristic. For the strong component Gi, node j 2 V i with the largestP
k2V nV i y

jk value is selected as the xed node for i = 1; : : : ; r. We check the
extended F -partition inequality induced by this partition and xed nodes to see
if it is violated.
Note that we included the connected components as separate node sets while
forming the partition. This is because doing so increases the violation of a given
extended F -partition inequality. Consider a connected component Gi. Since
x((V i)) = 0 and
P
k2V nV i y

jk  1 for any xed node j 2 V i, the increase
in the left hand side of the inequality is at most 1. But the right hand side in-
creases exactly by one when we include the connected component in the partition.
Therefore using a connected component, we can increase the violation of a given
extended F -partition inequality.
4.2.3 Star-path inequalities
The separation problem associated with the star-path inequalities (3.20) is also
NP-Complete. First we remark that inequality (3.20) can be rewritten as x(PI) Pm
l=1 yilil +
Pm
l=1 yi0il  0 using the self assignment variables.
The decision version of the separation problem is then dened as follows.
Given a graph G = (V;E), K > 0, a special node 0 2 V , a solution (x; y) 2
R
jEj
+ RjV j
2
+ , does there exist a set of m+ 1 distinct nodes i0; i1; : : : ; im in V n f0g
such that x(PI) 
Pm
l=1 yilil +
Pm
l=1 yi0il  K?
Theorem 4.6 The decision version of the separation problem associated with the
star-path inequalities (3.20) is NP-complete.
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Algorithm 2: Extended F -Partition Inequality Separation
Input: (x; y); Gi = (V i; Ei) for i = 0; : : : ; r
begin1
repeat2
Find a fractional odd cycle v1; : : : ; vp such that vi 2 V 0 n f0g for3
i = 1; : : : ; p
V0  V n fv1; : : : ; vpg4
Construct F  fe 2 (V0) : xe > 0:5g so that jF j is odd5
Compute the violation for F and the partition (V0; v1; : : : ; vp)6
until no fractional odd cycle is found ;7
if no violated extended F -partition inequality is found above then8
Use algorithm of Hao and Orlin on G09
foreach cut [S; V 0 n S] such that 0 2 S found in the algorithm do10
V0  S [ Vu [ Vpu11
Construct F  fe 2 (V0) : xe > 0:5g so that jF j is odd12
Compute the violation for F and the partition13
(V0; V
1; : : : ; V r; v1; : : : ; vp) where V
0 n S = fv1; : : : ; vpg
end14
Proof NP membership is easily veriable. To establish the complexity status we
give a reduction from the Hamiltonian Path Problem which is dened as follows.
Given a graph G0 = (V 0; E 0), does G0 contain a simple path consisting of all
the nodes in V 0? Given such an instance, consider the following instance of the
separation problem. Set V = V 0[f0g, E = ffi; jg : i 2 V; j 2 V nfigg xe = 1 for
e 2 E 0, xe = 0 for e 2 E nE 0, y = 0, and K = jV j   1. Now it is easy to conclude
that G0 has a Hamiltonian Path if and only if the constructed separation problem
has a solution. 
This result makes the use of a heuristic algorithm for separation, necessary.
Assuming that all clique inequalities (3.10) are satised, it can be seen that
a star-path inequality can be violated only if the x terms of the inequality are
positive. Moreover, we observed that violated star-path inequalities are frequently
induced by paths which include nodes to which the initial node s is assigned. For
this reason we restrict our search for paths on these nodes. For some initial node
s, let Vs = fi 2 V  n f0g : ysi > 0g [ fsg and Es = fij : i 2 Vs; j 2 Vs; xij < 1g.
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Note that we omitted the edges with values 1 by Lemma 4.3. The edges of Es are
ordered in a decreasing way and edges are selected from this list until a simple
path starting at node s and covering all nodes of Vs is obtained. After nding
such a path we analyze the nodes to see if their removal increases the amount
of violation of the inequality. We restrict the heuristic to the search of star-path
inequalities with more than 4 nodes as the 3 and 4 node star-path inequalities
are generated by enumeration. Using the necessary conditions stated in Lemma
4.3 for a star-path inequality to be violated, the enumeration can be performed
very eciently.
Algorithm 3: Star-Path Inequality
Data: (x; y); S = fi 2 V : 9jj0 < yij < 1g
begin1
forall s 2 S do2
Vs = fi 2 V  n f0g : ysi > 0g [ fsg3
Es = fij : i 2 Vs; j 2 Vs; xij < 1g4
Gs = (Vs; Es)5
if jVsj > 4 then6
Find the longest path starting from s on Gs by a greedy method7
Let P = v0; : : : ; vp be the path8
violation =
Pp 1
i=0 x

vivi+1
+
Pp
i=1 y

v0vi
+
Pp
i=1
P
j2V nfvig y

vij
  p
repeat9
for i = 1 to p do10
zi = 1 + x

vi 1vi+1   xvivi+1   xvi 1vi   yv0vi  
P
j2V nfvig y

vij
k  argmaxi=1;:::;pfzig11
  zk12
if  >= 0 then13
violation violation+ 14
Remove vk from P15
until  < 0 or jP j  4 ;16
if violation > 0 then P induces a violated star-path inequality17
Find violated 3 and 4 node star-path inequalities by enumeration18
end19
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4.3 Computational results
Based on our polyhedral analysis and the separation algorithms described earlier
we developed a branch-and-cut algorithm for the 2ECSSP. We start the optimiza-
tion by solving the following linear program:
min
X
ij2E
cijxij +
X
(i;j)2A
d0ijyij
s.t.
x0i +
X
j2V nfig
yij  1 8i 2 V n f0g
x((i)) +
X
j2V nfig
yij  2 8i 2 V n f0g
0  xij  1 8ij 2 E
0  yij  1 8(i; j) 2 A
The solution (x; y) of this initial subproblem is feasible for 2ECSSP if it satis-
es the cut inequalities, the clique inequalities and integrality constraints. There-
fore at each iteration of the branch-and-cut algorithm we solve the separation
problems to determine if there are violated inequalities. The dierent inequal-
ities are separated in the following order: clique (3.10), cut (3.12), F -partition
(3.18) and star-path (3.20) inequalities. We generate up to 200 violated valid
inequalities at each iteration and look for a violated inequality only if we cannot
nd a violated inequality of a previous class and found less than 200 inequalities.
Note that if a solution is integral and there is no violated cut or clique inequality,
then we do not need to solve the separation problems for the F -partition and the
star-path inequalities.
We need to note that there are many factors that could aect the overall per-
formance of the branch-and-cut algorithm and the number of violated inequalities
that are added at each iteration is one of these factors. If too many violated in-
equalities are added at each iteration, then the size of the subproblems and the
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cpu time required to solve them will increase rapidly. On the other hand, if we
add too few violated inequalities then the number of iterations will increase and
the total cpu time may increase, as well. Unfortunately, there is no exact way
to determine how many inequalities should be added at each iteration. For this
reason, we make experiments using dierent limits for the number of inequal-
ities to be added. Although, dierent limits have dierent eects on dierent
instances, meaning that cpu time for some instances decreased while it increased
for the others, we observed that adding 200 violated inequalities provided better
performance for the branch-and-cut algorithm. It is also possible to set this limit
to a percent of the size of the problem instance instead of a constant number.
Such a strategy may not have very signicant eects in our experiments, since
the size of the problem instances we solved do not dier very much. However, if
very large problems are to be solved, then such a strategy should be considered.
We adapt the instance generation method of Labbe et al. [30]. Our test
problems are based on TSP instances from TSPLIB 2.1 [38]. TSPLIB is a library
that includes instances for the TSP and similar problems. The instances are
obtained from dierent resources and they have dierent metrics, such as two and
three dimensional Euclidean metric, geographical distances, and etc. The variety
of the metrics used in the instances will allow us to observe the performance of the
proposed solution methodology on dierent types of problems instances. Name of
each problem instance is composed of a string and a number, which denotes the
number of nodes in the instance. The detailed information about the instances
and the methods to compute the distances between nodes are provided in [38].
Note that, these instances only dene the distances between the nodes. However,
we need two dierent cost parameters, one for the backbone links and one for the
assignments, for every node pair. To compute the backbone link setup costs and
assignment costs we use the following formulas proposed by Labbe et al. [30],
cij = dlije and dij = d(10  )lije where lij denotes the distance between nodes
i and j in the TSPLIB instances and  2 f3; 5; 7; 9g. We set dii = 0 for all
i 2 V n f0g. Note that as  decreases, assignment costs increase while backbone
link setup costs decrease, i.e., the problem gets closer to the 2-edge connected
subgraph problem. Conversely, as  increases the number of nodes chosen to be
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hubs decreases and the problem gets farther from the 2-edge connected subgraph
problem. The  is an articial coecient used to obtain instances with dierent
cost structures although the underlying graphs are the same. The aim of this
is to observe the eectiveness of the proposed solution methodology on dierent
problem instances. In real life problems, the cost structure will be formed based
on several factors, such as geographical or technological constraints. So there
will be no need for an  value in real life problems. This also means that there
is not a correct  value for the experiments, however, the set of possible values
of  is chosen such that almost all nodes are chosen to be hubs in the optimal
solution when  = 3 and very few hubs are used in the backbone network in
the optimal solution when  = 9. In addition to these extreme cases, setting
 2 f5; 7g allows us to observe the performance of the branch-and-cut algorithm
on the intermediate ones.
A construction heuristic is used to nd an initial solution at the beginning
of the algorithm. We start from node 0 and apply the nearest neighbor TSP
heuristic to obtain a cycle that includes all nodes of the graph. As this cycle is
2-edge connected, it forms a feasible solution. Throughout the branch-and-cut
algorithm, we also use an LP based improvement heuristic. The edges are ranked
in a decreasing order according to their values in the fractional solution. We start
with an empty set and add the edges one by one until we obtain a cycle. The
remaining nodes which are not included in the cycle are assigned to a node in the
cycle with minimum assignment cost.
We implemented our algorithm in C++ using ABACUS 3.0 as the framework
and CPLEX 11.0 as the LP solver. Computational analysis is performed on a
workstation with 2.66 GHz xeon processor and 8 Gb of ram. We use best rst
search as the search strategy and strong branching as the branching strategy.
Tailing o control is used; we branch if the improvement in the objective function
value is small in 10 subsequent iterations. We do not use pool separation, and
added inequalities are removed if they are not active in 5 subsequent iterations.
Our computational results are provided in Tables 4.1-4.6. In all the tables, the
rst two columns denote the name of the instance and the  value, respectively.
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The number of nodes in the instance is also included in the name of the instance.
The other columns given in the tables are explained below:
NClq number of generated clique inequalities;
NCut number of generated cut inequalities;
NFP number of generated F -partition inequalities;
NSP number of generated star-path inequalities;
Opt optimal objective function value;
NNode number of branch-and-cut nodes evaluated;
Cpu total CPU time in seconds (rounded to the nearest integer);
Gap1 the relative error between the optimal solution value and the lower bound
obtained at the root node of the branch-and-cut tree;
Gap2 the relative error between the best upper bound (the optimal solution
value if the problem is solved to optimality) and the lower bound obtained
at the end of the branch-and-cut algorithm.
In Table 4.1 only clique and cut inequalities are used in solving the instances.
In Table 4.2, we present the results obtained using extended F -partition inequali-
ties together with the basic inequalities. The last three columns show the improve-
ment in the gap, CPU time and the number of branch-and-cut nodes attained
by adding the extended F -partition inequalities, respectively. Here a negative
value means the performance gets worse after adding the extended F -partition
inequalities. If an instance is not solved to optimality using only clique and cut
inequalities, then it is not possible to compute the improvement for CPU time; we
denote such cases with . Table 4.3 includes the results obtained using both ex-
tended F -partition and star-path inequalities together with the basic inequalities,
and its columns are similar to those of Table 4.2 except that the improvement
columns give the comparisons between Tables 4.2 and 4.3. Finally, the instances
are solved with all the valid inequalities without using the reduction operations
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and the results are given in Table 4.4. The last three columns of this table present
information about comparisons made between Tables 4.3 and 4.4, and a positive
value indicates that the algorithm performs better with reduction operations.
We solved 28 instances, 10 of which reached optimality at the root node. We
observe that the number of branch-and-cut nodes exploited tends to decrease as 
increases. The optimal solution is found at the root node when  = 9 even if the
F -partition and star-path inequalities are not used. However, when  = 3 and
no F -partition and star-path inequalities are used, the number of nodes increases
to an extent that the algorithm terminates before reaching the optimal solution
due to memory problems. When only the clique and cut inequalities are used, 8
instances could not be solved to optimality due to memory problems and these
are denoted with  in the CPU column. For such instances, Gap2 could be as
large as 23% and the average Gap2 is around 8:75%. The average Gap1 is 0:41%.
For the instances which could not be solved to optimality, Gap2 is greater than
Gap1. This is because we used the optimal solution values obtained from Table
4.2 to compute Gap1 for these instances, while the best feasible solution values
were used in the computation of Gap2. The details of the results can be seen in
Table 4.1.
When we also use the extended F -partition inequalities, optimal solutions
could be found for all instances. Gap1 decreased as well. The average Gap1
reduced to 0:22% and 2 more instances could be solved at the root node. This
shows that extended F -partition inequalities are important for the success of
the branch-and-cut algorithm. For a few instances, the CPU time increased
slightly, but for most of the instances, especially for the instances with  2 f3; 5g,
improvement in solution time is signicant. These results are presented in Table
4.2.
Observing Table 4.3, we can say that the performance of the algorithm gets
better on average by the addition of the star-path inequalities,. Although there
are a few instances on which the algorithm performs worse, the improvements are
more signicant. The average Gap1 reduced to 0:19%. We can see that optimal
solutions are found for all of the instances in less than 21 minutes. Without
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instance  Opt Gap1 Gap2 NClq NCut Cpu NNode
kroA150 3 79572 0.85 0 170 1131 111 1109
kroA150 5 125435 0.08 0 224 320 1 5
kroA150 7 140961 0.25 1.2 718 3652 * 2641
kroA150 9 113080 0 0 1866 4085 231 1
kroB150 3 78180 1.26 9.18 1112 5014 * 2856
kroB150 5 122875 1.19 2.28 1959 170593 * 2832
kroB150 7 135382 0 0 690 2002 10 1
kroB150 9 108885 0 0 1906 4229 227 1
u159 3 126240 0.37 0 52 116 11 69
u159 5 204250 0.54 0 306 3939 50 113
u159 7 235221 0 0 724 2993 17 1
u159 9 199552 0 0 2038 5161 281 1
rat195 3 6957 0.85 13.97 626 2047 * 1692
rat195 5 11320 0.3 0 608 6640 168 523
rat195 7 12319 0.02 0 1004 6470 113 3
rat195 9 8977 0 0 2849 8749 872 1
d198 3 47340 0.43 0 178 1237 387 1943
d198 5 76945 2.18 2.54 3970 532153 * 1629
d198 7 94300 0.19 0 1132 9739 465 209
d198 9 96088 0 0 2864 12565 1099 1
kroA200 3 87951 0.86 23.27 1052 3740 * 1606
kroA200 5 138885 0.53 6.15 1793 133500 * 1593
kroA200 7 158227 0.37 0 1256 35163 2639 185
kroA200 9 122594 0 0 2586 7170 761 1
kroB200 3 88311 0.92 11.37 616 2239 * 1607
kroB200 5 138905 0.3 0 449 13661 240 253
kroB200 7 156638 0 0 886 3210 31 1
kroB200 9 124043 0 0 2628 6675 819 1
Table 4.1: Results with only clique and cut inequalities.
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instance  Opt Gap1 NFP Cpu NNode gapimp cpuimp nodeimp
kroA150 3 79572 0.54 427 31 159 36.59 72.07 85.66
kroA150 5 125435 0 58 0 1 100 100 80
kroA150 7 140961 0.24 53 70 19 2.59 ** 99.28
kroA150 9 113080 0 10 266 1 0 -15.15 0
kroB150 3 78180 0.83 633 44 331 34.01 ** 88.41
kroB150 5 122875 0.72 1415 207 413 39.12 ** 85.42
kroB150 7 135382 0 9 10 1 0 0 0
kroB150 9 108885 0 12 211 1 0 7.05 0
u159 3 126240 0.21 71 2 15 43.44 81.82 78.26
u159 5 204250 0.16 547 51 95 69.48 -2 15.93
u159 7 235221 0 10 16 1 0 5.88 0
u159 9 199552 0 12 270 1 0 3.91 0
rat195 3 6957 0.62 1398 128 191 27.12 ** 88.71
rat195 5 11320 0.14 162 35 59 52.94 79.17 88.72
rat195 7 12319 0 6 76 1 100 32.74 66.67
rat195 9 8977 0 3 938 1 0 -7.57 0
d198 3 47340 0.28 421 114 397 34.8 70.54 79.57
d198 5 76945 0.5 507 83 23 76.92 ** 98.59
d198 7 94300 0.13 51 372 155 33.01 20 25.84
d198 9 96088 0 36 1095 1 0 0.36 0
kroA200 3 87951 0.59 3970 476 1217 30.82 ** 24.22
kroA200 5 138885 0.22 518 194 69 57.92 ** 95.67
kroA200 7 158227 0.19 118 305 35 49.41 88.44 81.08
kroA200 9 122594 0 8 748 1 0 1.71 0
kroB200 3 88311 0.28 378 48 131 69.36 ** 91.85
kroB200 5 138905 0.22 469 136 73 25.12 43.33 71.15
kroB200 7 156638 0 7 39 1 0 -25.81 0
kroB200 9 124043 0 11 778 1 0 5.01 0
Table 4.2: Results with the extended F -partition inequalities.
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instance  Opt Gap1 NSP Cpu NNode gapimp cpuimp nodeimp
kroA150 3 79572 0.54 0 31 159 0 0 0
kroA150 5 125435 0 0 0 1 0 0 0
kroA150 7 140961 0.24 640 48 17 0 31.43 10.53
kroA150 9 113080 0 1128 225 1 0 15.41 0
kroB150 3 78180 0.83 0 44 331 0 0 0
kroB150 5 122875 0.72 34 136 291 -0.23 34.3 29.54
kroB150 7 135382 0 515 7 1 0 30 0
kroB150 9 108885 0 1874 224 1 0 -6.16 0
u159 3 126240 0.21 0 2 15 0 0 0
u159 5 204250 0.15 6 25 31 5.95 50.98 67.37
u159 7 235221 0 482 12 1 0 25 0
u159 9 199552 0 1823 299 1 0 -10.74 0
rat195 3 6957 0.62 0 128 191 0 0 0
rat195 5 11320 0.14 2 35 59 0 0 0
rat195 7 12319 0 534 59 1 0 22.37 0
rat195 9 8977 0 181 728 1 0 22.39 0
d198 3 47340 0.28 0 114 397 0 0 0
d198 5 76945 0.08 2 29 13 84.5 65.06 43.48
d198 7 94300 0.13 1778 339 123 0 8.87 20.65
d198 9 96088 0 3197 1258 1 0 -14.89 0
kroA200 3 87951 0.59 0 476 1217 0 0 0
kroA200 5 138885 0.22 4 194 69 0 0 0
kroA200 7 158227 0.16 668 349 73 16.72 -14.43 -108.57
kroA200 9 122594 0 1023 850 1 0 -13.64 0
kroB200 3 88311 0.28 0 47 131 0 2.08 0
kroB200 5 138905 0.22 32 116 83 0 14.71 -13.7
kroB200 7 156638 0 448 38 1 0 2.56 0
kroB200 9 124043 0 556 830 1 0 -6.68 0
Table 4.3: Results with the extended F -partition and star-path inequalities.
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F -partition and star-path inequalities, 651 branch-and-cut nodes are necessary
to reach the optimal solution on average while only 115 nodes are required if
F -partition and star-path inequalities are used.
When we compare the results obtained using the extended F -partition and
the star-path inequalities together with the results obtained by only using the
extended F -partition inequalities, there is a slight improvement on average in
terms of the number of nodes and the solution time. We also observe that violated
extended F -partition inequalities can be found for all values of  while violated
star-path inequalities could not be found for  = 3. This is consistent with our
theoretical ndings as most of the nodes are selected as hubs when  = 3. The
number of the star-path inequalities is also small for  = 5. They are mainly
violated when  2 f7; 9g. But for such cases the optimal solution is found at the
root node, so the eect of the star-path inequalities is not as much as the eect
of the extended F -partition inequalities.
The results obtained by not using the reduction operations are given in Table
4.4. It is seen that the solution times improved 13% on average with reduction.
In 17 instances the solution time improved while in 8 instances we have longer
solution times. It can also be seen that the reduction operations are more eective
for  2 f3; 5g. This behavior is consistent with the structures of the fractional
solutions obtained from instances with dierent  values. When  is small,
the number of nodes chosen to be hubs increase since the assignment costs are
comparatively higher than the costs of installing backbone links. This results in
higher number of nodes with yii values close to 1 and thus the number of fractional
y variables decreases. Similarly, the number of x variables with fractional values
also decreases. Note that the reduction operations can be applied to edges and
arcs with integral values. Therefore, the reduction in the number of nodes, edges,
and arcs is much more signicant when  is small.
In Table 4.5 we provide the results of some larger instances. From this table,
it can be seen that instances with up to 318 nodes could be solved to optimality
in less than 2 hours.
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instance  Gap1 Cpu NNode gapimp cpuimp nodeimp
kroA150 3 0.53 49 297 -0.71 36.7 46.5
kroA150 5 0 1 1 0 100.0 0.0
kroA150 7 0.24 52 17 0 7.7 0.0
kroA150 9 0 230 1 0 2.2 0.0
kroB150 3 0.83 54 337 0 18.5 1.8
kroB150 5 0.72 203 343 -0.45 33.0 15.2
kroB150 7 0.01 13 3 100 46.2 66.7
kroB150 9 0 226 1 0 0.9 0.0
u159 3 0.2 9 13 -3.14 77.8 -15.4
u159 5 0.17 53 55 9.46 52.8 43.6
u159 7 0.01 30 3 100 60.0 66.7
u159 9 0 299 1 0 0.0 0.0
rat195 3 0.62 133 191 0 3.8 0.0
rat195 5 0.11 63 65 -23.08 44.4 9.2
rat195 7 0 57 1 0 -3.5 0.0
rat195 9 0 728 1 0 0.0 0.0
d198 3 0.28 133 415 0 14.3 4.3
d198 5 0.1 93 49 20 68.8 73.5
d198 7 0.15 253 67 10.52 -34.0 -83.6
d198 9 0 1255 1 0 -0.2 0.0
kroA200 3 0.59 602 1207 0 20.9 -0.8
kroA200 5 0.23 126 55 2.22 -54.0 -25.5
kroA200 7 0.17 182 19 7.09 -91.8 -284.2
kroA200 9 0 838 1 0 -1.4 0.0
kroB200 3 0.28 67 195 -2.88 29.9 32.8
kroB200 5 0.22 81 59 0 -43.2 -40.7
kroB200 7 0 31 1 0 -22.6 0.0
kroB200 9 0 830 1 0 0.0 0.0
Table 4.4: Results without reduction operations.
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instance  Opt Gap1 NClq NCut NFP NSP Cpu Nnode
pr226 3 241107 0.04 70 209 131 0 5 5
pr226 5 383055 0.69 429 762 192 9 10 5
pr226 7 469493 0.01 981 4393 12 743 85 3
pr226 9 470711 0 2638 7537 17 1254 596 1
gr229 3 401445 0.28 92 597 732 0 121 259
gr229 5 622905 0.07 382 2617 189 7 44 11
gr229 7 680052 0.02 1084 4620 22 154 121 9
gr229 9 509687 0 3148 8848 11 793 1756 1
gil262 3 7116 0.2 118 370 319 0 53 111
gil262 5 11235 0.07 454 982 211 3 22 13
gil262 7 12497 0 1279 8125 14 742 139 1
gil262 9 9749 0 3958 12226 11 1794 3764 1
lin318 3 126087 0.17 182 400 277 0 75 49
lin318 5 202140 0.15 618 16769 957 24 490 87
lin318 7 229449 0 1545 9973 9 660 340 1
lin318 9 177089 0 4547 18835 7 411 6299 1
Table 4.5: Results of larger instances.
Finally, in Table 4.6, we provide the computational results in which the heuris-
tic phase of cut inequality (3.12) separation is not used. Looking at the solution
times, it can be seen that the CPU times increase signicantly. The CPU time
is 164% higher on average if the heuristic part is not used. Moreover, for some
instances, the CPU times are about 11 times larger without the heuristic cut
separation, and hence, our heuristic separation for the cut inequalities seems to
be very ecient.
4.4 Conclusion
We analyzed the 2ECSSP in Chapters 3 and 4 and presented the details of the
polyhedral analysis as well as the solution approach we used. We provided some
valid inequalities to make the formulation stronger. We also discussed the sep-
aration problems for the constraints and the valid inequalities. Through some
reduction operations we identied methods to reduce the sizes of the problems
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instance  Cpu NNode cpuimp
kroA150 3 65 495 110
kroA150 5 1 1 0
kroA150 7 67 17 40
kroA150 9 254 1 13
kroB150 3 141 915 220
kroB150 5 409 363 201
kroB150 7 11 1 22
kroB150 9 231 1 3
u159 3 3 21 50
u159 5 27 5 8
u159 7 19 1 58
u159 9 306 1 2
rat195 3 823 2765 543
rat195 5 76 55 117
rat195 7 75 1 27
rat195 9 928 1 27
d198 3 1397 3235 1125
d198 5 319 73 1000
d198 7 443 43 31
d198 9 1295 1 3
kroA200 3 642 1165 35
kroA200 5 315 73 62
kroA200 7 548 53 57
kroA200 9 860 1 1
kroB200 3 425 1047 804
kroB200 5 242 65 109
kroB200 7 51 1 34
kroB200 9 884 1 7
Table 4.6: Results without heuristic cut separation.
CHAPTER 4. A B&C ALG. FOR THE SINGLE HOMING PROBLEM 91
that must be solved for separation purposes. In order to test the eectiveness of
the solution approach we employed, we developed a branch-and-cut algorithm.
Problem instances up to 318 nodes could be solved using the branch-and-
cut algorithm. These results showed that our branch-and-cut algorithm is an
eective method in solving 2ECSSP. In addition, we observed that the eects
of the valid inequalities to the performance of the solution method. The linear
programming relaxation values and solution times were improved using the valid
inequalities. Similarly the reduction operations were also shown to be useful for
the performance of the proposed methodology.
We have noted in Section 3.3 that the polyhedral results for the 2ECSSP can
be extended to the kECSSP. Similarly, the separation problems and consequently
the branch-and-cut algorithm developed for the 2ECSSP can also be used to
solve the kECSSP with slight modications. The reduction operations can also
be modied so that they will be valid and useful for the kECSSP, too. However,
it should not be forgotten that, there may be other valid inequalities which might
be very eective in the solution of the kECSSP. Ignoring them may restrict the
size of the problems that could be solved using the branch-and-cut algorithm.
Our next step will be extending the survivability to the local access networks.
The results obtained during the analysis of the 2ECSSP, will also be useful for
the analysis of the 2ECSDHP.
Chapter 5
Hierarchical Survivable Network
Design Problem with Dual
Homing
The problem of designing a two level communication network with a survivable
backbone is analyzed in the previous chapters. As we have stated in Chapter 1
the survivability of the access networks should also be considered. This is be-
cause in case of a failure in the access network the user is disconnected from the
network which is not desired by the user as he/she cannot receive any service.
Clearly, such a failure aects less number of users, particularly only a single user
if the access networks are stars as studied in Chapters 3 and 4. This gives more
importance to the survivability of the backbone network, however, survivable ac-
cess networks would increase the overall service quality provided by the network.
In this chapter, we incorporate the survivability of the access networks in the
network design problem. The problem we study is a variant of 2ECSSP, in which
the backbone network is 2-edge connected and the access networks are stars, i.e.
every user is assigned to one hub. We stick to the 2-edge connectivity of the
backbone network and modify the structure of the access networks by assigning
every user to an additional hub. Therefore each user is assigned to two distinct
hubs and this results in a survivable access network. This structure can be seen in
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the literature and is known as dual homing. Therefore we call this problem 2-edge
connected subgraph with dual homing problem (2ECSDHP). It can be seen that
the denitions of 2ECSSP and 2ECSDHP are quite similar and we use almost
the same notation used for 2ECSSP with few changes. However, we provide the
formal denition and notation below, so that this chapter is a complete one.
5.1 Problem Denition and Notation
We again consider directed and undirected graphs. An undirected graph is de-
noted by G = (V;E) where V is the node set and E is the edge set of G. If e 2 E
is an edge between two nodes i and j, then we also write e = ij or e = fi; jg to
denote e. If a node i is one of the endpoints of an edge e we say i 2 e, and i =2 e,
otherwise. For two node subsets V1 and V2, such that V1\V2 = ;, [V1; V2] denotes
the set of edges having one node in V1 and the other in V2. Given a set S  V ,
we use (S) to represent the cut of S, which is the edge set consisting of edges
having exactly one node in S. In other words, (S) = [S; V n S]. For i 2 V , we
will write (i) instead of (fig).
A directed graph with the node set V and the arc set A is represented by
D = (V;A). Let a 2 A be an arc from node i to node j, then we write a = (i; j)
to denote a. For S  V , we let G(S) (D(S)) denote the subgraph of G (D)
induced by S, that is the subgraph whose node set is S and edge (arc) set is
E(S) (A(S)), the set of edges (arcs) in G (D) having both nodes in S. Given a
vector x 2 RjEj and F  E, we let x(F ) =Pe2F xe.
For the 2ECSDHP, we assume that V = f0; 1; : : : ; ng is a given set of termi-
nals. We assume node 0 is a special one called root node and it is assumed that
it corresponds to a concentrator in the backbone. As in the 2ECSSP, the root
node is always a hub. Set of undirected edges E = ffi; jg : i 2 V; j 2 V n figg
represents the set of potential backbone links and there is a nonnegative xed
setup cost ce associated with every backbone link e 2 E. We assume a complete
graph in terms of edges and do not allow multiple edges. We also dene a set
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of directed arcs A = f(i; j) : i 2 V; j 2 V g, which will be used to denote the
assignments of users to hubs. Similarly, there is a nonnegative assignment cost
dij associated with assigning terminal i 2 V to concentrator j 2 V . In addition,
there is the cost of dii associated with every node i 2 V which is the cost of
installing a concentrator at node i 2 V .
In 2ECSDHP, for a given V , the objective is to nd a partition of V into C
and T such that 0 2 C. Based on this partition a set of backbone links E 0  E(C)
such that the graph (C;E 0) is two edge connected is found and an assignment of
each node in T to two nodes in C such that the total cost of installing backbone
links and concentrators and assigning terminals to concentrators is minimum.
Basically the dierence between 2ECSSP and 2ECSDHP is that we assign each
user to two hubs instead of one hub.
5.2 Mathematical Models
Due to the reasons that will be explained in the next section, we develop three
mathematical models for 2ECSDHP. For our rst model, we dene the following
decision variables.
xe =
(
1; if e is used in the backbone network
0; otherwise
yij =
(
1; if i is assigned to node j
0; otherwise
ti =
(
1; if i is a hub
0; otherwise
Note that the x and y are the variables used for the 2ECSSP. To identify
whether a given node i 2 V is a hub or not, we used variable ti instead of yii to
be consistent with the other models to be presented in this section. Using these
binary variables, we formulate the following model for 2ECSDHP. This model
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will be referred to as M1.
min
X
e2E
cexe +
X
(i;j)2A
dijyij +
X
i2V nf0g
diiti (5.1)
s.t.
2ti +
X
j2V nfig
yij = 2 8i 2 V n f0g (5.2)
xij + yij  tj 8(i; j) 2 A (5.3)
x((S))  2ti +
X
j2Snfig
yij 8S  V n f0g; 8i 2 S (5.4)
xe 2 f0; 1g 8e 2 E
yij 2 f0; 1g 8(i; j) 2 A : i 6= j
ti 2 f0; 1g 8i 2 V n f0g
M1 is similar to the formulation proposed for the 2ECSSP. The objective
function (5.1) minimizes the cost of backbone and local access networks. Con-
straint (5.2) is the assignment constraint stating that a node is either made a
hub or is assigned to two hubs. Constraint (5.3) is the clique constraint of the
2ECSSP. Note that we used the term clique inequality in Chapters 3 and 4 since
the variables in this inequality were forming a clique in the conict graph for
2ECSSP. However, it is not appropriate to use the same term here since they do
not form a clique. As Constraints (5.3) dene the relations between the edges
of the backbone network, the assignments of the users to hubs and the type of
the nodes, we will use the term relation inequality to refer to these constraints.
Also constraint (5.4) is similar to the cut constraint of 2ECSSP and is used to
make the backbone network 2-edge connected. However, the coecients of the y
variables on the left hand side are 1 instead of 2. This is because, the xed node
i of the constraint may be assigned to two nodes in S. If i is assigned to one
node from S and one node from V nS at the same time, the left hand side of the
inequality is only one. The constraint still works, however, it is not as strong as
the one we used in 2ECSSP. Therefore, we try to develop two additional models
to obtain a stronger formulation.
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In the following formulation we use two dierent variables for the assignments
of users to hubs and instead of y we use z and w. The aim of using two sets
of variables is to improve the cut constraints by increasing the coecients of
the variables on the right hand side of constraint (5.4) from 1 to 2. We use x
and t variables together with the z and w variables dened below to develop the
following integer model.
zij(wij) =
(
1; if j is the rst (second) node to which i is assigned to;
0; otherwise
min
X
e2E
cexe +
X
(i;j)2A
dij(wij + zij) +
X
i2V nf0g
diiti (5.5)
s.t.
ti +
P
j2V nfig zij = 1
ti +
P
j2V nfigwij = 1
8i 2 V n f0g (5.6)
xij + wij + zij  tj 8(i; j) 2 A (5.7)
x((S))  2Pj2Snfig zij + 2ti
x((S))  2Pj2Snfigwij + 2ti 8S  V n f0g; 8i 2 S (5.8)
xe 2 f0; 1g 8e 2 E
zij; wij 2 f0; 1g 8(i; j) 2 A : i 6= j
ti 2 f0; 1g 8i 2 V n f0g
This second model is called M2. Note that M1 and M2 are quite similar. The
objective function (5.5) consists of the setup costs of the backbone and local access
networks. Two set of constraints are required for the assignments and constraints
(5.6) are used to imply that a node is either chosen as a hub or is assigned to
another hub. Note that for two nodes i; j 2 V , we have zij + wij  1 as a node
cannot be assigned to the same node twice. This allows us to use the constraint
(5.7) to impose that if a node i is assigned to a node j or the edge between i and
j is used on the backbone network then j must be a hub. Constraint (5.8) is the
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same cut constraint with the one used for 2ECSSP. Since at most one assignment
variable can take value 1 on the right hand side the coecients of the assignment
variables are equal to 2 as desired.
Unfortunately, M2 is not stronger than M1. Let P1 and P2 denote the feasible
solution sets of the linear programming relaxations of M1 and M2, respectively.
Let (x; y; t) 2 P1. Consider the solution (x; z; w; t) dened by wij = zij = yij=2
for every (i; j) 2 A. It can be seen that (x; z; w; t) 2 P2 and both solutions have
the same objective function value. Now let (x; z; w; t) 2 P2 and consider the
solution (x; y; t) dened by yij = wij + zij for every (i; j) 2 A. We can observe
that (x; y; t) is a solution in P1 and the objective function values of the both
solutions are equal. It is shown that a feasible solution in P2 can be found with
the same objective function value for every feasible solution of P1 and vice versa.
This shows that M1 and M2 are equivalent formulations.
Both M1 and M2 have exponential number of constraints. However, in M2
the number of variables is higher. The number of variables used in M2 can be
reduced in the implementation, however, M2 will still have more variables. In
addition, the number of separation problems that must be solved is also higher.
Although the complexities are the same for both formulations, the number of
solved problems would aect the solution performance.
Therefore we propose a third formulation, called M3, in which we keep track
of the assignments in only one variable with three indices. In addition to x and
t we dene the following variable u.
uifj;kg =
(
1; if i is assigned to nodes j and k
0; otherwise
Let Ei = ffj; kg 2 E n (i)g. We will use this set E to dene the domains of
some constraints.
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min
X
e2E
cexe +
X
i2V nf0g
diiti +
X
i2V
X
fj;kg2Ei
(dij + dik)uifj;kg (5.9)
s.t. ti +
X
fj;kg2Ei
uifj;kg = 1 8i 2 V n f0g (5.10)
xe +
X
k2V :fj;kg2Ei
uifj;kg  tj 8(i; j) 2 A; e = fi; jg
(5.11)
xe +
X
k2V :f0;kg2Ei
uif0;kg  1 8i 2 V n f0g; e = fi; 0g
(5.12)
xe  ti 8i 2 V n f0g; e = fi; 0g
(5.13)
x((S))  2ti + 2
X
fj;kg2Ei:jfj;kg\Sj1
uifj;kg 8S  V n f0g; i 2 S
(5.14)
xe 2 f0; 1g 8e 2 E (5.15)
uifj;kg 2 f0; 1g 8i 2 V n f0g; fj; kg 2 Ei
(5.16)
ti 2 f0; 1g 8i 2 V n f0g: (5.17)
Here, the objective function (5.9) is equal to the cost of installing the back-
bone links, the hubs, and the access links. The assignment constraints (5.10)
ensure that each node is a hub or it is assigned to two distinct nodes and the
constraints (5.11), (5.12), and (5.13) ensure that nodes are assigned to hub nodes
and backbone links can be installed between hub nodes. The cut constraints
(5.14) model the requirement that the backbone network is 2-edge connected.
Let S  V n f0g and i 2 S. If i is a hub, i.e., ti = 1, or if i is assigned to at least
one hub in set S, i.e.,
P
fj;kg2Ei:jfj;kg\Sj1 uifj;kg = 1, then the constraint becomes
x((S))  2. Otherwise, i is assigned to two hubs in V n S and the constraint is
redundant. Constraints (5.16)-(5.17) state that the variables are binary.
We rst remark that for S  V nf0g and i 2 S, when i is assigned to one hub
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in S and one hub in V n S, the right hand side of the cut constraint (5.14) of the
three-index model is equal to 2 (hence this constraint imposes the installation of
minimum two edges on the cut between S and V nS), whereas the cut constraint
(5.4) of the two-index formulation has right hand side equal to 1. Now we can
compare the strength of the LP relaxations of M1 and M3.
Theorem 5.1 M3 is stronger than M1.
Proof First, note that yij =
P
k2V :fj;kg2Ei uifj;kg =
P
k2V nfi;jg uifj;kg for all
(i; j) 2 A. Using this equivalence, we can show that the objective functions,
the assignment and relation constraints are the same in both formulations. Now,
we study the cut constraints. Let S  V n f0g and i 2 S. The right hand side of
constraint (5.14) is equal to
2ti + 2
X
fj;kg2Ei:jfj;kg\Sj1
uifj;kg = 2ti +
X
j2Snfig
X
k2V nfi;jg
uifj;kg +
X
fj;kg2Ei\(S)
uifj;kg
= 2ti +
X
j2Snfig
yij +
X
fj;kg2Ei\(S)
uifj;kg;
which is greater than or equal to the right hand side of the cut constraint (5.4).
Thus the three-index formulation M3 is stronger than the two-index formulation
M1. 
Even though M3 is stronger, our preliminary tests have shown that it is not
advantageous to use it in a branch and cut algorithm as it takes much longer
time to solve its LP-relaxations. In addition, we could not nd a polynomial
algorithm to solve the separation problem associated with the constraints (5.14).
Although this constraint is based on the cuts, it is not possible to solve it easily
using minimum cut algorithms.
Since the LP's of M3 is large and hard to solve, and the separation problem
of the cut constraints is dicult, we use M1 to nd the optimal solution of
2ECSDHP. However, it is possible to make M1 stronger by using some valid
inequalities obtained from the projection of M3. In the following subsection we
provide the details of the projection.
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5.2.1 Projection inequalities
Given (x; t; y), there exists a vector u that satises
X
fj;kg2Ei\(S)
uifj;kg  x((S))  2ti  
X
j2Snfig
yij 8S  V n f0g; i 2 S (5.18)X
k2V :fj;kg2Ei
uifj;kg = yij 8(i; j) 2 A (5.19)
uifj;kg  0 8i 2 V n f0g; fj; kg 2 Ei (5.20)
if and only if
X
i2V nf0g
X
SV nf0g:i2S
0@x((S))  2ti   X
j2Snfig
yij
1AiS + X
(i;j)2A
ijyij  0 (5.21)
for all vectors (; ) such thatX
SV nf0g:jS\fj;kgj=1
iS + ij + ik  0 8i 2 V n f0g; fj; kg 2 Ei (5.22)
iS  0 8S  V n f0g; i 2 S: (5.23)
First notice that the above system can be disaggregated for each node i 2
V n f0g. For a given i 2 V n f0g, consider (; ) where  = 0, iS = 1 for some
S  V n f0g with i 2 S and all other entries are zero. The projection inequality
(5.21) for this choice of (; ) is the same as the cut inequality (5.4). This gives
an alternative proof to Theorem 5.1.
Now consider again a vector (; ) where iS = 1 for some S  V n f0g with
i 2 S and all other entries of  are zero. One feasible  vector is as follows:
ij =  1 for some j 2 S n fig, ik = 1 for all k 2 S n fi; jg, and other entries of
 are zero. This yields the projection inequality
x((S))  2ti + 2yij: (5.24)
Next we again consider a vector (; ) where iS = 1 for some S  V n f0g
with i 2 S and all other entries of  are zero. Let j 2 V nS. Consider the vector
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 where ij =  1, ik = 1 for all k 2 V n (S [ fjg), and other entries of  are
zero. The resulting projection inequality (5.21) is
x((S))  2ti +
X
k2Snfig
yik + yij  
X
k2V n(S[fjg)
yik: (5.25)
We conclude this section with the following remark. If we replace the cut
constraints (5.4) with projection inequalities (5.24) or with (5.25) in the two-index
formulation, we obtain two alternative formulations for DH. It is not possible to
compare these two-index formulations among themselves (later, we prove that
all three families of inequalities (5.4), (5.24), and (5.25) are facet dening under
some conditions). However, we can conclude that the three-index formulation is
stronger than these two new formulations as inequalities (5.24) and (5.25) are
projection inequalities.
5.3 Polyhedral Analysis
In this section, we provide the polyhedral analysis done for the 2ECSDHP. We
also present some families of valid inequalities.
We start by modifying M1 to obtain a full dimensional polytope as we did for
the 2ECSSP. We eliminate the variables ti for i 2 V nf0g. From constraints (5.2)
we make the substitution ti = 1 
P
j2V nfig yij
2
for i 2 V n f0g. This yields:
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z =
X
i2V nf0g
dii +min
X
e2E
cexe +
X
(i;j)2A
d0ijyij
s.t. 2xe + 2yij +
X
k2V nfjg
yjk  2 8(i; j) 2 A : j 6= 0; e = fi; jg
(5.26)
xe + yi0  1 8i 2 V n f0g; e = fi; 0g (5.27)
2xe +
X
k2V nfig
yik  2 8i 2 V n f0g; e = fi; 0g
(5.28)
x((S)) +
X
j2V nS
yij  2 8S  V n f0g; i 2 S (5.29)
xe 2 f0; 1g 8e 2 E (5.30)
yij 2 f0; 1g 8(i; j) 2 A (5.31)
where d0ij = dij   dii2 for (i; j) 2 A.
To show that this formulation is equivalent to M1 of Section 5.2, we need to
ensure that
P
j2V nfig yij 2 f0; 2g and so ti 2 f0; 1g for all i 2 V n f0g.
Let i 2 V n f0g. If x((i)) > 0, then constraints (5.26), (5.27), (5.28), and
(5.31) imply that
P
j2V nfig yij = 0. On the other hand, if x((i)) = 0, the cut
constraint (5.29) for S = fig implies that Pj2V nfig yij  2. As Pj2V nfig yij  2
due to constraints (5.28), we have
P
j2V nfig yij = 2. Therefore,
P
j2V nfig yij 2
f0; 2g in any feasible solution to the above model.
Let X = f(x; y) 2RjEj+jAj : (x; y) satises (5.26)-(5.31)g and P = conv(X).
We dene the following vectors. For an edge e 2 E, let e be a vector of
size jEj, where the entry corresponding to edge e is equal to 1 and the remaining
entries are 0. Similarly, for i 2 V n f0g and distinct nodes j; k 2 V n fig, we
dene ijk to be a vector of size jAj, where the entries corresponding to arcs (i; j)
and (i; k) are equal to 1 and the other entries are equal to 0. Note that these
vectors are similar to the ones dened in Chapter 3, however,  vector has two
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positive components and it is not a unit vector unlike the  vector dened during
the polyhedral analysis of 2ECSSP polytope. We assume that jV j  7 in the rest
of the chapter.
5.3.1 Dimension and trivial facets
First, we show that the polytope P is full dimensional.
Theorem 5.2 P is full dimensional.
Proof Suppose that all solutions (x; y) 2 P satisfy ax+ by = . Let e0 2 E and
consider the solutions (
P
e2E e; 0) and (
P
e2Enfe0g e; 0). Both solutions are in
P . So we have a0e = 0.
Let (i; j) 2 A with j 6= 0. Consider the solutions (Pe2E e; 0) and
(
P
e2En(i) e; ij0). As both solutions are in P and a = 0, we have bij + bi0 = 0.
Let i 2 V n f0g and j; k 2 V n fi; 0g be distinct nodes and consider solutions
(
P
e2En(i) e; ij0) and (
P
e2En(i) e; ijk). These solutions are in P implying
that bik = bi0. As we also have bij + bi0 = 0, we can conclude that bij = bi0 = 0.
Now as both a and b are zero,  is also zero. So no inequality is satised at
equality by all points of P . 
The next two theorems are on the strength of the nonnegativity constraints.
Theorem 5.3 For e 2 E, inequality xe  0 is facet dening for P.
Proof Let e 2 E and F = f(x; y) 2 P : xe = 0g. Suppose that all solutions
(x; y) 2 F satisfy ax + by = . Let e0 2 E n feg and consider the solutions
(
P
e^2Enfeg e^; 0) and (
P
e^2Enfe;e0g e^; 0). Both solutions are in F , so ae0 = 0.
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Let i 2 V n f0g and j; k; l 2 V n fig be distinct nodes. As the solutions
(
P
e^2En((i)[feg) e^; ijk) and (
P
e^2En((i)[feg) e^; ijl) are both in F , we have bik =
bil. So bij = i for some i 2 R for all (i; j) 2 A. Now consider the solutions
(
P
e^2Enfeg e^; 0) and (
P
e^2En((i)[feg) e^; ijk). These solutions are both in F and
ae^ = 0 for all e^ 2 E n feg, and hence, 2i = 0. Finally, since the solution (0; 0) is
in F ,  = 0.
Since all the coecients except ae are zero, ax+ by =  is a positive multiple
of xe = 0, and hence xe  0 denes a facet of P . 
Theorem 5.4 For (i; j) 2 A, inequality yij  0 is facet dening for P.
Proof Let (i; j) 2 A and F = f(x; y) 2 P : yij = 0g. Suppose that all solutions
(x; y) 2 F satisfy ax+by = . Let e0 2 E and consider the solutions (Pe2E e; 0)
and (
P
e2Enfe0g e; 0). Since both solutions are in F , we have ae0 = 0.
Let u 2 V n f0g. If u 6= i, then let v; k; l 2 V n fug be distinct nodes. If u = i,
then let v; k; l 2 V n fi; jg be distinct nodes. The solutions (Pe2En(u) e; uvk)
and (
P
e2En(u) e; uvl) are in F . So we can conclude buv = u for some
u 2 R for all (u; v) 2 A n f(i; j)g. Considering the solutions (
P
e2E e; 0) and
(
P
e2En(u) e; uvk), it can be seen that 2u = 0. Moreover,  = 0 since (0; 0) is
in F .
Since all the coecients except bij are zero, ax+ by =  is a positive multiple
of yij = 0 and yij  0 is facet dening for P . 
The inequalities xe  1 for e 2 E and yij  1 for (i; j) 2 A are not facet
dening as they are implied by constraints (5.26), (5.27), and (5.28).
Next, we study the constraints (5.26) and (5.28).
Theorem 5.5 Let (i; j) 2 A such that j 6= 0 and e = fi; jg. The inequality
(5.26) denes a facet of P.
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Proof Let (i; j) 2 A such that j 6= 0, e = fi; jg, and F = f(x; y) 2 P :
2xe + 2yij +
P
k2V nfjg yjk = 2g. Suppose that every solution (x; y) in F also
satises ax+ by = .
Let e
0 2 E n feg. As (Pe^2E e^; 0) and the solution (Pe^2Enfe0g e^; 0) are both
in F , we have ae0 = 0.
Let k 2 V n f0; i; jg and u; v; w 2 V n fkg be distinct nodes. The solutions
(
P
e^2En(k) e^; kuv) and (
P
e^2En(k) e^; kuw) are in F . This implies that bkl = k
for some k 2 R. As both (
P
e^2En(k) e^; kuv) and (
P
e^2E e^; 0) are in F and
ae^ = 0 for all e^ 2 E n feg, we have 2k = 0. Therefore bkl = 0 for every (k; l) 2 A
such that k 2 V n f0; i; jg.
Let u; v; w 2 V n fi; jg be distinct nodes. We dene x = Pe^2En((i)[(j)) e^.
Consider the solutions (x; iuv + juv) and (x; iuw + juv). As these solutions are
in F we conclude that bil = i for some i 2 R for every l 2 V nfi; jg. In addition
we can see that, (x; iuv + juv) and (
P
e^2En(j) e^; juv) are in F . As ae^ = 0 for
all e^ 2 E n feg we have 2i = 0. Therefore bil = 0 for every (i; l) 2 A for all
l 2 V n fi; jg.
Next consider the solutions (
P
e^2En(j) e^; juv) and (
P
e^2En(j) e^; juw) where
u; v; w 2 V nfjg are distinct nodes. Both solutions are in F implying that bjl = 
for some  2 R for every l 2 V n fjg. Note that (Pe^2En(i) e^; ij0) is also in F .
So we can say that bij = 2 since ae^ = 0 for all e^ 2 E n feg, and bi0 = 0. Finally,
consider the solution (
P
e^2E e^; 0) 2 F . We know that ae^ = 0 for all e^ 2 E n feg
and bi0 = 0. Therefore ae = 2. Also  = 2.
Therefore, ax+ by =  is a  multiple of 2xe+2yij +
P
k2V nfjg yjk = 2 and F
is a facet of P . 
Let i 2 V n f0g and e = fi; 0g. Inequality (5.27) is not facet dening since all
feasible solutions that satisfy xe + yi0 = 1 also satisfy yi0 =
P
k2V nf0;ig yik.
Theorem 5.6 Let i 2 V n f0g and e = fi; 0g. The inequality (5.28) denes a
facet of P.
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Proof Similar to the proof of Theorem 5.5. 
The remaining constraints of our formulation are the cut constraints (5.29).
We investigate the conditions under which these inequalities dene facets in Sec-
tion 5.3.3.
5.3.2 Valid inequalities involving only the assignment
variables
In this section, we present two families of valid inequalities that involve only the
assignment variables.
The rst valid inequality we present in this part is the triangle inequality
which is also shown to be valid and facet dening for the 2ECSSP polytope.
Let i; j; k 2 V n f0g be distinct nodes. Then the following triangle inequality
is valid for P.
yij + yjk + yki  1 i; j; k 2 V n f0g (5.32)
Theorem 5.7 Let i; j; k 2 V n f0g be distinct nodes. Inequality (5.32) denes a
facet of P.
Proof Let F = f(x; y) 2 P : yij + yjk + yki = 1g. Suppose that every solution
(x; y) in F also satises ax+ by = .
Let e0 2 E n (i) and consider the solutions (Pe2En(i) e; ij0) and
(
P
e2En(u) e   e0 ; ij0). They are both in F implying that ae = 0 for all e 2
E n(i). Now let e0 2 (i)nffi; jgg and consider the solutions (Pe2En(j) e; jk0)
and (
P
e2En(j) e   e0 ; jk0). Since they are both in F , we have ae = 0 for
all e 2 (i) n ffi; jgg. Finally, considering the solutions (Pe2En(k) e; ki0) and
(
P
e2En(k) e   ij; ki0) in F , we obtain ae = 0 for all e 2 E.
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Let l 2 V nf0; i; j; kg and u; v; w 2 V nfl; ig. Clearly, (Pe2En((i)[(l)) e; ij0+
luv) is a solution in F . Observe that the solution (
P
e2En((i)[(l)) e; ij0 + luw)
is also in F . This shows that blu = l for some l 2 R for (l; u) 2 A. Moreover,
(
P
e2En(i) e; ij0) is also a solution in F . So we have blu = 0 for all (l; u) 2 A
such that l 2 V n f0; i; j; kg and u 2 V n fl; ig. In a similar way, we can construct
solutions (
P
e2En((j)[(l)) e; jk0+li0) and (
P
e2En(j) e; jk0). As both solutions
are in F , ae = 0 for e 2 E, and bl0 = 0, we conclude that bli = 0. So we have
blu = 0 for every (l; u) 2 A such that l 2 V n f0; i; j; kg.
Let u; v; w 2 V n fi; jg. Clearly, (Pe2En((i)[(j)) e; iuv + jk0) is a solu-
tion in F . Observe that the solution (Pe2En((i)[(j)) e; jk0 + iuw) is also in
F . Moreover, (Pe2En(j) e; jk0) is also a solution in F . By symmetry, similar
solutions can be constructed for nodes j and k. Therefore, we have buv = 0 for
all (u; v) 2 A n f(i; j); (j; k); (k; i)g.
Finally consider the solutions (
P
e2En(i) e; ij0), (
P
e2En(j) e; jk0), and
(
P
e2En(k) e; ki0). As they are all in F , we have ba =  for some  2 R
for a 2 f(i; j); (j; k); (k; i)g.
So ax+ by =  is a multiple of yij + yjk + yki = 1 and F is a facet of P. 
The next family of valid inequalities uses the idea of dual homing. If a node
i 2 V n f0g is assigned to a hub, say j 2 V n fig, then it is not a hub node and
must be assigned to a second hub node. This yields the following valid inequality:
yij 
X
k2V nfi;jg
yik: (5.33)
Theorem 5.8 For (i; j) 2 A, inequality (5.33) denes a facet of P.
Proof Let (i; j) 2 A and F = f(x; y) 2 P : yij  
P
k2V nfi;jg yik = 0g. Suppose
that every solution (x; y) in F also satises ax+ by = .
Let e 2 E. Consider the solutions (Pe^2E e^; 0) and (Pe^2Enfeg e^; 0). As they
are both in F , we have ae = 0.
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Let k 2 V nf0; ig and u; v; w 2 V nfkg be distinct nodes. Considering the solu-
tions (
P
e2En(k) e; kuv) and (
P
e2En(k) e; kuw), which are both in F , we obtain
bkl = k for some k 2 R for every (k; l) 2 A. In addition, (
P
e2En(k) e; kuv)
and (
P
e2E e; 0) are both in F . Since ae = 0 for all e 2 E, we have 2k = 0, and
hence bkl = 0 for every (k; l) 2 A such that k 2 V n f0; ig.
Let u; v 2 V n fi; jg be distinct nodes. The solutions (Pe2En(i) e; iju) and
(
P
e2En(i) e; ijv) are both in F . This shows that bil =  for some  2 R for
every l 2 V n fi; jg. Finally, we consider the solutions (Pe2En(i) e; iju) and
(
P
e2E e; 0). Both solutions are in F and note that we know ae = 0 for all e 2 E
and biu = . Together these imply that bij =  . It is easy to see that  = 0.
Now we can conclude that ax+ by =  is a multiple of yij 
P
k2V nfi;jg yik = 0
and F is a facet of P . 
5.3.3 Valid inequalities involving cuts
In this section, we investigate the strength of several families of valid inequalities
based on cuts. These inequalities impose lower bounds on the number of edges
to be installed between two nodes sets S and V n S. Here we need to point out a
dierence between the 2ECSSP and 2ECSDHP. Note that, the number of nodes
in a graph is either equal to 1 or greater than 2. However, in 2ECSDHP there
must be at least three hubs in the backbone network while the backbone of the
2ECSSP can be composed of a single hub. This is because of the dual homing
architecture. If the backbone has only one hub, then there are some users and
this makes it necessary to have at least two hubs in the backbone which is a
contradiction. Therefore if jV n Sj  2 then we know that there is at least one
hub in S. This yields the following inequality,
x((S))  2 8S  V n f0g : jV n Sj  2: (5.34)
which is clearly stronger than the cut inequalities (5.4) when jV n Sj  2.
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The next theorem gives necessary and sucient conditions for the cut con-
straints (5.29) to be facet dening for P .
Theorem 5.9 Let S  V n f0g such that S 6= ; and i 2 S. Inequality (5.29)
denes a facet of P if and only if the following conditions are satised together:
i. jV n Sj  3
ii. jSj  4 or jSj = 1.
Proof Let F = f(x; y) 2 P : x((S)) +Pj2V nS yij = 2g. Suppose that every
solution (x; y) in F also satises ax+ by = .
Let S  V nf0g such that S 6= ; and i 2 S. Suppose that jV nSj  2. Since a
terminal node is assigned to two hubs and the backbone network is to be 2-edge
connected, there must be at least three hubs on the backbone network. This is
because the graph does not contain multiple edges. So for the cases jV n Sj  3
there is at least one hub in set S. Then inequality (5.29) is dominated by the
valid inequality x((S))  2. Similarly, if jSj = 2 inequality (5.36) dominates
(5.29), which can be represented with x((S))  2ti + yij using the t variables.
Let i; k; l 2 V n f0g be distinct nodes and S = fi; k; lg. Let (x; y) 2 X with
x((S)) +
P
j2V nS yij = 2. If i is a hub node, then yik = yil = 0. Now suppose
that node i is not a hub. If x((S)) = 2, then
P
j2V nS yij = 0 and i must be
assigned to nodes k and l. So yik = yil = 1. Finally, if x((S)) = 0, thenP
j2V nS yij = 2, and hence
P
j2S yij = 0 implying yil = yik = 0. Therefore, all
solutions (x; y) 2 X with x((S)) +Pj2V nS yij = 2 also satisfy yik = yil and the
cut inequality is not facet dening.
Now suppose that jSj  4 and jV n Sj  3. Notice that as G is complete,
G(S) and G(V n S) are 2-edge connected.
Let e1, e2 be any two edges in (S) and x =
P
e2E(S)[E(V nS) e. Then (x +
e1 + e2 ; 0) is a solution in F . Let e0 2 (S) n fe1; e2g. As (x + e1 + e2 ; 0)
and the solutions (x + e1 + e0 ; 0) and (x + e2 + e0 ; 0) are all in F , we have
ae1 = ae2 = ae0 . Therefore ae =  for all e 2 (S) for some  2 R.
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Let e0 2 E(S) and e1 and e2 be two edges in (S) incident to the two endpoints
of e0 such that e1 \ e2 \ e0 = ;. Consider the solutions (x + e1 + e2 ; 0) and
(x + e1 + e2   e0 ; 0). As they are both in F , we have ae0 = 0. We can show
similarly that ae0 = 0 for all e
0 2 E(V n S).
Let j 2 V nfi; 0g and e1; e2 be two edges in (S)n(j) with dierent endpoints
in S if j 2 S and with dierent endpoints in V n S if j 2 V n S. We dene
x = x Pe2(j) xee. Let u; v; w 2 V nfjg. Clearly, the solution (x+e1+e2 ; juv)
is in F . Note that (x + e1 + e2 ; juw) is also in F . So we have bjk = j for
some j 2 R for every k 2 V n fjg. Moreover, (x+ e1 + e2 ; 0) is also in F . As
ae = 0 for all e 2 E(S) [E(V n S), we have 2j = 0. Therefore bjk = 0 for every
(j; k) 2 A such that j 6= i.
Let e1; e2 be two edges in (S) n (i) with dierent endpoints in S. Let x^ =
x Pe2(i) xee. Let u; v; w 2 S n fig. Consider the solution (x^+e1 +e2 ; iuv),
which is in F . Observe that, (x^+e1 +e2 ; iuw) is also in F . So we have bik = 
for some  2 R for every k 2 S n fig. Besides, we have (x + e1 + e2 ; 0) in F .
As ae = 0 for all e 2 E(S) [E(V n S), we have 2 = 0. So we can conclude that
bik = 0 for all k 2 S n fig.
Let e1; e2 2 (S) and u; v; w 2 V n S. We dene x0 =
P
e2E(V nS) e and
y0 =
P
j2S juv. Now we can see that the solutions (x
0; y0) and (x0; y0 iuv+iuw)
are both in F . So we have bik =  for some  2 R for all k 2 V n S. Moreover,
(x+e1+e2 ; 0) is also in F . As ae = 0 for all e 2 E(S), bjk = 0 for all (j; k) 2 A
with j 6= i, and ae =  for all e 2 (S) we have 2 = 2. Therefore bik =  for
all k 2 V n S.
Finally, as the solution (x + e1 + e2 ; 0) is in F ,  = 2. Consequently,
ax+ by =  is a  multiple of x((S)) +
P
j2V nS yij = 2 and F is a facet of P.
The proof for the case with jSj = 1 can be done in a similar way. 
Similar to the triangle inequality we can also show that the cut inequality
based on the triangle inequality is also valid and facet dening for P .
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Let S  V n f0g and i; j; k be distinct nodes of S and consider the following
inequality.
x((S))  2(yij + yjk + yki) S  V n f0g; i; j; k 2 S (5.35)
The next theorem gives the conditions under which the inequality (5.35) de-
nes a facet of P.
Theorem 5.10 Let S  V n f0g and i; j; k 2 S be distinct nodes. If jSj  4 and
jV n Sj = 1 or jV n Sj  3 then inequality (5.35) denes a facet of P.
Proof Let F = f(x; y) 2 P : x((S)) = 2(yij + yjk + yki)g. Suppose that every
solution (x; y) in F also satises ax+ by = . We will show that ax+ by =  is
a multiple of x((S)) = 2(yij + yjk + yki).
Let e1; e2 2 (S)n(i) and x0 =
P
e2(E(S)[E(V nS))n(i) e. Consider the solution
(x0+e1+e2 ; ij0). Clearly this solution is in F . Let e3 2 (S)n ((i)[fe1; e2g).
It can be seen that (x0+e1+e3 ; ij0) and (x
0+e2+e3 ; ij0) are also solutions
in F . This shows that ae =  for some  2 R for all e 2 (S) n (i). Now let
e1; e2; e3 2 (S) n (j) and x00 =
P
e2(E(S)[E(V nS))n(j) e. Consider the similar
solutions (x
00
+ e1 + e2 ; jk0), (x
00
+ e1 + e3 ; jk0), and (x
00
+ e2 + e3 ; jk0).
Since all three solutions are in F , we can conclude that ae =  for all e 2 (S).
To nd the coecients of the edges in E(S), let fu; vg 2 E(S) n (i) and
e1; e2 2 (S)n(i) such that u 2 e1 and v 2 e2. We can see that (x0+e1+e2 ; ij0)
is a solution in F . As (x0 + e1 + e2   uv; ij0) is also in F , ae = 0 for all e 2
E(S)n(i). In addition, we can easily extend this result. Let fi; ug 2 E(S)n(j),
e1; e2 2 (S) n (j) such that i 2 e1 and u 2 e2. Since (x00 + e1 + e2 ; jk0)
and (x
00
+ e1 + e2   iu; jk0) are both in F , we can say that ae = 0 for all
e 2 E(S) n ffi; jgg. For the remaining edge fi; jg, let e1; e2 2 (S) n (k) such
that i 2 e1 and j 2 e2. We also dene x000 =
P
e2(E(S)[E(V nS))n(k) e. It can be
easily seen that (x
000
+ e1 + e2 ; ki0) and x
000
+ e1 + e2   ij; ki0) are both in
F . Therefore, ae = 0 for all e 2 E(S).
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The case for the edges in V n S is simpler. If jV n Sj = 1 there is no edge in
V n S, so we assume jV n Sj  3. Let fu; vg 2 E(V n S), e1; e2 2 (S) such that
u 2 e1 and v 2 e2. Clearly, (x0 + e1 + e2 ; ij0) and (x0 + e1 + e2   uv; ij0)
are both solutions in F . So we conclude that, ae = 0 for all e 2 E(V n S).
Let l 2 V n f0; i; j; kg and u; v; w 2 V n fl; ig. Let e1; e2 be two edges in
(S) n (i). Dening x = Pe2(E(S)[E(V nS))n((i)[(l)) e we can nd the solution
(x+e1+e2 ; ij0+luv) in F . Observe that the solution (x+e1+e2 ; ij0+lvw)
is also in F . Moreover, (x00 + e1 + e2 ; jk0) is in F . So we have buv = 0 for all
(u; v) 2 A such that u 2 V n f0; i; j; kg.
Similarly, let u; v; w 2 V n fi; jg and dene x^ =Pe2(E(S)[E(V nS))n((i)[(j)) e.
Clearly, (x^ + e1 + e2 ; iuv + jk0) is a solution in F where e1; e2 2 (S) n
((i) [ (j)). Observe that the solution (x^ + e1 + e2 ; ivw + jk0) is also in
F . Moreover, (x00 + e1 + e2 ; jk0) is also a solution in F . These solutions can
be constructed for nodes j and k in a similar way. So we have buv = 0 for all
(u; v) 2 A n f(i; j); (j; k); (k; i)g.
Finally, let e1; e2 2 (S) n ((i) [ (j) [ (k)). Clearly, the solutions (x0 +
e1 + e2 ; ij0), (x
00 + e1 + e2 ; jk0), and (x
000 + e1 + e2 ; ki0) are all in F .
Considering these solutions together with the solution (
P
e2E(V nS) e;
P
u2S u0v)
where v 2 V n (S [ f0g), we can see that ba =  2 for a 2 f(i; j); (j; k); (k; i)g.
Therefore, ax+ by =  is a multiple of x((S))  2(yij + yjk + yki) = 0 and F
is a facet of P . 
In Section 5.2, we derived two families of projection inequalities. These in-
equalities involve the variables ti's. Here we rst rewrite these inequalities with-
out using the ti variables and then investigate under which conditions they dene
facets.
Eliminating the variable ti's in the projection inequalities (5.24) and (5.25),
we obtain
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x((S)) +
X
k2V nfi;jg
yik   yij  2: (5.36)
and
x((S)) + 2
X
l2V n(S[fjg)
yil  2 (5.37)
Theorem 5.11 Let S  V n f0g such that S 6= ;, i 2 S, and j 2 S n fig. If
jSj  3 and jV n Sj  3 then inequality (5.36) denes a facet of P.
Proof Let S  V n f0g such that S 6= ;, i 2 S, j 2 S n fig, and F = f(x; y) 2
P : x((S)) +Pk2V nfi;jg yik   yij = 2g. Suppose that jSj  3, jV n Sj  3, and
every solution (x; y) in F also satises ax+ by = .
It can be seen that ae =  for some  2 R for every e 2 (S) and bik =  for
every (i; k) 2 A such that k 2 V nS. Similarly, ae = 0 for every e 2 E n (S) and
buv = 0 for every (u; v) 2 A such that u 6= i. The details of how these coecients
are found are provided in the proof of Theorem 5.9.
Let u 2 V n S, k 2 S n fi; jg, and e1; e2 2 (S) n (i). We dene x0 =P
e2E(V nS)[E(S)n(i) e+e1 +e2 . Then (x
0; iju) and (x0; ijk) are both solutions
in F showing that bik =  for all k 2 V n fi; jg.
Finally, consider the solutions (x0; ijk) and (x00; y00) where x00 =
P
e2E(V nS) e,
y00 =
P
l2S luv, and u; v 2 V n S. Clearly both solutions are in F . Since ae = 
for e 2 (S), bik =  for k 2 V n fi; jg and the other coecients are all zero we
have bij =  .
Thus, ax+ by =  is a multiple of x((S)) +
P
k2V nfi;jg yik   yij = 2 and F is
a facet of P . 
Theorem 5.12 Let S  V n f0g such that S 6= ;, i 2 S, and j 2 V n S. If
jSj  4 and jV n Sj  3 then inequality (5.37) denes a facet of P.
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Proof Suppose that jSj  4 and jV n Sj  3. Let F = f(x; y) 2 P : x((S)) +
2
P
l2V n(S[fjg yil = 2g. Suppose that every solution (x; y) in F also satises ax+
by = . We will show that ax+by =  is a multiple of x((S))+2
P
l2V n(S[fjg yil =
2g.
It can be shown that ae = 0 for all e 2 E n (S), and ae =  for some  2 R
for all e 2 (S). We can also show that bil = 0 for all l 2 S n fig, and bkl = 0 for
all (k; l) 2 A such that k 6= i. For the calculations of these coecients, one can
refer to the proof of Theorem 5.9.
Let e1; e2 be two edges in (S)n(i) and k1; k2 2 S nfig. Consider the solution
(x; ik1k2) where x =
P
e2E(S)[E(V nS)n(i) e+e1+e2 . This solution and (x; ijk1)
are both in F . So we have bik2 = bij = 0.
Finally, let k 2 V n(S[fjg). We dene y =Pl2S ljk. Note that (x; ijk1) is a
solution in F . In addition (Pe2E(V nS) e; y) is also in F . As ae = 0 for e 2 E(S),
ae =  for e 2 (S), buv = 0 for (u; v) 2 A with u 6= i and bik1 = 0 we can see
that bik = 2 for every k 2 V n (S [ fjg).
Therefore ax+ by =  is a multiple of x((S)) + 2
P
l2V n(S[fjg) yil = 2 and F
is a facet of P . 
5.3.4 Extended F -partition inequalities
We can also extend the family of F -partition inequalities to the dual homing
problem. Let V0; : : : ; Vp be a partition of V such that Vl 6= ;, for l = 0; : : : ; p
and 0 2 V0. Let il 2 Vl be a xed node for l = 1; : : : ; p and F  (V0) such that
jF j = 2k + 1 for some k  0 and integer. Let (V0; : : : ; Vp) be the set of edges
whose endpoints are in dierent sets of the partition.
We can obtain an F -partition inequality as follows. Consider the following
inequalities which are valid for the dual homing problem.
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x((Vl)) +
X
j2V nVl
yilj  2 l = 1; : : : ; p
 xe   1 8e 2 F
xe  0 8e 2 (V0) n F:
Adding up these inequalities and dividing the resulting inequality by 2 yields
x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nVl yilj
2
 p  jF j
2
(5.38)
Observe that the left hand side of the inequality may be fractional which will
prevent rounding the right hand side up. So we need to show that the right hand
side can be rounded up even if the left hand side is fractional.
Theorem 5.13 Let jF j = 2k + 1 for some k  0 integer. Then
x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nfilg yilj
2
 p  k (5.39)
is valid for P.
Proof If the left hand side of inequality (5.39) is integer, then it is valid since
inequality (5.38) is a valid inequality. So we may assume
Pp
l=1
P
j2V nfilg yilj to
be odd to have the left hand side fractional. This implies that there exists at
least one xed node il for some l = 1; : : : ; p, which is assigned to one hub in Vl
and to one hub in V n Vl. In this case there exists at least one node, say j, in
Vl other than il to which il is assigned. Since there is a cut inequality induced
by j and Vl, we have x((Vl))  2. Considering the inequalities used to obtain
the extended F -partition inequality it can be seen that the cut inequality dened
by il and Vl contributes to the left hand side 1:5 while contributing to the right
hand side only 1, resulting in a 0:5 surplus for the left hand side which is at least
as large as the increase in the right hand side after rounding up. Therefore, the
right hand side of the extended F -partition inequality can be rounded up when
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jF j is odd even if the left hand side is not integer, and hence inequality (5.39) is
valid for P . 
We now give sucient conditions for these inequalities to be facet dening for
P .
Theorem 5.14 Inequality (5.39) denes a facet for P if
- Gl is 3-edge connected for l = 0; : : : ; p,
- jF \ (Vl)j  1 and F \ (j) = ; for l = 1; : : : ; p and j 2 Vl n filg,
- jF \ (j)j  1 for j 2 V0 n f0g.
Proof Let F = f(x; y) 2 P : x((V0; : : : ; Vp) n F ) +
Pp
l=1
P
j2V nfilg yilj
2
= p   kg.
Assume that every solution (x; y) 2 F also satises ax+ by = . Without loss of
generality, assume that (il) \ F 6= ; for l = 1; : : : ; 2k + 1. Clearly, p  2k + 1.
Let E1 = ([pl=0E(Vl)) [ fi1; i2g [ fi2; i2k+2g [p 1l=2k+2 fil; il+1g [ fip; i3g [kl=2
fi2l; i2l+1g [ F and x =
P
e2E1 e. Note that in E1 there are some edges which
exist only if p > 2k + 1. So if p = 2k + 1, we need to dene E1 = ([pl=0E(Vl)) [
fi1; i2g[fi2; i3g[kl=2fi2l; i2l+1g[F . Then the solution (x; 0) is in F . The solution
(x   e; 0) is also in F for every e 2 E(Vl) for l = 0; : : : ; p since G(Vl) is 3-edge
connected. Therefore ae = 0 for all e 2 E(Vl) for l = 0; : : : ; p. Similarly, (x e; 0)
is in F for e = (i2)\F . By symmetry, we can show that ae = 0 for every e 2 F .
For simplicity, we use i0 to represent node 0. Let l 2 f0; : : : ; pg, j 2 Vl n
filg, and u; v; w 2 Vl n fjg. Since the solutions (x  
P
e2(j) xee; juv) and
(x  Pe2(j) xee; juw) are both in F we have bju = j for some j 2 R for
j 2 Vl n filg and u 2 Vl n fjg. Comparing the solution (x  
P
e2(j) xee; juv)
with (x; 0) we can show that j = 0 for j 2 Vl n filg as ae = 0 for all e 2 E(Vl).
Let e 2 (V1) n F . Observe that the solution (x   i1i2 + e; 0) is in F . So
ae = 1 for all e 2 (V1) n F and for some 1 2 R. By symmetry, we can show
that ae = l for e 2 (Vl) n F for l = 1; : : : ; 2k + 1.
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Now as ((Vj) n F ) \ ((Vl) n F ) 6= ; for any j and l such that 1  j < l 
2k + 1, we have j = l. So we can conclude that ae =  for some  2 R for
e 2 (V0; : : : ; V2k+1) n F .
Let l 2 f0; : : : ; 2k + 1g n f3g and e 2 ((V2k+2) n E1) \ (Vl). The solution
(x  i2i2k+2 + e; 0) is in F , and hence ae = . Now by changing the roles of V3
and V1, we can also show that ae =  for all e 2 [V2k+2; V3]. By symmetry, we can
conclude that ae =  for all e 2 [Vi; Vj] for i = 0; : : : ; 2k+1 and j = 2k+2; : : : ; p.
Note that this paragraph is necessary for the case p > 2k + 1 as there is no such
an edge e if p = 2k + 1.
Let u; v; w 2 V n V1, e0 2 F \ (i1), and we dene x = x  
P
e2(V1) xee  P
e2E(V1) e and y =
P
k2V1nfi1g kuv. Clearly, (x; y + i1uv) and (x; y + i1uw) are
both solutions in F . Therefore, we have bi1u = 1 for u 2 V n V1. Moreover,
(x + i1i2 + e0 ; y) is also in F . As ae0 = 0, ai1i2 = , and bi1u = bi1v = 1 we
obtain bi1u = =2. By symmetry, we can extend this results to bilu = =2 for
l = 1; : : : ; 2k + 1 and u 2 V n Vl.
The rest of the proof computes the coecients of the variables that appear
only in the case p > 2k + 1. So the following three paragraphs can be omitted if
p = 2k + 1.
Let u; v; w 2 V n V2k+2. Let x0 = x  
P
e2E(V2k+2) e   i2i2k+2   i2k+2i2k+3 +
i2i2k+3 and y
0 =
P
k2V2k+2nfi2k+2g kuv. It can be seen that the solutions (x
0; y0 +
i2k+2uv) and (x
0; y0+i2k+2uw) are both in F . This implies that bi2k+2u = 2k+2 for
some 2k+2 2 R for all u 2 V n fi2k+2g and by symmetry, we can conclude that
bilm = l for all l = 2k + 2; : : : ; p and u 2 V n Vl.
Let E2 = ([2k+1l=0 E(Vl))[fi1; i2g[ ([kl=1fi2l; i2l+1g)[F and u; v 2 V0. We can
dene x00 =
P
e2E2 e and y
00 =
Pp
l=2k+2
P
j2Vl juv. Observe that (x
00; y00) is a
solution in F . We can also construct a solution in F as (x00   i2i3 + e1 + e2 +P
e2E(V2k+2) e; y
00  Pj2V2k+2 juv) F , where e1 2 [V2; V2k+2] and e2 2 [V3; V2k+2].
Since ai2i3 = ae1 = ae2 = , we can see 2k+2 = =2. By symmetry, we have
l = =2 for l = 2k + 2; : : : ; p.
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Now considering (x; 0) and (x0; y0) together reveals that ae =  for e 2 [Vj; Vl]
with j and l in f2k + 2; : : : ; pg.
Therefore, we can conclude that ax+by =  is a multiple of inequality (5.39).
5.4 Separation Algorithms
The mathematical model we developed has exponential number of constraints. So
we need to develop a branch-and-cut algorithm to solve this model to optimality
as we did for the 2ECSSP. In this section we describe the separation algorithms
used to identify the violated inequalities utilized in the branch-and-cut algorithm.
The separation problems are quite similar to the ones described in Section 4.2.
However, for the sake of completeness, we provide detailed descriptions of the
separation algorithms.
For a given fractional solution (x; y) we dene the following sets Vh = fi 2
V :
P
j2V nfig y

ij = 0g [ f0g; Vph = fi 2 V :
P
j2V nfig y

ij > 0 and x
((i)) >
0g; Vu = fi 2 V : x((i)) = 0 and 9j; k 2 V n fig such that yij = yik = 1g
and Vpu = fi 2 V n Vu : x((i)) = 0g. These sets form a partition of V
and their elements will be called hubs, partial hubs, users, and partial users,
respectively. The nodes of the backbone network are composed of the hubs and
partial hubs. We dene V  = Vh [ Vph, E = ffi; jg 2 E : xij > 0g and
A = f(i; j) 2 A : 0 < yij < 1g. G = (V ; E) is our support graph. The
support graph may be disconnected and we use Gi = (V i; Ei) for i = 0; : : : ; r
be the ith connected component of G. Without loss of generality, we assume
0 2 V 0. Clearly G0 = G if G is connected.
Violated relation inequalities (5.26) are found by complete enumeration. The
cut (5.29), double cut (5.37) and small cut inequalities (5.36) can be separated
in polynomial time by solving minimim cut problems. For all three inequalities
the separation is performed in multiple phases one of which is a heuristic phase.
For the heuristic phase Hao-Orlin algorithm is used. This algorithm nds n   1
minimum cuts where n is the number of nodes on the graph. Therefore n   1
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dierent cut sets are obtained at the end of the algorithm. The details of how
these cut sets are used for separation are described in the following sections. We
use this algorithm on G0, and we set the capacity of edge e 2 E0 to xe. The root
node 0 is chosen as the initial sink for the algorithm so that we ensure 0 is always
in V n S. As we ignore the assignment part of the fractional solution this part
constitutes only a heuristic method.
In all separation problems, we use the Hao-Orlin algorithm to nd the global
minimum cut and the Goldberg-Tarjan algorithm [17] is used to solve the mini-
mum cut problems. Now we can present the details of the separation algorithms.
5.4.1 Cut inequalities
A cut inequality (5.29) is dened by a node set S  V nf0g and a xed node i 2 S.
We can check if there is a violated cut inequality with a xed node i by solving a
minimum cut problem [30]. So we can nd if there is a violated cut inequality by
solving O(jV j) minimum cut problems. We perform this analysis in three phases.
In the rst phase, we use the information on the connectivity of the support graph.
It can be seen that the each connected component of the support graph that does
not include the root node 0 yields a violated cut inequality. Let the support
graph be unconnected. Then for a given connected component Gj = (V j; Ej)
with j > 0 and a xed node i 2 V i we dene Si = V j [ fk 2 Vu [ Vpu : yik > 0g.
As x((V j)) = 0 and ti > 0 the cut inequality dened by Si and i is violated. So
we can generate a violated cut inequality for every i 2 V  n V 0. Note that we do
not consider nodes in V 0 as xed nodes since V 0 is the node set of the connected
component that includes the root node.
In the second phase, we use the cut sets obtained from the Hao-Orlin algo-
rithm. Let S1; : : : ; SjV 0j 1 be the cut sets. If the capacity of the cut is greater
than or equal to 2 then there is no violated cut inequality associated with this
cut. However, if the capacity is less than 2, we need to check if there is a violated
cut inequality dened by this cut set by taking y values into account. There-
fore, for i = 1; : : : ; jV 0j   1 such that the capacity of [Si; V 0 n Si] is less than
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2, we calculate the violation of the cut inequality dened by Si and j for every
j 2 Si [ Vu [ Vph. If there is at least one violated cut inequality, we choose the
one with the maximum violation. We break the ties arbitrarily. Note that if the
xed node, say j 2 Vu [ Vpu, is chosen for a given cutset S, the cutset must be
extended as S [ fjg since j =2 S.
Finally, we use exact separation. Let Gi = (V
 [ fig; Ei ) where Ei = E [
ffi; jg : j 2 V  and (i; j) 2 Ag. Let u; v 2 V n fig. Then we set the capacity of
edge fu; vg to xuv and the one of edge fi; vg to xiv + yiv. By solving a minimum
cut problem between nodes i and 0 we can determine if there is a violated cut
inequality with xed node i. If the minimum cut capacity is less than 2, then
there is a violated cut inequality.
Note that we do not include the user and partial user nodes in the graph that
we use for the minimum cut computation unless they are not the xed node.
This is because there is no adjacent edge to them in the support graph. These
nodes are put together with node 0. However, if the xed node of a given cut
inequality is assigned to a user or partial user node j then we move it from
V nS to S. This operation does not aect the rst term of the cut inequality but
reduces the second term and hence the violation increases. Although nodes cannot
be assigned to users in feasible solutions there may be such assignments in the
fractional solutions since the subproblems do not include all relation inequalities.
As nding a minimum cut between i and 0 provides the most violated cut
inequality with xed node i, we need to solve minimum cut problems for every
node of the backbone network except for the root node. This is necessary as
the cut inequalities are in the model formulation and must be separated exactly.
However, we can use the information obtained from the heuristic step to eliminate
some nodes from consideration. We do not solve a minimum cut problem for a
node i if a violated cut inequality that uses i as the xed node is found in the
heuristic phase. So we dene C = V 0 [ Vpu n f0g as the set of candidate nodes
and at each step of the heuristic we remove the xed node in case a violated cut
inequality is identied. Note that the nodes of Vu are excluded from this set due
to the following reasons. Let i 2 Vu, yij = yik = 1 and S  V n f0g be such that
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i 2 S. Suppose that i and S dene a violated cut inequality. Clearly at least one
of j; k must be in S, otherwise the inequality is not violated. If j 2 S; k =2 S,
(j; k 2 S). This implies Pj2V nS yil = 1, (Pj2V nS yil = 0) and x((S)) < 1,
(x((S)) < 2). Clearly, the pair j and S also induce a violated cut inequality.
For this reason, we do not consider the nodes of Vu in the third phase. In addition
we do not include the nodes of V  n V 0 in C as we add cut inequalities for them
in the rst phase.
If at least one cut with capacity less than 2 is found in the heuristic phase
and C 6= ; we pass to the last step, the exact separation phase, in which we solve
a minimum cut problem between i and 0 on Gi for every i 2 C.
Our separation procedure is given in Algorithm 4.
5.4.2 Double-cut inequalities
A double-cut inequality (5.37) is dened by a node set S  V nf0g and two xed
nodes i 2 S and j 2 V n S. We can determine if there is a violated double-cut
inequality with xed nodes i; j by solving a minimum cut problem between nodes
i and 0. If the minimum cut capacity is less than 2, this means there is a violation.
Therefore double-cut inequalities can be separated exactly in polynomial time by
solving O(jV j2) minimum cut problems.
We start with considering the cut sets, S1; : : : ; SjV 0j 1, obtained in the heuris-
tic phase. For a given cut set S with capacity less than 2, the node pair i 2 S
and j 2 V nS that minimizesPk2(Vh[Vph)n(S[fjg) yik is found. Note that the nodes
in Vu [ Vpu are not included in this quantity as they can be moved into S with-
out aecting x((S)). If there is at least one violated double-cut inequality, we
choose the one with the maximum violation and break the ties arbitrarily. Note
that the cutset S must be extended as S [ fig if i 2 Vu [ Vpu since i =2 S.
Let Gij = (V
 [ fig; Eij) where Eij = E [ ffi; kg : k 2 V  n fjg and (i; k) 2
Ag [ ffj; 0gg. Let v 2 V n fig. Then we set the capacity of edge e = fu; vg to
xe if i =2 e or j 2 e, and to xiv+2yiv. Note that node j must be in V nS to dene
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Algorithm 4: Cut Inequality Separation
Input: (x; y); Gi = (V i; Ei) for i = 0; : : : ; r, Gi = (V
 [ fig; Ei ) for
i 2 V n f0g
begin1
C  Vpu [ V 0 n f0g2
if r > 0 then3
for i = 1 to r do4
forall k 2 V i [ Vu [ Vpu do zk = 2 
P
j2V nV i y

kj5
j  argmaxk2V i[Vu[Vpufzkg6
if zj > 0 then7
S = V i [ fk 2 Vu [ Vpu : yjk > 0g and j form a violated cut8
ineq.
C  C n fjg9
Use Hao-Orlin algorithm on G0 and nd jV 0j   1 cutsets denoted by10
S1; : : : ; SjV 0j 1
for l = 1 to jV 0j   1 do11
if capacity of [Sl; V
0 n Sl] is less than 2 then12
forall i 2 Sl [ Vu [ Vpu do zi = 2  x((Sl)) 
P
j2V nSl y

ij13
j  argmaxi2Sl[Vu[Vpufzig14
if zj > 0 then15
Sl [ fk 2 Vu [ Vpu : yjk > 0g and j form a violated cut16
inequality
C  C n fjg17
forall i 2 C do18
Find minimum cut [S; (V 0 [ fig) n S] between i and 0 on Gi19
if capacity of [S; (V 0 [ fig) n S] is less than 2 then20
S [ fj 2 Vu [ Vpu : yij > 0g and i form a violated cut inequality
end21
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the inequality. Therefore we add the last edge between 0 and j with capacity 2.
Solving a minimum cut problem between i and 0 on Gij will show if there is a
violated double-cut inequality with these xed nodes.
Similar to the cut inequality separation, we do not use the nodes that has
been used as the xed node i in the double-cut inequalities added in the heuristic
phase. We provide the separation procedure in Algorithm 5.
Algorithm 5: Double-cut Inequality Separation
Input: (x; y), G0 = (V 0; E0), Gij = (V
 [ fig; Eij) for
i 2 V n f0g; j 2 V n fig
begin1
C  Vpu [ V 0 n f0g2
Use Hao-Orlin algorithm on G0 and nd jV 0j   1 cutsets denoted by3
S1; : : : ; SjV 0j 1
for l = 1 to jV 0j   1 do4
if capacity of [Sl; V
0 n Sl] is less than 2 then5
B  f(i; j) : i 2 Sl [ Vu [ Vpu; j 2 V n (Sl [ Vu [ Vpu)g6
forall (i; j) 2 B do zij = 2  x((Sl))  2
P
l2V 0n(Sl[fjg) y

il7
(u; v) argmax(i;j)2Bfzijg8
if zuv > 0 then9
S [ fj 2 Vu [ Vpu : yuj > 0g and u; v form a violated10
double-cut inequality
C  C n fug11
forall i 2 C do12
forall j 2 Vh [ Vph n fig do13
Find minimum cut [S; (V 0 [ fig) n S] between i and 0 on Gij14
if capacity of [S; (V 0 [ fig) n S] is less than 2 then15
S [ fk 2 Vu [ Vpu : yik > 0g and i; j form a violated double-cut
inequality
end16
5.4.3 Small-cut inequalities
Like double-cut inequalities, small-cut inequalities (5.36) are also dened by two
xed nodes i 2 S and j 2 Snfig, and a node set S  V nf0g. We rst analyze the
cut sets,S1; : : : ; SjV 0j 1, obtained by the Hao-Orlin algorithm. If the capacity of
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a given cut set S is less than 2, we look for the node pair i; j 2 S that maximizes
ti + y

ij.
For the nodes which are not used to dene violated cut inequalities in the
heuristic phase we apply exact separation. Let Gij = (V
 [ fig; Eij [ ffi; jgg).
We set the capacity of edge e to xe and capacity of fi; jg to 2 so that i and j are
in the same set. We solve the minimum cut problem between i and 0 on Gij and if
the capacity of the minimum cut is less than 2(ti +y

ij), then a violated small-cut
inequality is found. By this way, small-cut inequalities can be separated exactly
by solving O(jV j2) minimum cut problems.
The separation procedure is presented in Algorithm 6.
Algorithm 6: Small-cut Inequality Separation
Input: (x; y); Gij = (V
 [ fi; jg; Eij [ ffi; jgg) for
i 2 V n f0g; j 2 V n fig
begin1
C  Vpu [ V 0 n f0g2
Use Hao-Orlin algorithm on G0 and nd jV 0j   1 cutsets denoted by3
S1; : : : ; SjV 0j 1
for l = 1 to jV 0j   1 do4
if capacity of [Sl; V
0 n Sl] is less than 2 then5
B  f(i; j) : i 2 Sl [ Vu [ Vpu; j 2 (Sl [ Vu [ Vpu) n figg6
forall (i; j) 2 B do zij = 2(ti + yij)7
(u; v) argmax(i;j)2Bfzijg8
if zuv > x
((Sl)) then9
S [ fu; vg and u; v form a violated double-cut inequality10
C  C n fug11
forall i 2 C do12
forall j 2 Vh [ Vph n fig do13
Find minimum cut [S; (V 0 [ fi; jg) n S] between i and 0 on Gij14
if capacity of [S; (V 0 [ fi; jg) n S] is less than 2(ti + yij) then15
S [ fi; jg and i; j form a violated small-cut inequality
end16
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5.4.4 Extended F -partition inequalities
It was shown in Chapter 4 that the separation problem associated with the ex-
tended F -partition inequalities is NP-Hard. Therefore we have employed two
heuristics to identify violated extended F -partition inequalities. We utilize the
same approach for the 2ECSDHP as the structure of the extended F -partition
inequalities are the same.
We start the separation algorithm by searching odd fractional cycles on the
backbone of the support graph. The dierence here is that we only try to separate
extended F -partition inequalities if the support graph is connected. Assume that
there exists such a cycle and let fv1; : : : ; vpg be the set of nodes inducing a
fractional odd cycle. Let V0 = V n fv1; : : : ; vpg. We choose edges from (V0) with
values greater than 1
2
and put them into F in such a way that jF j is odd. We
check the corresponding inequality for violation and if it is violated we add it to
our subproblem.
If no violated inequality is found in the rst stage we start our second heuristic,
which is based on nding the maximum cut in a graph. We just set the capacity
of each edge e to 1   xe and solve the minimum cut problem as we did in the
separation stage of 2ECSSP. This is because of the NP-Hardness of the maximum-
cut problem. Using the algorithm of Hao and Orlin [22] on the support graph G0
we nd jV 0j 1 minimum cuts. Let S be a cutset obtained by this algorithm such
that 0 2 S and V0 = S [ Vu [ Vpu. Let V n S = fv1; : : : ; vpg. Then our partition
is (V0; v1; : : : ; vp). We construct F in the same way we did in the rst heuristic
in which we look for cycles. The extended F -partition inequality dened by this
partition and F is checked to see if it is violated.
5.5 Variable Fixing
In this section, we propose some rules to x some of the variables before or
during the branch-and-cut algorithm. The aim of these rules is to improve the
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Algorithm 7: Extended F -Partition Inequality Separation
Input: (x; y); G0 = (V 0; E0)
begin1
repeat2
Find a fractional odd cycle v1; : : : ; vp such that vi 2 V 0 n f0g for3
i = 1; : : : ; p
V0  V n fv1; : : : ; vpg4
Construct F  fe 2 (V0) : xe > 0:5g so that jF j is odd5
Compute the violation for F and the partition (V0; v1; : : : ; vp)6
until no fractional odd cycle is found ;7
if no violated extended F -partition inequality is found above then8
Use algorithm of Hao and Orlin on G09
foreach cut [S; V 0 n S] such that 0 2 S found in the algorithm do10
V0  S [ Vu [ Vpu11
Construct F  fe 2 (V0) : xe > 0:5g so that jF j is odd12
Compute the violation for F and the partition (V0; v1; : : : ; vp)13
where V n V0 = fv1; : : : ; vpg
end14
performance of the solution algorithm by reducing the size of the problem to be
solved. The xing rules we suggest can be grouped into two classes. The rules
in the rst class only cuts some fractional solutions and do not aect the feasible
solution set. On the other hand, the rules in the second group, not only remove
some fractional points but also eliminate some integer feasible solutions. Here,
one should note that elimination of some feasible solutions could be acceptable
provided that they are not optimal, as we are trying to nd the optimal solution.
In addition, even if we do not use the second class of rules, the commercial LP
solvers apply some preprocessing throughout the branch-and-bound algorithm,
which might result in the elimination of some feasible solutions. Therefore, the
second class of rules are valid if they do not omit all optimal solutions.
Unlike the number of constraints, the number of variables in the proposed
mathematical model is polynomial. However, it still results in a large model
when the number of nodes of the instance increases. Having a large model causes
two problems. The rst and obvious one is the longer Cpu times required for
the solution of the linear programs solved throughout the algorithm. The second
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one is not as obvious as the rst one and can be observed during experimenta-
tions. When the size of a linear program, the number of constraints, variables,
and the non-zero terms in the constraint matrix, is large, the time we spend to
add the violated inequalities found by solving the separation algorithms becomes
signicant. It should be noted that, by the time spent on adding the violated
inequalities, we mean the length of the interval that begins with the providing
of the inequalities to be added and ends by the start of the solution of the next
linear problem. In other words, the solution times of the separation problems are
not included.
The reason why addition of new inequalities takes signicant amount time
can be explained as follows. Once you provide the LP solver, which is CPLEX
in our experimentations, with a linear or integer program, it rst converts it
into another model using its internal data structures. Naturally, it also converts
the inequalities we provide into its internal representation. How this conversion
performed and why it takes too long are not known as these operations are not
revealed to the end-users. However, during our computational experimentations
we observed that there are at least two factors that signicantly aect the length
of this problem. The rst is the number of inequalities added at an iteration.
The higher the number of inequalities you add is, the longer the addition takes.
There is a trade-o here. If you add many inequalities at a time, the lower bound
improves faster and less number of iterations may be sucient but you spent
more time on the addition. On the other hand, if you add fewer inequalities then
you spend less time to add the inequalities but you need to make more iterations.
It is observed that the performance of both strategies change for every instance,
i.e., it cannot be possible to expect a better or worse performance before solving
the problem.
The second factor is the preprocessing of the LP solver. As we mentioned
before, commercial LP solvers have preprocessing tools which run before and/or
during branch-and-bound process unless it is prevented by the user. The pre-
processing tool may improve some bounds and coecients of the variables. The
elimination of some variables and/or constraints is also possible by this process.
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So normally one can expect to have a tighter and smaller model after prepro-
cessing which would possibly yield a better solution time. However, there is also
a trade-o here as described before in the explanation of the eect of the num-
ber of inequalities added at each iteration. When preprocessing is applied, the
model provided to the LP solver will change more and this will increase the time
spent on querying the solution of a subproblem as well as the addition of new
inequalities. Note that, the change after a preprocessing does not consist of the
change of the data structures used. It also includes the change of the model itself.
The solver may solve a dierent model than you provide. Although the changed
model will give the same result and is convertible to the original model (in some
cases the original model may not be obtained, but linear programs are not in
this category) a conversion between the original and the preprocessed models is
necessary. Clearly, the time lost during these operations is reasonable provided
that the preprocessing improves the solution time. It may not be very easy to
determine the amount of time gained by and spent for the preprocessing. How-
ever, in our case this was an easy task because of the structure of the problems.
First we should note that preprocessing does not aect our initial problem, i.e.,
no change is done to the model, which makes it clear that preprocessing does
not have any positive eect on the solution. This may be due to the fact we
provide only a small part of the entire model at the beginning. In addition, all
constraints are facet dening which makes it hard to improve the model by some
simple preprocessing tool. For this reason, preprocessing is turned o in the
initial experimentations and it is observed that performance of the branch-and-
cut algorithm may increase up to 10 % in some instances, which shows that the
transformations performed during preprocessing might have signicant eects on
the performance of the algorithm. These explanations may seem redundant as
we do not use the preprocessing, however, we will revisit the importance of the
preprocessing after we present the variable xing rules.
Now consider the variable xing rules we propose below:
1. Let (i; j) 2 A. If dij  dik for every (i; k) 2 A then we can x yij = 0.
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2. Let z be the objective function value of a feasible solution and z be the ob-
jective function value of the current linear program. Let x and u denote the
solution and reduced cost vectors, respectively. We use xi (ui) to represent
the ith component of x (u).
 If xi = 0, variable xi is a nonbasic variable at its lower bound and if
z + ui > z then we can x xi = 0.
 If xi = 1, variable xi is a nonbasic variable at its upper bound and if
z   ui > z then we can x xi = 1.
3. Let H = fi 2 V : ti = 1g be the set of nodes which are xed to be hub
nodes. If jHj  2 then at least two of the nodes that will be a hub in the
optimal solution are known. Let i 2 V nH and u; v 2 H such that diu  dij
for every j 2 H, and div  dij for every j 2 H n fug. Then for every
j 2 V n fig such that dij > div we can x yij = 0.
4. Let fi; jg 2 E. If xij is xed to 1, then we can x yik = 0 for every
k 2 V n fig, yjk = 0 for every k 2 V n fjg, and ti = tj = 1.
5. Let (i; j) 2 A. If yij is xed to 1, then we can x yjk = 0 for every
k 2 V n fjg, yki = 0 for every k 2 V n fi; 0g, xe = 0 for every e 2 (i),
ti = 0, and tj = 1.
6. Let i 2 V n f0g. If ti is xed to 1, then we can x yij = 0 for every
j 2 V n fig.
7. Let i 2 V n f0g. If ti is xed to 0, then we can x yji = 0 for every
j 2 V n fi; 0g and xe = 0 for every e 2 (i).
First xing rule is used once at the beginning of the algorithm. As there will
be at least three hubs in a feasible solution of the problem, a user will not be
assigned to a hub with the highest assignment cost. Second rule is a well known
one for variable xing and uses the reduced cost information [44]. A feasible
solution is necessary to apply this rule and clearly better feasible solutions will
possibly allow more xing. Rule 3 depends on the fact that local access network
design, i.e., problem of assigning the users to hubs is trivial when the hubs are
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known. Users are assigned to hubs with the least assignment costs. According
to rule 3, if we know the locations of at least two hubs from the information
obtained via variable xing, then we can choose two which oer the least cost
and then we can conclude that a node will not be assigned to another hub with
a higher assignment cost. First three rules are based on optimality conditions,
however, the remaining ones, Rules 4-7, are based on the relation inequalities.
Actually they are implied by the formulation. However, not including all relation
inequalities in the subproblems prevent us to use these implications. Therefore,
using them we can x some variables before corresponding constraints are added
to the model.
Rule 2 is used at each step after solving a subproblem and we keep applying
Rules 3-7 until we cannot x a new variable. Once a variable is xed it can be
removed from the model.
Variable xing provides several advantages. The rst is the reduction of the
size of the model. The second is that we can identify some constraints that
become redundant after xing a particular variable. Let S  V n f0g be a
node set and i 2 S. Clearly, S and i dene a cut inequality. Note that for
every j 2 S n fig there is another cut inequality dened by S and j. So there
are jSj cut inequalities which are induced by the same node set and a feasible
solution must satisfy all of them. Now suppose that the variable ti is xed to
1 during the solution algorithm. Clearly, the cut inequalities with S are not
required anymore as x((S))  2 becomes valid. So all the cut inequalities can
be removed that were added until this point. This reduces the size of the model
and so the second advantage is indirectly related to the rst one. Finally, if
suciently many variables can be xed, then the preprocessor of the LP solver
can identify some possible improvements and makes additional modications.
The eects of the variable xing are discussed in the next Section where we
present our computational experiments.
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5.6 Computational results
In order to nd the optimal solution we developed a branch-and-cut algorithm
based on the separation algorithms described in the previous section. Before pro-
viding the details of the branch-and-cut implementation and the computational
results, we want to discuss some modeling alternatives and their strengths.
Consider the proposed formulation. In this model 2-edge connectivity of the
backbone network is ensured by the cut inequalities (5.29). Note that the double-
cut (5.37) and small-cut (5.36) inequalities can also be used instead of the cut
inequalities. In the previous section we have shown that all three inequality classes
dene facets. In order to compare the LP relaxation values i.e., the strengths of
the formulations a branch-and-cut algorithm is developed for each three formu-
lation. These algorithms are implemented in C++ using the Concert technology
29 to manage the branch-and-cut tree. As these results are just used to get ini-
tial information about the formulations, the algorithms are not tuned to obtain
better performance.
Before presenting the table, we explain some columns that appears in most of
the tables below:
Opt optimal objective function value;
LPbound LP relaxation value at the root node of the branch-and-cut tree;
Gap the relative error between the best upper bound (the optimal solution value
if the problem is solved to optimality) and the lower bound obtained at the
root node of the branch-and-cut tree;
NR number of generated relation inequalities;
NCut number of generated cut inequalities;
NDb number of generated double-cut inequalities;
NDa number of generated double-assignment inequalities;
CHAPTER 5. SURVIVABLE NETWORK WITH DUAL HOMING 132
NFP number of generated extended F -partition inequalities;
NNode number of branch-and-cut nodes evaluated;
Cpu total CPU time in seconds (rounded to the nearest integer);
In addition, we provide the name of the instance that includes the number of
nodes in the graph and the  value in the rst two columns of the tables.
In Tables 5.1 and 5.2, we provide the LP relaxation values of the alternative
formulations. The columns db bnd, sm bnd and cut bnd are the LP relaxation
values obtained from the formulations with the double-cut, small-cut, and cut
inequalities, respectively. To make the comparisons easier we also provide these
values in another form. We divide each LP bound with the greatest of three LP
bounds and multiply with 100. By this way, the greatest LP bound becomes 100
and the other ones take values accordingly. This allows easier interpretation of
the values. It can be seen that the formulation with the cut inequalities provides
the strongest formulation in overall. For  = 3 all formulations provide the same
bound. This is reasonable as in instances with  = 3 all nodes become hubs,
so the cut based inequalities provide the same lower bounds on the number of
edges in the cutsets. As  increases, the formulation with the double-cuts gets
weaker quickly. Especially when  = 9 this formulation provides very weak lower
bounds. This can be explained with the double-cut inequality dened by a set
with only one node. Let S = fig and i and j 2 V nS be the xed nodes. Consider
the corresponding cut inequality.
x((i))  4ti + 2yij   2 (5.40)
It can be seen that the right hand side can be arranged in such a way that it
is not positive. This means in practice node i is a hub with positive ti > 0 but
there is no edge attached to it so i is not on the backbone network. This results
in low t values for many nodes and hence a very weak lower bound is obtained.
The formulation with the small-cut inequalities provides almost the same lower
bound as the cut inequality formulation does for  2 f3; 5g. Starting with  = 7
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it also gets weaker. It can be observed that for some instances with  = 5 it
provides the best bound. However, the dierence is very small in these instances
and it is likely to be due to numerical inaccuracies.
So the cut inequality formulation is the best one and hence we decided to
use it in our computational analysis and the other inequalities are used as valid
inequalities to improve the LP relaxation values at the root node of the branch
and cut tree.
Deciding the formulation we will use, we continued our experimentation.
Based on our polyhedral analysis and the separation algorithms described earlier
we developed a branch-and-cut algorithm for the dual homing problem. We start
the optimization by solving the following linear program:
z =
X
i2V
dii +min
X
e2E
cexe +
X
(i;j)2A
d0ijyij
s.t. 2x0i +
X
k2V nfig
yik  2 8i 2 V n f0g
x((i)) +
X
j2V nfig
yij  2 8i 2 V n f0g
x((0))  2
x((f0; ig))  2 8i 2 V n f0g
0  xe  1 8e 2 E
0  yij  1 8(i; j) 2 A:
The solution (x; y) of this initial subproblem is feasible for the dual homing
problem if it satises the cut inequalities, the relation inequalities and the inte-
grality constraints. Therefore at each iteration of the branch-and-cut algorithm
we solve the separation problems to determine if there are violated inequalities.
The separation procedures for dierent classes of inequalities are performed in
the following order: relation (5.26), cut (5.29), and double-cut (5.37) inequal-
ities. We generate up to 200 violated valid inequalities at each iteration. We
generate the inequalities in the given order and if the number of violated relation
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Instance  db bnd sm bnd cut bnd db p sm p cut p
eil101 3 1882.5 1882.5 1882.5 100 100 100
eil101 5 2729.04 2996.5 2996.5 91.07 100 100
eil101 7 1602.43 3079.22 3095.67 51.76 99.47 100
eil101 9 701.78 1738.49 2060.75 34.05 84.36 100
eil51 3 1267.5 1267.5 1267.5 100 100 100
eil51 5 1907.86 2048.5 2048.5 93.13 100 100
eil51 7 1142.13 2124.34 2225.57 51.32 95.45 100
eil51 9 575.75 1278.99 1316 43.75 97.19 100
gr96 3 162082 162082 162082 100 100 100
gr96 5 236486 255605 255538 92.52 100 99.97
gr96 7 139544 280237 282923 49.32 99.05 100
gr96 9 52787.3 163983 236995 22.27 69.19 100
kroA100 3 62809.5 62809.5 62809.5 100 100 100
kroA100 5 97923.7 101310 101310 96.66 100 100
kroA100 7 59069.4 119474 119841 49.29 99.69 100
kroA100 9 25143.1 71898.6 97653.5 25.75 73.63 100
kroA150 3 78897 78897 78897 100 100 100
kroA150 5 121783 127978 127975 95.16 100 100
kroA150 7 73038.5 145587 146752 49.77 99.21 100
kroA150 9 26578.8 84175.6 117170 22.68 71.84 100
kroB100 3 65502 65502 65502 100 100 100
kroB100 5 102250 106259 106259 96.23 100 100
kroB100 7 55395.1 122760 123747 44.76 99.2 100
kroB100 9 21331.1 66240.6 97171.1 21.95 68.17 100
kroB150 3 77186.5 77197.5 77197.5 99.99 100 100
kroB150 5 118732 124562 124523 95.32 100 99.97
kroB150 7 61554.8 140308 140996 43.66 99.51 100
kroB150 9 23748.6 79442.9 113105 21 70.24 100
kroC100 3 61417.5 61417.5 61417.5 100 100 100
kroC100 5 97731.2 101266 101266 96.51 100 100
kroC100 7 50234.7 117299 118057 42.55 99.36 100
kroC100 9 19937.6 68059.8 95066 20.97 71.59 100
kroD100 3 63424.5 63424.5 63424.5 100 100 100
kroD100 5 99453.4 103312 103296 96.27 100 99.98
kroD100 7 54167 109936 120948 44.79 90.9 100
kroD100 9 23252.3 67695.6 94899 24.5 71.33 100
kroE100 3 65398.5 65398.5 65398.5 100 100 100
kroE100 5 101886 106267 106220 95.88 100 99.96
kroE100 7 52280.9 121702 122457 42.69 99.38 100
kroE100 9 18996.6 69814.5 98769.8 19.23 70.68 100
Table 5.1: LP bounds of alternative formulations.
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Instance  db bnd sm bnd cut bnd db p sm p cut p
lin105 3 43111.5 43111.5 43111.5 100 100 100
lin105 5 68006.9 70342.5 70342.5 96.68 100 100
lin105 7 34731.9 85414.2 87064 39.89 98.11 100
lin105 9 13690.4 49979.1 71083 19.26 70.31 100
rat99 3 3618 3618 3618 100 100 100
rat99 5 5734.59 5955.25 5952.75 96.29 100 99.96
rat99 7 3134.43 6816.23 6846.65 45.78 99.56 100
rat99 9 1372.77 4198.51 5386.38 25.49 77.95 100
Table 5.2: LP bounds of alternative formulations cont'd.
inequalities is less than 200 we also generate violated cut inequalities. But we
generate double cut inequalities only if we cannot nd any violated cut or rela-
tion inequality. Note that if a solution is integral and there is no violated cut or
relation inequality then the solution is feasible and there is no need to solve the
separation problem for the double-cut inequalities.
Our test problems are based on TSP instances from TSPLIB 2.1 [38]. To
compute the backbone link setup costs and assignment costs we use the following
formulas, cij = dlije and dij = d(10 )lije2 where lij denotes the distance between
nodes i and j in the TSPLIB instances and  2 f3; 5; 7; 9g. We set dii = 0 for all
i 2 V n f0g. Note that as  decreases, assignment costs increase while backbone
link setup costs decrease, i.e., the problem gets closer to the 2-edge connected
subgraph problem. Conversely, as  increases the number of nodes chosen to be
hubs decreases and the problem gets farther from the 2-edge connected subgraph
problem.
A construction heuristic is used to nd an initial solution at the beginning
of the algorithm. We start from node 0 and apply the nearest neighbor TSP
heuristic to obtain a cycle that includes all nodes of the graph. As this cycle is
2-edge connected, it forms a feasible solution. Throughout the branch-and-cut
algorithm, we also use an LP based improvement heuristic. The edges are ranked
in a decreasing order according to their values in the fractional solution. We
start with an empty set and add the edges one by one until we obtain a 2-edge
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connected graph.
We implemented our algorithm in C++ using Concert Technology 29 as the
framework and CPLEX 12.1 as the LP solver. Computational analysis is per-
formed on a workstation with 2.66 GHz xeon processor and 8 Gb of memory. We
use the default strategies of CPLEX in searching the branch-and-cut tree. Tailing
o control is used; we branch if the improvement in the objective function value
is small in 10 subsequent iterations.
Some computational results are provided in Table 5.3. In this table, Rate
columns denotes the percentage of the nodes selected to be hubs in the optimal
solution.
We do not go into the details of these results because we have even improved
the branch-and-cut algorithm by incorporating a variable xing scheme. So we
rst want to give the results obtained by the new method. These computational
results are given in Table 5.4. In the last two columns we give the ratio of
the number of variables we xed before branching starts to the total number of
variables and the improvement in the CPU time obtained by the new method
in percentage, respectively. From the FixRate column it can be seen that the
variable xing scheme we develop makes it possible to x many variables before
starting branching and this improves the performance of the branch-and-cut. The
improvement obtained by variable xing is signicant as it can be seen from the
CpuImp columns. Therefore we make the main computational analysis using the
branch-and-cut algorithm with variable xing. The details of this algoritm can
be found in Algorithm 8.
We solved 20 instances which has 150 - 198 nodes. We rst used only relation
and cut inequalities in the branch-and-cut algorithm. All instances are solved
to optimality in less than 9000 seconds. The largest gap between the optimal
solution values of the instances and the LP relaxation values is 1.53%. The
details of the results are presented in Table 5.5.
To observe the eects of the double-assignment inequalities to the branch-
and-cut algorithm we solved the same 20 instances using the relation, cut and
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Instance  Rate Opt LPbound Gap NR NCut Cpu NNode
eil101 3 100 1887 1882.5 0.24 10 389 6 5
eil101 5 83 2997 2996.5 0.02 156 1167 22 2
eil101 7 42 3118 3095.67 0.72 597 2865 110 103
eil101 9 19 2062 2060.75 0.06 1755 1857 79 3
gr96 3 100 163935 162082 1.13 51 1247 14 128
gr96 5 91 257729 255538 0.85 177 2475 27 82
gr96 7 55 284152 282923 0.43 455 1282 27 13
gr96 9 33 237636 236995 0.27 1507 2106 159 11
kroA100 3 100 63783 62809.5 1.53 45 869 16 402
kroA100 5 88 102203 101310 0.87 164 429 6 79
kroA100 7 64 120159 119841 0.26 445 748 12 18
kroA100 9 24 97663 97653.5 0.01 1525 1800 61 2
kroB100 3 100 66177 65502 1.02 32 697 11 63
kroB100 5 90 107189 106259 0.87 173 3613 61 243
kroB100 7 54 123863 123747 0.09 466 1308 25 8
kroB100 9 20 97443 97171.1 0.28 1657 2003 232 19
kroC100 3 100 62247 61417.5 1.33 52 1162 15 92
kroC100 5 91 102378 101266 1.09 166 1878 26 76
kroC100 7 56 118387 118057 0.28 467 1334 21 16
kroC100 9 24 95066 95066 0 1466 1671 50 0
kroD100 3 100 63882 63424.5 0.72 38 926 15 18
kroD100 5 88 103387 103296 0.09 161 968 13 4
kroD100 7 58 121198 120948 0.21 469 1312 26 15
kroD100 9 24 95142 94899 0.26 1514 2194 142 11
kroE100 3 100 65769 65398.5 0.56 48 791 5 39
kroE100 5 91 107251 106220 0.96 174 5867 73 76
kroE100 7 56 122555 122457 0.08 466 848 16 3
kroE100 9 29 99685 98769.8 0.92 1552 2897 262 41
lin105 3 100 43137 43111.5 0.06 56 777 11 2
lin105 5 91 70403 70342.5 0.09 160 471 5 3
lin105 7 69 87064 87064 0 447 1743 25 0
lin105 9 36 71122 71083 0.05 1666 2334 109 2
rat99 3 100 3633 3618 0.41 12 536 8 13
rat99 5 93 5965 5952.75 0.21 169 1525 23 27
rat99 7 45 6854 6846.65 0.11 539 1894 38 11
rat99 9 22 5397 5386.38 0.2 1702 2646 206 10
Table 5.3: Initial computations.
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Instance  LPbound Gap NR NCut Cpu NNode FixRate CpuImp
eil101 3 1882.5 0.24 10 411 1 6 87.6 89.1
eil101 5 2996.5 0.02 149 982 1 0 99.5 95.1
eil101 7 3095.67 0.72 580 1253 108 117 3.2 1.4
eil101 9 2060.75 0.06 1635 1978 38 1 87.1 52.1
gr96 3 162082 1.13 47 455 1 239 79.2 90.8
gr96 5 255538 0.85 198 762 5 168 50.8 81.7
gr96 7 282923 0.43 447 1244 19 19 10.7 28.5
gr96 9 236995 0.27 1436 2453 94 14 68.1 40.9
kroA100 3 62809.5 1.53 42 329 2 450 71.6 86.3
kroA100 5 101310 0.87 176 497 2 104 76.5 72.9
kroA100 7 119841 0.26 445 1159 10 14 19.2 13.6
kroA100 9 97653.5 0.01 1435 2145 43 0 93.9 28.7
kroB100 3 65502 1.02 33 616 2 73 62.5 81.5
kroB100 5 106259 0.87 181 1899 20 406 35.4 67.6
kroB100 7 123747 0.09 455 1484 16 4 10.3 34.1
kroB100 9 97171.1 0.28 1579 2559 134 4 17.9 42.3
kroC100 3 61417.5 1.33 56 694 3 136 69.2 77.6
kroC100 5 101266 1.09 173 1357 7 208 37.7 73.5
kroC100 7 118057 0.28 455 1422 12 17 33.3 43.4
kroC100 9 95066 0 1472 2045 35 1 10.8 30.5
kroD100 3 63424.5 0.72 38 802 2 35 73.8 88.8
kroD100 5 103296 0.09 155 931 2 6 88.7 87.0
kroD100 7 120948 0.21 466 1360 24 16 3.1 6.5
kroD100 9 94899 0.26 1477 2569 139 30 24.5 2.4
kroE100 3 65398.5 0.56 48 552 1 62 89.3 87.9
kroE100 5 106220 0.96 189 2314 17 303 47.0 76.6
kroE100 7 122457 0.08 457 1233 9 3 17.2 42.4
kroE100 9 98769.8 0.92 1585 2714 245 95 25.8 6.4
lin105 3 43111.5 0.06 57 779 1 2 93.0 90.3
lin105 5 70342.5 0.09 162 743 1 6 61.7 71.5
lin105 7 87064 0 461 1953 6 1 99.8 76.4
lin105 9 71083 0.05 1538 2823 99 2 19.1 9.0
rat99 3 3618 0.41 14 546 1 33 74.5 90.7
rat99 5 5952.75 0.21 173 1212 4 47 32.6 81.8
rat99 7 6846.65 0.11 522 2002 22 8 22.4 43.2
rat99 9 5386.38 0.2 1651 3394 168 39 13.9 18.5
Table 5.4: Initial computations with variable xing.
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Algorithm 8: Branch-and-cut algorithm with variable xing
Input: LP : initial linear program, nbvariables : number of variables in LP
begin1
Step 0: Apply initial variable xing2
Step 1: Solve LP3
Step 2: Apply variable xing4
Step 3: if number of xed variables minf0:1nbvariables; 3000g then5
Reconstruct LP without xed variables6
Provide the basis information from the last solution7
Go to Step 18
else9
Add variable xing constraints to LP10
Step 4: Apply separation algorithms11
Step 5: if violated inequalities are found then12
Add inequalities to LP13
Go to Step 114
else if All variables are integral then15
Optimal solution is found. Stop16
Step 6: Apply variable xing17
Step 7: Reconstruct LP without xed variables and solve using the18
basis information from the last solution
Step 8: while There are branch-and-cut nodes to be exploited do19
repeat20
Apply separation algorithms21
if violated inequalities are found then22
Add violated inequalities to LP23
Solve LP24
until No violated inequality is found ;25
if All variables are integral then Prune node else Branch on a26
fractional variable
end27
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Instance  LPbound Gap NR NCut Cpu NNode FixRate
kroA150 3 78897 0.85 59 1701 10 494 79.2
kroA150 5 127975 0.42 262 2004 19 85 46.4
kroA150 7 146752 0.3 694 1979 72 18 13.9
kroA150 9 117170 0.07 2193 3693 541 7 22.4
kroB150 3 77197.5 1.26 90 2362 37 1061 53.4
kroB150 5 124523 1.50 322 8213 1861.5 17888 30.0
kroB150 7 140995 0.13 742 3331 36 4 48.3
kroB150 9 113105 0.19 2347 4353 712 18 17.5
pr152 3 219626 0.64 82 2132 12 104 84.8
pr152 5 363614 0.71 298 3995 144 1084 40.1
pr152 7 466432 1.07 793 4132 2778 22550 9.5
pr152 9 484689 0.47 2330 6651 6774 924 6.3
u159 3 125775 0.37 50 1195 5 51 79.9
u159 5 206486 0.34 259 8130 37 62 70.9
u159 7 243440 0.22 770 3348 92 19 16.3
u159 9 203646 0.35 2493 5622 1553 184 20.8
d198 3 47136 0.43 44 4835 154 554 47.5
d198 5 77696.5 0.1 343 10887 212 20 37.2
d198 7 96606.4 0.22 1080 9589 1311 503 18.9
d198 9 97397.7 0.06 3320 15857 8522 54 2.7
Table 5.5: Larger Instances with relation and cut inequalities.
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Instance  NR NCut NDa Cpu NNode x bnd cpu nd
kroA150 3 56 1726 36 10 489 79,3 0 -3,4 1,0
kroA150 5 254 1494 152 9 64 74,2 0,6 53,2 24,7
kroA150 7 719 2260 316 49 2 15,2 46,4 31,9 88,9
kroA150 9 2252 3460 215 495 2 23,9 60 8,4 71,4
kroB150 3 86 2063 52 37 1002 53,4 0 -0,8 5,6
kroB150 5 329 15107 208 2822 17045 15,4 9.0 -51.6 4.7
kroB150 7 739 2721 295 22 1 99,8 100 38,5 75,0
kroB150 9 2330 4533 184 910 12 17,4 23,8 -27,7 33,3
pr152 3 82 2132 46 12 116 84,8 0 -1,2 -11,5
pr152 5 273 4847 168 71 242 57,9 14,7 51 77,7
pr152 7 802 5020 528 1923 4431 9,5 12,8 30,8 80,4
pr152 9 2225 6380 451 4593 478 6,2 14 32,2 48,3
u159 3 46 1376 23 8 46 80 0 -49,4 9,8
u159 5 251 8946 163 56 37 56,1 8,4 -51,3 40,3
u159 7 765 3155 310 59 9 15,9 54,8 35,8 52,6
u159 9 2548 6124 231 1787 161 21,6 3,6 -15,1 12,5
d198 3 46 4631 25 118 470 55,3 0 23,4 15,2
d198 5 339 49682 199 1758 20 32,8 9,6 -729,9 0,0
d198 7 1101 9722 508 1434 205 7,8 53,9 -9,4 59,2
d198 9 3464 18540 274 5629 15 33,1 62,3 33,9 72,2
Table 5.6: Larger Instances with relation, cut and double assignment inequalities.
double-assignment inequalities. We provide the results in Table 5.6. The last
three columns of Table 5.6, namely bnd, cpu, and nd, show the percent dierences
in the LP relaxation gaps, solution times and number of branch-and-cut nodes
exploited, respectively. In these columns, positive values indicate improvements
and negative values are used if the measure got worse. It is observed that the
double-assignment inequalities are not useful when  = 3. Although we generated
some double-assignment constraints they do not aect the LP relaxation values.
In other cases the LP bounds are improved signicantly and one instance is solved
to optimality in the root node. The number of exploited branch-and-cut nodes
also decreased in general. However, there is also one instance in which more nodes
are analyzed by the LP solver. In 10 instances the solution times improved, while
in 8 instances the Cpu times increased signicantly. In 2 instances the eects can
be ignored.
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We tried to improve the performance of the branch-and-cut algorithm by
including the double-cut inequalities in the solution process of our problem in-
stances. In this experiment we still have the relation, cut and double-assignment
inequalities. It is observed that in 6 instances the Cpu times improved signi-
cantly, while in 3 instances we obtained worse results. In the remaining 9 instances
the dierences are not signicant. We also observed that the double-cut inequal-
ities are useful for improving the LP relaxation values especially when  = 9.
3 instances are solved to optimality without branching by using the double-cut
inequalities. However, no violated double-cut inequality could be found when
 2 f3; 5g and hence they do not have any eect in these cases. The number
of branch-and-cut nodes exploited also decreased in general, however, in two in-
stances the number increased. The results can be found in Table 5.7 and the last
three columns are used to denote the percent dierences in the LP relaxation
gaps, solution times and number of branch-and-cut nodes exploited, respectively,
as in the previous table.
Finally, we include the extended F -partition inequalities in the computational
experiments. We present the results of this experiment in Table 5.8. It is observed
that the extended F -partition inequalities signicantly improve the LP relaxation
bounds in most of the instances. Besides, in two instances, it seems that there
is no eect of these inequalities, however, these instances are already solved to
optimality without any branching. The eect of the extended F -partition in-
equalities on solution times is similar. In 13 instances we obtain improvement
in Cpu times while only in 2 instances the solution times increased. Although
the number of branch-and-cut nodes also decreased in most instances there are
signicant increases in some instances.
In addition, comparing these results to the ones obtained when only the re-
lation and cut inequalities, it can be seen that in all instances except one, the
solution times reduced, which shows that the addition of valid inequalities im-
prove the performance of the branch-and-cut algorithm.
In the computational experiments we also included the small-cut inequalities.
Although, the small-cut inequalities provide strong LP relaxation bounds like
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Instance  NR NCut NDa NDb Cpu Node bnd cpu nd
kroA150 3 56 1726 36 0 10 489 0 0,7 0
kroA150 5 254 1494 152 0 9 64 0 0,9 0
kroA150 7 723 2260 326 3 54 8 8 -10,8 -300
kroA150 9 2252 3460 214 3 408 1 100 17,5 50
kroB150 3 86 2063 52 0 38 1002 0 -0,3 0
kroB150 5 329 15107 208 0 2789 17045 0 1,1 0
kroB150 7 739 2721 295 0 22 1 0 1,5 0
kroB150 9 2323 4613 181 33 458 1 100 49,7 92
pr152 3 82 2132 46 0 13 116 0 -1,2 0
pr152 5 273 4847 168 0 71 242 0 0,1 0
pr152 7 794 5214 528 10 2863 7061 3,9 -48,9 -59
pr152 9 2154 10262 380 2684 6429 7 72,6 -40 98
u159 3 46 1376 23 0 8 46 0 0,9 0
u159 5 251 8946 163 0 55 37 0 0,4 0
u159 7 763 3156 310 25 45 2 57,5 23,1 78
u159 9 2533 6826 226 218 1413 35 68 20,9 78
d198 3 46 4631 25 0 120 470 0 -1,9 0
d198 5 339 49682 199 0 1759 20 0 0 0
d198 7 1087 10404 487 78 785 59 10,6 45,3 71
d198 9 3298 15311 229 81 3510 1 100 37,6 93
Table 5.7: Larger Instances with relation, cut, double assignment and double-cut
inequalities.
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Instance  NCut NDa NDb NFP Cpu Node bnd cpu nd
kroA150 3 961 30 0 73 8 74 40.3 20.0 84.9
kroA150 5 2426 161 0 186 8 2 99.5 11.1 96.9
kroA150 7 3468 434 16 97 54 2 47.9 0.0 75.0
kroA150 9 3460 214 3 0 408 1 0.0 0.0 0.0
kroB150 3 1364 36 0 69 8 95 34.7 78.9 90.5
kroB150 5 9837 213 0 98 232 797 39.0 91.7 95.3
kroB150 7 2207 286 0 29 15 1 0.0 31.8 0.0
kroB150 9 5144 178 33 13 573 1 0.0 -25.1 0.0
pr152 3 2300 46 0 39 11 164 7.0 15.4 -41.4
pr152 5 3094 213 0 50 46 265 14.8 35.2 -9.5
pr152 7 6611 653 10 105 1137 1411 10.2 60.3 80.0
pr152 9 9361 274 2317 79 6219 4 0.7 3.3 42.9
u159 3 720 22 0 41 4 3 45.4 50.0 93.5
u159 5 5325 161 0 117 14 1 100.0 74.5 97.3
u159 7 3067 367 43 39 51 3 89.8 -13.3 -50.0
u159 9 6454 183 218 28 1219 15 0.8 13.7 57.1
d198 3 4093 21 0 83 106 63 36.0 11.7 86.6
d198 5 38770 202 0 259 706 1 100.0 59.9 95.0
d198 7 10269 651 63 16 829 88 10.5 -5.6 -49.2
d198 9 15449 218 81 24 3622 1 0.0 -3.2 0.0
Table 5.8: Larger Instances with relation, cut, double assignment, double-cut and
extended F -partition inequalities.
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the cut inequalities, we observed that these inequalities are not eective in the
solution of 2ECSDHP. There are two observations on the small-cut inequalities.
Note that in the experiments we rst separate the relation and cut inequalities
which are the constraints of our formulation. The valid inequalities are separated
if sucient number of violated constraints could not be found. If the small-cut
inequalities are separated after all cut inequalities are satised, then no violated
small-cut inequalities could be found. If we give higher priority to the small-cut
inequality separation, i.e., we separate them before cut inequalities, then many
violated small-cut inequalities can be found. However, in this case Cpu times get
signicantly worse. Therefore we do not include the small-cut inequalities in this
analysis.
It can be seen that the instances used to solve 2ECSSP and 2ECSDHP are not
exactly the same. The reason of this dierence is that, our initial experimenta-
tions showed that 2ECSDHP is more dicult than 2ECSSP to solve. Therefore,
we could not increase the size of the problems as we did for 2ECSSP. Therefore,
in order to increase the number of instances solved, we added new instances with
less than 200 nodes to our experiments.
5.7 Conclusion
We analyzed a variant of the 2ECSSP in which the survivability is extended to the
local access networks in this chapter. Dierent formulations were developed and
compared. A polyhedral analysis was performed for the polyhedra associated
with the formulation we decided to use in the solution method. Although the
formulations for the 2ECSSP and 2ECSDHP are quite similar, we observed that
there are signicant dierences in the polyhedral structures. We provided some
valid inequalities, some of which are obtained by modifying the valid inequalities
for 2ECSSP, while some were obtained via projection method. We observed that
the solutions of the LP relaxations have more fractional values than the solutions
of 2ECSSP. Since the reduction operations are more eective when the solution
has less number of fractional values, we did not extend the reduction operations
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to the 2ECSDHP. Instead we focused on the variable xing rules to improve the
performance of the branch-and-cut algorithm.
Problem instances up to 200 nodes were solved in the computational analysis.
From these results, we observed that the valid inequalities and variable xing
rules have improving eects on the performance of the proposed algorithm.
Chapter 6
Regenerator Placement Problem
In the previous chapters, we discussed the importance of the survivability and
analyzed two variants of a two level survivable network design problems. In the
design problems, the objective is to minimize the setup cost of the network. How-
ever, once the network is designed, other factors such as routing become more
important. Since the backbone networks usually cover a large area, the distances
between the concentrators of the network could be high and this may bring the
necessity of signal regeneration. In such cases the routing problem is not a triv-
ial one since some paths on the network may not be usable due to regeneration
constraints. The regenerator placement problem we analyze in this chapter deals
with the signal degradation which occurs especially in optical networks. In fact,
signal degradation also exists in all networks, however the regeneration is more
complicated in optical networks, so that the minimization of the number of regen-
erators used on a network becomes more important. The dierences between the
regeneration in electrical and optical networks were described in Chapter 2. In
RPP we focus on the routing and location problems. It should be noted that, al-
though the underlying graph is 2-edge connected, due to regeneration constraints
some paths may not be used. Therefore, we also take the survivability into ac-
count by making sure that at least two edge disjoint paths are available between
every node pair while solving the location problem.
In this problem we consider a weighted undirected graphG = (N;E), whereN
147
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is the node set, E is the edge set of G. There is a weight cij associated with every
edge e 2 E. Note that as the edges are undirected we assume cij = cji for every
e = fi; jg 2 E. This weight represents the amount of degradation through the
edge and can be interpreted as the length of the edge as the degradation amount
depends on the length the signal travels. As many node pairs on the graph com-
municate with each other, we use a set of commoditiesK = f1; : : : ; jKjg to denote
the node pairs. For every k 2 K, there is an associated pair of nodes (sk; tk) repre-
senting the origin and destination nodes of commodity k, respectively. A directed
path (cycle) is denoted by P (C) and jP j (jCj) shows the number of arcs in P (C).
L(P ) represents the length of P , i.e., L(P ) =
P
(i;j)2P cij. We use Rmax to denote
the maximum allowable length (degradation) of a transparent path segment, i.e.,
Rmax is the maximum distance beyond which the signal has to be regenerated.
Since we are focusing on regenerating the signals before they are lost, the distance
which the signal traveled after the last regeneration is more important than the
distance traveled after initial emission. The new distance concept will be referred
to as the real length and is denoted by L. We dene L as follows.
Denition 6.1 Let R  N be a given regenerator set and k 2 K be a given
commodity. Consider a path P from sk to tk. The real length of this path is
L(P ) = maxfl1; : : : ; lmg where li for i 2 [1; : : : ;m] for m  1 is the length of the
ith segment of P between two consecutive nodes from R [ fsk; tkg.
We make two other denitions which we shall resort to throughout the text,
before we formally dene the problem.
Denition 6.2 A given commodity k 2 K is called feasible with respect to a
given regenerator set R  N if there exist two edge disjoint paths P1 and P2
between sk and tk such that L(P1)  Rmax and L(P2)  Rmax.
To make a distinction between the two edge disjoint paths, one is called the
working path and the other will be referred to as the restoration path.
Denition 6.3 A given regenerator set R  N is called feasible if every com-
modity k 2 K is feasible with respect to R.
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Given a weighted graph G = (N;E) with weights ce, a set of commodities,
and a positive scalar Rmax, the objective in RPP is to nd a minimum cardinality
feasible node subset R  N . Therefore, we need to nd a node set R and two
edge disjoint paths, P 1k and P
2
k , between every origin destination sk and tk (for
every k 2 K) that are feasible with respect to R.
6.1 Modeling the Problem
An integer linear program is formulated for the problem. Since directions are
important in signal transmission, G = (N;E) is transformed into a directed
graph D = (N;A) by replacing each undirected edge fi; jg 2 E by two directed
arcs (i; j) and (j; i), both with cost cij (see [1]). The model is for nding the nodes
where the regenerators should be placed and simultaneously determining two edge
disjoint paths between the source and destination nodes of every commodity. We
assume without loss of generality that ce  Rmax 8e 2 E where Rmax is the
degradation limit. As a regenerator can be used by more than one commodity,
the problem has to be solved for all commodities simultaneously. We use the
following decision variables:
xkijl =
(
1; if lth path for commodity k includes arc (i; j)
0; otherwise
Here l = 1 represents the working path while l = 2 is used to denote the
restoration path.
ri =
(
1; if a regenerator is placed on node i
0; otherwise
kil : length of the transparent segment of path l leaving node i for commodity k:
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For 's to take on proper values, we need to force the following relationship
for every (i; j) 2 A, k 2 K and l 2 f1; 2g:
kjl  (kil + cij)xkijl(1  rj) (6.1)
Indeed, if there is a regenerator at node j, then node j becomes the starting point
of a transparent segment so kjl is allowed to take value 0. Similarly, if x
k
ijl = 0
then nothing should be imposed on kjl. If rj = 0 and x
k
ijl = 1, then the length of
the path leaving j must be greater or equal to the sum of the length of the path
leaving node i and length of arc (i; j).
One can use standard big-M type of linearization for constraint (6.1) to derive
a linear integer program for the regenerator placement problem. Let M1 be the
model under investigation:
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minimize
X
i2N
ri (6.2)
subject to:
X
j:(i;j)2A
xkijl  
X
j:(j;i)2A
xkjil =
8>><>>:
1; i = sk;
 1; i = tk;
0; i 6= sk; tk;
8i 2 N; 8k 2 K; l = 1; 2
(6.3)
kjl  kil + cijxkijl  Rmax(1  xkijl) Rmaxrj; 8(i; j) 2 A;8k 2 K; l = 1; 2
(6.4)
kil +
X
j:(i;j)2A
cijx
k
ijl  Rmax; 8i 2 N; 8k 2 K; l = 1; 2
(6.5)
2X
l=1
(xkijl + x
k
jil)  1; 8fi; jg 2 E; 8k 2 K
(6.6)
xkijl 2 f0; 1g; 8k 2 K; 8(i; j) 2 A; l = 1; 2
ri 2 f0; 1g; 8i 2 V
kil  0 8k 2 K; 8i 2 V; l = 1; 2
The objective function (6.2) simply minimizes the total number of regenerators
to be placed. Constraints (6.3) are the classical ow conservation constraints from
node sk to node tk for both paths. Constraint (6.4) linearizes inequality (6.1).
Constraint (6.5) enforces that the length of any transparent segment is within
the given limit and Constraint (6.6) forces the paths to be edge-disjoint.
A similar model is formulated in [49] where the authors use it only to check
feasibility assuming that all the ri values are xed.
The results we obtained with this model in our preliminary experimentation
did not seem promising. Therefore we decided to apply projection to develop a
dierent formulation.
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6.1.1 Projected Formulation
We want to project out  variables from the formulation. So we rst assume
other variables are xed. In this case the model can be decomposed for each
commodity k and path l. So for a xed set of variables x and r, and a given k
and l, there exists a vector kl that satises
kjl   kil  cijxkijl  Rmax(1  xkijl) Rmaxrj (ij); 8(i; j) 2 A;
  kil 
X
j:(i;j)2A
cijx
k
ijl  Rmax (i); 8i 2 N;
kil  0 8i 2 N:
if and only if
X
(i;j)2A
(cijx
k
ijl  Rmax(1  xkijl) Rmaxrj)ij +
X
i2N
(
X
j:(i;j)2A
cijx
k
ijl  Rmax)i  0
for all  and  that satisfy
X
j:(j;i)2A
ji  
X
j:(i;j)2A
ij   i  0; 8i 2 N; (6.7)
ij  0; 8(i; j) 2 A; (6.8)
i  0; 8i 2 N: (6.9)
If the extreme rays of this projection cone can be identied then an equivalent
formulation can be found by means of projection. Fortunately it can be shown
that the extreme rays of this polyhedron are either directed paths or directed
cycles and the following theorem formalizes this result.
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Theorem 6.1 A vector (; ) is an extreme ray of polyhedron F = f(; ) :
(; ) satises (6:7) and (6:8)g if the nonzero components of (; ) are all equal
in magnitude and form either a simple directed cycle or a simple directed path.
Proof Considering the inequalities (6.7) and (6.8) it can be seen that if ij > 0
for some (i; j) 2 A then j+jk must be positive for some (j; k) 2 A. This means
that the support graph induced by  is composed of directed cycles and directed
paths.
First consider a vector (; ) and suppose that the support graph induced by
 consists of only a simple directed cycle C. If  = 0 we can see that ij = 0
for some 0 2 R for every (i; j) 2 C. To nd two dierent rays such that their
convex combination includes (; ) we need to choose  = 0 and note that positive
components of  can be increased or decreased together with the same amount
to satisfy (6.7) and (6.8). The vectors obtained this way are simply positive
multiples of the initial vector meaning that (; ) is an extreme ray.
Now let v = (; ) be a vector, which induces a support graph consisting of a
simple directed cycle and at least another cycle or path. Let C be the simple cycle,
then 0 = min(i;j)2Cfijg > 0. Clearly, there exists some  such that 0 >  > 0.
Now consider the vectors v1 = (; ) (v2 = (; )) obtained as follows:
ij =
(
ij + ; if (i; j) 2 C
ij; otherwise

ij
=
(
ij   ; if (i; j) 2 C
ij; otherwise
The  values do not change and  =  = . It can be easily seen that both
v1 and v2 are in F and v = v1+v22 . Moreover, neither v1 nor v2 is a multiple of v
since we do not change all components of v. This implies that v is not an extreme
ray of F and we can conclude if there is a directed cycle in the support graph
induced by an extreme ray there can be no other cycles or paths in this ray.
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Similar reasoning is valid for the directed paths. Let v = (; ) 2 F be a
vector that induces a network including at least one directed path, say P , that
ends at node t 2 V . Without loss of generality we can assume there is no directed
cycle in this network. Consider the vectors v1 = (; ) (v2 = (; )) obtained as
follows:
ij =
(
ij + ; if (i; j) 2 P
ij; otherwise
i =
(
i + ; if i = t
i; otherwise

ij
=
(
ij   ; if (i; j) 2 P
ij; otherwise
i =
(
i   ; if i = t
i; otherwise
where  < min(i;j)2Pfijg. We can observe that both v1 and v2 are in F and
v = v1+v2
2
. Since, neither v1 nor v2 is a multiple of (; ), v cannot be an extreme
ray of F . This implies that if there is a directed path in an extreme ray there
can be no other cycles or paths in this ray.
Based on the results obtained for directed cycles and directed paths, we can
conclude that no i can be positive if there is a directed cycle or a directed path in
the support graph unless i is the last node of the directed path. This is because
we can obtain two dierent vectors, convex combination of which includes the
initial vector, just by increasing and decreasing i by .
There are two possible cases, when there is only one simple path, P , in the
support graph. If the positive components of the vector v = (; ) inducing
the support graph have dierent values, then there exists an  such that  <
min(i;j)2Pfijg. Adding and subtracting  to and from v yield two vectors v1; v2
such that v = v1+v2
2
. This shows that v is not an extreme ray. On the other hand,
if all positive components are equal, the vector is an extreme ray, since it is not
possible to increase and decrease a subset of the positive components.
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Finally, we need to consider the vector when  = 0. Clearly, if there is more
than one positive component of  the vector is not an extreme ray. However, in
the case of a single positive  we have an extreme ray.
Therefore we can conclude that a vector in F is an extreme ray only if it
induces a simple directed cycle or a simple directed path with all positive com-
ponents are equal or it has a single positive component of . 
Now it is known that all extreme rays of the formulation are either directed
simple paths or directed simple cycles. The sets of all directed simple paths
and directed simple cycles are denoted by P and C, respectively. Note that this
formulation must not be unbounded since our initial mathematical model has a
non empty feasible solution set. Therefore, the extreme rays of this formulation
must have nonpositive objective function values. This yields three classes of
inequalities. Projecting out variables , we obtain the following formulation
denoted by M2. In this formulation, we use N(P ) to denote the nodes on P 2 P
and ps, pt represent the rst and the last nodes of P , respectively. Similarly,
N(C) stands for the nodes of a cycle C 2 C to denote the nodes
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minimize
X
i2N
ri
subject to:
X
j:(i;j)2A
xkijl  
X
j:(j;i)2A
xkjil =
8>><>>:
1; i = sk;
 1; i = tk;
0; i 6= sk; tk;
8i 2 N; 8k 2 K; l = 1; 2
2X
l=1
(xkijl + x
k
jil)  1; 8fi; jg 2 E; 8k 2 KX
(i;j)2P
(Rmax + cij)x
k
ijl +
X
(pt;j)2A
cptjx
k
ptjl X
j2N(P )nfpsg
Rmaxrj + (jP j+ 1)Rmax; 8k 2 K; 8P 2 P ; l = 1; 2
(6.10)X
(i;j)2C
(Rmax + cij)x
k
ijl 
X
j2N(C)
Rmaxrj + jCjRmax; 8k 2 K; 8C 2 C; l = 1; 2
(6.11)X
j:(i;j)2A
cijx
k
ijl  Rmax; 8k 2 K; 8i 2 N; l = 1; 2
(6.12)
xkijl 2 f0; 1g; 8k 2 K; 8(i; j) 2 A; l = 1; 2
ri 2 f0; 1g; 8i 2 V
In this projected formulation, the objective function and the rst two con-
straints are the same with the original formulation. The objective minimizes the
number of regenerators while the rst two constraints construct two arc disjoint
paths between the source and sink nodes of every commodity. Constraint (6.10)
relates the length of paths to the locations of the regenerators. So this constraint
is important in the determination of regenerator locations. To explain how this
constraint works let k 2 K and u; v 2 V . Consider a path P 2 P between nodes u
and v and the associated constraint (6.10). Note that nodes u; v do not have to be
the source and sink nodes of commodity k as the constraint must be included for
every path and/or path segment regardless of their rst and last nodes. Suppose
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P is used for commodity k meaning that
P
(i;j)2P x
k
ijl = jP j. There are two cases
here, P may continue after v if v 6= tk and otherwise P ends at node v, since the
sink node of the commodity is reached. We rst analyze the rst case, and this
implies that there exists a node w 2 V such that (pt; w) 2 A. So we know that P
is extended with the arc (pt; w). Clearly we have
P
(i;j)2P x
k
ijl+x
k
ptwl
= jP j+1. As
a result the left hand side of the inequality is equal to
P
(i;j)2P cij+cptw+ jP jRmax
while the right hand side equals (jP j + 1)Rmax. Replacing xijl with 1 for every
(i; j) 2 P [ f(t; w)g and simplifying the terms on both sides we get following
inequality:
X
(i;j)2P
cij + cptw 
X
j2N(P )nfpsg
Rmaxrj +Rmax (6.13)
Inequality (6.13) states that if the length of the path does not exceed the
degradation limit Rmax, then the path is feasible and no regenerators is necessary.
Otherwise, suciently many regenerators must be placed on the interior of P so
that the exceeded signal degradation is balanced. Note that the rst node of P ,
ps and the last node of the extended path w are excluded on the right hand side,
since a regenerator on these nodes will not have any eect on the infeasibility
of the path. Unfortunately, this constraint does not give much information on
the locations where the regenerators should be placed, if necessary, even though
it provides a lower bound on the number of regenerators that must be installed.
Therefore, including only the path constraints associated with the paths between
sk and tk is not sucient for the model. To identify the locations as well as the
number of regenerators, this constraint must be included in the model for every
P 2 P . The second case where v = tk is similar to the rst one. In this case, we
do not consider the last arc (pt; w) and the remaining part is the same.
Constraint (6.12) is a special case of Constraint (6.10) when P = ;. This
constraint simply limits the total length of arcs emanating from the same node.
Constraint (6.11) is used to prevent cycles. The reasoning behind the cycle
constraints is the same with the one of the path constraints. A cycle can be
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considered a path fragment and this implies the use of regenerators if the length
of the path fragment exceeds the degradation limit. Let C 2 C and k 2 K.
Assume that C exists in an integer solution, meaning that
P
(i;j)2C x
k
ijl = jCj
and therefore we have
P
(i;j)2C cij + jCjRmax on the left hand side while we have
jCjRmax on the right hand side as constants. Similarly we replace xijl with 1 for
every (i; j) 2 C and simplify the terms on both sides of the cycle inequality. This
yields
X
(i;j)2C
cij 
X
j2N(C)
Rmaxrj (6.14)
Inequality (6.14) states that if there is a cycle then there must be some regen-
erators on some of the nodes of the cycle. Therefore, some fractional solutions are
eliminated from the feasible solution set. The cycle inequality (6.11) is not very
strict, however, since a cycle can exist if there are suciently many regenerators
placed on the cycle to satisfy the regeneration requirements of other commodi-
ties. This does not constitute a problem since a solution with cycles is feasible
provided that there are at least 2 arc disjoint feasible paths between the source
and sink nodes of the commodities.
We dene the set of feasible solutions to RPP using M2 as follows: FS =
f(x; r) 2 f0; 1g2jKjjAjxf0; 1gjN j : (x; r) satises (6:3); (6:6); (6:10); (6:11)g.
6.1.2 Valid Inequalities
We propose two groups of valid inequalities in this section. The rst group
of inequalities is based on nodes and impose lower bounds on the regenerator
variables of other nodes. On the other hand, the second group of valid inequalities
consider a path and impose installation of regenerators on the path if necessary.
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6.1.2.1 Node Based Valid Inequalities
The shortest path distances between node pairs provide some insight about the
number and locations of some regenerators. Since the all-pairs shortest path
problem can be solved very quickly, we can use the shortest path distances to
develop some valid inequalities for FS. Let dij denote the shortest path distance
between nodes i and j.
Proposition 6.1 Let k 2 K; l 2 f1; 2g and i 2 N nfsk; tkg such that dski+ditk >
Rmax and maxfdski; ditkg  Rmax. Let N1 = fj 2 N n fsk; tk; ig : minfdski +
dij; d

ji + d

itk
g  Rmaxg and N2 = fj 2 N n (N1 [ fsk; tk; ig) : dji  Rmaxg. Then
2
X
j2N :(i;j)2A
xkijl  2
X
j2N1
rj + 2ri +
X
j2N2
rj (6.15)
is valid for FS.
Proof If
P
j2N :(i;j)2A x
k
ijl = 0, the inequality is valid. So we assumeP
j2N :(i;j)2A x
k
ijl = 1, which means that i is used on a path from node sk to
node tk. As d

ski
+ditk > Rmax, at least one regenerator is necessary for this path.
Since dski  Rmax and ditk  Rmax, it is possible to nd a feasible path from sk
to tk via i if there is regenerator on i. So the inequality is satised if ri = 1. Now
assume that ri = 0, then it is clear that i is not an endpoint of a transparent
segment. Let u; v be the endpoints of the transparent segment enclosing node
i. If u 2 fsk; tkg, then v =2 fsk; tkg, and this implies that rv = 1. Since there
is a transparent segment between u and v via i, we must have dui + d

iv  Rmax
and this means v 2 N1. So we have
P
j2N1 rj  1 and the inequality is satised.
If
P
j2N1 rj = 0, then at least two regenerators, which can be reached from i
without any regenerators, around i are necessary. This allows construction of a
transparent segment enclosing node i inside. Therefore,
P
j2N2 rj  2. Therefore,
inequality (6.15) is valid for FS. 
Proposition 6.2 Let k 2 K; l 2 f1; 2g and i 2 N nfsk; tkg such that dski  Rmax
and ditk > Rmax. Let N1 = fj 2 N n fsk; tk; ig : dski + dij  Rmaxg, N2 = fj 2
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N n (N1 [ fsk; tk; ig) : dij  Rmaxg. Then
2
X
j2N :(i;j)2A
xkijl  2
X
j2N1
rj +
X
j2N2
rj + ri (6.16)
is valid for FS.
Proof If
P
j2N :(i;j)2A x
k
ijl = 0, the inequality is valid. So we assumeP
j2N :(i;j)2A x
k
ijl = 1, meaning that i is used on a path from node sk to node
tk. As d

ski
+ ditk > Rmax, at least one regenerator is necessary for this path. If
there is a regenerator on some node j 2 N1, then there may be a transparent
segment between sk and j as d

ski
+ dij  Rmax and in this case the inequality is
satised. So we assume
P
j2N1 rj = 0. If ri = 1, then two transparent segments
connect at i since i =2 fsk; tkg. One transparent segment may start at sk and
end at i while the second one starts at i and ends at some j 2 N2. In this case
ri = rj = 1 and the inequality is satised. So we assume ri = 0 which makes
i an intermediate node of some transparent segment with endpoints u; v. Note
that sk =2 fu; vg because of the length constraint for a transparent segment. This
implies that
P
j2N2 rj  2 and the inequality is satised. Therefore, inequality
(6.16) is valid for FS. 
Proposition 6.3 Let k 2 K; l 2 f1; 2g and i 2 N nfsk; tkg such that dski > Rmax
and ditk  Rmax. Let N1 = fj 2 N n fsk; tk; ig : dji + ditk  Rmaxg, N2 = fj 2
N n (N1 [ fsk; tk; ig) : dij  Rmaxg. Then
2
X
j2N :(i;j)2A
xkijl  2
X
j2N1
rj +
X
j2N2
rj + ri (6.17)
is valid for FS.
Proof Similar to the proof of Proposition 6.2. 
Proposition 6.4 Let k 2 K; l 2 f1; 2g and i 2 N nfsk; tkg such that dski > Rmax
and ditk > Rmax. Let N1 = fj 2 N n fsk; tk; ig : dji  Rmaxg. Then
2
X
j2N :(i;j)2A
xkijl 
X
j2N1
rj (6.18)
is valid for FS.
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Proof If
P
j2N :(i;j)2A x
k
ijl = 0, the inequality is valid. So we assumeP
j2N :(i;j)2A x
k
ijl = 1, which means that i is used on a path from node sk to
node tk. As d

ski
+ditk > Rmax, at least one regenerator is necessary for this path.
Note that sk and tk cannot be endpoints of transparent segments which starts or
ends at i. So there must be at least two regenerators which can be reached from
i without regenerators, i.e.,
P
j2N1 rj  2, regardless of the regenerator status of
node i. Therefore, inequality (6.18) is valid for FS. 
Proposition 6.5 Let l 2 f1; 2g and k 2 K such that dsktk > Rmax. Let N1 =
fj 2 N n fsk; tkg : dskj  Rmax; djtk  Rmaxg, and N2 = fj 2 N n (N1 [ fsk; tkg) :
dskj  Rmax or djtk  Rmaxg. Then
2
X
j2N1
rj +
X
j2N2
rj  2 (6.19)
is valid for FS.
Proof As dsktk > Rmax at least one regenerator is necessary for this pair. If there
is a node j such that dskj  Rmax and djtk  Rmax, which means j 2 N1, then
one regenerator at node j is sucient to make this pair feasible. Now suppose
rj = 0 for every j 2 N1. Clearly, we have more than two transparent segments
but we are interested in two of them, in particular the one that starts from
sk and the one that ends at tk. Let u; v be the nodes which are endpoints of
these transparent segments, respectively. Clearly, u; v 2 N2 and
P
j2N2 rj  2.
Therefore, inequality (6.19) is valid for FS. 
Note that the valid inequalities (6.15)-(6.19) can be improved by introducing
some auxiliary variables to the formulation. These auxiliary variables can be used
to force two or three r variables to be equal to 1 simultaneously. However, this
will increase the size of the formulation, which is already large. Additionally, our
initial experimentation showed that the improvement in the lower bounds is not
much. So we decided not to include the auxiliary variables in the formulation.
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6.1.2.2 Path Based Valid Inequalities
We also propose some logical valid inequalities based on paths. These inequalities
are similar to Constraint (6.10), however the arc lengths are not included in the
inequalities. Instead, the paths are chosen such that they satisfy some partic-
ular conditions. This allows us to make Constraint (6.10) stronger under some
conditions. Let l 2 f1; 2g; k 2 K and P be a path with L(P )  Rmax. Clearly,
if the signal is regenerated at the beginning of this path then no regeneration is
needed along the path. Suppose that a new arc is added at the end of this path.
If the length of the path is still less than degradation limit there is no need for
regenerators. However, if the addition of the last arc yields a path with length
longer than Rmax, then clearly the signal must be regenerated on P , therefore a
regenerator must be placed on at least one of the intermediate nodes of this path.
So we are interested in arcs, whose addition makes regeneration necessary. We
use N+ to denote the set of such arcs. Similarly, the arcs can be added to the
front of the path instead of the end and N  denotes this set. We formally dene
both sets as follows:
 N+(P ) = fj 2 N nN(P ) : (pt; j) 2 A;L(P ) + cptj > Rmaxg,
 N (P ) = fj 2 N nN(P ) : (j; ps) 2 A; cjps + L(P ) > Rmaxg.
For ease of notation, we write xkl (P ) instead of
P
(i;j)2P x
k
ijl. Based on this
information we now can propose a valid inequality.
Lemma 6.1 Let l 2 f1; 2g; k 2 K and P be a directed path with L(P )  Rmax.
Then
xkl (P ) +
X
j2N+(P )
xkptjl  jP j+
X
j2N(P )nfpsg
rj (6.20)
is valid for FS and dominates inequality (6.10).
Proof Note that, inequality (6.20) is violated if the left hand side is equal to
jP j + 1, i.e., a path segment composed of P and an arc from N+(P ) is used.
CHAPTER 6. REGENERATOR PLACEMENT PROBLEM 163
So without loss of generality we can assume N+(P ) 6= ;. This results in a path
segment longer than Rmax which makes a regenerator on at least one of the
interior nodes necessary. Therefore inequality (6.20) is valid for FS. Now we
want to compare it with inequality (6.10) for the same P .
We can rewrite inequality (6.10) as
P
(i;j)2P (Rmax+cij)x
k
ijl+
P
j2N+ cptjx
k
ptjl
+P
j2NnN+:(pt;j)2A cptjx
k
ptjl
 Pj2N(P )nfpsgRmaxrj + (jP j + 1)Rmax. Dividing each
term by Rmax and rearranging the inequality we obtain,
xkl (P ) +
X
j2N+
cptj
Rmax
xkptjl  jP j+
X
j2N(P )nfpsg
rj
+ (1 
X
(i;j)2P
cij
Rmax
xkijl  
X
j2NnN+:(pt;j)2A
cptj
Rmax
xkptjl)
It can be seen that the term in parenthesis is nonnegative. So we can say
that the left (right) hand side of inequality (6.10) is less (greater) than or equal
to that of inequality (6.20). Therefore (6.10) is dominated by (6.20). 
Since the graph is directed there is another path visiting the same nodes in
reverse order. For some path P ,
  
P stands for the path which is in the opposite
direction of P . In the following proposition we show how inequality (6.20) is
modied to make it stronger.
Proposition 6.6 Let l 2 f1; 2g; k 2 K and P be a directed path with L(P ) 
Rmax. Then
xkl (P ) + x
k
l (
  
P ) +
X
j2N(P ):(pt;j)2An  P
xkptjl +
X
j2N+(P )nN(P )
xkptjl  jP j+
X
j2N(P )nfpsg
rj
(6.21)
is valid for FS.
Proof We know that xkl (P ) +
P
j2N+(P )nN(P ) x
k
ptjl
 jP j + Pj2N(P )nfpsg rj is
valid for FS from Lemma 6.1. So we analyze the newly added terms. Let
CHAPTER 6. REGENERATOR PLACEMENT PROBLEM 164
i1; i2; i3; i4 be four consecutive nodes on P and assume that x
k
i3i2l
= 1. This
implies xki2i3l = x
k
i1i2l
= 0. In other words, if the x variable for an arc on
  
P
is equal to 1, then two x variables corresponding to arcs on P are forced to be
0. Consequently, xkl (P ) + x
k
l (
  
P ) +
P
j2N+(P )nN(P ) x
k
ptjl
 jP j, and the inequality
is satised. The case
P
j2N(P ):(pt;j)2An  P x
k
ptjl
= 1 is similar. So we assume that
xkl (
  
P ) +
P
j2N(P ):(pt;j)2An  P x
k
ptjl
= 0 and the remaining part is shown to be valid
for FS. Therefore inequality (6.21) is valid for FS. 
Clearly, inequality (6.21) is a lifted version of (6.20) and dominates it. In
addition, we can nd a similar valid inequality using N  as follows:
Proposition 6.7 Let l 2 f1; 2g; k 2 K and P be a directed path with L(P ) 
Rmax. Then
xkl (P ) + x
k
l (
  
P ) +
X
j2N(P ):(ps;j)2AnP
xkpsjl +
X
j2N (P )nN(P )
xkjpsl  jP j+
X
j2N(P )nfptg
rj
(6.22)
is valid for FS.
Proof Similar to the proof of Proposition 6.6. 
We end this section by presenting two more classes of valid inequalities based
on paths.
Proposition 6.8 Let l 2 f1; 2g; k 2 K and P be a directed path with L(P ) 
Rmax, pt 6= tk, and N+(P ) 6= ;. Then
xkl (P )  jP j   1 +
X
j2N(P )nfpsg
rj +
X
j2NnN+(P ):(pt;j)2A
xkptjl (6.23)
is valid for FS.
Proof If xkl (P )  jP j 1 then the inequality is valid. So we assume xkl (P ) = jP j
meaning that our route from sk to tk uses the path segment from ps to pt. As
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pt 6= tk, there are two alternatives. Either the path continues through an arc
(pt; j) which satises L(P ) + cptj  Rmax, or the addition of the new arc makes
it necessary to have a regenerator on an intermediate node as the path length
exceeds Rmax. Therefore inequality (6.23) is valid for FS. 
Proposition 6.9 Let l 2 f1; 2g; k 2 K and P be a directed path with L(P ) 
Rmax, ps 6= sk, and N (P ) 6= ;. Then
xkl (P )  jP j   1 +
X
j2N(P )nfptg
rj +
X
j2NnN (P ):(j;ps)2A
xdjpsl (6.24)
is valid for FS.
Proof Similar to the proof of Proposition 6.8. 
6.2 Solving M2
Let K 0  K be a commodity set. M2 can be used to nd the optimal solution
of RPP for K 0. However, as the number of constraints of M2 is exponential,
a branch and cut algorithm is necessary. In this section we propose a branch
and cut algorithm to solve M2. Before the implementation details of the branch
and cut algorithm, we want to discuss the separation problems associated with
constraints (6.10) and (6.11) and valid inequalities (6.21)-(6.24) which will be
added to the model during the optimization. Note that all constraints and valid
inequalities are associated with a specic commodity k and path type l, that is
to say we do not have an inequality that includes dierent commodities or path
types (working and restoration paths). This allows us to solve the separation
problems for each k 2 K 0 and l = 1; 2. So for a given fractional solution (x; r),
xed k 2 K 0 and l 2 f1; 2g we dene the following node and arc sets: Nkl =
fi 2 N : 9j 2 N such that xkijl + xkjil > 0g, Akl = f(i; j) 2 A : xkijl > 0g, and
R = fi 2 N : ri > 0g. Now we can dene our support graph Dkl = (Nkl; Akl).
Separation procedure is performed in two phases, we rst separate inequalities
(6.10) and (6.11) exactly and then apply heuristic separation for inequalities
(6.22)-(6.24).
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6.2.1 Exact Separation
This part is for the exact separation associated with inequalities (6.10) and (6.11).
Rearranging constraint (6.10) we get the following inequality:
(
X
j2N(P )nfpsg
Rmaxrj + jP jRmax  
X
(i;j)2P
(Rmax + cij)x
k
ijl)
+ (Rmax  
X
(pt;j)2A
cptjx
k
ptjl)
 0
In order to get a simpler representation, we let
 =
X
j2N(P )nfpsg
Rmaxrj + jP jRmax  
X
(i;j)2P
(Rmax + cij)x
k
ijl
 = Rmax  
X
(pt;j)2A
cptjx
k
ptjl
so that constraint (6.10) becomes +  0. Clearly, our aim is to minimize +
to identify if there is a violated inequality. Since the constraint is dened by a
directed path, the values of  and  should depend on the values of the variables
corresponding to the arcs on the path. This is true for , however,  consists of
variables corresponding to arcs that emanate from a single node, which is the last
node of the path. In other words,  does not depend on the arcs on the path, and
its value is just determined by the last node of a path. This means that dierent
paths that end at the same node will have the same  value. This allows us to
break the separation problem into smaller parts for each node and fortunately
the separation problem reduces to the minimization of  for a given node.
Now we show how  can be minimized. Consider the support graph Dkl =
(Nkl; A

kl) we dened and set the weight of each arc (i; j) 2 Akl to wij = Rmax(1+
rj xkijl) cijxkijl. Let P be a directed path on this graph. It can be easily veried
that the length of P on Dkl is equal to . Therefore for a given node pair s; t the
shortest path between s and t gives the minimum  value. As  is known for the
last node t, regardless of the path, it can be determined if there exists a path P
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between s; t which yields a violated path inequality by nding the shortest path
problem between s and t.
Let ij denote the minimum  value between nodes i and j. Similarly let
i denote the  value associated with node i. Solving an all-pairs shortest path
problem on Dkl we can nd the st for every node pair s and t. Now it can be
seen whether there is a violated path inequality induced by a path between nodes
s and t by checking if st + t < 0.
It is known that shortest path problem can be solved in polynomial time if
there is not any negative directed cycle on the network. So we also need to analyze
the case with negative directed cycles. Suppose a negative cycle, C, is found while
solving the shortest path problem. This means that
P
j2N(C)Rmaxrj+ jCjRmax <P
(i;j)2C(Rmax + cij)x
k
ij l
and hence inequality (6:11) is violated.
Therefore by solving the shortest path problem we not only nd the violated
path constraints (6.10), but also identify violated cycle inequalities (6.11) if there
is any. This shows that the separation problems of Constraints (6:10) and (6:11)
can be solved together. A label correcting shortest path algorithm (see [1]) is
used to solve the all-pairs shortest path problem. This algorithm either solves
the shortest path problem or detects a negative cycle in polynomial time. So we
can conclude that if there is a violated inequality of type (6:10) or (6:11), it can
be found in polynomial time.
At the end of the algorithm if we encounter a negative directed cycle then
corresponding inequality of type (6:11) is added. If there is no negative directed
cycle, then for every node t 2 N we choose the node s 2 N n ftg that gives
the minimum st which is closest to t and check if the path between these two
nodes induce a violated inequality of type (6.10). Remember that inequality
(6.21) dominates inequality (6.10) if the length of the path is smaller than the
degradation limit. Therefore, in case of a violated inequality, we add inequality
(6.21) if the length of path does not exceed Rmax and add inequality (6.10),
otherwise. Exact separation algorithm is described in Algorithm 9.
CHAPTER 6. REGENERATOR PLACEMENT PROBLEM 168
Algorithm 9: Exact Separation
Input: (x; r);K
forall k 2 K do1
forall l 2 f1; 2g do2
Construct Dkl = (Nkl; A

kl)3
forall (i; j) 2 Akl do4
wji  Rmax(1 + rj   xkijl)  cijxkijl5
forall i 2 Nkl do6
Find shortest paths from i to every j 2 Nkl n fig (dij)7
if There is a negative cycle C then8
Add inequality (6.11) corresponding to C9
else10
t argmin
j2Nklnfig
fdijg
11
if dit +Rmax  
P
(i;j)2A cijx
k
ijl < 0 then12
There is violated inequality of type (6.10)13
Add inequality (6.10) or (6.21) corresponding to the14
path between i and t
6.2.2 Heuristic Separation
We consider the directed graph Dkl and set the weight of each arc (i; j) 2 Akl to
wij = x
k
ijl. On D
kl, we try to nd the longest path starting at node sk. We use a
greedy heuristic algorithm to nd this path. We start from sk and at each step
we choose the arc which emanates from the last node and ends at a node not
visited before. The heuristic stops if tk is visited or an arc cannot be found. This
path is used for the separation of inequalities (6.22)-(6.24), as follows. We start
from each node of this path and add the arcs in the order of their place on the
path. When the length of the path segment exceeds Rmax, this path segment is a
candidate. We check if an inequality of type (6.21)-(6.24) is violated. If there is
a violation then the violated inequalities are added to the subproblem. Heuristic
separation algorithm is described in Algorithm 10.
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Algorithm 10: Heuristic Separation
Input: (x; r);K
forall k 2 K do1
forall l 2 f1; 2g do2
Construct Dkl = (Nkl; A

kl)3
forall (i; j) 2 Akl do4
wij  xkijl5
P  ;; v  sk6
repeat7
T  fwvj : j 2 Nkl nN(P ); (v; j) 2 Aklg8
if T 6= ; then9
(v; u) argmax
j2NklnN(P ):(v;j)2Akl
fwvjg
10
P  P [ f(v; u)g11
v  u12
until v = tk or T = ; ;13
forall s 2 N(P ) do14
Find the longest segment of P , say P 0, starting at s and not15
exceeding Rmax
if P 0 violates one of the inequalities of type (6.21)-(6.24) then16
Add corresponding violated inequalities of type (6.21)-(6.24)17
induced by P 0
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6.3 Finding the Optimal Solution
Note that as jKj increases the size of M2 also increases. This makes solving M2
for all commodities simultaneously almost impossible. Therefore, we propose an
iterative algorithm to nd the optimal solution of RPP. This algorithm rst solves
the RPP for a restricted subset K 0 of K, and checks if this solution is feasible for
K. New commodities are added to K 0 until the optimal solution for K 0 is feasible
for K. So the algorithm has two main operations, nding the optimal solution
for some K 0  K and checking if a given solution is feasible for K. We rst start
with a single commodity (jK 0j = 1) and nd its optimal solution usingM2. Then
we check if this solution is feasible for other commodities. If it is feasible then
the solution is optimal. Otherwise, we add the infeasible commodity k0 to K 0 and
solve M2 for K 0 again. This procedure is repeated until the optimal solution for
K is found. This method is provided in Algorithm 11. Now we want to discuss
how feasibility of a commodity with respect to a given regenerator set is analyzed.
Algorithm 11: Optimal Solution
Input: G = (N;E);K
K 0  ;1
Choose a k 2 K nK 02
K 0  K 0 [ fkg3
repeat4
ag  false5
Solve M2 for K 06
R R (regenerator set in the optimal solution of M2 for K 0)7
forall k 2 K nK 0 do8
if k is not feasible with respect to R then9
ag true10
K 0  K 0 [ fkg11
break12
until ag=false ;13
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6.3.1 Feasibility Check
M1 can be used to check if a regenerator set R is feasible for a node pair in its
current form, however, we will improve it by applying a reduction procedure.
Let k 2 K be a commodity for which feasibility check is performed, R be the
regenerator set, and i 2 N n (R [ fsk; tkg). If the path between sk; tk includes i,
the length of the transparent segment entering node i will be either equal to dski
provided no regenerator node is visited before i or dji provided that j is the last
regenerator node visited before i. Similarly, the transparent segment will either
end up in tk or in a regenerator node j and its length will be equal to d

itk
or
dij, respectively. Therefore, the following inequalities have to be satised if i is
on the path, where ki = minfdijjj 2 (R [ fskg) n ftkgg and ki = minfdijjj 2
(R [ ftkg) n fskgg.
kil  Rmax   ki ; 8i 2 N n (R [ ftkg);8k 2 K; l = 1; 2 (6.25)
kil  ki ; 8i 2 N n (R [ fskg);8k 2 K; l = 1; 2 (6.26)
Inequalities (6.25)-(6.26) impose bounds on the portion of the transparent
segment that includes node i. However, note that if i + i > Rmax then the
upper bound of kil is less than the lower bound which results in an inconsistency.
This means that there cannot be a transparent segment visiting node i. Therefore,
if i + i > Rmax, node i can be removed from the graph without ignoring any
feasible path. Similarly, opaque nodes can also be removed from the network
if i > Rmax or i > Rmax as an opaque node constitutes an end-point for a
transparent segment. If we have tk > Rmax or sk > Rmax, it can directly be
concluded that k is infeasible with respect to R. Applying the reduction, which
is described in Algorithm 12 the number of nodes and edges can be signicantly
decreased. Moreover, remember that both  and  values are computed using the
shortest path distances of the original graph. However, they need to be updated
using the shortest path distances of the reduced graph which means that it may
be possible to reduce the graph even more by applying the procedure above after
solving a shortest path problem on the reduced graph. Using this reduction,
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feasibility problem can be solved on a smaller network.
6.4 Computational Results
Based on the separation problems described in Section 6.2 we develop a branch-
and-cut algorithm to solve M2. We start the algorithm by solving the following
initial linear program.
minimize
X
i2N
ri
subject to:
(6:3); (6:6); (6:15); (6:16); (6:17); (6:18); (6:19) 8k 2 K 0; l = 1; 2
0  xkijl; ri  1; 8i; j; k; l
If the solution of this problem (x; r) satises inequalities (6.10) and (6.11),
then it is feasible for RPP. To nd if there are any violated inequalities of these
type we solve separation problems at each step of the branch-and-cut algorithm.
Heuristic separation is performed rstly to nd inequalities of type (6.21)-(6.24).
If no violated inequality could be found exact separation algorithm is used. We
generate at most 200 inequalities at each step.
We used a network with 32 nodes and 50 edges shown in Figure 6.1. This
network is based on US data and is used also by Yetginer and Karasan [49]. Rmax
values are chosen such that decreasing it, will result in infeasible problems and
while increasing we obtain cases where no regeneration is needed. Our algorithm
is implemented using C++ with Concert Technology 27 and Cplex 11.2 is used
to solve the mathematical models. We run the algorithm on a workstation with
2.67 Ghz Pentium Xeon Cpu and 8 Gb ram.
Using the proposed solution algorithm, the optimal solutions for various Rmax
values are found in less than 60 minutes. The optimal solutions and Cpu times
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Algorithm 12: Reduction
Input: G = (N;E); k 2 K;R  N
repeat1
ag false2
forall i 2 N do3
if i = sk then4
i = 05
i = minfdijjj 2 (R [ ftkg) n fskgg6
else if i = tk then7
i = 08
i = minfdijjj 2 (R [ fskg) n ftkgg9
else10
i = minfdijjj 2 (R [ fskg) n fi; tkgg11
i = minfdijjj 2 (R [ ftkg) n fi; skgg12
if tk > Rmax or sk > Rmax then13
R is infeasible; stop14
forall i 2 N n (R [ fsk; tkg) do15
if i + i > Rmax then16
N  N n fig17
E  E n (i)18
ag true19
forall i 2 R n fsk; tkg do20
if i > Rmax or i > Rmax then21
N  N n fig22
E  E n (i)23
R R n fig24
ag true25
if ag then26
Solve shortest path problem on G = (N;E)27
until ag=false ;28
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Figure 6.1: 32 node network.
are tabulated in Table 6.1. When the results are analyzed it can be seen that
there is no correlation between the Rmax values and Cpu times. For example, the
problem can be easily solved when Rmax = 1000 or Rmax = 1200, while it takes
signicantly longer to solve the problem with Rmax = 1100. Similar deviations in
Cpu times are also observed for dierent Rmax values.
6.5 Conclusion
In this chapter, the regenerator placement problem is analyzed and a solution
methodology for this problem is developed. Using the proposed strategy, the
RPP is solved to optimality for various Rmax values on a graph with 32 nodes
and 50 edges. Although the problem can be solved within reasonable times, the
eectiveness of the algorithm decreases as the size of the problem increases since
the increase in number of nodes will also result in a larger commodity set. The
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Table 6.1: Optimal solutions for the 32 node network problem.
Rmax # of regs. Time Rmax # of regs. Time
placed (s) placed (s)
900 12 61.11 2000 3 337.11
1000 11 49.21 2100 3 480.12
1100 10 3031.11 2200 2 21.86
1200 8 206.95 2300 2 765.97
1300 7 46.66 2400 2 7.43
1400 6 65.33 2500 2 3.79
1500 6 1639.84 2600 2 4.34
1600 5 118.68 2700 2 59.7
1700 4 17.68 2800 1 2.04
1800 4 285.48 2900 1 5.23
1900 3 173.32 3000 1 4.47
current solution methodology attacks the problem using a small subset of com-
modities and tries to prove optimality by a feasibility checking procedure. There
are two problems with this approach. First, many feasibility problems must be
solved. Although the size of the feasibility problems can be reduced signicantly
with the proposed reduction procedure, it still takes signicant amount of Cpu
time. Second problem is about the forming the commodity subset. The way we
choose the commodities which will compose the commodity subset aects the so-
lution times. This subset can be formed in many dierent ways and unfortunately
we could not determine one that works well for all Rmax values.
The current formulations make it necessary to start with a small commodity
subset, since including all commodities will result in a huge integer program
which is almost impossible to solve. Another drawback of the formulations is
their weak LP relaxation values, which is equal to 0, regardless of the optimal
solution. This clearly makes it very dicult to prove optimality of a solution
even if that solution is optimal. The node based valid inequalities improve the
LP relaxations, however, it is still very hard to include many commodities in
the formulation. Therefore, another mathematical formulation may be useful. A
path based integer program may provide better LP relaxations and may allow
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inclusion of many commodities in the formulation. As such a formulation will
include exponential number of variables, a branch-and-price algorithm will be
required.
Another future research direction is about the signal degradation. In this
chapter, it is assumed that signal degradation is a linear function of the distance
traveled. However, a nonlinear signal degradation function will provide a bet-
ter representation of the real life problems. Including a nonlinear degradation
function will change the distance constraints of the formulation, and this new
model might be transformed into a conic programming model. A conic program
may provide better relaxation values and may decrease the solution times as the
performance of commercial conic programming solvers is rapidly improving.
Finally, we need to note that solving the design problem of a backbone network
and the RPP on the same backbone network would yield suboptimal solutions.
These problems are attacked separately in this dissertation as the RPP is very
dicult even if it is solved alone. However, integrating both problems would be
a good direction for future research.
Chapter 7
Conclusion
In this dissertation, we focused on some network design and network routing
problems as well as location problems which are motivated by the vast develop-
ment of the internet technologies and rapid increase in the data trac on the
telecommunications networks. The rst problem we studied is a two-level sur-
vivable network design problem, which is referred to as 2ECSSP. The network
we analyze consists of a backbone network, interconnecting the hubs, and local
access networks, connecting the users to the backbone network. To achieve sur-
vivability, the backbone network is designed as a 2-edge connected network. The
local access networks have star architecture, i.e., each user is directly connected to
exactly one hub. An integer linear program is formulated for 2ECSSP and some
valid inequalities which strengthen the formulation are proposed. The polyhedral
structure of the polytope associated with this formulation is analyzed and the
conditions under which the constraints and valid inequalities dene facets are
provided.
The separation problems used to identify violated constraints and/or valid in-
equalities are described. In addition, some reduction operations are proposed in
order to reduce the size of the separation problems that must be solved within the
branch-and-cut algorithm. It is shown that applying these reduction operations
the size of a fractional solution can be reduced and another fractional solution on
a reduced space can be obtained. It is also shown that the violated inequalities
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of the original solution are preserved in the reduced solution. In other words,
separation problems can be solved after reduction operations are applied and the
violated inequalities can still be found. A branch-and-cut algorithm is devised
to nd the optimal solution of the problem, and through computational analysis,
the eectiveness of the branch-and-cut algorithm is tested. The computational
experiments have shown that the reduction operations could improve the solu-
tion performance of the algorithm signicantly in some cases. We observed that
problem instances with more than 300 nodes could be solved using the proposed
methodology.
The survivability is extended to the local access networks in the second prob-
lem we analyzed in the dissertation. Each user is connected to two hubs instead
of one, as done in 2ECSSP, to achieve further survivability. This problem is
referred to as 2ECSDHP due to the dual homing structure in the local access
networks. Three integer linear formulations are developed and their strengths
are compared. Due to the reasons explained in Chapter 5, the strongest formu-
lation is not selected to be used in computations but some valid inequalities are
obtained from this one by the projection method. The polyhedral analysis of the
polytope associated with the integer program is performed, and the separation
problems of the constraints and valid inequalities are also discussed. To improve
the performance of the branch-and-cut algorithm devised to nd the optimal solu-
tion of the problem some variable xing rules are proposed. In the computational
analysis, we used the branch-and-cut algorithm to nd the optimal solutions. We
also analyzed the improvement gained by the application of variable xing rules.
In the third and last problem, namely the regenerator placement problem,
we focused on location and network routing problems. A multi-commodity ow
based integer program was developed and due to some performance issues another
integer linear program with exponential number of constraints was formulated by
means of projection. In order to make the formulation stronger some valid in-
equalities are introduced. The shortest path distances between node pairs are
used to dene these valid inequalities. Besides, some valid inequalities which
dominate the path constraints of the formulation are also proposed. It is dif-
cult to solve this problem directly as there is a large number of commodities.
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Therefore an iterative method is proposed to achieve optimality where a subset
of commodities are handled at each iteration. A branch-and-cut algorithm is
developed to search the optimal solution and using this together with a method
that is used to identify whether a solution for a subset of commodities is feasible
or not for the entire set of commodities, the optimal solutions are found.
In all problems we analyzed the capacities of the network components are
assumed to be innite. However, in real life applications, the component will
have nite capacities. Therefore, incorporating the capacities to the problems will
be an interesting variation for the problems. The capacitated versions of single
level network design problems are widely studied in the literature. Therefore, the
capacitated 2ECSSP and 2ECSDHP will contribute to the literature and hence
will be good candidates for future research.
In addition, dierent survivability requirements may be desired for the net-
works in practice. Therefore, the two-level network design which use dierent
network architectures can be analyzed. A (1,2) connected or k-connected back-
bone network where k > 2 might be an interesting research as the polyhedral
structure signicantly changes if k is odd.
Finally the concept of bounded rings can be considered for the backbone
network. Clearly, an edge of the backbone can be a part of a quite large cycle
which will result in a signicantly longer secondary path in case of a failure.
In this dissertation we have studied three problems related to network opti-
mization. These problems have not been studied in the literature yet. Therefore,
our study is important in the sense that some variants of problem that arises
in the telecommunications context have been thoroughly analyzed. In addition
to our contribution to the literature, this study will form a basis for the related
future research problems.
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