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Water saturation determination in core laboratory is known as a cost and time consuming labor.
Hitherto, many scientists attempted to estimate accurately water saturation from well-logging data
which has a continuous record without losing information. Therefore, various model were intro-
duced to relate reservoir properties and water saturation. Since carbonate reservoir is very het-
erogeneous in shape and size of pore throat, the relation between water saturation and other
carbonates reservoir properties is very complex, and causes considerable overall errors in water
saturation calculation. By increasing the usage and improvement of soft computing methods in
engineering problems, petroleum engineers have been attended them to measure the petrophysical
properties of the reservoir.
In this study, a radial basis function neural network (RBFNN) improved by genetic algorithm has
been employed to estimate formation water saturation by using conventional well-logging data.
The used logging and core data have been gathered from a carbonated formation from one of
oilﬁeld located in south-west Iran, and ﬁnally their results of the proposed model were compared
with the core analysis results. By checking the testing data from another well, it showed this
method had a 0.027 for mean square errors and its correlation coefﬁcient is equal to 0.870. These
results implied on high accuracy of this model for oil saturation degree estimation. While the
common methods like Archie, had a 0.041 mean square error and 0.720 of the correlation coefﬁ-
cient, which indicate a high ability of RBF model than the other usual empirical methods.
Copyright © 2016, Southwest Petroleum University. Production and hosting by Elsevier B.V. on
behalf of KeAi Communications Co., Ltd. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
The saturation of formation ﬂuid means the ratio of porous
media occupied by ﬂuid. The sum of all ﬂuid saturations (water,
gas and oil) equals to unit. In the primary lifetime of an oil
reservoir, oil column includes oil and connate water, and water
(or oil) saturation changes according to the distance from oil-mirpour).
troleum University.
ier on behalf of KeAi
niversity. Production and host
creativecommons.org/licenses/bwater contact from zero to one. Accurate estimating of water
saturation in all points of a reservoir is essential to characterize
the reservoir and calculation of in-place hydrocarbon volume.
Accurate and direct method to measure Sw is the laboratory core
analysis. This method has some drawbacks like taking long time,
be expensive, and losing the some intervals in coring operation,
hence, this method is not applicable for all wells of same ﬁled.
Well-logging interpretation is another method to estimate the
Sw. Well-logging tools records continually the physical and
chemical properties of formations and containing ﬂuids.
During the past years, extensive research has been conducted
to related Sw with some measurable reservoir parameters by
means the simple mathematical models. Archie (1942) studied
electrical parameters of core sample in different water satura-
tion, and succeeded to calculate the water saturation by usinging by Elsevier B.V. on behalf of KeAi Communications Co., Ltd. This is an open
y-nc-nd/4.0/).
Fig. 1. RBF neural network structure.
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[1,2]. The electrical resistance of connate water and constant
parameters of Archie equation (cementing factor, tortuosity
factor and saturation exponent) are computed from laboratory
core analysis. In fact, Archie parameters are not constant and
their values should be calculated for different homogeneous
reservoirs. The sensitive analysis accomplished on Archie equa-
tion shows that saturation exponent and cementation factor
have most effect on Sw calculation [3]. So that, accuracy of Archie
equation extremely depends on the exact measuring of Archie
parameter. Every possible error made in computing of the pa-
rameters leads to signiﬁcant difference on hydrocarbon volume
estimation in reservoir. Also, the regression methods introduced
by some researchers [4,5] for estimating the parameters through
other petrophysical parameters, such as porosity and perme-
ability, are practical for sandstone reservoirs. However, cemen-
tation factor and tortuosity factor were considered to be constant
for sandstone reservoirs by some researchers [6]. Unlike sand-
stone reservoirs, carbonate reservoirs are much heterogeneous
in their reservoir rock properties, which caused many changes in
reservoir characteristic. Perceptions of this heterogeneity in
reservoir properties are very important in petrophysical analysis.
However, Archie equation is used as the basic equation for
interpreting of logging data [7], this equation is applicable for
extremely water-wet with clean intergranular pore spaces [8].
Due to the drawbacks of empirical methods in the Sw
computing for carbonate reservoirs, an RBF neural network has
been employed to improve the accuracy of Sw estimation.
2. RBF neural network
Theory of artiﬁcial neural network (ANN) was propounded in
the middle of 80s for ﬁrst time. Artiﬁcial neural networks are
processing models of the large, diffused and transcendental in-
formation, and identiﬁed as powerful pattern recognition. The
ANN has been applied in many sciences, such as solving classi-
ﬁcation problem, feature extraction, estimation and function
optimization. The ANN is a model of learning soft computing
methods which mimics human brain operation [8]. Due to the
ANN capability in parallel and diffused data processing, it can
probe the high complex relationship among many existing var-
iable in a system.
It can divide ANNs to two main categories: networks with
feed-forward algorithm and networks with feed-backward. The
difference between these two types of networks is in creation
one or some frequently loops in the feed-backward algorithm.
One of the most applicable of feed-forward networks is an al-
gorithmwith layering structurewhich their neurons in the layers
contact with each other in the one-way connections which going
forward on one layer to another layer [9]. Radial Basis Function
(RBF) networks is an example of a feed-forward artiﬁcial neural
networkwith a hidden layer which presented by Broomhead and
Lowe (1988) [10]. RBF used from Gaussian function as the radial
function and widely used for resolving regression and clustering
problems [11]. Fig. 1 showed the structure of RBF neural network
by a hidden layer. Because of simple structure and ability in fast
learning, RBF model was attended in compared to the other
presented neural network [12].
If we considered a pattern set of input and target values (x, y),
which each data sample had input values, xp ¼ ðxp1; x
p
2;…; x
p
3Þ , so
this model could be established as a linear function as following:
f ðxiÞ ¼
Xm
j¼1
wjf
xixjþ b (1)In this equation, f($), is some nonlinear function, and oper-
ator jj.jj expresses the distance between xi and xj, and often used
from the Euclidean distance. Also, w illustrates the value of
weight and xi and xj showed the input and radial function center,
respectively. Radial functions have various types that Gaussian
function is the most usage and formulated as following:
f
xi  xj ¼ exp
 
xi  xj2
2s2
!
(2)
In this equation s indicates the Gaussian function dispersion
and function sensitivity of RBF function. The number of radial
functions in the network expresses the inherent tortuosity of
data structures.
Considering the presented equations and required parameter,
instruction of RBF performs in two steps. The ﬁrst step is unsu-
pervised learning for specifying the Gaussian function dispersion
value, and the second step includes unsupervised learning for
specifying the value of output weight. Determination of the exact
value of each RBF dispersion, had a valid effect on network
operation. In this study, Bayesian adjustment algorithm has been
used for weight determination. This algorithm analyses the op-
timumweights according to LevenbergeMarquardt optimization
method, and minimized the error of network by compared the
network output and target data.3. Modeling
In this study, an RBF-artiﬁcial neural network model was
employed to estimate water saturation. For specify the number
of radial network functions, the subsequent scheme had been
used:
 The number of radial functions doesn't need exactly to be
equal through the number of samples, although if they be
much less than the number of data is better.
 Bayes parameter should be affected in the linear summation.
 Suitable determination of dispersion is a part of learning
process.
In this work, due to be unknown the number of radial func-
tions or neurons, the increasing number of neuron is continued
until the network error to arrive an acceptable value or deﬁned
allowable maximum neuron.
 Theweights are createdwith a generation function of random
number.
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 A neuron is added to the hidden layer, which has the same
weight with the pervious vector.
 The weight of output layers is modiﬁed again, for reducing
the error value.
In the beginning, 564 samples of well-logging and coring data
of an oil-well in Marun Oilﬁeld were used. Then, they divided
into two groups: learning data (70% of all data) and test data (30%
of all data). Learning data subsets are the data used for training
the network while the tested data used for evaluating the model
ability. In this study, MSE function (Mean Square Error) has been
engaged to survey the network operation, and express the mean
of estimated value deviation from real value, and network per-
formance, which represented as follow:
MSE ¼ 1
n
Xn
i¼1

xpred  xmeas
2
(3)
Also, R2 is used as a criteria to show the exactness of models
by using the following equation:
R2 ¼ 100
2
66664
Pn
i¼1

xpredi  xpred

ðxmeasi  xmeasÞﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
i¼1

xpredi  xpred
2Pn
i¼1ðxmeasi  xmeasÞ
r
3
77775
2
(4)
That subscripts pred and meas state the predicted and
measured values, respectively. In this study grid search method
has been executed with the grid of 0.01 to determination
dispersion value, at interval of (0.01, 10). The errors of network
have beenmeasured to appraise the RBF network performance in
speciﬁed dispersion value. The minimum obtained value of er-
rors shows the optimum dispersion value for the Gaussian
function in RBF network. Fig. 2 shows the dispersion value effect
on the performance of network. In this ﬁgure, x-axis references
to implemented dispersion values for the network ranged be-
tween 0.01 and 10, and y-axis references to the MSE values of
network that shows the model performance. However, visual
consequence shows no special trend between dispersion and the
MSE values, the model has less sensitivity to dispersion in highFig. 2. Impact of radial function dispersion in network error.values. In low values, the performance of model depends strictly
to dispersion value. Therefore, to select the best dispersion,
minimumvalue of MSE is considered as criteria. According to the
results, 0.4200 chooses as the dispersion optimum value in all
neurons (RBFs). Also, Fig. 3 demonstrates the dispersion value
effect on the number of optimum network neurons. According to
these results, it can conclude that ﬁnal network which included
91 neurons in hidden layers will have the best operation. The
results also indicated that by increasing the dispersion value in
the radial function, the number of required neurons was
increased.
According to the results, the ﬁnal network has been created
by 6 neurons in input layer includes sonic, density, neutron, deep
resistivity, photoelectric index logs and vertical distance of
water-oil contact. All the input data have been standardized
between 0 and 1 to eliminate the scale effect. Finally, the hidden
layer has been set to 91 neutrons. The results are shifted to the
output layer with water saturation degree as the lone neuron,
after calculation in the hidden layer. The combined value of the
hidden layer outputs is added with a bias value and shifted by a
linear function to the output of network. After the training phase
of network completed, the network had estimated the water
saturation of testing samples, and compared with associated real
water saturation in testing data (Fig. 4). Based on the results, the
accuracy of RBF model has been computed in training data and
test data respectively by correlation coefﬁcient (R-squared) of
0.981 and 0.978. Also means square error (MSE) of network for
testing and training data are respectively 0.0013 and 0.0015.4. Results and discussions
The accuracy of the proposed model has investigate by per-
forming the model for a case study in a drilled well of Sarvak
formation in Marun oilﬁeld. Maroon oil-ﬁeld located in Dezful
embayment in the south-west of Iran. The approximate length
and width of this ﬁeld are 67 km and 7 km, respectively. Li-
thology of Sarvak formation is pure limestone and it has 300 m
thickness, which formed by different stratigraphy. This forma-
tion has mainly, triple porosity system (intergranular, fracture
and vuggy) which in some intervals, fracture porosity and vuggy
porosity are the main porosity of this system. This difference in
porous media causes complexity of relationships between pet-
rophysical parameters. It used from 91 samples of the studiedFig. 3. Impact of radial function dispersion in the optimum number of neurons.
Fig. 4. Scatter plot of the output and target of RBF model for testing data.
Fig. 5. Scatter plot of the output and target of RBF model for testing data.
Fig. 6. Histogram of RBF results.
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integrate of core and logging data, used the trend of porosity data
of core and porosity obtained from logs (sonic, density and
neutron). It used an RBF network with LevenbergeMarquardt
algorithm to optimizing the weights between neurons for esti-
mating the value of water saturation degree.
At ﬁrst, it is needed to compute the Archie's parameters
(tortuosity factor, cementation factor and saturation exponent)
by using picket plot method [13] for estimating of water satu-
ration degree via Archie model. According to the results, aRw, m,
and n considered 0.02032, 1.8 and 2.3, respectively. Based on
chemical analysis of brine in Marun Field, the salinity of connate
water is considered to be 200,000 ppm. Therefore the value of
tortuosity factor in reservoir temperature has been calculated
1.13. Also, porosity value measured from sonic, density and
neutron logs, and deep lateral log has been used to estimate the
Rt.
After importing new data to RBF model, the results has been
compared with the core water saturation analyzed by using
DeaneStarkmethod as shown in Fig. 5 and Fig. 6. In the Fig. 5, the
line with 45 slope relates the absolute match between target
and output data. This ﬁgure displays the good match between
the RBF results with the core water saturation analyzed by using
DeaneStarkmethod. Also Fig. 6 shows the histogram of real error
obtained from network in validation data. Based on this ﬁgure,
the real error has very small standard deviation and a mean
which is very close to zero.
In Fig. 7 the results of RBF neural network and Archie model
are comparedwith thewater saturation of core. In this ﬁgure, the
ﬁrst track indicates the lithology of Sarvak formation in pay zone.
In the second track, depth scale is shown, also in the third track,
the density, neutron, and sonic logs showed by red, blue and
green solid colors, respectively. The fourth track indicates the
true resistivity of formation. In the ﬁfth track, estimated water
saturation from RBF neural network and Archie ware shown by
red and blue curves, respectively. Measured water saturation in
laboratory also shown by black points. As seen in this ﬁgure, anappropriate match exists between the core data and RBF results,
while there is a high difference between core and Archie water
saturation that conﬁrms the strength of RBF neural network in
water saturation estimation. R2 value of RBF neural network and
Archie mode for new well were calculated 0.870 and 0.720,
respectively. Also, mean squared error of RBF neural network and
Archie mode for this well are 0.027 and 0.041, respectively.5. Conclusions
The purpose of this study is an investigation of artiﬁcial
neural network RBF for estimating the water saturation by using
the conventional well-logging data in Sarvak formation as a pure
carbonate reservoir. Results of this work shows the successful
application of artiﬁcial neural network to estimating the water
saturation in compared to the Archie's empirical method. Water
saturation calculation in carbonate reservoir might have enor-
mous errors, because of constant considering of the involved
parameter in Archie equation. Such as observed in Fig. 7, Archie's
Fig. 7. Comparison between the results of RBF neural network and Archie model.
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(thigh carbonate) intervals. In this work, using the optimum
value of dispersion in radial function is a great help to obtain
more accurate estimation of water saturation. Also, the ability of
the artiﬁcial neural network to specify the hidden information in
well-logging data can be concluded from the results. In the
proposed model no additional data like core and geological data
is required to estimate water saturation. Also, in this method,
does not need to smooth the logs, because this action causes the
loss of valuable information. It is necessary to mention itrequired to have rich-dataset to create a stronger model, since it
might have the all existing relationship between the network
inputs and the output.Nomenclature
Sw: Water saturation degree
m: Cementation coefﬁcient
a: Tortuosity coefﬁcient
n: Saturation power
RBF: Radial Bases Function
MSE: Mean Square Error
R2: Correlation coefﬁcient
s: Gaussian function dispersion
ANN: Artiﬁcial Neural NetworkReferences
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