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A DYNAMICAL SYSTEMS APPROACH FOR THE CONTACT-LINE
SINGULARITY IN THIN-FILM FLOWS
FETHI BEN BELGACEM, MANUEL V. GNANN, AND CHRISTIAN KUEHN
Abstract. We are interested in a complete characterization of the contact-line singularity
of thin-film flows for zero and nonzero contact angles. By treating the model problem of
source-type self-similar solutions, we demonstrate that this singularity can be understood
by the study of invariant manifolds of a suitable dynamical system. In particular, we prove
regularity results for singular expansions near the contact line for a wide class of mobility
exponents and for zero and nonzero dynamic contact angles. Key points are the reduction to
center manifolds and identifying resonance conditions at equilibrium points. The results are
extended to radially-symmetric source-type solutions in higher dimensions. Furthermore,
we give dynamical systems proofs for the existence and uniqueness of self-similar droplet
solutions in the nonzero dynamic contact-angle case.
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1. Introduction
In this paper, we study the thin-film equation [10]
(1.1a) ∂th + ∂z
(
hn∂3zh
)
= 0 for (t, z) ∈ {h > 0}
subject to the initial condition
(1.1b) lim
tց0
h =Mδ0 in D′(R),
where M > 0 is a constant (the mass of the droplet), D′(R) is the space of distributions,
i.e., the dual space to the space of compactly supported test functions, and δ0 the Dirac
distribution in z = 0. The function h = h(t, z) describes the height of a viscous thin film
as a function of time t > 0 and position z ∈ R [13, 47]. The parameter n, the mobility
exponent, may be chosen as n ∈ (0, 3), as for n ≤ 0 the speed of propagation is infinite and
non-negativity of h is not ensured, whereas for n ≥ 3 the boundary of the film cannot move
(no-slip paradox ) [21, 35, 46]. Indeed, for n ∈ (0, 3), non-negativity of h is preserved (cf. [8])
and fluid films move with finite and in general non-vanishing speed; see also Figure 1.
PSfrag replacements h(t, z)
z
0 < t≪ 1
t≫ 1
Figure 1. Sketch of the main geometry for a thin film (grey) on a solid
(black). The source-type (δ-distribution) initial condition is indicated after
a short positive time evolution (dashed grey) while a droplet-type solution
is expected to be reached in many cases after longer times (solid grey). We
remark that the mass and center of mass are conserved.
Formally, one may view the thin-film equation (1.1a) as an energy-driven flow
(1.2) ∂th = ∂z (M(h)∂z [DhE(h)])
where E denotes the energy, Dh is the variational derivative, and M(h) a general mobility.
For viscous flow purely driven by surface tension the basic energy functional is the arc length∫ √
1 + (∂zh)2 dz, where integration is understood over the support of h. As the film is thin,
one uses an approximation of the energy functional and sets E = 1
2
∫
(∂zh)
2 dz. Assuming
M(h) = hn and using E implies that (1.2) reduces to (1.1a). More precisely, one may
derive (1.1a) by means of a lubrication approximation [29, 43, 44] directly from the Navier-
Stokes equations. Physical situations of interest, where thin-film flows occur are Darcy’s
flow in the Hele-Shaw cell with mobility exponent n = 1 or the Navier-Stokes equations with
(non-)linear slip for general n ∈ (0, 3) (see e.g. [1, 31]).
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Problem (1.1) has been studied by Bernis, Peletier, and Williams in [5] under the assumption
that solutions have the (mass-conserving) self-similar form
(1.3) h(t, z) = t−
1
n+4H(Z) with Z = t−
1
n+4z,
such thatH ∈ C1(R)∩C3 ({H > 0})∩L1(R) andHn d3H
dZ3
∈ C1 ({H > 0}). Solutions to (1.1a)
in general have finite speed of propagation [6,7] and this is in particular true for self-similar
solutions of the form (1.3). Then the solution has a free boundary, the contact line, where
liquid, gas, and solid meet; see Figure 2. The assumption H ∈ C1(R) implies that the
contact angle at this triple junction is zero, which is also known as complete wetting regime,
as the droplet generically wets the whole surface.
PSfrag replacements
gas
solid
liquid
θ0
Figure 2. Sketch of the geometry near the contact line for a fixed time. The
interface between solid (black), liquid (grey), and gas (white) is indicated. The
contact angle θ0 is shown in this case for the situation with θ0 > 0. This figure
can be viewed as a zoom near the right contact point for the droplet solution
in Figure 1.
We will assume a relaxed condition, i.e.,
(1.4) H ∈ C0(R) ∩ C3 ({H > 0}) ∩ L1(R) and Hnd
3H
dZ3
∈ C1 ({H > 0}) ,
that is, we also allow for nonzero contact angles. Note that this still corresponds to the
complete wetting regime: The equilibrium microscopic contact angle remains zero, but the
dynamic macroscopic contact angle is nonzero and relaxes in time; we refer to Hocking [34]
for a discussion of the difference between microscopic and macroscopic contact angles, and
to more recent accounts in [13, 49–51]. Nevertheless, the singularity of the solution at the
boundary ∂{h > 0} has very similar features as for general solutions with nonzero static
microscopic contact angles (the partial wetting case).
The interest in the study of solutions of the form (1.3) arises from the insight that the
long-time dynamics of compactly supported solutions to (1.1a) are commonly believed to be
governed by the source-type self-similar profile. For n = 1, this was proven rigorously in [18]
and refined results are contained for instance in [15, 16, 30, 45]. In particular in [30], one of
the authors of this paper was able to prove that (in suitably chosen moving coordinates)
arbitrarily many derivatives of h converge to the source-type self-similar solution, which has
the explicit form H(Z) = C1 (C2 − Z2)2 for |Z| ≤ C2 with C1, C2 > 0, first found by Smyth
and Hill in [53]. For general mobility exponents, convergence was numerically observed by
Bernoff and Witelski in [9]. A more recent numerical study was carried out by Peschka
in [48] with more precise control of the solution at the free boundary; in fact, there is a vast
literature on numerical approaches to thin-film equations (see e.g. [11, 20, 33, 55]).
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It is natural to consider the study of source-type self-similar solutions as a model problem for
the treatment of general solutions to (1.1a). In particular, the investigation of the aforemen-
tioned contact-line singularity is considerably simpler than in the case of general solutions
as techniques from ordinary differential equations (ODEs) are more directly applicable. The
aim of this work is to demonstrate that we can treat this singularity by studying the invariant
manifolds of suitable dynamical systems, as proposed and outlined in [25,26] by Giacomelli,
Otto, and one of the authors of this paper, where the case n ∈ (3
2
, 3
)
for zero static contact
angles was treated.
The study of the regularity of solutions to (1.1a) at the free boundary has attracted increasing
interest in the last years [24, 27, 28, 30, 36, 40, 41, 43, 44]. Physically, the interest lies in a
detailed understanding of the regularizing effect of various (nonlinear) slip conditions at
the liquid-solid interface for the underlying fluid models. Mathematically, the boundary
regularity is of interest as (1.1a) degenerates at ∂{h > 0}, i.e., uniform parabolicity is not
given. In fact, there are many related equations where uniform parabolicity is lost. This
includes very recent topics, e.g., cross-diffusion models [37], gradient flow approaches [23], or
approximations of the Boltzmann-Nordheim equation [38]. The most classical case related
to the thin-film equation is the second order porous-medium equation, given by
∂th− ∂2z (hm) = 0 in {h > 0},
where m > 1 corresponds to n− 1 in (1.1a). However, the lack of a comparison principle for
the fourth-order thin-film equation makes the respective analysis more delicate. Compared to
the porous-medium case, where solutions are smooth up to the boundary (cf. Angenent [2]),
in the thin-film case – unless n = 1 – this is in general not true as proven for source-type
solutions in [24], and for general solutions in a neighborhood of n = 2 in the complete wetting
regime by Giacomelli, Knu¨pfer, Otto, and one of the authors of this paper in [24, 30]. The
partial wetting case was discussed by Knu¨pfer, and Knu¨pfer and Masmoudi, respectively,
in [40–44] covering the intervals n ∈ (0, 14/5) \ {5/2, 8/3, 11/4}.
The main results of this paper can be stated in a non-technical form as follows:
• Consider the zero contact-angle case and mobility exponents n ∈ (0, 3
2
). Then the
solution near the contact line can be expressed as a leading-order part with a remain-
der being real-analytic in suitable powers of the spatial variable (see Theorem 3.1).
The main insight of the proof is the existence of a degenerate real-analytic center
manifold in suitable coordinates.
• For nonzero dynamic contact angles, we prove that for ‘most’ mobility exponents in
n ∈ (0, 3), the solution can again be expressed locally by a leading-order term with
a real-analytic remainder in powers of the spatial variable (see Theorem 3.2).
• For certain mobility exponents (n = 3 − 1/m with m ∈ N), we show that the real-
analytic remainder contains also logarithmic terms (see Theorem 3.3). The reason is
that resonances can occur for the flow on the center manifold.
• Furthermore, we prove existence results of certain global self-similar profiles using a
shooting argument within a boundary manifold formulation and use a direct argument
to establish uniqueness (cf. §5 for details).
• We conclude the paper with a discussion of how our analysis transfers to radially-
symmetric source-type self-similar solutions with zero contact angle in higher dimen-
sions (cf. App. A).
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In summary, we improve the understanding of contact-line singularities by identifying suit-
able degenerate and non-degenerate invariant manifolds and flows on these manifolds. One
may conjecture that a similar program to study regularity near contact-type singularities
may also work for other classes of non-uniformly parabolic equations, as well as other classes
of free-boundary problems.
The rest of the paper is structured as follows: In Section 2 we state several useful preliminary
transformations, which bring the thin-film equation into a more convenient form. Section 3
contains the technical statements of our main results. The proofs for the local analysis near
the contact line are given in Section 4 while the global existence and uniqueness proofs are
provided in Section 5.
2. Transformations
We use ansatz (1.3) in (1.1a), which converts the partial differential equation (PDE), into a
fourth-order ODE
d
dZ
(
Hn
d3H
dZ3
)
=
1
n+ 4
d
dZ
(ZH) in {H > 0}.
This equation can be integrated once and we obtain
(2.1a) Hn−1
d3H
dZ3
=
Z
n + 4
in {H > 0}.
The integration constant vanishes as we know that there exists a free boundary. This is
proven in [5, §3] for zero contact angles and also transfers in an apparent way to the case of
nonzero contact angles. In [5, Th. 1.2] it was shown that for n ∈ (0, 3) and zero contact angle,
there exists an even non-negative solution to (2.1a) with compact support and furthermore,
being even is a necessary condition for 0 < n ≤ 2. We will assume that H = H(Z) is
even from the outset. The free boundary is located at positions ±Z0 with Z0 > 0. Then
necessarily it follows that
(2.1b) H = 0 at Z = ±Z0,
which merely defines Z0. The second condition determines the contact angle, i.e.,
(2.1c)
dH
dZ
= ∓Θ at Z = ±Z0,
where Θ ≥ 0 is a constant. This fixes the time evolution of the slope of h at the free boundary
to be ∓t− 2n+4Θ.
Problem (2.1) contains four boundary conditions (2.1b) and (2.1c) for the third-order ODE
(2.1a), thus seemingly being over-determined. Yet, by our symmetry assumption it suffices
to impose dH
dZ
= 0 at Z = 0 and by reflection to reduce problem (2.1) to solving
Hn−1
d3H
dZ3
=
Z
n+ 4
for Z ∈ (−Z0, 0) ,(2.2a) (
H,
dH
dZ
)
= (0,Θ) at Z = −Z0,(2.2b)
dH
dZ
= 0 at Z = 0.(2.2c)
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By rescaling Z and H , we may assume that the pre-factor (n+4)−1 in (2.2a) can be removed
and the free boundary is located at −Z0 = −1. Using the shifted variable x := Z + 1, we
are thus lead to consider the problem
Hn−1
d3H
dx3
= −1 + x for x ∈ (0, 1) ,(2.3a) (
H,
dH
dx
)
= (0, θ) at x = 0,(2.3b)
dH
dx
= 0 at x = 1,(2.3c)
with a constant θ ≥ 0. The rest of this paper will concentrate on the discussion of (2.3).
3. Main Results and Discussion
3.1. Notation. For real-valued functions f, g we write f . g or g & f , whenever a constant
C > 0, only depending on the mobility exponent n, exists with f ≤ Cg. A dependence of C
on other parameters ω is usually indicated by a subscript, i.e., we write f .ω g or g &ω f .
We also say that a property P is true for all x ≫ 1 or x ≪ 1, whenever a constant C > 0
exists such that P is true for all x ≥ C or x ≤ C, respectively. A dependence on parameters
is specified analogously. The symbol N = {1, 2, 3, . . .} denotes the natural numbers and we
write N0 := N ∪ {0}.
3.2. Main Results. Existence and uniqueness of solutions to (2.3) for θ = 0 in the class
H ∈ C1([0, 1]) ∩ C3((0, 1)) were proven in [5] and the boundary regularity for n ∈ (3/2, 3)
was addressed and discussed exhaustively in [25]. Indeed, there it was shown that
H = µx
3
n
(
1 + v
(
x, xβ
))
for 0 ≤ x≪ 1,
where µ > 0 is an n-dependent constant, β ∈ (0, 1) is an in general irrational n-dependent
number, and v = v(x1, x2) is an analytic function in a neighborhood of (x1, x2) = (0, 0).
The leading-order asymptotic H = µx
3
n (1 + o(1)) as x ց 0 was already proven in [5]. For
n ∈ (0, 3/2) this asymptotic is given by
(3.1) H = κx2(1 + o(1)) as xց 0,
with another n-dependent constant κ > 0. Here, we are able to show:
Theorem 3.1. Suppose n ∈ (0, 3/2), θ = 0, and H > 0 for x ∈ (0, 1]. Then the unique
solution H of problem (2.3) fulfills the asymptotic
(3.2) H = κx2
(
1 + v
(
κ−nxβ+1, κ−nxβ
))
for 0 ≤ x≪ 1,
where κ > 0 is an n-dependent constant, β = 3 − 2n, and v = v(x1, x2) is an analytic and
κ-independent function in a neighborhood of (x1, x2) = (0, 0), v(0, 0) = 0 but v 6≡ 0 with an
in general non-trivial dependence on both x1 and x2.
For n ∈ (1, 3/2) this result was suggested by Giacomelli, Otto, and the second of the authors
of this paper in [25] and proven by the second of the authors of this paper in an appendix
of his PhD thesis. The methods used here simplify this reasoning through the study of
invariant manifolds of a suitable dynamical system as detailed below. We further mention
that for n = 1 the ODE (2.3a) is the linear one d
3H
dx3
= −1+ x for x ∈ (0, 1) and the solution
of problem (2.3) can be explicitly computed to be H = 1
24
x2(2 − x)2 for x ∈ [0, 1], the
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Smyth-Hill profile [53]. For n ∈ (0, 3/2) \ {1}, we may insert the expansion (3.2) into (2.3a)
and obtain
∂x1v(0, 0) = − ((5− 2n)(4− 2n)(3− 2n))−1 ,
∂x2v(0, 0) = ((6− 2n)(5− 2n)(4− 2n))−1 ,
proving the non-trivial dependence on both x1 and x2.
For θ > 0, necessarily H = θx(1 + o(1)) as xց 0 due to the boundary condition (2.3b). For
the correction we are able to prove:
Theorem 3.2. For given n ∈ (0, 3) \ {3 − 1
m
: m ∈ N} and θ > 0 there exists a unique
solution H ∈ C1([0, 1]) ∩ C3((0, 1)) of problem (2.3) with the asymptotic
(3.3) H = θx
(
1 + v
(
x, xβ
))
for 0 ≤ x≪ 1,
where β = 3 − n and v = v(x1, x2) is an analytic function in a neighborhood of (x1, x2) =
(0, 0), v(0, 0) = 0 but v 6≡ 0 with an in general non-trivial dependence on both x1 and x2.
Again, for n = 1 we can calculate the explicit solution
(3.4) H =
1
24
x(x− 2)(x(x− 2)− 12θ) for x ∈ [0, 1].
For general n ∈ (0, 3) \ {3 − 1
m
: m ∈ N}, we may use the expansion (3.3) in (2.3a) and
obtain explicitly
∂x1v(0, 0) = b,
∂x2v(0, 0) = ((4− n)(3− n)(2− n))−1 θ−n,
∂x1∂x2v(0, 0) = (1 + (1− n)b) ((5− n)(4− n)(3− n))−1 θ−n
with b ∈ R, demonstrating that the expansion in both x1 and x2 is non-trivial.
The case n = 3− 1
m
, where m ∈ N, turns out to be particular as here we can show:
Theorem 3.3. For n = 3 − 1
m
, where m ∈ N, and θ > 0 there exists a unique solution
H ∈ C1([0, 1]) ∩ C3((0, 1)) of problem (2.3) with the asymptotic
(3.5) H = θx
(
1 + v
(
x log x, xβ
))
for 0 ≤ x≪ 1,
where β = 3 − n = 1
m
and v = v(x1, x2) is an analytic function in a neighborhood of
(x1, x2) = (0, 0), v(0, 0) = 0 but v 6≡ 0 with an in general non-trivial dependence on both x1
and x2.
Inserting the expansion (3.5) into (2.3a) for n = 5/2, we obtain the explicit expansion
H = θx
(
1 +
8
3
θ−
5
2x
1
2 − 2θ−5x log x+O(x)
)
as xց 0,
that is, logarithmic terms do appear in general.
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3.3. Discussion. The rest of the paper will focus on the proofs of Theorems 3.1, 3.2, and 3.3.
The key ingredient is the reduction of the dynamics close to the contact line (that is, x = 0)
to the study of invariant manifolds of suitable dynamical systems and the investigation of
the eigenvalues of a linearization. This determines the exponents in the power series (3.2)
and (3.3). For example, for n = 2 and θ > 0 two eigenvalues of the linearization coalesce
leading to a nontrivial Jordan block. This effect leads to the logarithm in (3.5) at the first
resonance. The existence and uniqueness part in Theorems 3.2 and 3.3 is then obtained by
means of a shooting argument, matching the symmetry condition (2.3c) at x = 1.
We note that the expansion (3.3) has been found by Knu¨pfer in [41, 42] for n ∈ (0, 14/5) \{
2, 5
2
, 8
3
, 11
4
}
and the expansion (3.5) for n = 2 by the same author in [40] for general solutions
close to a stationary profile with nonzero static contact angle, relying on a considerably
greater technical effort than in this note. However, Knu¨pfer’s result [41,42] does not capture
possible resonances at n = 5/2, n = 8/3, and n = 11/4. It should also be pointed out that
the resonances at certain values of n appear as points of special technical difficulty in [41],
namely as a validity boundary (n = 14/5 cf. [41, Thm. 4.1]) and in the construction of
certain weighted Sobolev spaces (n = 5/2 cf. [41, eq. (45)] and n = 11/4 cf. [41, eq. (47)]),
as well as other constraints stated in [42].
Our motivation for partially re-visiting these results lies primarily in the simplicity of our
arguments and in a thorough understanding of the sequence of resonances on approaching
the no-slip case n = 3, stated in Theorem 3.3. It appears that local analysis via dynamical
systems methods shows more clearly where certain expansion powers and coefficients arise,
why logarithmic terms must appear, and why global existence and uniqueness follow from
certain nonlinear sign/monotonicity properties of the equation.
4. Local analysis at the contact line
4.1. Zero contact angles. Here we consider the zero-contact angle case with n ∈ (0, 3/2).
The goal is to prove the local statements near the contact line stated in Theorem 3.1. Due
to the result of [5] (cf. (3.1)), we may set
(4.1) H =: x2F where 0 ≤ x≪ 1.
Using (4.1), equation (2.1a) transforms into
(4.2) F n−1x2n−3q
(
x
d
dx
)
F = −1 + x for 0 < x≪ 1,
where
(4.3) q
(
x
d
dx
)
= x
d3
dx3
x2 =
(
x
d
dx
)3
+ 3
(
x
d
dx
)2
+ 2x
d
dx
= x
d
dx
(
x
d
dx
+ 1
)(
x
d
dx
+ 2
)
is a polynomial operator of order 3 in x d
dx
. It is also convenient to introduce x1 := x
3−2n,
x2 := x
4−2n, and to pass to (natural) log-coordinates
(4.4) s := log x,
as this results in d
ds
= x d
dx
, whence (4.2) turns into
(4.5) q
(
d
ds
)
F =
−e(3−2n)s + e(4−2n)s
F n−1
for −∞ < s≪ −1.
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Using the notation
(4.6) x1 := e
(4−2n)s, x2 := e(3−2n)s, F ′ :=
dF
ds
, and F ′′ :=
d2F
ds2
,
we can turn (4.5) into an autonomous five-dimensional dynamical system
(4.7)
d
ds


x1
x2
F
F ′
F ′′

 = F (x1, x2, F, F ′, F ′′) :=


(4− 2n)x1
(3− 2n)x2
F ′
F ′′
x1−x2
Fn−1
− 3F ′′ − 2F ′

 for −∞ < s≪ 1.
The next step is to describe the leading asymptotics as s → −∞ as this corresponds to
understanding the boundary value problem near the contact line for 0 < x≪ 1.
Lemma 4.1. Consider the ODE (4.7). Then trajectories, which satisfy the thin-film equa-
tion (2.3) after transformation, must satisfy
(4.8) (x1, x2, F, F
′, F ′′)→ pκ := (0, 0, κ, 0, 0) as s→ −∞
for some constant κ > 0 given in (3.1).
Proof. As s → −∞ necessarily F → κ with κ > 0 by using (3.1) and the definition (4.1).
By (4.6) it follows that x1 → 0 as well as x2 → 0. We claim that F ′ → 0 and F ′′ → 0 as
well. Therefore, we repeat the arguments in [5, §5] and consider ψ := (dH
dx
)2
as a function
of H (invertibility is ensured for 0 ≤ x≪ 1, respectively 0 ≤ H ≪ 1, by (3.1)). Thus (2.1a)
transforms into
(4.9)
d2ψ
dH2
= 2ψ−
1
2H1−n (−1 + x) as H, xց 0.
Since x = x(H)→ 0 as H ց 0, Taliaferro’s result [54] implies ψ = 4κH(1+ o(1)) as H ց 0,
which, by using equation (4.9) and integrating once, upgrades to
(4.10)
ψ = 4κH(1 + o(1)),
dψ
dH
= 4κ(1 + o(1)), and
d2ψ
dH2
= κ−
1
2H
1
2
−n(1 + o(1)) as H ց 0.
The asymptotics (4.10) can be transformed into asymptotics for H , which read
(4.11) H = κx2(1 + o(1)),
dH
dx
= 2κx(1 + o(1)), and
d2H
dx2
= 2κ(1 + o(1)) as xց 0.
Using (4.1) and (4.6), it is straight-forward to see that this implies F ′ → 0 and F ′′ → 0 as
s→ −∞. 
The point pκ is a steady state of the dynamical system (4.7) as clearly F(pκ) = 0. Since
we are interested in the asymptotic behavior and regularity of trajectories of (4.7), which
converge to pκ as s→ −∞, we must check the structure and regularity of invariant unstable
and/or center-unstable manifolds; for background on stable and unstable invariant manifold
theory for dynamical systems we refer to [32, 39] and for center manifolds to [17, 39, 52].
Furthermore, we remark that we are only going to be interested in certain manifolds locally
near a steady state, so formally we should write, e.g., a stable manifold as W sloc(·). However,
we shall omit the subscript in this case for notational simplicity.
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Proposition 4.2. For each fixed κ > 0, the steady state pκ is non-hyperbolic with two-
dimensional stable, one-dimensional center, and two-dimensional unstable manifolds. Any
trajectory converging to pκ as s→ −∞ lies on the unstable manifold and satisfies
(4.12) F = κ
(
1 + v
(
κ−nx1, κ−nx2
))
for some real-analytic and κ-independent function v and −∞ < s≪κ −1.
Proof. The linearization of F at the steady state is given by
DF(pκ) =


4− 2n 0 0 0 0
0 3− 2n 0 0 0
0 0 0 1 0
0 0 0 0 1
κ1−n −κ1−n 0 −2 −3


and the characteristic polynomial can be easily computed to be
(4.13) ζ 7→ (ζ − (4− 2n)) (ζ − (3− 2n)) q(ζ),
where q(ζ) = ζ(ζ + 1)(ζ + 2) is the same as in (4.3). Since we are dealing with the case
n ∈ (0, 3/2), there are two positive eigenvalues, 4 − 2n and 3 − 2n, and two negative ones,
namely −1 and −2. However, as the single eigenvalue 0 appears, we are not dealing with a
hyperbolic steady state. Nonetheless, note that the eigenvector associated to 0 is given by
(0, 0, 1, 0, 0)⊤ so that the linear center eigenspace is
Ec(pκ) = {x1 = 0, x2 = 0, F ′ = 0, F ′′ = 0}.
Furthermore, Ec(pκ) is an invariant subspace for the full nonlinear ODE (4.7) as it consists
entirely of equilibrium points. Therefore, for fixed κ > 0, the center manifold W c(pκ)
coincides with Ec(pκ). In fact, W
c(pκ) is obviously analytic as it is just a coordinate axis.
We remark that this is a special case as general center manifolds are not always analytic [52]
but the analyticity is still covered by general theory on certain analytic classes of center
manifolds as discussed in [4]. Since W c(pκ) consists entirely of equilibria, any sufficiently
small tubular neighborhood T of it is foliated by the two-dimensional stable and unstable
manifolds W s(pκ) and W
u(pκ). Since 0 ≤ x≪ 1, we only have to consider a solution γ(s) as
s→ −∞ which has to converge to a single equilibrium pκ. Due to the local foliation around
W c(pκ), this implies that γ(s) ∈ W u(pκ) for all s ∈ (−∞,−s0] for some sufficiently large
s0. Therefore, the regularity and asymptotic expansion of γ can be studied considering the
regularity and dynamics on W u(pκ). Since κ > 0, we know that F is analytic near pκ and
this implies analyticity of W u(pκ) [19, p. 330]. Analyticity implies
W u(pκ) = {(a, b) ∈ R2 × R3 : b = g(a)} ∩ T
where a, b are suitable coordinates and g : R2 → R3 is an analytic mapping locally inside T .
Denote the unstable eigenvalues by λ1 = 4−2n and λ2 = 3−2n. The associated eigenvectors
are easily computed as
V1 =
(
−(n− 2)(2n− 5)(n− 3)κn−1, 0, 1
4
,
2− n
2
, (n− 2)2
)⊤
,(4.14)
V2 =
(
0, 2(2n− 3)(n− 2)(2n− 5)κn−1, 1, 3− 2n, (2n− 3)2)⊤ .(4.15)
Since (V1, V2) span a plane non-orthogonal to the (x1, x2)-plane, the tangent space of F
in pκ can be parametrized by the coordinates a = (x1, x2) with the remaining coordinates
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b = (F, F ′, F ′′). Thus we can write the unstable manifold W u(pκ) as an analytic graph
of (x1, x2) in a neighborhood of pκ. In particular, the first component of this graph is an
analytic function g1 = g1(x1, x2) = κ (1 + vκ(x1, x2)). In order to eliminate the κ-dependence
of vκ, we notice that (4.7) is invariant with respect to the scaling
(x1, x2, F, F
′, F ′′) 7→ (κnx1, κnx2, κF, κF ′, κF ′′) for any κ > 0,
so (4.12) follows. 
Just transforming back to the coordinate x via (4.6) yields
F = κ(1 + v(κ−nx1, κ−nx2)) = κ(1 + v(κ−nxβ+1, κ−nxβ)),
where v is an analytic function and the local result (3.2) in Theorem 3.1 follows. Furthermore,
one may be interested in whether the mapping v is non-trivial. Obviously, v(0, 0) = 0 since
the third coordinate of the steady state is κ.
Lemma 4.3. The function v is non-trivial. In particular, we have
(4.16)
∂v
∂x1
(0, 0) =
(V1)3
(V1)2
6= 0 and ∂v
∂x2
(0, 0) =
(V2)3
(V2)1
6= 0.
where (Vi)j is the j-th component of the i-th eigenvector from (4.15).
Proof. The unstable eigenspace Eu(p1) (we may focus on the case κ = 1) is spanned by V1,
V2 so
(4.17) Eu(p1) = {(x1, x2, F, F ′, F ′′)⊤ = c1V1 + c2V2 + (0, 0, 1, 0, 0)⊤ : c1, c2 ∈ R}.
Using the first two equations giving Eu(p1) in (4.17), we may express c1, c2 in terms of x1, x2.
Eu(p1) is the tangent space to W
u(p1) so differentiating F with respect to x1 and x2 and
evaluating each time at (x1, x2) = (0, 0) yields the result. 
The last result also shows the difficulty to extend the same method beyond the interval
n ∈ (0, 3
2
) as (V1)1 vanishes for n =
3
2
. In fact, a dynamical systems approach is in general a
very helpful strategy to identify special parameter values. Here these values are those of the
exponent n.
The following corollary turns out to be convenient for the proof of existence in Section 5.1.
Corollary 4.4. Let H denote the solution to (2.3a)&(2.3b) with θ = 0. Then
H = κx2
(
1 +O (κ−nx3−2n + κ−nx4−2n)) as xց 0,(4.18a)
dH
dx
= 2κx
(
1 +O (κ−nx3−2n + κ−nx4−2n)) as xց 0,(4.18b)
d2H
dx2
= 2κ
(
1 +O (κ−nx3−2n + κ−nx4−2n)) as xց 0,(4.18c)
where κ > 0.
Proof. We may use expansion (4.12) of Proposition 4.2 (cf. (4.1)):
(4.19a) H = κx2
(
1 + v
(
κ−nx1, κ−nx2
))
with (x1, x2) =
(
x3−2n, x4−2n
)
,
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where κ−n(|x1| + |x2|) ≪ 1 and v is κ-independent and analytic in a neighborhood of
(x1, x2) = (0, 0) with v(0, 0) = 0. Differentiating (4.19a) with respect to x, we obtain
dH
dx
= κx
(
2 +
(
x
d
dx
+ 2
)
v
(
κ−nx1, κ−nx2
))
= κx
(
2 + (x1∂x1v + x2∂x2v + 2v)
(
κ−nx1, κ−nx2
))
,
(4.19b)
d2H
dx2
= κ
(
2 + q
(
x
d
dx
)
v
(
κ−nx1, κ−nx2
))
= κ
(
2 + (q (x1∂x1 + x2∂x2) v)
(
κ−nx1, κ−nx2
))(4.19c)
with q(ζ) = (ζ+1)(ζ+2), (x1, x2) = (x
3−2n, x4−2n), and κ−n(|x1|+|x2|)≪ 1. Equations (4.19)
and v(0, 0) = 0 immediately yield (4.18). 
4.2. Nonzero dynamic contact angles: setup. Now we proceed to the case of nonzero
contact angles. The first step is again to reformulate the problem as a suitable autonomous
dynamical system. The main strategy will be as in Section 4.1 to try to identify invari-
ant manifolds. However, a changed dynamical system has to be analyzed which leads to
considerable differences, so we present all calculations.
We start with the ansatz
(4.20) H =: xF where 0 ≤ x≪ 1.
to factorize out the leading-order. Using (4.20), equation (2.3a) transforms into
(4.21) xn−3F n−1q˜
(
x
d
dx
)
F = −1 + x for 0 < x≪ 1,
where
(4.22) q˜
(
x
d
dx
)
= x2
d3
dx3
x = x
d
dx
(
x
d
dx
− 1
)(
x
d
dx
+ 1
)
is again a polynomial operator of order 3 in x d
dx
. Now one just introduces slightly different
coordinates x1 := x, x2 := x
3−n and also passes to log-coordinates s := log x (implying
x1 = e
s, x2 = e
(3−n)s), so that
(4.23) q˜
(
d
ds
)
F =
x2(x1 − 1)
F n−1
for −∞ < s≪ −1.
Using F ′ := dF
ds
and F ′′ := d
2F
ds2
as before, we re-write (4.23) as an autonomous five-
dimensional ODE
(4.24)
d
ds


x1
x2
F
F ′
F ′′

 = F˜ (x1, x2, F, F ′, F ′′) :=


x1
(3− n)x2
F ′
F ′′
x2(x1−1)
Fn−1
+ F ′

 for −∞ < s≪ 1.
Similar to the zero-contact angle case, the point pθ := (0, 0, θ, 0, 0) is now a steady state of
(4.24). For the relevant regularity and asymptotics we must again study
(x1, x2, F, F
′, F ′′)→ (0, 0, θ, 0, 0) as s→ −∞.
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The next result shows already some of the key differences between zero- and nonzero contact
angle cases.
Lemma 4.5. Fix θ > 0 and consider (4.24). Then
(4.25) dimW u(pθ) = 3, dimW
s(pθ) = 1, dimW
c(pθ) = 1.
Furthermore, for n = 2 the matrix DF˜(pθ) is not diagonalizable, while for n 6= 2 it is
diagonalizable.
Proof. The linearization of F˜ at pθ is
(4.26) A˜ := DF˜(pθ) =


1 0 0 0 0
0 3− n 0 0 0
0 0 0 1 0
0 0 0 0 1
0 −θ1−n 0 1 0


with eigenvalues
λ˜1 = 1, λ˜2 = 3− n, λ˜3 = 1, λ˜4 = 0, λ˜5 = −1.
It is easy to check that A˜ is diagonalizable if n 6= 2. However, for n = 2 there exists a triple
eigenvalue λ˜1 = λ˜2 = λ˜3 = 1. In this case, the Jordan canonical form for A˜ has a block of
the form
(4.27) B :=
(
1 1
0 1
)
.
In both cases, the dimensions of the stable-, unstable-, and center manifolds follow from the
eigenvalue configuration. 
The first main difference is that now the unstable manifold is three-dimensional. The second
issue is illustrated by the Jordan block (4.27). It is an indication that one must be aware
of potential logarithmic terms. Indeed, if one solves a system of the form dζ
ds
= Bζ for
ζ = ζ(s) ∈ R2, then this yields
(4.28) ζ1(s) = c1e
s + c2se
s, for constants c1, c2 ∈ R.
However, since s = log x by construction, we get ζ1 = c1x + c2x log x. Therefore, already
on the linear level we see for n = 2 a typical resonance effect. Presumably our approach is
one of the easiest ways to see dynamically, why certain logarithmic expansion terms may be
relevant for the thin-film equation near the contact line.
Lemma 4.6. For n ∈ (0, 3) the unstable manifold W u(pθ) can locally be written as the graph
of a mapping g˜ : R3 → R2, which is locally analytic in a tubular neighborhood of the center
manifold. In particular, we have
(4.29) F ′ = g˜1(x1, x2, F ) = g˜1(x, x3−n, F ),
where g˜1 is locally analytic and g˜1(0, 0, θ) = 0.
Proof. First, note that the center manifold is again a one-dimensional line of steady states,
so we proceed in a similar manner as in Section 4.1. However, we use a case distinction for
the mobility exponents and start with the case n 6= 2. In this case, the same arguments as
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in Section 4.1 still apply with suitable modifications. We have to consider the, now three-
dimensional, unstable manifold W u(pθ) and the associated tangent space E
u(pθ) spanned
by
V˜1 = (1, 0, 0, 0, 0)
⊤ ,
V˜2 =
(
0, (n− 2)(n− 3)(n− 4)θn−1, 1, 3− n, (3− n)2)⊤ ,
V˜3 = (0, 0, 1, 1, 1)
⊤.
Therefore, the tangent space is determined by the set of equations
F ′ = − θ
1−n
(n− 3)(n− 4)x2 + F − θ,(4.30a)
F ′′ =
θ1−n
n− 3x2 + F − θ.(4.30b)
It is now immediate from (4.30) that we can parametrize W u(pθ) by (x1, x2, F ) if n 6= 2.
From (4.30) we can derive
(4.31) x
dF
dx
=
dF
ds
= F ′ = g˜1(x1, x2, F ) = g˜1(x, x3−n, F ).
However, note that for n = 2, the linearization is given by (4.26) and the eigenvalues are
λ˜1,2,3,4,5 = 1, 1, 1, 0,−1. The eigenvectors associated to the three unstable eigenvalues λ˜1,2,3 =
1, 1, 1 are
V˜1 = (1, 0, 0, 0, 0)
⊤ and V˜3 = (0, 0, 1, 1, 1)⊤,
where one needs another vector to span the generalized eigenspace associated to the triple
eigenvalue 1 with the aforementioned nontrivial Jordan block. Calculating a generalized
eigenvector V˜2 amounts to solving (A˜− 1 · Id)2V˜2 = 0, which has one solution given by
V˜2 = (0, 2θ, 2, 1, 0)
⊤.
The generalized eigenvectors span the unstable generalized eigenspace for the steady state
pθ, given by the set of equations
F ′ = − 1
2θ
x2 + F − θ,
F ′′ = −1
θ
x2 + F − θ,
which is the same as (4.30) for n = 2. Consequently, equation (4.29) remains satisfied. 
Note that we are in this case not able to directly determine the local expansion near the
contact line from (4.29) as we have a differential equation for F , and not an algebraic equation
as in (4.12). However, in analogy to Lemma 4.3, one may show that the analytic map for
the unstable manifold is nontrivial.
Lemma 4.7. The function g˜ is non-trivial. In particular, we have
∂g˜1
∂x1
(0, 0, θ) = 0,
∂g˜1
∂x2
(0, 0, θ) = − θ
1−n
(n− 3)(n− 4) ,
∂g˜1
∂F
(0, 0, θ) = 1.
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4.3. Nonzero dynamic contact angles: resonances. To describe the actual trajectories
we are interested in, it remains to study the non-autonomous ODE (4.29) for F = F (x).
In particular, we would like to know when (4.29) has analytic solutions, and if so, in which
variables we have to consider the expansion. To explain dynamically why we expect the
values 3− 1
m
for m ∈ N to be special, it is helpful to consider the full three-dimensional flow
on the unstable manifold W u(pθ) given by
(4.32)
d
ds

x1x2
u

 =

 x1(3− n)x2
g˜1(x1, x2, u+ θ)

 =: A

x1x2
u

+N (x1, x2, u),
where u := F − θ for some fixed θ > 0, A denotes the linear part, and N (x1, x2, u) the
nonlinear part. Regarding analyticity, one must ask whether (4.32) has locally convergent
power series expansions as solutions near the origin. The question of convergence of formal
power series and analytic equivalence of ODEs is a general problem [3, 12]. Let q ∈ (N0)3 =
(N ∪ {0})3, define |q| :=∑3k=1 qk, and denote by
Λ˜ :=
(
λ˜1, λ˜2, λ˜3
)⊤
= (1, 3− n, 1)⊤
the column vector containing the eigenvalues of A. If
(4.33) q⊤Λ˜− λ˜k 6= 0 for all k ∈ {1, 2, 3} and q ∈ (N0)3 such that |q| ≥ 2,
then the system (4.32) is called non-resonant. If there exist q and an index k such that
q⊤Λ˜ = λ˜k, then we have a resonance [12]. It is well-known that resonances are connected to
the failure of analytic equivalence and the non-removability of nonlinear polynomial factors
with multi-index exponent q; see for example the assumptions in [12, Thm. 3.2]. For our
case, the resonances can be computed.
Lemma 4.8. If n ∈ (0, 3) then (4.32) is resonant in the following situations:
(R1) For n = 3− 1
m
with m ∈ N, resonances occur with q = (0, q2, 0)⊤ for q2 ≥ 2.
(R2) If n = 2, a resonance also occurs for q ∈ {(2, 0, 0)⊤, (1, 0, 1)⊤, (0, 0, 2)⊤}.
Proof. The existence of resonances can be computed from the eigenvalues. To find resonances
we have to solve (cf. (4.33))
(4.34) q1 + (3− n)q2 + q3 − λ˜k = 0, n ∈ (0, 3), k ∈ {1, 2, 3}, q ∈ (N0)3, |q| ≥ 2.
Basically, (4.34) are three linear Diophantine equations with constraints, or alternatively
viewed, constrained integer programming problems. Here we can solve the problem explicitly
going through the three cases k ∈ {1, 2, 3}.
We start with k ∈ {1, 3}, so resonances occur if and only if
(4.35) q1 + (3− n)q2 + q3 = 1 for |q| ≥ 2.
If q2 = 0 this implies q1 + q3 = 1 with q1 + q3 ≥ 2 and no resonances occur. So suppose
q2 6= 0: then one finds from (4.35) that
(4.36) n =
q1 + 3q2 + q3 − 1
q2
.
From the constraint n ∈ (0, 3) it follows that
0 < q1 + 3q2 + q3 − 1 < 3q2 ⇒ q1 + q3 < 1.
16 FETHI BEN BELGACEM, MANUEL V. GNANN, AND CHRISTIAN KUEHN
Therefore, we must have q1 = 0 = q3 and q2 ≥ 2. From (4.36) it follows that n = 3q2−1q2 =
3− 1
q2
with q2 ≥ 2. This gives all the resonances claimed in (R1) except for the one at n = 2,
and no other resonances for k ∈ {1, 3}.
Next, we focus on the case k = 2, that is, resonances are present if
(4.37) q1 + (3− n)q2 + q3 = 3− n for |q| ≥ 2.
For q2 = 1, (4.37) yields q1+ q3 = 0 and q1+ q3 ≥ 2, so that no resonances occur. Otherwise,
we may solve for n and obtain
n =
q1 + 3q2 + q3 − 3
q2 − 1 .
From the constraint n ∈ (0, 3) we conclude
(4.38) 0 <
q1 + 3q2 + q3 − 3
q2 − 1 < 3.
For q2 = 0 we have n = 3− q1− q2, which leads to the resonance at n = 2 proving (R2). For
q2 ≥ 2, the denominator in (4.38) is positive and we obtain the constraints
0 < q1 + 3q2 + q3 − 3 < 3q2 − 3.
In particular q1 + q3 < 0 has to hold and therefore no further resonances can occur for
k = 2. 
Lemma 4.8, in addition to the discussion for n = 2 resulting in (4.28), clearly indicates that
the values n = 3 − 1
m
for m ∈ N should be special. In Section 4.4, we are going to give a
rigorous proof using a fixed-point argument for the existence and asymptotic expansion in
the resonant and non-resonant cases. Here we briefly comment on the case (R1).
The Poincare´-Dulac Theorem [3] provides a way to formally conjugate a system with reso-
nances to a normal form. Condition (R1) leads to a normal form
(4.39)
d
ds

x˜1x˜2
w

 =

 mx˜1x˜2 +mc1x˜q22
mw


for some constant c1 ∈ R upon using a coordinate change (x˜1, x˜2, w) = Υ(x1, x2, u) and a
time-rescaling s 7→ ms. However, one may only express Υ via a formal series expansion and
one has to prove whether the series converges yielding an analytic change of coordinates, or
whether the series even provides a topological equivalence of the original and transformed vec-
tor fields [12]. If the coordinate change would be analytic, one may simply transform (4.39)
back to original coordinates, which yields the equation
(4.40)
du
ds
= mu+ G(x1, x2, u)
where G(x1, x2, u) is of order two or higher in u. Converting back to the x-coordinate via
s = log x, one ends up with a lowest-order system of the form
(4.41) x
du
dx
−mu = G(x, x1/m, u)
which does generically lead to logarithmic terms in the solution for u; we are going to pick
this observation up again in equation (4.53). Although the argument is very appealing to
obtain the expansion results near resonances, the problem remains that the Poincare´-Dulac
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Theorem does not provide an analytic conjugacy in general [14]. Therefore, and for the sake
of a self-contained presentation that captures the dependence on parameters, we are going
to use a fixed-point technique designed for the particular problem.
4.4. Nonzero dynamic contact angles: fixed-point problem. Recall from Lemma 4.6
that it remains to study a one-dimensional non-autonomous ODE. Using
(4.42) u = F − θ
it follows from (4.29) that we have
(4.43)
(
x
d
dx
− 1
)
u = G (x1, x2, u) where x1 = x, x2 = x
3−n,
and G(x1, x2, u) := g˜1(x1, x2, u+ θ)−u. In particular G(0, 0, 0) = ∂G∂u (0, 0, 0) = 0 (cf. (4.32)).
For n /∈ {3− 1
m
: m = 1, 2, 3, · · ·} (following the strategy in [25, §2]) we may study (4.43)
by treating x1 and x2 as independent variables, replacing u = u(x) by v = v(x1, x2) such
that
(4.44) v
(
x, x3−n
)
= u(x),
and substituting the operator x d
dx
by x1∂x1 + (3− n)x2∂x2 , since indeed
(x1∂x1 + (3− n)x2∂x2) v (x1, x2) = x
du
dx
(x) if (x1, x2) =
(
x, x3−n
)
.
The resulting problem reads
(4.45) (x1∂x1 + (3− n)x2∂x2 − 1) v = G (x1, x2, v) around (x1, x2) = (0, 0).
Then through (4.44), constructing a solution to (4.45) automatically yields a solution to (4.43).
Observe that the regular function x1 is in the kernel of the linear operator in (4.45). Hence,
we may impose the boundary conditions
(4.46) (v, ∂x1v) = (0, b) at (x1, x2) = (0, 0),
where b determines the curvature of the solution H to problem (2.3a)&(2.3b) and will be
used as a shooting parameter in Section 5 to match condition (2.3c). Since all characteristics
of the differential operator x1∂x1 + (3 − n)x2∂x2 − 1 meet in the origin (x1, x2) = (0, 0),
the boundary conditions (4.46) are sufficient in order to obtain existence and uniqueness to
problem (4.45)-(4.46). However, the dependence of v on the parameter b is implicit, and in
order to make it explicit, we may further unfold according to
(4.47) w(x1, x2, x3) + x3 = v(x1, x2) with x3 = bx1,
so that
(x1∂x1 + (3− n)x2∂x2 + x3∂x3)w + x3 = (x1∂x1 + (3− n)x2∂x2) v if x3 = bx1.
The resulting problem is
(x1∂x1 + (3− n)x2∂x2 + x3∂x3 − 1)w = G (x1, x2, w + x3) around (x1, x2, x3) = (0, 0, 0),
(4.48a)
(w, ∂x1w, ∂x3w) = (0, 0, 0) at (x1, x2, x3) = (0, 0, 0).(4.48b)
Indeed, as b does not appear in (4.48) anymore, w is independent of b.
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Proposition 4.9 (non-resonant case). Suppose n ∈ (0, 3) and n 6= 3 − 1
m
for m ∈ N. Then
for 0 < ε ≪ 1 problem (4.48) has an analytic solution w = w(x1, x2, x3) for (x1, x2, x3) ∈
[0, ε]× [0, ε2]× [−ε, ε].
Proof. For n /∈ {3− 1
m
: m ∈ N}, we may recast (4.48) in form of the fixed-point equation
(4.49) w = S[w] := T G (x1, x2, w + x3)
using analyticity of G, where x1 is in the kernel of the linear operator in (4.48a) and
(4.50)
T g(x1, x2, x3) :=
∑
(k,ℓ,p)∈I
∂kx1∂
ℓ
x2∂
p
x3g(0, 0, 0)
k + (3− n)ℓ + p− 1x
k
1x
ℓ
2x
p
3
with I = (N0)3 \ {(0, 0, 0), (1, 0, 0), (0, 0, 1)} .
Note that the denominator in the series in (4.50) is nonzero in the non-resonant case (i.e.,
for n ∈ (0, 3) if n 6= 3 − 1
m
with m ∈ N). Also note that G(x1, x2, x3 + w) (and therefore
also g) fulfills conditions (4.48b) because of the definition of G after (4.43), Lemma 4.7, and
∂uG(0, 0, 0) = 0. In order to construct a solution to (4.49), we introduce
(4.51) ‖w‖ :=
∑
(k,ℓ,p)∈I
εk+2ℓ+p
k!ℓ!p!
∣∣∂kx1∂ℓx2∂px3w(0, 0, 0)∣∣ with ε > 0,
which is a sub-multiplicative norm on the space of all analytic w with ‖w‖ < ∞ meeting
conditions (4.48b).
We first show that the map S is a self-map in {w : ‖w‖ ≤ δ} for 0 < ε ≪ δ ≪ 1. Indeed,
the linear operator T (cf. (4.50)) allows for the estimate ‖T g‖ . ‖g‖, i.e., there exists a
constant C > 0 (depending only upon n) such that ‖T g‖ ≤ C ‖g‖ holds uniformly in the
small parameters. Therefore, we may conclude that
(4.52) ‖S[w]‖
(4.49)
. ‖G (x1, x2, w + x3)‖ . ε2 + δ2 for ‖w‖ ≤ δ and ε, δ ≤ 1;
observe that the second inequality in (4.52) follows just looking at the leading-order terms
of G and employing sub-multiplicativity of ‖·‖. This shows our claim for 0 < ε≪ δ ≪ 1.
By the same reasoning also
∥∥S [w(1)]− S [w(2)]∥∥ (4.49). ∥∥G (x1, x2, w(1) + x3)−G (x1, x2, w(2) + x3)∥∥
. (ε+ δ)
∥∥w(1) − w(2)∥∥
for
∥∥w(j)∥∥ ≤ δ and ε, δ ≤ 1. Then the contraction property follows for 0 < ε, δ ≪ 1.
The contraction-mapping theorem yields existence of a solution w to (4.49) with finite norm
‖w‖, hence an analytic solution w = w(x1, x2, x3) for (x1, x2, x3) ∈ [0, ε]× [0, ε2]× [−ε, ε]. 
Next, we turn our attention to the resonant case for which (3 − n)−1 =: m = 1, 2, 3, · · · .
Then equation (4.43) changes to
(4.53)
(
y
d
dy
−m
)
u = G (y, u) where y = x
1
m
A DYNAMICAL SYSTEMS APPROACH FOR THE CONTACT-LINE SINGULARITY 19
and G(y, u) := m (g˜1 (y
m, y, u+ θ)− u). Equation (4.53) only seems to be structurally
simpler than (4.43), as logarithmic terms may appear. This can be easily seen by studying
the corresponding linear problem(
y
d
dy
−m
)
u = g(y) where y = x
1
m .
Assuming the simple and generic case g(y) = ym, we obtain solutions of the form u(y) =
ym log y + Cym with a constant C ∈ R. Hence it appears natural to replace u = u(y) by
v = v(y1, y2) with
(4.54) v(y1, y2) = u(y) if (y1, y2) = (y
m log y, y) ,
and to substitute the operator y d
dy
by (my1 + y
m
2 ) ∂y1 + y2∂y2 , so that
((my1 + y
m
2 ) ∂y1 + y2∂y2) v (y1, y2) = y
du
dy
(y) if (y1, y2) = (y
m log y, y) .
Instead of (4.53) we may solve
(4.55) ((my1 + y
m
2 ) ∂y1 + y2∂y2 −m) v = G(y2, v) around (y1, y2) = (0, 0).
Notice that the monomial ym2 is in the kernel of the linear operator in (4.55) and we will
indeed construct solutions meeting the boundary conditions
(4.56)
(
v, ∂my2v
)
= (0, bm!) at (y1, y2) = (0, 0).
Again, b determines the curvature of the solution H to problem (2.3a)&(2.3b) and will
be used as a shooting parameter in Section 5 to meet condition (2.3c). Also note that
only boundary conditions in the single point (y1, y2) = (0, 0) have to be assumed as all
characteristics of the linear operator (my1 + y
m
2 ) ∂y1 + y2∂y2 end in (emanate from) this
single point.
As a last step, we make the dependence on b explicit, by identifying
(4.57) w(y1, y2, y3) + y3 = v(y1, y2) if y3 = by
m
2 ,
so that
((my1 + y
m
2 ) ∂y1 + y2∂y2 +my3∂y3)w +my3 = ((my1 + y
m
2 ) ∂y1 + y2∂y2) v if x3 = by
m
2 .
The resulting problem has the following form:
((my1 + y
m
2 ) ∂y1 + y2∂y2 +my3∂y3 −m)w = G (y2, w + y3) around (y1, y2, y3) = (0, 0, 0),
(4.58a)
(
w, ∂my2w, ∂y3w
)
= (0, 0, 0) at (y1, y2, y3) = (0, 0, 0).(4.58b)
Proposition 4.10 (resonant case). Suppose n ∈ (0, 3) and n = 3 − 1
m
for m ∈ N. Then
for 0 < ε ≪ 1, problem (4.58) has an analytic solution w = w(y1, y2, y3) for (y1, y2, y3) ∈
[0, ε2]× [0, ε2]× [−ε, ε].
Proof. Note that (4.55) can be converted into the fixed-point problem
(4.59) w = S[w] := T G (y1, w + y3) ,
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where T is the uniquely defined linear solution operator to
((my1 + y
m
2 ) ∂y1 + y2∂y2 +my3∂y3 −m) T g = g,
(4.60a)
(
g, ∂y1g, ∂y3g, T g, ∂my2T g, ∂y3T g
)
= (0, 0, 0, 0, 0, 0) at (y1, y2, y3) = (0, 0, 0).(4.60b)
The second and third boundary condition ∂y1g(0, 0, 0) = 0 and ∂y3g(0, 0, 0) = 0 can be
assumed as for g replaced by G(y2, v) = G(y2, w + y3) an explicit dependence in y1 does not
occur, ∂vG(0, 0) = 0, and w(0, 0, 0) = 0. We may use the power series representation
g(y1, y2, y3) =
∑
(k,ℓ,p)∈(N0)3
∂ky1∂
ℓ
y2
∂py3g(0, 0, 0)
k!ℓ!p!
yk1y
ℓ
2y
p
3,
T g(y1, y2, y3) =
∑
(k,ℓ,p)∈(N0)3
∂ky1∂
ℓ
y2∂
p
y3T g(0, 0, 0)
k!ℓ!p!
yk1y
ℓ
2y
p
3,
where
∂ky1∂
ℓ
y2
∂py3g(0, 0, 0) = 0 for (k, ℓ, p) ∈ (N0)3 \ I,
with I := (N0)3 \ {(0, 0, 0), (1, 0, 0), (0, 0, 1)} ,
∂ky1∂
ℓ
y2
∂py3T g(0, 0, 0) = 0 for (k, ℓ, p) ∈ (N0)3 \ J ,
with J := (N0)3 \ {(0, 0, 0), (0, m, 0), (0, 0, 1)} ,
leading to
((my1 + y
m
2 ) ∂y1 + y2∂y2 +my3∂y3 −m) T g(y1, y2)
=
∑
(k,ℓ,p)∈(N0)3
(m(k + p− 1) + ℓ)∂ky1∂ℓy2∂py3T g(0, 0, 0)
k!ℓ!p!
yk1y
ℓ
2y
p
3
+
∑
ℓ≥m
ℓ · · · (ℓ−m+ 1)∂k+1y1 ∂ℓ−my2 ∂py3T g(0, 0, 0)
k!ℓ!p!
yk1y
ℓ
2y
p
3.
Inserted into (4.60), a comparison of coefficients leads to
(4.61a) (m(k + p− 1) + ℓ)∂ky1∂ℓy2∂py3T g(0, 0, 0) = ∂ky1∂ℓy2∂py3g(0, 0, 0)
for ℓ < m and
(4.61b)
(m(k + p− 1) + ℓ)∂ky1∂ℓy2∂py3T g(0, 0, 0) + ℓ · · · (ℓ−m+ 1)∂k+1y1 ∂ℓ−my2 ∂py3T g(0, 0, 0)
= ∂ky1∂
ℓ
y2
∂py3g(0, 0, 0)
for ℓ ≥ m. Now we may define the operator T using (4.61) by setting
∂ky1∂
ℓ
y2
∂py3T g(0, 0, 0) :=
∂ky1∂
ℓ
y2∂
p
y3g(0, 0, 0)
m(k + p− 1) + ℓ for (k, ℓ, p) ∈ I with ℓ < m(4.62a)
∂y1T g(0, 0, 0) :=
∂my2g(0, 0, 0)
m!
,(4.62b)
and then defining inductively in ℓ
(4.62c) ∂ky1∂
ℓ
y2
∂py3T g(0, 0, 0) :=
∂ky1∂
ℓ
y2∂
p
y3g(0, 0, 0)− ℓ · · · (ℓ−m+ 1)∂k+1y1 ∂ℓ−my2 ∂py3T g(0, 0, 0)
m(k + p− 1) + ℓ
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for ℓ ≥ m with (k, ℓ, p) 6= (0, m, 0). This procedure uniquely determines the operator T for
functions g = g(y1, y2, y3) that are analytic in a neighborhood of the origin (y1, y2, y3) = (0, 0)
with g(0, 0, 0) = ∂y1g(0, 0, 0) = ∂y3g(0, 0, 0) = 0. We can also prove estimates for T (with
constants only depending on n): From (4.62a) and (4.62b) it is immediate that
(4.63a)
∣∣∂ky1∂ℓy2∂py3T g(0, 0, 0)∣∣
k!ℓ!p!
.
∣∣∂ky1∂ℓy2∂py3g(0, 0, 0)∣∣
k!ℓ!p!
for (k, ℓ, p) ∈ I with ℓ < m.
From (4.62b) trivially
(4.63b) |∂y1T g(0, 0, 0)| .
∣∣∂my2g(0, 0, 0)∣∣
m!
.
For ℓ ≥ m and (k, ℓ, p) 6= (0, m, 0), we obtain from (4.62) and (4.63) by induction
(4.64a)
∣∣∂ky1∂ℓy2∂py3T g(0, 0, 0)∣∣
k!ℓ!p!
≤
∑
mj≤ℓ
∏j
i=1(k + i)
|m(k − 1) + ℓ|j+1
∣∣∂k+jy1 ∂ℓ−mjy2 ∂py3g(0, 0, 0)∣∣
(k + j)!(ℓ−mj)!p!
.
1
ℓ
∑
mj≤ℓ
∣∣∂k+jy1 ∂ℓ−mjy2 ∂py3g(0, 0, 0)∣∣
(k + j)!(ℓ−mj)!p! ,
where k 6= 0 or ℓ /∈ mN1 or p 6= 0 (note that g(0, 0, 0) = 0). In the particular case k = 0 and
ℓ ∈ mN1 and p = 0, an analogous computation shows
(4.64b)
∣∣∂ℓy2T g(0, 0, 0)∣∣
ℓ!
.
1
ℓ
ℓ
m
−1∑
j=0
∣∣∂jy1∂ℓ−mjy2 g(0, 0, 0)∣∣
j!(ℓ−mj)! +
∣∣∂my2g(0, 0, 0)∣∣
m!
,
Estimates (4.63) and (4.64) imply
(4.65) ‖T g‖ . ‖g‖ with ‖w‖ :=
∑
(k,ℓ,p)∈J
ε2mk+2ℓ+p
k!ℓ!p!
∣∣∂ky1∂ℓy2∂py3w(0, 0, 0)∣∣ .
Using the linear estimate (4.65), the contraction can be verified in almost exactly the same
way as in the non-resonant case and yields existence of an analytic solution w = w(y1, y2, y3)
of (4.59) in the cuboid (y1, y2, y3) ∈ [0, ε2]× [0, ε2]× [−ε, ε]. 
In the following corollary, we discuss the dependence on the parameter b:
Corollary 4.11. Let H denote the solution to problem (2.3a)&(2.3b) with θ > 0. Then
(4.66) H
(
ε |b|−1) ∼ ε |b|−1 , dH
dx
(
ε |b|−1) ∼ 1, and d2H
dx2
(
ε |b|−1) ∼ b
for 0 < ε≪ 1 and |b| ≫ε 1, where b determines H through (4.46) or (4.56), respectively.
Proof of Corollary 4.11 (non-resonant case). For n ∈ (0, 3) \ {3− 1
m
: m ∈ N}, we have due
to equations (4.20)&(4.42)&(4.44)&(4.47)
(4.67) H = x
(
θ + bx+ w
(
x, x3−n, bx
))
for 0 ≤ x ≤ cmin
{
ε, ε
2
3−n ,
ε
|b|
}
=: x∗b(ε),
with a sufficiently small constant c > 0, and ε > 0 and the analytic solution w = w(x1, x2, x3)
to (4.48) are chosen as in or given by Proposition 4.9, respectively. By absorbing into ε, we
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may assume without loss of generality c = 1. Differentiating (4.67) with respect to x, we
obtain
dH
dx
= θ + 2bx+
(
x
d
dx
+ 1
)
w = θ + 2bx+ (x1∂x1 + (3− n)x2∂x2 + x3∂x3 + 1)w,
d2H
dx2
= 2b+ x−1x
d
dx
(
x
d
dx
+ 1
)
w = 2b+ x−1q (x1∂x1 + (3− n)x2∂x2 + x3∂x3)w,
where q(ζ) := ζ(ζ + 1) and (x1, x2, x3) = (x, x
3−n, bx). Due to the boundary conditions
(4.48b), we obtain
(4.68)
H = θx+ bx2 +O (x3 + x4−n + |b|2 x3)
dH
dx
= θ + 2bx+O (x2 + x3−n + |b|2 x2)
d2H
dx2
= 2b+O (x+ x2−n + |b|2 x)


for 0 ≤ x ≤ x∗b(ε).
Evaluating (4.68) at x = x∗b(ε), we get the limiting behavior
H
(
ε |b|−1) = θε |b|−1 (1 +O (ε2 |b|−2 + ε3−n |b|n−3 + ε))
dH
dx
(
ε |b|−1) = θ +O (ε2 |b|−2 + ε3−n |b|n−3 + ε)
d2H
dx2
(
ε |b|−1) = b (2 +O (ε |b|−2 + ε2−n |b|n−3 + ε))


as b→ ±∞.
Hence, for 0 < ε≪ 1 and b≫ε 1, we arrive at (4.66). 
Proof of Corollary 4.11 (resonant case). In the resonant case n = 3− 1
m
with m ∈ N, we use
the sequence of transformations (4.20)&(4.42)&(4.54)&(4.57) and obtain
(4.69)
H = x
(
θ + bx+ w
(
1
m
x log x, x
1
m , bx
))
for 0 ≤ x ≤ cmin
{
c˜(ε),
ε
|b|
}
=: x∗∗b (ε),
where c > 0 is sufficiently small, c˜(ε) > 0 is an ε-dependent constant, and ε > 0 and the
analytic solution w = w(x1, x2, x3) to (4.48) are chosen or constructed in Proposition 4.9,
respectively. Again, we may assume c = 1. Differentiating in x yields
dH
dx
= θ + 2bx+
(
x
d
dx
+ 1
)
w
= θ + 2bx+
(
m−1 ((my1 + y
m
2 ) ∂y1 + y2∂y2 +my3∂y3) + 1
)
w,
d2H
dx2
= 2b+ x−1x
d
dx
(
x
d
dx
+ 1
)
w
= 2b+ x−1q
(
m−1 ((my1 + ym2 ) ∂y1 + y2∂y2 +my3∂y3)
)
w,
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where q(ζ) := ζ(ζ+1) and (y1, y2, y3) =
(
1
m
x log x, x
1
m , bx
)
. Due to (4.58b), we may conclude
(4.70)
H = θx+ bx2 +O
(
x2 |log x|+ x1+ 1m + |b|2 x3
)
dH
dx
= θ + 2bx+O
(
x |log x| + x 1m + |b|2 x2
)
d2H
dx2
= 2b+O
(
|log x|+ x−1+ 1m + |b|2 x
)


for 0 ≤ x ≤ x∗∗b (ε).
We evaluate (4.70) at x = x∗∗b (ε) and obtain
H
(
ε |b|−1) = θε |b|−1 (1 +O (ε |b|−1 ∣∣log (ε |b|−1)∣∣+ ε 1m |b|− 1m + ε))
dH
dx
(
ε |b|−1) = θ +O (ε |b|−1 ∣∣log (ε |b|−1)∣∣+ ε 1m |b|− 1m + ε)
d2H
dx2
(
ε |b|−1) = b(2 +O (|b|−1 ∣∣log (ε |b|−1)∣∣+ ε−1+ 1m |b|− 1m + ε))


as b→ ±∞
and because of n < 3, we again arrive at (4.66) for 0 < ε≪ 1 and b≫ε 1. 
5. Global solutions
In this section we study the global aspects of (2.3). In particular, we are going to prove the
existence and uniqueness of solutions, with local analytic series expansions near the contact
line described in Section 4, by matching the remaining boundary condition (2.3c) at x = 1.
We emphasize that existence of solutions has been proven in [5] for zero contact angles θ = 0,
so that in principle only for θ > 0 our arguments are necessary. However, since our method
is quite different from the one in [5] (where solutions are constructed by shooting from x = 1
and matching conditions (2.3b)), we opt for a self-contained presentation also for θ = 0.
5.1. Existence (shooting argument) for zero and nonzero dynamic contact angles.
The proof is based upon a shooting argument. First, it is convenient to re-write (2.3) as a
first-order autonomous system using dx
dτ
= 1, H ′ := dH
dτ
, H ′′ := d
2H
dτ2
, so that
(5.1)
d
dτ


x
H
H ′
H ′′

 =


1
H ′
H ′′
H1−n(x− 1)


Note that H ′, H ′′ are now notations for phase space variables. To consider the problem from
a geometric perspective, one introduces the boundary conditions as boundary manifolds
(5.2)
Bθ0 := {(x,H,H ′, H ′′) ∈ R4 : x = 0, H = 0, H ′ = θ},
B1 := {(x,H,H ′, H ′′) ∈ R4 : x = 1, H ′ = 0}.
In particular, solutions to (5.1)-(5.2) correspond to connecting orbits between Bθ0 and B1 as
shown in Figure 3.
Let φτ (x,H,H
′, H ′′) denote the flow associated to the vector field (5.1).
Lemma 5.1. There exists τ0 > 0 such that φτ (Bθ0) is a well-defined analytic manifold for all
τ ∈ (0, τ0] with dim({φτ(Bθ0) : τ ∈ (0, τ0]}) = dim(Bθ0) + 1.
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PSfrag replacements
Bθ0
x
H ′
H ′′
B1
{x = 0} {x = δ}
Bθδ
{x = 1}
Figure 3. Sketch of the boundary value problem (BVP) geometric formula-
tion. The starting sub-manifold Bθ0 is one-dimensional as it also accounts for
H = 0 while the target manifold B1 is two-dimensional. A possible starting
point (dot) in Bθ0 of a trajectory (dashed with an arrow at the end) is shown.
This trajectory overshoots the condition H ′ = 0 at x = 1.
Proof. The result follows from the local analytic expansions of the solutions to the thin film
equation near the contact line developed in Section 4 (cf. Proposition 4.2, Proposition 4.9,
and Proposition 4.10) if we select τ0 > 0 sufficiently small. 
Since d
dτ
x = 1, Lemma 5.1 implies that the definition
(5.3) Bθδ := {φτ (Bθ0) : τ ∈ [0, τ0]} ∩ {x = δ}
yields a well-defined analytic sub-manifold for any δ ∈ (0, τ0]. It is expected that connecting
orbits are generically isolated since they correspond to intersections of {φτ (Bθδ) : τ ∈ [δ, 1]}
and {φ−τ(B1) : τ ∈ [0, 1]} and
dim({φτ(Bθδ ) : τ ∈ [δ, 1]}) = 2, dim({φ−τ(B1) : τ ∈ [0, 1]}) = 3,
i.e., the intersection of a two- and a three-dimensional manifold in four-dimensional ambient
space generically consists of one-dimensional curves. The slight shift of the boundary man-
ifold from Bθ0 to Bθδ avoids the problem that the vector field in (5.1) may, a priori, not be
well-defined for n ≥ 1 when H = 0. Furthermore, we can give a more precise description of
Bθδ which is the core technical contribution for the proof of existence via a shooting argument.
We have dim(Bθδ) = 1 and therefore, we may parametrize the solution manifold Bθδ by the
parameter κ > 0 if θ = 0 and by the parameter b ∈ R if θ > 0 (cf. §4.1 and §4.4).
Lemma 5.2. Suppose (x,H,H ′, H ′′) ∈ Bθδ . Then it follows that H > 0, H ′ > 0, and
furthermore:
(a) if θ = 0 and 0 < n < 3/2, we have H ′ ≤ 0 at some x = x∗ ≤ 1 for 0 < κ ≪ 1
(undershoot) and H ′ > 0 at x = 1 for κ≫ 1 ( overshoot).
(b) if θ > 0 then H ′ ≤ 0 at some x = x∗ ≤ 1 for −b ≫ 1 (undershoot) and H ′ > 0 at
x = 1 for b≫ 1 ( overshoot).
Proof of Lemma 5.2, Part (a). We first focus on the zero contact angle case θ = 0. From
(4.18b) (cf. Cor. 4.4) we necessarily have H ′ > 0 at x = 1 for κ ≫ 1, that is, we have an
overshoot for κ ≫ 1. For proving the undershoot, we first assume 1 ≤ n ≤ 3/2 and notice
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that
(5.4)
H ′ = H ′(0)+H ′′(0)x+
∫ x
0
∫ x1
0
H ′′′(x2) dx2 dx1
(5.1)
= 2κx−
∫ x
0
∫ x1
0
(1−x2) (H(x1))1−n dx2 dx1.
In order to estimate the double integral in (5.4), we observe
H = κx2 +
∫ x
0
∫ x1
0
∫ x2
0
H ′′′(x3) dx3 dx2 dx1
(5.1)
= κx2 −
∫ x
0
∫ x1
0
∫ x2
0
(1− x3) (H(x3))1−n dx3 dx2 dx1 ≤ κx2
for 0 ≤ x ≤ 1. Inserted into (5.4), we obtain
H ′(1) ≤ 2κ− κ1−n
∫ 1
0
∫ x1
0
(
x2−2n2 − x3−2n2
)
dx2 dx1
≤ 2κ− κ1−n (((4− 2n)(3− 2n))−1 − ((5− 2n)(4− 2n))−1)
= 2κ
(
1− κ−n ((5− 2n)(4− 2n)(3− 2n))−1) ,
proving the undershoot for 0 < κ≪ 1 in this case.
For 0 < n < 1 we set x∗κ := min{x > 0 : H ′(x) = 0} ∪ {1} and argue similarly as in (5.4) to
obtain for δ ≤ x ≤ x∗κ
H ′
(5.1)
= H ′(δ) +H ′′(δ)(x− δ)−
∫ x
δ
∫ x1
δ
(1− x2) (H(x2))1−n dx2 dx1
≤ H ′(δ) +H ′′(δ)(x− δ)− (H(δ))1−n
∫ x
δ
∫ x1
δ
(1− x2) dx2 dx1
≤ H ′(δ) +H ′′(δ)(x− δ)− 1
6
(H(δ))1−n (x− δ)2 (3− x+ δ) .(5.5)
Using (4.18) (cf. Cor. 4.4), provided that δ ≤ x ≤ x∗κ, estimate (5.5) upgrades to
H ′ ≤ 2κδ (1 +O (κ−nδ3−2n + κ−nδ4−2n))+ 2κ (1 +O (κ−nδ3−2n + κ−nδ4−2n)) (x− δ)
−1
6
κ1−nδ2−2n
(
1 +O (κ−nδ3−2n + κ−nδ4−2n)) (x− δ)2 (3− x+ δ) .
Taking 0 < δ ≪ κn/(3−n), we may conclude that there exist constants c1, c2, c3 > 0 with
(5.6) H ′ ≤ c1κ1+ n3−2n + c2κ(x− δ)− c3κ1−n+
n(2−2n)
3−2n (x− δ)2 (3− x+ δ) for δ ≤ x ≤ x∗κ.
Since the exponents of κ in (5.6) fulfill
1− n+ n(2− 2n)
3− 2n < 1 < 1 +
n
3− 2n,
estimate (5.6) yields the desired undershoot for 0 < κ≪ 1. 
Proof of Lemma 5.2, Part (b). As in (5.5), we have for 0 < δ ≤ x ≤ 1
H ′
(5.1)
= H ′(δ) +H ′′(δ)(x− δ)−
∫ x
0
∫ x1
0
(1− x2) (H(x2))1−n dx2 dx1 ≤ H ′(δ) +H ′′(δ)(x− δ),
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since the double integral always yields a non-positive contribution. Using estimates (4.66)
of Corollary 4.11, we conclude that there exist constants c1, c2 > 0 with
(5.7) H ′ ≤ c1 + c2b
(
x− ε |b|−1) provided ε |b|−1 ≤ x ≤ 1, 0 < ε≪ 1, |b| ≫ε 1.
Taking b→ −∞, (5.7) yields the desired undershoot.
Proving the overshoot is more cumbersome and we again distinguish between two cases:
We start with the case 0 < n < 1, restrict our considerations to b > 0, and estimate (using
Corollary 4.11)
H ′
(5.1)
= H ′(δ) +H ′′(δ) (x− δ)−
∫ x
δ
∫ x1
δ
(1− x2) (H(x2))1−n dx2 dx1
(4.66)
≥ c1 + c2b
(
x− εb−1)− ∫ x
εb−1
∫ x1
εb−1
(1− x2) (H(x2))1−n dx2 dx1,(5.8)
with constants c1, c2 > 0 and where we assumed x ≥ δ := εb−1, 0 < ε≪ 1, b≫ε 1. In order
to estimate the double integral in (5.8), observe that for δ ≤ x ≤ 1
H
(5.1)
= H(δ) +H ′(δ)(x− δ) + 1
2
H ′′(δ)(x− δ)2
−
∫ x
δ
∫ x1
δ
∫ x2
δ
(1− x3) (H(x3))1−n dx3 dx2 dx1
≤ H(δ) +H ′(δ)(x− δ) + 1
2
H ′′(δ)(x− δ)2.
Once more appealing to (4.66) (cf. Cor. 4.11), we conclude that there exist constants
c3, c4, c5 > 0 with
(5.9) H ≤ c3εb−1 + c4
(
x− εb−1)+ c5b (x− εb−1)2 for εb−1 ≤ x ≤ 1,
provided 0 < ε ≪ 1 and b ≫ε 1. Hence, using (5.9) the double integral in (5.8) can be
estimated as follows:
−
∫ x
δ
∫ x1
δ
(1− x2) (H(x2))1−n dx2 dx1
≥ −
∫ x
εb−1
∫ x1
εb−1
(1− x2)
(
c3εb
−1 + c4
(
x2 − εb−1
)
+ c5b
(
x2 − εb−1
)2)1−n
dx2 dx1
≥ −ε3−nbn−3
∫ bε−1x
1
∫ y1
1
(
c3 + c4 (y2 − 1) + c5ε (y2 − 1)2
)1−n
dy2 dy1
= O (b1−nx4−2n) ,(5.10)
where the dependence on the constant ε has been discarded in the last step. The combination
of (5.8) and (5.10) shows
H ′ ≥ c1 + c2b
(
x− εb−1)+O (b1−nx4−2n) , where εb−1 ≤ x ≤ 1, 0 < ε≪ 1, b≫ε 1,
proving the overshoot as b→∞.
Finally, for 1 ≤ n < 3 we notice that for 0 < ε ≪ 1 and b ≫ε 1 we have H ′′ (εb−1) ∼ b > 0
by (4.66) (cf. Cor. 4.11). Hence, H ′′ > 0 for 0 < x≪ 1 in this case. Define x∗∗ := min{x >
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0 : H ′′(x) = 0} ∪ {1}. Due to the boundary conditions (2.3b) necessarily H ≥ θx for
0 ≤ x ≤ x∗∗. This allows to estimate for δ := εb−1 < x ≤ x∗∗
H ′′
(5.1)
= H ′′(δ)−
∫ x
δ
(1− x1) (H(x1))1−n dx1
(4.66)
≥ c b− θ1−n
∫ x
εb−1
(1− x1)x1−n1 dx1
= c b− θ1−n
(
x2−n − ε2−nbn−2
2− n −
x3−n − ε3−nbn−3
3− n
)
,
with a constant c > 0, 0 < ε≪ 1 and b≫ε 1. Estimate (5.11) implies an overshoot of H ′′ at
x = 1 as b→∞ and as H ′ = θ > 0 at x = 0, also an overshoot of H ′ at x = 1 as b→∞. 
Proposition 5.3. For any δ > 0 sufficiently small, there exists a connecting orbit between
Bθδ and B1. The orbit is unique if H > 0 for all x ∈ (0, 1].
Proof. The strategy is based upon a shooting argument. Fix some δ > 0 sufficiently small
so that Lemma 5.1 and Lemma 5.2 hold. Consider an initial condition
(δ,H(δ), H ′(δ), H ′′(δ)) ∈ Bθδ
for an orbit γ = γ(τ). We start with the case θ = 0. Observe that we must require H ′′(δ) > 0
due to the local analytic expansion of the solution near x = 0. However, H ′′(δ) can be taken
as shooting parameter. As long as H > 0 for x > 0 we have that H ′′ is monotonically
decreasing due to the last line of (5.1). Since H ′(δ), H ′′(δ) > 0 any γ starting in Bθδ has H
and H ′ increasing initially due to the second and third line of (5.1). If H ′′(δ) > 0 is chosen
sufficiently large, we can guarantee that the monotonically increasing results for γ hold up
to the time τ = 1 when it reaches {x = 1}. In particular, we have an overshoot since the
H ′-component of γ(1) is positive; for the detailed estimates of this overshoot we refer to
Lemma 5.2(a) and its proof.
Next, we observe thatH ′ can only change sign from positive to negative afterH ′′ has changed
sign due to the last two lines of (5.1). Hence, one should select H ′′(δ) > 0 sufficiently small.
By Lemma 5.2(a) it follows that there exists a time τm ∈ (δ, 1) such that theH ′-component of
γ changes sign. This guarantees an undershoot of the terminal boundary condition H ′ = 0
at x = 1. Notice that the undershoot is easy if κ > 0 could be chosen freely as a small
parameter but we have to guarantee that the local analytic series remains valid near the
contact line, which is precisely why Lemma 5.2(a) is needed.
Hence, if we vary the curvature H ′′(δ) > 0 from its initial large value, continuous dependence
on initial conditions and the assumption H > 0 for x ∈ (0, 1] implies that there exists a
unique choice of H ′′(δ) such that γ is a connecting orbit. The existence proof for θ > 0
carries over verbatim with the modification that we are not restricted to H ′′(δ) > 0 on Bθδ
and we have to apply Lemma 5.2(b). 
Proposition 5.4. For any δ > 0 sufficiently small, there exists a connecting orbit between
Bθ0 and B1. If θ = 0 and H > 0 for all x ∈ (0, 1], the orbit is unique and monotone, i.e.,
H ′ > 0 for x ∈ (0, 1).
Proof. In the shooting argument we have shown the existence of a connecting orbit between
Bθδ and B1 for any sufficiently small δ > 0, which guarantees that Bθδ is a smooth real-analytic
sub-manifold. In the proof of Proposition 5.3, we have seen that the shooting parameter
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H ′′(δ) > 0 can be chosen within a compact subset Kδ ⊂ Bθδ to achieve an overshoot and an
undershoot. Furthermore, the construction in Lemma 5.2 guarantees that the connecting
orbit from Bθδ to B1 locally matches the expansion near the contact line.
For θ = 0, the result about uniqueness follows from the existence proof. For monotonicity,
suppose H ′ vanishes for some τ ∈ (δ, 1), then H ′′ must have changed sign previously as the
solution starts with positive curvature near the contact line. Hence, the signs of the vector
field (5.1) yield that H ′(1) = 0 cannot occur as H > 0 on (0, 1] implies that H ′′ is decreasing
on (0, 1]. 
It should be noted that it is unclear what happens if we allow for the possibility that
H(x∗) = 0 for some x∗ ∈ (0, 1) in the arguments above. In this case, the term Hn−1
does not directly make sense if H ′(x∗) < 0 since the second line of (5.1) implies that H
would become negative. However, the next direct argument shows that for nonzero contact
angles the solution must be unique; we remark that the uniqueness result for zero contact
angles is well-known (cf. [5, Th. 1.2]).
5.2. Uniqueness for nonzero dynamic contact angles. The proof of uniqueness of
classical solutions to (2.3) with θ > 0 closely follows the argumentation in [5, §6]. For n = 1,
(2.3) reduces to a third-order ODE with three boundary conditions, thus directly leading
to the unique explicit representation (3.4). We treat the cases n ∈ (0, 1) and n ∈ (1, 3)
separately.
Proposition 5.5. Suppose θ > 0 and n ∈ (1, 3). Then the solution to (2.3) is unique.
Proof. Suppose that there are two solutions H1 and H2 to (2.3). We define the auxiliary
function
(5.11) Φ := (H1 −H2) d
2
dx2
(H1 −H2)− 1
2
(
d
dx
(H1 −H2)
)2
.
We first show that in fact Φ = 0 at x = 0. Therefore note thatH1−H2 = o(x), ddx(H1−H2) =
o(1) as xց 0 by (2.3b), and that for ε > 0
d2
dx2
(H1 −H2) (2.3a)= −
∫ ε
x
(−1 + x′) (H1−n1 (x′)−H1−n2 (x′)) dx′ + C(ε)
(2.3b)
= −
∫ ε
x
(−1 + x′) o
(
(x′)1−n
)
dx′ + C(ε)
= o
(
x2−n
)
+ C˜(ε),
where C(ε) and C˜(ε) are ε-dependent constants. Using (5.11), this yields
(5.12) Φ = (H1 −H2)︸ ︷︷ ︸
=o(x)
d2
dx2
(H1 −H2)︸ ︷︷ ︸
=o(x2−n)+C˜(ε)
−1
2
(
d
dx
(H1 −H2)
)2
︸ ︷︷ ︸
=o(1)
= o(1) as xց 0.
Then we may infer again using (5.11)
dΦ
dx
= (H1 −H2) d
3
dx3
(H1 −H2) (2.3a)= (H1 −H2) (−1 + x)
(
H1−n1 −H1−n2
)
,
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that is, dΦ
dx
≥ 0 in (0, 1) because of n > 1. Due to the boundary condition (5.12) this yields
Φ ≥ 0 in (0, 1), which by (5.11) implies
(H1 −H2) d
2
dx2
(H1 −H2) ≥ 1
2
(
d
dx
(H1 −H2)
)2
≥ 0.
The latter leads to
d2
dx2
(H1 −H2)2 = 2 d
dx
(
(H1 −H2) d
dx
(H1 −H2)
)
= 2 (H1 −H2) d
2
dx2
(H1 −H2) + 2
(
d
dx
(H1 −H2)
)2
≥ 3
(
d
dx
(H1 −H2)
)2
≥ 0.
Hence, d
dx
(H1 −H2)2 is an increasing function in (0, 1) with boundary values
d
dx
(H1 −H2)2 (2.3b)= 0 at x = 0 and d
dx
(H1 −H2)2 (2.3c)= 0 at x = 1.
Necessarily we have d
dx
(H1 −H2)2 ≡ 0 in (0, 1) and once more appealing to (2.3b) we
conclude H1 ≡ H2 in (0, 1). 
Proposition 5.6. Suppose θ > 0 and n ∈ (0, 1). Then the solution to (2.3) is unique.
Proof. For n ∈ (0, 1), the auxiliary function Φ from (5.11) is not necessarily monotonic and
therefore a different approach has to be used. Here, another scaling transformation than the
one used to derive (2.3) turns out to be convenient, that is, we may define H˜ := H/H(1),
a := (H(1))−n, θ˜ := (H(1))n−1θ, and x˜ := a(1− x), so that (2.3) is equivalent to
H˜n−1
d3H˜
dx3
= x˜ for x˜ ∈ (0, a),(5.13a) (
H˜,
dH˜
dx˜
)
=
(
0,−θ˜
)
at x˜ = a,(5.13b)
(
H˜,
dH˜
dx˜
)
= (1, 0) at x˜ = 0,(5.13c)
where H˜ and a are the unknowns. Now suppose that we have two solutions (H1, a1) and
(H2, a2) of (5.13). Defining Ψ := H˜1 − H˜2, we have Ψ = dΨdx˜ = 0 at x˜ = 0 due to (5.13c).
As equation (5.13a) is non-degenerate in x˜ = 0, by standard theory necessarily d
2Ψ
dx˜2
6= 0
at x˜ = 0 and we may assume without loss of generality d
2Ψ
dx˜2
> 0 at x˜ = 0. Because of
d3Ψ
dx3
(5.13a)
= x˜
(
H˜1−n1 − H˜1−n2
)
in (0,min{a1, a2}), this implies a1 > a2. Furthermore, Ψ has to
be strictly increasing on the interval (0, a2), which implies
(5.14)
dH˜1
dx˜
(a2) =
dΨ
dx
(a2) >
dΨ
dx
(0) = 0.
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On the other hand, we know that dH˜1
dx˜
= 0 at x˜ = 0, dH˜1
dx˜
< 0 at x˜ = a1, and that
dH˜1
dx˜
is a
strictly convex function in (0, a1) by (5.13a). Therefore,
dH˜1
dx˜
< 0 in (0, a1), which contradicts
(5.14). 
Appendix A. Higher Dimensions
In this appendix, we discuss the regularity of source-type self-similar solutions in arbitrary
dimensions d ∈ N. Then the thin-film equation (1.1a) reads
(A.1a) ∂th+∇ · (hn∇∆h) = 0 for (t, z) ∈ {h > 0}.
The initial condition is
(A.1b) lim
tց0
h = Mδ0 in D′
(
R
d
)
,
where M > 0 denotes the mass of the fluid film. Existence, uniqueness, and leading-order
asymptotics of this problem were studied by Bernis and Ferreira in [22] under the assumption
(A.2) h(t, z) = t−
d
nd+4H(Z) with Z = t−
1
nd+4 |z| ,
where H ∈ C1(R) ∩ C3 ({H > 0}) ∩ L1(R) and Hn d3H
dZ3
∈ C1 ({H > 0}) (corresponding to
the zero static contact-angle case). Then one may verify
∂th = − 1
nd+ 4
t−
(n+1)d+4
nd+4 Z1−d
d
dZ
(
ZdH
)
,
∇ · (hn∇∆h) = t− (n+1)d+4nd+4 Z1−d d
dZ
(
Zd−1Hn
d
dZ
(
Z1−d
d
dZ
(
Zd−1
dH
dZ
)))
,
and therefore
(A.3)
d
dZ
(
Zd−1Hn
d
dZ
(
Z1−d
d
dZ
(
Zd−1
dH
dZ
)))
=
1
nd+ 4
d
dZ
(
ZdH
)
in {H > 0}.
We may assume the boundary condition H = dH
dZ
= 0 at Z ∈ ∂{H > 0}, so that one trivial
integration yields
(A.4) Hn−1
d
dZ
(
Z1−d
d
dZ
(
Zd−1
dH
dZ
))
=
1
nd+ 4
Z in {H > 0}.
By the same reasoning as in Section 2, we may assume that the free boundary is at the
positions ±Z0 with some constant Z0 > 0. By rescaling without loss of generality Z0 = 1
and by setting x := Z + 1, we are led to study the problem (compare to (2.3))
Hn−1
(
d3H
dx3
− d− 1
1− x
d2H
dx2
− d− 1
(1− x)2
dH
dx
)
= −1 + x for x ∈ (0, 1) ,(A.5a) (
H,
dH
dx
)
= (0, 0) at x = 0,(A.5b)
dH
dx
= 0 at x = 1,(A.5c)
with H ∈ C3((0, 1))∩C1([0, 1]) (classical solutions). The result in [22] implies existence and
uniqueness of classical solutions to (A.5). Unlike in the 1 + 1-dimensional case, where we
have also constructed solutions in the case of nonzero dynamic contact angles, here we only
consider zero static contact angles. It seems that our method of constructing solutions does
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not apply in an apparent way to (A.5) as singular terms of (A.5a) at the symmetry point
x = 1 appear. In some sense, these terms slow down the dynamics and move the symmetry
point to infinity in de-singularized coordinates, which makes the construction of solutions by
a shooting argument, starting at the contact line, less accessible and a shooting argument
as in [22], starting at the point of symmetry, more favorable.
For (A.5) we can show the following results:
Theorem A.1. Suppose n ∈ (0, 3/2) and H > 0 for x ∈ (0, 1]. Then the unique solution H
of problem (2.3) fulfills the asymptotic
H = κx2
(
1 + v
(
x, xβ
))
for 0 ≤ x≪ 1,
where κ > 0 is an n-dependent constant, β = 3−2n, and v = v(x1, x2) is an analytic function
in a neighborhood of (x1, x2) = (0, 0), v(0, 0) = 0 but v 6≡ 0 with a non-trivial dependence on
both x1 and x2.
Theorem A.2. Suppose n ∈ (3/2, 3) and H > 0 for x ∈ (0, 1]. Then the unique solution H
of problem (2.3) fulfills the asymptotic
H = µ−
1
nx
3
n
(
1 + v
(
x, xβ
))
for 0 ≤ x≪ 1,
where µ = 3
n
(
3
n
− 1) (2− 3
n
)
, β =
√−27+36n−8n2−9+4n
2n
∈ (0, 1), and v = v(x1, x2) is an
analytic function in a neighborhood of (x1, x2) = (0, 0), v(0, 0) = 0 but v 6≡ 0 with an in
general non-trivial dependence on both x1 and x2.
Theorem A.1 is the generalization of Theorem 3.1 to higher dimensions, whereas Theorem A.2
generalizes the one-dimensional result [25, Th. 1]. The leading-order expansions
H =
{
κx2(1 + o(1)) as xց 0 for 0 < n < 3/2
µ
1
nx
3
n (1 + o(1)) as xց 0 for 3/2 < n < 3
were already proven in [22, Th. 1.3].
Proof of Theorem A.1. The proof follows the lines of the proof of Theorem 3.1, which is why
we keep the presentation brief and only point out some essential differences. Following the
reasoning in Section 4.1, we may set H =: x2F for 0 ≤ x ≪ 1, so that – after passing to
s := log x (cf. (4.4)) – (A.5a) transforms into
(A.6)
d3F
ds3
+ 3
d2F
ds2
+ 2
dF
ds
− (d− 1)e
s
1− es
(
d2F
ds2
+ 3
dF
ds
+ 2F
)
− (d− 1)e
2s
(1− es)2
(
dF
ds
+ 2F
)
=
−e(3−2n)s + e(4−2n)s
F n−1
.
Compared to (4.6) we define more generally
(A.7) x1 := e
s, x2 := e
(3−2n)s, F ′ :=
dF
ds
, and F ′′ :=
d2F
ds2
,
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so that (A.6) can be recast as a five-dimensional autonomous dynamical system
(A.8)
d
ds


x1
x2
F
F ′
F ′′

 = F (x1, x2, F, F ′, F ′′) :=


x1
(3− 2n)x2
F ′
F ′′
F5 (x1, x2, F, F ′, F ′′)

 for −∞ < s≪ 1,
with F5 (x1, x2, F, F ′, F ′′) := x1x2 − x2
F n−1
− 3F ′′ − 2F ′
+
(d− 1)x1
1− x1 (F
′′ + 3F ′ + 2F )
+
(d− 1)x21
(1− x1)2 (F
′ + 2F ) .
For d ≥ 2 it appears to be unavoidable to choose the coordinates as in (A.7) and not as in
(4.6), as the additional terms in the last two lines of (A.8) can otherwise not be written in
an analytic form at the stationary point (x1, x2, F, F
′, F ′′) = (0, 0, κ, 0, 0) =: pκ with κ > 0
to which the solution converges as s→ −∞ (cf. [22, Th. 1.3] and the analogue of Lemma 4.1
for higher dimensions). As the linearization of F in pκ is given by
DF(pκ) =


1 0 0 0 0
0 3− 2n 0 0 0
0 0 0 1 0
0 0 0 0 1
2(d− 1)κ −κ1−n 0 −2 −3

 ,
its characteristic polynomial can be calculated to be
ζ 7→ (ζ − 1)(ζ − (3− 2n)) ζ(ζ + 1)(ζ + 2)︸ ︷︷ ︸
(4.3)
= q(ζ)
and the same reasoning as in the proofs of Proposition 4.2 and Lemma 4.3 applies. 
Proof sketch of Theorem A.2. Here, we closely follow the arguments of [25, §2.2] and [26, §2].
First, we factor off the leading-order behavior (cf. [22, Th. 1.3]) by setting
H =: µ−
1
nx
3
nF with µ =
3
n
(
3
n
− 1
)(
2− 3
n
)
,
so that (A.5a) can be recast in the variable s := log x (cf. (4.4)) as
(A.9)
d3F
ds3
+ 3
(
3
n
− 1
)
d2F
ds2
+
(
3
(
3
n
)2
− 6 3
n
+ 2
)
dF
ds
− 3
n
(
3
n
− 1
)(
2− 3
n
)
F
− (d− 1)e
s
1− es
(
d2F
ds2
+
(
2
3
n
− 1
)
dF
ds
+
3
n
(
3
n
− 1
)
F
)
− (d− 1)e
2s
(1− es)2
(
dF
ds
+
3
n
F
)
= µ
−1 + es
F n−1
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Now we may use the independent variables
x = es, F, F ′ :=
dF
ds
, and F ′′ :=
d2F
ds2
,
for which (A.9) can be reformulated as a four-dimensional autonomous dynamical system of
the form
(A.10)
d
ds


x
F
F ′
F ′′

 = F (x, F, F ′, F ′′) :=


x
F ′
F ′′
F4 (x, F, F ′, F ′′)

 for −∞ < s≪ 1,
with F4 (x, F, F ′, F ′′) :=µ−1 + x
F n−1
− 3
(
3
n
− 1
)
F ′′ −
(
3
(
3
n
)2
− 6 3
n
+ 2
)
F ′ + µF
+
(d− 1)x
1− x
(
F ′′ +
(
2
3
n
− 1
)
F ′ +
3
n
(
3
n
− 1
)
F
)
+
(d− 1)x2
(1− x)2
(
F ′ +
3
n
F
)
,
where the flow is apparently analytic in a neighborhood of the stationary point (x, F, F ′, F ′′) =
(0, 1, 0, 0) =: p, to which the solution converges as s → −∞ (the proof follows the lines of
the proof of Lemma 4.1). The linearization of the flow in p is given by
DF(p) =


1 0 0 0
0 0 1 0
0 0 0 1
µ+ (d− 1) 3
n
(
3
n
− 1) nµ −3 ( 3
n
)2
+ 6 3
n
− 2 −3 ( 3
n
− 1)


and the characteristic polynomial follows as
ζ 7→ (ζ − 1)(ζ − β)(ζ + 1)(ζ + α)
with roots
α :=
−√−27 + 36n− 8n2 − 9 + 4n
2n
∈ (−2, 0), β :=
√−27 + 36n− 8n2 − 9 + 4n
2n
∈ (0, 1).
In particular the flow F is hyperbolic in p. Now, we may determine the eigenspace Eu(p)
of the positive eigenvalues 1 and β (the tangent space to W u(p)), which is spanned by the
eigenvectors
v1 :=
(
2(3− n)n
(d+ 1)n− 3 , 1, 1, 1
)⊤
and v2 :=
(
0,
1
β2
,
1
β
, 1
)⊤
,
and therefore given by
(1− β)((d+ 1)n− 3)
2(3− n)n x+ βF − F
′ = β,(A.11a)
(1− β2)((d+ 1)n− 3)
2(3− n)n x+ β
2F − F ′′ = β2.(A.11b)
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In particular, we can write F ′ as a graph of x and F on W u(p), that is, we can write
(A.12)
du
ds
= G(x, u) with u := F − 1,
where G = G(x, u) is an analytic function in a neighborhood of (x, u) = (0, 0) with G(0, 0) =
0. Additionally knowing that ∂G
∂u
(0, 0) = β (this can be read off from (A.11a)), we can recast
(A.12) as
(A.13)
(
d
ds
− β
)
u = G(x, u)− βu.
Then one may replace the operator d
ds
= x d
dx
by x1∂x1+βx2∂x2 and u = u(x) by v = v (x1, x2)
and solve instead of (A.13) the unfolded equation
(x1∂x2 + βx2∂x2 − β) v = G (x1, v)− βv,
leading to the fixed-point problem
(A.14) v(x1, x2) = −bx2 +
∫ 1
0
r−β
(
G
(
rx1, v
(
rx1r
βx2
))− βv (rx1rβx2)) dr
r
,
where b > 0 is a real parameter. This fixed-point problem can be solved by applying the
contraction-mapping theorem. We refer to Section 4.4 or [25, §3.,4] for more details in
analogous cases. 
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