We propose a modified Newton iteration for finding some nonnegative Zeigenpairs of a nonnegative tensor. When the tensor is irreducible, all nonnegative eigenpairs are known to be positive. We prove local quadratic convergence of the new iteration to any positive eigenpair of a nonnegative tensor, under the usual assumption guaranteeing the local quadratic convergence of the original Newton iteration. A big advantage of the modified Newton iteration is that it seems capable of finding a nonnegative eigenpair starting with any positive unit vector. Special attention is paid to transition probability tensors.
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Introduction
A real-valued mth-order n-dimensional tensor A consists of n m entries in R, and has the form
The set of all such tensors is denoted by R [m,n] . We use R [m,n] + to denote all nonnegative tensors A ∈ R [m,n] , for which A i 1 i 2 ...i m ≥ 0 for all i 1 , i 2 , . . . , i m . Various applications of tensors, nonnegative tensors in particular, can be found in [11] .
For a column vector x = [x 1 , x 2 , . . . , x n ] T ∈ R n , we define a column vector in R n by
We are interested in eigenvalue problems for nonnegative tensors.
Definition 1 ([4, 18] ) Let A ∈ R [m,n] . We say that (x, λ) ∈ (R n \{0}) × R is an 
If x is an H -eigenvector, then cx is also an H -eigenvector for any c = 0. The same is not true in general for Z-eigenvectors. That is why we require x = 1 in (1) with · being any vector norm. If the 2-norm is used, then a Z-eigenpair is called a Z 2eigenpair; If the 1-norm is used, then a Z-eigenpair is called a Z 1 -eigenpair. As noted in [4] , for x with x 1 = 1, (x, λ) is a Z 1 -eigenpair if and only if x x 2 , λ x m−2 2 is a Z 2 -eigenpair. In this paper, we are interested in Z 1 -eigenpairs since special attention will be paid to transition probability tensors. A Z 1 -eigenpair will be referred to as a Z-eigenpair or simply an eigenpair.
A weakly irreducible nonnegative tensor has a unique positive H -eigenvector x * (up to a positive scalar multiple) and the corresponding eigenvalue λ * is positive [7] . The positive H -eigenpair (x * , λ * ) may be found by the NQZ algorithm [16] , whose (linear) convergence is guaranteed for the smaller class of weakly primitive tensors [9] . In [14, 15] , we present a modified Newton iteration, called the Newton-Noda iteration, for finding the unique positive H -eigenpair. The method requires the selection of a positive parameter θ k in the kth iteration, and naturally keeps the positivity in the approximate eigenpairs. For m = 3, a practical procedure for choosing θ k is given in [14] , which guarantees the global convergence of the method. For a general m, a different practical procedure for choosing θ k is given in [15] , and the global convergence of the method is almost certain. Both procedures will give θ k = 1 near convergence and local quadratic convergence is achieved. The benefit of using θ k = 1 right from the beginning is also mentioned in [15] , but the global convergence of the method becomes less certain in this case, although no examples showing divergence have been found.
The Z-eigenvalue problem is much more difficult. When the tensor is irreducible, all nonnegative Z-eigenpairs are positive but there may be many such pairs [3] , so global convergence of any iterative method to a fixed positive eigenpair becomes impossible in general. A main algorithm for the Z-eigenvalue problem has been the shifted symmetric higher order power method (SS-HOPM) in [12] . When the tensor is symmetric, all its Z-eigenvalues (together with one eigenvector for each eigenvalue) can be found by an algorithm based on optimization techniques [6] . Without the symmetry assumption, all its Z-eigenvalues (together with some eigenvectors for each eigenvalue) can be found by homotopy methods [5] . The iterative method we are going to propose is more like the method in [12] . We are going to find some nonnegative eigenpairs using different initial vectors. While the methods in [5, 6] are limited to small-sized tensors in practice, our method will be applicable to tensors of larger size.
After some preliminaries in Section 2, we propose in Section 3 a modified Newton iteration for finding a nonnegative Z-eigenpair of a nonnegative tensor, in the spirit of [15] for the H -eigenvalue problem. If we compare our algorithm here to that in [15] (although they are for two different problems), we allow more flexibility in choosing a sequence approximating a nonnegative Z-eigenvalue and we effectively use θ k = 1 all the time here. When the tensor has more than one nonnegative eigenpair, we expect to find some of them by using different initial vectors in our algorithm. Unlike the algorithm in [15] for the H -eigenvalue problem, our algorithm here does not naturally preserve nonnegativity in approximate Z-eigenpairs. Instead, the nonnegativity is preserved through some intervention when needed. In Section 4, we prove local quadratic convergence of the new iteration to any positive eigenpair of a nonnegative tensor, under the usual assumption guaranteeing the local quadratic convergence of the original Newton iteration. In Section 5, we pay special attention to transition probability tensors and explain why in this special case nonnegativity can often be preserved without the intervention. The usefulness of our new algorithm will be illustrated through some numerical results in Section 6. Some concluding remarks are given in Section 7.
Preliminaries
Nonnegative and positive matrices or vectors are defined entrywise. For example, A = A ij is nonnegative, written A ≥ 0, if A ij ≥ 0 for all i and j . A Z-matrix is a real square matrix whose off-diagonal elements are all nonpositive. A Z-matrix A is called a nonsingular M-matrix if A = sI − B with B ≥ 0 and s > ρ(B), where ρ(·) is the spectral radius. A Z-matrix A is a nonsingular M-matrix if and only if A −1 ≥ 0 (see [1] for example).
In this paper, all vectors are n-vectors and all matrices are n × n, unless specified otherwise. We use v i or (v) i to represent the ith element of a vector v. For a pair of positive vectors v and w, we define
We will sometimes assume a tensor in R [m,n] + is irreducible or weakly irreducible. 
If A is not reducible, then we call A irreducible.
The notion of weakly irreducible nonnegative tensors is introduced in [7] . The following equivalent definition is given in [20] .
Definition 3 A tensor
Note that all irreducible tensors in R [m,n] + are weakly irreducible. The following result is given in Theorems 2.5 and 2.6 of [3] .
, then A has a nonnegative Z-eigenpair (x, λ). If A is irreducible, then every nonnegative Z-eigenpair is positive.
by an averaging procedure. Specifically, for any
m be all different permutations of i 2 . . . i m (we have q ≤ (m − 1)! since some of the i k 's may be the same). Then, we define A (s)
. The total computational work for obtaining A s is about n m flops.
We are going to find an eigenpair (x * , λ * ) with x * ≥ 0 and x * 1 = e T x * = 1, where e = [1, . . . , 1] T .
We define two vector valued functions r : R n+1 + → R n and f : R n+1 + → R n+1 as follows:
Then, the Jacobian of f(x, λ) is given by:
where the entries of T (x) are
When the tensor is semisymmetric, we have by the proof of [17, Lemma 3.3] that
from which we obtain
Note that (5) holds even when A is not semisymmetric
The following result has been proved in [15] .
be weakly irreducible and x be a positive vector. Then, the nonnegative matrix T (x) is irreducible.
In this paper, we will pay special attention to transition probability tensors.
Definition 4 ([4, 13]) A tensor
Here is a main theoretical result about the Z-eigenvalue problem for transition probability tensors. Theorem 2 ([4, 13] ) Let A ∈ R [m,n] + be a transition probability tensor. Then, 1 is the unique Z-eigenvalue of A with a corresponding nonnegative eigenvector x. If A is irreducible, then every nonnegative eigenvector x must be positive.
The following result will be needed shortly. 
Lemma 2 Let
be the semisymmetric tensor obtained from A by an averaging procedure. Then, A s is also a transition probability tensor.
Proof For any 1 ≤ i, i 2 , . . . , i m ≤ n, let j (1) 2 . . . j (1) 
as required.
The following result is given in [4, Lemma 5.2], but the proof there is incomplete.
be a transition probability tensor and x be a positive vector with x 1 = 1. Then, e T T (x) = e T , i.e., T (x) is a (column) stochastic matrix.
Proof The proof in [4] starts with the equality in (4), which does not hold in general when A is not semisymmetric. Let A s = (A (s) i 1 i 2 ...i m ) be the semisymmetric tensor obtained from A by an averaging procedure. Then,
By Lemma 2, A s is still a transition probability tensor. Now, a direct computation shows that e T T (x) j = 1 for each j , as in [4] .
We also have the following inclusion result for the Z-eigenvalue 1 of a transition probability tensor.
Lemma 4 Let
A ∈ R [m,n] +
be a transition probability tensor. For any positive vector
Proof By the Perron-Frobenius theorem for nonnegative matrices [1, 19] , we get
Since T (v) is a stochastic matrix by Lemma 3, we have ρ(T (v)) = 1.
A modified Newton iteration
In this section, we present a modified Newton iteration for finding a nonnegative eigenpair of a nonnegative tensor A . In the derivation, we assume that the nonnegative eigenpair is positive (which is the case when A is irreducible). But, the resulting algorithm will also be applicable in finding a nonnegative eigenpair with some zero components. Suppose that a nonnegative tensor A has a positive eigenpair (x * , λ * ). We may try to find it by using Newton's method to solve f(x,λ) = 0, where f is defined in (2) . It is clear that Jf(x, λ) in (3), the Jacobian of f, satisfies a Lipschitz condition at (x * , λ * ) since its Fréchet derivative is continuous in a neighborhood of (x * , λ * ). We assume that
is nonsingular. It is then well known that if ( x 0 , λ 0 ) is sufficiently close to (x * , λ * ), then the Newton sequence ( x k , λ k ) is well defined and converges to (x * , λ * ) quadratically. However, if ( x 0 , λ 0 ) is not sufficiently close to (x * , λ * ), the Newton sequence (if defined) usually does not converge to (x * , λ * ) or any other positive eigenpair. We would like to present a modified Newton iteration that has guaranteed local quadratic convergence and has a good chance of finding a positive eigenpair starting from ( x 0 , λ 0 ), where x 0 is any positive vector with unit 1-norm and λ 0 is suitably chosen.
To this end, we examine the Newton iteration more closely. Given a positive pair ( x k , λ k ) sufficiently close to (x * , λ * ), Newton's method produces the next approximation ( x k+1 , λ k+1 ) as follows:
We assume that
Assuming e T x k = 1, we use block Gaussian elimination in (7) to obtain
where we have let
Since
we have by (10), (11) , and e T x k = 1 that
Thus, for m ≥ 3 and ( x k , λ k ) sufficiently close to (x * , λ * ), e T w k ≈ 1 (2−m)λ * . In particular, e T w k < 0 and
Then, by (7) and (11)-(13) we get
Thus, for m ≥ 3 and ( x k , λ k ) sufficiently close to (x * , λ * ), w k ≈ 1 (2−m)λ * x * . In particular, w k < 0. From (14) , (13) , (8) , and (9) we have
When w k < 0, we have x k+1 > 0. However, if ( x k , λ k ) is not sufficiently close to (x * , λ * ), we do not always have w k < 0. In fact, it is possible to have the opposite: w k > 0. In this case, we also have x k+1 > 0.
We now introduce some modifications to the Newton iteration.
If w k has both positive and negative components, then we use a post-processing procedure, but avoid drastic changes. This is the intervention we mentioned in Section 1. Let s k = (max w k )(min w k ). We will use the following simple procedure:
For example,
After w k is updated to w k , we have x k+1 > 0 in (15) .
Since the formula (15) is derived under the assumption that e T x k = 1 and since we are looking for a positive Z 1 -eigenvector, x k+1 will immediately be normalized to x k+1 > 0 with unit 1-norm. For this reason, it is not necessary to keep the factor 1/(m − 1) in (15) .
To get a new approximation λ k+1 to λ * , we can take λ k+1 to be any value in the interval [λ k+1 , λ k+1 ], where
is not singular or nearly singular. We then have the following modified Newton iteration (Algorithm 1) for finding a nonnegative eigenpair of a nonnegative tensor A .
Note that we have x k > 0 during the iteration even when the algorithm is used to approximate a nonnegative eigenpair (x * , λ * ) with x * having some zero components. The default value for λ 0 in line 3 of Algorithm 1 is λ 0 = λ 0 . When e T w k = 0 for w k in line 5, we use (16) to get
The default value for λ k+1 in line 10 is then given by
Algorithm 1 Modified Newton iteration (MNI) 1. Given x 0 > 0 with x 0 1 = 1, and tol > 0.
Compute λ
Determine the vector w k by (17). 7.
Compute the vector
Normalize the vector x k+1 :
is singular or nearly singular, we can always adjust it within the interval [λ k , λ k ]. Note that we have λ k < λ k unless (x k , λ k ) is already an eigenpair.
Local quadratic convergence of MNI
In this section, we prove that the modified Newton iteration has local quadratic convergence under the usual assumption that guarantees the local quadratic convergence of the original Newton iteration.
The following result is a direct consequence of a basic result of Newton's method; see [10, Theorem 5.1.2] for example.
Lemma 5
Suppose that (x k , λ k ) from Algorithm 1 is sufficiently close to a positive eigenpair (x * , λ * ) of a nonnegative tensor A and that the matrix in (6) is nonsingular. Let ( x k+1 , λ k+1 ) be obtained by Newton's method as in (15) and (16), from (x k , λ k ) instead of x k , λ k . Then, there is a constant c 1 such that
Remark 1 We assume that Jf(x * , λ * ) in (6) is nonsingular, but we do not assume that λ * I − (m − 1)T (x * ) is nonsingular. When m = 2, the Z-eigenvalue problem here is the same as the H -eigenvalue problem studied in [15] for all m ≥ 2, and it is shown there that λ * I − T (x * ) is always singular and Jf(x * , λ * ) is always nonsingular. For m ≥ 3, however, the difference of these two assumptions is not that big, but the assumption that λ * I − (m − 1)T (x * ) is nonsingular is still the stronger assumption. Indeed, when λ * I − (m − 1)T (x * ) is nonsingular (for m ≥ 3), Jf(x * , λ * ) in (6) is nonsingular if and only if −e T (λ * I − (m − 1)T (x * )) −1 x * = 0. Since
We will also need the following simple relation between |λ k − λ * | and x k −x * 1 .
Lemma 6
Let (x * , λ * ) be a positive eigenpair of a nonnegative tensor A . Let {(x k , λ k )} be generated by Algorithm 1. Then, there is a constant c 2 > 0 such that
Since the Fréchet derivative of A x [m−1] x is continuous in a neighborhood of x * , we have |λ k − λ * | ≤ c 2 x k − x * 1 for a constant c 2 > 0.
We now prove the local quadratic convergence of Algorithm 1. We assume m ≥ 3 since the result holds for m = 2 by [15] .
Theorem 3
Let (x * , λ * ) be a positive eigenpair of a nonnegative tensor A , with Jf(x * , λ * ) in (6) being nonsingular, and let {(x k , λ k )} be generated by Algorithm 1. Suppose that (x k 0 , λ k 0 ) is sufficiently close to (x * , λ * ) for some k 0 ≥ 0. Then, x k converges to x * quadratically and λ k converges to λ * quadratically.
Proof For some η ∈ (0, min x * ), there are positive constants c 1 , c 2 , and c 3 such that
whenever x k − x * < η (by Lemma 6), and
continuous). By the discussions leading to Algorithm 1, we may also assume that w k < 0 in line 5 of Algorithm 1 and thus w k in line 7 of Algorithm 1 is still w k , whenever
we have x k > 0 and then x k+1 > 0 by (15) .
By (20) , we have
Then, by (19) x
Then, by (21), (19) , and (22)
Therefore,
We can then repeat the above process to get
Thus, x k converges to x * quadratically and then λ k converges to λ * quadratically by (20) .
Application to transition probability tensors
In Algorithm 1, we need to solve nonsingular linear systems of the form
We assume m ≥ 3. Suppose that (x, λ) is sufficiently close to a positive eigenpair (x * , λ * ) of A and that the matrix in (6) is nonsingular. Then, we already know that w < 0 for the linear system, from the discussions leading to Algorithm 1.
In this section, we will explain that, for transition probability tensors, it is likely (but not guaranteed) that we always have w k > 0 or w k < 0 during the iteration, starting with x 0 not necessarily close to x * .
We start with the following result.
Proof By Perron-Frobenius theorem [1, 19] , ρ(B) is a simple eigenvalue of B with a positive unit eigenvector u. Let
be the Jordan canonical form of B, where P = u U and J is the direct sum of the Jordan blocks corresponding to eigenvalues other than ρ(B).
Thus, v is a left eigenvector of B corresponding to ρ(B). We have v > 0 since v T u = 1 by P −1 P = I . Now
and, when σ is not an eigenvalue of B,
We now examine the sign pattern of the solution w of the linear system (23). By Lemma 3, we also have
Proposition 1 Let
If σ < m − 1, then e T w < 0. When A is weakly irreducible, T (x) is an irreducible nonnegative matrix by Lemma 1. If σ < m− 1 is sufficiently close to m − 1, then (σ I − (m − 1)T (x)) −1 < 0 by Lemma 7 and thus w = (σ I − (m − 1)T (x)) −1 x < 0.
When Algorithm 1 (MNI) is applied to a transition probability tensor, we have λ k = m − 1 due to the nonsingularity requirement. The algorithm typically requires a small number of iterations for convergence to a positive eigenpair (x * , λ * ). Note that we always have λ * = 1 for a transition probability tensor. Suppose that (x k , λ k ) in MNI is sufficiently close to (x * , λ * ) and that the matrix in (6) is nonsingular. Then, we already know that w k < 0 in line 5 of the algorithm. Now, Proposition 1 tells us that w k > 0 if λ k > m − 1 and that w k < 0 if λ k < m − 1 is close to m − 1, assuming that A is weakly irreducible. We take λ 0 = λ 0 , so λ 0 is often much larger than m − 1. In that case, assuming λ 0 satisfies the nonsingularity requirement, we have w 0 > λ −1 0 x 0 > 0 and
There is a good chance that λ 1 ∈ [λ 1 , λ 1 ] and then we have λ 1 = λ 1 in (18) . If λ 1 is still much larger than m − 1, then the above explanation continues. Now suppose that λ k is close to m − 1 for some k. Then, we expect e T w k to have a large absolute value and λ k+1 = 1 m−1 (λ k − 1 e T w k ) to be close to λ * = 1. By Proposition 1, we also expect that w k > 0 or w k < 0 at this time. In view of Lemma 4, we also expect to have λ k+1 ∈ [λ k+1 , λ k+1 ]. If the tensor has a positive eigenvector (with no tiny components) near x k+1 , we expect the local quadratic convergence of MNI to occur from here and we expect to have w j < 0 for j ≥ k + 1. In summary, when MNI is used to approximate a positive eigenvector (with no tiny components) of a transition probability tensor, we expect to have λ k ∈ [λ k , λ k ], and w k > 0 or w k < 0 most of the time. In particular, the intervention in the first two cases of (17) is applied only occasionally. This will also be illustrated by numerical examples in the next section.
For a transition probability tensor, it is tempting to take λ k = 1 for all k ≥ 0. We will not use this approach for several reasons: (i) If we take λ 0 = 1, then w 0 often has both positive and negative components and it needs to be updated immediately. (ii) We hope the convergence of λ k would have some influence on the global convergence of the sequence x k . So, λ k and x k should be related in some way. (iii) For λ k = 1, it is still possible that λ k I − (m − 1)T (x k ) is singular or nearly singular. (iv) If we allow λ k ∈ [λ k , λ k ] and MNI does not appear to be converging for specific choices of λ k , we can always adjust λ k within the intervals.
Numerical experiments
In this section, we present some numerical results to show the usefulness of MNI. The default value for λ 0 is λ 0 , and for k ≥ 1, the default value for λ k is given by (18) . We will adjust λ k when the 2-norm condition number of λ k I − (m − 1)T (x k ) is larger than 10 10 by the following update:
We use = 0.01 in our experiments. If = 0.01 does not work, a different can be used. It turns out that the adjustment is needed only for Example 5, where the tensor is diagonal, and that one adjustment with = 0.01 solves the problem each time near-singularity occurs. The default initial vector for MNI is x 0 = e/n. But to find different nonnegative eigenpairs, we run MNI a number of times using x 0 = y 0 / y 0 1 with y 0 = rand(n,1) in MATLAB. We terminate the iteration when the residual is small enough:
Example 1 (Example 5.1 of [3] ) Let A ∈ R [4, 2] + be defined by
The tensor is irreducible and has three positive Z-eigenpairs:
x (1) , λ (1) ≈ [0.1785, 0.8215] T , 0.9216 ,
x (2) , λ (2) ≈ [0.8052, 0.1948] T , 0.8331 ,
x (3) , λ (3) ≈ [0.5193, 0.4807] T , 0.5373 .
Note that we have converted the Z 2 -eigenpairs reported in [3] to Z 1 -eigenpairs here.
For this example, we generate 5000 random vectors y 0 , normalize them to x 0 , and apply MNI. Each time, the sequence (x k , λ k ) from the algorithm converges to one of the three eigenpairs. In Table 1 , "Occurrence" denotes the number of occurrences with convergence to a particular eigenpair. For each eigenpair, "A-Sign" denotes the average number of times with s k = (max w k )(min w k ) < 0 (this tells us how often the intervention in the first two cases of (17) is needed), "A-Iter" denotes the average number of iterations to achieve convergence, "A-In" denotes the average number of (1) , λ (1) ) 1279 0.39 4.90 1.37 6.30e−15 (x (2) , λ (2) (18) , and "A-Err" denotes the average residual error when the iteration is terminated. From Table 1 , we can see that, for a random initial vector x 0 , MNI would compute one of the positive eigenpairs quickly and accurately, with occasional intervention from (17) . We also note that λ k / ∈ [λ k , λ k ] quite frequently for this example. The tensor is not weakly irreducible and has three nonnegative Z-eigenpairs, two of them are positive:
Example 2 Consider
x (1) , λ (1) ≈ [0.1874, 0.8126] T , 0.7923 , x (2) , λ (2) 
For this example, we use 5000 random initial vectors. From the numerical results in Table 2 , we can see that MNI takes many more iterations to approximate the second eigenpair, which has a zero component in the eigenvector. This is not too surprising since the local quadratic convergence of MNI is proved only for approximating positive eigenpairs.
Example 3 Take z = rand(n,1) and consider the sparse irreducible tensor A ∈ R [m,n] with just n nonzero entries:
where n + 1 is identified with 1.
In this example, all nonnegative eigenvectors are positive. But, some of them have very small components. We ran MNI 100 times using the default starting vector (the vector z is changing). Table 3 reports the results obtained by MNI. From the table, we see that the average number of iterations for MNI is no more than 15 and is not sensitive to the size of the tensor. (1) , λ (1) ) 1149 0.29 5.00 1.37 4.62e−15 (x (2) , λ (2) 
where A i = rand(n,n,n) ∈ R [3,n]
The tensor A is reducible and has many nonnegative eigenvectors with some zero components, but it also has some positive eigenvectors. In Table 4 , "Sign" denotes the number of times with s k = (max w k )(min w k ) < 0, "Iter" denotes the number of iterations to achieve convergence, "In" denotes the number of times with λ k ∈ [λ k , λ k ], and "Err" denotes the residual error when the iteration is terminated. From Table 4 , we see that the number of iterations for MNI with the default initial vector is at most 5, except for n = 2. We also notice that the convergence is to a positive eigenvector each time.
Example 5 Consider the diagonal tensor A ∈ R [3, 5] + with just three nonzero entries:
The reducible tensor has seven nonnegative eigenvectors corresponding to seven positive eigenvalues and infinitely many nonnegative eigenvectors corresponding to the eigenvalue 0. None of these vectors are positive. It is easily verified that the Jacobian (6) is singular for every eigenpair.
x (1) , λ (1) = [6/11, 0, 3/11, 0, 2/11] T , 6/11 ,
x (2) , λ (2) = [2/3, 0, 1/3, 0, 0] T , 2/3 ,
x (3) , λ (3) = [3/4, 0, 0, 0, 1/4] T , 3/4 ,
x (4) , λ (4) = [1, 0, 0, 0, 0] T , 1 ,
x (5) , λ (5) = [0, 0, 0.6, 0, 0.4] T , 1.2 ,
x (6) , λ (6) = [0, 0, 1, 0, 0] T , 2 , x (7) , λ (7) = [0, 0, 0, 0, 1] T , 3 ,
x (8) , λ (8) 
For this example, we use 5000 random initial vectors. From the numerical results in Table 5 , we see that all nonnegative eigenvectors corresponding to positive eigenvalues are found, with the three eigenvectors with only one positive component found much less frequently than others. We also find many nonnegative eigenvectors corresponding to the eigenvalue 0. In the table, "A-Adj" denotes the average number of times λ k needs to be adjusted. The need for adjustment arises mostly for approximating an eigenvector corresponding to the eigenvalue 0. In this case, we frequently have λ k = 0 and thus λ k I − (m − 1)T (x k ) is singular for any x k . That λ k = 0 is not a bad situation since 0 is an exact eigenvalue. We just need to adjust λ k so that MNI can proceed. This simple example shows that (i) we do need to adjust λ k in MNI for some very special cases. (ii) MNI is capable of computing non-isolated eigenpairs. (iii) MNI is capable of computing eigenpairs at which the Jacobian is singular.
We now perform some experiments on some transition probability tensors. (1) , λ (1) ) 3620 0.12 17.81 17.69 5.46e−14 (x (2) , λ (2) (1) , λ (1) ) 1764 10000 5.31e−07 (x (2) , λ (2) The tensor has two positive Z-eigenpairs:
x (1) , λ (1) = [0.6, 0.4] T , 1 , (x (2) , λ (2) 
For this example, we use 5000 random initial vectors. From the numerical results in Table 6 , we can see that MNI takes more iterations to approximate the first eigenpair. We then take two different random initial vectors, with MNI convergence to the two eigenpairs, and plot in Fig. 1 the eigenvector errors x (i) k − x (i) 1 , i = 1, 2. We see that the convergence of MNI is linear for the first eigenvector and is quadratic for the second eigenvector. The reason is that the matrix in (6) is singular at the first eigenpair and is nonsingular at the second eigenpair. From the table, we see that λ k ∈ [λ k , λ k ] most of the time, and that w k > 0 or w k < 0 most of the time. We then compare MNI with the SS-HOPM algorithm with α = 1 [12] in Table 6 , with the same initial vector and same stopping criterion for each trial. We find that SS-HOPM fails to satisfy the stopping criterion within 10,000 iterations for approximating the first eigenpair.
Example 7 (Example 1.5 of [4] ) Consider the transition probability tensor P ∈ R [3, 3] + given by P 111 = P 222 = P 333 = 1, P 122 = P 133 = P 211 = P 233 = P 311 = P 322 = 0, and P ij k = 1/3 elsewhere.
The tensor is weakly irreducible and has four nonnegative Z-eigenpairs, only one of them is positive:
x (1) , λ (1) 
x (2) , λ (2) = [1, 0, 0] T , 1 ,
x (4) , λ (4) = [0, 0, 1] T , 1 .
For this example, we use 5000 random initial vectors. Table 7 shows that MNI computes all nonnegative eigenpairs, with a high probability of obtaining the positive eigenpair (x (1) , λ (1) ). From the table, we see that λ k ∈ [λ k , λ k ] almost all the time, and that w k > 0 or w k < 0 most of the time when approximating the positive eigenpair.
Example 8
We consider the transition probability tensor of the form
n ones(n,n,n) and B is a probability tensor. Tensors of this form appear in the study of the multilinear PageRank problem [8] . To easily specify the entries of the tensor B, we take its entries to be (2) , λ (2) (4) , λ (4) ) 225 40.73 42.06 42.06 7.32e−14 From Table 8 , we see that the number of iterations for MNI (with the default initial vector) is at most 5 when α < 1, clearly indicating its quadratic convergence. For α = 1, MNI will require more iterations when computing a nonnegative eigenvector with some zero components.
Finally, we consider the application of MNI to a special transition probability tensor arising from the study of the multilinear PageRank problem [8] .
Example 9 Let R 6,3 be the matrix given in [8, p. 1539] . Normalize each column of R 6, 3 to get a column stochastic matrix [S 1 S 2 S 3 S 4 S 5 S 6 ], where S k ∈ R 6×6 for each k. We consider the transition probability tensor A (α) ∈ R [3, 6] + whose entries are given by
where we use v = e/6.
We are going to find a nonnegative eigenvector of A (α) corresponding to eigenvalue 1. All algorithms tested in [8] , with the default settings, run into difficulties on this example when α = 0.99, and it is remarked in [8] that this test problem should be a useful case for future algorithmic studies on the multilinear PageRank problem. The tensor is positive (and thus irreducible) for 0 < α < 1 and has a unique positive eigenvector for each α value in Table 9 , other than α = 1. When α = 1, the tensor is weakly irreducible and has a unique nonnegative eigenvector [0, 0, 0, 1, 0, 0] T .
For this example, we apply MNI with the default initial vector x 0 = e/6 and the default choice of λ k given by (18) . The results are given in Table 9 . As suggested by our analysis in Section 5, we have w k > 0 or w k < 0 during the iteration for α ≤ 0.7 in the table. Moreover, we have λ k ∈ [λ k , λ k ] all the time. The case α = 0.99 does cause some difficulty to MNI, with the default choice of λ k . The residual error is reduced only to the order of 10 −7 in 200 iterations and we find that the approximate eigenvector in the end is not a good approximation at all. However, MNI allows a flexible choice of λ k ∈ [λ k , λ k ]. We then try MNI with λ k = λ k all the time for α = 0.99, and are able to compute the eigenvector to full precision in just 20 iterations. We have displayed the eigenvectors computed by MNI for α = 0.99 with λ k = λ k and for α = 1 with the default choice of λ k in Table 10 . Notice that the computed eigenvector for α = 0.99 is exactly the same as that reported in [8, p. 1534] , and the computed eigenvector for α = 1 is indeed very close to the exact eigenvector [0, 0, 0, 1, 0, 0] T . For α = 0.99, we have also run MNI 1000 times with λ k chosen randomly in [λ k , λ k ]. We find that the stopping criterion is satisfied within 200 iterations in about 25% of the trials, with average number of iterations at about 40.
Conclusion
We have proposed a modified Newton iteration (MNI) for finding a nonnegative Zeigenpair of a nonnegative tensor. We have proved local quadratic convergence of MNI to any positive eigenpair of a nonnegative tensor when the Jacobian (for the original Newton iteration) is nonsingular at the eigenpair. Numerical experiments show that MNI can also be used to compute a positive eigenpair at which the Jacobian is singular, or to compute a nonnegative eigenpair with some zero components in the eigenvector, although no convergence theory has been established in those situations. When the tensor has both positive eigenpairs and nonnegative eigenpairs with some zero components in the eigenvector, MNI seems to find a positive eigenpair more often. Although MNI seems to have wide applicability, it should be more useful when computing a positive eigenpair of an irreducible nonnegative tensor, particularly when the Jacobian at the eigenpair is nonsingular.
