In this study, a damage detection and localization scenario is presented for a composite laminate with a network of embedded fiber Bragg gratings. Strain time histories from a pseudorandom simulated operational loading are mined for multivariate damage-sensitive feature vectors that are then mapped to the Mahalanobis distance, a covariance-weighted distance metric for discrimination. The experimental setup, data acquisition, and feature extraction are discussed briefly, and special attention is given to the statistical model used for a binary hypothesis test for damage diagnosis. This article focuses on the performance of different estimations of the Mahalanobis distance metric using robust estimates for location and scatter, and these alternative formulations are compared to traditional, less robust estimation methods.
Introduction
The detection and localization of damage in fiberreinforced polymers (FRPs) continues to be an active research topic as these material systems gain more prevalence in high-performance structures within aerospace, civil, and marine applications. The benefits of composites, including high specific strength and stiffness, corrosion resistance, and ability to be molded into complex shapes, are, nonetheless, offset by failure modes (e.g. delamination, disbonding, fiber breakage, and matrix cracking) whose genesis and progression are still ongoing research focuses. This has necessitated ongoing exploration into structural health monitoring (SHM) solutions for performance/operation optimization, maintenance planning, and overall life cycle cost reduction. SHM may be defined as the process of implementing a decision-enabling damage detection strategy that necessarily involves the acquisition of dynamic in-service data, extracting damage-sensitive features from the data, and making some decision about the structural health state via statistical hypothesis testing. 1 Thorough reviews of vibration-based SHM techniques have been performed by Doebling et al. 2 and Sohn et al. 3 The important SHM step of feature classification generally falls within supervised learning scenarios, where class labels (e.g. damage levels and locations) are known, or unsupervised learning scenarios, where only the baseline data (presumed ''undamaged,'' typically) class label is known. Supervised learning techniques, such as various clustering techniques, neural networks, support vector machines, or other classifiers or regression techniques, are generally more powerful in terms of classification performance. However, the majority of practical SHM applications do not provide access to known damaged data classes but rather only ongoing ''normal condition'' representative, baseline data. In this case, SHM implementation becomes an outlier detection problem. [4] [5] [6] The detection of outliers is quantifiable through a discordancy or distance measure, and the classic such measure is the Mahalanobis-squared distance (MSD) 7 d 2 i given by
where x i is a candidate outlier multivariate feature set, an overbar designates the mean value of the baseline feature set, and S is the baseline feature set covariance matrix. It is a covariance-weighted squared measure of the distance (as opposed to, say, the unweighted Euclidean distance) that a candidate outlier feature set is from the central tendency of the baseline feature set.
Researchers have used the MSD with multivariate feature sets such as transmissibility spectral lines, 6 autoregressive model errors or coefficients, 8 ultrasonic guided wave features, 9 power spectral densities peak shifts, 10 energy signatures from wavelet decomposition, 11 and unit influence lines, 12 among many other studies. As is discussed in detail by Filzmoser et al., 13 the primary disadvantage of the traditional MSD as defined in equation (1) is that it can suffer from ''outlier masking.'' Since the MSD is characterized by sample mean and covariance, any outliers present in the baseline training set (either from actual damage or, more likely perhaps, from environmental or operational variability that affects feature specificity) have undue influence on that mean and covariance estimation. Smaller distances presented by candidate test features would thus potentially ''mask'' outliers that were in the same statistical neighborhood as those in the training set, resulting in increased false negatives (type II error). Consequently, more robust estimators must be considered. The pioneering work in this area was proposed by Gnanadesikan and Kettenring, 14 who developed multivariate trimming (MVT), in which a robust estimation of the covariance was calculated by removing data subsets with the highest MSDs iteratively until the covariance converged to within some tolerance. That estimator is not good for all applications, however, because the breakdown value is heavily dependent on the dimensionality of the data. The breakdown value of an estimator is the smallest fraction of points that can cause the estimated quality to be arbitrarily far from its true population value. As a simple example, consider a normally distributed univariate feature with zero mean and unity variance; assuming five samples of the feature, for example, {0.1, 20.2, 2.4, 21.7, 1000}, the sample mean of 200.1 is clearly biased by the outlier, so even one point can be arbitrarily corrupting.
Among new ideas in developing more robust estimators, Rousseeuw 15 proposed the minimum volume ellipsoid (MVE) method, which seeks to find the smallest ellipsoid that encompasses a subset of the data, since the assumption of normally distributed multivariate features would imply a multidimensional ellipsoid in fully unfolded feature space. Although it has a 50% breakdown value, it is computationally inefficient and was eventually replaced by a superior estimator called the minimum covariance determinant (MCD). 16 The MCD has a 50% breakdown value, but additionally, efficient algorithms exist for its computation including the FAST-MCD, 17 making it more desirable for practical applications. The orthogonalized GnanadesikanKettenring (OGK) estimator proposed by Maronna and Zamar 18 is extremely efficient at the expense of affine equivariance. The Olive-Hawkins method uses both the Devlin-Gnanadesikan-Kettenring 19 (DGK) attractor and the median ball attractor (MBA) 20 in its formulation. Maronna 21 provides a thorough comparison of the robustness, computational efficiency, and asymptotic behavior among these and other improved multivariate estimators, and a detailed discussion of the theories and algorithms is beyond the scope of this work.
Within the context of SHM, this issue has only recently been first presented by Dervilis et al., 22, 23 who considered the MVE and MCD estimators in computational and experimental SHM outlier applications and further considered the value of robust estimators in characterizing operational and environmental variability, which is the main corruptor of baseline training features. This study explores comparing the practical implementation of the MCD, OGK, and OliveHawkins methods against the standard MSD, with the selection of estimators based on some of the performance conclusions in Maronna. 21 The performance comparison is demonstrated within a experimental repeated-impact damage detection scenario using a composite test article embedded with a network of fiber Bragg gratings (FBGs). The scenario considers a rigorous hypothesis test in detecting the minimum level of subsequent impact damage and shows how falsenegative rates are better controlled with robust estimation.
Experimental setup
The panel used for impact testing was designed and fabricated as a 48$ 3 48$ glass epoxy panel. The material system chosen was Axiom AX3201S/EL with a target thickness of 1 / 2 $ representative of a component deployed in a marine fleet application. A network of 40 embedded FBGs with 10 sensors serialized on four separate fiber arrays comprised the strain-sensing network within the panel. Figure 1 (left) presents sensor placement and excess fiber routing within the panel, and Figure 1 (right) establishes the sensor labeling convention to be used throughout the study.
The panel was installed in a testing fixture fabricated with extruded aluminum. The fixture provided both the boundary conditions for the panel and a weighted impact hammer for incrementally inducing damage. Figure 2 presents the impact panel installed in the test fixture.
The test article was affixed to the frame using C-clamps and steel tubing to simulate a universally fully fixed boundary condition. Simulated operational loads were induced by an electromechanical shaker that was suspended on the backside of the frame and powered by an MB Dynamics power amplifier. Impact damage was introduced into the panel via repeated impacts from the weighted pendulum. The impact head was moved slightly during the test to ensure that the delamination would continue to grow and to avoid excess fiber breakage and puncture. In between impacts, the shaker actuated the panel for 2 min with band-limited white noise (BLWN) ranging from 10 to 2500 Hz. The upper bound was governed by the Nyquist sampling limitations of the optical interrogation hardware, and the lower bound was selected to avoid exciting low-frequency components near the primary oscillation frequency of the shaker suspension system. Each 2-min time history ensembles (from the 40 sensors) were windowed to remove any start-up transience and segmented into 2-s micro-tests for a total of 58 tests at each of the 12 discrete damage levels. Figure 3 displays the impact locations and the protocol for growing the total delamination area in the panel, and Figure 4 summarizes the testing flow used in the experiment including a table that outlines the damage accumulation in the panel. 
Damage-sensitive feature extraction
For this study, a frequency-domain feature was chosen based on the classical observation that damage will manifest itself as alterations in the foundational structural parameters, namely, stiffness, and this stiffness loss will change the vibrational characteristics of the structure. Farrar et al. 24 proposed a frequency-domain feature in the form of the cross power spectral density (CPSD) between sensor pairs, given bŷ
where the E½ operator signifies an ensemble average of the Fourier transforms X i (v) and X j (v) of the ith and jth sensor responses, and the asterisk is the complex conjugate operator. From this definition, it is evident that the quantity will be maximally correlated at global structural resonances. This is particularly useful in passive sensing applications in which the input excitation of the structure comes from ambient operational vibration and is, in general, not observable. The first p peaks are selected from the baseline and test CPSD features via the classic ''peak-picking'' (frequency-domain decomposition) 25 method, and their correlated shifts D p were collected into a multivariate feature set x, that is, Figure 5 (left) plots the classic MSD between test features and baseline reference features as a function of discrete damage levels, showing a general monotonic trend in the MSD discordancy as the delamination grows. This is not generally expected in damage features, but since the CPSD frequency shifts do correlate strongly to stiffness reduction resulting from delamination, it is not necessarily surprising in this application; this is part of the reason why CPSD frequency shifts were hypothesized to be good features here.
Many applications for damage detection in SHM, as mentioned, do not lend themselves to evidence of known damaged data. Thus, for the purposes of this study, a simple binary hypothesis test will be defined whereby ''damage'' is defined to be any level of delamination observed (1.86 cm 2 area was the observation at the minimum damaging impact energy level). Given Figure 5 (left), it is reasonable to expect that by defining ''critical'' damage to correlate with the lowest energy level tested, larger damage will be even more readily detected. So, only the first 406 tests will be considered, with the first 348 tests being baseline measurements from the undamaged structure (with ''baseline level'' energy impact), and the last 58 tests coming from the damaged structure (but not ''known'' to be damaged). Figure 5 (right) presents the distances in consideration for a representative sensor pair. Although blind to the algorithm and test, the green points from the first 348 tests are ''not critically damaged,'' while the red points from the subsequent 58 tests are ''critically damaged.'' One can clearly see that there is substantial statistical overlap, according to visual observation of the features. This is a common occurrence in most practical SHM applications.
Statistical model development
In order to formalize the hypothesis test, a statistical model for the baseline features is required. If the MSDbased formulation is held rigorously, then this implies that the underlying features are normally distributed. If this is true, then the MSD itself will follow a chi-square distribution with p degrees of freedom, 26 where p is the dimension of the feature vector 
This assumption is validated by plotting a histogram of the baseline MSD for any given sensor pair and overlaying a chi-square distribution with the appropriate degrees of freedom. Figure 6 (left) shows one such sensor pair (2 and 14) histogram. It is evident that the MSD estimations follow a chi-square distribution, which supports the assumption of normality for the feature vectors.
For further visualization that motivates the consideration of robust estimators, consider a two-dimensional feature (only two frequency peak shifts for a singlesensor pair CPSD). Figure 6 (right) presents data from the same 2/14 sensor pair. The scatter diagram plots the first two features against each other for two cases: a baseline case (open circles) and a test case (filled circles). The two ellipses correspond to a 95% quantile of the distribution of MSDs calculated using different estimates for location and scatter. The solid ellipse was generated using the classical MSD estimation for location and scatter, namely, the sample mean and the sample covariance. Assuming the solid circles were feature vectors from an unknown test condition (damaged or undamaged), a formal binary hypothesis test would be constructed as
where H 0 is the null hypotheses and H 1 is the alternate hypothesis. Visually, this may be interpreted as any data point that falls outside of the ellipse would be classified as an outlier. It is observed that the baseline dataset in Figure 6 (right) contains several extreme values on the right side of the plot that effectively influence the estimation of the decision boundary and include several points that actually come from the damaged structure. This is the masking phenomenon described above, where the presence of outliers in the baseline data causes true outliers from the damaged structure to be given a false-negative diagnosis. The dashed ellipse was constructed using the MCD estimations of location and scatter, in contrast, and it is observed that this ellipse is less influenced by some of the extreme values belonging to the baseline data. Every solid circle data point that is between the two ellipses can be thought of as data points that would have been incorrectly diagnosed had the classical estimations of location and scatter been used. Figures 7 and 8 illustrate the potential benefit of using robust distances in the context of the binary hypothesis test.
In Figures 7 and 8 , the plots on the right show the robust distances from the baseline structure and the robust distances from the damaged structure. Overlaid in green is the probability density function (PDF) of a chi-square distribution for 2 degrees of freedom, and the horizontal dashed line depicts the 95% quantile. The points shaded in yellow in both figures would be correctly identified as outliers. It is clear from the figures that using a robust estimate for location and scatter has favorable potential impacts on the detection of damage. Using robust distances, 32 out of 58 total outliers were identified as opposed to only 16 of 58 using the classical formulation.
Next, the MCD, OGK, and Olive-Hawkins estimators will be used in a global comparative performance study. Figure 9 presents the error ellipses from classical estimation-based distances and the three robust estimators, again using the first two extracted peaks from the CPSD sets. To assess the performance of the estimators more completely within the context of the hypothesis test, a damage detection scenario is simulated using the full dimensionality of the data. The set of 348 individual baseline feature vectors was randomly permuted, and a subset of 290 feature vectors was used to calculate the MSDs for the binary test. This leaves 58 feature vectors that are, in reality, undamaged and 58 feature vectors from the lowest damage level (1.86 cm 2 area of delamination) that will be tested. Ideally, the test will be able to perfectly distinguish between damaged and undamaged feature vectors.
Out of the 780 possible sensor pair combinations, only 100 pairs were considered because of the computational cost and excessive redundancy in this rich dataset. A simple sensor-level voting scheme is the final data fusion detector used, and if more than 50% of the sensor pairs reject the null hypothesis, then a damaged diagnosis is selected. Table 1 presents the results from the full damage detection scenario. In this table, the correct prediction percentage is the sum of true positives and true negatives (''correct decisions''). All robust estimators performed the same in the sense of overall correct decision percentages, but they also substantially reduced false negatives at the expense of some increased false positives. In particular, the OGK and OliveHawkins robust estimations minimized the number of false negatives. This implies that these two estimators are slightly more exclusive regarding the subset of baseline feature vectors used in the estimation of location and scatter. Table 1 shows the classic trade-off between rejecting false negatives and false positives, the selection importance of which depends on the application.
Additionally, Figure 10 presents receiver operator characteristic (ROC) curves for the four estimators to present the effectiveness of a particular estimator under certain false-positive/false-negative combinations. Consistent with Table 1 , the robust estimators reduce false negatives at the expense of tolerating some false positives; depending on the risk profile of the application, this is an important performance enhancement.
Summary and conclusion
In this work, a binary damage detection scenario was presented using embedded FBGs in a composite laminate. Impact damage was accumulated in the panel through repeated impacts from a weighted pendulum, and a pseudorandom operational excitation was simulated between impacts with an electromechanical shaker. Damage-sensitive features were extracted from the dynamic strain data in the form of peak shifts in CPSD estimates across sensor pairs. MSD discordancy computed by both classical and robust estimators of location and scatter were subjected to a statistical hypothesis test and compared for detection performance.
In conclusion, generally speaking, the use of robust estimations of location and scatter showed significant performance improvements over classical estimation. A 95.7% correct prediction was observed using robust estimations when detecting a defect representing only 0.033% of the overall area of the panel. However, the benefit of the reduction of false negatives at the expense of increasing false positives depends significantly on the specific application for which the SHM system is designed. In SHM applications where life-safety consequences are the driving factor, the consequences of a false negative tend to far outweigh the consequences of a false positive, so more restrictive estimations are probably preferred. An example of such an application might be in commercial aerospace, where the consequences of a failed aircraft generally would greatly exceed the consequences of an unnecessary extra inspection (as might be triggered by a false positive). However, in other applications, minimization of false positives may be more important, if the consequences of unnecessary downtime exceed the consequences of failure. 
