vertex-based schemes, where the control volume is the dual mesh, elegant formulationscan resultusing a conserUnstructuredgrids are rapidly becoming more useful for vative, finite-element framework. By using linear finitethe simulation of inviscid flows in complex geometries, elements and exploiting certain geometric properties of The promise of easing the burdenof grid generation for the tetrahedra,efficient edge-based schemes can be formucomplex geometries is being met. By exploiting certain lated. The use of tetrahedral grids does, though, have its geometric properties of tetrabedra and convex unit aspect drawbacks. One stems from requiring that the surface disratio hexahedra(Cartesian cells), efficient methods can be cretization match faces in the volume grid exactly, which found that fill the volume of the domain, with some user makes the surface discretization a controlling part of the intervention still needed to provide guidance upon cell quality of the volume grid generation. In addition, the volsize and possibly stretching directions. Although the volume grids generated axe irregular in the sense that the oriume gridgeneration canberelatively automated, the surentation of the faces of the volumes do not typically face discretization of complex geometries is still a nonfollow a preferred direction. trivial task. There are presently two separate camps of unstructured volume gridgeneration: tetrahedral and CarCartesian based approaches attempt to overcome these tesian based. Tetrahedral based mesh generation two problems by filling the volume with regularly oriapproaches currently being investigated can be grouped ented, nearly isotropie cells, that become general polyheinto advancing-front [ 1] , advancing-layer [2] , and point dra near the boundaries, where these boundary ceils have insertion [3] methods. Cartesian mesh generation is a relbeen cut from the Cartesian/boundary intersections. This atively newer approach, which uses a recursive subdivihas essentially sacrificed grid smoothness at the boundary sion of convex, unit-aspect ratio Cartesian cells, and for grid smoothness over the larger portion of the volume. creates (possibly) non-convex polyhedra near boundaries
Other benefits of the Cartesian approach can be traced to [4, 5, 6] .
taking advantage of the geometric regularity of the un-eut cells, and other implementation specific benefits resulting The use of tetrahedral elements can provide efficient cellfrom the hierarchy of the grid from the grid generation , centered and vertex-based schemes. For a cell-centered process. The lack of grid smoothness along the boundaries approach, where the conservation volumes are the tetracan cause problems for both inviscid and viscous calculahedra themselves, the fixed number of faces and vertices tions, and the resulting solvers are slightly more compli-• of the control volume results in a simpler flow solver.For cated than those based upon tetrahedral cells. These drawbacks aside, the Cartesian approach is proving to be a Both tetrahedraland Cartesian strategies are lacking less, current examples of this approachshow tremenwhen computing viscous flows. The currentviscous flux dons potential,whereit is hoped to alleviatemany of the formulations dictate that smoothly stretched, nearly problems unstructured grid approaches encounter for orthogonalgrids are needed to providerobustand accucomputinghigh Reynolds number,turbulentflows.
rate predictions of viscous flows. The requirementof A common thread to computing flows upon these grid smoothnessrises to exlreme importance,sincenonclasses of grids is that the flow solver musthandle both smoothness has a direct effect upon needed derivative tetrabedral, pentahedml (prismatic and pyramid) and quantities at walls, such as skin friction and heat transhexahedralcells. Additional capability to handle adap-" fer, which are typically the quantities desired from such five mesh refinement, "hanging nodes", Cartesiangenan analysis. Grid smoothness also has a direct effect crated grids with their cut cells, the extrusion of upon convergencebehavior, since the typical flux funcquadrilateral cells into hexahedra,or, perhaps,extrusion tions in use today will produce non-positive stencils if of othersurfacepolygons wouldalso be desired.In gencertaingeometricqualitiesof the meshare not met [3, 4] .
eral,this type of solver mustbe able to solve the conserTo predictskin frictionand heat transferproperlyin mrration laws upon general, non-simplicial conservation bulent flows, high resolution is needed normal to the volumes. wall dictating large numbers of cells. In addition, from an efficiency standpoint, grid stretctfing is typically
The use of edge-based data structureshave been proneeded in only a single direction, normal to the stream posed to solve the Euler/Navier-Stokesequations on surface, and is not needed along it By construction, mixed-elementmeshes by Mavriplis et al.
[12]. In this Cartesian based methods do not allow for anisotropy of case, a convincing argument is made for the use of the mesh, while the efficiency of using highly stretched mixed-element meshes, and computationsusing differtetrahedralcells is suspect, ing element types for the same meshes are performed, rather impressively.In [12] the edge-based formulation A means that is proposedto alleviate these deficiencies is also used for the discretizationof the viscous terms, is currently being called a prismaticgrid approach.In which analysis shows to be inaccurateon non-simplicial this case, bounding surfaces are triangulated, and this meshes. An argument is made that relates this discretibounding triangulation is extruded away from the surzation to a thin-layerlike formulation, so for certain face, creating layers of cells thatare smoothly stretched flows, the results might be adequate, but in general, a in a surface normal direction. Within the layers, the different formulation for the viscous terms might be desired smoothness and near-orthogonality is retained.
desirable. This will undoubtedly not be solely edgeThese prismatic cells are typically grown out a distance based, but a careful implementation should not detract from the surface, then a volume mesh generation strattoo much from the approach. egy is used to fill the void. Examples of this approach are shown by Melton et al. [7] for the Euler equations,
The approach presented here solves the Euler and where a Cartesian grid was used to fill the void, and a Navier-Stokes equations using a cell-centered, finitehyperbolic-like approach was used to generate the prisvolume scheme upon control volumes of nearly arbimarie layers. Karman [6] used a similar Cartesian/pris-trarypolyhedraconstructedfrom triangular and quadrimatic approach for the Euler and Navier-Stokes lateral faces. The four basic cell types of tetrabedra, equations, where a more algebraic approachwas used prisms, pyramids and hexahedra are a subset of this, for the prisms. Cormellet al. [8,9] used a surfacediscretplus the approachcan compute flows upon Cartesian ization coupled with a CAD-based surface description, generated grids, and grids where cell refinement has from which an algebraic approachextruded the prisms, introduced "hanging nodes". It is certainthat by restrictand an advancing front mesh generatorfilled the void ing the mesh to be comprised of simpler polyhedra, a with tetrahedra. Kallinderis et al.
[10] used a similar simplerflow solver results. The approachhere is based approach,hut did not create the surfacedescriptionfrom upon the premise that by placing less restriction upon a CAD basis. By exploiting the semi-structurednature the topology of the mesh, an overall faster turnaround of the prismatic portions of the grid,Parthasarathyet al.
time will result.The additionalcomputationalcomplexi-[1I] have proposed an efficient strategy to solve the ties associated with this approach are tractable with well Euler and Navier-Stokes equations. Some obvious thought out data structures and algorithms. One noted drawbacks of the prismatic approach, in general, still difference from this approachand standard ceil-centered require some work to resolve. For instance, the boundmethods is that both cell-averaged data and data at the ary surface discretization will control the smoothness of vertices of the control volumes are used.
the grid near the wall, and care must be taken to ensure The outline of this paper is as follows. The basic data smoothness at the prism/volume grid interface. Regardstructures used for the approach are explained, then the 2 American Instituteof Aeronautics and Astronautics approaches used to solve the conservation laws are eration approach.This approachlends well to a hierarshown. The issues regarding vectorization are chy of grids, correspondingto the agglomerationof the addressed, namely the coloring of the different operaparent grid and the constructionof furthergrids in the • tions upon the basic data types. The accuracy of the sequence via solution adaptive mesh refinement. This approachis assessed using an analytic solution to the will be representedhierarchicallyin the grid data strucEuler equations for the four basic cell types mentioned ture also, so that each grid will have pointersto its par-.
above, and Cartesiangenerated grids.The laminarflow ent and children.Although multigridacceleration is not over a selection of problemsare thenmade,and compar-employed at this stage of the solver development, the ison is made to theory (flat plate) and experiment use of the grid dataentity shouldaid in its implementa-(developingduet flow). To demonstratethe capabilityof tion. The grid data type might also be useful for parallel computing upon prismatic!tetrahedral meshes the computations, by holding the spatially decomposed approachis used to compute the laminarflow about a data. rightcircular cylinderupon a flatpIateusing a gridgeneratedbyConnell et al. [8] .
II.b Cells
Cells define the conservation volumes upon which the II Data and Data Structures conservation laws are solved and provide a place to store cell-averaged data, flux balances and other cellThe compressible Euler and Navier-Stokes equations axe solved in three-dimensions in a cell-centered, finitebased quantities. Each cell is comprised of an arbitrary volume format upon a mesh of polyhedra where each number of faces, where a list of pointers for each face is polyhedron is created from an arbitrarynumber of trianmaintained in the cell. Ceils are accessed by a list of gular and quadrilateral face elements. This particular pointers to the cell data structures. For vectorization of cell-to-vertex scatter operations, ceils are grouped into finite-volume approach uses data at both ceil centers and like vertex number groups and colored (see Section IV). mesh vertices, which implicitly uses all nearest neighbor cell data, without having to store its connectivity. Since
ILe Faces
the governing equations are being solved in conservation law form using a cell-centered scheme, the data Fluxes are integrated across faces, and the result of the structures used in the code are designed for such an integrations are scattered to the cells which arelogically approach. Three separate data entities are identified that left and right of the face where the logical orientation is make up the mesh and are needed to perform the calcudetermined by the face normal vector. Faces contain lations: vertices, faces, and cells. These form a hierarpointers to the cells that arelogically left and right of the chieal-like relationship with each other, since faces are faces. Each face contains a list of pointers to globally constructed from vertices and ceils are constructed from unique vertices defining the geometry of the face. For faces. Edges can be obtained from faces/cells, but since practicality, the faces must be either triangular or quadthey are not used directly in this cell-centered scheme, a rilateral. The needed geometric data for the flux integraseparate data entity for them is not maintained.The seption (Gauss points, area vector) are stored in the face arate operations needed in the solution of the conservadata structure, but may also be computed from the face tion laws axe cast as operations upon these data types. A vertex data. Cell faces are constructed from the posicollection of vertices/faces/cells which make up a portively (outward pointing normal) ordered vertex lists of tion (either complete or by some geometric decomposithe input cell definition. To create a global list of unique t.ion) of the entire domain are further grouped together faces, an octree-based, fixed bucket size searching prointo data entities called grids. Due to the hierarchyof the cedure is used to match already created faces. Faces are data entities, much information can be obtained directly, sorted according to Gauss point location in space, and such as cell-face-ceil connectivity. To clarify these data are matched by their ordered vertex lists. The tree autoentities, the following briefly describes each entity, the matieally sizes itself during the creation phase, and data it contains, and how it is stored and maintained, prunes itself to zero length when it is not needed. For a , multi-block grid or a grid with different grid types in II.a Grids each domain, there is no need to supply inter-block or inter-grid connectivity data, since this face matching Grids are composed of lists of cells/faces/vertices upon • which the computations axe performed, as well as lists procedure will automatically ensure the proper face of boundary faces and boundary vertices. All loop colormatching across inter-block or cell-refinement boundaries. Interior and boundaryfaces are maintained and ing information is also stored here. It is intended to eventually perform multigridacceleration, where each processed in separate lists. The face data is not only usedfor flux evaluation,butare also usedin the upwind, grid in the sequence will be constructedvia an agglom-3 AmericanInstituteof Aeronautics and Astronautics inviscid reconstructionprocedure explained in Section stage explicit scheme with a spatially varying time step, III.b. For vectorization purposes,the face loops are also based uponboth hyperbolicand parabolictime step concolored (Section IV). For boundary condition applieastraints, is used to updatethe solution. Contraryto most tion, ghost cells axe created for all boundary faces, and cell-centered approaches, the solution procedure here the data used in the cell-to-vertex scatters. Boundary relies upon both vertex and cell-averaged data. The use condition faces of the same boundary condition type are of both vertex and cell-averaged data is also used in the groupedtogether, and these are also colored.
USM3D series of unstructuredmesh solvers developed by Frink [16] , and has inspiredsome of the generaliza-]I. d V_rti¢_ tionsto mixed-volume grids, shown here.
The vertexdata structures hold the spatial coordinates of III.a Vertex Data Interpglati9n the vertices of the mesh, and provides a list of pointers to cells which haveedges of faces that are subtended by
The data at the vertices of the mesh is obtained fromthe the vertex.This provides a means of obtaining the solucell-averaged data by a linearity-preserving interpolation at the vertices from the cell-centered data, which is tionprocedure. This interpolation procedureis similar to needed to compute the upwind, inviscid reconstruction, that presented by Holmes and Connell in [17] , where it to form the viscous fluxes, and to plot the solution. Vetis termed a linearity-preservingLaplacianweighting. By tex data is obtained in a nominally linearity-preserving considering an interpolation formula that interpolates manner, as shown in Section III.a. As in the face data, the solution at the j-th vertex from the n cells surroundupon input, a self-expanding, bucket searching oetree ing itas procedure is used to provide unique vertex data, where sorting and matching is made according to the spatial fj = Xnfn (1) location of thevertex. This makes multi-block and n multi-grid type data definition easier, since theburden where the _ are found from the weights of a pseudoof vertex matching is taken by the octree, and not the Laplacian n operator, grid generation.
n The flexibility of the conservation volume construction as is evident by the various standard grid data types that can be read in by the code. The solver is presently conco n (3) figured to read in 5 types of grid data: PLOT3D data _n = [13] , VGRID data (see [2] and others), an input format _co n corresponding to the prismatic/tetrahedral grid generan tion system described in [8,9,14], and a format correLinearity preservation is guaranteed by requiring (2) sponding to the tetrahedral generator of the FELISA satisfy system [15] . Another grid type is also available, termed here as the MVG (Mixed Volume Grid) type, which
defines each cell as being constructed of an arbitrary By expanding the weights about unity in terms of linear number of triangular and quadrilateral faces. Cartesian basis functions, as generated grids are input as the MVG data type, since the cut cells generated by the Cartesian grid generator produces polyhedra that are not of the four types listed _n = 1 + Lx (Yen-xj) + _,y (Yn -Yj) + _z (Z'n-_) (5) above. All of the 5 specific data types can be translated into the MVG format, a 3x3 linear system is found for the _,. which is inverted 1 beforehand. This process is purely geometric, and there-HI Solution of the Conservation Laws fore is precomputedfor a given mesh, and only requires a simple cell-to-vertex scattering procedure. By provid-, The Euler and Navier-Stokes equations cast in conservaing higher-order constraints in (4) and expanding with tion law form are solved in a cell-centered, finite-volhigher-order basis functions in (5), quadratic-preserving ume format upon the polyhedral control volumes. Both reconstructions can also be found [4] but are not used upwind and central-difference approximations of the here, since only linearity-preserving cell-and faceconvective fluxes are used, and a directed gradients probased reconstructions are used. In practice, the weights cedure is used for the viscous fluxes. A simple three-(5) are restricted 0 < co < 2. It is instructive to note that when applied to a mesh of tetrahedra, this procedure results in the same formula quadrature guarantees that the reconstructed solution is found by Frink [16] ,also pointed out by Mitchell [18] . also linearity preserving. 
The upwind fluxes are then scattered to the cells.
Ox i v _v
IH.c Central Differencing with Explicit, Scalar Dissipation
By replacing the surface integral in (7) with a numerical quadrature, the gradient can be found by a face based A conservative formulation corresponding to centrally differenced fluxes with blended second-and fourthscatter operation. The surface integral is replaced by a single point quadrature so that the gradient is found to order dissipation is also available in the solver. Followbe ing [22] , at a given face, the flux is formulatedas The choice of the base vectors, 5i is taken so that 51
joins the two centroids of the cells that share the face, v = _, (PR + PL) and the two others lie in the plane of the face. When a linearly-exact procedure is used to produce the data at faces the vertices, this procedure preserves linear gradients. This gives the coefficients
The viscous flux construction, evaluation and scattering to the cell residuals is done on a face basis, which for i;(2)= lc2max(vR, VL) vectorization, depends upon loop coloring, as is The viscous fluxes are computed following a directed to ignore vector dependencies. The vectorized code gradients procedure suggested by Mitchell [23] . This ports to non-vector machines with no changes. procedure is linearly K-exact, and produces the same
The face loop coloring is performed in a heuristic fashgradient computed using a divergence-based reconstrucion as indicated by the following pseudo-code. tion that preserves linear data, as in [24] and [4] 
=,_:1 p = (T)I/(¥-I) for(all colors< fa_c)
Pi -_i-
The routine first svailcolor performs bitwise shifts w = 0 • upon the cell-encoded vertex history and finds the first where the i-subscript refers to conditions along a referavailable color for the vertices in the cell.
ence (inner) radius ri, _ = r/_ the polar angle in the z-=constantplane is 0 =atan (y/x) , and the flow A sequence of related grids are generated based upon a Figure 2 . The five, hexahedra-derived grids sequence of structured hexahedral grids with 5x5x5, types used in the mesh convergence study.
10xl0x5, 20x20x5 and 40x40x5 cells. Tetrahedral grids are created f_om the hexahedral meshes by creating six tetrahedra from each hexahedra. Three families of prismatic grids are generated from the base hexahedral meshes by creating prisms from the hexahedra whose orientation of the normal vector of the triangular faces in the prisms lie along the three different computation coordinate axes. A sequence of Cartesian grids are also generated, which are also used to assess the accuracy, but are not directly related to the five grid sequences above. Figure 2 shows the relationships between the hex-related meshes, while Figure 3 shows the intersection of a z=constant plane through a representative Cartesian mesh. Note that for plotting purposes, cutCartesian cells that cannot be represented as either hexahedra, pyramids, prisms or tetrahedra are split into a cop Figure 3 . z=constant cut through a lection of tetrahedra and pyramids. For these cut cells, a Cartesian mesh fictitious point located at the cell centroid is inUoduced, which is used to create, correspondingto each triangular A plot of the L 1 norm of the density error or quadrilateral face of the cell, atetrahedronorapyrae O =.
[P-,Pexac_ agai'nst a representative twomid, respectively. This procedure is only needed for almenslonaJ lengm scale rouna on each mesh is shown plotting purposes, and is not used in the flow solver, in Figure 4 . This length scale is introduced merely for the estimation of the truncation error order, and is not representative of a computational cost or efficiency 8 AmericanInstituteofAeronauticsand Astronautics norm.Theintentof thisstudyis onlyto gaugetheaccu-are allinterrelated, sincetheyarederivedfromthe same racy and correctnessof the inviscid flux constructions mesh,while the Cartesianis not. All meshesare made and is not an attemptto assesswhetherone meshtopoi-with a constantspacingin the z-direction, resultingin a • ogy is superior to another.That assessment would stackof fourcellsinthez-direction. TheCartesianmesh requirea carefulcomparisonof cost as well.Thisrepre-and the bexahedralmeshare shownto have nearly the sentativelengthscaleis calculatedas sametruncationerrorforthe samelengthscale,whichis , attributableto the similarityin the reconstruction/flux constructionschemesthattheyuse. In [27] an analytic 12d = solutionof the Euler equations,Ringleb's flow, was (20) used to comparethe error computedby the Cartesian Vn approachand a structuredmesh approach. There, a V = nCells structuredmesh,whichused an upwindcoordinate-byave nCells coordinatereconstruction, was shown to be slightly All calculationswere performedusingthe upwindformore accuratethanthe Cartesianapproach,which used 
12D
The orders of the discrete truncationerror, found by Figure 5 . L 1-norms for central scheme.
• computingthe slope on a logarithmicplot of the final two meshesin eachsequence, forthe six different mesh A series of calculationswerealso made using the censequences,are shown in TableI, in the Appendix. All tral-differenceflux schemewith added dissipation on .
schemesweregloballysecond-order accurate, whilethe the exact same meshes.Figure5 shows the computed tetrahedraland plane_id=l meshes had a first-order L1 norms against thetwo-dimensional length scale and max-norm.
TableIIshowstheasymptoticordersof accuracy.
WhenviewingFigure4, it is impoltantto keep in mind As is indicatedby theorderof theL**norms,theparticthat the hexahedral, tetrahedral and prismatic meshes ularimplementation ofthe dissipative fluxconstructions 9 American Instituteof Aeronautics and Astronautics is not uniformly second-orderaccurate. It is surmised for both the upwind and central schemes are shown in that the constructionof the dissipative fluxes near the Table III and Table IV for the final meshes in each boundarieshasreduced the accuracyof tbe scheme. The sequence. Also shown in are the rates for the same results shown here constructthe third-differenceoperameshes and algorithms,but on the CRAY C-90, eagle, tor at the boundaries using ghost-cell information.A using the CraystandardC compiler,Version4.0.2.7.
comparisonto a presumablyless accurateformulation It is importantto considerthe particularway the differwhich does not use ghost cell data indicated no appre-ent schemes are compared to one another in Figure4, € ciableimprovement. Figure 5 and Figure6. The length scale has been conSince the discrete errors for both the upwindandcentral structedto deduce the orderof the schemes. A comparidifference schemes are available for the same meshes, son thatwouldcritically gauge the different approaches one can also compare these two schemes. Figure 6 upon the differentmesh topologies must use some mea- 
constructed from the base mesh, and the prismatic mesh is shown in Figure 7 . Figure 6 Comparison of L, -riorms for the upwind and central schemes.
As is seen in the plot, there is an appreciable difference between the truncation error of the central and upwind schemes on the Cartesian mesh, where the central scheme exhibits nearly ten times the error on the finer mesh than the upwind scheme. This difference in error is not at as severe on the tetrahedral and hexahedral • meshes, where the central scheme error is approximately four and six times more than the upwind formulation, respectively.
The grid convergence study was performed on IBM RS6000, model 590 workstations, using the xlc compiler with standardoptimizations.The processing rates is consideredgood. boundaries of prismatic/tetrahedral mesh for wall/cylinder. Figure 13 . Upper boundary of prismatic/ The flow about a wall/cylinder combination is computed tetrahedral mesh using the mixed volume grid approach. The mesh was generated by the prismatic/te_ahedral mesh generator developed by Connell et al. [8] , for which the solver provides an input data type. Flow conditions correspond to a Reynolds number based upon cylinder diameter of Re = 50 and a freestream Mach number of M_ = 0.25. Figure 12 shows a perspective view of the x, grid, while Figure 13 
