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Abstract
We study the submodular secretary problem with a cardinality constraint. In this problem, n can-
didates for secretaries appear sequentially in random order. At the arrival of each candidate, a decision
maker must irrevocably decide whether to hire him. The decision maker aims to hire at most k candidates
that maximize a non-negative submodular set function. We propose an (e− 1)2/(e2(1 + e))-competitive
algorithm for this problem, which improves the best one known so far.
1 Introduction
In the classical secretary problem, a decision maker aims to hire the best one out of n candidates. Each
candidate has a real value that expresses his skill. The decision maker knows only the number n of candidates
in the beginning. The candidates appear in random order one by one, and at the arrival of each candidate,
his value is revealed. Just after observing the value, the decision maker must decide whether to hire this
candidate or not. This decision is irrevocable, and the decision maker can hire only one candidate. The
goal of this problem is to hire the candidate with the largest value with probability as high as possible. An
asymptotically optimal strategy for this problem was stated by Dynkin [6]. This strategy ignores the first
⌊n/e⌋ candidates without hiring and hires the first candidate better than these first ⌊n/e⌋ candidates. This
algorithm hires the best one with probability at least 1/e [6].
A multiple-choice variant was proposed by Kleinberg [15]. In contrast to the classical secretary problem,
k candidates can be selected in this variant, where k ∈ Z>0 is the maximum number of hired candidates. The
decision maker knows n and k in advance. Let V be the set of all candidates and w : V → R≥0 a non-negative
weight of each candidate. At each arrival of candidates, the decision maker must decide whether to hire the
candidate or not according to the revealed value of the candidate. The objective is to maximize the sum of
values of the hired candidates, that is,
∑
v∈S w(v), where S ⊆ V is the set of the hired candidates.
As a further extension of the multiple-choice secretary problem, Bateni et al. [3] and Gupta et al. [13]
proposed submodular secretary problems, in which the objective function f : 2V → R≥0 is not the sum
of values of the hired candidates, but a submodular set function. A set function f : 2V → R≥0 is called
submodular if it satisfies f(S ∪ {v}) − f(S) ≥ f(T ∪ {v}) − f(T ) for all S ⊆ T ⊆ V and v ∈ V \ T . We
assume that for any subset S of candidates that already appeared, the value of f(S) can be computed in O(1)
time. Among various constraints for submodular secretary problems, in this study we focus on cardinality
constraints, under which the decision maker can hire at most k candidates out of n candidates.
Submodular secretary problems have many applications. A key application is online auctions [2], in
which the seller decides who gets products in an online fashion out of buyers declaring their bids one by one.
One of the goals is to design a mechanism that maximizes the utility of the agents. Submodularity of utility
functions is often assumed due to its equivalence to the property of diminishing returns. Also, submodular
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secretary problems are applied to machine learning tasks such as stream-based active learning [12] and the
interpretation of neural networks [7].
The quality of an algorithm for submodular secretary problems is evaluated by its competitive ratio. Let
A(f, σ) ⊆ V be the (possibly randomized) output of algorithm A, where f : 2V → R≥0 is the objective
function and σ ∈ Σn is a permutation of n candidates. The competitive ratio α(A) of an algorithm A is
defined as
α(A) = inf
f
E[f(A(f, σ))]
maxS∗⊆V f(S∗)
,
where the expectation is taken over the random permutation and random factors in the algorithm.
1.1 Related work
For the multiple-choice secretary problem, that is, the case where f is a linear function, (1 − O(1/√k))-
competitive [15] and (1/e)-competitive [1] algorithms were proposed.
For the submodular secretary problem with a cardinality constraint, Gupta et al. [13] proposed a 1/1417-
competitive algorithm and Bateni et al. [3] proposed a 1/(8e2)-competitive algorithm. Several studies of
submodular secretary problems assume the monotonicity of the objective function, which is defined as the
condition that f(S) ≤ f(T ) for all S ⊆ T ⊆ V . Under the monotonicity assumption, Bateni et al. [3] proposed
a 0.090-competitive algorithm and Feldman et al. [11] showed this algorithm achieves 0.170-approximation.
The best one for the monotone case is (1 − O(1/√k))/e-approximation with exponential running time by
Kesselheim and To¨nnis [14].
Submodular secretary problems under more general constraints have been considered in several studies
such as Ma et al. [16] and Feldman and Zenklusen [10]. Secretary problems with a set function lacking
submodularity also have been studied, such as monotone subadditive functions by Rubinstein and Singla
[18] and monotone functions with bounded supermodular degree by Feldman and Izsak [9].
Submodular maximization with a cardinality constraint in the offline setting has been studied extensively.
In the offline setting, the ground set is given in advance and the objective value of any subset can be
obtained from the beginning. The best algorithm known so far achieves 0.385-approximation by Buchbinder
and Feldman [4]. Under the monotonicity assumption, the greedy algorithm is known to achieve (1 − 1/e)-
approximation [17].
1.2 Our result
In this study, we propose an algorithm with an improved competitive ratio for the submodular secretary
problem with a cardinality constraint. The objective function is assumed to be non-negative and submodular,
but not necessarily monotone. Our algorithm is based on the one proposed for the monotone case by Bateni
et al. [3]. We slightly modify their algorithm so that it works for the non-monotone case. In the analysis
of the competitive ratio, we use a lemma proved by Buchbinder et al. [5], which was originally used for the
offline setting. While Buchbinder et al. [5] designed a randomized algorithm and applied this lemma to the
analysis of its approximation ratio, we utilize a random factor of the ordering of candidates. The resulting
algorithm is (e − 1)2/(e2(1 + e)) ≈ 0.107-competitive. To the best of our knowledge, this competitive ratio
improves the best one known so far, which is 1/(8e2) ≈ 0.0169 [3].
2 Preliminaries
Let V be a finite set of size n. The elements of V arrive one by one in random order, i.e., the order of
V is chosen uniformly at random out of n! permutations. The non-negative submodular objective function
f : 2V → R≥0 can be accessed through an value oracle, which returns the value of f(S) in O(1) time for any
subset S of those who already arrived. At the arrival of element v ∈ V , the algorithm must decide whether
to add it to the solution or reject it irrevocably. The algorithm can select at most k elements. We define the
marginal gain of adding an element v ∈ V to the current solution S ⊆ V as f(v|S) := f(S ∪ {v})− f(S).
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Algorithm 1 The modified classical secretary algorithm
Require: A randomly ordered elements v1, · · · , vn.
1: Generate n numbers from the uniform distribution on [0, 1] and sort them in ascending order. Let (ti)
n
i=1
be these sorted numbers.
2: Regard ti as the arrival time of the ith element vi.
3: Ignore all elements that arrive before time 1/e.
4: if there is no element that arrives before time 1/e then
5: Select the first element with probability 1/(et1). Otherwise, no element is selected.
6: else
7: Let θ be the largest value of the elements that arrive before time 1/e.
8: Select the first element with value at least θ.
A continuous-time model [11] is a problem setting equivalent to the random order model. In this model,
each element is assigned to an arrival time that is generated from the uniform distribution on [0, 1], and the
decision maker can observe each element at its arrival time. We can transform a problem instance in the
random order model to one in the continuous-time model. Suppose we generate n random numbers from
the uniform distribution on [0, 1] and sort them in ascending order in advance. By assigning these values to
each element in order of arrival, we can transform the random order model to the continuous-time model.
3 The modified classical secretary algorithm
In this section, we describe a modified version of the classical secretary algorithm, which is used as a
subroutine of our proposed method. The modified classical secretary algorithm is based on the continuous-
time version of the classical secretary problem [11], which ignores all elements that arrive before time 1/e
and selects the first element with value higher than all ignored elements. They proved that their method
selects the best one with probability at least 1/e. However, we need another property: The probability that
the algorithm selects each element must be upper-bounded. Their method does not satisfy this property if n
is small. Thus we make a small modification to this algorithm, and obtain the one satisfying this property.
This modification is applied only when there exists no element that arrives before time 1/e. In this case,
the modified algorithm selects the first element with probability 1/(et1), where t1 is the time when the first
element arrives, while the original one always selects it. This modified algorithm is described in Algorithm 1.
Lemma 1. Algorithm 1 is 1/e-competitive and for each element v ∈ V , the probability that Algorithm 1
selects v is at most 1/e.
Proof. Let v∗ ∈ V be an element with the largest value. Suppose v∗ appears after time 1/e and its arrival
time is t∗ ∈ [1/e, 1]. Below, we fix the arrival time t∗ and consider the event that v∗ is selected by the
algorithm. This event happens if one of the following two conditions holds.
• v∗ is the first element and the algorithm decides to select v∗.
• v∗ is not the first element, and vˆ appears before time 1/e, where vˆ is the best element among those
who appear before time t∗.
The probability that v∗ is the first element is equal to the probability that all other elements arrive after
time t∗, then it is (1− t∗)n−1. Since the algorithm selects the first element with probability 1/(et1), the first
condition holds with probability (1 − t∗)n−1/(et∗).
To consider the second condition, we fix the set of elements S ⊆ V that arrive before time t∗. Then the
largest element among them, vˆ ∈ argmaxv∈Sw(v), is also determined. Under this condition, the probability
that vˆ arrives before time 1/e is 1/(et∗) since the arrival time of vˆ conforms to the uniform distribution on
3
Algorithm 2 Our proposed method
Input: A randomly ordered elements v1, · · · , vn.
1: Generate n numbers from the uniform distribution on [0, 1] and sort them in ascending order. Let (ti)
n
i=1
be these sorted numbers. Regard ti as the arrival time of the ith element vi.
2: Partition V into k segments V1, · · · , Vk, where Vl = {vi ∈ V | ti ∈ [(l − 1)/k, l/k]} is the set of elements
that arrive from time (l − 1)/k to time l/k for each l ∈ [k].
3: Let S0 := ∅.
4: for each l = 1, · · · , k do
5: Apply Algorithm 1 to Vl with weight f(v|Sl−1) for each v ∈ Vl.
6: if Algorithm 1 selects an element sl ∈ Vl and f(sl|Sl−1) ≥ 0 then
7: Sl ← Sl−1 ∪ {sl}.
8: else
9: Sl ← Sl−1.
10: return Sk.
[0, t∗]. Since this holds for any S, the second condition holds with probability {1 − (1 − t∗)n−1}/(et∗). In
total, the probability that the algorithm selects v∗ is∫
1
1/e
(1− t∗)n−1
et∗
+
1− (1 − t∗)n−1
et∗
dt∗
=
∫
1
1/e
1
et∗
dt∗
=
1
e
Then this algorithm is 1/e-competitive.
Let v ∈ V be any element and t be its arrival time. If v is selected, one of the following two conditions
holds.
• v is the first element and the algorithm decides to select v.
• v is not the first element, vˆ appears before time 1/e, and the value of vˆ is less than that of v, where vˆ
is the best element among those who appear before time t.
Since the second condition is stronger than the second condition for the optimal element v∗, the probability
that one of these conditions is satisfied is less than that of v∗. Therefore, the probability that any element
is selected is at most 1/e.
4 Algorithm and analysis
In this section, we illustrate our proposed method and provide an analysis of its competitive ratio.
Our proposed method utilizes the idea of the continuous-time model. To transform the random order
model to the continuous-time model, we generate n random numbers from the uniform distribution on [0, 1]
and sort them in ascending order in advance. Let t1 ≤ · · · ≤ tn be these numbers. By regarding ti as the
arrival time of the ith element, we can obtain an instance of the continuous-time model. We partition the
sequence of the elements into k segments V1, · · · , Vk by separating [0, 1] into equal-length time windows.
Then we apply Algorithm 1 to each segment with regarding the marginal gain f(v|Sl−1) as the weight for
element v ∈ Vl, where Sl−1 is the solution just before segment Vl. If Algorithm 1 selects an element sl ∈ Vl
and its marginal gain is non-negative, we add it to the solution. The detailed description of the algorithm is
provided in Algorithm 2.
In the proof, we utilize the following lemmas.
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Lemma 2 (Lemma 2.2 of [8]). Let f : 2V → R be submodular. Denote by A(p) a random subset of A where
each element appears with probability p (not necessarily independently). Then, E[f(A(p))] ≥ (1 − p)f(∅) +
p · f(A).
Lemma 3 (Lemma 2.2 of [5]). Let f : 2V → R be submodular. Denote by A(p) a random subset of A
where each element appears with probability at most p (not necessarily independently). Then, E[f(A(p))] ≥
(1− p)f(∅).
Theorem 4. Algorithm 2 is (e − 1)2/(e2(1 + e))-competitive for any non-negative submodular objective
function and cardinality constraint.
Proof. Let S∗ ∈ argmaxS : |S|≤kf(S) be an optimal solution. Let U be a set with the largest objective value
that has at most one element in each partition, i.e., U ∈ argmax{f(U) | U ⊆ S∗, ∀l ∈ [k] : |U ∩ Vl| ≤ 1}. Let
U˜ be a random subset of S∗ obtained by selecting an element uniformly at random from each non-empty
S∗ ∩ Vl where l ∈ [k]. From the definition, we have E[f(U)] ≥ E[f(U˜)].
From the independence between arrival times of elements, each element of S∗ is included in partition Vl
with probability 1/k for each l ∈ [k]. Then we have
Pr(Vl ∩ S∗ 6= ∅) = 1−
(
1− 1
k
)|S∗|
for each l ∈ [k]. From the linearity of expectation, we have
E[|U˜ |] = E
[
k∑
l=1
1Vl∩S∗ 6=∅
]
=
k∑
l=1
Pr(Vl ∩ S∗ 6= ∅)
= k
(
1−
(
1− 1
k
)|S∗|)
≥ |S∗|
(
1− 1
e
)
.
By considering the randomness of Vl for all l ∈ [k], we can see that each element in S∗ is included in U˜
with the same probability, then we can define p := Pr(v ∈ U˜) for all v ∈ S∗. Since E[|U˜ |] = p|S∗|, we have
p ≥ 1− 1/e. By applying Lemma 2, we obtain
E[f(U)] ≥ E[f(U˜)]
≥ (1− p)f(∅) + pf(S∗)
≥ (1− 1/e)f(S∗). (1)
Fix partitions V1, · · · , Vk and U . We consider the randomness of the ordering of each partition. Since
Algorithm 1 selects each element in Vl with probability at most 1/e for each l ∈ [k] from Lemma 1, we have
Pr(v ∈ Sk | V1, · · · , Vk, U) ≤ 1/e for all v ∈ V . Let g(Sk) = f(Sk ∪ U)− f(U). By applying Lemma 3 to g,
we have
E[f(Sk ∪ U)|V1, · · · , Vk, U ] = E[g(Sk)|V1, · · · , Vk, U ]
≥ (1− 1/e)g(∅)
= (1− 1/e)f(U). (2)
We consider the marginal gain of the algorithm obtained in the lth segment by fixing Sl−1. If U ∩Vl 6= ∅, it is
a singleton, and let ul be an element in U ∩Vl. If U ∩Vl = ∅, let ul be a dummy element that does not affect
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the objective value. Define sl similarly as an element in Sk ∩ Vl or a dummy element. Since Algorithm 1 is
1/e-competitive and elements with negative marginal gain are not selected, we have
E[f(sl|Sl−1)|V1, · · · , Vk, U, Sl−1] ≥ 1
e
max{f(ul|Sl−1), 0}. (3)
Let Ul = U ∩
(⋃l
j=1 Vj
)
. Combining the above inequalities, we obtain
E[f(Sk) | V1, · · · , Vk, U ] =
k∑
l=1
E[f(sl|Sl−1) | V1, · · · , Vk, U ]
=
k∑
l=1
E[E[f(sl|Sl−1) | V1, · · · , Vk, U, Sl−1] | V1, · · · , Vk, U ]
≥
k∑
l=1
E
[
1
e
max{f(ul|Sl−1), 0}
∣∣∣∣V1, · · · , Vk, U
]
(due to (3))
≥
k∑
l=1
E
[
1
e
f(ul|Sk ∪ Ul−1)
∣∣∣∣V1, · · · , Vk, U
]
(due to the submodularity)
= E
[
1
e
{f(Sk ∪ U)− f(Sk)}
∣∣∣∣V1, · · · , Vk, U
]
.
By a simple calculation, we have
E[f(Sk) | V1, · · · , Vk, U ] = E
[
1
1 + e
f(Sk ∪ U)
∣∣∣∣V1, · · · , Vk, U
]
≥ 1
1 + e
(
1− 1
e
)
f(U). (due to (2))
By taking the expectation about V1, · · · , Vk and U and substituting (1), we obtain
E[f(Sk)] ≥ 1
1 + e
(
1− 1
e
)2
f(S∗).
Acknowledgement
This study is supported by JSPS KAKENHI Grant Number JP 18J12405.
References
[1] Moshe Babaioff, Nicole Immorlica, David Kempe, and Robert Kleinberg. A knapsack secretary problem
with applications. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and
Techniques (APPROX), pages 16–28, 2007.
[2] MohammadHossein Bateni. Secretary problems and online auctions. In Encyclopedia of Algorithms,
pages 1910–1913. 2016.
[3] MohammadHossein Bateni, Mohammad Taghi Hajiaghayi, and Morteza Zadimoghaddam. Submodular
secretary problem and extensions. ACM Trans. Algorithms, 9(4):32:1–32:23, 2013.
6
[4] Niv Buchbinder and Moran Feldman. Constrained submodular maximization via a non-symmetric
technique. CoRR, abs/1611.03253, 2016.
[5] Niv Buchbinder, Moran Feldman, Joseph Naor, and Roy Schwartz. Submodular maximization with car-
dinality constraints. In Proceedings of the 25th Annual ACM-SIAM Symposium on Discrete Algorithms
(SODA), pages 1433–1452, 2014.
[6] E. B. Dynkin. The optimum choice of the instant for stopping a markov process. Soviet Math. Dokl.,
(4):627–629, 1963.
[7] Ethan Elenberg, Alexandros G Dimakis, Moran Feldman, and Amin Karbasi. Streaming weak submod-
ularity: Interpreting neural networks on the fly. In Advances in Neural Information Processing Systems
(NIPS) 30, pages 4047–4057. 2017.
[8] Uriel Feige, Vahab S. Mirrokni, and Jan Vondra´k. Maximizing non-monotone submodular functions.
SIAM J. Comput., 40(4):1133–1153, 2011.
[9] Moran Feldman and Rani Izsak. Building a good team: Secretary problems and the supermodular
degree. In Proceedings of the 28th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA),
pages 1651–1670, 2017.
[10] Moran Feldman and Rico Zenklusen. The submodular secretary problem goes linear. SIAM J. Comput.,
47(2):330–366, 2018.
[11] Moran Feldman, Joseph Naor, and Roy Schwartz. Improved competitive ratios for submodular secretary
problems (extended abstract). In Approximation, Randomization, and Combinatorial Optimization.
Algorithms and Techniques (APPROX), pages 218–229, 2011.
[12] Kaito Fujii and Hisashi Kashima. Budgeted stream-based active learning via adaptive submodular
maximization. In Advances in Neural Information Processing Systems (NIPS) 29, pages 514–522, 2016.
[13] Anupam Gupta, Aaron Roth, Grant Schoenebeck, and Kunal Talwar. Constrained non-monotone
submodular maximization: Offline and secretary algorithms. In Proceedings of the 6th International
Workshop on Internet and Network Economics (WINE), pages 246–257, 2010.
[14] Thomas Kesselheim and Andreas To¨nnis. Submodular secretary problems: Cardinality, matching, and
linear constraints. In Approximation, Randomization, and Combinatorial Optimization. Algorithms and
Techniques (APPROX), pages 16:1–16:22, 2017.
[15] Robert D. Kleinberg. A multiple-choice secretary algorithm with applications to online auctions. In
Proceedings of the 16th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 630–631,
2005.
[16] Tengyu Ma, Bo Tang, and Yajun Wang. The simulated greedy algorithm for several submodular matroid
secretary problems. Theory Comput. Syst., 58(4):681–706, 2016.
[17] George L. Nemhauser, Laurence A. Wolsey, and Marshall L. Fisher. An analysis of approximations for
maximizing submodular set functions - I. Math. Program., 14(1):265–294, 1978.
[18] Aviad Rubinstein and Sahil Singla. Combinatorial prophet inequalities. In Proceedings of the 28th
Annual ACM-SIAM Symposium on Discrete Algorithms (SODA), pages 1671–1687, 2017.
7
