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Abstract—Mobile wireless networks are intrinsically more
prone to link congestion and outright failures than wired
networks. In this paper, we elaborate the resilient routing recon-
figuration method of [12] and generalize it to accomodate point-
to-multipoint links and wireless networks. By reframing link
failures as traffic uncertainties, this technique allows essentially
instantaneous rerouting around arbitrary link failures while
preventing congestion. We illustrate the technique by identifying
a critical bottleneck in a realistic model wireless network.
Index Terms—Network resiliency, wireless, routing
I. INTRODUCTION
It is desirable for networks to be resilient in the face of
link failures. However, naive methods for generating routing
protection schemes that account for congestion have complex-
ity that grows combinatorially with the number of failures
to protect against. That is, if a network has N links and
protection is required for up to F link failures, then there
are
∑F
k=0
(
N
k
)
possible failure scenarios to plan for. For
N = 100 and F = 2, this number is 5051; for F = 4,
it is 4087976. This scaling behavior precludes brute-force
approaches to resilient traffic engineering. Furthermore, plan-
ning for the combinatorally large number of scenarios should
be coordinated in such a way to minimize disruptions to the
traffic pattern when new failures occur. In short, optimizing
traffic routing with respect to individual failure scenarios is
an inadequate traffic engineering strategy.
An approach that overcomes the problems above was
presented in [12] using R3, a congestion-avoiding routing
reconfiguration framework that is resilient under multiple
failures. The basic idea behind R3 is to account for all
possible failure scenarios within a single optimization problem
by adding “virtual” traffic corresponding to the capacity of
links that might fail. This converts uncertainty in network
topology into uncertainty in traffic. A base routing r that
optimizes maximum link utilization is solved for along with
a protection routing p that encodes detours in the presence
of link failures. As links fail, r and p are updated using a
handful of simple arithmetic operations, and traffic is rerouted
accordingly. The simplicity of the updates minimizes network
losses and latency. Meanwhile, in the background a solver
can continuously monitor the current network connectivity and
solve for optimal base and protection routings to replace the
near-optimal updates as network stability permits.
R3 enjoys theoretical guarantees regarding congestion
avoidance, optimality, and the order of link failures. It is also
efficient in practice, where the theoretical requirements for
these guarantees do not typically hold. For example, a single
node on the network periphery may be isolated with fewer
than F failures, but the traffic pattern that R3 generates will
not be adversely affected by this degeneracy. In this work, we
detail R3 en route to adapting it to (mobile) wireless networks.
Proactive alternatives to R3 were proposed in [11] and [7]:
however, their reliance on predicted traffic demand adds an
element of uncertainty that R3 avoids, while [7] also focuses
on node failures versus link failures, making it less relevant
for mobile networks. Furthermore, these alternatives do not
offer the theoretical guarantees of R3 (cf. [1], [2], [3] for
general theoretical considerations of routing resiliency). The
approaches of [4], [5] incorporate route quality (e.g., length
and congestion) as well as connectivity into fast failover rout-
ing, but the underlying mathematical problems are NP-hard,
hindering general adaptation to mobile wireless networks.
Other approaches to fast rerouting/failover such as [9], [10]
have also not yet been extended to the wireless domain: to
our knowledge, this paper details the first resilient traffic
engineering technique suitable for wireless networks.
We proceed in §II with a brief informal discussion to make
this paper relatively self-contained. In §III we establish more
formal notations and definitions for the basic quantities of in-
terest to R3, and we demonstrate how basic routing constraints
can be effectively formulated using tensor product structure.
We continue this approach in §IV, conveniently giving the
linear program embodying the offline precomputation for R3
in explicit matrix form. We address technicalities arising in
the adaptation of R3 to wireless networks in §V. In §VI we
move on to understand point-to-multipoint communications of
the sort prevalent in wireless networks before introducing the
corresponding generalization of R3 in §VII.
II. INFORMAL OVERVIEW OF R3
Let G = (V,L) be a directed multigraph modeling the
network topology: network routers correspond to vertices in
V , and network links are represented by directed edges in L.
It will be convenient to write s(`) and t(`) respectively for the
source and target (sink) of a link `. Let d : V 2 → R≥0 with
zero diagonal (i.e., d(a, a) ≡ 0) be the traffic demand and
write dab := d(a, b). Let c : L→ R≥0 be the link capacity. If
a, b ∈ V and ` ∈ L, then the value rab(`) of a base routing r
specifies the fraction of traffic with origin a and destination
b that traverses the link `. Thus the total amount of traffic on
link ` is
∑
a,b∈V dabrab(`). More generally, a routing (defined
formally in (5) below) is any function from V 2 × L to [0, 1]
that satisfies natural constraints corresponding to conservation,
totality, and global acyclicity of flow.
In the R3 framework, the capacitated topology (V,L, c) and
demand d are given along with a number F of allowed link
failures. A base routing r and protection routing p are derived
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to ensure congestion-free traffic flow under ≤ F link failures
if sufficient connectivity exists.
The protection routing p has the particular requirement
that its nontrivial origin/destination pairs are of the form
(s(`), t(`)), and it encodes weighted alternative paths from
s(`) to t(`). Thus when link ` fails, the remaining paths from
s(`) to t(`) can be reweighted and used in place of `. This
reconfiguration (which applies to both r and p) only requires
simple arithmetic operations and can be applied essentially
instantaneously once a link failure is detected. Meanwhile,
a background process can continuously solve for base and
protection routings for the current topology and number of
remaining allowed link failures to smoothly transition from
optimal pre-planned routes to routes that are optimal for the
actual current failures and residual possible failures.
To plan for arbitrary link failures, we use the rerouting
virtual demand set ZF := {z : (0 ≤ z ≤ c) ∧ (
∑
`′ z`′/c`′ ≤
F )}. Each point z ∈ ZF corresponds to a potential load on
the network that saturates no more than F links on its own. In
principle r and p could be obtained by solving the constrained
optimization problem
min
r,p
µ s.t. r and p are routings; (1)∑
a,b∈V
dabrab(`)︸ ︷︷ ︸
actual traffic on link `
+ max
z∈ZF
∑
`′∈L
z`′ps(`′),t(`′)(`)︸ ︷︷ ︸
maximum virtual traffic on link `
∀`∈E≤ c`µ.
This optimization requires that the sum of actual and max-
imum virtual traffic not exceed the link capacity times the
maximum link utilization µ. So long as the objective µ ≤ 1,
congestion-free routing is possible under ≤ F link failures
(and frequently in practice this works nicely even if F failures
can partition the network, since the online reconfiguration can
remove unreachable demands).
In practice, the form of the optimization problem above
is not immediately useful. However, it can be transformed
into an equivalent linear program using the duality theorem.
We elaborate on this transformation and the actual linear
program we work with in §IV. The solution time varies only
indirectly with F , though for larger values more redundancy
is demanded of a solution and routing performance will
necessarily be affected. Thus the value of F chosen should
reflect some specific planning consideration.
With r and p in hand, traffic can be routed using r and
reconfigured using both r and p as follows. If link ` fails, we
reconfigure (r, p) 7→ (r′, p′) according to
r′ab(`
′) := rab(`′) + rab(`) · ξ`(`′); (2)
p′s(`′)t(`′)(`
′′) := ps(`′)t(`′)(`′′) + ps(`′)t(`′)(`) · ξ`(`′′), (3)
where
ξ`(`
′) :=
{
0 if ps(`)t(`)(`) = 1;
ps(`)t(`)(`
′)
1−ps(`)t(`)(`) otherwise.
(4)
This simple update rule is also applied for subsequent failures
and yields essentially instantaneous rerouting.
There are three major subtleties in the offline configuration
phase of R3 in which the base routing r and protection routing
Fig. 1. A routing r on this graph behaves poorly, e.g.
rab(`) = 1 for (a, b, `) ∈ {(2, 3, 2), (3, 1, 3)}, despite
the fact that in both cases there is no path from a to b,
much less one traversing ` with t(`) 6= a and s(`) 6= b. 1 2
3
1
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p are computed that are not addressed in [12]. The first of
these subtleties is the intricate indexing required in setting
up the key linear program. The second and third are related
to parallel links and the preservation of routing constraints.
These are respectively tackled by judicious use of tensor
algebra in §III and §IV, a topology virtualization step that
uses virtual nodes to eliminate parallel links (necessary for
the self-consistency of the framework) combined with load
evaluation as detailed in §V-A, and auxiliary techniques as
mentioned in §V-B.
Finally, R3 was developed for wired network backbones:
however, we have extended the approach in such a way
that it can apply to networks with both wired and wireless
connections. The key is to impose an additional constraint
that ties the capacity of a wireless transmitter to a point-to-
multipoint connection incorporating multiple links.
III. BASIC ROUTING CONSTRAINT
A function r : V 2 × L → [0, 1], written r((a, b), `) =:
rab(`), is called a (flow representation of a) routing if the
following conditions are satisfied for all (a, b, `) ∈ V 2 × L:
raa(`) = 0; (5a)∑
`:s(`)=j
rab(`) =
∑
`′:t(`′)=j
rab(`
′), ∗; (5b)
∑
`:s(`)=a
rab(`) = 1, a 6= b, a not a target of G; (5c)∑
`:t(`)=b
rab(`) = 1, a 6= b, b not a target of G; (5d)
rab(`) = 0, a 6= b, t(`) = a; (5e)
rab(`) = 0, a 6= b, s(`) = b. (5f)
Here ∗ in (5b) indicates that a, b, j are all distinct, and that j
is neither a source nor a target of G.
We note that [12] ignores the requirement in (5b) that j
should not be a source or target of G [i.e., that j should
have positive in- and out-degrees], omits (5d) and (5f), and
notationally suggests that there are no parallel links: however,
all of these modifications are self-evidently desirable, not
least in that they avoid degeneracies and manifestly enforce
symmetry. That said, it may be desirable for the sake of
computational efficiency to omit (5d) and (5f).
It turns out to be useful to deal with a weaker notion than
a routing. For instance, a routing for the graph in Figure 1
must take spurious nonzero values. Although in most respects
such spurious values are harmless, they also involve equations
to pointlessly solve and they complicate our understanding.
As such we mention the weaker notion of a semirouting, in
which (5) is satisfied only for (a, b, `) ∈ V 2 × L such that
there are paths in G from a to s(`) and from t(`) to b, and
such that t(`) 6= a and s(`) 6= b. A restricted semirouting
that identically takes the value zero on triples not of this form
is also useful to consider. That said, we restrict ourselves to
routings in the rest of this paper.
Much of the effort in setting up a more useful equivalent
of (1) is tied to intricate indexing that some basic tensor
algebra can clarify. Without loss of generality, let V = [n] ≡
{1, . . . , n} and L = [N ], so that |V | = n and |L| = N .
Let e(n)j denote the jth standard basis vector in Rn: then
e
(n)
j ⊗ e(n
′)
j′ = e
(nn′)
(j−1)n′+j′ , where as usual ⊗ denotes the
tensor product. Introduce generic vectors
r :=
∑
a,b∈[n]
a6=b
`∈[N ]
rab(`) · e(n)a ⊗ e(n)b ⊗ e(N)` ;
p :=
∑
`,`′∈[N ]
ps(`)t(`)(`
′) · e(N)` ⊗ e(N)`′ ;
pi :=
∑
`,`′∈[N ]
pi`(`
′) · e(N)` ⊗ e(N)`′ ;
λ :=
∑
`∈[N ]
λ`e
(N)
` (6)
and a scalar µ corresponding to the (actual plus virtual)
maximum link utilization as building blocks for
x := r⊕ p⊕ pi ⊕ λ⊕ µ. (7)
Here we recall that direct sum of v and w is v ⊕ w :=
(vT ,wT )T , so that x ∈ (Rn ⊗ Rn ⊗ RN ) ⊕ (RN ⊗ RN ) ⊕
(RN ⊗ RN )⊕ RN ⊕ R ∼= Rn2N+N2+N2+N+1.
As a preliminary step en route to obtaining an equivalent of
(1) in terms of x, we shall first express (5) in explicit matrix
form. Towards this end, first note that
∑
`:s(`)=j
rab(`) =
 ∑
`:s(`)=j
e(n)a ⊗ e(n)b ⊗ e(N)`
 · r, (8)
immediately gives an implicit matrix form for (5a)-(5f) that
is readily made explicit in silico as
Rr = ρ. (9)
A similar equation
Pp = ρ σ (10)
encodes the requirement that p be a routing: here  denotes
the entrywise product. Let ind_R be an array formed by
stacking rows (a, b, `) in lexicographic order. The following
MATLAB snippet indicates how to obtain P and σ:
% L is a Nx2 array of link sources and targets
P = [];
ind_P = [];
sigma = zeros(size(R,1),1);
for ell = 1:size(L,1)
ind = ismember(ind_R(:,1:2),L(ell,:),’rows’);
P = [P,R(:,ind)];
ind_P = [ind_P;ind_R(ind,:)];
sigma = sigma+any(R(:,ind),2);
end
The specification of R (up to signs of rows that are
irrelevant and may be chosen freely) and ρ can be com-
pleted by proceeding through the scalar equations of (5)
in order and subsequently eliminating trivial or redun-
dant equations in the order they are encountered, so that
NR ≤ nN + n(n− 1)(n− 2) + 2n(n− 1) + 2(n− 1)N
scalar equations remain, i.e. R is a NR×n2N matrix and ρ is a
vector of dimension NR. The bound on NR arises as follows:
(5a) gives nN scalar equations; (5b) gives n(n − 1)(n − 2)
scalar equations (ignoring the possibility of sources/targets);
(5c) and (5d) each give n(n − 1) scalar equations, and (5e)
and (5f) each give (n− 1)N scalar equations.
IV. R3 LINEAR PROGRAM
The term maxz∈ZF
∑
`′ z`′ps(`′)t(`′)(`) in (1) is the optimal
objective of maxζ〈χ, ζ〉 subject to Aζ ≤ β and ζ ≥ 0, where
χ`′ := c`′ps(`′)t(`′)(`), ζ` := z`/c`, A :=
(
1T
I
)
, and β :=
( F1 ). This optimal objective is the same as that of the dual
linear program minω〈β, ω〉 subject to ATω ≥ χ and ω ≥ 0.
Writing ω =: (λ`, pi`(1), . . . , pi`(N))T , this dual linear
program is (after some trivial rearrangements)
min
λ`,pi`(·)
(∑
`′
pi`(`
′) + λ`F
)
s.t.
c`′ps(`′)t(`′)(`)− pi`(`′)− λ` ≤ 0;
pi`(`
′), λ` ≥ 0.
From here we immediately get the R3LP linear program (for
F a fixed positive integer)
min
x
µ s.t. r and p are routings; (12a)∑
a,b
dabrab(`) +
∑
`′
pi`(`
′) + λ`F − c`µ ≤ 0; (12b)
c`′ps(`′)t(`′)(`)− pi`(`′)− λ` ≤ 0; (12c)
pi`(`
′), λ` ≥ 0. (12d)
Note that (12) has obvious variants called in which semirout-
ings and restricted semiroutings are considered instead.
The remaining details are as follows. Let 0m, 1m, and∞m
denote the column vectors with m entries all equal to 0, 1, or
∞, respectively; we may also write, e.g., 0m ≡ 0m×1, where
0m×m′ is a m × m′ matrix with all entries equal to zero.
Define the block matrices
A(=) :=
(
R 0NR×N2 0NR×N2 0NR×N 0NR×1
0NR×n2N P 0NR×N2 0NR×N 0NR×1
)
(13)
and
A(≤) :=
(
d[⊗IN 0N×N2 IN⊗1TN FIN −c]
0N2×n2N ∆(c
])⊗IN −S −IN⊗1N 0N2×1
)
(14)
where d[ := (d11, d12, . . . , dnn), IN is the N -dimensional
identity matrix, c] := (c1, c2, . . . , cN )T , ∆ denotes the
diagonal operation, and S is an involutory permutation matrix
of dimension N2 that effectively swaps link indices a` la
(`, `′)↔ (`′, `) and that is conveniently defined as follows:
Sjk :=
{
1 if k = N · ((j − 1) mod N) + 1 + ⌊ j−1N ⌋
0 otherwise.
(15)
Writing b(=) := ρ⊕ (ρσ) and u := 1n2N ⊕1N2 ⊕∞N2 ⊕
∞N ⊕∞, R3LP takes the MATLAB-ready form
min
x
µ s.t. A(=)x = b(=); A(≤)x ≤ 0; x ≥ 0; x ≤ u. (16)
V. TECHNICALITIES
A. Dealing with parallel links
There is no problem with defining r when there are parallel
links. However, there is a serious but subtle problem with
defining p that is manifested by components of p that are
structurally forced to be equal. Note that the source/target
pairs (s(`), t(`)) are distinct iff there are no parallel links.
In this case only we can regard L as a subset of V 2. In the
event that there are parallel links, the notion of a “protection
routing” as embodied by p becomes either ill-defined (unless
all parallel links have the same capacity) or useless (since
parallel links need not have the same capacity).
That is, we must regard p as a function on L × L or on
V 2 × L. Both cases can apply if there are no parallel links,
since then there is a bijection between L and the set of unique
source/target pairs U := {(s(`), t(`)) : ` ∈ [N ]} ⊆ V 2, and
we can regard p as a function on V 2×L which is zero outside
of U×L. But if there are parallel links and only the first case
applies, then the expression ps(`)t(`)(`′) cannot be assigned
a consistent meaning unless it takes the same value for all
parallel links `. But this is essentially the second case, and
then the notion of the protection routing generally becomes
useless, since there is then no way to completely account
for parallel links with different capacities. The inextricability
of the protection routing and link capacities is also latent in
the matrix formulation of §IV, which turns out to rest in an
essential way on interpreting p as a function on L× L.
In trying to cut this Gordian knot, the obvious tactic is
to insert virtual vertices and links. However, this introduces
new problems. For instance, suppose that every parallel link
is split into two links joined at a virtual vertex. Then while
this eliminates any internal inconsistency associated with p,
it also introduces a degeneracy into R3LP that forces µ > 1,
obliterating the non-congestion guarantee for µ < 1 that is at
the heart of R3. Furthermore, experiments (not detailed here)
show that removing constraints (12b) and (12c) associated
with either the “outgoing half” or “incoming half” of the new
links does not fix this problem, which turns out to be due to
entries of the form p`(`) that can be “carefully ignored.”
It seems unlikely that more elaborate virtual topology
schemes (e.g., splitting vertices) would succeed where the one
sketched above fail. In any event, we have searched for but
have not found such a scheme that works. Additionally, while
it is conceivable that simultaneously fusing parallel links and
altering the rerouting virtual demand set in [12] could be done
in such a way as to address the case of F ≤ 1 failures, it seems
unlikely that such a strategy could ever work for F > 1.
The underlying degeneracy that is introduced by topology
virtualization turns out to be protection routing values of the
form p`(`) = 1. As [12] points out, for µ ≤ 1 on the original
topology, an equality p`(`) = 1
“implies that link [`] carries no actual demand from
[source-target] pairs or virtual demand from links
other than [`]. So link [`] does not need to be
protected and can be safely ignored.”
With this in mind, we can evaluate the maximum load, given
as the optimal objective to
max
z
∑
`
z`p`(`
′) s.t. z` ≤ c` and
∑
`
z`/c` ≤ F,
with protection routing values of the form p`(`) = 1 either
left unchanged or reset to zero, and compare these results with
the dual objective
∑
` pi`′(`) + λ`′F .
In practice, values µ > 1 include constributions from
ignorable diagonal protection routing values, and properly
accounting for such cases after a topology virtualization
allows us to recapture guarantees of congestion-free routing.
B. Preservation of routing constraints
It turns out that the reconfiguration scheme of [12] does
not actually enforce (5). It is clear that (5a) continues to
hold and easy to show (using the fact that the original base
and protection routings satisfy (5b)) that (5b) also continues
to hold. But (5c), (5d), (5e), and (5f) do not automatically
continue to hold. In fact, it is not hard to construct an example
in which traffic is routed along a cycle after reconfiguration.
Though this problem is irksome, it is not critical: auxiliary
techniques (e.g., forwarding only once, flow decomposition,
or prohibiting turns [6]) can ameliorate it, and like the
reconfiguration as a whole, it is a transient issue that lasts only
until a new base routing can be solved for. It is also plausible
that additional constraints along the lines of rab(`) = ra′b(`)
might circumvent the problem altogether.
VI. WIRELESS R3
A. Formalism
A formalism for wireless networks requires the capability to
describe point-to-multipoint (P2MP) transmission. 1 Towards
this end, we introduce some notation before giving a toy
example. Let Lj := {` : s(`) = j} be the set of links with
source vertex j. For Γj ∈ N, let γj : Lj → [Γj ] be a surjective
function: for each g ∈ Γj , the preimage γ−1j (g) is the set of
links belonging to the gth P2MP group at vertex j. A singleton
group corresponds to a dedicated point-to-point transmission.
Noting that L = ∪jLj and writing Γ := ∪j({j}× [Γj ]), we
can summarize the additional structure for P2MP transmission
in the commutative diagram (i.e., a digraph with edges labeled
by functions such that function compositions corresponding to
paths with the same source and target give the same results)
L
Lj [Γj ]
Γ
Ri i
γj
γ
cj
c
where here i indicates a generic inclusion. The group capacity
is given in terms of a family of vertex-specific maps cj via
c(j, g) := cj(g) and for ` ∈ Lj we have γ(`) := (j, γj(`)).
1 Multipoint-to-point reception can be described similarly.
12 3 4
56
Fig. 2. G: n = 6 and N = 16. Vertices 1-3 represent fixed terrestrial
sites, with vertex 3 a coastal communications station; vertex 4 represents a
ship (over the horizon from the station), vertex 5 represents a plane (within
range of the station and ship), and vertex 6 represents an overhead satellite.
Nontrivial P2MP groups are shown in red, violet, blue, and cyan.
B. Example
We illustrate §VI-A with an example. Figure 2 depicts the
underlying digraph G and P2MP groups of a network in which
the communications between three fixed terrestrial nodes, a
ship, a plane, and a satellite are cariacatured.
By inspection, we have Γ1 = 2 = |L1|, Γ2 = 2 = |L2|,
Γ3 = 3 < |L3| = 4, Γ4 = 1 < |L4| = 2, Γ5 =
1 < |L5| = 3, and Γ6 = 1 < |L6| = 3. Assuming (by
default) that in the absence of parallel links the link indices
correspond to the lexicographical ordering of source/target
pairs, the maps γj are given (without loss of generality) by
γ×21 (1, 2) = (1, 2); γ
×2
2 (3, 4) = (1, 2); γ
×4
3 (5, 6, 7, 8) =
(1, 2, 3, 3); γ×24 (9, 10) = (1, 1); γ
×3
5 (11, 12, 13) = (1, 1, 1),
and γ×36 (14, 15, 16) = (1, 1, 1). The lexicographic ordering
on links carries over to elements of Γ, and c×N (1, . . . , N) =
(c1(1), c1(2), c2(1), c2(2), c3(1), c3(2), c3(3), c3(3), c4(1),
c4(1), c5(1), c5(1), c5(1), c6(1), c6(1), c6(1)). 
C. Wireless constraint
Absent parallel links, the additional constraint imposed by
wireless communications can now be written down:∑
`∈γ−1j (g)
djt(`)rjt(`)(`) ≤ cj(g), (17)
where g ∈ [Γj ] and |γ−1j (g)| > 1 to avoid redundancy.
D. Example 2
The presence of parallel links introduces additional intri-
cacy which we illustrate through an example. Consider G as
in the left panel of Figure 3. We have γ−11 (1) = {1, 3, 5},
γ−11 (2) = {2, 4, 7}, and γ−11 (3) = {6, 8, 9}. These yield the
following instances of (17):
d12r12(1) + d13r13(3) + d15r15(5) ≤ c1(1);
d12r12(2) + d14r14(4) + d16r16(7) ≤ c1(2);
d15r15(6) + d16r16(8) + d17r17(9) ≤ c1(3);
d18r18(10) ≤ c1(4).
Virtualization adds vertices after n = 8, with the (now
unique) convention that links are ordered lexicographically.
Thus, referencing the right panel of Figure 3, the preceding
constraints correspond after virtualization to
d12r12(5) + d13r13(1) + d15r15(7) ≤ c1(1);
d12r12(6) + d14r14(2) + d16r16(9) ≤ c1(2);
d15r15(8) + d16r16(10) + d17r17(3) ≤ c1(3);
d18r18(4) ≤ c1(4).
1 2
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Fig. 3. (L) G: n = 8 and N = 10. Links are ordered counterclock-
wise starting at the red link from vertex 1 to vertex 2 (note that this
is one of 23 possible lexicographic orderings). We have that Γ1 = 4
and γ×101 (1, . . . , 10) = (1, 2, 1, 2, 1, 3, 2, 3, 3, 4). (R) After virtualization,
there are no parallel links, so we order the links lexicographically by
source/target pair. This effectively reorders the links in L1, so that now
γ×101 (1, . . . , 10) = (1, 2, 3, 4, 1, 2, 1, 3, 2, 3).
E. Generalized wireless constraint
The example of §VI-D above illustrates that if we use
σ−1 to denote the permutation relating the original and
virtualized links (e.g., for the case of Figure 3, σ−1 =
(3, 4, 9, 10, 1, 2, 5, 6, 7, 8) and σ = (5, 6, 1, 2, 7, 8, 9, 10, 3, 4)),
then the generalization of (17) to incorporate parallel links is
(again with g ∈ [Γj ] and |γ−1j (g)| > 1)∑
`∈γ−1j (g)
djt(`)rjt(`)(σ(`)) ≤ cj(g). (18)
Care must be taken in the interpretation of each side of (18):
the vertex and link indices refer to the original topology, but
the indexed objects themselves (in particular, the routing r)
are defined for the virtualized topology. Note that if there are
no parallel links in the original topology, then σ is the identity
permutation, so (18) does in fact generalize (17).
VII. A REALISTIC EXAMPLE
(12) and (18) yield a linear program that we apply to
a realistic example. Given a capacity function c such as
that in Figure 4, we define a simple but reasonable toy
model of traffic demand as follows. First, note that we can
define a probability distribution P on V using the well-known
PageRank for weighted directed multigraphs [8]. 2 Second,
we choose some D  1 and define our model demand
dab := D · (
∑
`:s(`)=a c`) · P(b) via
dab∑
b′ dab′
= P(b);
∑
b
dab = D
∑
`:s(`)=a
c`. (19)
Note that Pab := dab∑
b′ dab′
are the entries of a row-stochastic
matrix. Thus the first equation in (19) embodies the intuition
that P is an invariant measure for the Markov chain defined by
P , which is broadly consistent with the idea behind PageRank.
Meanwhile, the second equation in (19) above merely says
that outbound demand is proportional to outbound capacity.
2 NB. We use a PageRank “damping factor” of 0.85.
Fig. 4. A network with link capacities color-coded as follows: black links have capacity 10−4 Gbps; red links, 10−3 Gbps; blue links, 10−2 Gbps; and
green links, 10−1 Gbps. P2MP groups are defined by color: i.e., each set of links from a given vertex with a given color defines a P2MP group.
As Figures 5 and 6 show, the directed link from MV22_1 to
MV22_8 becomes overwhelmed for D ≈ 4.8 ·10−4, at which
point all other links (including from MV22_8 to MV22_1)
have utilization below about 0.1. Note that the links between
MV22_1 to MV22_8 form a obvious bottleneck, illustrating
how our approach can be used for planning purposes.
Fig. 5. Top link utilizations for low (D = 10−4) demand and varying F .
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