Abstract-The balanced graph partitioning consists in dividing the vertices of an undirected graph into a given number of subsets of approximately equal size, such that the number of edges crossing the subsets is minimized. In this work, we present a multilevel memetic algorithm for this NP-hard problem that relies on a powerful grouping recombination operator and a dedicated local search procedure. The proposed operator tends to preserve the backbone with respect to a set of parent individuals, i.e. the grouping of vertices which is same throughout each parent individual. Although our approach requires significantly longer computing time compared to some current state-of-art graph partitioning algorithms such as SCOTCH, METIS, CHACO, JOSTLE, etc., it competes very favorably with these approaches in terms of solution quality. Moreover, it easily reaches or improves on the best partitions ever reported in the literature.
I. INTRODUCTION
Graph partitioning is probably one of the most studied combinatorial optimization problems, which is widely applicable to many areas including VLSI design, data mining, image segmentation, etc. Since this problem is NP-complete [5] , many heuristic methods have been devised to address this problem. These methods can be classified as move-based approaches, approaches based on meta-heuristics, and clustering algorithms. For a detailed description and comparison of these approaches, see the survey by Alpert and Kahng [1] .
In the field of combinatorial optimization, hybrid evolutionary algorithms often produce very competitive results, for example for the graph coloring problem [11] , [13] , traveling salesman problem [4] , and even the graph partitioning problem [14] . In general, these hybrid algorithms give better results if high quality solutions, produced by an efficient local search approach, are recombined in a meaningful manner.
In this work, we report on an original recombination operator specially devised for the partitioning problem. It is motived by the observation that, given a certain number of high quality solutions of a graph instance, there is always a very big number of vertices which are grouped together throughout these solutions. The proposed recombination, combined with a multilevel algorithm based on hill climbing with periodic perturbations, leads to a very effective algorithm. Indeed, experiments on a collection of representative benchmark instances from the Graph Partitioning Archive show that our multilevel memetic algorithm easily reaches or improves almost all the best known results reported so far. Moreover, even compared to the imbalanced partitions obtained by two of the most effective approaches, the balanced partitions produced by our approach remain competitive.
This paper is organized as follows. In Section 2, we provide the formal graph partitioning description and notations employed throughout this paper, and present the benchmark graphs used in this work. In Section 3, we briefly describe the multilevel paradigm and the general multilevel memetic algorithm. In Section 4, we present the proposed memetic refinement approach as well as the new recombination operator. Finally, in Section 5, we show computational results and comparisons.
II. GRAPH PARTITIONING A. Problem description and notation
Given an undirected graph G(V, E), V and E being the set of vertices and edges respectively, and given a fixed number k of subsets, a balanced k-partition of G can be defined as a mapping π : V → {1, 2, ..., k}, which distributes vertices among k disjoint subsets S 1 ∪ S 2 ∪ ... ∪ S k = V of roughly equal size (i.e. weight).
Throughout this paper, we only work on graphs that have both vertices and edges of a unit cost weight. However, vertex and edge weights vary during the execution of a multilevel approach (see Section III). Let |v| denote the weight of a vertex v ∈ V . Then, the weight W (S i ) of a subset S i is equal to the sum of weights of the vertices in S i , W (Si) = v∈Si |v|.
The function π induces a graph G π = G π (S, E c ), where S = {S 1 , S 2 , ..., S k } and an edge {S x , S y } ∈ E c exists if there are two adjacent vertices v 1 , v 2 ∈ V mapped to different subsets, v 1 ∈ S x and v 2 ∈ S y . The set E c corresponds to the set of cutting edges (i.e. edges that have endpoints in two different subsets).
There is often a trade-off between partition quality and imbalance, since allowing more imbalance may lead to partitions of better quality, i.e. partitions with a smaller number of cutting edges. An optimal subset weight is defined by W opt = |V |/k , where x is the ceiling function returning the first integer ≥ x. In some applications, a small partition imbalance ε is allowed, and can be defined as the maximal subset weight divided by the optimal weight, ε = max i∈{1..k} W (S i )/W opt .
In this work, we aim to find partitions of perfect balance (ε = 1.00), while minimizing the sum of the edge weights in E c .
B. Benchmarks
To evaluate our approach, we use all the graph instances from a set of benchmark graphs employed in [14] . These instances can be downloaded from the Graph Partitioning Archive http://staffweb.cms.gre.ac.uk/∼c.walshaw/partition/, which is maintained by the University of Greenwich. Table I gives the main characteristics of the graphs. Computational results and comparisons on these graphs are reported in Section V.
III. THE GENERAL MULTILEVEL ALGORITHM
The basic idea of a multilevel approach, as proposed in [2] , [7] , is to match pairs of vertices to form clusters that define a new smaller graph (coarsening phase). This matching procedure is recursively applied until the graph size falls below a certain threshold. Afterwards, an initial partition of the coarsest graph is generated (initial partitioning phase), and then successively projected towards the original graph, followed by partition refinement (uncoarsening phase). Our multilevel approach that employs memetic partition refinement is presented in Algorithm 1.
Creating a coarser graph
consists in finding an independent subset of graph edges, and then collapsing vertices that are incident on each edge. A set of edges is independent if no two edges in the set share the same vertex, which implies that exactly two vertices are collapsed during the matching. If a vertex is not incident on any edge of the matching, it is simply copied over to G i+1 . When vertices v 1 , v 2 ∈ V i are collapsed to form a (clustered) vertex v c ∈ V i+1 , the weight of the resulting vertex v c is set equal to the sum of weights of vertices v 1 and v 2 , while the edge that is incident to v c becomes the union of all the edges incident to v 1 and v 2 , minus the edge {v 1 , v 2 } ∈ E i . So, the weight of a (clustered) vertex v c (edge e c respectively) in a coarse graph represents the number of vertices (edges) of the initial graph G 0 it aggregates in v c (e c respectively). Most of the multilevel approaches for graph partitioning use the same heuristics in the coarsening phase. For details on different coarsening schemes see [10] .
To create each individual of the initial population in the second phase (line 6 of Algo. 1), we first assign randomly the vertices of the coarsest graph G(V m , E m ) to subsets S i ∈ {S 1 , S 2 , ..S k }, such that the number of clustered vertices in each subset is evenly balanced, i.e. the number n of vertices in each subset S i is n ≤ |V m |/k . Afterwards, we apply a short run of local search to improve all individuals of this initial population (see Section IV-D), followed by the memetic refinement which is described in Section IV (lines 7-8 of Algo. 1).
The partition projection from a graph G i (V i , E i ) onto a partition of the parent graph G i−1 (V i−1 , E i−1 ) (line 11 of Algo. 1) is a trivial process. If a vertex v ∈ V i is in subset S m , then the matched pair of vertices v 1 , v 2 ∈ V i−1 which represents vertex v ∈ V i will also be in subset S m . Before projecting a partition on to the next level, we first apply a short run of local search to improve all the individuals of population P OP , which is immediately followed by the memetic refinement (lines 12-13 of Algo. 1).
Algorithm 1
The general scheme of the proposed multilevel algorithm Require: An undirected graph G 0 (V 0 , E 0 ) and the number of subsets k Ensure: A partition of G 0 1: i := 0 2: while |V i | > coarsening threshold do 3:
i := i + 1 5: end while 6:
while i > 0 do 10: i := i − 1 11:
P OP i = Short Hill Climbing(P OP i ) 13 :
IV. THE MEMETIC REFINEMENT
The proposed memetic algorithm incorporates a powerful recombination operator, which takes into consideration the backbone with respect to a subset of individuals from the population. After each recombination, an efficient local search with periodic perturbations is applied to the newly formed individual. Finally, we apply a replacement strategy that considers both the partition quality and the distance between individuals in the population. In this section, we describe the main components of the proposed memetic algorithm.
A. Encoding and fitness function
Given a graph G = (V, E) and a number of subsets k (numbered from 1 to k), an individual I corresponds to a partition of V into k disjoint groups or subsets I = {S 1 , S 2 , ..., S k }, such that S i consists of all the vertices that are assigned to the i th subset. The optimization objective of our k-partitioning problem is to minimize the sum of edge weights in E c , while maintaining the best possible balance between partition subsets. Therefore, we use two fitness functions during the search.
The first function f 1 (I) is the initial optimization objective, i.e. the minimization of the weighted edges of E c . Let |V 0 | be the number of vertices in the original graph G 0 (V 0 , E 0 ). The second fitness function f 2 (I) evaluates the partition imbalance as follows:
(1) 
B. Distance measure
To determine the distance between two individuals
k }, we use the well-known set-theoretic distance [6] (call it d), which is the minimum number of one-move steps needed to transform
is the similarity function. Given the partition encoding from Section IV-A, the similarity function sim(
, where Γ is the set of all the possible permutations of {1, 2, .., k} and M a matrix with elements
, which reflects structural similarity, corresponds to the number of elements that do not need to be moved to transform I A to I B .
C. The recombination operator 1) Notion of backbone and motivation for the proposed operator: For optimization and approximation problems, the term backbone is used to define a set of variables B having the same value throughout each solution from the set of all the global optima S opt , while the backbone size corresponds to the number of elements in B. Then, in the graph partitioning problem, the backbone is the set of vertices which are grouped together throughout each solution of S opt .
Since it is impossible to determine the exact backbone even for the smallest instances of graph partitioning, for this work we use a more relaxed notion of backbone, which is defined by the set of vertices that are grouped in the same way throughout each high quality solution.
The new recombination operator is based on the observation that, given a set Q of high quality partitions of a graph instance, the backbone size can sometimes even exceed 90% of the total number of vertices. If there is a significant number of vertices that are grouped together throughout each high quality solution, there is a strong chance that they are also grouped together in the globally optimal solution. Therefore, the idea of our proposed operator is to preserve vertex grouping that is common to a number of population individuals, and perturb (with a certain probability) only vertices that do not belong to this grouping. Table II reports for seven graphs of different types from the Graph partitioning archive, the backbone size with respect to the best known solution and best local optima found after 1500 independent runs of an effective iterated tabu search algorithm. The backbone size is expressed as the percentage of the number of vertices |V |.
2) Backbone-based recombination operator (BRO): Given a number of individuals p (p ≥ 2) which take part in the recombination process, we select a subset P of size p from population P OP with the tournament selection strategy. Let λ be the size of the tournament pool. We select each individual I i ∈ P in the following way: randomly choose λ individuals from P OP ; among the λ chosen individuals, place the best one into subset P if it is not already present in P . We then set the p th individual to be the reference individual
..S R k } for the recombination operator which follows. Given the partition encoding from Section IV-A, BRO can be formally described as follows. Let = { 1 , 2 , ..., p−1 } be the set of vertex subsets, where each element i , i = 1, 2, .., p − 1, contains the largest number of vertices that are shared by I R and individual
where Γ is the set of all the possible permutations of {1, 2, ..., k}, and |S The complexity of the proposed recombination operator is O(p * k * |V |).
An example of recombination with four individuals is given in Fig. 1 . Note that in the new offspring individual I O , vertices from B are placed into the same subset as in I R . The rest of the vertices in I O , i.e. vertices {3, 4, 8, 9, 12} will be assigned to the same subset as in I R with a certain probability as previously described.
D. Local search improvement
To improve the newly generated offspring, we apply local search which is based on two neighborhood relations (call them N 1 and N 2 ) combined in a token-ring way, i.e. one neighborhood search is applied to the local optimum produced by the previous one. We also periodically apply a simple perturbation mechanism to bring some diversification into the search.
1) Neighborhood relations: Given a subset S i , the basic idea of the neighborhood relations is to move a vertex v to S i only if v is a border vertex relative to S i . v / ∈ S i is a border vertex relative to subset S i if and only if v has at least one adjacent vertex in S i . Note that in this way, the size of the neighborhoods is largely reduced, since the set of border vertices relative to S i is generally of small size. In addition, the search is concentrated only around these critical vertices.
The key concept related to the two neighborhoods is the move gain, which represents the change in the optimization objective. It expresses an estimate on how much a partition could be improved if a vertex v is moved to another subset S n . Given a vertex v from subset S c , the gain g(v, n) can be computed for every other subset S n , n = c. The selection of a vertex with the highest gain is achieved efficiently by using an adaptation of bucket sorting that was originally proposed in [3] for graph bisection.
Let I = {S 1 , S 2 , ..., S k } be a k-partition, V (S i ) the set of border vertices relative to subset S i , S max = {S i |max i∈{1..k} {W (S i )}} the subset with the maximum vertex weight. The neighborhood relations N 1 and N 2 can be explained by the two following move operators.
Move 1: Move one highest gain vertex v m . Choose randomly a subset S m ∈ {S 1 , S 2 , ..., S k } − {S max }. Then, select a highest gain vertex v m ∈ V (S m ) whose current subset is S c , such that S c ∈ {S ∈ I|W (S) > W (S m )}. Move the selected vertex v m to subset S m . Move 2: Move two highest gain vertices v m and v n . Choose vertex v m and its new subset S m as in the first move operator. Choose randomly a new subset S n ∈ {S 1 , S 2 , ..., S k } − {S max , S m }. Then, select a highest gain vertex v n ∈ V (S n ) whose current subset is S c , such that S c ∈ {S ∈ I|S = S n }. Move v m to S m , and v n to S n .
Let V cand ⊂ V (S m ) be the set of highest gain vertices which are considered for migration to subset S m . Among the vertices from V cand , we use two criteria to select a vertex which is moved to S m . These two criteria are move frequency and vertex weight. We first give priority to a vertex which has been moved less often. Let V f ⊂ V cand be the subset of vertices with the same move frequency. Then, we select vertex v ∈ V f which, when moved to subset S m , minimizes the weight imbalance between S m and the subset S c from which v is moved, i.e. min v∈V f {abs(W (S m ) + 2 * |v| − W (S c ))} where |v| is the weight of vertex v.
2) Perturbation mechanism: Since our local search procedure focuses its search only around border (critical) vertices, it can easily get trapped in a local optimum. Therefore, we periodically apply a simple perturbation which consists in moving a fixed number of vertices γ, including non border ones, in the following way.
Let S max be the subset of vertices with the maximum vertex weight, S max = max i∈{1..k} {W (S i )}. Randomly select a subset S m ∈ {S 1 , S 2 , ..., S k } − {S max }. Then, randomly choose a vertex v m whose current subset is S c , such that S c ∈ {S ∈ I|W (S) > W (S m )}. Move the selected vertex v m to subset S m . This operation is repeated γ times (perturbation strength γ is set in this paper to 2% of the total number of vertices).
E. Pool replacement strategy
When an offspring I 0 is obtained with the recombination operator, we improve it with the local search algorithm from Section IV-D, and then decide whether I 0 should be inserted into the population pool. To base this decision, our algorithm uses the ideas presented in [13] and [11] .
Given a population P OP = {I 1 , I 2 , ..., I m } of size m, and the distance d i,j (see Section IV-B) between any two individuals I i and I j , (i, j = 1...m and i = j), the minimum distance between I i and any other individual in P OP is given by:
Offspring I 0 is inserted into P OP if it is of the best quality relative to the population, or if D 0,P OP > min(D i,P OP ), i.e. the minimum distance between I 0 and any other individual in the population is greater than the minimum distance between any two individuals in the population. This idea was originally proposed in [13] , and has been shown to be very effective in ensuring the population diversity.
As proposed in [11] , we take into consideration the goodness score for population when choosing an individual I i ∈ P OP , which is to be replaced by I 0 . This score is based both on solution quality and minimum distance:
where f 1 is the first evaluation function defined in Section IV-A and β a parameter set to β = 0.08 * |V |.
V. EXPERIMENTAL RESULTS

A. Experimental protocol
Our partition algorithm is programmed in C++, and compiled with GNU gcc on a Xeon E5440 with 2.83 GHz and 8GB. We test our approach on the same set of benchmark graphs described in Section 2, which was also used in [14] for evaluating one of the currently most effective graph partitioning algorithms. As in [14] , we report results with the number of partition subsets k set to 4, 8, 16 and 32. To evaluate the performance of the proposed multilevel memetic algorithm we perform two comparisons. The first comparison is with two state-of-art graph partitioning packages (METIS [9] and CHACO [8] ). In the second one, we compare the partitions generated by the proposed approach with the best partitions reported in the literature. In addition, we compare our partitions that are (usually) of perfect balance (ε = 1.00), with the imbalanced partitions obtained by two of the currently most powerful graph partitioning algorithms reported in [14] and [12] . It is very important to mention that allowing a larger degree of imbalance usually leads to partitions of better quality in terms of the number of cutting edges |E c |.
The parameter settings used in both comparisons are reported in Table III .
B. Comparison with state-of-art partitioning packages
For this comparison, we use the latest versions (METIS-4.0, CHACO-2.2) available at the time of writing. For METIS, we use the multilevel pMetis algorithm, and for CHACO we choose the multilevel KL algorithm with recursive bisection and a coarsening threshold of 100. Since pMetis and CHACO do not allow repeating runs in a randomized way, we execute our algorithm only once even though multiple runs would generate improved results. Table IV reports the partition quality obtained by pMetis, CHACO, and our multilevel memetic approach (MMA). We also indicate the time (in seconds) required by MMA to reach the reported partitions. The last row with heading 'Total' shows the number of times each approach produced the best partition.
From Table IV , we observe that the computation time of our approach is quite longer compared to those of the partitioning packages, which is often less than a second. However, in terms of partition quality, it performs far better than pMetic and CHACO.
As k increases, the proposed approach and pMetis in some cases fail to generate partitions of perfect balance. Next to the imbalanced partitions, we indicate the degree of imbalance in parentheses. Our approach sometimes requires more computing time to establish good balance. On the other hand, CHACO always generates perfectly balanced partitions since it uses recursive bisection.
C. Comparison with the best partitions and partitioning approaches reported in the literature
The best reported partitions generated with the proposed approach are obtained after 20 executions of our algorithm, within the time limit of 90 minutes for the largest instance (i.e. brack2). Before each recombination, the number of parent individuals is chosen randomly from a range [2, 6] . In this section, we compare these partitions with the best known balanced partitions ( = 1.00) reported at the Graph Partitioning Archive, which are obtained by several different algorithms. Unfortunately, the conditions used to obtain these results, such as the number of algorithm executions or running time, are not reported. In addition, we compare our balanced partitions with the imbalanced ones generated with the two effective graph partitioning approaches proposed by Osipov and Sanders [12] , and Soper et al. [14] . The recently proposed approach in [12] is a multilevel algorithm based on the idea to contract only a single edge on each level of the hierarchy, which results very few changes between two levels. In addition, it employs very effective data structures and fast local search improvement that can scale to large graph inputs. However, it cannot handle cases with the imposed perfect balance constraint. Therefore, we compare our balanced partitions with the best ones reported in [12] having 1% imbalance ( = 1.01), and which are obtained in a time limit of one hour.
The approach reported in [14] combines an evolutionary search approach with the JOSTLE multilevel procedure used as a black box. Although it generates high quality partitions, this approach requires very long run times (e.g. up to one week), since each run consists of 50,000 calls to JOSTLE. In [14] , the authors report partitions with 3% of imbalance tolerance (i.e. = 1.03). However, the exact running as well as the number of execution used to attain the results are not reported. Table V shows the best know results reported at the Graph Partitioning Archive, the results generated with the n-Level graph partitioning algorithm from [12] (KaSPar), the results obtained with the multilevel evolutionary algorithm presented in [14] (ESA), and the results produced with our new multilevel memetic algorithm 1 (MMA). The partitions produced by KaSPar and ESA are with = 1.01 and = 1.03 imbalance respectively. For MMA, the reported partitions are perfectly balanced ( = 1.00), except for three cases where an imbalance of = 1.01 is indicated next to the objective value. Colon 'Avg (Std)' provides the average value and standard deviation of the results generated by our approach. The last row from Table  V shows the number of times each colon 'Best', 'KaSPar', 'ESA' report a partition that is better than our newly obtained partition.
From the given results, we observe that the proposed multilevel memetic algorithm improves on the best known balanced partition in almost each case. Moreover, our bal- 
