stabilize the algorithm: the power-inverting threshold, which describes how much the power has to drop relatively to a previous local maxima before the P&O switches direction and acts as a digital hysteretic controller. Judicious choices of the algorithm parameters help reducing the oscillations and stabilize device power output. Strikingly, we found that for some devices, the best performing algorithm (with respect to the averaged power output) was not obtained when minimizing the oscillations close to the maximum power point and we attribute this peculiarity to a sort of pooling effect introduced from the tracking.
Maximum power point tracking
The power-voltage characteristics of photovoltaic cells being non-linear and heavily affected by illumination, temperature or ageing, maximum power point tracking (MPPT) control is essential in large-scale photovoltaic arrays to load them at the peak power point. Variations of sun intensity, temperature throughout the day are affected by the illumination angle, solar spectrum or partial shading (clouds, dust, …) and can significantly shift the optimal working voltage of the solar cell. On a laboratory scale, MPPT is used to confirm the sustained power output of the cell or to perform ageing under simulated outdoor conditions. Perturb and Observe (P&O) [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] and Incremental Conductance (IncCon) [14, [24] [25] [26] [27] [28] [29] are the most popular MPPT methods owing to their effectiveness and ease of implementation. P&O relies on hill climbing, where the power output is maximized by constantly perturbing voluntarily the operating voltage, unlike steady state methods such as fractional voltage or fractional current where a constant voltage or current is applied to the solar array and is based on the knowledge of the j-V characteristics of the PV array. In P&O, the power of the array is sampled and compared to the previous value [30] . The duty cycle of the buck-boost converter (t on /t tot of the gated switch) is adapted according to whether the power increases or decreases. In IncCond, the differential conductance (dI/dV) and steady-state conductance (I/V) are determined and a tracking decision on the duty cycle of the buck-boost converter is taken accordingly [25] . Other closed loop algorithms exist, such as fuzzy logic (relies on fuzzification, table lookup and defuzzification of numerical, arbitrarily defined variables) [31] [32] [33] [34] [35] , neural networks (relies on the learning of a parameter set) [36] [37] [38] , and others, such as RCC (Ripple Correlation Current) [39] , which uses the ripple current during the switching cycle of the DC-DC converter to determine the differential conductance, or load maximization [40, 41] . Most of the work on MPPT algorithms aim at improving the steady-state performance, the transient response [18, 42, 43] , and the cost of implementation [44] . However these optimizations are often valid when the PV array is connected to a buck converter [43] and usually requires prior knowledge, such as the PV characteristics of the array. Peak-current control [21] samples the voltage and current of the array upon switching times of the DC-DC converter, and can be used to improve the transient response of the tracker. This technique has gained significant traction because of its effectiveness in steady-state and transient response [39, 45] , but will fail if the conductance has an imaginary component at the switching frequency due low RC frequency responses, in systems such as DSCCs or PSCs. For a photovoltaic technology, these aspects are of extreme importance however, to the best of our knowledge, these power extraction methodologies have never been studied with devices showing hysteresis such in the case of Perovskite solar cells.
The current hysteresis in the voltage sweep of organic-inorganic perovskite-based cells is well recognized, but its origin is still under debate [11, 12, 46] . It shows in the complex response of the impedance of the solar cell at frequencies matching the slew rate of the algorithm ( ΔV / Δt ) [47] . For example, at a slew rate of 60mV s -1 with a 30mV peak-to-peak voltage, the complex impedance of the solar cell at 1Hz will induce hysteresis. Low pass filters (analog or digital) with cut-off frequencies well below 1Hz would be needed to stabilize the hysteresis of the solar cell, which will result in very poor transient response. If the impedance spectrum exhibits a phase of 0° at the sampling frequency, the j(V) function is bijective, and the algorithm can perform with very little oscillation. Figure 1 show notable imaginary frequency response down to very low frequencies. In such situations, the algorithm needs to deal with a non-symmetrical j-V relationship Although research is being undertaken to limit or suppress the hysteresis of perovskite devices, reports of hysteresis-free solar cells mostly rely on the slow scanning of the j-V curve, redhibitory in outdoor measurements where charges in irradiance can rapidly occur. If the hysteresis cannot be avoided, the MPPT algorithms must be adapted consequently. Hence, the dP/dV=0 criteria that describes the effective maximum power output is dependent on tracking conditions (speed, amplitude, direction) and is ill defined. A more accurate representation of the steady-state maximum power point is described by equation 1. defined noise thresholds, and , their value is set to the previous one [48] . The power is then computed ( P(k) ) and compared to the previous one ( P(k −1) ). If it has increased, the voltage is incremented by the value sign(dV )⋅ ΔV DAC (i.e. the device is biased further into the direction it is currently going). The next step is the hill-climbing part of the algorithm. If the power output decreases compared to the previous one, the bias is incremented by −sign(dV )⋅ ΔV DAC (i.e. the direction of tracking is reversed), where ΔV DAC is the algorithm voltage step size. In practice however, we found that this somewhat naive implementation yields poor results for the tracking of perovskite solar cells.
In these devices in fact, once the algorithm has decided to switch direction based on the results of the hill-climbing part of the algorithm, the hysteretic behavior of the solar cell produces a loss of power at the step( P(k) ) compared to the previous one ( P(k −1) ). This is in contrast to the expected increase that would be observed for a fast-responding, hysteresis-free solar cell. In a hysteretic solar cell, multiple maximum power points coexist depending on the scan rate, scan direction, voltage bias and likely, on its history. Switching the scanning direction is one of the reasons why the solar cell has more than one maximum power point. In organic-inorganic perovskite solar cells, it appears that after switching the direction from backward to forward scan, the transient maximum power point is located left from switching voltage. This leads to an apparent drop of power and confuses the algorithm, led to believe that the maximum power point is at lower voltage. The algorithm switches back the scanning direction to backward, which translates into a temporary increase of power over few millivolts, followed by a decrease, after which the algorithm switches again to forward scanning, and a similar cycle is repeated again at a lower voltage. In total, this tracking failure can span over more than 300mV below the first maximum power point. Overall, the tracking is done at a potential lower than optimal and the device undergoes significant voltage oscillations. The magnitude of this effect is expected to strongly depend on the voltage step size (2mV in our case) and the time delay between the DAC setting and the AD sampling. When the threshold is set too low (vide supra)the behavior of the modified algorithm converges to the standard one and the device will be tracked at a bias lower than optimal, whereas a threshold higher than necessary will induce unnecessary power oscillations that are detrimental to the average power output of the device. Such thresholds are usually not required for currently marketed PV technologies, since the j-V relationship of silicon solar cells and most thin film technologies is usually bijective under moderate sampling rates (slower than the RC time constant or the solar cell), i.e. their conductance response features no low frequency complex component. In addition, the optimizations required to stabilize a DC measurement are different from the ones required in a switching converter, where the feedback parameter is usually a duty cycle change. Similar oscillations and instabilities have been recognized for the P&O algorithm when illuminations conditions are changing faster than the sampling rate [43] , and hysteresis adds to this issue. Figure 4 shows an example of MPPT of a conventional bromide perovskite-based solar cell and compares it to a silicon solar cell without regulation (dashed black trace). Clearly, the perovskite cell works better with the power inversion threshold (blue trace) than without (green trace). Figure 5 shows the average power output (Figure 5a) and the oscillation intensity peaks (Figure 5b) as functions of the inversion threshold. The average power output of the solar cell is largely unaffected by the backward to forward threshold because of the direction of the hysteresis: when the device is switched from forward to backward scanning, the power immediately increases, hence the backward to forward threshold parameter is not required for stabilization. When this threshold is set too high, it becomes detrimental to the device performance: the device is scanned too far at voltages below V MPP before the scanning is inverted.
On the other hand we found that the power output is strongly correlated to (the forward to backward threshold). By preventing the device from switching too easily from forward to backward scan, oscillations can be avoided. Figure 5c depicts a similar experiment with a reference silicon device, where the absence of hysteresis means that the tracking is done best with the lowest threshold.
Optimal performance through poling
We found that for perovskite solar cells, the optimal set of oscillation thresholds is not the one that minimizes the oscillation, which is unexpected because setting the device at voltage away from the maximum power point is sub-optimal. An example of effective tracking with different forward to backward thresholds is shown for one device in Figure 5d . The average power output of the cell with strong oscillation in forward bias was found to be higher (3% for the cell depicted in Figure 5d ) than the cell with the lowest possible oscillation and over 30% compared to the non-regulated algorithm.
This effect is shown in Figure 5 , where the circled regions highlight the optimal oscillation and the optimal power output for a FAPbBr 3 based device and in Figure 4a , where the power output is plotted against time (blue trace versus red trace). This should come as no surprise as the j-V cell measured from V oc to J sc usually shows better performance than when scanned from J sc to V oc . This poling effect has already been discussed before and it has been suggested that migration of point defects could help charge extraction when the device is strongly biased in forward [50] Biasing temporary the device at voltages slightly higher than Vmpp could be used to enhance the power output of the cell during MPP tracking Induced perturbation can be easily implementable in any microcontroller-based MPPT that regulates the duty cycle of a DC/DC converter. To determine whether the average power increase upon oscillations around the MPP (shown in Figure 4a and 5d) results truly in increased collection efficiency, we compared the steady-state power output of a 10cm 2 (using a track & hold algorithm) to the dynamic tracking described above at different slew rates (Figure 4b ). The Results indicate that oscillations produce higher average power output that in the steady-state condition, but are conditioned to the drift of the device during the measurement. However, our observations show that efficient tracking with little oscillations (but not steady state) can be performed at very low slew rates using threshold values close to 0%. As the scan rate increases, not only are threshold required to stabilize the algorithm (about 10% threshold is a good estimate), but also higher power is obtained through larger oscillations. In summary, similar power output can be obtained with fast tracking and large perturbations or slow tracking and low perturbation. 
Stabilizing the algorithm at fast speeds
Because the hysteresis of the solar is related to its complex impedance, the slew rate of the P&O algorithm is expected to affect the tracking performance at steady state. The fundamental frequency of the MPP algorithm is given by equation 2.
where f 1st is the fundamental frequency of the triangular wave, SR is the slew rate (V/s) and V pp is the peak to peak voltage perturbation. A triangular wave contains harmonics over the whole frequency domain, of which the ones at high frequencies will show electronic capacitive storage and translate into the current response. In figure 6a and b, we show the phase (Bode plot) and the impedance (Nyquist plot), respectively, acquired from a mesoporous CH 3 NH 3 PbI 3 -based solar cell at different bias. The usual low frequency Warburg-like feature was previously attributed to ionic polarization in the cell [46] . It spans from about 100Hz down to less than 0.1Hz with a local phase shift maximum between 0.2Hz and 1Hz depending on the bias. In the high frequency region spiro and perovskite contributions overlap in a single semicircle whilst the displacement from the origin of the plane over the real axes is the contribution of the substrate and gold resistance. The widespread complex conductance response of perovskite is the reason why normal P&O algorithms fail at low frequencies and predictably IncCond using the differential conductance from the ripple current and voltage of the DC/DC converter would fail if the large capacitance of perovskite solar cells are not taken into account.
In figure 6c , we show a parametric matrix showing power output as a function of the forward to backward threshold (x axis) and the slew rate (y axis). When the fundamental frequency of the MPP algorithm resonates with the slow response of the device impedance, higher power inversion thresholds need to be used to regulate the algorithm. For lower slew rates where the phase of the impedance should settle to 0°, lower thresholds can be used, and similar power output can be obtained. However, at slew rates below 0.1Hz, the algorithm would suffer from sudden changes in illumination and is therefore not optimal for the outdoor environment. The best performing P&O algorithm could sample at frequencies where the phase of the Bode impedance is closest to 0, between the first and the second arc. It is important to note that during the ageing of the device, its frequency response might change. In this case making the tracking frequency adaptive could be a further modification required for an effective and efficien power extraction.
The slow response of the device would then be treated as a change in mean efficiency. Modifications of the proposed maximum power point tracking setup are underway to increase the sampling rate to 20kSPS, which will allow tracking at frequencies up to 1kHz. We have shown that tracking the maximum power of a perovskite cell is challenging due to the low frequency response of PSCs. To alleviate the hysteretic response and non-optimal power tracking, an arbitrarily defined power inversion threshold is introduced into the classical perturb-and-observe algorithm, which forces the device into a regime of controlled oscillation of more than 10% of the average power, which does not necessarily come at the expense of power output. Such a method can be employed for larger area PV arrays by affecting the duty cycle of the DC-DC in a similar manner.
Whether temporary poling can result in overall higher power output is currently under research.
Moreover measuring and improving the stability of perovskite laboratory cell has become an urgent 
Experimental procedures

Light source
In all cases, the light source consisted of an array of white LEDs powered by a constant current.
Equivalent sun intensities were calibrated using a calibrated Si reference diode equipped with a KG-3 filter.
Impedance response and Lissajous curves
Impedance response were recorded using a Biologic SP-300 equipped with a frequency response 
Device fabrication
Bromide based devices FAPbBr3 device fabrication: All materials were purchased from Sigma-Aldrich or Acros Organics and were used as received. FAPbBr3 films were deposited using sequential deposition method. Thereafter, the glass substrates were rinsed with deionized water and Ethanol and dried with compressed air and subject to UV-Ozone treatment for 15 min.
A compact hole blocking layer of TiO2 was deposited onto the glass by spray pyrolysis. The precursor solution consisted of 600 ㎕ of titanium diisopropoxide bis(acetylacetonate), 400 ㎕ of acetylacetone in 9mL of ethanol, which was then sprayed with the carrier gas oxygen at 450 C. A scaffold of mesoporous TiO2 (m-TiO2) was depositedby spin coating a 1:5 (w/w) dispersion of TiO2 with particle size of 30 nm in Ethanol at 4000 rpm for 10 sec to maintain a thickness of about 300nm. The thus formed films were then heated upto 450 C and sintered at that temperature for 30 min and allowed to cool to 100 C. A surface treatment of the m-TiO2 was carried out by spincoating a solution of 10mg/mL of Bis(trifluoromethane)sulfonimide lithium salt in Acetonitrile at 3000 rpm for 10 sec. The substrates were then baked again by the procedure described above. The substrates were then baked again by the procedure described above. The cooled substrates were then used for the deposition of perovskite upon them.
Upon cooling to room temperature, the perovskite layer was deposited in a dry air-filled glovebox by 
Supplementary Information Electronic instrumentation
Solutions for multiple channels acquisition cards already exist and are widely available commercially.
However When testing the stability of large modules with high photocurrent and high voltages, a buck-boost converter is usually required, such that the power output of the PV array is harvested by an external load (for DC loading) -typically a thermal resistance with a heat sink -or to an inverter, for DC/AC conversion. However provided that the device delivers small photocurrents (in our case, less than 60mA in total) and low voltages, the power generated can be easily dissipated into heat in the output stage of the driving unit. In our case, we chose an operational amplifier in follower configuration outdoor applications with rapidly changing conditions. This is due to the limited slew rate of the algorithm, but selecting faster integrated circuits and optimizing the data transfer rate can achieve higher speed.
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