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INTRODUCTION
This article describes an algorithm designed with specific practical problems in distributed optimisation in mind. The problem class that we are interested in arises in applications associated with Smart Cities, and the algorithm that we propose builds directly upon previous investigations of the Additive Increase Multiplicative Decrease (AIMD) algorithm underpinning internet congestion control (Corless et al. 2016) . Despite the strong link to internet congestion control, it is important to note that this article is not concerned with congestion control problems. Rather, in the setting of this article, a group of agents (cars, energy suppliers, etc.) compete for a resource and it is the aim to orchestrate their stochastic behaviour such that the asymptotic allocation is optimal without requiring inter-agent communication or any prior knowledge of the number of agents.
The specific problem class of interest can be described as follows: a group of n agents use a single constrained resource, which should be divided so that the overall cost is minimised. A number of informal constraints need to be observed in the problem: (i) agents are not required to reveal their individual cost function or their current consumption; (ii) inter-agent communication should be avoided to reduce overall communication overhead; (iii) the available communication infrastructure is limited, namely, there is the possibility for agents to infer that the resource constraint is violated, either by direct measurement or by information made available intermittently from an entity that monitors overall consumption. Finally, (iv) the overall number of agents is unknown a priori. This latter constraint translates into the need for a distributed algorithm whose parameters are independent of network topology.
For problems of this type the AIMD algorithm has been applied with great success in internet congestion control. Indeed, it is known that AIMD can be interpreted as a method to solve certain optimisation problems and this property is well documented in particular for fluid models of network traffic (Srikant 2004) . The AIMD algorithm underpins the Transmission Control Protocol (TCP), which we shall not describe here. Rather, we refer the interested reader to Low et al. (2002a Low et al. ( , 2002b , Srikant (2004) , and for details of TCP. In this article, we begin with a specific optimisation problem in a discrete-time formulation and a set of agents operating the AIMD algorithm. We assume that all agents can infer or are notified of capacity events, i.e., the instances at which the overall consumption of the limited resources is at the available capacity. The objective is to define the appropriate probabilistic response of each agent to a capacity event so that the overall system solves the optimisation problem. 1 It turns out that this can be achieved without any explicit inter-agent communication, provided the agents consider their private cost function and their individual past history. This results in a non-Markovian stochastic process, or, if we extend the state-space to arrive at a Markovian setting again, then it results in a degenerate non-homogeneous Markov chain. In either situation, the methods of proof available in the literature for discrete-time models of AIMD are not applicable and one of the principal contributions of the present article is the development of a new proof technique that yields a proof of convergence for the proposed algorithm.
As we have mentioned, the motivation in studying such problems again comes from our interest in application areas such as Smart Grid and Smart Transportation. These new areas are giving rise to a rich set of new optimisation problems in which an unknown number of agents collaborate to achieve a social optimum (Clement et al. 2009; Putrus et al. 2009; Deilami et al. 2011; Li et al. 2011; Corless et al. 2016) . For example, collaborative cruise control systems are emerging in which a group of vehicles on a stretch of road share information to determine a speed limit that minimises fuel consumption subject to some constraint as traffic flow or pollution constraints. Other examples of this problem can be found in the power systems literature (Sayeef et al. 2012; Finn et al. 2009; Biegel et al. 2013) ; in the electric vehicles literature (Harris 2000; Clement-Nyns et al. 2010; Fernández et al. 2011; Brooks et al. 2010) , in the study of control strategies for thermostatically controlled loads, as refrigerators or air conditioners (Angeli and Kountouriotis 2012; Shafiei et al. 2013; Mathieu et al. 2013) , and of course, in the optimisation literature itself. In many of these applications, constraint violations may be either measured by the agents directly or can be communicated intermittently from a central authority; see, for example, in Schlote et al. (2013) and Crisostomi et al. (2017) , where pollution mitigation strategies for networks of hybrid electric vehicles are discussed. Roughly speaking, the optimisation problems that emerge in such applications are usually simple to state and solve in a traditional setting, but become challenging due to practical constraints that arise in real applications.
Our objective in this article is to develop algorithms that can be deployed in such situations. To do this, we first extend a recently proposed switched positive systems model (Corless et al. 2016) of agents competing for a limited resource using the AIMD algorithm. The extended model allows us to consider agents who respond probabilistically to a capacity constraint, and whose probabilistic behaviour is determined by an agents success over its entire past. Conditions are derived, for classes of probabilistic response functions, that ensure stochastic convergence of the network. We then use these results to present a solution to a specific class of optimisation problem that arises when a group of agents compete to share a constrained resource in an optimal manner.
Consider a network of n agents, each with a state x i ≥ 0, i = 1, . . . , n representing an amount of allocated resource. The allocated resource will be updated at discrete time instances k = 0, 1, 2, . . . , where in implementations a common clock is not required. The agents keep track of their individual long-term average:x
We assume an upper bound C > 0 of the possible use of resources. Each agent has a continuously differentiable cost function f i : [0, C] → R. We consider the problem of network-wide optimal allocation, which can be stated as
Under suitable convexity assumptions this optimisation problem has a unique optimal point w * . We wish to steer the average valuesx i to the optimal point; i.e., we are looking for an algorithm such that lim k→∞x i (k ) = w * i , i = 1, . . . , n. This convergence can be achieved using only the additive-increase multiplicative decrease (AIMD) algorithm, while respecting the informal constraints (i)-(iv) formulated at the beginning of the introduction. Recall that AIMD is an algorithm in which agents continuously claim more and more of the available resource in a gentle fashion until a notification (of a capacity event) is sent to them that the aggregate amount of available resource has been exceeded. This is the additive increase (AI) phase of the algorithm. They then reduce their demand on resource by a factor between zero and one. This is the multiplicative decrease (MD) of the algorithm. The AI phase of the algorithm then restarts immediately. In the algorithm each agent will respond to the capacity signal with a certain probability λ i . The key observation is that by choosing λ i as a function of the long term averagex i (k ), we may achieve convergence to the optimal point w * i without any communication besides the capacity signal.
To motivate this result, we make use of the following two known observations.
Observation 1 (Consensus).
The optimisation problem may be formulated in a Lagrangian framework as follows. We introduce the Lagrange parameter μ ∈ R and consider
From the Karush-Kuhn-Tucker (KKT) conditions (Boyd and Vandenberghe 2004, Section 5.5.3), the necessary and sufficient conditions for optimality are obtained by setting all partial derivatives to zero. If we assume that the optimal point w * has only positive entries, then the inequality constraints w i ≥ 0 are not active. In this case it is easy to see that the multipliers corresponding to the inequality constraints vanish in the KKT conditions. So under the assumption of positivity of the optimal point w * ∈ R n , μ * ∈ R, we have
In other words, the system is at optimality when the derivatives of the utility functions are in consensus. We will show in Lemma 3.1 that the assumptions to be imposed for our algorithm imply that the optimal point is positive and so Equation (4) does indeed characterise the optimal point.
Observation 2 (Ergodic behaviour)
. For Markovian models of AIMD, weak assumptions guarantee ergodicity (Shorten et al. 2007) . It is then known that the ergodic limit of a network of AIMD flows is almost surely of the form
where Θ is a network-specific constant and λ i is the steady-state probability that the ith AIMD agent responds to a notification of a capacity event.
With these two observations in mind, we can now aim to choose place-dependent probability functions λ i (·) so that the equation for the steady state behaviour of Equation (5) is equivalent to the KKT condition given in Equation (4). Suppose that, in the kth iteration, each agent responds to a capacity event with probability
Here, Γ is a network wide constant chosen to ensure that 0
Provided that for this choice Equation (5) holds, we obtain for large k
and so
Provided the desired convergence is true, we arrive at the KKT conditions. This hand-waving approach has one immediate drawback. The probabilities are chosen in dependence of the entire history of each agent, which places the approach outside of the Markovian framework, which was essential in Observation 2 to obtain the underlying convergence. The purpose of this article is to show that the above intuition is true nonetheless. Specifically, with the place-dependent probabilities λ i (·) chosen in dependence of the long-term averages as in Equation (6), we do indeed havex i (k ) ≈ x * i for large k. Consequently, the AIMD algorithm can be modified to solve distributed optimisation problems in asynchronous environments in a manner that is both effective and efficient in terms of communication overhead.
The article is structured as follows. We begin by reviewing a recently proposed switched systems model of AIMD dynamics and known results on the stochastic stability of this model for fixed probabilities. The main result for fixed probabilities is that the long-term averages converge almost surely and that this limit can be expressed analytically. We start in Section 2 by introducing notation and recalling some facts about the dynamics of stochastic AIMD algorithms. In Section 3, we present a discussion of a stochastic AIMD algorithm that solves the optimisation problem. In Section 4, we introduce two dynamical systems, representing these algorithms. These differ in the choice of the probability laws. We then state the main convergence results. Related works are discussed in Section 5. In Section 6, we apply the results to solve the NUM problem for a network of agents. The main proofs are provided in the Appendix. There, we give intermediate results that link the fixed probability case with the place-dependent case. Specifically, we ask to what degree may the place dependent case be approximated with the fixed probability case, and over which time intervals. To this end, we study the robustness properties of a deterministic system that iterates on the expectation operator. These results are then used to establish the main result of the article.
PRELIMINARIES
We begin by recalling the discrete-time model of the AIMD algorithm and by introducing the necessary concepts.
Notation
The vector space of real column vectors with n entries is denoted by R n with elements x = [x 1 . . . x n ] , where x denotes the transpose of x. The positive orthant R n + is the set of vectors in R n with non-negative coordinates. For x, y ∈ R n , we write x y if x i > y i for all i = 1, . . . , n. The space of n × n matrices is denoted by R n×n and R n×n + is the set of non-negative matrices, i.e., the set of matrices in which all entries are non-negative. The convex hull of a set X is denoted by conv X ; it may be defined as the smallest convex set containing X .
We denote the canonical basis vectors in R n by e i , i = 1, . . . , n and let e := n i=1 e i . The standard 1-norm is defined by
The closed ball of radius δ around 0 with respect to this norm is denoted by B 1 (0, δ ). The distance of a point x to a nonempty set Z with respect to the 1-norm is then
The standard simplex Σ in R n is defined by
We will write Σ n if we want to emphasise that we are working in R n . Note that we are only interested in dynamics on Σ. Thus, when we write Y + B 1 (0, δ ) (in the sense of Minkowski sums) for some set Y ⊂ Σ, we will tacitly assume that we consider the intersection of this sum with Σ.
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The relative interior of Σ is defined by ri Σ := {x ∈ Σ | x i > 0, i = 1, . . . , n}. It will be sometimes useful to use the Hilbert metric d H (·, ·) on ri Σ (Hartfiel 2002) . Recall that it is given by
and makes (ri Σ, d H ) a complete metric space. A ball of radius δ with respect to the Hilbert metric is denoted by B H (x, δ ); again without further notice, we will understand that B H (x, δ ) is the ball contained in Σ. For the sake of analysis, it is sometimes easier to work with the logarithm removed, in which case we consider
AIMD Algorithms and Stochastic Matrices
The dynamics of networks of AIMD flows can be described as
where A(k ) is a non-negative column stochastic matrix and k enumerates the capacity events. The matrices A(k ) belong to a finite set of matrices A, which we now describe. Given two vectors α ∈ ri Σ n , β ∈ (0, 1) n , we define a set A of 2 n matrices as follows. Let
which is clearly a set with 2 n elements. The set of AIMD matrices is then given by
Note that α (e −β ) ∈ R n×n as α ∈ R n×1 and (e −β ) ∈ R 1×n . Such matrix sets and the dynamics of Markov chains on Σ defined by A have been studied in , Shorten et al. (2007) , and Corless et al. (2016) . We single out the matrix for which all diagonal entries are below unity and use the convention that the matrix A 1 ∈ A is defined using β, that is,
Note that A 1 is a column stochastic, positive matrix. In particular, λ = 1 is a simple eigenvalue of A 1 and it is larger in magnitude than all the other eigenvalues of A 1 by the Perron-Frobenius theorem. It is easy to see that a corresponding positive eigenvector is
AIMD matrices have the property that they leave the subspace
invariant, as they are column stochastic. Finally, we recall the following fact about the contractive properties of A 1 from and Corless et al. (2016) . In the following statement, A |V denotes the restriction of A ∈ A to the invariant subspace V .
Lemma 2.1. Let α ∈ ri Σ n , β ∈ (0, 1) n and let A be the corresponding set of AIMD matrices. Then, for all A ∈ A, we have A |V ≤ 1. Also there exists a constant c ∈ (0, 1) such that for the matrix A 1 defined by Equation (10), we have A 1 |V 1 = c < 1.
Elementary Results on AIMD
The AIMD algorithm is often studied under the assumption that probabilities are not placedependent; namely, the probability that A(k ) = A ∈ A is independent of k and x (k ). It shall be useful to refer to this case in the remainder of the article, and we briefly recall relevant known results here. Consider a probability mass function p : A → [0, 1], A → p A on the set A of AIMD matrices. This induces a Markov chain on Σ by setting
where
In particular, the sequence of transition matrices {A(k )} is IID.
In the sequel, we will consider the case in which the probabilities p A are derived from individual drop probabilities λ i of the agents. In this case, λ i is the probability that in Equation (9) we havẽ β i = β i . In this case, for everyβ ∈ B, or equivalently A ∈ A, we have
For the Markov process defined by Equation (12), it is known from the results in , Shorten et al. (2007) , and Corless et al. (2016) 
0, then there is a unique, invariant, probability measure π on Σ for the Markov chain. We denote byP λ the probability measure induced on the sample space by the assumption of the IID probabilities λ. Then, for every initial state x 0 ∈ Σ, we have
wherex
and
As almost sure convergence implies convergence in probability this shows that for every x 0 ∈ Σ and ε, δ > 0 there exists a k 0 such that for all k ≥ k 0 , we havê
It will also be useful to have a uniform version of Equation (17). To this end, we define the random matrixS
with the interpretation that the summand corresponding to k = 0 is the identity I n . Our interest in this expression lies in the observation that for any initial condition x (0) = x 0 ∈ Σ, we havē
hence,
Lemma 2.2. Consider the random sequence {S (k )} k ∈N given by Equation (18) where {A(k )} is IID with probabilities given by Equation (13) . Then for every ε, δ > 0 there exists a k 0 ∈ N such that 
Proof. As Σ contains the canonical basis vectors e i , and the norm on R n×n induced by · 1 is the max column sum norm, it follows that for all M ∈ R n×n
Fix ε, δ > 0. By Equation (17) and in view of Equation (20), we may choose for each i an integer k i such that for all k ≥ k i , we haveP
By choosing k 0 := max{k 1 , . . . , k n }, we thus obtain for all k ≥ k 0 that
where we have used the standard estimateP
The claim Equation (22) is now an immediate consequence of Equation (23).
Some Comments on Stochastic Convergence
The principal result of this article yields conditions for almost sure convergence of the sample paths of a Markov chain. For the benefit of the reader we briefly point to relevant parts of the literature, where this notion is discussed. Readers familiar with notions of stochastic convergence may skip this section.
Given a Markov chain and an initial condition, we can consider the set of all possible sample paths {x (k; x 0 , ω) | ω ∈ Ω}, where Ω is an index set for the set of different sample paths or trajectories of the Markov chain. In our case, the set Ω can be identified with the set of all sequences with values in {1, . . . , 2 n }, which can be interpreted as the set of sequences {A(0), A(1), . . .} that lead to a particular sample path. Kolmogorov's existence theorem now states that the marginal probabilities that are induced by the Markov chain on finite-time intervals define a probability measure P Ω on Ω, the set of sample paths, see Billingsley (Billingsley 1995, Sections 2, 24, 36) .
The statement that convergence to a limit happens almost surely means that the measure of the set of sample paths that are converging is 1, with respect to the probability measure P Ω on the sample space. Thus, almost sure convergence means that the convergence happens with probability one, with the right interpretation of the probability measure.
It is furthermore known, that almost sure convergence implies convergence in probability, (Billingsley 1995) . The latter concept is implicitly defined in Equation (22): for every ε > 0 and δ > 0 there exists a k 0 such that for all k ≥ k 0 the probability of being further away from the limit than δ is smaller than ε.
AIMD-BASED OPTIMISATION ALGORITHM
In this section, we formally define the class of distributed optimisation problems that can be addressed using the algorithm presented in this article. Recall: let n ∈ N, C > 0 and f i : [0, C] → R be strictly convex and continuously differentiable, i = 1, . . . , n and consider the optimisation problem
We are interested in finding the optimal point x * in which the minimum is achieved. It is wellknown that by compactness of the feasible space an optimal solution exists; it is unique by the assumption of strict convexity. We now formulate conditions guaranteeing that the unique, optimal point x * is characterised by the existence of a constant μ * ∈ R such that
These conditions are such that the algorithm that we have briefly motivated can be implemented.
We defer the proof of the following lemma to Appendix B.
Lemma 3.1. Let n ∈ N, C > 0 and f i : [0, C] → R be strictly convex and continuously differen-
where for x = 0 the condition (27) 
iii) The optimal point is characterised by the simplified KKT conditions (26).
The implementation of the algorithm uses the current state of the users at a given time instance t, which we denote by x i (t ) and the long-term average of the states of the users denoted by x i (t ). It is the aim of the algorithm to obtain convergence of the long-term averages to the KKT point x * .
Furthermore, the actual algorithm implemented on each agent is based on the following assumptions. First, we assume that agents can infer when
If this is not the case, then we assume that each agent is informed of a constraint violation at the instant of its occurrence using binary feedback. 2 This is a capacity event notification. Upon receipt of such a notification agent i updates the state x i (t ):
with probability
Note that in this definition, we implicitly assume that the assumptions of Lemma 3.1 are met. In particular, there exists a constant
This restricts the admissible choices for the cost functions f i . We will discuss different ways of treating more general functions in Remark 3.3.
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At all other time instants the rate of change ofẋ i (t ) is chosen to be a positive quantity. Note that the superscripts + and − denote the instants immediately prior and after a capacity event notification, respectively. This leads to the following discrete time algorithm that is implemented on each of the agents. We assume a common time step h is fixed and each agent i has an internal offset T i . For the sake of abbreviation, we denote
ALGORITHM 1: AIMD algorithm run by each agent Initialisation: Each agent i sets its state x i (0 i ) to an arbitrary value;
The parameter Γ is broadcast;
end end
It is clear that the performance of the algorithm depends crucially on a number of assumptions. For example, we have assumed that the time between sample points is the same for all agents (note that a common clock is not necessary). Also the algorithm is implemented in discrete time, while the AIMD model we analyse has an implicit continuity assumption. This discrepancy requires that the sample times h are sufficiently small, when compared to C and n. We will tacitly assume that the modeling error due to discretisation effect is sufficiently small. A few further comments are required.
Remark 3.2. The constant Γ is chosen to ensure that each λ i (x i ) ∈ (0, 1). Thus, Γ depends on the worst utility function and must be communicated to all agents prior to the algorithms use. It is a network dependent quantity that is independent of network dimension. This property makes the proposed algorithm suitable in applications where the number of participating agents is unknown a priori.
We now briefly discuss how to reformulate optimisation problems so that they satisfy the assumptions of our set-up. Note that the following list is not exhaustive.
Remark 3.3. While the assumption that λ i (r ) is well defined and in [0, 1] for all r ∈ [0, C] might sound restrictive for the problem at hand, we note that the following modifications of the problem yield a feasible solution.
(i) In case the objective functions are not increasing, we can define the constant
and consider the objective functionsf i , given byf i (r ) = f i (r ) + qr , r ∈ [0, C], which are now strictly increasing. Note that this does not change the KKT point, asf i ≡ f i + q, so that the condition that all derivatives are equal is met at the same point x.
(ii) A second concern is that even if f i ≥ 0 on [0, C], the expression f i (r )/r might tend to ∞ as r → 0, depending on the nature of the derivative of f i at 0. In this case, we may replace Equation (28) withλ
This amounts to a regularisation of the optimisation problem, which we briefly outline in a simple situation. Assume that there is a unique point
If λ i in Equation (29) were the result of the definition in Equation (28), then the corresponding objective function would bẽ
More generally, there could be several interlacing intervals, in which the condition r Γ < Γ f (r Γ ) is satisfied or not. The important point here is that a decrease of Γ leads to a decrease of r Γ , so that by choosing Γ small enough, the KKT point of the original problem will be found by the algorithm.
We note that although our analysis will be performed for a fixed number of agents, this is not necessary in the implementation of the algorithm. Indeed, as no information is required on the number of agents, these may join or drop out of the network at any time and the network will automatically readjust the KKT point given the new set of agents.
CONVERGENCE ANALYSIS
In this section, we discuss two versions of the stochastic algorithm for the approximation of the KKT point x * . The common feature of these algorithms is that the probabilities for backing off depend on an average of past states. In the first version, we assume that there is a fixed window over which the average is taken, while in the second case the average is taken over the complete history starting at time t 0 = 0.
The two approaches are amenable to different methods of analysis. In the first case the problem may be recast in terms of a homogeneous Markov chain with state-dependent probabilities, sometimes also called an iterated function system (IFS). In this setting, classical results ensure the existence of an attractive invariant measure and ergodicity results follow Barnsley et al. (1988) , Elton (1987) , and Shorten et al. (2007) . However, the real convergence result of interest can be proved for the second algorithm, which only gives rise to a nonhomogeneous Markov chain and for which the powerful methods that exist for the first case are not available. The method of proof relies here on a detailed analysis of the system dynamics using appropriate Lyapunov functions.
For convenience, we will assume C = 1 in the remainder of the article. We consider a set of AIMD matrices for fixed additive increase parameter α > 0 and multiplicative decrease parameter β ∈ (0, 1). We will assume there are probability functions λ i : [0, 1] → [0, 1], i = 1, . . . , n that are used by each agent to determine the probability of responding to the intermittent feedback signal, based on an average of past values of x. We assume that these functions,
satisfy the following assumptions:
Note that these assumptions are satisfied for the choice of probability functions described in Section 3. In particular, Assumption (A2) is a consequence of convexity. 3 We will show in Lemma B.1 that under the above conditions there is a unique KKT point x * ∈ Σ.
It is discussed in and that the dynamics of an algorithm of the type of Algorithm 1 can be well approximated by a Markov chain of AIMD matrices. In fact, if we let k = 0, 1, 2, . . . be the consecutive labels of the time instances at which the constraint is met, then the evolution from one constraint event to the next is given by Equation (32), where A(k ) is one of the AIMD matrices describing the problem. Note that the probabilities p A (·) for the matrices A ∈ A are now determined by the assumption that the agents act in a stochastically independent manner, so that the probability of a particular drop pattern encoded in A ∈ A is given by the product of the probabilities of the individual agents responding or not.
The system of interest is given by the iteration of AIMD matrices in the form
where the matrices A(k ) are chosen from the set of AIMD matrices A using a probability distribution that depends on the history of the sample path. Specifically, we consider the following two cases:
(i) finite averaging: We consider a fixed time window of length T . For k ≥ T − 1 consider the averagex
and suppose that there are probability functions
(i) long-term averaging: In this situation, we consider the averagē
for k = 0, 1, . . . and suppose that there are probability functions
Finite Averaging
The condition (34) needs to be interpreted along sample paths: for each specific realisation of the Markov chain, the probabilities at time k are a function of the average over the time interval [k − T + 1, . . . , k] for the given realisation. We will model this Markov chain as a Markov chain with state-dependent probabilities on the space Σ T . In view of the evolution Equation (32) with Equations (33) and (34), define the new variable
It is then easy to see that the evolution of z(k ) is described by the Markov chain
Given A ∈ A, we denote by A T ∈ R T n×T n the matrix obtained from A through the construction in Equation (38). Note that each matrix A ∈ A uniquely defines a matrix A T and the set of possible matrices A T occurring in the Markov chain in Equation (38) is defined in this way. The Markov chain is thus defined with the place-dependent probabilities
where A ∈ A and where z T (k ) ∈ Σ denotes the T th component vector of z(k ). The following norm on R T n simplifies the analysis of the Markov chain considerably, as it reveals its contractive properties. We define
Lemma 4.1.
(i) For all A T ∈ A T the matrix norm induced by · T satisfies
(ii) The subspace
In particular, we have
where c < 1 is the constant given by Lemma 2.1.
Proof. (i) This is a straightforward calculation.
(ii) This is an easy consequence of e A = e , A ∈ A.
(iii) Consider A ∈ A and the corresponding matrix A T ∈ A T . Assume that A T z T = z T and consider an index i such that z T > z i 1 . As A 1 ≤ 1, it follows that
for an index i such that z i 1 is maximal. Also, we may assume that i < T . As A 1 ≤ 1 it follows that Az 1 1 = z i 1 and so z 1 1 = Az 1 1 = z i 1 as z i 1 was maximal. Now it is known for the 24:14 F. R. Wirth et al.
matrices A ∈ A, that z 1 1 = Az 1 1 , e z 1 = 0 implies that Az 1 = z 1 (Wirth et al. 2006, Lemma 3.8) .
Finally,
This shows the assertion.
The previous result shows that the iteration of random choices of the A T ,i is contractive when studied with respect to a suitable norm. This lies the foundation for proving the existence of a unique invariant and attractive measure for the Markov chain. Before proving this, we need an assumption on the probability functions λ i that guarantees strong contractivity on average. 
Remark 4.3. Stronger ergodicity results hold as detailed in Barnsley et al. (1988) and Elton (1987) . We skip these for the sake of brevity.
Proof. It is easy to show that the sufficient conditions provided in Barnsley et al. (1988) are satisfied. In particular, these conditions can be met by requiring that
Note that z − w ∈ W , so Lemma 4.1 (i) immediately implies that the sum does not exceed 1. Assumption (A3) now ensures that for each z ∈ Σ T , the probability p 1 (z) ≥ λ n min > 0. Thus, the probability of the matrix A 1 is bounded away from zero. Now, Lemma 4.1 (iii) states that A T ,1 (z − w ) ≤ (c + T − 1)/T z − w < z − w . As p 1 (z) > 0 for all z, we see that the supremum in Equation (44) is bounded away from 1.
The final condition that needs to be satisfied is that there exists a constant r < 1 and a constant γ > 0 such that for all z, w ∈ Σ T , we have
In our situation, this is clear as p 1 (z) > λ n min > 0 for all z ∈ Σ T . This implies that we may choose γ = λ 2n min in Equation (45). By Theorem 2.1 in Barnsley et al. (1988) the existence of an attractive invariant measure follows. Uniqueness is then a consequence of attractivity. The ergodic property Equation (43) now follows from (Elton 1987) .
Remark 4.4. The previous result shows that the AIMD system is indeed converging in a strong sense; in particular, long-term averages converge almost surely. Simulations suggest, that this limit gets closer to the KKT point as T increases. Also for large T , with high probability along a sample path, the average of the windows of size T is close to the KKT point.
Long-term Averaging
We now turn to the situation in which the probabilities for choosing the matrices depend on the long-term average of the realisation. Note that Equation (32) together with Equation (36) do not define a Markov chain on Σ, as the probabilities do not depend on the current state x (k ), but rather on the complete history of a sample path. To obtain a formulation as a Markov chain, we include the average in the state space. To this end, we introduce the new random variable
It follows from the definition ofx (k ) in Equation (35) thatx (0) = x 0 and
Hence, z(k ) evolves according to
whereÃ
Given A ∈ A, we introduce the matrices
Then, for all y ∈ Σ, we have the conditional probabilities
This defines a nonhomogeneous Markov chain with place-dependent probabilities. Note that the nonhomogeneity comes from the time-varying nature of the matrices A LT A (k ), whereas the functions p A (·) describing the place-dependent probabilities do not depend on time.
To obtain contractive properties of the Markov chain in Equation (47) it will be of interest to study the matrices A LT A (k ) using a particular norm. We define a norm on R 2n by setting for x, y ∈ R n x y := max{ x 1 , y 1 }.
The matrix norm induced by this vector norm on R 2n×2n is also denoted by · .
In the following, we use the notation A LT A := {A LT A (k ) | A ∈ A, k ∈ N}, which represents the set of all possible matrices appearing in Equation (47).
Lemma 4.5.
Proof. The proof follows the lines of the proof of Lemma 4.1 and is omitted.
We stress that the key point of Lemma 4.1 was item (iii), which we used to obtain a uniform contractivity on the state space Σ T of the Markov chain. A similar result can be obtained in the present situation, but uniformity is lost due to the time-dependent nature of the Markov chain. Unfortunately, the constant of contraction converges to 1. Considerable effort has been expensed 24:16 F. R. Wirth et al.
on trying to transfer the proofs of Barnsley et al. (1988) and Elton (1987) to the present situation, but to no avail. We thus pursue an entirely different angle of attack in the proof of our main result. Remark 4.7. Our result says that by local modification of the individual probabilities the agents can ensure almost sure convergence to the optimum. Inter-agent communication is not necessary; rather the only information needed is a 1-bit intermittent message to all agents that a capacity event has occurred. This minimal information suffices for convergence. The main results of this section are the following:
(1) an ergodicity result for the algorithm with finite-averaging; (2) a result guaranteeing almost sure convergence to the network optimum for the long-term averaging case; (3) the description of an easily implementable algorithm that ensures the convergence of the algorithm to the optimal point, using limited uniform communication to the agents. The algorithm is particularly suited to dumb devices that do not have extensive computational capabilities.
Mathematically speaking, it is interesting to see an almost sure convergence result, that does not make use of the existence of an invariant measure of the stochastic process. We do expect however, that when considering the invariant measures π T that are obtained for the case of finite time-windows, then as T → ∞ the measures π T converge to the Dirac measure in x * .
RELATED WORKS
Our work lies in the intersection of two subjects: resource allocation and limiting characteristics of the stochastic version of the AIMD algorithm (Jacobson 1988 ).
Connection to previous work on AIMD:
The AIMD literature is huge and it is not straightforward to parse the available results in any sort of compact manner here. We refer interested readers to some works on this topic in the context of TCP and internet congestion control (Low et al. 2002a; Masaki et al. 2010; Kumar et al. 2010; Tan et al. 2006; Molnar et al. 2009; Tan et al. 2006; Xu et al. 2004; Kelly 2002; Floyd 2003) . Much of this work is based on fluid approximations of AIMD dynamics; the notable exceptions are Shorten et al. ( , 2007 , and Corless et al. (2016) . The work described in this article is most related to these latter works. In these papers, tools from iterated function systems are used to deduce the existence of a unique probability distribution for standard linear AIMD networks under an assumptions on an underlying probability model (the probabilistic response of agents). For example, considers the case of IID matrix sequences, and in Shorten et al. (2007) , state-dependent probabilities are investigated. The mathematical novelty in the present article is that probabilities for the response of an agent to a capacity signal depend on the entire past trajectory of this agent. This is a fundamental departure from the Markov settings studied previously. While some of the intermediate steps required in our analysis rely on the theory that was previously developed, the main concept and proof methodology are new and represent a major advance over prior work.
Connection to previous work on Resource Allocation:
The literature on resource allocation is also immense and a full review is again impossible here. We only briefly note that the subject of resource allocation or social welfare optimisation has been studied in three prominent settings: centralised, distributed concerted, and distributed competitive (Duchi et al. 2012; Nedic and Ozdaglar 2009; Johansson et al. 2009; Ram et al. 2010) . Some of these approaches are based on achieving consensus (Nedic and Ozdaglar 2009 ) and distributed averaging (Zinkevich et al. 2010; Mann et al. 2009, Nedic and Ozdaglar 2009) , and on stochastic approximation (Bianchi et al. 2013) . In most cases these algorithms rely on communication between agents to achieve optimality. For example, when agents are assigned to nodes in a graph and restricted to communicate only with neighbours in that graph, the distributed dual averaging algorithm has been shown to guarantee the convergence of each agent's allocation to the optimal allocation over iterations of the algorithm (Duchi et al. 2012 ). Our work also considers a distributed setting with fixed-policy agents, but contains an important difference: the agents do not communicate among themselves, but are limited to an intermittent feedback signal from the network. Specifically, they only observe at each iteration whether the allocation is feasible (i.e., the capacity constraint is satisfied). Another difference of our work is that our results do not depend on the existing convergence results from stochastic approximation, and hence hold under different conditions. In particular, we cannot apply the standard convergence argument for stochastic approximation, because in our present setting, we have two timescales (cf. Borkar (2008, Chapters 6.2 and 10.4)).
Connection to previous work on Congestion Management:
The link between congestion control (encompassing the AIMD algorithm) and optimisation (encompassing resource allocation) has been noted by several authors (Low et al. 2002b; Kunniyur and Srikant 2003a; Srikant 2004; Chiang et al. 2007; Stuedli et al. 2012; Kar et al. 2001; Crisostomi et al. 2014) . That various embodiments of TCP solve a network utility maximisation problem (NUM) is a cornerstone of much of the TCP literature (Srikant 2004) . Ours differs (principally) from the above references in the following manner. While typically, fluid-like approximations and mean field models of congestion control are used in the communications literature, we use an exact representation of AIMD dynamics. Further, while in some instances differential equations arising from these fluids are modified to address NUM-type problems through a sub-gradient like algorithm (Chiang et al. 2007 ), this article considers the matrix model of TCP proposed in . This latter point is important as real implementations of the algorithms are discrete time, with intermittent (event driven) feedback, with an unknown number of agents. In this latter context, it should be noted that fluid approximations of such systems are valid only for very large numbers of agents, and even in situations where fluid and mean field models are valid, the dynamic interaction between agents is often overlooked. The matrix model is an exact representation of AIMD dynamics under certain assumptions and can readily be implemented in existing software stacks. Furthermore, these differential equationbased models are often analysed using linearised approximations in contrast to our approach in which global stability (ergodicity) is proved using a full non-linear model of the exact AIMD dynamics (discrete time, event driven by intermittent feedback, and non-linear). Finally, in contrast to Stuedli et al. (2012) , Kar et al. (2001) , and Crisostomi et al. (2014) , where synchronised AIMD-like algorithms are proposed to solve certain optimisation problems using nonlinear back-off rules and nonlinear increase rules (see also Corless et al. (2016) ), we propose algorithms where each agent responds to a capacity event according to its own probability function, known only to that agent. In this sense, the proposed algorithms extend traditional AIMD and emulate RED-like behaviour (Srikant 2004) . Finally, very limited actuation is assumed; an agent only decides to respond to a capacity event or not in an asynchronous manner and does not adapt his/her parameters.
Connection to previous work on ECN and related network feedback strategies:
Recall that the basic idea underpinning this work is that a centralised agent (infrastructure) communicates to all other agents when a capacity violation has occurred. Agents then respond to this notification in a stochastic manner. Thus, while there is synchronised decision making among the agents, the response of these agents to constraint violations is asynchronous. When placed in this context, our algorithms do resemble certain algorithms from internet congestion control; most notably, delay-based congestion control algorithms (and their derivatives) (Brakmo et al. 1994; Low et al. 2002b; Wei et al. 2006 ) and explicit-congestion-notification (ECN) enabled-based schemes (Kunniyur and Srikant 2003b; Srikant 2004) . In each of these approaches signalling from the network can be thought of as a means to enable a form of agent-based decision making. In the case of ECN this is through the explicit use of feedback bits, and in the case of delay-based protocols through the use of inferred queuing delay from the network. The use of ECN in the context of optimisation problems is also discussed in Kunniyur and Srikant (2003b) . In this article, an optimisation problem is treated that formulates congestion control in a general setting. In particular, in this reference there are a finite number of capacity constraints that affect different groups of agents. While the article superficially treats a similar problem, technically, there is no overlap with the methods and results presented in here. In Kunniyur and Srikant (2003b) the optimisation problem is regularised by subtracting a penalty function depending on the loss function of the agents. This removes the hard capacity constraint and allows us to formulate an ordinary differential equation that converges in the positive orthant to the optimal point of the regularised problem, which is an approximation of the problem studied here. From the differential equation a discretisation scheme is derived that can be used in implementations, which results in yet another approximation, and for this further approximation no optimality is claimed. In addition, Kunniyur and Srikant (2003b) also presents conditions for an efficient use of early congestion notifications (ECNs), which guarantee that the optimal point of the penalised problem satisfies all capacity constraints of the network. In summary, the techniques of Kunniyur and Srikant (2003b) do not provide a direct way to obtain the solution to the optimisation problem presented here and they solve a different problem. Our work is also related to a small body of work in which adaptive queue management algorithms (AQMs) are emulated from end hosts. This idea was first proposed in Bhandarkar et al. (2007) , with similar ideas proposed in the context of solving certain network coexistence problems (Budzisz et al. 2011; Hayes and Armitage 2010) . As we have mentioned, our intention is not to deploy our algorithms in networks to solve congestion control problems. This gives rise to a myriad of differences to the aforementioned works; most notably, the necessity to consider queue and buffer dynamics that is central to networking research, is not an issue in the context of optimisation. However, these are minor differences. The principal difference between our work and this related work from networking is that we have shown how to tune the probabilistic response of agents to notification of congestion to solve a certain class of optimisation problems.
Connection to previous work arising in applications:
Since the derivation of the principal result in this article, a number of papers have appeared in which the resulting algorithm has been applied in industrial settings. Applications in the automotive domain are presented in the recently published book by Crisostomi et al. (2017) ; here use-cases ranging from distributed parking management, networked engine management, and regulation of pollution are discussed. In each case, the main result (or a slightly modified version thereof) of this article is applied to applications arising in the context of the Smart City. More recently, applications of our main result (and its derivatives) have also arisen in grid stabilisation problems (Ferraro et al. 2018) , and in congestion management applications (Griggs et al. 2015; Sinnot et al. 2016) . Finally, we note that in developing our main result, convergence to optimality is obtained, remarkably, without a proof of ergodicity. The issue of ergodicity is very important in the design of commercial systems, and inspired by the results in this article, the relationship between ergodicity and other classical congestion management strategies (based for example on PI control) is explored in Fioravanti et al. (2017) .
EXAMPLE
We now illustrate the application of our results. To this end consider a total of n = 150 agents participating in the optimisation. Each agent i has a cost function f i assigned, which maps its share of the resource capacity C to an associated cost. The cost functions are chosen from the set of polynomials taking the following forms
The parameters a j , b j , and c j are the cost-factors of each function and are positive. Note that each function is convex and strictly increasing on the interval [0, C]. The objective is then
For the simulations, we choose the resource capacity to be equal to one, i.e., C = 1. Further, the cost-function type for each agent is selected randomly according to a uniform distribution. The cost-factors parameters for each agent are also selected randomly using a uniform distribution between 0 and 100. Defining
each agent responds to a capacity event with probability
withx i (k ) as in Equation (35) in case of long-term averaging and
withx i,T (k ) as in Equation (33) in case of finite averaging. Here Γ is a network wide constant chosen to ensure that 0 < λ i (r ) < 1 for 0 ≤ r ≤ 1. In our simulations, we set Γ = 1 1300 . The remaining AIMD parameters are identical for all agents with α = 0.01 and β = 0.85. From our main result, we know that for large k we have thatx i (k ) ≈ x * i . Thus, we can write
and that f i (x i (k )) ≈ f j (x j (k )) for all i, j and large k, and where Θ is a network constant. These are precisely the KKT conditions. 4 We first simulate the long-term averaging case, where the average 24:20 F. R. Wirth et al. at time instant k is taken over all previous time-steps. Figure 1 shows the typical evolution of the derivative of the cost of seven randomly selected agents. It illustrates that the derivatives approach consensus as k increases; this results in the the above stated optimisation problem being solved asymptotically. Figure 2(a) shows the long-term average statex i (k ) of seven randomly chosen agents in comparison to their respective optimal state x * i depicted by a dashed line. Figure 2(b) shows the absolute error between the long-term average and the optimal state for the same seven agents. With increasing time the long-term average approaches the optimal state for those seven randomly selected agents. In Figure 3 the maximal error between the long-term average and the optimal state is plotted, which approaches zero with increasing time.
We repeat our experiment for the finite averaging case, Equation (38), with a fixed window size T = 500. Figure 4 shows the typical evolution of the derivative of the cost function for seven randomly selected agents. It illustrates that these derivatives are oscillating around the optimal value. Figure 5 shows the maximal error between the long-term average and the optimal state. Recall, that in these simulations the long-term average is not used for determining the drop probabilities. Its limit exists almost surely and is given by the expectation of the underlying invariant measure, 24:21 Fig. 3 . Evolution of the maximal absolute error between the states and the optimal states, i.e., ||x (k ) − x * || ∞ . Fig. 4 . Evolution of the derivatives for seven randomly selected agents. The simulations are done for the finite averaging case with a fixed window size T = 500. Fig. 5 . Evolution of the maximal absolute error between the states and the optimal, i.e., ||x (k ) − x * || ∞ . The simulations are done for the finite averaging case with a fixed window size T = 500. see Theorem 4.2. While the cost derivatives computed with the finite average are oscillating, the long-term average of the state is still converging towards the optimal value.
CONCLUSIONS
In this article, we have derived a convergence result for the non-homogeneous Markov chain that arises in the study of networks employing the additive-increase multiplicative decrease (AIMD) algorithm. We then used this result to solve a collaborative maximisation problem in a very simple manner. Future work will consider the behaviour of finite window averaging systems and elaborate on the preliminary results obtained in this article.
APPENDIX A PREAMBLE TO THE PROOFS
We now briefly explain the structure of the proof of the main result, as otherwise the reader may sometimes wonder why we need certain intermediate results.
The key intuition is that in the long run, the long-term averagex changes slowly. In other words, for large T and relatively short intervals of length m of the form [T ,T + m],x is almost a constant, where m is to be understood to be small when compared to T . The reason for this is the simple relationx
which holds along any sample path. Ifx is almost a constant on a certain interval, then the probabilities for choosing the matrices A ∈ A are almost constant, and we can approximate the dynamics using the results on AIMD with constant probabilities; and consequently Lemma 2.2 becomes relevant. This result says that, provided that m is large enough, the average over the next m steps is close to the expectation of the AIMD Markov chain with constant probabilities. And this holds for all starting conditions x (T ) and with high probability.
While this basic intuition turns out to be true, we need to resolve the fact that the ergodic limit of the "fixed-probability system" depends on T . Specifically, m and T depend on each other and the precise resolution of our proof depends on understanding this relationship.
To resolve this, we use the following interpretation of Equation (59). For y ∈ Σ, we denote by P (y) the expectation of the invariant measure of the IID AIMD process with fixed probabilities λ 1 (y 1 ) . . . , λ n (y n ), that is,
We then rewrite Equation (59) as
where we interpret Δ(T ) as a suitable perturbation term, that aggregates the effect that the probabilities are not precisely constant on [T + 1,T + m], and the further effect that we are not at the expectation but only close to it. To understand the dynamics in Equation (61), we study the system
and interpret the system in Equation (61) as a perturbed version thereof. This is the sole purpose of Appendix B, in which we obtain (i) characterisations of the unique fixed point of Equation (62), (ii) characterisations of attractivity properties of neighbourhoods of this fixed point in dependence of the size of m/(T + m), and (iii) the necessary robustness results to extend these attractivity statements to the perturbed system Equation (61). In Appendix C, we then bring the stochastic nature of our nonhomogeneous Markov chain into play and use the results of Appendix B to prove almost sure convergence using what is essentially a Lyapunov-type argument.
B DETERMINISTIC ITERATION
In this section, we present a collection of stability and robustness results for a deterministic system closely related to the AIMD Markov chain. These results will turn out to be instrumental in the proof of the main result Theorem 4.6. We begin by stating the proof of Lemma 3.1.
Proof (of Lemma 3.1). (i) This is an immediate consequence of compactness of the feasible set and strict convexity of the cost function.
(ii) By strict convexity of the f i , the derivatives f i are strictly increasing. Also (27) implies that f i (0) = 0 for all i = 1, . . . , n as otherwise f i (x )/x could not be continuously extended to x = 0. Let x 0 = [ x 0,1 . . . x 0,n ] be a point on the relative boundary of the simplex Σ n , i.e., such that one of its entries equals 0. Choose indices j, such that x 0, j = 0, x 0, > 0. Denote
Clearly, x ε satisfies all constraints of Equation (25) provided ε > 0 is small enough. We claim that for ε > 0 sufficiently small, we have
, which shows that x 0 is not an optimal point. To prove the claim consider the derivative of the total cost with respect to ε at ε = 0. We have
where we have used that f is strictly increasing. It follows that x 0 is not an optimal point for the optimisation problem Equation (25). As x 0 was arbitrary on the relative boundary of the simplex this proves the assertion. (iii) It follows from (ii) that the optimal point x * for problem Equation (25) is also an optimal point for the optimisation problem
As the latter optimisation problem is defined on an open subset of the affine space given by the constraint n i=1 w i = C, it follows that an optimal point, if it exists, satisfies the standard Lagrange optimality conditions. As we have seen in Equations (3) and (4) these simplify to the conditions stated in Equation (26).
The first results study a deterministic system defined by successive convex combinations of a point in Σ with the expectation of this point as defined through Equation (16).
Recall, that we assume that α ∈ ri Σ and β ∈ (0, 1) n satisfy the assumption that the quotient α i /(1 − β i ) is a constant independent of i. As a consequence the limiting value defined in 24:24 F. R. Wirth et al.
Equation (16) simplifies. Given the probabilities λ 1 , . . . , λ n the expression reduces to
We thus arrive at the map P : Σ → Σ given by
Note that P (Σ) ⊂ ri Σ is compact by Assumption (A3). We may, therefore, choose a constant δ − > 0 such that
(67) Note that in this instance, and in the following, scalings and sums of sets are in the standard sense of Minkowski sums. Also the factor 2 is an arbitrarily chosen factor that will become useful in later robustness estimates. All that is required is that this factor exceeds 1. Furthermore, we require the constant
(68) We will be interested in systems that perform successive convex combinations of the state x and P (x ). For {ε k } k ∈N ⊂ (0, 1) consider the system 5
We note the following simple properties of the iteration in Equation (69).
Lemma B.1. Suppose that Assumptions (A1)-(A3) hold and n ≥ 2. Let α ∈ ri Σ n and β ∈ (0, 1) n be such that α i /(1 − β i ) is independent of i. Then P has the following properties.
(i) P has a fixed point, that is, there is a vector x * ∈ Σ with P (x * ) = x * .
(ii) The fixed point x * is unique and is characterised by the property
(iii) For every ε ∈ (0, 1] the fixed point x * of P is the unique fixed point of
(iv) For every x 0 ∈ Σ and every sequence {ε k } k ∈N ⊂ (0, 1) the solution of Equation (69) satisfies
Proof. (i) As P : Σ → Σ is continuous and Σ is compact and convex, the existence of a fixed point for P follows from Brouwer's fixed point theorem.
(
Suppose that there are two fixed points x * y * for P. Since x * , y * ∈ Σ, there are indices i and j such that x * i > y * i and x * j < y * j . Also,
. This contradiction completes the proof.
(iii) This is an immediate consequence of (ii).
(iv) This follows as P (x ) 0 for all x ∈ Σ by definition and using Assumption (A3).
To simplify notation, we introduce for ε ∈ [0, 1] the map R ε : Σ → Σ by
Lemma B.1 tells us that for ε ∈ (0, 1] the fixed point x * of P is also the unique fixed point of R ε . In our analysis of the dynamics, we require two types of contractive properties of the map R ε in combination with robustness results. We will also consider set-valued maps of the form
where we assume 0 < δ < δ − . Note that by definition of δ − this ensures that Ψ δ ε (x ) ⊂ ri Σ. In the following lemma, we analyse properties of the map Ψ δ ε by studying individual elements in its image.
The next result describes two important features of the iteration
On one hand, by (i) the iteration converges with rate (1 − ε) to the convex set
On the other hand, using (ii) if the iteration is perturbed so that all we know is that there is a convex combination with some y ∈ Σ then we may bound the increase of the distance to the convex set. Finally, by (iii) the error induced by the perturbation y can be linearly bounded in ε, provided that we are sufficiently far way from P co (δ ). For the following statement recall the definition of δ − in Equation (67).
Lemma B.2. Let x ∈ Σ. Then, for all 0 < ε ≤ 1:
(ii) In view of Equation (68), for all 0 < δ < δ − and all y ∈ Σ, we have
(iii) For every 0 <δ < δ − there exists a Cδ > 0 such that for all 0 < ε < 1 and all 0 < δ < δ − , we have the following implication: If x ∈ Σ satisfies dist 1 (x, P co (δ )) >δ and y ∈ Σ, then
Proof. (i) Let z ∈ P co (δ ) be such that
Then by convexity (1 − ε)z + ε (P (x ) + Δ) ∈ P co (δ ) and so
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(ii) To prove Equation (75) note that for any convex set C, we have C = (1 − ε)C + εC. Hence,
which shows the claim by definition of δ + .
(iii) To prove Equation (76) note that with the assumption dist 1 (x, P co (δ )) >δ , we arrive at
and so Equation (76) follows from Equation (75) with an appropriate choice of Cδ > 0. This completes the proof.
It is the aim of the following sequence of results to establish similar properties close to the fixed point x * . To this end, we have found it necessary to work with a different metric.
We need the following lemma, for which we will make use of the following elementary observations. First, note the implication
Using this relation it is straightforward to see that for any sequence {x k } ⊂ ri Σ, we have the equivalence
Lemma B.3. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. For every η > 0, there are constants 0 < r < 1 < R and a constant ε 0 ∈ (0, 1) such that for all 0 < ε < ε 0 , we have that if d H (x, x * ) > η and i, j are such that
then x i > Rx * i and x j < rx * j . Proof. Let η > 0 be fixed. By Equation (78) there exists a constant r 1 ∈ (0, 1) such that for all
Using Assumption (A3) and
Define
Choose r , r 2 such that 0 < r 1 < r 2 < r < 1 and ε 1 > 0 such that for all ε ∈ (0, ε 1 )
With this choice it follows that if x j /x * j ≤ r 1 and 0
However, if x j /x * j ≥ r and 0 < ε < ε 1 , then
Combining Equations (83) and (84), we see that if d H (x, x * ) ≥ η and r , ε 1 are chosen as above then Equation (79) implies that x j < rx * j , as desired. The claim for the upper bound x i ≥ Rx * i follows with a similar argument. To this end note that by Equation (78), there exists a constant R 1 > 1 such that for all
The claim then follows by another application of Equation (81).
The following result is a cornerstone in our proof of the main result.
Theorem B.4. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. For every η > 0, there is 1 > ε 0 > 0 such that for all 0 < ε < ε 0 , we have
Proof. If x ∈ Σ and some entries of x are zero, then d H (x, x * ) = ∞, and also R ε (x ) 0 by construction. Thus, the claim follows trivially. In the remainder of the proof, we will thus assume that x 0. Fix η > 0. By Lemma B.3, we may choose a constant ε 1 ∈ (0, 1) such that if d H (x, x * ) > η and if i, j are such that
then x i > x * i and x j < x * j . For the case x i > x * i , we obtain using the constant γ F defined in (70) and the fact that
By a similar argument, if x j < x * j , then we obtain
Combining Equations (88) and (89), we obtain for the indices i, j such that Equation (87) holds that
This completes the proof.
Corollary B.5. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. For every η > 0, there is 1 > ε 0 > 0 and a constant C η > 0 such that for all 0 < ε < ε 0 , we have
or equivalently,
Proof. Fix η > 0. Let ε 0 > 0 and r , R be the constants corresponding to η given by Lemma B.3. Using Assumptions (A1) and (A2) and Lemma B.1, there are constant
With this notation, we can refine the inequalities in Equations (88) and (89). Namely, if d H (x, x * ) ≥ η and if i, j are indices such that
then using Lemma B.3, we have x i /x * i ≥ R, x j /x * j ≤ r . We obtain following the steps of Equations (88) and (89) 
The term on the right-hand side may be bounded by
Note that C η depends on η as the choice of r , R is a function of η and these constants in turn determine possible values for L 1 , L 2 . The final claim follows from a simple application of the logarithm and by using a standard inequality.
We also need the following two robustness results. The first concerns the perturbed averaged system Equation (73), while the second yields a bound on the worst case behaviour of convex combination with arbitrary points in Σ.
Lemma B.6. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. Consider δ − > 0 as defined in Equation (67) . There exists a constant K > 0 such that for all 0 < δ < δ − , ε ∈ (0, 1), all x ∈ P co (δ ), and all Δ ∈ R n with e Δ = 0 and Δ 1 ≤ δ , we have
Proof. The assumption on δ yields that conv P (Σ) + B 1 (0, 2δ ) ⊂ ri Σ; see Equation (67). By definition, we have
assuming the i, j are chosen so that the maximum, respectively, minimum is attained for the perturbed term, we may continue
To complete the proof, we need to show that the factor of εδ in the expression on the right can be uniformly bounded for all x ∈ P co (δ ). By assumption, P co (δ ) is a compact subset of ri Σ, so that all entries of x and R ε (x ) are bounded away from 0. Furthermore, the terms R ε (x ) j − εδ are bounded away from 0, because for arbitrary indices j j, we have R ε (x ) − εδe j + εδe j ∈ conv P (Σ) + B 1 (0, 2δ ) ⊂ ri Σ. Thus, the factor of εδ in the final expression may be bounded by a constant, as the denominator is bounded away from 0. This constant only depends on δ − . This proves the claim.
Corollary B.7. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. For a given η > 0, let 1 > ε 0 > 0 and a C η > 0 be the constants of Corollary B.5 such that Equations (91) and (92) hold. Let
Then, for every 0 < δ < δ * , all 0 < ε < ε 0 and all x ∈ conv P (Σ) + B 1 (0, δ ) and all Δ ∈ R n , e Δ = 0, Δ ≤ δ , we have R ε (x ) + εΔ ∈ P co (δ ) and
Proof. The first claim R ε (x ) + εΔ ∈ P co (δ ) is obvious by convexity. Under the assumptions, we may apply Corollary B.5 to obtain that
Thus, with an application of Lemma B.6, we obtain
By assumption the last term on the right-hand side is negative and we obtain Equation (96). The final claim Equation (97) is then obvious.
Lemma B.8. Let x * ∈ Σ be the unique fixed point of P, as described in Lemma B.1. There exists a constant C > 0 such that for all x, y ∈ Σ with x 0 and for all ε ∈ [0, 1), we have
In particular, for any 0 < ε 0 < 1 there is a constant C 0 such that for all x, y ∈ Σ with x 0 and for all ε ∈ [0, ε 0 ), we have
Proof. Let x, y ∈ Σ be arbitrary with x 0. Then, we obtain 
The claim Equation (99) now follows by taking the logarithm and defining C appropriately. Then Equation (100) follows as 1/(1 − ε) is bounded on an interval of the form [0, ε 0 ] for ε 0 < 1.
C PROOF OF THE MAIN RESULT
In the following derivation, we will make use of a simple fact concerning sequences of random variables.
Lemma C.1. Let {U k } k ∈N be a sequence of independent, identically distributed, real-valued random variables with well defined expectation E(U 1 ) < 0 and finite variance VAR(U 1 ) ∈ R. Suppose that {ε k } k ∈N is a sequence of positive real numbers that is square summable, but not summable. Then,
Furthermore,
Proof. Introduce the random sequence {V k } defined by
whereŪ := E(U 1 ). Then, for all k,Ū = E(U k ) and E(V k ) = 0. Also, since the second moment of U k exists, we may compute VAR (V k 
. By assumption on the sequence {ε k } the series ∞ k=0 VAR(V k ) converges and so by Billingsley (1995, Theorem 22.6) ∞ k=1 V k converges almost surely to a finite value. Since
we have
By assumption, the positive sequence {ε k } is not summable whileŪ < 0; hence,
To prove the second claim, consider
Again by Billingsley (1995, Theorem 22.6 ) the partial sums on the right are almost surely partial sums of a convergent series. Then the Cauchy criterion says that there are only finitely many ∈ N such that the sum exceeds a given C > 0. This shows "≤ 0" in Equation (102). Equality follows from the case L = 0.
In the proof, we also need a continuity result extending Lemma 2.2 to the family of Markov chains with fixed probability z 0 ∈ Σ. In the following result, we use the notation P z 0 to indicate a probability statement for the Markov chain Equation (12) with fixed probability λ = λ(z 0 ). Equation (12) with fixed probability λ = λ(y), parametrised by y ∈ Σ. Then, for eachδ > 0 and θ ∈ (0, 1] there exists an m ∈ N such that for all y ∈ Σ,
Lemma C.2. Suppose that Assumptions (A1)-(A3) hold. Consider the family of Markov chains in
Proof. Fix ε, δ > 0 andŷ ∈ Σ. By Lemma 2.2 there exists anm such that
Now the map P is continuous by Assumptions (A1) and (A3). Furthermore, the map
is continuous. We obtain thatP
holds on a neighbourhood ofŷ. As Σ is compact, it is covered by a finite number of such neighbourhoods. With this argument, and as ε, δ are arbitrary, we see that there are finitely manym 1 , . . . ,m N in N such that for every y ∈ Σ there is anm j such that Equation (105) holds withm =m j . The final claim then follows from an application of Tchebycheff's inequality as follows. For y ∈ Σ and k ∈ N consider the real valued random variable
Note that 0 ≤ D(k ) ≤ 2, asS (k ) and P (y)e are column stochastic. Thus, trivially, E(D(k ) 2 ) ≤ 4. Also, if Equation (105) holds, then it follows that E(D(m)) ≤ (1 − ε)δ + 2ε.
We note that the latter inequality is independent of a particular y and just depends on the fact that m is chosen so that Equation (105) holds. Fix δ, θ > 0. Suppose that ε, δ > 0 are chosen such that (1 − ε)δ + 2ε < δ/2. Then it follows from Equation (105) that
Denoting
for k ∈ N, we haveS As the previous argument only depends on the validity of Equation (105), it holds uniformly for all y ∈ Σ for which the choice ofm guarantees Equation (105). The proof is completed, by choosing m sufficiently large so that it is a common multiple ofm 1 , . . . ,m N .
Proof of Theorem 4.6. In the proof, we make extensive use of the deterministic system discussed in Appendix B. We will show that for T sufficiently large the behaviour ofz(T ) is well approximated by the deterministic system.
We assume that the constants δ − , δ + from Equations (67) and (68) have been fixed. We will use the notation z(T ; z 0 ), respectively, x (T ; z 0 ) to indicate the initial condition for the random variable z(T ), respectively, its second component vector x (T ). Similarly, the notation z(T + m; z(T )) indicates the conditioning of z(T + m) on a certain value at time T , and so on.
Fix η > 0. We aim to show that almost surely the sample path x (T ) ∈ B 1 (x * , η) for all T large enough. As η > 0 is arbitrary this will show the claim.
To attain our goal, we perform the following sequence of choices:
(i) For the constant η pick ε 0 > 0 and C η > 0 according to Corollary B.5, so that Equation (92) is satisfied for all 0 < ε < ε 0 . (ii) Let C 0 be the constant guaranteed by Lemma B.8 satisfying Equation (100) 
so that Corollary B.7 and Lemma B.2 (iii) are applicable. Let Cδ > 0 be the constant guaranteed by Lemma B.2 (iii). (v) Pick θ ∈ (0, 1) so that −(1 − θ ) + θ (1 + Cδ ) < 0, and − (1 − θ )C η + θC 0 < 0.
(vi) We now appeal to Lemma C.2 to determine the length of the (short) averaging period discussed in the preamble.
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Step 1: More precisely, we will first show that (the first hitting time) σ 1 := min{k ∈ N ;x (τ (k )) ∈ P co (2δ ) } is almost surely finite. Obviously, ifx (T ) ∈ P co (2δ ), then there is nothing to show. Appealing to Lemma B.2 (i) and the choice made in (vii), we have that if dist 1 (x (τ (k )), P co (δ )) >δ , then P x 0 dist 1 (x (τ (k + 1)), P co (δ )) ≤ (1 − ε k ) dist 1 (x (τ (k )), P co (δ )) ≥ 1 − θ .
In the complementary event, which happens with probability of at most θ , we have by Lemma B.2 that dist 1 (x (τ (k + 1)), P co (δ )) ≤ (1 + ε k Cδ ) dist 1 (x (τ (k )), P co (δ )). Combining these two observations, we see that for τ (k ) < σ 1 we have that
where a , ∈ N is a random variable that has the value (1 − ε ) with probability 1 − θ and the value (1 + ε C δ ) with probability θ . By construction the random variables a are independent, as the bounds obtained do not depend on the particular sample path of the Markov chain.
To be able to apply Lemma C.1, we first note that for all large enough we have log(1 + ε C δ ) < ε (1 + C δ ). By the choice of θ in (vi), we obtain for all large enough that E(log a ) ≤ (−(1 − θ ) + θ (1 + C δ )) ε . Lemma C.1 thus implies that k =1 log a → −∞, almost surely. Thus, almost surely we have lim k→∞ dist 1 (x (τ (k )), P co (δ )) = 0, provided thatx (τ (k )) P co (2δ ) for all k. This is of course impossible, and so almost surelȳ x (τ (k )) ∈ P co (2δ ) for a finite k.
Step 2: Similarly, ifx (τ (k )) ∈ P co (3δ ), then by Corollary B.7 and the choice made in (vii), we have
However, with probability of at most θ , we have by Lemma B.8 that
In a similar fashion to the first step, as long asx (τ (k )) ∈ P co (3δ ) and d H (x (τ (k )), x * ) > η, we have
where b is a random variable that takes the value −ε C η with probability (1 − θ ) and the value ε C 0 with probability θ . As before, Lemma C.1 ensures that b diverges to −∞, almost surely. Note that it is always possible to leave the set P co (3δ ) with a small probability. In this case, Step 1 can be applied again, so that we re-enter the set P co (2δ ), almost surely. Now by Equation (111) the process of entering P co (2δ ) and subsequently leaving P co (3δ ) requires that for some partial sum, we have +L k= log(a k ) ≥δ .
By Lemma C.1, with probability 1, this happens only a finite number of times. Consequently, almost surely a sample path will reach B H (x * , η).
Step 3: Finally, to obtain almost sure convergence, we need to show that almost surelȳ x (τ (k )) ∈ B H (x * , η), for all k large enough.
To this end, we repeat the choices made in (i)-(vii) for the value η/2. Thus, we can conclude that almost surely a sample path enters B H (x * , η/2). If we assume that the sample path leaves B H (x * , η) at some later time, then again by Steps 1 and 2 it will almost surely re-enter B H (x * , η/2). The question is thus whether it is possible that infinitely often the sample path exits the ball B H (x * , η) given that it was previously within the ball B H (x * , 3η/4). In view of Equation (113) this amounts to saying that
for pairs ( , L) ∈ N 2 with arbitrarily large . By Lemma C.1 this almost surely does not happen. This shows Equation (114). The proof is complete by noting that the small variations ofx on the intervals τ (k ), . . . , τ (k + 1) do not destroy stability. Indeed, ifx (τ (k )) ∈ B H (x * , η/2) for all k large enough, then alsox (τ (k ) + j) ∈ B H (x * , η) for j = 1, . . . ,m, provided k is large enough.
