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Theoretical studies of pi-pi interactions on several dimers of curved polycyclic
aromatic systems have been carried out. In the first part, dispersion corrected density
functional theory methods (DC-DFT) were used to evaluate the basis set superposition
errors (BSSE) in dispersion interactions of the corannulene dimer, and the accuracy of the
calculations using DC-DFT methods was compared with high level benchmark
calculations. In these calculations, Grimme’s B97D DC-DFT method provided
reasonably accurate results with the benchmark calculations. In addition, BSSE obtained
with the B97D method along with cc-pVQZ basis set was negligible.
Furthermore, a series of calculations were carried out to obtain the pi-pi
interaction energy and most stable conformation for the sumanene dimer system. In these
calculations, Grimme’s B97D method was used. The potential energy minimum of the
sumanene dimer was determined as the concave-convex stacked arrangement with one
monomer unit rotated to 600. The binding energy of the dimer was found to be 19.34
kcal/mol with a 3.72 angstrom distance between two monomer units.

Dimers of three different heterosumanenes along with the parent sumanene were
also studied. In this set of calculations, two different concave-convex dimer motifs were
chosen, eclipsed and staggered (600 rotated). For all the heterosumanenes, as well as the
parent sumanene, the staggered conformation is the most stable geometry. The parent
sumanene had the highest binding energy. The –NH substituted sumanene produced the
second highest binding energy, while the –O analog was the weakest bonded dimer.
Finally, dispersion calculations were carried out for the planar aromatic
compound of triphenylene. The pi-system of the dimer was distorted by rotating one
monomer unit around the principle axis and parallel displacing one monomer unit relative
to the other one. Among the rotational dimers, the 390 rotated dimer was the minimum
energy conformation. Interaction energy of that dimer was 14.42 kcal/mol with 3.40
angstrom separation between monomers at the B97D/cc-pVQZ level. The parallel
displaced minimum energy dimer has a binding energy about 1.0 kcal/mol smaller than
the rotational minimum energy geometry.
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CHAPTER I
GENERAL INTRODUCTION

There are two types of interatomic interactions, bonded and non-bonded
interactions. Ionic, metallic, covalent bonding, etc. are bonded interactions, while charge
transfer interactions, electrostatic interactions, hydrogen bonds, dispersion or London
forces, etc. are non-bonded interactions. These non-bonded interactions are also called
non-covalent interactions. Both types of interactions are involved in various chemical
phenomena. Non-covalent interactions are important in processes such as protein
folding,1-5 crystal packing,6-8 assembly of organic electronic materials9, 10 and other
supramolecular systems,11-13 and drug binding.14-16 Dispersion interactions depend on the
polarizability of the two interacting systems. π-electrons are easily polarizable, and π-π
interactions are relatively strong making them an important class of non-covalent
interactions. These so called π-π stacking interactions are important in several areas. The
stabilization of the double helix of DNA and RNA are governed by the π-π interactions
between aromatic rings.3, 14, 17, 18 These interactions are important in protein structures2, 3,
18

and drug intercalation interactions between the base pairs in DNA and RNA.15 These

π-π interactions are also important in material chemistry applications.19-21 Examples are
organic electronic devices such as organic light emitting diodes, field effect transistors,
solar cells, and sensors.22-26 Electron rich π extended aromatic systems have been used as
semiconductor materials. Therefore, the π-π interactions of aromatic systems determine
1

the charge transport properties and crystal structure of electronic materials and hence the
performance of these devices.22 Also, molecular wires formed by stacks of aromatic
macrocycles can be self-assembled into discotic columnar aggregates by the π-π
interactions of extended π conjugated systems.27,28 Moreover, in material chemistry, noncovalent π interactions can be seen in the binding of carbon-nanotubes with small
molecules and the attraction between graphene sheets.29-31 Since non-covalent
interactions are important in different fields, understanding these interactions are crucial
in the design of many new molecular systems.
Experimental studies of the basic properties of π-π interactions are difficult.32
These non-covalent interactions are energetically weak, and complexes of interest can be
easily dissociated under normal conditions. Therefore, these interactions often have to be
explored at very low temperatures. Non-covalent interactions have fairly flat potential
energy surfaces.33 Therefore, the structure of the complex fluctuates around the potential
energy minima. Due to the complexity of the system, different types of non-covalent
interactions can also be present in the complex of interest. A major complication of
experimentally studying specific non-covalent interactions is solvation effects.34
Therefore, due to numerous experimental difficulties, computational chemists have an
opportunity to provide answers to basic questions about the properties of these types of
interactions. Computational chemists can study the specific non-covalent interaction of
interest without competing interactions or solvation effects. This is a significant
advantage over experimental studies. Over the past few years, computational studies of
non-covalent interactions became an interesting and popular field among computational
chemists. However, non-covalent interactions, specifically dispersive π-π interactions, are
2

purely an electron correlation effect, and accurate correlated methods are required to
describe these interactions. Neither the Hartree-Fock method (HF) nor conventional
density functional methods (DFT) include a description of dispersion type interactions.
Although these methods can be used for larger systems at low cost, dispersive type noncovalent interactions cannot be determined. Apart from the electron correlation problem,
basis sets also play a major role in accounting of the dispersion type π-π interactions, and
in general, a large basis set is required. Studies of relatively weak non-covalent
interactions are also plagued by basis set superposition errors (BSSE) which are caused
by the artificial stabilization of the monomers by basis functions of the other monomer of
the system, and correction of BSSE is quite expensive. Description of electron correlation
effects and the BSSE are the two major problems in accounting for dispersion type π-π
interactions. However, in the last few years many groups have attempted to solve these
problems.
In this chapter, we will discuss these problems in detail, and one of the new DFT
methods (Grimme’s dispersion corrected density functional method, B97D method, used
throughout our studies) is described in detail. Also, the Møller-Plesset second order
perturbation theory method (MP2) and Grimme’s spin component scaled MP2 (SCSMP2) method are summarized in the chapter.
Basis set superposition errors and the counterpoise correction
Polarizabilities are important in weakly interacting molecular clusters like π-π
stacked systems. The interaction energy of a system depends on the polarizability of the
two interacting systems according to London’s classical formula.35 In polarizability
computations, larger basis sets are required to obtain a better and accurate description for
3

the polarizability. Dispersion type π-π interactions are relatively strong due to easily
polarizable π electrons. Therefore, a high quality polarized basis set with diffuse
functions is essential to calculate the non-covalent type π-π interaction energy and the
structure of the weakly bonded interacting systems.33 Basis set requirement in
calculations of non-covalent type interactions has been evaluated by various groups.36-40
Even though the higher quality basis sets are used for interaction energy calculations, the
interaction energies of weakly bonded systems are associated with errors called basis set
superposition errors (BSSE).41 BSSE is one of the problems interrelated with calculations
of non-covalent interactions, and it contributes a significant percentage to the interaction
energy of weakly bounded systems. Many studies are carried out to show the significance
of the BSSE in the calculation of interaction energies.
Basis set superposition errors are the result of the use of incomplete basis sets.42
In calculations of a complex of two monomers, diffuse functions of one monomer can be
used by the other monomer to improve the description of its correlation effects. In the
calculation of a monomer, the other monomer basis functions are not available.
Therefore, the binding energy is overestimated unless complete or near complete basis
sets are used. Thus, BSSE originates from borrowing basis functions of one monomer
from the other monomer.41 Two methods have been used to eliminate BSSE or the
artificial stabilization associated with the non-covalently bound complexes. The chemical
Hamiltonian approach (CHA)43, 44 and counterpoise method (CP)45, 46 are the two
methods used to eliminate BSSE. The CP correction is widely used in computations of
the non-covalently bound π-π systems, and herein, the CP method is described in detail.
The CP method was introduced by Boys and Bernardi.46
4

Interaction energies of a dimer system are computed by subtracting the sum of the
monomer energies from the energy of the dimer system in the absence of the CP
correction. In the CP method, the monomer energies are corrected by evaluating the
monomer energies in the full dimer basis (phantom basis).42 That is, the monomer energy
of a fragment is described by all the basis functions of the fragment and the basis
functions of the other fragment (Figure 1.1).

Ghost atom

Figure 1.1

Graphical representation of the fragment and the ghost atom in CP
correction procedure

The CP correction is calculated using the ghost atoms. In the ghost atom
computations, the basis functions are incorporated at one fragment of the molecular
complex without the nuclear charge and the electrons of that fragment. So, the CP
correction is an energy difference between the isolated monomer energy and the
monomer energy in the presence of the basis functions of the other monomer. Therefore,
to remove BSSE, the CP correction has to be performed for each of the fragments of the
5

dimer system, unless the monomers are symmetrically equivalent. The CP correction
method can be easily used on small molecules, but it is expensive when the systems
become large. During my research, the CP correction and BSSE are evaluated using the
following simple equations. Most of the calculations are done for bimolecular systems,
and the equations are written for a bimolecular complex system. In these equations, the
dimer system is denoted as AB, and the two monomers are A and B.
The interaction energy of the dimer system (

without the CP correction can

be expressed as,
∪

where

1.1

represents the energy of the system X with the basis set Y. The basis set for the

isolated monomer A is denoted as α while that for B is denoted as β. So,

∪

energy of the dimer system AB at the union of the basis sets of α and β, and

is the
and

is

the monomer energy of A and B at their own basis set α and β, respectively. Then, the CP
correction for fragment A in the dimer system AB can be written as,
∪

1.2

likewise for the fragment B in the dimer system,
∪

1.3

So, the total CP correction can be written as,
1.4

6

To obtain the CP corrected interaction energy, Equation 1.1 has to be subtracted
from Equation 1.4.
1.5
Equation 1.5 can be further simplified and the CP corrected interaction energy can
be obtained by,
∪

∪

∪

1.6

In the CP corrected interaction energy, the individual monomer energies are not
required since the monomer energies with its own basis set is canceled out in the final
equation (Equation 1.6). In our studies, the BSSE is calculated according to the following
equation.
1.7
BSSE is the same energy which is obtained from Equation 1.4.
Even though the CP correction method is used to eliminate BSSE, there are some
disadvantages associated with this scheme. According to Equation 1.6, the ghost atom
computation has to be performed for each and every dimer geometry with the phantom
basis. Second, during the ghost atom computation, the symmetry of the dimer system can
be lost. Both of these problems can increase the computational cost of the interaction
energy calculations.33
In addition, sometimes the CP method overcorrects artificial stabilization of the
monomers.47, 48 This is due to over emphasis of the basis functions for the monomers in
the ghost atom computations. Sometimes, the basis functions of one fragment are already
7

occupied by electrons of its own, and hence all the basis functions are not available for
the other fragment. Overcorrection of the CP method is significant when a smaller basis
set is used for the computations.48 However, the CP correction method gives reliable
results for the non-covalent interactions involved in π systems. Therefore, the CP method
obtained by Boys and Bernadi46 was used to correct for BSSE, since most of the dimers
considered contain π conjugated aromatic molecules in our studies.
Hartree-Fock method, electron correlation, configuration interaction (CI), MøllerPlesset perturbation theory (MP2), spin component scaled
Møller-Plesset method (SCS_MP2)
The first obvious choice of method is the Hartree-Fock (HF) method. It is known
that the Schrödinger equation can be solved exactly in closed form only for one electron
systems. Therefore, the solution for systems with more than one electron will be an
approximation to the Schrödinger equation. The first method discussed to solve the
Schrödinger equation is the HF method which solves the equation approximately.
The Hartree-Fock method
The HF method is used to solve the time-independent Schrödinger equation for
many electron atoms or molecules. There are different simplifications that have been
made to obtain the solution for multi electron systems.49
The first simplification is the Born-Oppenheimer approximation. In the BornOppenheimer approximation, the motions of the nuclei and the electrons are separated.
According to the approximation, the wave function can be defined as a product of the
electrons wave function and the nuclear wave function.49, 50 This can be written as,
,

1.8
8

Within the Born-Oppenheimer approximation, the electronic wave function is
determined for a fixed nuclear geometry, and the total energy is written as,
1.9
where

is the nuclear repulsion energy.
Second approximation is the variational approach. The variational theory states

that the expectation value of the energy using an approximation is always higher than or
equal to the true ground state energy. Also, a linear combination of a finite number of
basis functions is assumed as the solution for the variational approach.49, 50
The third simplification is the Slater determinant. The HF method uses a single
Slater determinant to describe the total electronic wave function of the system. A Slater
determinant represents the functional forms of the polyelectronic wave function.49, 50 A
Slater determinant satisfies the antisymmetry principle. The mathematical form of the
Slater determinant for a closed shell system can be written as,

√

!

2
Here,

⋮

1
2

⋮

…
…

1
2
2

…

⋮

1
2

1.10

2

1 represents the function that depends on the space and spin orbital of

electron 1. This function depends on the space and the spin coordinates of electron 1. The
factor

√

!

is a normalization constant.

To calculate the energy of the polyelectronic system, the first step is to define the
Hamiltonian. The Hamiltonian for the polyelectron system can be written in atomic units,
∑

…
9

…

1.11

where electrons are labeled as 1, 2, 3, etc., and the nuclei are labeled as capital letters A,
B, C, etc.
The energy of the system can be calculated using expectation values. The energy
expectation can be written as
∗

1.12

∗

The two terms in the energy expectation value can be expanded as

…..

…

!

√

2
∑

√

⋮

1
2

⋮

…

!

2

⋮

1
2

⋮

1
2

2

…
…

⋮

…

1
2
2

…

…
…

2

1
2

⋮

…

1
2

1.13

2

The final expression for the energy expectation value in the HF method for a
closed shell system can be written as
2∑

∑

∑

2

1.14

The kinetic energy of each electron and the Coulombic attraction potential energy
with the fixed nuclei are calculated by the

term. The

term can be described

by the following equation.
1

∑

10

∑

1

1.15

The second term arises from electron-electron repulsion.

1

∬

2

1

can be written as

2

1.16

This term is referred to as the Coulomb interaction term between the electrons in
spin orbitals i and j. This is a repulsive term to the total energy of the system. The last
term of the energy expression is called the exchange interaction. This does not have a
classical counterpart, and it is a purely quantum chemical effect. The term

can be

written as
1

∬

2

2

1

1.17

Minimization of the expectation value of the energy (Equation 1.13) leads to a set
of equations called the Hartree-Fock equations which can be formally written as
∅

∅

1, 2, … ,

∅ are the canonical Hartree-Fock orbitals, and
energies.

1.18

are the corresponding orbital

is the Fock operator, and it depends on the orbitals ∅ .

To solve the Hartree-Fock equations analytically, an additional approximation
must be included.
∅
Where

∑

are atomic functions, and

1.19
refers to the basis set. This is called the

linear combination of atomic orbital (LCAO) approximation.
The equations from 1.15 to 1.17 represent the different contribution factors to the
total energy of the system.49 The HF method does not describe electron correlation
11

effects. Therefore, well described correlated methods have to be used to account for
dispersion interactions properly. Below, some methods for electron correlations are
described, and the reasons why the HF method is not suitable for the dispersion type
calculations are provided.
Electron Correlation
When considering rare gas atoms, melting points and boiling points increase
down the rare gas atoms group due to increasing atomic radii and interatomic forces.
Therefore, liquid and solids of rare gas elements can be attained. These elements also
show deviations from the ideal gas behavior at very low temperatures. Without any
dipole moments, how can these rare gas atoms show all these different properties? This is
due to weak non-covalent type interactions and, specifically, dispersive interactions.
Dispersive interactions or forces are arising due to induced instantaneous polarization of
molecules. Therefore, dispersive interactions can be present in between molecules that do
not have a permanent dipole. These interactions arise in non-polar molecules due to the
correlated effects of electrons in the interacting units. All these non-covalent type
interactions are purely electron correlation effects. Therefore, to describe the noncovalent interactions accurately, electron correlation must be taken into account. To
obtain the quantitative information for dispersive interactions, a method which includes
correlation effects is required.49, 51
The Hartree-Fock method does not include electron correlation effects and
therefore fails in describing dispersive type interactions. According to Coulomb’s law,
repulsion energy is inversely propotional to the distance between two electrons. In the
Hartree-Fock method, electron repulsion is introduced as the repulsion of each electron
12

with an average electron density of all the other electrons.49 Therefore, the electrons are
not correlated to each other, since the position of one electron does not depend on the
position of the other electrons. The actual energy of the system is lower due to the
correlated electron movements than one predicts the Hartree-Fock theory. This energy
difference between the exact HF energy and the exact solution to the non-relativistic
Schrödinger equation is called the correlation energy.49 The correlation energy can be
expressed as
∞
∞

1.20

is called the HF limit, which is the HF energy determined in a complete basis

set. The correlation energy can be written as basis set correlation energy in the form of
1.21
Also, the wave function is a single Slater determinant in HF theory. Full
description of the wave function cannot be obtained by a single determinant. Infinite
number of determinants must be used to represent the exact wave function for any
system. Therefore, defining the wave function by single determinant is not a good
approximation to accurately describe a system. To accurately determine the correlation
effect, one should include the excited states in the electronic wave function.49 This can be
obtained by considering different electron configurations. So, the wave function should
include both the ground and excited state determinants to accurately determine the
correlation effect.
According to the Hartree Product (HP), electron movements are uncorrelated. The
Hartree product is given in Equation 1.22.
13

1, 2, 3, … .

1

2

3 ….

1.22

The probability of finding electrons can be written using Equation 1.23
|

1, 2, 3, … .

|

1 |

|

|

…..

2 |

……|

|

1.23

The probability of finding the electrons is equal to the product of the individual
probabilities of each electron at their particular position. This shows that the Hartree
product is an independent particle model. So, the HP electrons are moving independently
of each other, and hence their motions are not correlated.
The HF method is considered a failure for describing non-covalent types of
interactions or complexes due to the lack of description in electron correlation. But, in the
HF method, electron correlation is not completely ignored, and electrons movements are
not completely independent to each other. This is due to the third contribution factor to
the energy of the system, exchange interactions.49 In exchange interactions, the integral
arising from the electron-electron repulsion term is cancelled out when the spin of the
electrons are opposite. Therefore, opposite spin electrons are not correlated while same
spin or parallel spin electrons are correlated. This can be explained by the exchange
interaction term in the energy expression for the simplest two electron system.49
When considering a two electron system, the 2 X 2 Slater determinant can be
written as

1/√2

1
2

1
2

1/√2
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2

1

2
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Where,
1

∅

1

1

1.25

1

∅

1

1

1.26

2

∅

2

2

1.27

2

∅

2

2
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The electron-electron interaction term in the energy expression can be written as
1/2 ∬

1

2

1

2

1

2

1

1.29

2

The four integrals can be written as
∬

1

2

1

2

1

2

1

2

∬
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2
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2

∬

1

2

1

2

∬
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1
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∬

1

2

1

2
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All four integrals can be simplified by integrating over spin using Equations 1.25
to 1.28. The first term of the four intergrals

∬
∬∅

1
1

2
1 ∅

1
2

2

2

∅

1

1 ∅

2

2
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The integral can be further simplified by separating the spatial coordinates and the
spin coordinates: integration over spatial coordinates is written as dν and integration over
spin coordinates is written as dσ.
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2

This integral is the Coulomb integral discussed in the HF method and represents
the repulsion between electrons 1 and 2. Likewise, the second term of the integral also
can be simplified to
∬∅

1

1 ∅

2

∅

2
∬∅

1

1 ∅

1 ∅

2

1

2

∅

2 ∅

2
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0

1.34

The last two terms of the integrals can also be simplified
1

∬
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∅
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∅
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2
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2

2

2

1

2

If electron 1 and electron 2 in the spin orbital

and

2

0

1.35

have the same spin, the

above two terms will no longer be zero. Therefore, cross terms can be simplified as

∬
∬∅

1
1 ∅

2
2

∅

1

2

1 ∅

2
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1.36

This integral is the exchange integral discussed in HF theory.
Orthogonality of α and β spin states will cancel out the above two integrals from
the energy expression. Therefore, electrons with parallel spins are correlated while
electrons with different spin states are not. Also, there is a zero probability of finding two
electrons with the same spin at the same position, whereas a finite probability for finding
two electrons with opposite spin exists. There are many ways to improve electron
correlation effects in calculations of non-covalent type interactions.
Dispersive effects are important in intermolecular interactions. Proper description
of electron correlation is important to properly estimate dispersive effects in
intermolecular interactions. Defining the wave function by one Slater determinant in HF
theory is not sufficient to describe the complete electronic state. This is one of the major
problems in HF theory. The configuration interaction (CI) method52 is a popular
technique used to incorporate electron correlation effects.
Configuration Interaction (CI)
In the CI method, the wave function is defined by using more than one Slater
determinant. Linear combination of ground and excited state wave functions can
significantly improve the description of the overall wave function. This method can be
explained simply by the calculation on H2. In the H2 molecule, the 1s orbitals of each
hydrogen atom will result in two molecular orbitals, 1σg and 1σu. There are two other
ways of generating excited states apart from the ground state, 1σg1σu1 and 1σu2.
Therefore, the overall wave function can be expressed in terms of the occupied orbitals,
which have been used in the single determinant approach, and the virtual orbitals.49, 52
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Therefore, the CI wave function can be written as
⋯

1.37

represents the single-determinant wave function obtained by solving the HF
equations.

,

represent the configurations obtained by moving one or more occupied

spin orbitals to virtual orbitals. The linear variational approach is used to minimize the
energy and hence to determine the coefficients of configuration wave function.52 There
are a huge number of possible ways to include the excited state configuration. Therefore,
CI calculations are complex, and it is impossible to perform complete CI, except for
small systems. A common method of performing CI calculations is lowering the number
of excited states. Figure 1.2 illustrates different possible ways. One is to only consider the
excitations of highest occupied molecular orbital (HOMO) to lowest unoccupied
molecular orbital (LUMO).49 The other one is to neglect the inner core electron
excitations.
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H O M O + LU M O
o n ly

Figure 1.2

V a le n c e o rb ita ls
o n ly

Two different ways of obtaining excited state configurations in CI
calculations49

Even though the CI method accounts for electron correlation, there is one
disadvantage associated with this method. Limited CI calculations are not size consistent.
An alternative method was introduced by Møller and Plesset. This method is called many
body perturbation theory (MBPT) or the Møller-Plesset (MP) perturbation theory.49, 53
This method is referred to as one of the post-HF methods.
Møller-Plesset perturbation theory
MP2 introduces electron correlation to the HF method by the RayleighSchrödinger perturbation theory. In the MP method, the Hamiltonian operator ( ) is
defined as the sum of the unperturbed Hamiltonian or the zeroth-order Hamiltonian (
and a small external perturbation ( ). Thus Hamiltonian operator in MP method can be
written as
19

)

1.38
The exact eigenfunction of the Fock operator is the zeroth-order wave function in
MP theory. The unperturbed zeroth-order Hamiltonian corresponds to the sum of the oneelectron Fock operators for N electrons. The zeroth-order wave function can be written as
with energies
formalized as,

. Therefore, the ground state eigenfunction and energy can be
and

. In Equation 1.35, the λ is an arbitrary real parameter. This

is included to gradually develop the eigenfunctions and the eigenvalues for
be between 0 and 1. If λ is equal to 1,
is the zeroth-order Hamiltonian.

. This can

will produce its true value whereas if λ is zero,

is the perturbation term in MP, and it describes the

correlation potential.
In MP theory, the wave functions and their energies can be written as a power
series of λ. The wave function and energy equations are shown in the Equations 1.39 and
1.40.
………

∑

1.39

………

∑

1.40

The first term of the energy expression is the zeroth-order energy, the second term
is the first-order correction to the energy, and the third term is the second-order
correction and so on. These energies can be calculated using the following energy
expressions
1.41
1.42
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1.43
is the eigenfunction of the unperturbed Hamiltonian

. Since

is the one-

electron Fock-operator, the zeroth-order energy will be the sum of orbital energies of the
occupied orbitals. One must remember that the true Hamiltonian also contains the
electron repulsion terms, but the nuclear attraction term is already described in the oneelectron Fock operator. The perturbation term in the MP theory is equal to the difference
between the real Hamiltonian, , and the zeroth-order Hamiltonian,
Perturbation

.

can be written as
∑

∑

∑

1.44

In Equation 1.44, i and j represent the electrons in the system, and N is the total
number of electrons.

and

are the coulomb operator and the exchange operator,

respectively. The following expression can be obtained by solving Equation 1.42 for the
first-order energy.
∑

∑

|

|

1.45

The actual HF energy is equal to the sum of the zeroth-order and first-order
energies in MP theory. Therefore, at least second-order energy has to be considered to
include electron correlation. The MP theory through second order is called the MollerPlesset second order perturbation theory and designated as MP2. To obtain the secondorder energies, the first-order wave function has to be defined. The first order wave
function is given by the expression
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∑

1.46

is obtained from the Hartree-Fock calculation which has single, double, etc.
excitations by moving electrons from occupied orbitals to virtual orbitals. Hence, the
second-order energy expression can be written as

∑

∑

∑

∑

∬

1.47

In Equation 1.47, i and j represent the occupied orbitals whereas a and b represent
the virtual orbitals. Calculation of the second-order correction to the energy using
equation 1.43 requires integrals in the molecular orbital (MO) basis, and the main
computational task in a MP2 calculation is the transformation of integrals in the atomic
orbital (AO) basis to the MO basis.49
Likewise, third-order or fourth-order energy corrections and eigenfunctions can
be obtained. The third-order is called MP3 and the fourth-order is called MP4. When
increasing the order of the MP theory, the calculations become more complicated and
more expensive. Therefore, the MP2 method is the only practical, reliable choice when
large systems are considered.
MP theory is size-consistent unlike configuration interaction. This is one major
advantage of MP theory over the CI method. However, MP theory is not variational.
Sometimes it gives energies lower than the true energy. The energies derived by MP
methods are not upper bounds to the exact ground state energy. Since the π-π stacking
interaction is a pure electron correlation effect, at least MP2 theory has to be considered
to describe the electron correlation effects. This is the simplest and least expensive way
to describe electron correlation effects. Also, MP2 calculations can be performed for
22

systems with hundreds of atoms. The MP2 method is successful in calculations of
hydrogen-bonded molecules. However, it is known that the MP2 method overestimates
the correlation effects.40, 54, 55 Therefore, dispersion interactions cannot be determined
accurately by the MP2 method. A simple modification was performed to the MP2 method
by Grimme which drastically increased the accuracy for dispersion type interactions. This
method is known as the spin-component-scaled Møller-Plesset perturbation theory, SCSMP2.56
Spin-Component-Scaled MP2 (SCS-MP2)
The SCS-MP2 method is a simple modification to the MP2 method. The basic
idea of the SCS-MP2 method is to increase the accuracy of the conventional MP2
method. In the MP2 method, the electron correlation effects are overestimated. A simple
scaling process has been done to improve the accuracy. In methods like MP2, energy
from the spin-paired electrons is underestimated, while the unpaired electrons have a
systematic energy bias. Therefore, to correct these two problems, one has to choose
separate scaling factors for the paired and unpaired electrons when calculating the
correlation energy. However, the total correlation energy should be roughly constant
during the scaling process. So, for the unpaired electrons a larger scaling factor has to be
chosen, while the smaller scaling factor has to be used for the paired electrons. In the
SCS-MP2 method, two different scaling factors have been used for antiparallel-spin (αβ,
singlet state) and parallel-spin (αα and ββ, triplet state) pairs of electrons.56
The correlation energy can be further written for closed shell systems
1.48
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The correlation energy is rewritten as the sum of the anti-parallel and parallel-spin
is known as the αβ contribution, while the

pair electron contributions.

is

known as the αα and ββ contributions. So, the basic idea of SCS-MP2 is to treat the
description of the anti-parallel and parallel-spin pairs separately. This is done by using
different scale factors, and the new correlation energy can be written as
1.49
Where

is the scaling factor for the anti-parallel-spin pair contribution, and

is

the scaling factor for the parallel-spin pair contribution. This can be again rewritten with
the second-order energy correction obtained from MP theory as
1.50

,

First, Grimme used basic theoretical arguments to estimate the scaling factors of
and

. A value of 6/5 was selected for

in the initial guess. This is due to the

underestimation of the αβ-pair contribution to the correlation energy of two electron
systems like H2 or He by the MP2 method. Therefore, to systematically correct this
underestimation, a larger than unity value was selected for

. Also, the total scaled

correlation energy should be equal to the MP2 correlation energy, and this can be written
as

,

1.51

,

This can be further simplified, and an expression for

1

1
24

can be written as

1.52

From Equation 1.52, a value for
using 6/5 as

and the

was obtained in the range of 1/5 – 2/5 by
ratio from some commonly found molecules.

Due to the large variation of
cannot be obtained for

for different molecules, a precise value

. Therefore, a set of calculations was performed on a large set

of test molecules in order to obtain

. By using a benchmark set of calculations, the

values for the two parameters were obtained (Equation 1.53).
6
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5

3

1.53

These two scaling factors were used in the SCS-MP2 method to increase the
accuracy of the conventional MP2 method. In the SCS-MP2 method, the short range
correlation energy was increased by a factor of 6/5 while the long range correlation
energy was decreased by a scaling factor of 1/3.56 Grimme stated that the scaled
procedure of the conventional MP2 method has two important properties. First, this
procedure is still size consistent, and the second is that the SCS-MP2 energy is orbital
invariant. Importantly, the SCS-MP2 method showed that dispersion interactions can be
accurately determined using these new scaling factors. Also, the SCS-MP2 energies can
be easily obtained by using the

and

terms produced in the MP2

calculations.56 A disadvantage of the SCS-MP2 is that empirical scale factors are used,
and this method cannot be improved systematically like in the ab initio class of quantum
chemical methods.
The next choice of electron correlation method is the coupled-cluster method.
This is currently the best available method to describe the electron correlation effect with
high accuracy. The coupled cluster method is the size extensive version of the CI method.
25

This method is also based on the excitation of occupied molecular orbital electrons.
Higher order excitation will give more accurate electron correlation. Therefore, to
accurately determine or describe dispersion type interactions, one has to use at least
coupled cluster singles and doubles excitations with purterbative triple correction
(CCSD(T)). However, increasing the number of substitution levels will increase the cost
associated with the calculation. Therefore, the CCSD(T) method is quite expensive when
the system becomes larger. This method can only be routinely applied for studies of
relatively small systems. This method is not discussed in detail here since CCSD
calculations were not used. Since computer resources are limited and the prototype
systems used to study the dispersion type π-π interactions are quite large, CCSD type
high accurate methods will give unacceptable computation times.57
Currently, electronic structure calculations widely use Kohn-Sham density
functional theory (KS-DFT).49 This is mainly due to the accurate predictions of many
properties at low computational cost. A density functional theory and dispersion
corrected density functional method, the B97D, will be discussed further.58 This is
because, in this research, B97D calculations were used for all the prototype systems.
Density functional theory (DFT) and the B97D method
Density functional theory is another electronic structure method that was first
introduced by Hohenberg and Kohn, and later developed by Kohn and Sham. DFT is
often referred to as the Kohn-Sham DFT method. As in HF theory, DFT also uses singleelectron functions. However, DFT does not attempt to solve the full N-electron wave
function as in HF. Instead, DFT calculates the total electronic energy from the electronic
density distribution.
26

Density functional theory
The basic concept of DFT is the relationship between the electronic energy and
the electronic density.49 In DFT, the electronic energy of the system is calculated from
the electronic density of the system. Therefore, the DFT energy functional is written as
1.54
The first term is the Coulombic interaction of electrons with the nuclei. The
kinetic energy of the electrons and interelectronic interactions are given by

. The

minimum value of the energy is obtained by the variational approach using the
Lagrangian multiplier method.49 Therefore, the expression can be written to minimize the
energy as
0

1.55

From this, the DFT equivalent of the Schrödinger equation can be written as

1.56
The term

is the Lagrange multiplier. This is the Hohenberg and Kohn DFT

method introduced in 1964. Then, Kohn and Sham introduced a way to solve the
Hohenberg and Kohn theorem in 1965.49 In Kohn-Sham DFT theory, a functional form
for the

term in equation 1.54 was introduced and approximated by three terms.

This functional form can be written as
1.57
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The first term is the kinetic energy of the non-interacting electrons while the
second term is the Coulombic electron-electron repulsion term. Exchange and the
term. The first and second terms in

correlation terms are described by the

Equation 1.57 were described by the following two equations.

∑

1.58
∬

|

1.59

|

Therefore, the complete energy expression in the Kohn-Sham DFT can be written
with the electron-nuclear interaction term as

∑
∑

∬

|

|

|

1.60

|

The density of the system (

) was defined using one-electron orthonormal

orbitals by Kohn and Sham and written as
∑

|

|

1.61

The one-electron Kohn-Sham equations were obtained by using the above
equation and applying the variational approach. This can be written as,

∑
Orbital energies are obtained by
introduced by

1.62
, and the exchange-correlation functional is

. The relationship between the

expressed as,
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and exchange-correlation energy is

1.63
The success of the DFT approach depends on the exchange-correlation functional.
The local density approximation (LDA) was used to obtain the exchange-correlation
functional.58 In LDA, a model of uniform electron gas was used to describe the
functional. This model assumes that the electron density throughout all space is constant.
This is the most widely used method to obtain the exchange-correlation functional. LDA
solely depends on the value of the electron density at each point. This approximation was
used by different DFT methods due to its simplicity. However, LDA is not good enough
to describe some problems related to electronic structure calculations related to
chemistry. Therefore, new functionals were introduced, and these are gradient-corrected
functionals. These functionals depend not only on the value of the electron density but
also on the gradient of the density at each point in space. The exchange-correlation
functional was divided into separate exchange and correlation terms in the gradient
corrected functional. These gradient corrected functionals are still within the local
approximation but inclusion of gradient of the density made these semi-local
approximations. These methods are called generalized gradient approximations (GGA).
Despite all these approximations, the conventional DFT methods cannot describe
the dispersion type interactions. Still the GGA functionals are lacking a description of
long-range electron correlation.58 These long range electron correlations are the ones that
are responsible for the dispersion type non-covalent interactions, especially the π-π
interactions that are trying to examine. A DFT study carried out by the Johnson’s group
showed that the 25 different DFT functionals gave erroneous results for the sandwich
benzene dimer.59 This study suggests that almost all of the conventional DFT functionals
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fail to describe systems with dominant dispersion interactions. However, due to the
robustness and computational speed in electronic structure calculations, theoretical
computational chemists share an interest in improving the existing DFT functionals to
describe the dispersion type non-covalent interactions. Therefore, a well-defined method
has to be used to describe the long range electron correlation present in systems with
dispersion interactions. The simplest way to introduce dispersion type interactions into
the DFT functionals is to add the long-range correction empirically to existing DFT
methods.60-62
These methods are called DFT-D methods. In 2006, Grimme listed a few
shortcomings of the original DFT-D method he suggested.58 Therefore, Grimme
introduced another way to introduce this dispersion correction to the existing DFT
method, and that method is the B97-D dispersion-corrected DFT method (DC-DFT).
Dispersion corrected B97-D method
Based on Becke’s original GGA functional,63 this method was introduced by
Grimme in 2006.58 Two years earlier Grimme reported another method based on the
above DFT-D model method. Grimme tested that method for two years and found its
shortcomings. In the B97-D method, the long-range dispersion correction was introduced
using a semiempirical GGA type density functional.58
In B97D, the total energy is given as
1.64
In Equation 1.64, the Kohn-Sham energy is given by the

and dispersion

correction is introduced separately. In Grimme’s DFT-D method, mean field energy
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(

, i.e. HF or DFT) was used instead of

. The term

is given as an

empirical dispersion correction in the form of,

∑

∑

1.65

This dispersion correction is almost similar to the one Grimme introduced in 2004
except the parameterization of some terms. The number of atoms in the system is denoted
as

, and

is the dispersion coefficient given for atom pair . The interatomic

distance between atom i and j is

, and

is a global scaling factor. This factor

depends on the DFT method used. The damping function,

, was introduced in

Equation 1.66 to minimize errors for small distances. The damping function is given as
1.66

⁄

where

is the sum of the atomic van der Waals radii. The values for

were

obtained by computations of the ground state of atoms using ROHF/TZV. Dispersion
coefficients derived for the heavier atoms in DFT-D methods are not consistent. Also the
lighter atoms get too much weight. Therefore, the coefficients are derived using a
different expression and it can be written as

1.67
These new coefficients provide better descriptions for not only heavier elements
but also for the lighter atoms. In this method, atomic
London dispersion formula and written as
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coefficients are derived using the

0.05
where

1.68

is the atomic ionization potential and

is the static dipole

polarizability. N has values of 2, 10, 18, 36, and 54 for atoms from rows 1-5 of the
periodic table. 58
This model was successfully implemented to correct the dispersion interaction by
using DFT methods. It has been shown that dispersion type non-covalent interactions can
be determined quite well using this approach. The parameters used in this method have
been prepared in a non-empirical fashion.58 Also this method is referred to as DFT-D2,
while the method published in 2004 is referred to as DFT-D1.
Two years later, a similar DFT-D scheme was proposed by Head-Gordan and
termed as ωB97X-D method.64 In this method, the
computed using the ωB97X functional, and
pairwise dispersion correction.

term (Equation 1.64) was

is calculated using empirical atomic-

is described using the following equation.

∑

∑

1.69

Unlike in the B97-D method, Global scaling factor is not used in ωB97X-D. A
different form of damping function was introduced to enforce the conditions of zero
dispersion corrections at short distances. Expression of the damping function is given as

⁄

where

and

1.70

have the same meaning as in the B97-D method. Strength of

dispersion is controlled by the non-linear parameter a. The ωB97X-D method follows
Grimme’s B97-D parameters except for the new damping function.
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In 2010, Grimme modified the DFT-D2 method he introduced in 2006. The new
method is termed as DFT-D3. Most of the parameters used in this DFT-D3 method are
computed by the standard Kohn-Sham DFT method. In this method, the dispersion
correction term,

, is introduced as a sum of two body and three body energies and

written as
1.71
The two body term is given as

∑

∑

, ,

1.72

,

The averaged nth-order dispersion coefficient for atom pair AB is denoted by
is the internuclear distance between the atom pair. The global scaling factor,

.

, is

adjusted for n>6. Higher order dispersion coefficients are introduced in this method
whereas the DFT-D2 method used the

, and the

term is no longer scaled in this

method. The expressions for the dispersion coefficients are,
1.73
3

1.74
1.75
1.76

33

Averaged dipole polarizability at imaginary frequency

is expressed as

.

Equations from 1.74 to 1.76 calculate the higher order dispersion coefficients, and the
term is calculated by using the following equation.

√

〈

〉

〈

〉

1.77

Simple multipole-type expectation values were expressed using 〈 〉 and 〈 〉
which were derived from atomic densities.
A final non-additive term for the three body contribution is introduced by the
equation,
∑
where

,

1.78

is derived using the third-order perturbation theory for three atoms

ABC and expressed as

1.79
,

, and

triple dipole constant,

are the internal angle of the triangle formed by the three atoms. The
, is calculated as
1.80

The

term is approximated using the following equation since the total three

body contribution is less than 5-10% of

.

1.81
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More clear separation of mid- and long-range effects can be seen with the DFTD3 method, and it is expected to increase the dispersion correction compared with DFTD2.
The damping function is important in all DFT-D methods described. Short ranged
behavior of the dispersion correction is accounted for the damping function. Due to the
importance of the damping function, Grimme revisited the DFT-D3 method and
introduced a new damping function for the method. This method uses the Becke and
Johnson (BJ) proposed rational damping function, and the method is referred to as B97D3(BJ). The dispersion energy of this method is given by,

∑

1.82

And the damping function is given as,
1.83
Free fit parameters introduced by BJ are the
used to introduce the

and

terms. Two different ways

term. First, the same values are used as in DFT-D3, which was

introduced in 2010. Second, the following relation is used to investigate the

values.

1.84
Apart from these DFT-D methods, many different ways have been used to modify
the conventional DFT methods to accurately determined the long range correlation
effects.67-75
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CHAPTER II
STUDY OF π-π INTERACTION OF A CURVED CORANNULENE DIMER SYSTEM

Introduction
Intermolecular forces are important for describing the properties of condensed
phases. Non-covalent interactions play a major role in these properties.1 There are several
different non-covalent interactions which can be seen in different systems. However, out
of all the different types of non-covalent interactions, dispersion type interactions are
important in different areas such as crystal packing, self-assembly, and molecular
recognition. Dispersion interactions are relatively strong between systems that contain
easily polarizable π-electrons. This special type of dispersion interaction is called π-π
interaction. Interactions between π systems can be seen in different areas such as nucleic
acid structures, stabilities and tertiary structures of proteins, chiral chromatography,
etc.2-7
A significant number of computational studies on π-π interactions have been
carried out for planar aromatic systems.8-14 The simplest π-stacked system, the benzene
dimer, has been studied extensively by several groups. Theoretical studies suggested that
in larger π-systems these interactions are strong. There are quite a few examples in
literature that have focused on large planar aromatic compounds.15 However, only a few
theoretical studies have addressed π-π interactions in curved conjugated systems.16-18 The
recently synthesized buckycatcher, a (C68H28) molecular clip, by Sygula’s group
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experimentally proved that π-π stacking interactions can be seen between curved
conjugated surfaces.19 Two corannulene pincer units in the clip were responsible for the
stacking interaction present in the inclusion complexes of the buckycatcher with C60 and
C70. This experiment proved that π-π interactions can be seen between the curved πaromatic compounds. Since there is not much literature on π-π stacking interactions of
curved π-aromatic compounds compared to planar aromatics, the current studies are
carried out for the smallest buckybowl with a curved surface, corannulene (1), which is
structurally similar to fullerene.

Figure 2.1

Structure of the bowl-shaped corannulene compound

Dispersion interactions solely depend on electron correlation effects. Therefore,
the selected computational method should describe electron correlation effects accurately.
Unfortunately, the Hartree-Fock (HF) method is not capable of describing these
correlation effects. A post HF method must be used, and Møller-Plesset perturbation
theory (MP2)20 is considered a good alternative when calculating dispersion interactions.
However, the MP2 method is known to overestimate dispersion interactions.21 On the
other hand, conventional DFT methods lack the proper description for electron
correlation effects.22 Therefore, the coupled-cluster like higher level correlated
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approaches has to be used to obtain accurate results from the dispersion interaction
calculations.23-24 But again, the main problem of this type of high level method is
computational time. This method requires unacceptable computational time for larger
systems. Therefore, the recent dispersion corrected density functional methods (DC-DFT)
are the better choice in calculating dispersion interactions.25-29 These DC-DFT methods
give reasonable accuracy at a low cost. The accuracy of these methods can be compared
with benchmark studies using an appropriately high level method.
Dispersion interaction calculations are plagued with basis set superposition errors
(BSSE). The BSSE correction calculations increase the cost of dispersion calculations.
Therefore, eliminating the expensive BSSE correction calculations is also important in
dispersion interaction calculations.
The corannulene dimer was used as the model system for π-π stacking of bowlshaped molecules in the evaluation of dispersion type interactions. Several DC-DFT
methods were used in this study. Also, BSSE was evaluated using different basis sets to
eliminate the expensive counterpoise method.30 Finally, all these results were compared
with benchmark calculations performed at QCISD(T)31 level.1
Computational details
Corannulene is a bowl-shaped π conjugated polyaromatic hydrocarbon with C5v
symmetry. Corannulene monomer was optimized using the PBE1 functional32 with the 631G*33 basis set, and the geometry was reported in a previous publication.2 The geometry
obtained from the calculations was in agreement with the reported X-ray crystal
structure.34 Therefore, PBE1 geometry optimized corannulene monomer was used
throughout the dimer calculations.
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Six different dimer motifs of corannulene were selected and studied during the
binding energy calculations. Concave-convex arrangement is represented as number 2
and the convex-convex arrangement is referred to as number 3. The planar dimer is
denoted as number 4. Eclipsed conformation was represented by letter E and staggered
conformation of the corannulene dimer was tagged with S. The geometries are shown in
Figure 2.2.

Figure 2.2

Various structural motifs and conformations of the studied corannulene
dimers1

The standard counterpoise method30 was used to estimate the BSSE for various
basis sets. The previously reported results for the corannulene dimer suggested that the
eclipsed concave-convex dimer conformation is the most stable conformation. Therefore,
BSSE calculations were performed only for the 2E conformation in this set of studies.
Grimme’s B97D27 DC-DFT method was used in these calculations with seven different
basis sets, and these basis sets are shown in the results and discussion section under
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estimation of BSSE. A series of single point calculations were carried out in order to
estimate BSSE. BSSE corrected and uncorrected energies were fitted to a Morse potential
to determine the binding energies of the systems.
Two different dispersion-corrected functionals with hybrid meta exchangecorrelation functional were used in the dimer calculations to test the DC-DFT methods in
π-π interaction calculations. These are Grimme’s B97D method,27 Head-Gordan’s
ωB97X-D,28 and Truhlar’s M06-2X respectively.29 In this set of calculations only the 2E
dimer conformation was used, and geometry optimization calculations were performed.
Additionally, geometry optimization calculations were performed for all other geometries
(2S, 3E, 3S, 4E, and 4S) using Grimme’s B97D method with the cc-pVQZ basis set. The
cc-pVQZ basis set was selected for the BSSE estimation calculation since the BSSE were
almost negligible with this basis set.
Benchmark calculations were carried out for the 2E structure by using QCISD(T)
and CCSD(T) methods with the aug-cc-pVDZ basis set. Finally, QCISD(T) results were
extrapolated to the aug-cc-pVTZ basis set. All these calculations were done by Janowski,
and the results are only reported here for comparison with the new DC-DFT results.1
Results and discussion
Corannulene monomer
Corannulene is a curved molecule with 20 carbon atoms and 10 hydrogen atoms.
This is the smallest buckybowl and has C5v symmetry. The geometry obtained from this
calculation was in good agreement with the reported X-ray crystal structure. The bond
lengths obtained from the calculations are tabulated in Table 2.1.
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Table 2.1

Calculated and X-ray crystal structure bond lengths for corannulene
Rr

X-ray Crystal

Calculated

Structure

(PBE1/6-31G*)

Rh

1.4137

1.4127

Rs

1.3779

1.3812

Rf

1.4438

1.4427

Rr

1.3800

1.3853

Bond

Rf
Rs
Rh

The curvature of these types of buckybowls can be measured by Haddon’s POAV
(π orbital axis vector) angles.35, 36

θσπ
C

1
3

2

Figure 2.3

Representation of π orbital axis vector (POAV) and POAV angle
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The POAV is defined at a nonplanar conjugated carbon atom by the angle (θσπ)
between the π orbital of the conjugated carbon atom and the three σ bonds in the
geometry. POAV is a vector that makes an equal angle to all these three σ bonds in the
compound. For convenience, the POAV angle is defined as 900 - θσπ. The calculated
POAV angle for corannulene was 8.40. Throughout the dimer calculation, PBE1
optimized geometry was used.
BSSE estimation
The magnitude of the basis set superposition errors (BSSE) was carried out for the
eclipsed concave-convex corannulene dimer system (2E), since the previously reported
results suggested that this was the minimum energy geometry conformation for the
corannulene dimer. The calculations were carried out using the B97D DC-DFT method.
In this set of calculations the intermolecular distance was fixed to 3.6 Å based on the
previously reported result. The counterpoise correction method was used to estimate the
BSSE. A series of different basis sets was used from the smallest 6-31G* basis set to the
largest QZVP basis set. BSSE corrected and uncorrected energies are presented in Table
2.2 along with BSSE and percentage error.
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Table 2.2

Estimated BSSE values for the 2E corannulene dimer conformation using
B97D method with various basis sets
No. of Basis

Basis set
functions

Ecorr

Euncorr

BSSE

%

6-31G*

640

13.8

18.2

4.4

24.2

6-311G**

840

15.9

18.2

2.3

12.8

cc-pVDZ

660

16.0

17.6

1.6

9.1

TZVP

880

15.3

16.3

1.0

6.3

cc-pVTZ

1480

16.2

17.0

0.9

5.2

aug-cc-pVTZ

2300

16.2

16.7

0.4

2.7

cc-pVQZ

2800

16.1

16.3

0.2

1.3

QZVP

2880

16.1

16.4

0.3

1.6

QZVP(-f,-g)

2380

16.1

16.4

0.3

1.6

The BSSE for the smallest basis set, 6-31G*, was quite large, and it was ~24% of
the uncorrected binding energy. However, the BSSE became smaller with increased size
of the basis set. The cc-pVQZ basis set produced the lowest BSSE, and the percentage
error was 1.3% of the uncorrected binding energy. Grimme reported that the TZVP basis
set is a reasonable alternative for the study of larger systems.37 The study of BSSE
estimation suggested that the errors were not negligible for the TZVP basis set in
corannulene dimer calculations. BSSE correction for the corannulene dimer with
truncated quadruple zeta basis set, QZVP(-f,-g) (f polarization functions are removed
from hydrogen and g polarization functions are removed from carbons), was fairly small,
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1.6% of the binding energy. Compared to cc-pVQZ results, this was quite small
considering the smaller number of basis functions.
DFT methods produced smaller BSSE errors compared to the correlated wave
function based methods. This is because SCF quality basis sets are sufficient for DFT
calculations. Also, many DFT functionals implicitly account for a part of the BSSE
correction. Grimme’s reported that the BSSE correction can be ignored by using triple
zeta plus polarization quality basis set with the B97D method.37 However, a larger basis
set has to be used with the correlated methods like MP2 or CCSD.
Testing of DC-DFT method
In the benchmark calculations of the corannulene dimer, aug-cc-pVDZ and augcc-pVTZ basis sets were used. The number of basis functions are 1100 for the aug-ccpVDZ basis set, 2300 for the aug-cc-pVTZ basis set. These sets of calculations are quite
large and expensive for the study of π-π interactions of larger systems like corannulene.
However, newer dispersion corrected DFT functionals are good alternatives for studies of
interactions of larger systems, since those functionals are less expensive, and the
accuracy is increased by accounting for the dispersion type interactions in their
calculations. Therefore, three different newer DC-DFT methods were used to evaluate the
accuracy of the functionals by comparing the results with benchmark calculations.
One goal of our study of π-π stacking interactions is to find a functional and a
basis set that eliminates BSSE calculations. Also, standard gradient techniques can be
used for geometry optimizations if the counterpoise calculations are eliminated. From the
BSSE estimation study, BSSE was 0.2 kcal/mol for the cc-pVQZ basis set with the B97D
method. The cc-pVQZ basis set was selected as a near complete basis set (CBS) for the
49

B97D method. Therefore, Rest of the calculations was carried out using CBS quality ccpVQZ basis set without BSSE corrections.
Full geometry optimization was carried out using two different DC-DFT
functionals and hybrid meta exchange-correlation functional, B97D, ωB97X-D, and
M06-2X respectively, with the cc-pVQZ basis set. Minimum energy separations and the
binding energies are shown in Table 2.3. These calculations were carried out for 2E
corannulene dimer conformations only.
Table 2.3

Binding energies (kcal/mol) and equilibrium distance (Å) of the corannulene
dimer 2E using cc-pVQZ basis set with various DC-DFT functionals
Benchmark Calculation
B97D

M06-2X

ωB97X-D
QCISD(T)/ aug-cc-pVTZ

Eb (kcal/mol)

16.6

13.3

18.5

15.5

Rd (Å)

3.63

3.62

3.68

3.69

All three functionals performed reasonably well when compared with the
benchmark calculations. Separation between the two corannulene monomer units were in
the range of 3.62-3.68 Å. This is close to the best estimation of benchmark calculations of
3.69 Å. The potential energy surfaces of π-π stacked dimers like corannulene dimers are
flat near the equilibrium distance. Therefore, small binding energy difference can be seen
with a small difference of separation distance. This may lead to numerical problems for
the optimization of intermolecular distance.
The binding energy of 2E corannulene dimer conformation using Grimme’s B97D
functional was 16.6 kcal/mol which is similar to the reported benchmark result. It is about
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1.0 kcal/mol higher than the benchmark result. The binding energy was underestimated
by the M06-2X functional. Underestimation of London dispersion forces by M06-2X was
previously reported and discussed.38,39 On the other hand, the ωB97X-D functional
overestimated the binding energy of the corannulene dimer by 20%. Therefore, Grimme’s
B97D functional is a good alternative for the calculation of π-π stacking interactions of
larger curved carbon networks with good accuracy and less computational cost compared
with the expensive high level correlated method.
Following this study, another set of calculations was performed for other models
for the corannulene dimer (2S, 3E, 3S, 4E, and 4S) which is shown in Figure 2.1.
Grimme’s B97D method with cc-pVQZ basis set was employed in this set of
calculations. Calculation results are shown in Table 2.4.
Table 2.4

Binding energies (in kcal/mol) and equilibrium separations (in Å) between
the monomers for dimers 2S-4E using B97D method with cc-pVQZ
2S

2E

3S

3E

4S

4E

(C5v)

(C5v)

(D5d)

(D5h)

(D5d)

(D5h)

Eb (kcal/mol)

15.3

16.6

9.7

8.6

18.2

13.0

Rd (Å)

3.66

3.63

3.14

3.24

3.36

3.66

Dimers 2S
The staggered conformation of the concave-convex dimer (2S) was slightly less
stable compared to the eclipsed dimer 2E. This is quite similar to previously reported
results using SCS-MP2. 2 The energy difference between the 2S and 2E conformations in
B97D/cc-pVQZ calculations was almost the same as the difference calculated at the SCS51

MP2 level. However, calculation of forced C5v symmetry 2S configurations exhibit
imaginary frequencies while 2E does not show any imaginary frequencies. Therefore, the
final geometry optimized structure of 2S is not a minimum energy conformation. Clearly,
the calculation of 2S and 2E conformation in the gas phase using both SCS-MP2 and
B97D levels predicted that the eclipsed 2E conformation is the lowest energy
arrangement of the concave-convex corannulene dimer.
Convex-convex dimer 3
The 3E conformation of the convex-convex dimer was studied and reported by
Tsuzuki in 1998.16 The reported equilibrium distance between the two monomer units in
the 3E conformation was 3.2 Å at the MP2 method with 6-31G* and 6-311G* basis sets.
The calculated BSSE corrected binding energy was reported as 13.4 kcal/mol at the
MP2/6-311G(2d) level. Our studies gave equilibrium distance for 3S and 3E
conformations of 3.14 Å and 3.24 Å, respectively, which is similar to Tsuzuki’s
estimation. However, a significantly smaller binding energy was calculated for the 3E
conformation at the B97D method as compared to Tsuzuki estimates at MP2.16 This
result can be explained by the known overestimation of the correlation effect at the MP2
level. Also, the staggered 3S conformation is more stable by 1.1 kcal/mol than the
eclipsed 3E conformation. The interaction between the two central five membered rings
is more favored in the staggered conformation of the convex-convex arrangement than in
the eclipsed conformation, since the distance between two monomers in the staggered
form is smaller than in the eclipsed form. Also, interactions are stronger in the concaveconvex arrangement than the convex-convex arrangement. Even though interactions are
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smaller in the convex-convex arrangement, the binding energies for conformation 3 are
significant in that only ten carbon atoms are in the optimal Van der Waals contact range.
Planar complex 4
The binding energies of the planar 4S and 4E conformations are significantly
different. This was already predicted in the previous report.2 The planar 4S conformation
has almost 5 kcal/mol larger binding energy than the planar 4E conformation. This result
is opposite from the results for the planar benzene dimer system. In the benzene dimer,
binding energies of the eclipsed and staggered conformations are almost the same. An
explanation for the higher binding energy in the 4S conformation was given in previously
reported results. In the 4S conformation, a larger number of carbon-carbon non-bonded
interactions can be seen with attractive van der Waals distances. As a result, equilibrium
separation of the two monomers was reduced by 0.3 Å in the 4S conformation compared
to the 4E conformation.
4S and 4E conformations do not represent minima on the potential energy surface
of the dimer, since the planar structure is a transition state for the bowl-to-bowl inversion
of corannulene. The binding energy of the curved 2E system is ~10% lower than that of
the planar 4S system at the B97D/cc-pVQZ level. The previously reported results using
the SCS-MP2 method are in agreement with the results obtained using the B97D method.
Therefore, the strength of the π-π interaction is almost similar in both curved conjugated
carbon networks and planar conjugated systems of the same size. However, in the curved
corannulene dimer, the interaction is not purely dispersive. Part of the interaction comes
from the dipole-dipole interaction since the curved corannulene is polar, and the dipole
moment of curved corannulene is 2.0 D. Dipole-dipole stabilization of the 2E and 2S
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conformations was estimated at ~15% of the total binding energy. Therefore, pure
dispersion interactions in a curved surface are at least 20-25% smaller compared to the
planar model in the case of corannulene dimer. This is further supported by the recent
study of π-π interaction changes with the curvature of the π-systems of the corannulene
and coronene dimer systems by Sherill’s group.40 This study suggests that the changes of
the curvature of the π-system affect all the four major contributions of non-covalent
interactions (i.e. electrostatic, induction, dispersion, and exchange). Also, the electrostatic
effect is significant when the curvature increases due to the favorable dipole-dipole
interaction in the concave-convex conformation.40
Conclusion
Three different dispersion corrected functionals have been used to examine their
performance in dispersion interaction calculations. Tests were done on the eclipsed
concave-convex conformation of the corannulene dimer. The binding energies obtained
using Grimme’s B97D method with cc-pVQZ basis set produced results closest to the
benchmark calculation results. The binding energy of the concave-convex eclipsed
corannulene dimer is 16.6 kcal/mol at the 3.6 Å equilibrium separation of the two
monomer units. BSSE was estimated using various basis sets at the B97D method to find
the better basis set to eliminate expensive counterpoise calculations. In this study, the ccpVQZ basis set produced almost negligible BSSE with the B97D method. Therefore, the
expensive counterpoise calculations can be eliminated at least with the cc-pVQZ basis
set. The eclipsed conformation of the concave-convex dimer has stronger interactions
between the two monomers than the staggered conformation of the concave-convex
dimer. However, in the planar corannulene dimer conformation, the staggered form has
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stronger interaction compared to the eclipsed form. Even though the convex-convex
arrangement has less contact area between the two monomers, significant interactions
were obtained in both the staggered and eclipsed forms.
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CHAPTER III
CALCULATION OF π-π INTERACTION IN DIMERS OF THE BOWL-SHAPED
SUMANENE MOLECULE

Introduction
Organic electronic materials have been attracting interest because of their
applications in various devices, such as light emitting diodes, field effect transistors, solar
cells, sensors, etc.1 Specifically, extended polycyclic aromatic compounds including
fullerenes and carbon nanotubes have been extensively studied as electrical materials.2
The performance of organic electronic devices depends on the efficiency of charge (either
positively charged holes or negatively charged electrons) transport. These charge
transport properties can be understood by the magnitude of the electronic coupling which
describes the effects of easy charge transfer between adjacent molecules. Therefore,
molecular packing in the solid state and relative positions of the interacting units are
important for our understandings of organic electronic materials. Non-covalent
interactions such as hydrogen-bonding, van der Waals forces, and π-π interactions are
important in determining the final packing structure.3 Therefore, accurate description of
the interactions between extended aromatic systems is important in determining and
understanding the stacking properties. Recent findings of charge transport properties of
bowl-shaped sumanene crystals by the Hirao group2 sparked our interest in exploring
sumanene π-π stacking properties. In an earlier study, we performed calculation at the
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extrapolated QCISD(T)/aug-cc-pVTZ level on the corannulene dimer.4 These
calculations showed that a dispersion corrected density functional method (DFT) like
B97D yielded results with sufficient accuracy and with only small basis set superposition
errors (BSSE) if a large basis set was used.4
Sumanene (C21H12) and corannulene (C20H10) are the smallest bowl-shaped
fragments of buckminsterfullerene (C60). Sumanene has a hexagon in its center while the
corannulene has a pentagon, and they exhibit C3v and C5v symmetry, respectively. The
relationship between sumanene, corannulene and C60 is illustrated in Figure 3.1.

Figure 3.1

Corannulene and ssumanene relationships with C60 buckminsterfullerene

Theoretical studies of π stacking interactions are challenging. These interactions
are dominated by dispersion type interactions which are not described at the Hartree-Fock
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level or with traditional DFT methods. On the other hand, high level correlated methods
like CCSD(T) or QCISD(T) are computationally expensive.4 Therefore, the MøllerPlesset perturbation theory (MP2) is a reasonable choice to account for these interactions.
However, it is known that MP2 overestimates the interactions of π-π stacked systems.5
Numerous modifications of DFT methods have recently been introduced in order to
combine the cost efficiency of DFT with their accuracy by accounting for dispersion type
interactions.6-9
Several dimer motifs of the corannulene molecule have been extensively studied
by us4, 10, 11 and other groups.12-15 In our previous study on the corannulene dimer, it was
demonstrated that the B97D functional yielded accurate results when large basis sets
were used. Our studies of intermolecular interactions between curved polyaromatic
molecules will continue with a computational study of dimers of the second smallest
curved fragment of C60, sumanene (Figure 3.2, 1), and a detailed study of sumanene
dimer system is reported with the dispersion corrected B97D method7 and different basis
sets. Second order Møller-Plesset perturbation theory (MP2)16 and spin-componentscaled MP2 methods (SCS-MP2)17 calculations with an aug-cc-pvDZ basis set were also
carried out, and the results were compared with the B97D results.
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Figure 3.2

Bowl-shaped sumanene molecule

Computational details
The sumanene monomer was optimized at the MP2 level with the 6-311G* basis
set. This geometry (Table 3.1) is close to the reported X-ray crystal structure of
sumanene,18 and the MP2 optimized monomer geometry was used without further
refinements for all dimer calculations. Dimer calculations were carried out using a series
of single point calculations. Our previous benchmark calculations on the corannulene
dimer4 showed that the B97D method can be used without corrections for BSSE if a large
basis set is used. Therefore the dispersion corrected B97D DFT functional was used in
sumanene dimer calculations.
Two different dimer motifs of sumanene (concave-convex vs. convex-convex)
were initially investigated. In these sets of calculations the 6-311G*,19, 20 cc-pVDZ,21, 22
and TZVP23 basis sets were used with the B97D method. The intermolecular separations
were systematically changed from 2.75 Å to 4.0 Å by changing the distance between the
central hub benzene rings of the sumanene monomer units.
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To determine the most stable potential energy minimum of the stacked sumanene
dimer system, one of the monomer units was rotated systematically around the principal
axis (C3 axis) from 00 to 1200. A series of single point calculations were carried out at
different distances using the aug-cc-pVDZ21, 24, 25 basis set for all of these rotated dimer
motifs.
For comparison purposes, MP2 and SCS-MP2 methods calculations with the augcc-pVDZ and aug-cc-pVTZ21, 24, 25 basis sets were also carried out on the eclipsed
sumanene dimer. For these calculations the minimum energy conformation determined
by DFT studies was used.
All the results were corrected for BSSE by standard counterpoise calculations.26
The equilibrium distances and binding energies were calculated by fitting the BSSE
corrected results to a Morse potential.
Results and discussion
Sumanene monomer
The MP2 optimized geometry of the sumanene monomer is in reasonable
agreement with the X-ray crystal structure data (Table 3.1).18 The geometry is bowlshaped with C3v symmetry. The structure also exhibits significant bond length alterations
both in the central (hub) benzene ring and the outer six membered and five membered
rings (see Table 3.1).
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Table 3.1

Calculated and X-ray crystal structure bond lengths of sumanene monomer
X-ray Crystal

Calculated

Structure18

(MP2/6-311G*)

r1a

1.381

1.395

r1b

1.431

1.443

r2

1.396

1.415

r3a

1.398

1.409

r3b

1.548

1.561

r4

1.430

1.442

Bond

r1b
r2

r1a

r3b
r3a
r4

Pyramidalization angles of π orbital axis vector (POAV)27, 28 can be used to
describe the curvature of bowl-shaped conjugated systems like sumanene, corannulene,
etc. The hub six membered ring carbons of sumanene have a pyramidalization angle of 90
compared to the 11.60 pyramidalization angle of C60 and 80 for corannulene.
Sumanene dimers
Initially, two different dimer motifs were considered. Bowl shaped π conjugated
systems like sumanene possesses two accessible surfaces, concave and convex. Therefore
two different stacking arrangements of these bowl shaped molecules were investigated
(Figure 3.3). The eclipsed conformation of dimers is selected for these initial
calculations.
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Figure 3.3

Surface arrangement conformations of sumanene eclipsed dimer

The results of these calculations are summarized in Table 3.2. From these results,
it can be seen that the binding energy for the concave-convex assembly is significantly
larger than the convex-convex assembly. This result is in good agreement with our
previous calculation on the corannulene dimer which showed concave-convex is indeed
the most stable dimer arrangement. The concave-convex arrangement was also observed
in the X-ray crystal structure of sumanene.29 Therefore, bowl shaped π aromatic systems
favor the concave-convex surface arrangement, which can be easily rationalized by the
larger surface area to maximize interactions (Figure 3.3). BSSE for the 2E system was
~2.0 kcal/mol lower than the 1E system both with the 6-311G* and cc-pVDZ basis sets.
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The BSSE was ~1.0 kcal/mol for the 2E system and ~1.5 kcal/mol for the 1E system at
the equilibrium distance with TZVP basis set.
Table 3.2

Uncorrected and counterpoise corrected binding energies (in kcal/mol)
calculated using different basis sets
6-311G*

cc-pVDZ

TZVP

BSSE Uncorrected

18.89 (3.77)

19.94 (3.84)

17.75 (3.87)

BSSE Corrected

15.35 (3.86)

16.18 (3.83)

15.91 (3.88)

BSSE Uncorrected

8.36 (3.20)

9.29 (3.19)

8.25 (3.25)

BSSE Corrected

6.71 (3.28)

7.49 (3.25)

7.29 (3.29)

1E

2E
(Equilibrium distances (in Å) are in parentheses.)
Rotation around the principle axis plays a significant role in the stability of the
stacked polyaromatic hydrocarbon (PAHs) dimers. Unlike in corannulene, for which the
eclipsed conformation was favored, the bridging –CH2 units in sumanene will increase
steric interactions in the dimer system. These steric interactions can be reduced by
rotating one of the monomer units around the C3 principal axis.
A series of single point calculations were carried out with different rotational
geometries to determine the potential energy surface with respect to rotation of one
monomer unit around the C3 axis, for the stacked sumanene dimers. The monomer
geometry was unchanged during these calculations. The intermolecular distances were
changed from 3.6 Å to 4.0 Å in 0.1 Å increments, and one of the monomer units was
rotated around the C3 principal axis in 300 increments (Figure 3.4).
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Figure 3.4

Graphical representation of rotational dimers of the sumanene dimer

The calculations were performed using the aug-cc-pVDZ basis set, and BSSE was
around 2.0 kcal/mol with this basis set. The corrected binding energies were fitted to a
Morse potential, and the estimated equilibrium distance and binding energies are given in
Table 3.3. The BSSE corrected results with the aug-cc-pVDZ basis set showed that the
most favorable angle is around 600 (1E60). The 1E60 dimer is ~2.5 kcal/mol more stable
than the eclipsed sumanene dimer (1E0). The 600 rotated dimer system (1E60) was clearly
favored, and the other three forms (1E0, 1E30, and 1E90) had about 2.5 kcal/mol smaller
binding energies
.
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Table 3.3

Counterpoise corrected binding energies and equilibrium distances
calculated using aug-cc-pVDZ basis set
Conformation

1E0

1E30

1E60

1E90

Binding Energy (kcal/mol)

16.70

16.77

19.34

16.77

R (Å)

3.83

3.84

3.72

3.83

(Results are fitted to the Morse potential)
Sumanene can be described as a triphenylene unit with three bridging methylene
groups forming three five membered rings. Only the triphenylene part of the system is
conjugated. Therefore, the minimum energy conformation of the sumanene dimer system
may be expected to be similar to the conformation of the triphenylene dimer. The
minimum energy conformation of the stacked face to face triphenylene dimer has a
structure where one monomer is rotated by 350 (see Chapter V).29 However, in the
sumanene dimer, the rotational angle of minimum energy geometry was found to be
about 600. This can be explained by the bridging –CH2 units of the sumanene. The steric
interactions between methylene groups are minimized in the 600 arrangement but they are
significant in the eclipsed (1E0) as well as in the 300 and 900 arrangements (1E30 and
1E90). Also in the 600 rotated conformation, additional methylene - π interactions are
possible between the –CH2 groups in one monomer with the π system of the other
monomer. The Exo-CH bond of one monomer is in close contact with the endo-CH bond
of the other monomer when the dimer system is exactly eclipsed. If one of the monomer
units is rotated around the principle axis these bonds will no longer be in close contact
and reduce the steric repulsion between them. As expected, rotating one of the monomer
units in the sumanene dimer reduces the steric repulsion of –CH2 units in the eclipsed
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sumanene dimer. In our previous calculations on the corannulene dimer, the binding
energy of the eclipsed motif was 16.6 kcal/mol at a 3.63 Å equilibrium distance between
the monomers while the binding energy of the staggered motif was 15.3 kcal/mol with a
3.66 Å equilibrium distance between monomers. Therefore, in the corannulene dimer,
rotation of one monomer from eclipsed to staggered slightly lowered the binding energy
of the system. But unlike in the corannulene dimer system, the distortion of the extended
π conjugated system results in favorable π-π interactions in the stacked sumanene dimer
system. The calculations clearly showed that the equilibrium distance between the
monomer units is decreased when rotating one of the monomer units from 00 to 600
(Table 3.3). This indicates that the distortion of the π interaction of the monomer units
increases the binding of the two monomer units.
The calculated rotational potential energy curve based on the BSSE corrected
binding energies of the sumanene dimer is shown in Figure 3.5, which displays the
potential energy function plotted against the rotational angle (around the C3 axis) at a 3.8
Å separation between the two monomers. The minimum potential energy is set to zero in
the graph. From Figure 3.5, it can be seen that rotation from an eclipsed to a staggered
conformation will increase the binding energy of the dimer. Also, it shows that the 600
rotated dimer conformation is the most stable conformation of the sumanene dimer. The
binding energy of the 600 rotated staggered dimer is 2.5 kcal/mol larger than the binding
energy of the eclipsed dimer.
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Rotational potential energy curve at R = 3.8 Å for the sumanene dimer
rotational conformations calculated at the B97D level with the aug-ccpVDZ basis set

From the rotational potential energy surface (Figure 3.5) of the sumanene dimer
system, it appears that the distortion of the π system (by rotation) can increase the
interaction between curved conjugated bowl-shaped molecules like sumanene. In
addition, there is a favorable –CH-π interaction which results in a minimum energy
conformation of the sumanene dimer different from that of the triphenylene unit.
For comparison purposes we carried out some additional calculations using the
MP2 and SCS-MP2 methods to validate the B97D results. Again a series of single point
calculation were performed with the MP2 and SCS-MP2 methods. In these calculations,
only the eclipsed sumanene dimer and the 600 rotated stacked sumanene dimer were
considered, and the results are presented in Table 3.4.
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Table 3.4

Morse potential fitted BSSE corrected equilibrium distances (R in Å) and
binding energies (in kcal/mol) of the 1E0 and 1E60 dimer geometries using
different methods with the aug-cc-pVDZ basis set
B97D

MP2

SCS-MP2

1E0

1E60

1E0

1E60

1E0

1E60

16.70

19.34

27.09

29.75

16.18

18.86

3.83

3.72

3.67

3.65

3.83

3.75

Binding Energy
(kcal/mol)
R (Å)

Second order Moller-Plesset perturbation (MP2) theory does account for
dispersion type interactions, but it is known that the MP2 method strongly overestimates
the dispersion type long range electron correlation.5 This was confirmed by our MP2
calculations on the sumanene dimer. However, the calculations on sumanene dimer with
MP2 indeed yield the same minimum energy geometry as the B97D method. Grimme’s
spin-component-scaled MP2 (SCS-MP2), which is a numerical modification to MP2,
significantly improved the dispersion interaction calculation. The results calculated with
the SCS-MP2 method showed that the SCS-MP2 binding energies of the sumanene dimer
system are close to the B97D binding energies. All B97D, MP2, and SCS-MP2 methods
suggested that the 600 rotated dimer is more stable than the eclipsed dimer by ~2.5
kcal/mol. Compared to the eclipsed conformation the most stable dimer motif is predicted
to be the concave-convex form with one monomer unit rotated about 600 from the
eclipsed form. The binding energy is predicted to be about 19.0 kcal/mol with a
monomer-monomer distance of 3.74 Å.
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Comparing the sumanene results to the results for the corannulene dimer, there is
one important difference. For the corannulene dimer the eclipsed conformation was the
most stable dimer motif. At the SCS-MP2 level, the eclipsed form was about 3 kcal/mol
more stable than the staggered form. For sumanene, however, the staggered form was
about 2.5 kcal/mol more stable than the eclipsed form. For both systems, the binding
energy was about 19.0 kcal/mol at the SCS-MP2 level, and the equilibrium distances
were ~3.5 Å and 3.8 Å for corannulene and sumanene, respectively.4 Corannulene is a
completely conjugated bowl shaped molecule while in sumanene only the triphenylene
unit is conjugated. Due to the lack of conjugation of the sumanene in the eclipsed face to
face dimer and the steric strain caused by the –CH2 units, sumanene has smaller π-π
attractive interactions compared with the corannulene eclipsed dimer system. The
rotation of one monomer unit reduces the steric hindrance of –CH2 units and increases –
CH – π interaction making the 600 rotated sumanene dimer a little more stable than the
corannulene dimer.
Sumanene dimer was previously studied by Sastry’s group to investigate the
effects of the BSSE on the structure of the π-systems.15 These studies were carried out
using the MP2 method with lower quality basis sets. Recently, the dimer systems have
been studied by few other groups using the DFT-D method.30-32 The results obtained from
our study are almost in agreement with these recently published studies.
Conclusion
The concave-convex surface arrangement is the most favorable arrangement for
dimers of sumanene. The binding energy and the equilibrium distance of the most stable
conformation of the sumanene dimer were found to be 19.34 kcal/mol and 3.72 Å
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calculated at the B97D/aug-cc-pVDZ level. The most stable geometry was the 600 rotated
concave-convex stacked sumanene dimer. The binding energy of the eclipsed concaveconvex dimer was 16.70 kcal/mol, and the equilibrium distance between the monomer
units was 3.83 Å. The basis set superposition errors at the B97D method with aug-ccpVDZ basis set are still large, roughly 3.0 kcal/mol at the equilibrium distance. The
calculated binding energy at the MP2 level was 29.75 kcal/mol for the minimum energy
conformation while the SCS-MP2 method yielded 18.86 kcal/mol. The minimum energy
600 rotated geometry is 2.5 kcal/mol more stable than the eclipsed face to face geometry
of the sumanene dimer at the B97D, MP2, and SCS-MP2 levels. Calculations of
sumanene dimer implied that the rotation of one monomer unit around the principal axis
can alter the stability of the dimers of bowl-shaped molecules like sumanene. Also, the
distortion of the extended π conjugated system can change the extent of the interaction
between curved conjugated PAHs.
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CHAPTER IV
π-π INTERACTION IN HETEROSUMANENE DIMER: THE EFFECTS OF
HETEROATOM SUBSTITUTION IN THE BAY REGION
OF THE SUMANENE MOLECULE

Introduction
Electron rich extended π conjugated molecules have rapidly progressed as organic
electronic materials in the past few years.1 These compounds are promising candidates in
optoelectronic devices such as organic field effect transistors,2 organic solar cells,3
organic light emitting diodes,4 detectors,5 and sensors.6 Efficiency of charge transport is
the key to obtain high performance electronic materials. Electronic coupling between
adjacent molecules will enhance the charge transport properties of these devices.
Therefore, the packing mode of the organic materials will decide the charge transport,
and hence the performance of the device.1, 7 In extended π conjugated molecules, weak
intermolecular forces like π-π interactions play a dominant role for the packing structure.
A tremendous amount of effort has been done to improve the face-to-face interaction (π-π
stacking) and to increase the π-π interactions in adjacent molecules.8, 9 Heteroannulation,
introduction of heteroatoms to the π conjugated systems, has been done to increase nonbonded interactions.10-14 Substitution of heteroatoms will change the packing mode of
such systems and increase the performance of electronic devices. Our previous study on
sumanene dimer led us to explore the effects of heteroannulation on the packing mode of
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the system and the non-bonded interactions of their dimers. Since sumanene has three
benzylic positions in its bay region, substitution of the heteroatoms for the methylene
group is feasible. This distinguishes sumanene from other buckybowls like corannulene.
In this study, the relationship between substitution of heteroatoms in the methylene units
of the sumanene with the π-π interaction of the heterosumanene dimers has been studied.

Figure 4.1

Structure of parent sumanene and heteroatom substituted sumanenes

Sumanene, a C21H12 hydrocarbon, is a bowl-shaped fragment (Figure 4.1) of C60.
Sumanene has three peripheral methylene groups that can be functionalized. The bridging
methylene groups in sumanene can be replaced by different heteroatoms like -NH, -O, -S,
etc. to obtain different heterosumanenes (Figure 4.1). Replacing the methylene group by
a heteroatom can change properties like curvature and bowl-to-bowl inversion of the
sumanene.
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Hückel’s 4n + 2 rule is widely used to identify aromaticity and hence the stability
of monocyclic π conjugated systems.15 However, for fused polycyclic aromatic systems
like the planar coronene and the bowl-shaped corannulene, the application of the Hückel
rule is no longer straightforward. Therefore the “annulene-within-an-annulene” model
has been used to evaluate the stability or the aromaticity of these fused polycyclic
systems.16, 17 According to this model, the inner hub and the outer rim of the fused
polycyclic systems are considered separately. In this study, the heterosumanenes selected
satisfy the Hückel 4n + 2 rule for outer rim as well as for the inner hub six membered
ring and should exhibit aromatic properties.
Sumanene is a 18 π electrons system with 18 sp2 centers, while the
heterosumanenes (1O, 1NH, and 1S) have 24 π electrons and 18 sp2 centers. Both the hub
(the central benzene ring) and the rim of the heterosumanenes are fully conjugated, with
6 π electrons in the hub and 18 π electrons in the rim. Therefore, all the selected hetero
atom substituted sumanenes are aromatic and stabilized compared to the parent
sumanene. A detailed computational study of the bowl-to-bowl inversion, bond length
alterations, stability, and synthetic feasibility of the sumanene and its heteroatom
substituted sumanenes has been carried out by the Priyakumar and Sastry group.18
However, none of the work reported attempts to explain π-π interactions, stacking
properties, and the equilibrium structures of the sumanene and heterosumanene dimer
systems. Therefore, three different heterosumanenes (1X) and the parent sumanene were
selected in this study to obtain the detailed effects of heteroatom substitution and
aromaticity on the π-π interaction of their dimer systems. Our studies of the monomers
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focused on bond length alteration and the curvature of the systems through π orbital axis
vector (POAV) analysis.19, 20
Computational details
The sumanene monomer (1CH2) was initially optimized at the B3LYP21, 22/6311G(d,p)23, 24 and MP2/6-311G levels. The results (Table 4.1) are in good agreement
with the experimental X-ray crystal structure,4 and the B3LYP optimized monomer
geometry was used for the rest of the calculations without further refinement. B3LYP
optimized structures were also used for the heterosumanene monomers. The POAV angle
calculations19, 20 were carried out for the B3LYP optimized structures using the POAV
Fortran code written by us (see Appendix A).

Figure 4.2

Eclipsed (2X) and Staggered (3X) face to face dimer configurations.

(The red color dotted lines represent the one monomer while the solid black lines
represent the other monomer)
Two different dimer motifs, one eclipsed structure and one structure where one
monomer unit has been rotated by 600 relative to the other one, were chosen as shown in
Figure 4.2. For the two geometries of the heterosumanene dimer motifs, a set of single
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point calculations at different intermolecular distances were carried out. These single
point calculations were performed using the B97D method25 with the cc-pVTZ26, 27 basis
set. Based on our benchmark calculation on the corannulene dimer,28 it was concluded
that the dispersion corrected density functional method (DFT) B97D can provide accurate
results for interaction energies of dimers of curved shaped molecules. Therefore, the
B97D method was used in the calculations. All the results were corrected for basis set
superposition error (BSSE) using standard counterpoise techniques.29 The equilibrium
distances between the monomer units and the interaction energies for the dimer systems
were determined by fitting the BSSE corrected results to a Morse potential.
The X in dimer 2X and 3X is refers to the substituted heteroatom, -NH, -O, -S,
and –CH2. Therefore, for a given dimer it will be referred to as its conformation number
(2, 3) and its substituted hetero atom (X) or –CH2. Monomer geometries will be referred
to as number 1 along with the substituted heteroatom or –CH2 unit.
Results and discussion
Heterosumanene monomers
The only systems that have been synthesized are the parent sumanene molecule30
and the trithiasumanene31 (1S). The calculated bond lengths as well as experimental bond
lengths from the crystal structure30 are shown in Table 4.1. Significant bond length
alterations were also observed in the crystal structure of the 1S system. However, due to
significant distortions of the crystal structure from C3v symmetry, bond lengths of the
crystal structure could not be directly compared with the calculated results.31 Therefore,
for the initial geometry optimization of monomers, sumanene crystal structure data are
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compared with the calculated bond length of sumanene to select the best method for the
heterosumanene monomer geometry optimization.

Table 4.1

Calculated and crystallographic bond length of sumanene
Bond length(Å)
Crystal

Calculated

Calculated

Bond

Structure30

(MP2/6-311G*)

(B3LYP/6-311G(d,p))

r1a

1.381

1.395

1.390

r1b

1.431

1.443

1.439

r2

1.396

1.415

1.405

r3a

1.398

1.409

1.404

r3b

1.548

1.561

1.552

r4

1.430

1.442

1.440

(see Figure 4.1)
The calculated bond lengths of the sumanene monomer are close to the
crystallographic data using the B3LYP method and the 6-311G(d,p) basis set level.
Calculated bond lengths at the MP2 level are somewhat longer than the bond lengths
calculated at the B3LYP level.
Bond length alterations at the hub and rim were calculated using equation 4.1 and
4.2. The calculated ∆

and ∆

at the MP2 and the B3LYP levels are in reasonable

agreement with the crystal structure (see Figure 4.1).
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∆

4.1

∆

4.2

Therefore, the B3LYP level with 6-311G(d,p) basis set was used to optimize the
structures of all heterosumanene monomers. The results are summarized in Table 4.2.
Table 4.2

Bond lengths, bond alterations in the hub (Δhub), and bond alterations in the
rim (Δrim) of the heterosumanenes (1X) obtained from B3LYP method with
6-311G(d,p) basis set level.
r1a

r1b

r2

r3a

r3b

r4

(Å)

(Å)

(Å)

(Å)

(Å)

(Å)

1O

1.396

1.426

1.387

1.406

1.406

1NH

1.395

1.420

1.397

1.416

1CH2

1.385

1.432

1.397

1S

1.390

1.413

1.389

∆

∆

1.414

0.030

0.027

1.418

1.412

0.025

0.016

1.397

1.553

1.429

0.048

0.032

1.408

1.809

1.415

0.023

0.026

Heterosumanene

(The bond lengths are defined in Figure 4.1)
Cleary the bond length alterations of the hub and rim are smaller in 1O, 1NH, and
1S heterosumanenes compared with the parent sumanene (1CH2). This can be explained
by the π electron count of the hub and rim. The heterosumanenes, 1O, 1NH, and 1S,
contain 6π electrons and 18π electrons at the hub and rim, respectively, while the parent
sumanene contains 6π electrons and 12π electrons at its hub and rim, respectively.
Therefore trisubstituted sumanenes obey Hückel’s 4n + 2 rule both in their hub and rim.
The bond length alterations in the hub and rim of heterosumanenes are smaller than in the
parent sumanene. Also, the bond length alteration of the hub is decreasing when the size
of the heteroatom increases from 1O to 1NH to 1S systems. Therefore, the bond length
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alterations are changing with the π electron counts of heterosumanenes and the size of
heteroatoms. The central six membered rings of 1O, 1NH, and 1S heterosumanenes all
have close to aromatic C-C bond lengths. The calculated bond lengths and bond
alterations of the hub and rim in heterosumanenes with the B3LYP method at the 6311G(d,p) basis set are in good agreement with previously reported calculated data with
the B3LYP method at cc-pVDZ basis set by Priyakumar and Sastry.18 The B3LYP
optimized geometries with the 6-311G(d,p) basis set were used for monomers in the rest
of the performed calculations.
All the heterosumanenes studied in this context are bowl-shaped C3v symmetric
compounds. Therefore, the above mentioned bond length distortions may be caused by
the curvature of the conjugated aromatic systems. The curvature of these buckybowls was
found by Haddon’s POAV angles (Chapter II). To calculate the curvature of these bowlshaped compounds, POAV angles were calculated by a FORTRAN code written by us.
The FORTRAN code written for POAV analysis was checked for the previously reported
corannulene monomer by our group.32 POAV angle calculations were carried out using
the B3LYP optimized geometries, and the measured angles are summarized in the Table
4.3.
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Table 4.3

The calculated POAV angles (Deg) of the corannulene and the
heterosumanene compounds at the hub
POAV angle
Bowl-shaped compound

(900 – θ0σπ) (Deg)

Corannulene

8.20 (8.2032)

1CH2

8.81

1NH

10.68

1O

11.89

1S

5.38

(Previously reported POAV angle for the corannulene32 is given in the parenthesis)
A clear dependency between the curvature of the heterosumanenes and the size of
the heteroatom can be seen from the results in Table 4.3. The curvature of bowl-shaped
compounds decrease from 1O to 1NH to 1CH2 to 1S as the size of the heteroatoms
increases. The curvature of the system also contributes to the bond length alteration in the
hub six membered ring as seen from the POAV analysis of the heterosumanenes. All the
POAV analysis results are close to the values reported by Priyakumar and Sastry using
the POAV3 program.18
Heterosumanene dimers
Our study of the sumanene dimer system clearly showed that the concave-convex
arrangement is preferred over the convex-convex arrangement due to the larger contact
area of concave-convex surfaces. Therefore, in our calculations on the heterosumanene
dimers, only the concave-convex arrangement was considered. Interestingly, previous
calculation on the sumanene dimer showed that the eclipsed conformation was not the
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most stable dimer conformation, but the staggered conformation, where one monomer
was rotated by 600 around the principle axis (C3 symmetry axis), was the most favorable
arrangement. Therefore, two different dimer motifs were considered in the calculations of
interaction energies of the heterosumanene dimers. Those are shown in the Figure 4.2.
The B3LYP/6-311G(d,p) optimized geometries were used for the monomers
without further refinements. Interaction energy calculations of the two different dimer
motifs (Figure 4.2) were performed using the B97D dispersion corrected DFT method
with cc-pVTZ basis set. A set of single point calculations were performed at different
distances between the two monomers ranging from 3.5 Å to 4.0 Å when X = CH2, NH, S,
and from 3.9 Å to 4.3 Å when X = O. Standard counterpoise calculations29 were carried
out to correct the interaction energies for BSSE. BSSE corrected potential energy curves
for 2X systems are shown in the Figure 4.3.

Binding Energy (kcal/mol)

-11.00
-12.00
-13.00

2CH2

-14.00

2NH

-15.00

2O

-16.00

2S

-17.00
-18.00
3.4

3.6

3.8

4

4.2

4.4

Distance (Å)
Figure 4.3

BSSE corrected interaction potential energy curve for eclipsed 2X
heterosumanene systems

(Negative of the binding energies are shown in the graph)
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For the oxygen analog, the monomer-monomer distance is longer and the
potential surface is flatter compared to the other dimer systems. The calculated potential
for 2CH2, 2NH, and 2S systems are also flat around the minimum energy distances
(Figure 4.1) which vary between 3.75 Å (X = S) to 3.85 Å (X = NH).
Equilibrium distances between the two monomer units and the binding energies of
the eclipsed dimer systems (2X) were calculated by fitting the results from single point
energy calculations to a Morse potential are shown in Table 4.4. Formally, both the hub
and rim of all three heterosumanene systems are aromatic based on Huckel’s 4n+2 rule in
contrast to the parent sumanene. Therefore, π electrons of these extended conjugated
systems are more polarizable than in the parent sumanene. According to London’s
dispersion formula, these heterosumanene may have stronger π-π stacking interactions
than the sumanene dimer. However, all the heterosumanenes have lower binding energy
than the sumanene dimer (Table 4.4).
Table 4.4

Morse potential fitted equilibrium distance and BSSE corrected binding
energy for the 2X systems
2CH2

2NH

2O

2S

Binding Energy (kcal/mol)

17.44

16.40

12.17

15.33

R (Å)

3.79

3.84

4.13

3.76

(positive energies are for the attraction)
The interaction energy of the eclipsed form of the sumanene dimer (2CH2) is
17.44 kcal/mol at the 3.79 Å equilibrium distance between the two monomer units. 2O
heterosumanene has the smallest binding energy which is about 5.0 kcal/mol smaller than
the binding energy for 2CH2. The binding energies of the 2NH system and 2S system are
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~1.0 kcal/mol and ~2.0 kcal/mol smaller than the binding energy of 2CH2, respectively.
Oxygen containing heterosumanene shows larger equilibrium separation between the two
monomers than the others. 2NH, 2CH2, and 2S systems have 3.75 – 3.85 Å separation
between their monomers at equilibrium while the 2O system has 4.13 Å distance between
its monomers.
The same set of single point calculations were carried out for the staggered
conformation (3X), and the calculated potential energy curves for the 3X systems are

Binding energy (kcal/mol)

shown in Figure 4.4.

-11
-13
3CH2

-15

3NH

-17

3O

-19
-21
3.25

3S
3.75

4.25

Distance (Å)
Figure 4.4

BSSE corrected interaction potential energy curve for staggered
dimers(3X) of heterosumanene

(Negative of the binding energies are shown in the graph)
The potential energy curves obtained for the 3X dimer systems showed the same
trend as for the eclipsed 2X dimer systems. The oxygen analogs are different from the
other systems. It has a larger separation between the monomers at equilibrium. All these
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single point results were fitted to a Morse potential to calculate the equilibrium distance
and the interaction energy of the systems, and the results are shown in Table 4.5.
Table 4.5

Morse potential fitted equilibrium distance and BSSE corrected binding
energy for the 3X systems
3CH2

3NH

3O

3S

20.11

17.40

12.28

16.61

3.70

3.83

4.12

3.70

Corrected Binding Energy
(kcal/mol)
R (Å)

(positive energies are for the attraction)
As in the 2X system, the -CH2 analog has the strongest binding between the two
monomer units compared to the other 3X systems. The calculated BSSE corrected
binding energy of the 3CH2 system is 20.11 kcal/mol with 3.70 Å separation between the
two monomers. The 3NH system has ~2.5 kcal/mol smaller binding energy than the
3CH2 system. Furthermore, the -CH2 analog has almost 3.5 kcal/mol and 7.5 kcal/mol
larger interaction energies than the 3S and 3O systems, respectively. The results for the
3X systems showed the same trend as for the 2X systems. The 3O system has an
equilibrium distance of 4.12 Å between the two monomer units. For the 3NH, 3CH2, and
3S systems, the equilibrium separation distances are 3.83 Å, 3.70 Å, and 3.70 Å,
respectively.
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Binding Energy (Kcal/mol)
Figure 4.5

25
20
15
10

Eclipsed
Geometry (2X)

5

staggered
Geometry (3X)

0

Morse potential fitted BSSE corrected binding energy for the two different
geometries of the heterosumanenes using the B97D method with the ccpVTZ basis set

The binding energies for sumanene and all the heterosumanenes are summarized
in Figure 4.5. Clearly the interaction energies of the 2X and 3X systems follow the same
trend. These results clearly show that rotating one monomer to a staggered conformation
increases the interaction energies for all the systems, except the 3O analog. The oxygen
analog is different from the other systems; because rotation from the eclipsed
conformation only leads to a minor change in the binding energy. This is probably caused
by the fact that the complex is weaker, and the monomer-monomer distance is longer in
this system. For both the eclipsed and staggered conformations, the parent sumanene
dimer has the strongest binding energy, while the oxygen analog forms the weakest
dimer.
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All the heterosumanenes studied herein are curved, and all these systems are polar
like the parent sumanene. Therefore, the binding of these curved concave-convex systems
has a dipole-dipole interaction contribution which may affect the stacking arrangements.
All the heterosumanene systems have significant dipole moments. The calculated dipole
moments at the B3LYP/6-311G(d,p) level are given in Table 4.6.
Table 4.6

Calculated dipole moments of the heterosumanenes at B3LYP level

Heterosumanene

1CH2

1NH

1O

1S

2.46

5.17

2.20

1.29

Dipole moment
(Debye)

The dipole moments of the curved compounds increase when the curvature of the
system increases. This behavior is seen from the series of heterosumanenes 1S, 1CH2,
and 1NH. Based on this the 1O system should have the largest dipole moment of all, but
a lower dipole moment was observed. This is caused by two effects, the effect of the
curvature and the effect of the heteroatom, which were acting in opposite directions and
the resulted is a smaller dipole moment. In 1O, direction of the dipole moment was
towards the concave side, while the 1S, 1CH2, and 1NH were in the opposite direction.
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1NH, 1CH2, 1S analogs

Figure 4.6

1O analog

Dipole moment directions of the parent sumanene and the heterosumanenes

Unlike in the previous studies on corannulene and coronene dimer system by
Sherill’s group,33 both simple geometric effects and electronic effects affecte the
interactions of the parent sumanene and the heterosumanenes. The equilibrium distance
between the monomers increases when the curvature of the system increases from –CH2,
-NH, to –O systems. This geometric change leads to a smaller charge penetration
contribution to the electrostatic interactions. The orbital overlap of the peripheral atoms
in the outer monomer with the atoms in the inner monomer is weakening when the
curvature increases. Therefore, -O analog has a weak interaction compared with the –CH2
and –NH systems. Even though the –NH has a larger dipole moment, the geometric
effects are stronger in –CH2 than the electronics effect of the –NH system. Also, the -S
analog has a larger binding energy than the –O analog since the geometric effects of –S
analog is stronger compared with the –O analog. When comparing the –NH and –S
analogs, the electronic effects in –NH is stronger than the smaller geometric changes
between the –S and –NH dimer systems.
Conclusion

A more comprehensive computational study of the π-π interactions of
heterosumanenes were carried out using the B97D method with the cc-pVTZ basis set.
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Nitrogen, oxygen, and sulfur were used as heteroatoms at the methylene positions of the
parent sumanene compound. All these buckybowls have 6π electrons in the hub and 18π
electrons in the rim. According to Hückel’s rule, all these heterosumanenes should be
aromatic. However, all the monomers of the heterosumanenes show significant bond
length alterations in their structures. For the dimers, two different dimer motifs were
considered, eclipsed and staggered. The staggered stacked dimer systems exhibited
stronger binding energies than the eclipsed dimer systems. This can be rationalized by a
distortion of the π system which in turn can increase the stabilities of the dimer. The
parent sumanene still exhibits the largest binding energy compared to the other dimer
systems. The oxygen analog has the smallest interaction energy. The dimer of the
nitrogen analog is less stable than the parent sumanene but more stable than the sulfur
containing system. The same trends in the binding energies were observed in both
eclipsed and staggered geometric conformations. Heteroatom substitution of the
sumanene systems has a significant effect on binding energies and equilibrium distance
between the monomers, but the parent sumanene still has the strongest binding energy of
all.
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CHAPTER V
COMPUTATIONAL STUDY OF THE STACKING INTERACTION OF THE
TRIPHENYLENE DIMER USING DISPERSION CORRECTED DENSITY
FUNCTIONAL METHOD B97D

Introduction

Polycyclic aromatic hydrocarbons (PAH) are a class of organic compounds that
contain fused benzenoid units. This class of compounds ranges from naphthalene, the
smallest member, to graphene, the ultimate member. Triphenylene is one of the
intermediate members of PAHs with a disk-like shape, and it is a trimer of benzene.1
Triphenylene has 18π electrons and 18 sp2 centers. The total number of π electrons and
sp2 centers of triphenylene are equal to the total number of π electrons and sp2 centers of
the curved polycyclic aromatic hydrocarbon of sumanene. The only difference between
triphenylene and sumanene is that sumanene has three bridging methylene units
connecting the benzene rings. Triphenylene is planar with D3h symmetry, and sumanene
is bowl-shaped with C3v symmetry.
Tetracyclic PAHs like triphenylene are important in the field of organic electronic
materials.2 These compounds are interesting due to their simple structure and high
symmetry. Disk-like compounds such as triphenylene have a tendency to organize
spontaneously to produce columnar discotic lattices.3-7 The main application of these
types of compounds is one-dimensional electrical conductors.7 Charge transport
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properties of the conductors are mainly determined by their aromaticity and the
interaction between aromatic moieties.8, 9 Position and the orientation of the nearestneighbor disk are important for the optimal charge transport properties of these conductor
devices. Therefore, the proper estimation of interaction energies between the PAH’s
dimer systems is helpful to design new conductor materials. The dimer system of
triphenylene has been investigated previously by Prampolini and Cinacchi1 using the
optimized potentials for liquid simulation (OPLS) force field method and by Yurtsever10
using the second order Møller-Plesset perturbation (MP2) method.11 However, neither
group provides accurate determination of interaction energies of the triphenylene dimer
systems. The MP2 method is known to overestimate weak interactions like dispersion.12
Therefore, the triphenylene dimer system was revisited, and the interaction energies of
the dimer system was investigated by the dispersion corrected density functional method
B97D.13 The choice of method was based on our previously reported benchmark studies
of corannulene dimer systems, which demonstrated that the B97D method combined with
large basis sets gave reasonably accurate results.14 The interaction energy of the stacked
face-to-face dimer of triphenylene was investigated and reported. Rotational potential
energy calculations were also carried out to understand the effects on the interaction of
the stacked triphenylene dimer system. Also, parallel displaced face-to-face dimers were
investigated. All the results are compared with previously reported results.1, 10
Computational details

Geometry optimization of the triphenylene monomer was performed using the
B97D method with the aug-cc-pVTZ15-17 basis set. The X-ray crystal structure exhibits
significant bond length alteration throughout the triphenylene molecule. The calculated
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bond lengths and the crystal structure data18 are quite similar. Therefore the aug-cc-pVTZ
optimized geometry was used for the rest of our calculations without further refinements.
A series of single point energy calculations was performed for the triphenylene
dimer with various stacking geometries (including sandwich and parallel displaced
geometries) using Grimme’s B97D dispersion corrected density functional method.
For the face-to-face sandwich geometry, the eclipsed structure as well as
structures where one monomer is rotated around the main axis of rotation were
investigated to locate the global minimum for the triphenylene dimer system. Three
different basis sets, aug-cc-pVDZ15-17, aug-cc-pVTZ, and cc-pVQZ15, 17, were employed
for these calculations.
Another series of single point calculations was performed using the B97D method
with the aug-cc-pVDZ basis set for the parallel displaced triphenylene dimer system. In
these calculations, one of the monomer units in the dimer was displaced by a half and full
width of the central benzene ring of the triphenylene monomer.
All the binding energies calculated for different geometric arrangements were
corrected for basis set superposition errors (BSSE) by the counterpoise method19, and all
the binding energies tabulated here are BSSE corrected results. The BSSE corrected
binding energies were then fit to a Morse potential to calculate the equilibrium distance
of the dimer and the binding energy of the dimer system.
Results and discussion
Triphenylene monomer

The structure of triphenylene was optimized at the B97D/aug-cc-pVTZ level. The
optimized geometry exhibited planar D3h symmetry as expected. Significant bond length
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alteration of triphenylene was observed as in the X-ray structure.2 The calculated bond
lengths and X-ray crystal structure bond lengths are given in Table 5.1.
Table 5.1

Calculated and X-ray crystal structure bond lengths of triphenylene
X-ray Crystal

Calculated

Structure18

(B97D/aug-cc-pVTZ)

r1a

1.421

1.4267

r1b

1.465

1.4653

r2

1.418

1.4156

r3

1.386

1.3847

r4

1.411

1.4024

Bond

r1b
r1a
r2

r4
r3

The various C-C bond lengths in triphenylene are significantly different, which
imply that the π-delocalization in the compound is limited. Due to good agreement
between the calculated and experimented X-ray structure,18 the B97D/aug-cc-pVTZ
optimized structure was used without further refinements for all dimer calculations.
Triphenylene dimers

In benzene and other planar non-polar polyaromatic systems, the interaction
between two monomers is determined by the balance of quadrupole-quadrupole
interactions and London dispersion forces. Distortion of the π systems can increase the
interaction of these non-polar planar aromatics. The T-shaped and parallel displaced
dimers of benzene are more stable than the face-to-face eclipsed conformation for these
reasons. Since triphenylene has properties similar to benzene, it is expected that the π-π
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stacking interaction of the triphenylene dimer can also be increased by distorting the π
conjugated system. Two different methods were used to obtain the distortion of the
conjugation of the triphenylene dimer. Rotation of one monomer unit around the C3 axis
of the dimer and the parallel displacement of one monomer were used in this context. For
all these distorted motifs, the monomer-monomer distance was systematically changed to
determine the binding energies and the equilibrium distances.
Eclipsed face-to-face dimers

A series of single point calculations were performed on the stacked face-to-face
triphenylene dimer system (Figure 5.1) using the B97D method with the aug-cc-pVDZ,
aug-cc-pVTZ, and cc-pVQZ basis sets.

Figure 5.1

Eclipsed face-to-face triphenylene dimer geometry

Throughout these calculations the monomer geometries were kept frozen, and the
distance between two monomers were changed in steps of 0.2 Å from 3.0 – 4.0 Å. All the
binding energies were corrected for BSSE using the standard counterpoise method. The
results obtained are tabulated in Table 5.2.
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Table 5.2

BSSE corrected binding energies for the eclipsed triphenylene dimer (1E)
using the B97D method and different basis sets as a function of distance
Binding Energy (kcal/mol)
Distance (Å)
aug-cc-pVDZ

aug-cc-pVTZ

cc-pVQZ

3.00

-18.79

-19.51

-19.73

3.20

-0.27

-0.51

-0.75

3.40

7.02

7.11

6.97

3.60

9.40

9.66

9.60

3.80

9.60

9.90

9.89

4.00

8.92

9.19

9.20

(positive sign is for the attraction)
All these results were fitted to a Morse potential to estimate the equilibrium
distance between two monomer units and the interaction energy of the stacked face-toface dimer system. All three basis sets yielded approximately 3.7 Å as the equilibrium
distance between the two monomer units in the stacked dimer of triphenylene. Both augcc-pVTZ and cc-pVQZ basis sets gave ~10.1 kcal/mol interaction energy, while the augcc-pVDZ basis set gave a binding energy of about 9.9 kcal/mol (Table 5.3). In these
calculations, a polarized correlation-consistent basis set with quadruple zeta quality
resulted in the same interaction energy as the triple zeta basis set with augmented diffuse
functions. The interaction energy calculated for the face-to-face stacked dimer of
triphenylene using the B97D method with the cc-pVQZ basis set produced almost the
same energy as reported by Cinacchi and Prampolini using the optimized potential for
liquid simulations (OPLS) force field method.1 Also, the binding energy reported using
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MP2 is ~2.5 kcal/mol higher in energy than the energy obtained in our calculations,
however, MP2 is known to overestimate correlation effects. BSSE obtained with the augcc-pVDZ basis set is much higher compared to the other two basis sets. BSSE estimated
with aug-cc-pVTZ and cc-pVQZ basis sets are small, about 0.5 kcal/mol.
Rotated face-to-face dimers

In addition to the eclipsed face-to-face dimer, dimer motifs where one of the
monomer units was rotated around the principle C3 axis were investigated. A total of five
dimer geometries were chosen by rotating from 00 to 600 with increments of 150 (Figure
5.2).

Figure 5.2

XYZ coordinate axis of the triphenylene monomer and the graphical
representation of the different rotational dimer geometries
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For each of these structures, a series of single point energy calculations were
performed using the B97D method with aug-cc-pVDZ, aug-cc-pVTZ, and cc-pVQZ basis
sets. The standard counterpoise correction method was used to evaluate the BSSE and to
calculate the BSSE corrected interaction energies. In these sets of calculations, the
distances between two monomer units were systematically changed from 3.0 Å to 4.0 Å
while the monomer geometries were kept frozen. The BSSE corrected interaction
potential energy curves for rotational dimer geometries at the cc-pVQZ basis set level
were computed and are shown in Figure 5.3.

Binding Energy of the dimer (kcal/mol)

1.00
-1.00
-3.00
-5.00

1E0

-7.00

1E15
1E30

-9.00

1E45
1E60

-11.00
-13.00
-15.00
2.50

3.00

3.50

4.00

4.50

distance between the monomers (Å)
Figure 5.3

Potential energy curves for different rotational dimers using B97D

(Negative of the binding energies are shown in the graph)
When one monomer is rotated away from the eclipsed arrangement, there is a
significant increase in the binding energy going from 00(eclipsed) to 150 and 300, while
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going from 300 to 600 causes only minor changes in the binding energy of the dimer
system.
The BSSE corrected results were fitted to a Morse potential to estimate the
equilibrium distance and the interaction energy of the rotational dimers. The results are
summarized in Table 5.3.
Table 5.3

Morse potential fitted BSSE corrected interaction energies (in kcal/mol) and
equilibrium distances (in Å) of the rotational dimer geometries calculated
with the B97D method and different basis sets.

Basis set

1E0

aug-cc-pVDZ

9.86(3.69)

11.27(3.59) 13.83(3.43) 14.11(3.42)

13.62(3.46)

aug-cc-pVTZ

10.17(3.70) 11.50(3.60) 14.04(3.44) 14.29(3.44)

13.89(3.47)

cc-pVQZ

10.10(3.71) 11.34(3.60) 13.89(3.45) 14.20(3.44)

13.74(3.48)

1E15

1E30

1E45

1E60

(Equilibrium distances are given in parenthesis. Positive energies represent attraction.)
The change in interaction energy is significantly smaller going from 300 to 450
than from to 00 to 300. This implies that the binding of the dimer increases when the two
monomers are not aligned. The results in Table 5.3 suggest that the minimum interaction
energy configuration lies between 300 and 450. 1E30 and 1E45 rotational geometries are
both ~4.0 kcal/mol more stable than the eclipsed face-to-face stacked triphenylene dimer.
The equilibrium distances of the minimum energy configuration of the rotational dimers
also decrease as the rotation angle increases from 00 to 450. As expected, geometries with
lower binding energies, 1E0 and 1E15, have larger separation between the two monomer
units (~3.7Å and ~3.6Å, respectively). The larger binding energy configurations like 1E30
and 1E45 have shorter separations between the two monomer units (~3.44Å and ~3.45Å,
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respectively). All these results show that distortion of the π conjugated system of the
interacting units can increase the binding energy of the π-π stacked dimers. According to
the calculated results, the minimum interaction energy configuration is more stable than
the eclipsed triphenylene dimer at least by 4.0 kcal/mol and lies in between a 300 and 450
rotational angle.
Another set of single point calculations were carried out to locate the exact
rotational angle for the minimum energy geometry. In this set of calculations the rotation
angle was changed from 300 to 600 in increments of 50, and only the aug-cc-pVDZ basis
set was used. For each angle, the equilibrium distance was determined by fitting BSSE
corrected results to a Morse potential. The results are given in Table 5.4.
Table 5.4

Binding energies (in kcal/mol) and equilibrium distances (in Å) calculated at
the B97D/aug-cc-pVDZ level.
1E35

1E40

1E45

1E50

1E55

3.41

3.41

3.42

3.44

3.46

14.21

14.26

14.11

13.89

13.70

Equilibrium Distance
(Å)
Binding Energy
(kcal/mol)

In all these geometries, the separation between the two monomer units is close to
3.40 Å. From these results, the rotational angle of the minimum energy configuration is
estimated to be 390 and the equilibrium distance (R) is 3.40 Å. The binding energy of the
minimum energy configuration is about 14.3 kcal/mol at the B97D/aug-cc-pVDZ level.
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Rough potential energy curves for the rotated face-to-face dimers are shown in Figure
5.4.

Interaction energy (kcal/mol)

-9.5
-10.5
-11.5
-12.5
-13.5
-14.5

BSSE corrected

-15.5

BSSE uncorrected

-16.5
-17.5
-18.5
0

20

40

60

rotational angle (ѳ0)
Figure 5.4

Rough potential energy curve for the rotational geometries of the
triphenylene dimer calculated at aug-cc-pVDZ basis set level

(Negative of the interaction energies are shown in the graph)
Parallel displaced dimers

A parallel displaced structure of the benzene dimer is isoenergetic with the Tshaped structure in which both are the minimum energy conformation of the benzene
dimer.20 Since triphenylene is a planar aromatic system, parallel displaced structures of
the triphenylene dimer were investigated. As in the rotation of one of the monomer units
relative to the other one, the parallel movement of one unit can also reduce the steric
repulsive forces between the two interacting systems. Therefore, the interaction energies
of the parallel displaced dimer motifs were investigated.
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The diameter of the central benzene ring, dx (Figure 5.5a), is 2.50 Å, and the
diameter in the perpendicular directions, dy, is 2.82 Å. Four different parallel displaced
geometries were investigated. These structures are displaced by half the diameter in each
direction and a full diameter in each direction. The selected parallel displaced geometries
are shown in the Figure 5.5b.
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Figure 5.5

(a) Definition of diameter dx and dy (b) Graphical representation of the
four different parallel displaced geometries

A series of single point energy calculations were performed for the parallel
displaced geometries using the B97D method with the aug-cc-pVDZ basis set. The
energies were corrected for BSSE by the counterpoise method. Finally, the BSSE
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corrected interaction energies were fitted to a Morse potential to determine the
equilibrium distances and binding energies of the systems. The results are shown in Table
5.5.
Table 5.5

BSSE corrected binding energies and equilibrium distances for the parallel
displaced geometries calculated at the B97D/aug-cc-pVDZ level
B97D/aug-cc-pVDZ

2A

2B

2C

2D

13.63

12.77

13.92

12.24

3.40

3.43

3.43

3.44

Binding Energy
(kcal/mol)
R (Å)

(Definition of the structure are given in Figure 5.5)
Moving one interacting unit along either direction can stabilize the interaction
between the two monomer units. When considering the 2A and 2C structures, both of
these geometries are stabilized compared to the stacked face-to-face dimer by at least 4.0
kcal/mol. This confirms that the distortion of π conjugated systems in planar non-polar
aromatic hydrocarbons can increase the binding energy of the system drastically
compared to the staggered conformation. Further increase of the displacement along
either direction cannot significantly increase the stability of the dimer, and 2B and 2D
structures are somewhat less stable than the 2A and 2C structures. Also the separation of
the two monomer units in parallel displaced dimers (2A, 2B, 2C, 2D) is shorter compared
to face-to-face stacked triphenyelene (1E0) dimer. The parallel displacement of one of the
units of the two interacting units therefore increases the binding between the monomers.
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Conclusion

The interaction energies of different motifs of the triphenylene dimer were
calculated using Grimme’s dispersion corrected density functional method, B97D, and
several correlation consistent basis sets. Triphenylene is a planar, non-polar aromatic
compound. In terms of distortion of the π system and steric interactions, the eclipsed
face-to-face geometry was distorted in two different ways to determine the most stable
dimer geometry. The geometries were distorted by rotating one of the monomer units
around the principal C3 axis and by parallel displacing one of the monomer units. Both
types of distortion increased the stability of the dimers compared to the eclipsed face-toface dimer of the triphenylene.
The minimum energy conformation of the rotational dimer is a structure where
one unit is rotated by 390 and the equilibrium distance between the monomers is 3.40 Å.
The interaction energy of this geometry is 14.42 kcal/mol with the cc-pVQZ basis set.
This conformation is ~4.0 kcal/mol more stable than the stacked triphenylene dimer
calculated with the cc-pVQZ basis set. The rotation of one monomer can increase the
interaction energy of the triphenylene dimer by distorting the π electrons and by
decreasing the steric repulsion of the two triphenylene units.
The parallel displaced dimer by 1.25 Å along the X-axis and 1.41 Å along the Yaxis (see Figure 5.5) produced the most stable parallel displaced geometries compared to
fully eclipsed triphenylene dimer. If one monomer unit is parallel displaced along the Xaxis (Figure 5a) the binding energy is 13.92 kcal/mol with an equilibrium distance of 3.43
Å, and for a parallel displacement along the Y-axis the binding energy is 13.63 kcal/mol
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with an equilibrium distance of 3.40 Å. Both of these structures are ~4.0 kcal/mol more
stable compared to the eclipsed face-to-face triphenylene dimer.
Grimme’s dispersion corrected B97D density functional method can be used to
calculate the interaction energies of large planar aromatic systems like triphenylene at
low computational cost. BSSE are negligible with this method if larger basis sets like ccpVQZ are used.
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APPENDIX A
FORTRAN CODE FOR CALCULATIONS OF POAV ANGLE
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implicit real*8(a-h,o-z)
character*2 sy
dimension X(100), Y(100), Z(100)
dimension A(3,3)
pi=3.141592654d0
rad=180.0d0/pi
read(5,*) IAT
do ia=1,iat
read(5,*) ise,sy,X(IA),Y(IA),Z(IA)
enddo
c specify 4 atoms
write(6,*) 'Specify 4 atoms, Center last'
read(5,*) I1,I2,I3,I4
V1x=X(i1)-X(I4)
v1y=Y(i1)-Y(i4)
v1z=z(i1)-z(i4)
V2x=X(I2)-X(I4)
v2y=Y(i2)-Y(i4)
v2z=z(i2)-z(i4)
V3x=X(I3)-X(I4)
v3y=Y(i3)-Y(i4)
v3z=z(i3)-z(i4)
d1s=v1x*v1x+v1y*v1y+v1z*v1z
d2s=v2x*v2x+v2y*v2y+v2z*v2z
d3s=v3x*v3x+v3y*v3y+v3z*v3z
v1l=sqrt(d1s)
v2l=sqrt(d2s)
v3l=sqrt(d3s)
write(6,*) 'Bond Lengths(in Angstrom):'
write(6,10) v1l,v2l,v3l
10 format(1x,3f10.5)
v1x=v1x/v1l
v1y=v1y/v1l
v1z=v1z/v1l
v2x=v2x/v2l
v2y=v2y/v2l
v2z=v2z/v2l
v3x=v3x/v3l
v3y=v3y/v3l
v3z=v3z/v3l
call dot(v1x,v1y,v1z,v2x,v2y,v2z,cos13)
ang13=acos(cos13)
write(6,11)I1,i4,i3,ang13*rad
11 format(1x,'Angle ',3i4,1f10.2)
call dot(v1x,v1y,v1z,v3x,v3y,v3z,cos13)
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ang13=acos(cos13)
write(6,11)I1,I4,i2,ang13*rad
call dot(v2x,v2y,v2z,v3x,v3y,v3z,cos13)
ang13=acos(cos13)
write(6,11)I2,i4,i3,ang13*rad
c calculate The cross product of V2 and V3 = VN (a vector)
call cross(v2x,v2y,v2z,v3x,v3y,v3z,vnx,vny,vnz)
c make vn a unit vector
call dot(vnx,vny,vnz,vnx,vny,vnz,vnL)
vnLL=sqrt(vnL)
vnx=vnx/vnLL
vny=vny/vnLL
vnz=vnz/vnLL
c the calculate the dot product between VN and V1 =prod (a number)
call dot(v1x,v1y,v1z,vnx,vny,vnz,prod)
c cos(fi+90) = prod/sin(an23) fi is the pyramidization angle
sin23=sin(an23)
cosfi90= prod/sin23
Pyra=acos(cosfi90)
pdeg=pyra*rad
write(6,12) I4, pdeg-90.0d0
12 format(1x,'Pyramidization Angle for ',1I4,1f10.2)
pyra2=acos(prod)
pdeg2=pyra2*rad
write(6,12)I4, pdeg2-90.0d0
c construct matrix A
a(1,1)=v1x
a(1,2)=v1y
a(1,3)=v1z
a(2,1)=v2x
a(2,2)=v2y
a(2,3)=v2z
a(3,1)=v3x
a(3,2)=v3y
a(3,3)=v3z
call equa33(A,XX,YY,ZZ)
call dot(v1x,v1y,v1z,XX,YY,ZZ,cos1)
call dot(v2x,v2y,v2z,XX,YY,ZZ,cos2)
call dot(v3x,v3y,v3z,XX,YY,ZZ,cos3)
an1=acos(cos1)*rad
an2=acos(cos2)*rad
an3=acos(cos3)*rad
Write(6,13) i4, 90-an1, 90-an2, 90-an3
13 format(1x,'POAV angles for atom',1I4,3f10.2)
End
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subroutine cross(X1,Y1,Z1,X2,Y2,Z2,XN,YN,ZN)
implicit real*8(a-h,o-z)
XN=Y1*Z2-Y2*Z1
YN=X2*Z1-X1*Z2
ZN=X1*Y2-X2*Y1
End
subroutine dot(x1,y1,z1,x2,y2,z2,pro)
implicit real*8(a-h,o-z)
pro=x1*x2+y1*y2+z1*z2
end
subroutine equa33(A,X,Y,Z)
implicit real*8(a-h,o-z)
dimension A(3,3)
ax12=A(1,1)-A(2,1)
ay12=A(1,2)-A(2,2)
az12=A(1,3)-A(2,3)
ax13=A(1,1)-A(3,1)
ay13=A(1,2)-A(3,2)
az13=A(1,3)-A(3,3)
ax23=A(2,1)-A(3,1)
ay23=A(2,2)-A(3,2)
az23=A(2,3)-A(3,3)
cx13=ax12*az13
cy13=ay12*az13
cx12=ax13*az12
cy12=ay13*az12
cxx=cx13-cx12
cyy=cy13-cy12
cy=-cxx/cyy
cz=-(ax12+cy*ay12)/az12
xs=1.0d0+cy*cy+cz*cz
x=1.0d0/sqrt(xs)
y=x*cy
z=x*cz
call dot(x,y,z,x,y,z,rnorm)
end
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