Abstract. We report results of stylistic differences in blogging for gender and age group variation. The results are based on two mutually independent features. The first feature is the use of slang words which is a new concept proposed by us for Stylistic study of bloggers. For the second feature, we have analyzed the variation in average length of sentences across various age groups and gender. These features are augmented with previous study results reported in literature for stylistic analysis. The combined feature list enhances the accuracy by a remarkable extent in predicting age and gender. These machine learning experiments were done on two separate demographically tagged blog corpus. Gender determination is more accurate than age group detection over the data spread across all ages but the accuracy of age prediction increases if we sample data with remarkable age difference.
Introduction
Stylistic classification can improve the results achieved through Information Retrieval (IR) techniques by identifying documents that matches a certain demographic profile. Gender and age are the common demographic features used for experimentation using stylistics as the blogs generally contain these information provided by the author. Style in writing is a result of the subconscious habit of the writer of using one form over a number of available options to present the same thing. The variation also evolves with the usage of the language in certain period, genre, situation or individuals. Variations are of two types -variation within a norm which is grammatically correct and deviation from the norm which is ungrammatical. The variations can be described in linguistic as well as statistical terms [15] . Concept and themes [20] can be determined from variations within the norm while the usage of nondictionary words or slang is an example of deviation from a norm.
Analysis of effects of bloggers age and gender from weblogs, based on usage of keywords, parts of speech and other grammatical constructs, has been presented in [2, 6, 19, 22] . Age linked variations had been reported by Pennebaker, et al. [11] , Pennebaker and Stone [14] and Burger and Henderson, 2006 [6] . J. Holmes distinguished characteristics of male and female linguistic styles [9] . Expert used spoken language [15] , Palander worked on electronic communications [13] , and S. Herring analyzed correspondence [18] . Simkins analysed that there are no difference between male and female writing style in formal contexts [10] . Koppel et al. estimated author's gender using the British National Corpus text [12] . By using function words and part-of-speech, Koppel et al. reported 80% accuracy for classifying author's gender. Koppel et al. also stated that female authors tend to use pronoun with high frequency, and male authors tend to use numeral and representation related numbers with high frequency. Corney et al. estimated author's gender from e-mail content [5] . In addition to function words and partof-speech and n-grams [19, 12] , they used HTML tags, the number of empty lines, average length of sentences for features for SVM [4] .
Dataset
A blog corpus 1 is made available by ICWSM 2009 [1] and the blogs in this corpus did not have any tag for demographic information. However, it had the resource link which had the URL of the blogger's home page. In the above corpus, blogs from blog.myspace.com had the maximum occurrence and had the demographic details of the blogger in its home page. The home page of these URLs were crawled and processed to retrieve gender, status (married, unmarried), age, zodiac sign, city, state and country corresponding to each URL. With the available valid URL list, the downloaded data from these URLs gives 92,381 files. The blogs in which the blogger's age has been reported as below 20 Fig. 1 . Number of files in age groups and gender 1 Provided by Spinn3r.com [3] . has been grouped in 10s age group, those in the age group of 20 to 29 as 20s, those in 30 to 39 as 30s and 40 and above has been put in 40s age group. The distribution of these files over age and gender is given in Figure 1 .
Feature Selection and Classification Algorithm
The highest frequency words collected from a corpora may not be a good distinguishing feature. However, an analysis of the words that are highest occurring in a subcorpora can be the marker [16] . Reference to 'attending school' results in an instant 'teenage' classification. A feature may be represented by its relative frequency or by its mere presence or absence. Features for stylistics are generally based on character or morphological features or lexical features. In our experiments we used the sentence length and non-dictionary words as the features. As per our literature survey, the usage of slang word has not yet been explored for the study of stylistic variation.
Koppel [12] used a list of 30 words each as a distinguishing feature for gender and age respectively. These words were detected to be having an extreme variation in usage across gender and age groups. Similarly out-of-dictionary words were augmented to increase the accuracy of results [17] . For the purpose of learning age and gender classifier, each document is represented as a numerical vector in which each entry represent the normalized frequency of a corresponding word in the feature set. Table 1 and Table 2 lists a few content words used for learning gender and age groups respectively.
Many Stylistic results had been reported using average sentence length as a feature. Still we selected to work on this feature because, most of the reported work was on formal writing and generally on classical works of literature. Analysis of blogs based on average sentence length is challenging as blogs lack editorial and grammatical checks. Figure 2 shows the variation of average sentence length on age and gender basis.
As blogs are informal writing without any editorial bounds, blogosphere has slowly filled up with many non-dictionary words that are understandable and commonly used by online community. We refer to some of them as slangs, smiley, out of vocabulary words, chat abbreviations etc. The named entities are also nondictionary words. There are words that are intentionally misspelled, repeated, extended or shortened to have a different effect on the reader, express emotion or save the time of blogging. All these words and even the frequency of use of such words are contributable features in stylistics. A taboo word for a particular age group can be a commonly used word for another. For our experiments with nondictionary words, Ispell [8] was run and the frequency of all the non-dictionary words used by males and females for detecting gender variation was obtained. From these, only those words were selected as feature which had an occurrence of >50 and for which the usage among male and female was atleast double. This generated a list of 52 words. Figure 3 shows the usage of out of vocabulary words among age and gender variation and Figure 4 shows the usage frequency of a few selected Non-Dictionary words among different gender. Naive Bayes classifier for predicting the blogger's age group or gender from the stylistic features were trained using the WEKA toolkit [21] . During training, classifiers are created by the selection of a set of variables for each feature and classifier parameters are tuned through cross-validation. To evaluate the classifier, the given data is split into training and test data and the trained classifier is used to predict the blogger's demographic profile on the test data [7] .
Results and Discussion
Analysis of Figure 3 tells that teenagers generally use more out-of-dictionary words than the adults. Here, we call those words as non-dictionary which are not available in the Ispell ver. 3.1.20. These words can be the slang, exclamatory word with a small or large repetition of last character like 'soooo sweet' or typing errors due to less concern towards spelling and grammar or idiosyncrasies. Though, the number of slang words used in text can be a remarkable feature but a single feature can not make a good classifier. To build a classifier for age variation, we initially took only those bloggers who are in their 10s and those who are in their 30s so that there is a remarkable difference between their usage of non-dictionary word pattern and thus simpler to classify. For our experiments with non-dictionary words, we selected the list of 52 non-dictionary words. Naive Bayes Classifier yielded an accuracy of 83.6% for gender based classification and 95% accuracy for the age group classification between 10s and 30s age. We did not measure the percent accuracy for age group classification between 10s, 20s and 30s due to similarity of style in overlapping age groups.
Average Sentence Length
Since the average sentence length is a remarkable feature, we used this feature in combination with slang words reported above and the interesting content words reported on this corpus in [19] . The classification results and Figure 2 are not sufficient to interpret that the average sentence length in a persons writing increases with age. The collected blogposts had been written across a span of 5 years and is not sufficient to predict this trend. The trend of increase in the average sentence length with age can be tested only if we have sufficient blog data in which the person had been blogging for a few decades so as to look into the trend of change in average sentence length with his age. It may happen that the average sentence length in English writing is decreasing with time. The bloggers of today may continue blogging at the same average sentence length but those who start blogging after ten years may use smaller sentence lengths. 
Augmented Features
The gender and age experiments were conducted initially only on 35 content words and it gave an accuracy of 95.2% for gender classification, and 92.51% for age classification (refer to Table 3 ).
The age experiments were run on four categories of age group considered above: 10s, 20s, 30s and higher. The feature list comprised of 35 content words reported in [19] combined with 52 slang words mined by us from blog data based on our acceptance index. [19] has reported an accuracy of 92.51% with the content words. The augmented feature list yielded an accuracy of 94.13%. Addition of average sentence length to this set of features did not contribute to a significant amount. Similarly, experimentation was done for gender variation after augmenting the 35 content word feature reported in [19] with our 52 slang words. Schler et al. [19] have reported an accuracy of 80.1% in gender determination on their dataset and we received an accuracy of 83.6% on ICWSM dataset. However, our augmented feature list gave an accuracy of 97.41%, the confusion matrix of which is given in Table 8 . After further enhancement of this augmented feature list with average sentence length, there was not much increase in the accuracy and so is not reported here.
Conclusion and Future Work
Teenage bloggers use more out-of-dictionary words than the adult bloggers. Furthermore, for bloggers of each gender, there is a clear distinction between usage of a few slangs. Generally in their present age, teenager use smaller sentences compared to the adult bloggers but we found a variation to this in this dataset. With the available data and the existing experiments, it cannot be confirmed that the average sentence length increases or decreases with age. The stylistic difference in usage of slang predicts the age and gender variation with certain accuracy. Average sentence length itself is not a good feature to predict the variation as there is a wide variation in sentence length in informal writing. However, the feature of average sentence length can be augmented with slang to slightly increase its prediction efficiency. Both these features when augmented with other features like content words reported earlier, increases the prediction accuracy by a good amount.
The usage of slang can also be a good feature to predict the geographical location or the ethnic group of the user due to the heavy usage of a particular out-of-dictionary word or named entities at certain regions. A sufficiently huge corpus collected over a decade will be useful to study the variation of sentence length of users with age and variations in individuals language use over the course of their lives. This corpus can also be used to study the evolution and death of the slang words with time.
