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UNIPOTENT ALMOST CHARACTERS
OF SIMPLE p-ADIC GROUPS, II
G. Lusztig
Dedicated to Professor E. B. Dynkin for his 90th birthday
0.1. For any finite group Γ, a “nonabelian Fourier transform matrix” was intro-
duced in [L1]. This is a square matrix whose rows and columns are indexed by
pairs formed by an element of Γ and an irreducible representation of the centralizer
of that element (both defined up to conjugation). As shown in [L2], this matrix,
which is unitary with square 1, enters (for suitable Γ) in the character formulas
for unipotent representations of a finite reductive group.
In this paper we extend the definition of the matrix above to the case where
Γ is a reductive group over C. We expect that this new matrix (for suitable Γ)
relates the characters of unipotent representations of a simple p-adic group and
the unipotent almost characters of that simple p-adic group [L6]. The new matrix
is defined in §1. The definition depends on some finiteness results established in
1.2. Several examples are given in 1.4-1.6 and 1.12. In §2 a conjectural relation
with unipotent characters of p-adic groups is stated. In §3 we consider an example
arising from an odd spin group which provides some evidence for the conjecture.
Since the group Γ which enters in the conjecture is described in the literature only
up to isogeny, we give a more precise description for it (or at least for the derived
subgroup of its identity component) in the Appendix.
Notation. If G is an affine algebraic group and g ∈ G we denote by gs (resp.
gu) the semisimple (resp. unipotent) part of g. Let ZG be the centre of G and let
G0 be the identity component of G. Let Gder be the derived subgroup of G. If
g ∈ G and G′ is a subgroup of G we set ZG′(g) = {x ∈ G′; xg = gx}.
1. A pairing
1.1. Let H be a reductive (but not necessarily connected) group over C; let
Σ be the set of semisimple elements in H. Let [H] be the set of irreducible
components of H. For x, y in Σ we set Ax,y = {z ∈ H; zxz−1y = yzxz−1}; we
have Ax,y = ⊔h∈[H]Ahx,y where Ahx,y = Ax,y ∩ h. Now Z0H(x)×Z0H(y) acts on Ax,y
by (v, v′) : z 7→ v′zv−1, leaving stable each of the subsets Ahx,y (h ∈ [H]).
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Lemma 1.2. The Z0H(x) × Z0H(y) action on Ax,y in 1.1 has only finitely many
orbits.
For any c ∈ ZH(y)∩Σ we choose a maximal torus Tc of ZZH (y)(c) and a maximal
torus T ′c of ZH(c) that contains Tc. (Note that Tc ⊂ ZH(c).) We show:
(a) If E is any semisimple H-conjugacy class in H then E ∩ cTc is finite.
Since E is a finite union of H0-conjugacy classes, it is enough to show that, if E′
is any semisimple H0-conjugacy class in H, then E′∩cTc is finite. By [L5, I, 1.14],
E′ ∩ cT ′c is finite. Since Tc ⊂ T ′c, we see that E′ ∩ cTc is also finite, as required.
Let {ci; i ∈ [1, n]} be a collection of elements of ZH(y)∩Σ, one in each connected
component of ZH(y). Let {c′k; k ∈ [1, n′]} be a collection of elements of ZH(x)∩Σ,
one in each connected component of ZH(x). Let E be the H-conjugacy class of x.
By (a), Ei := E ∩ ciTci is a finite set for i ∈ [1, n]. For any i ∈ [1, n], e ∈ Ei we set
Pi,e = {g ∈ H; gxg−1 = e}. We have Pi,e = pi,eZH(x) for some pi,e ∈ H hence
(b) Pi,e = ∪k∈[1,n′]pi,ec′kZ0H(x).
Let z ∈ Ax,y. We have zxz−1 ∈ ZH(y) ∩ Σ hence zxz−1 ∈ ciZ0H(y) for a unique
i ∈ [1, n]. Using [L5, I, 1.14(c)] (with G replaced by the reductive group ZH(y))
we see that zxz−1 is Z0H(y)-conjugate to an element of ciTci . Thus, v
′zxz−1v′−1 ∈
ciTci for some v
′ ∈ Z0H(y). Hence v′zxz−1v′−1 = e ∈ Ei so that v′z ∈ Pi,e. Using
(b) we see that v′z = pi,ec
′
kv for some v ∈ Z0H(x) and some k ∈ [1, n′]. Hence
v′zv−1 = pi,ec
′
k. We see that the finitely many elements pi,ec
′
k (i ∈ [1, n], k ∈
[1, n′], e ∈ Ei) represent all the orbits in the lemma. This completes the proof.
Remark. The following result can be deduced from the lemma above.
(c) Let C,C′ be two semisimple H0-conjugacy classes in H. Let X = {(g, g′) ∈
C×C′; gg′ = g′g}. Then the H0-action on X, g1 : (g, g′) 7→ (g1gg−11 , g1g′g−11 ) has
only finitely many orbits.
Let x ∈ C, y ∈ C′. Let Z be a set of representatives for the orbits of ZH0(x) ×
ZH0(y) on A
H0
x,y. This is a finite set. (Even the orbits of the smaller group Z
0
H(x)×
Z0H(y) form a finite set.) Let O be an H0-orbit in X . In O we can find an element
of the form (zxz−1, y) where z ∈ H0, zxz−1y = yzxz−1 hence z ∈ AH0x,y. Thus
z = v′ζv−1 where v′ ∈ ZH0(y), v ∈ ZH0(x), ζ ∈ Z. We have (zxz−1, y) =
(v′ζv−1xvζ−1v′−1, y) = (v′ζxζ−1v′−1, y) ∈ O hence (ζxζ−1, y) ∈ O. Thus the
number of H0-orbits in X is ≤ |Z|, proving (c).
1.3. In the remainder of this section we fix a (not necessarily connected) reductive
group H over C and a finite subgroup Λ of ZH . Let Σ be the set of semisimple
elements in H.
A pair x′, y′ of commuting elements in Σ is said to be adapted if there exists a
maximal torus T of H0 such that x′T x′−1 = T , y′T y′−1 = T , (T ∩ ZH(x′))0 is a
maximal torus of ZH(x
′)0 and (T ∩ ZH(y′))0 is a maximal torus of ZH(y′)0. For
example, if x′, y′ are contained in H0 then x′, y′ is adapted if and only there exist
a maximal torus of H0 that contains x′ and y′; this condition is automatically
satisfied if (H0)der is simply connected.
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As in 1.1, let [H] be the set of connected components of H. Let x, y ∈ Σ and
h ∈ [H].
For any x ∈ Σ we set Z¯(x) = ZH(x)/(Z0H(x)Λ). For x ∈ Σ let Ix be the set of
isomorphism classes of irreducible representations σ (over C) of ZH(x) on which
the subgroup ZH(x)
0 acts trivially. Let Λˆ = Hom(Λ,C∗). If x ∈ Σ and χ ∈ λˆ we
denote by Iχx the set of σ ∈ Ix such that Λ acts on σ through χ times identity.
Let Σ˜ be the set of pairs (x, σ) where x ∈ Σ and σ ∈ Ix. Now H acts on Σ˜ by
f : (x, σ) 7→ f (x, σ) := (fxf−1, fσ) where fσ ∈ Ifxf−1 is obtained from σ via
Ad(f) : ZH(x)
∼−→ ZH(fxf−1).
For any χ ∈ Λˆ let Σ˜χ = {(x, σ) ∈ Σ˜; σ ∈ Iχx }.
We assume given a function κ : Σ× Σ× [H] −→ C such that
κ(fxf−1, f ′yf ′−1, f ′hf−1) = κ(x, y, h)
κ(x, y, h) = κ(y, x, h−1) for any
κ(ζx, ζ ′y, h) = κ(x, y, h)
for any (x, y, h) ∈ Σ× Σ× [H], f, f ′ ∈ H, ζ, ζ ′ ∈ Λ.
We say that κ is a weight function. For (x, y, h) ∈ Σ×Σ× [H] let 0Ahx,y be a set
of representatives for the orbits of the action (v, v′) : z 7→ v′zv−1 of Z0H(x)×Z0H(y)
on Ahx,y; this is a finite set, by 1.2. Let
0A˜hx,y be the set of all z ∈ 0Ahx,y such that
zxz−1, y form an adapted pair for H.
We say that κ is the standard weight function if κ(x, y, h) = |0A˜hx,y|−1 whenever
A˜hx,y 6= ∅ and κ(x, y, h) = 0 whenever A˜hx,y = ∅. This weight function is clearly
independent of the choice of 0Ahx,y.
We return to the general case. Let (x, σ) ∈ Σ˜, (y, τ) ∈ Σ˜. We set
((x, σ), (y, τ)) = |Λ/(Λ ∩H0)|−1|Z¯(x)|−1|Z¯(y)|−1
×
∑
h∈[H]
κ(x, y, h)
∑
z∈0Ahx,y
tr(zxz−1, τ)tr(z−1yz, σ).(a)
(Clearly, this is independent of the choice of 0Ahx,y.)
In the case where H is finite, Λ = {1} and κ is the standard weight function
(which in this case satisfies κ(x, y, h) = 1 whenever Ahx,y 6= 0) this reduces to the
pairing introduced in [L1].
Note that we can take 0Ahy,x to be the image of
0Ah
−1
x,y under z 7→ z−1; it follows
that ((y, τ), (x, σ)) = ((x, σ), (y, τ)). If (x, σ) ∈ Σ˜χ, (y, τ) ∈ Σ˜χ′ with χ, χ′ ∈ Λˆ
and if ζ, ζ ′ ∈ Λ then
((ζx, σ), (ζ ′y, τ)) = χ(ζ ′)χ′(ζ)((x, σ), (y, τ)).
(We can take 0Ahζx,ζ′y =
0Ahx,y. For f, f
′ ∈ H we have
(f (x, σ), f
′
(y, τ)) = ((x, σ), (y, τ)).
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(We can take 0Ahfxf−1,f ′yf ′−1 = f
′(0Af
′−1hf
x,y )f
−1).
Now letV be theC-vector space with basis consisting of the elements (x, σ) ∈ Σ˜.
Then (a) extends to a form (, ) : V ×V −→ C which is linear in the first variable,
antilinear in the second variable and satisfies (v′, v) = (v, v′) for v, v′ ∈ V. We
have V = ⊕χ∈ΛˆVχ where Vχ is the subspace of V spanned by (x, σ) ∈ Σ˜χ. For
any χ, χ′ in Λˆ let
J χχ′ = {v ∈ Vχ; (v,Vχ
′
) = 0}, V¯χχ′ = Vχ/J χχ′ .
Then (, ) induces a pairing V¯χχ′ × V¯χ
′
χ −→ C (denoted again by (, )) which is linear
in the first variable, antilinear in the second variable and satisfies (v′1, v1) = (v1, v
′
1)
for v′1 ∈ V¯χχ′ , v1 ∈ V¯χ
′
χ . Let A
χ
χ′ be the image of the Σ˜
χ under the obvious map
Vχ −→ V¯χχ′ . When χ = 1 we denote by (x, σ)χ′ the image of (x, σ) ∈ Σ˜1 under
V1 −→ V¯1χ′ .
1.4. In 1.4-1.6 we assume that κ is the standard weight function. In this subsection
we assume that H = H0Λ and that (H0)der is simply connected. In this case any
pair of commuting semisimple elements in H is adapted. Let x, y ∈ Σ. We have
Z¯(x) = {1}, Z¯(y) = {1}, I1x = {1}, I1y = {1}, |[H]| = |Λ/(Λ ∩ H0)|, Ahx,y 6= ∅
for any h ∈ [H]. From the definitions we see that ((x, 1), (y, 1)) = 1. Hence
(x, 1)− (x′, 1) ∈ J 11 for any x, x′ ∈ Σ. We see that A11 consists of a single element
(1, 1)1 which has inner product 1 with itself and dim V¯
1
1 = 1. (This example
applies to the situation in 1.7(a) with u any unipotent element in G = SLN (C).)
1.5. In this subsection we assume that H = H0 ⊔H1 and that H0 is isomorphic
to C∗ (we denote by λ 7→ gλ an isomorphism C∗ ∼−→ H0); we also assume that
any r ∈ H1 satisfies rgλr−1 = gλ−1 for all λ ∈ C∗ and that Λ = ZH that is,
Λ = {1, g−1} ⊂ H0. In this case any pair of commuting semisimple elements in H
is adapted. We fix r ∈ H1. We have r2 = 1 or r2 = g−1. The case where r2 = 1
(resp. r2 = g−1) arises in the situation in 1.7(a) with u a subregular unipotent
element in G = Spin2n+1(C) with n even (resp. n odd). We have
ZH(1) = ZH(g−1) = H,ZH(gλ) = H
0 if λ ∈ C∗ − {1,−1},
ZH(r) = {1, g−1, r, rg−1}.
Hence
|Z¯(1)| = 2, |Z¯(gλ)| = 1 if λ ∈ C∗ − {1,−1}, |Z¯(r)| = 2.
We have
Agλ,gλ′ = H for any λ, λ
′ ∈ C∗, A1,r = H, Agλ,r = ∅ for any λ ∈ C∗−{1,−1},
Ar,r = {1, g−1, r, rg−1, gi, g−i, rgi, rg−i}, where i =
√−1.
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Hence we can take
0AH
0
gλ,gλ′
= {1}, 0AH1gλ,gλ′ = {r} for any λ, λ′ ∈ C∗,
0AH
0
1,r = {1}, 0AH
1
1,r = {r},
0AH
0
gλ,r
= ∅, 0AH1λ,r = ∅ for any λ ∈ C∗ − {1,−1},
0AH
0
r,r = {1, g−1, gi, g−i}, 0AH
1
r,r = {r, rg−1, rgi, rg−i}.
Let ǫ be the non-trivial 1-dimensional representation of H which is trivial on
H0. The restriction of ǫ to ZH(r) is denoted again by ǫ. From the previous re-
sults we can write the 5 × 5 matrix of inner products ((x, σ), (y, τ)) with (x, σ)
running through (1, 1), (1, ǫ), (r, 1), (r, ǫ), (gλ, 1) (they index the rows), (y, τ) run-
ning through (1, 1), (1, ǫ), (r, 1), (r, ǫ), (gλ′, 1) (they index the columns) and with
λ, λ′ ∈ C∗ − {1,−1}: 

1
2
1
2
1
2
1
2 1
1
2
1
2 −12 −12 1
1
2 −12 12 −12 0
1
2
−1
2
−1
2
1
2
0
1 1 0 0 2


From the results in 1.3 we see that (1, 1)1, (1, ǫ)1, (r, 1)1, (r, ǫ)1, (gλ, 1)1 generate
V¯11 and from the matrix above we see that for any λ ∈ C∗ − {1,−1} we have
(gλ, 1)1 = (1, 1)1 + (1, ǫ)1. Hence (1, 1)1, (1, ǫ)1, (r, 1)1, (r, ǫ)1 generate V¯
1
1 and the
matrix of their inner products is


1
2
1
2
1
2
1
2
1
2
1
2
−1
2
−1
2
1
2 −12 12 −12
1
2
−1
2
−1
2
1
2


which is nonsingular. We see that A11 consists of (1, 1)1, (1, ǫ)1, (r, 1)1, (r, ǫ)1,
(1, 1)1 + (1, ǫ)1, and the first four of these elements form a basis of V¯
1
1.
1.6. Let E be a vector space of dimension 2n ≥ 2 over the field F2 with two
elements with a given nondegenerate symplectic form 〈, 〉 : E × E −→ F2. In this
subsection we assume that H is a Heisenberg group attached to 〈, 〉 that is, a finite
group with a given surjective homomorphism ψ : H −→ E whose kernel consists
of 1 and another central element c with c2 = 1 and in which for any x, y ∈ E we
have x˙2 = y˙2 = c, x˙y˙ = c〈x,y〉y˙x˙ for any x˙ ∈ ψ−1(x), y˙ ∈ ψ−1(y); we also assume
that Λ = {1, c}. (This example arises in the situation in 1.7(a) with u a suitable
unipotent element in G of spin type.)
We have ZH(1) = ZH(c) = H and for x ∈ E − {0}, x˙ ∈ ψ−1(x) we have
ZH(x) = ψ
−1({x′ ∈ E; 〈x, x′〉 = 0}). We denote the nontrivial character of Λ
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by χ. If x ∈ E and x˙ ∈ ψ−1(x) then I1x˙ can be identified with Ex := E/F2x
(to each y¯ ∈ Ex corresponds the character ξ 7→ 〈ψ(ξ), y〉 of H where y ∈ E
represents y¯). Now Iχ1 and I
χ
c consist of a single representation ρ whose character
is 2n at 1, −2n at c and 0 at all other elements of H. If x ∈ E − {0} and
x˙ ∈ ψ−1(x) then Iχx˙ consists of two representations ρ, ρ′ such that the character
of ρ at 1, c, x˙, cx˙ is 2n−1,−2n−1, 2n−1i,−2n−1i (respectively), the character of ρ′
at 1, c, x˙, cx˙ is 2n−1,−2n−1,−2n−1i, 2n−1i (respectively) and whose character at
all other elements of H is 0; here i =
√−1. Let x, x′, y, y′ ∈ E, let x˙ ∈ ψ−1(x),
x˙′ ∈ ψ−1(x′) and let y¯ (resp. y¯′) be the image of y (resp. y′) in Ex (resp. Ex′).
From the definitions we have
((x˙, y¯), (x˙′, y¯′)) = 0 if 〈x, x′〉 6= 0,
((x˙, y¯), (x˙′, y¯′)) = 2−2n+2(−1)〈x′,y〉+〈x,y′〉(δx,0 + 1)−1(δx′,0 + 1)−1
if 〈x, x′〉 = 0.
Let x, x′, y ∈ E, let x˙ ∈ ψ−1(x), x˙′ ∈ ψ−1(x′) and let y¯ be the image of y in
Ex; let ρ1 ∈ Iχx˙′ . From the definitions we have
((x˙, y¯), (x˙′, ρ1)) = 0 if x 6= 0,
((x˙, y¯), (x˙′, ρ1)) = 2
−n(−1)〈x′,y〉 if x˙ = 1,
((x˙, y¯), (x˙′, ρ1)) = −2−n(−1)〈x′,y〉 if x˙ = c.
Let x, x′ ∈ E, let x˙ ∈ ψ−1(x), x˙′ ∈ ψ−1(x′) and let ρ1 ∈ Iχx˙ , ρ′1 ∈ Iχx˙′ . From
the definitions we see that ((x˙, ρ1), (x˙
′, ρ′1)) is equal 0 if x 6= x′, is equal to 1 if
x˙ = x˙′, r1 = r
′
1 or if x˙
′ = cx˙, r1 6= r′1 and is equal to −1 if x˙′ = cx˙, r1 = r′1 or if
x˙′ = x˙, r1 6= r′1.
Let Z be the set of all pairs (x, y¯) where x ∈ E and y¯ ∈ Ex; letM be the matrix
with rows and columns indexed by Z with entries M(x,y¯),(x′,y¯′) = ((x˙, y¯), (x˙′, y¯′))
where x˙ ∈ ψ−1(x), x˙′ ∈ ψ−1(x′). Its square M2 has entries
M2(x,y¯),(x′,y¯′) =
∑
(x′′,y¯′′)∈Z
((x˙, y¯), (x˙′′, y¯′′))((x˙′′, y¯′′), (x˙′, y¯′))
where x˙ ∈ ψ−1(x), x˙′ ∈ ψ−1(x′), x˙′′ ∈ ψ−1(x′′). Let x, x′, y, y′ ∈ E and let y¯ (resp.
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y¯′) be the image of y (resp. y′) in Ex (resp. Ex′). From the definitions we have
M2(x,y¯),(x′,y¯′) = 2−4n+4
∑
(x′′,y′′)∈E×E;〈x,x′′〉=0,〈x′′,x′〉=0
(−1)〈x′′,y+y′〉+〈x+x′,y′′〉(δx,0 + 1)−1(δx′′,0 + 1)−2(2− δx′′,0)−1(δx′,0 + 1)−1
= δx,x′2
−2n+4
∑
x′′∈E;〈x,x′′〉=0
(−1)〈x′′,y+y′〉(δx,0 + 1)−2(δx′′,0 + 1)−12−1
= δx,x′2
−2n+3
∑
x′′∈E;〈x,x′′〉=0
(−1)〈x′′,y+y′〉(δx,0 + 1)−2
− δx,x′2−2n+3(δx,0 + 1)−2 + δx,x′2−2n+3(δx,0 + 1)−22−1
= δx,x′δy¯,y¯′2
−2n+3|{x′′ ∈ E; 〈x, x′′〉 = 0}|(δx,0 + 1)−2
− δx,x′2−2n+2(δx,0 + 1)−2
= δx,x′δy¯,y¯′2
−2n+322n−1(δx,0 + 1)
−1 − δx,x′2−2n+2(δx,0 + 1)−2
= δx,x′(2− δx,0)(δy¯,y¯′2− |Ex|−1).
We see that M2 is a direct sum over x ∈ E of matrices P(x) indexed by Ex ×Ex
where P(x) = (2 − δx,0)(2I − |Ex|−1J) and all entries of J are 1. Thus we have
J2 = |Ex|J . Setting P ′(x) = (2 − δx,0)−1P(x) we have |Ex|−1J = 2I − P ′(x)
hence
P ′(x)2 − 4P ′(x) + 4I = (2I −P ′(x))2 = |Ex|−2J2 = |Ex|−1J = 2I − P ′(x).
Thus P ′(x)2−3P ′(x)+2I = 0 that is (P ′(x)−I)(P ′(x)−2I) = 0. This shows that
P ′(x) is semisimple with eigenvalues 1 and 2 hence M2 is semisimple with eigen-
values 2−δx,0 and 2(2−δx,0) henceM is semisimple with eigenvalues ±1,±
√
2,±2.
In particular M is invertible.
For z = (x, y¯) ∈ Z we set az = (x˙, y¯)1 ∈ V¯11 (where x˙ ∈ ψ−1(x)); this is
independent of the choice of x˙. Note that A11 consists of the elements az. From
the fact that M is invertible we see that {az; z ∈ Z} is a basis of V¯11.
1.7. Let G be a connected, simply connected, almost simple reductive group over
C. Let u be a unipotent element of G. Let V be the unipotent radical of ZG(u)0.
(a) Until the end of 1.11 we assume that H = H(u) is a reductive subgroup of
ZG(u) such that ZG(u) = HV, H ∩ V = {1} and that Λ = ZG.
(It is well known that such H exists and that H is unique up to ZG-conjugacy;
note that ZG ⊂ H.) We can state the following result in which we allow κ to be
any weight function for H.
Proposition 1.8. Let χ, χ′ ∈ Λˆ. Then Aχχ′ is finite. In particular, dim V¯χχ′ <∞.
The proof is given in 1.11 after some preparation in 1.9, 1.10.
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1.9. For g ∈ G we set Tg = Z0ZG(gs), a torus contained in ZG(g). For g, g′ ∈ G we
write g ∼ g′ if g′g−1 ∈ Tg = Tg′ . This is an equivalence relation on G. Note that
if g ∼ g′ then xgx−1 ∼ xg′x−1 for any x ∈ G. We show:
(a) Let g, g′ ∈ G be such that g ∼ g′. Then ZG(g) = ZG(g′) and gu = g′u.
The weaker statement that ZG(g)
0 = ZG(g
′)0 is contained in the proof of [L5, I,
3.4]. Let s = gs, u = gu, s
′ = g′s, u
′ = gu. We have g
′ = tg where t ∈ Tg = Tg′ .
Thus s′u′ = tsu. Since t ∈ ZG(g) we have ts = st, tu = ut. Since s, t are
commuting semisimple elements, ts is semisimple and it commutes with u. By
uniqueness of the Jordan decomposition of g′ we have s′ = ts, u′ = u. Let x ∈
ZG(g). Then xs = sx. We have t ∈ ZZG(s). Moreover, x ∈ ZG(s), hence xt = tx so
that xs′ = xts = tsx = s′x. Thus x ∈ ZG(s′). We also have x ∈ ZG(u) = ZG(u′).
Thus, x ∈ ZG(s′u′) that is, x ∈ ZG(g′). Thus, ZG(g) ⊂ ZG(g′). By symmetry we
have also ZG(g
′) ⊂ ZG(g) hence ZG(g) = ZG(g′). This proves (a).
1.10. In this subsection we assume that we are in the setup of Proposition 1.8.
Let π : ZG(u) −→ H be the homomorphism such that π(x) = x for x ∈ H and
π(x) = 1 for x ∈ V. We show:
(a) Let (x, σ), (x′, σ′), (y, τ) ∈ Σ˜. Assume that for some v ∈ V we have vxuv−1 ∼
x′u. Then ZH(x) = ZH(x
′). Assume further that σ = σ′ (which makes sense by
the previous sentence). Then ((x, σ), (y, τ)) = ((x′, σ′), (y, τ)).
From vxuv−1 ∼ x′u and 1.9(a) we see that ZG(vxuv−1) = ZG(x′u). Since
(vxuv−1)s = vxv
−1, (vxuv−1)u = u, (x
′u)s = x
′, (x′u)u = u, we deduce that
ZH˜(vxv
−1) = ZH˜(x
′). Using the semidirect product decompositions ZG(u) =
(vHv−1)V, ZG(u) = HV we deduce
ZvHv−1(vxv
−1)ZV(vxv
−1) = ZH(x
′)ZV(x
′)
that is
vZH(x)v
−1ZV(vxv
−1) = ZH(x
′)ZV(x
′).
Applying π, we deduce ZH(x) = ZH(x
′). This proves the first assertion of
(a). From this we see that for z ∈ H we have z−1yz ∈ ZH(x) if and only if
z−1yz ∈ ZH(x′). In other words, we have Ax,y = Ax′,y. It follows that for any
connected component h of H we have Ahx,y = A
h
x′,y. Let z ∈ Ax,y = Ax′,y. Clearly,
tr(z−1yz, σ) = tr(z−1yz, σ′) (recall that σ = σ′). We claim that tr(zxz−1, τ) =
tr(zx′z−1, τ). We set e := x′x−1 ∈ H. From vxuv−1 ∼ x′u we have
e˜ := x′uvu−1x−1v−1 ∈ Tx′u.
Hence
ze˜z−1 = ze(xvx−1)v−1z−1 ∈ zTx′uz−1 = T ′
where
T ′ := zZ0ZG(x′)z−1 = Z0ZG(zx′z−1).
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Now yu ∈ ZG(zx′z−1) hence T ′ ⊂ ZG(yu) that is, T ′ ⊂ ZH˜(y) = ZH(y)ZV(y). It
follows that π(T ′) is a torus contained in ZH(y). Hence π(T
′) ⊂ Z0H(y). Applying
π to ze(xvx−1)v−1z−1 ∈ T ′ we obtain zez−1 ∈ π(T ′) hence zez−1 ∈ Z0H(y). We
have zx′z−1 = (zez−1)(zxz−1) where zez−1 ∈ Z0H(y) acts trivially on τ . Hence
tr(zxz−1, τ) = tr(zx′z−1, τ) as claimed. It follows that (a) holds.
Next we show:
(b) Let χ ∈ Λˆ. Let (x, σ) ∈ Σ˜χ, x′ ∈ Σ. Assume that for some g ∈ G we have
gxug−1 ∼ x′u. Then there exists σ′ ∈ Iχx′ such that for any (y, τ) ∈ Σ˜ we have
((x, σ), (y, τ)) = ((x′, σ′), (y, τ)).
From 1.9(a) we have (gxug−1)u = u hence gug
−1 = u that is g ∈ ZG(u). We
write g = vg1 with g1 ∈ H, v ∈ V. We have g1xug−11 = x′′u where x′′ ∈ Σ and
vx′′uv−1 ∼ x′u. From 1.3 we have ((x′′, σ′), (y, τ)) = (x, σ), (y, τ)) where σ′ =
g1σ ∈ Iχx′′ . From vx′′uv−1 ∼ x′u and (a) we have Iχx′′ = Iχx′ and ((x′′, σ′), (y, τ)) =
((x′, σ′), (y, τ)). Thus ((x, σ), (y, τ)) = ((x′, σ′), (y, τ)). This proves (b).
1.11. We now prove Proposition 1.8. For g, g′ ∈ G we write g ≍ g′ if γgγ−1 ∼ g′
for some γ ∈ G. This is an equivalence relation on G; the equivalence classes are
called the strata of G. According to [L5, I, 3.7], G has only finitely many strata.
Let S1, S2, . . . , Sn be the strata of G which have nonempty intersection with uΣ.
For each i ∈ [1, n] we choose xi ∈ Σ such that uxi ∈ Si. Now let (x, σ) ∈ Σ˜χ.
Let S be the stratum of G that contains xu. We have S = Si for some i ∈ [1, n].
Hence gxug−1 ∼ xiu for some g ∈ G. By 1.10(b) there exists σ′ ∈ Iχxi such that
(x, σ) = (xi, σ
′) in V¯χχ′ . We see that A
χ
χ′ is the image under V
χ −→ V¯χχ′ of the
finite set consisting of (xi, σ
′) with i ∈ [1, n], σ′ ∈ Iχxi . The proposition is proved.
1.12. In this subsection we assume that H = PGL2(C), Λ = {1} and that κ is
the standard weight function. (This example is as in 1.7(a) for a suitable u with
G of type F4, see A.11.)
Let λ 7→ gλ be an isomorphism of C∗ onto a maximal torus T of H whose
normalizer in H is denoted by N(T ). Then any semisimple element of H is con-
jugate to an element of the form gλ, for some λ ∈ C∗. We have ZH(1) = H,
ZH(g−1) = N(T ), ZH(gλ) = T if λ ∈ C∗ − {1,−1}. Hence |Z¯(1)| = 1, |Z¯(g−1)| =
2, |Z¯(gλ)| = 1 if λ ∈ C∗ − {1,−1}. Let r ∈ N(T ) − T . We can find ξ ∈ H such
that ξg−1ξ
−1 = r. We have A1,gλ = H if λ ∈ C∗, Ag−1,g−1 = T ∪rT ∪TξT ∪TξrT ,
Ag−1,gλ = T ∪ rT if λ ∈ C∗ − {1,−1}, Agλ,gλ′ = T ∪ rT if ’λ, λ′ ∈ C∗ − {1,−1}.
Hence we can take
0AH1,gλ = {1}, 0AHg−1,g−1 = {1, r, ξ, ξr},
0AHg−1,gλ = {1, r} if λ ∈ C∗ − {1,−1},
0AHgλ,gλ′ = {1, r} if λ ∈ C∗ − {1,−1}.
In our case any pair of commuting semisimple elements is adapted except for a
pair H-conjugate to the pair g−1, r. We have:
κ(1, gλ, H) = 1, κ(g−1, g−1) = 1/2,
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κ(g−1, gλ) = 1/2 if λ ∈ C∗ − {1,−1},
κ(gλ, gλ′) = 1/2 if λ ∈ C∗ − {1,−1}.
Let ǫ be the non-trivial 1-dimensional representation of N(T ) which is trivial on
T . From the previous results we can write the 4 × 4 matrix of inner products
((x, σ), (y, τ)) with (x, σ) running through (1, 1), (g−1, 1), (g−1, ǫ), (gλ, 1) (they in-
dex the rows), (y, τ) running through (1, 1), (g−1, 1), (g−1, ǫ), (gλ′, 1) (they index
the columns) and with λ, λ′ ∈ C∗ − {1,−1}:


1 12
1
2 1
1
2
1
2 0
1
2
1
2 0
1
2
1
2
1 12
1
2 1


We see that for any λ ∈ C∗ − {1,−1} we have (gλ, 1) = (1, 1) in V¯11. Also,
(1, 1) = (g−1, 1) + (g−1, ǫ) in V¯
1
1. Hence (g−1, 1), (g−1, ǫ) generate V¯
1
1 and the
matrix of their inner products is
(
1
2 0
0 1
2
)
which is nonsingular, so that A11 is equal to {(g−1, 1), (g−1, ǫ)} and is a basis of
V¯11.
2. A conjecture
2.1. Let k be an algebraic closure of a finite field Fq . Let K = k((t)) where t is
an indeterminate. Let K0 = Fq((t)), a subfield of K. Let G be a simple adjoint
algebraic group defined and split over Fq. Let G be a connected, simply connected,
almost simple reductive group over C of type dual to that of G. Let P∅ be an
Iwahori subgroup of G := G(K) such that P∅ ∩ G(K0) is an Iwahori subgroup
of G(K0). Let W be an indexing set for the set of (P∅, P∅)-double cosets in G.
We regard W as a group as in [L4]. As in loc.cit., W is the semidirect product
of a (normal) subgroup W′ (an affine Weyl group) and a finite abelian subgroup
Ω. For any ξ ∈ Ω let ξG be the union of the (P∅, P∅) double cosets in G indexed
by elements in W′ξ. We have G = ⊔ξ∈ΩξG. Let Grsc be the set of regular
semisimple compact elements of G, see [L6, 3.1]. We have Grsc = ⊔ξ∈ΩξGrsc
where ξGrsc =
ξG∩Grsc. We set ξG(K0)rsc = ξGrsc∩G(K0). Let U be the set of
isomorphism classes of unipotent representations of G(K0), see [L4]. To each ρ ∈ U
we attach a sign ∆(ρ) ∈ {1,−1} as follows: from the definition, to ρ corresponds
a unipotent cuspidal representation ρ0 of a finite reductive group and ∆(ρ) is the
invariant ∆(ρ0) defined in [L2, 4.23, 4.21]. (We almost always have ∆(ρ) = 1.)
Recall that [L4] gives a bijection Z1 ↔ U where for ξ ∈ Ω, Zξ is the set of all pairs
(g, σ) (up to G-conjugation) where g ∈ G and σ is an irreducible representation of
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ZG(g)/ZG(g)
0 on which ZG acts according to ξ (we can identify Ω = Hom(ZG ,C∗)).
For ζ ∈ Z1 let Rζ be the corresponding unipotent representation, let Rˆζ be the
corresponding standard representation of G(K0) (which has Rζ as a quotient) and
let φξζ be ∆(Rζ) times the restriction of the character of Rˆζ to
ξG(K0)rsc. For
any ζ ∈ Zξ let tζ : ξG(K0)rsc −→ C be the unipotent almost character defined as
in [L6, 3.9] (we assume that [L6, 3.8(f)] holds).
We now fix a unipotent element u of G and a reductive subgroup H of ZG(u)
as in 1.7. Then the definitions in §1 can be applied to this H and to Λ = ZG
(a subgroup of H). In particular Σ, Σ˜,V, V¯χχ′,A
χ
χ′ and the pairing 1.3(b) are
defined. If (x, σ) ∈ Σ˜1 then σ can be viewed as an irreducible representation of
ZG(g)/ZG(g)
0 on which ZG acts trivially hence the G-conjugacy class of (su, σ)
can be viewed as an element ζ = ζx,σ ∈ Z1. We write Rˆx,σ, φξx,σ, tx,σ instead of
Rˆζ , φ
ξ
ζ , tζ. (Note that tζ is defined up to multiplication by a root of 1.) Let A
1
ξ be
the set of (class) functions ξG(K0)rsc −→ C of the form φξx,σ for some (x, σ) ∈ Σ˜1.
Let Vξ(u) be the vector space of (class) functions
ξG(K0)rsc −→ C spanned by A1ξ .
Conjecture 2.2. We assume that κ is the standard weight function for H.
(a) For any ξ ∈ Ω there is a unique isomorphism of vector spaces Θξ : V¯1ξ ∼−→
Vξ(u) such that for any (x, σ) ∈ Σ˜1 we have Θξ((x, σ)ξ) = φξx,σ. In particular Θξ
defines a bijection A1ξ
∼−→ A1ξ.
(b) There is a unique subset B11 of A
1
1 such that B
1
1 is a basis of V¯
1
1 and any
element of A11 is an R≥0-linear combination of elements in B
1
1.
(c) Let (x, σ) ∈ Σ˜1. We set (x, σ)∗1 =
∑
b∈B1
1
(b, (x, σ)1)b ∈ V¯11. We have
Θ1((x, σ)
∗
1) = tx,σ up to a nonzero scalar factor.
3. An example
3.1. We preserve the setup of 2.1 and we assume that G is of type Cn with n ≥ 2;
then we can take G = Spin2n+1(C). We take u in 2.1 to be a subregular unipotent
element in G so that H in 2.1 is as in 1.5 (with r2 = gn−1). We take κ to be the
standard weight function for H.
The simple reflections of the affine Weyl group W′ in 2.1 are denoted by
s0, s1, . . . , sn where sisi+1 has order 4 if i = 0 or i = n − 1 and order 3 if
0 < i < n − 1; si, sj commute if |i − j| ≥ 2. For any i ∈ [0, n] let W′i be
the subgroup of W′ generated by {sj ; j ∈ [0, n]− {i}}; this can be viewed as the
Weyl group of the reductive quotient Gi of a maximal parahoric subgroup of G
containing P∅. Note that G
i is defined over Fq.
Let H˜q be the extended affine Hecke algebra (over C) with parameter q corre-
sponding to W and let Hq be unextended affine Hecke algebra with parameter q
corresponding to W′ (a subalgebra of H˜q); note that H˜q contains an element ω
such that ω2 = 1, H˜q = Hq⊕Hqω and such that x 7→ ωxω is the algebra automor-
phism of Hq induced by the automorphism of W′ given by si 7→ sn−i for i ∈ [0, n].
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For any i ∈ [0, n] let Hiq be the Hecke algebra with parameter q corresponding to
W′i, viewed naturally as a subalgebra of Hq.
We consider the following W′-graphs (in the sense of [KL] but with the µ-
function allowed to take complex values):
(a) v0 v1 v2 . . . vn−1 vn,
(b) v1 v2 . . . vn−1,
(c) v0 vn,
(dλ) v0 v1 v2 . . . vn−1 vn v
′
n−1 v
′
n−2 . . . v
′
1.
(In (dλ), v
′
1 is also joined with v0.)
In each case the vertex vj or v
′
j has associated set of simple reflections {sj}. For
(a) we have µ(v0, v1) = 2, µ(vn, vn−1) = 2, all other µ are equal to 1. For (b) all µ
are equal to 1. For (c) there are no edges hence no µ-function. For (dλ) with λ ∈ C∗
we have µ(v0, v1) = λ, µ(v1, v0) = λ
−1, µ(vn, v
′
n−1) = λ, µ(v
′
n−1, vn) = λ
−1, all
other µ are equal to 1. For any i ∈ [0, n], the W′-graphs (a),(b),(c) give rise to a
W′i-graph with the same vertices (except the one marked with si), same µ-function
and same associated set of simple reflections (at any non-removed vertex). This
W′i-graph is denoted by (ai),(bi),(ci) respectively. Let nia, n
i
b, n
i
c be the number
of vertices marked with si in (a),(b),(c) respectively (this number is 1 or 0).
For each of the W′-graphs (a),(b),(c),(dλ) we consider the C-vector space
Ea, Eb, Ec, Edλ spanned by the vertices of the graph, viewed as a Hq-module
in the standard way defined by the W′-graph structure. This Hq-module ex-
tends to a H˜q-module in which ω acts by permuting the bases elements according
to: vi ↔ vn−i (for (a),(b),(c)) and (in case (dλ)), vi ↔ v′n−i if i ∈ [1, n − 1],
v0 ↔ vn. Let Eˆa, Eˆb, Eˆc, Eˆdλ be the admissible representations of G(K0) gen-
erated by their subspace of P∅ ∩ G(K0)-invariant vectors such that the natural
H˜q-module structure on this subspace is Ea, Eb, Ec, Edλ respectively. Now the
H˜q-modules Ea, Eb, Ec, Edλ can be specialized to q = 1 (using the W′-graph
structure) and yield W-modules Ea1 , E
b
1, E
c
1, E
dλ
1 respectively.
If i ∈ [0, n] for each of the W′i-graphs (ai),(bi),(ci) we consider the C-vector
space Ea
i
, Eb
i
, Ec
i
spanned by the vertices of the graph, viewed as a Hiq-module in
the standard way defined by the W′i-graph structure. The restriction of the Hq-
module Ea, Eb, Ec to Hiq-module is isomorphic to Ea
i⊕Cnia , Ebi⊕Cnib , Eci⊕Cnic
respectively. Here Cm is 0 if m = 0 while if m = 1 it is the Hiq-module defined by
the W′i graph with a single vertex without any associated simple reflection.
UNIPOTENT ALMOST CHARACTERS OF SIMPLE p-ADIC GROUPS, II 13
Let Eˆa
i
, Eˆb
i
, Eˆc
i
be the representations of Gi(Fq) generated by their subspace
of vectors invariant under a Borel subgroup such that the natural Hiq-module
structure on this subspace is Ea
i
, Eb
i
, Ec
i
respectively. Now the Hiq-modules
Ea
i
, Eb
i
, Ec
i
can be specialized to q = 1 (using the W′i-graph structure) and
yield W′i-modules Ea
i
1 , E
bi
1 , E
ci
1 respectively.
With notation in 2.1 and 1.5, Eˆa, Eˆb, Eˆc can be identified with the standard
representations Rˆ1,1, Rˆ1,ǫ, Rˆr,1 of G(K0). On the other hand the standard repre-
sentation Rˆ1,gν (where ν ∈ C∗ − {1,−1}) is among the representations Eˆdλ . Let
φ∗1,1, φ
∗
1,ǫ, φ
∗
r,1, φ
∗
1,gν be the restriction of the character of Rˆ1,1, Rˆ1,ǫ, Rˆr,1, Rˆ1,gν to
the set G(K0)vrc of very regular compact elements (see [KmL]) in G(K0). Accord-
ing to [KmL], G(K0)vrc has a canonical partition ⊔θG(K0)θvrc into pieces invariant
under conjugation by G(K0), where θ runs over the set of W-conjugacy classes of
elements of finite order in W′. Any finite dimensional W-module ρ gives rise to
a class function eρ : G(K0)vrc −→ C where eρ|G(K0)θvrc is the constant equal to the
value of ρ at any element of θ. In particular the class functions eEa
1
, eEb
1
, eEc
1
on
G(K0)vrc are well defined; we denote them by e1,1, e1,ǫ, er,1. We set er,ǫ = 0 (a
function on G(K0)vrc).
We have:
(e) φ∗1,gν = φ
∗
1,1 + φ
∗
1,ǫ.
To prove (e) it is enough to show that Eˆdλ and Eˆa ⊕ Eˆb have the same character
on G(K0)vrc for any λ ∈ C∗. By the results of [KmL], the character of Eˆdλ
on G(K0)vrc depends only on the restrictions of E
dλ to the various Hiq and in
particular is independent of λ. Hence we can assume that λ = 1. Thus it is
enough to show that Ed1 ∼= Ea ⊕Eb as a Hq-module. The W′-graph (d1) admits
an involution vi ↔ v′i (i ∈ [1, n− 1]), v0 7→ v0, vn 7→ vn. Its eigenspaces give the
required direct sum decomposition of the Hq-module Ed1 .
We have the following equalities.
(f) φ∗1,1 = 1/2(e1,1 + e1,ǫ + er,1 + er,ǫ),
(g) φ∗1,ǫ = 1/2(e1,1 + e1,ǫ − er,1 − er,ǫ),
(g) φ∗r,1 = 1/2(e1,1 − e1,ǫ + er,1 − er,ǫ).
To prove (f) it is enough to show that for any i ∈ [0, n] and any conjugacy class
θ0 of W
′i, the two sides of (f) take the same value on G(K0)
θ
vrc where θ is the
W-conjugacy class inW′ that contains θ0. By [KmL], φ
∗
1,1|G(K0)θvrc is the constant
equal to nia plus the value of the character of Eˆ
ai at a regular semisimple element
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of Gi(Fq) of type θ0. By the results of [L2], this is equal to n
i
a plus the character of
1/2(Ea
i
1 +E
bi
1 +E
ci
1 ) at θ0 hence it is equal to n
i
a plus the character of 1/2(e1,1−nia+
e1,ǫ − nib + er,1 − nic + er,ǫ) at θ. It remains to note that nia = 1/2(nia + nib + nic).
The proof of (g) and (h) is entirely similar; it is based on [KmL], [L2] and the
equalities nib = 1/2(n
i
a + n
i
b − nic), nic = 1/2(nia − nib + nic).
Now Rˆr,ǫ is an irreducible representation ofG(K0) which is not Iwahori-spherical.
Let φ∗r,ǫ be the restriction of its character to G(K0)vrc. Using again [KmL], [L2],
we see that
(i) φ∗r,ǫ = 1/2(e1,1 − e1,ǫ − er,1 + er,ǫ).
From (f)-(i) we deduce:
1/2(φ∗1,1 + φ
∗
1,ǫ + φ
∗
r,1 + φ
∗
r,ǫ) = e1,1,
1/2(φ∗1,1 + φ
∗
1,ǫ − φ∗r,1 − φ∗r,ǫ) = e1,ǫ,
1/2(φ∗1,1 − φ∗1,ǫ + φ∗r,1 − φ∗r,ǫ) = er,1,
1/2(φ∗1,1 − φ∗1,ǫ − φ∗r,1 + φ∗r,ǫ) = er,ǫ.
which, together with (e), confirm the Conjecture 2.2 in a very special case.
Appendix
A.0. Let G, u,V, H = H(u) be as in 1.7. In this appendix we give some informa-
tion on the structure of H.
A.1. Assume first that G = SL(V ) where V is a C-vector space of dimension
N ≥ 2. We assume that V = ⊕i≥1Vi where Vi = Wi ⊗ Ei and Wi, Ei are C-
vector spaces of dimension i,mi respectively. Let I = {i ≥ 1;mi ≥ 1}. For
i ∈ I we have an imbedding τi : GL(Ei) −→ GL(Vi), g 7→ 1Wi ⊗ g. Let Φ :∏
i∈I GL(Ei) −→ GL(V ) be the homomorphism (gi) 7→ ⊕i∈Iτi(gi) (an imbedding).
Let H = SL(V ) ∩ image of Φ. Then H is of the form H(u) for some u ∈ G (as
in 1.7) and all H(u) as in 1.7 are obtained up to conjugacy. Note that Φ−1(H)
is the set of all (xi)i∈I with xi ∈ GL(Ei),
∏
i∈I det(xi)
i = 1 and Φ−1((H0)der) is∏
i∈I SL(Ei). Thus (H
0)der is simply connected.
A.2. For any C-vector space V with a fixed symmetric or symplectic nondegen-
erate bilinear form (, ) : V × V −→ C we denote by IsV be the group of isometries
of (, ).
Until the end of A.8 we assume that V is a C-vector space of dimension N ≥ 1
with a fixed symmetric nondegenerate bilinear form (, ) : V × V −→ C; we write
OV instead of IsV . Let V∗ = {v ∈ V ; (v, v) = 1}. For any v ∈ V∗ define rv ∈ OV
by rv(v) = −v, rv(v′) = v′ if v′ ∈ V, (v, v′) = 0 (a reflection).
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Let C(V ) be the Clifford algebra of (, ) that is, the quotient of the tensor algebra
of V by the two-sided ideal generated by the elements v⊗v′+v′⊗v−2(v, v′) with
v, v′ ∈ V . As a vector space we have C(V ) = C(V )+⊕C(V )− where C(V )+ (resp.
C(V )−) is spanned by the products v1v2 . . . vn with vi ∈ V and n even (resp. n
odd). Note that for v ∈ V∗ we have v2 = 1 in C(V ). Let O˜V be the subgroup of
the group of invertible elements of C(V ) consisting of the elements
(a) v1v2 . . . vn with vi ∈ V∗, n ≥ 0.
Let 0O˜V = O˜(V ) ∩ C(V )+, 1O˜V = O˜V ∩ C(V )− = O˜V − 0O˜V . Then 0O˜V is a
subgroup of index 2 of O˜V . We set c = −1 ∈ C(V ). If v ∈ V , (v, v) = −1, we
have v2 = −1 in C(V ). Hence c ∈ 0O˜V . If ξ ∈ O˜V , v ∈ V , we have ξvξ−1 ∈ V .
(Indeed, for ξ = v1v2 . . . vn as in (a), we have ξvξ
−1 = (−1)nrv1rv2 . . . rvn .) Hence
ξ 7→ [v 7→ ξvξ−1] is a homomorphism β : O˜V −→ OV with image OV , if N is even,
and O0V if N is odd. The kernel of β :
0O˜V −→ O0V is {1, c}. If N ≥ 2 we have
0O˜V = O˜
0
V . If N = 1,
0O˜V is of order 2.
A.3. In the setup of A.2 we assume G = 0O˜V . We also assume (until the end
of A.8) that V = ⊕i≥1Vi where Vi = Wi ⊗ Ei and Wi, Ei are C-vector spaces
of dimension i,mi respectively with given nondegenerate bilinear forms (, ) (both
symmetric if i is odd, both symplectic if i is even) such that (w ⊗ e, w′ ⊗ e′) =
(w,w′)(e, e′) for w,w′ ∈Wi, e, e′ ∈ Ei and (Vi, Vj) = 0 for i 6= j.
Let I = {i ≥ 1;mi ≥ 1}, Iodd = I ∩ (2Z+1), Ieven = I ∩ (2Z). For any t ≥ 2 let
I≥todd = {i ∈ Iodd;mi ≥ t}. For any i ∈ I let βi : O˜Vi −→ OVi be the homomorphism
defined like β with V replaced by Vi. For any i ∈ Iodd let wi1, wi2, . . . , wii be an
orthonormal basis of Wi with respect to (, ).
In this appendix, any product over I or Iodd is taken using the order of I or
Iodd induced from the obvious order on N. The imbedding τi : IsEi −→ OVi ,
g 7→ 1Wi ⊗ g, restricts to an imbedding Is0Ei −→ O0Vi . Let Φ :
∏
i∈I IsEi −→ OV be
the homomorphism (gi) 7→ ⊕i∈Iτi(gi) (an imbedding); it restricts to an imbedding
Φ0 :
∏
i∈I Is
0
Ei
−→ O0V . Let R¯ = O0V ∩ image of Φ. We have image of Φ0 = R¯0.
For i ∈ Iodd we choose ei ∈ Ei∗ and we define yi ∈ OV by yi = 1 onWi⊗Cei and
yi = −1 on the perpendicular toWi⊗Cei in V . Thus yi = τi(−rei) on Vi, yi = −1
on Vj for j 6= i. (Here rei is a reflection in Ei.) We see that yi ∈ image of Φ,
y2i = 1.
Let g = ⊕j∈Iτj(tj) ∈ OV where tj ∈ IsEj . From the definitions we see that for
any i ∈ Iodd we have
(a) yigy
−1
i = ⊕j∈Iτj(t′j) ∈ OV where t′j ∈ IsEj is given by t′i = reitirei and
t′j = tj if j 6= i. In particular if g ∈ R¯0 then yigy−1i ∈ R¯0.
Let Γ¯ be the (finite abelian) subgroup of OV generated by {yi; i ∈ Iodd}. Let
Γ¯+ be the subgroup of Γ¯ consisting of elements which are products of an even
number of generators yi. If Iodd = ∅ we have Γ¯ = Γ¯+ = {1}. If Iodd 6= ∅ then
Γ¯+ is a subgroup of index 2 of Γ¯. We have R¯ = R¯0Γ¯+ and R¯0 ∩ Γ¯+ = {1}. Let
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H = {g ∈ G; β(x) ∈ R¯}. Then H is of the form H(u) for some u ∈ G (as in 1.7)
and all H(u) as in 1.7 are obtained up to conjugacy.
A.4. Our next objective is to describe the structure of H, see A.6(e), A.7.
For i ∈ I we set Si = 0O˜Ei if i ∈ Iodd and Si = IsEi if i ∈ Ieven. For i ∈ I let
R′i = {ξ ∈ 0O˜Vi ; βi(ξ) ∈ τi(Is0Ei)}. We set Ri = R′i if i ∈ Iodd and Ri = R′i0 if
i ∈ Ieven.
For i ∈ Iodd let c′i be −1, viewed as an element of Si. For i ∈ I let ci be −1,
viewed as an element of 0O˜(Vi); note that, if i ∈ Iodd, we have ci ∈ Ri.
If i ∈ Iodd then Ri contains
xi;e,f = (w
1
i ⊗ e) . . . (wii ⊗ e)(w1i ⊗ f) . . . (wii ⊗ f) = −xi;f,e
for any e, f ∈ Ei∗. (Indeed, xi;e,f projects to (1Wi ⊗ re)(1Wi ⊗ rf ), where re, rf
are reflections in Ei.) Since rerf generate τi(O
0
Ei
), we see that the elements xi;e,f
generate Ri.
If i ∈ Iodd and mi = 1 we have τi(Is0Ei) = {1} and Ri = {1, ci}; we see that
there is a unique isomorphism Si
∼−→ Ri. Thus τ0i lifts uniquely to an isomorphism
t˜i : Si
∼−→ Ri which carries c′i to ci.
If i ∈ I≥2odd, from an argument in [L3, 14.3], we see that Ri is connected; being a
double covering of O0Ei , there is a unique isomorphism
0O˜Ei
∼−→ Ri which induces
the identity on O0Ei . Thus τ
0
i lifts uniquely to an isomorphism t˜i : Si
∼−→ Ri which
carries c′i to ci.
If i ∈ Ieven then, since R′i is a double covering (with kernel {1, ci}) of Si which
is simply connected, we see that R′i = Ri ⊔ ciRi and that τi lifts uniquely to an
isomorphism t˜i : Si
∼−→ Ri.
We set S =
∏
i∈I Si; for any s ∈ S we write si for the i-component of s. Putting
together the isomorphisms t˜i we get
S
∼−→
∏
i∈I
Ri ⊂
∏
i∈I
0O˜Vi ,
Composing with the homomorphism
(a)
∏
i∈I
0O˜Vi −→ G
induced by
∏
i∈I C(Vi) −→ C(V ) (multiplication in C(V )) we obtain the homo-
morphism Φ′ in the commutative diagram
(b)
S
Φ′−−−−→ G
α
y β
y
∏
i∈I Is
0
Ei
Φ0−−−−→ O0V
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where α is the obvious homomorphism.
Let R be the image of Φ′. Clearly, R is a closed subgroup of G. We show that
β(R) = R¯0. Since α is surjective, this follows from (b) and the fact that the image
of Φ0 is R¯0. Let
A = {s ∈ S; si = 1 if i ∈ Ieven, si = c′ini if i ∈ Iodd, ni ∈ Z/2,
∑
i∈Iodd
ni = 0}.
We show:
(c) Ker(Φ′) = A.
From the definitions, if s ∈ S is given by si = 1 if i ∈ Ieven, si = c′ini if i ∈ Iodd
where ni ∈ Z/2, then Φ′(s) = cm where m =
∑
i∈Iodd
ni. In particular, we have
A ⊂ Ker(Φ′). Conversely, let (ξi)i∈I ∈ S be an element in Ker(Φ′). We set
ξ˜i = t˜i(ξi) ∈ Ri. Viewing ξ˜i as an element of C(Vi) ⊂ C(V ), we have
∏
i∈I ξ˜i = 1
(product in C(V )). Let I0 be the set of all i ∈ I such that ξ˜i is a (nonzero) scalar.
From the definition of C(V ) we see that, if bji (j ∈ [1, 2dimVi ] is a basis of C(Vi),
then the products bf :=
∏
i∈I b
f(i)
i (for various functions f which to each i ∈ I
associate f(i) ∈ [1, dimC(Vi)]) form a basis of C(V ). We can assume that b1i = ξ˜i
for all i ∈ I and b2i = 1 for all i ∈ I − I0. Let f1, f2 be such that f1(i) = 1 for all
i ∈ I, f2(i) = 2 for i ∈ I − I0, f2(i) = 1 for i ∈ I0. We have bf1 = 1, bf2 = λ1 with
λ ∈ C∗. Thus bf2 = λbf1 . Since bf2 , bf1 are part of a basis of C(V ), we see that
f1 = f2 hence I − I0 = ∅. Thus ξ˜i is a nonzero scalar for any i ∈ I. It follows that
the element ξ˜i ∈ 0O˜Vi satisfies βi(ξ˜i) = 1 hence ξ˜i = cnii (hence ξi = c′ini) for some
ni ∈ Z/2. If in addition, i ∈ Ieven, then ξ˜i ∈ Ri and ci /∈ Ri implies that ni = 0.
Now if i ∈ Iodd, then ci viewed as an element of C(V ) is equal to c. Hence from∏
i∈I ξ˜i = 1 (in C(V )) it follows that
∑
i∈Iodd
ni = 0. Thus Ker(Φ
′) ⊂ A. The
opposite containment is obvious. This proves (c).
We show:
(d) If I≥2odd 6= ∅ then R = R0 = H0 and c ∈ H0.
If i ∈ I and mi ≥ 2, then Ri = R0i . Hence
∏
i∈I
Ri =
∏
i∈I;mi=1
Ri ×
∏
i∈I;mi≥2
R0i .
Thus R is generated by R0 and by Φ′(c′i) for various i ∈ I such that mi = 1. To
show that R = R0 it is enough to show that if i ∈ I is such that mi = 1 (hence i
is odd) then Φ′(c′i) ∈ R0. By assumption we can find i′ ∈ I≥2odd. From (c) we see
that Φ′(c′ic
′
i′) = 1. Hence
Φ′(c′i) = Φ
′(c′i′) ∈ Φ′(Ri′) = Φ′(R0i′) ⊂ R0.
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Thus we have R = R0. Since β(R) = R¯0, H = β−1(R¯) ∩ G, we have dimR =
dimH = dim R¯ and R ⊂ H so that R0 = H0. From the proof of (c) we see that,
if s ∈ S is given by si = c′i for i = i′ (as above), si = 1 for i ∈ I − {i′}, then
Φ′(s) = c. Thus, c ∈ R. Since R = H0 we see that c ∈ H0; (d) is proved.
We show:
(e) If I≥2odd 6= ∅ then β induces an isomorphism H/H0
∼−→ R¯/R¯0 = baG+. Hence
H/H0 is an finite abelian group of order 2|Iodd−1|.
From A.3 we have R¯/R¯0 = Γ¯+. From the definitions, β induces a surjective
homomorphism H −→ R¯ with kernel {1, c}. It is then enough to note that {1, c} ⊂
H0 (see (d)).
A.5. Let i ∈ Iodd. We define an automorphism ai : S −→ S by s 7→ s′ where
s′i = eisie
−1
i (product in O˜Ei), s
′
j = sj for j 6= i. Since ai induces the identity map
on Ker(Φ′) (see A.4(c)), it follows that ai induces an automorphism a
′
i : R −→ R
(recall that R is the image of Φ′). We set
y˜i = (w
1
i ⊗ ei) . . . (wii ⊗ ei) ∈ O˜V .
We show:
(a) For any g˜ ∈ R we have y˜ig˜y˜−1i = a′i(g˜) ∈ R.
Assume first that mi = 1. We have ai = 1 (in this case, ei is in the centre of
OEi). Now Ri is generated by xi;ei,ei = y˜
2
i (see A.4) and by ci hence y˜i commutes
with any element of Ri; it also commutes with any element of Rj, j 6= i hence
y˜ig˜y˜
−1
i = g˜. Thus (a) is proved in this case. Next we assume that mi ≥ 2. We
have β(y˜i) = yi hence
β(y˜ig˜y˜
−1
i ) = yiβ(g˜)y
−1
i ∈ yiR¯0y−1i = R¯0
(see (4.3(a))). Thus, y˜iRy˜
−1
i ∈ β−1(R¯0) ∩ G ⊂ H. Since R = H0, see A.4(d),
we see that y˜iRy˜
−1
i = y˜iH
0y˜−1i is a connected subgroup of H. It follows that
y˜iRy˜
−1
i = H
0 = R. Thus Ad(y˜i) is an automorphism of R. From the definition
and A.3(a) we have β(a′i(g˜)) = yiβ(g˜)y
−1
i = β(y˜ig˜y˜
−1
i ). Thus y˜ig˜y˜
−1
i = a
′
i(g˜)f(g˜)
where f : R −→ ker β is a morphism. Now R is connected (see A.4(d)) and ker β
is finite hence f is constant. Clearly, f(1) = 1. It follows that f(g˜) = 1 for any
g˜ ∈ R, proving (a).
A.6. Let ∆ be the group defined by the generators zi(i ∈ Iodd) and c∗ with
relations: c2∗ = 1, c∗zi = zic∗, z
2
i = c
i(i−1)/2
∗ for i ∈ Iodd and zizi′ = c∗zi′zi for
i 6= i′ in Iodd. (If Iodd = ∅, ∆ is the group of order 2 with generator c∗.) From the
definition we see that any element of ∆ can be written in the form cn∗
∏
i∈Iodd
znii
where ni ∈ Z/2, n ∈ Z/2. It follows that |∆| ≤ 2|Iodd|+1. The assignment c∗ 7→ c,
zi 7→ y˜i = (w1i ⊗ ei) . . . (wii ⊗ ei) ∈ O˜V defines a homomorphism ζ : ∆ −→ O˜V . For
any i ∈ Iodd we have β(y˜i) = yi. Thus β(ζ(∆)) is the subgroup of OV generated by
yi(i ∈ Iodd), an (abelian) group of order 2|Iodd|. Since ζ(∆) contains c which is in
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the kernel of β, we deduce that |ζ(∆)| ≥ 2|Iodd|+1 hence |∆| = |ζ(∆)| = 2|Iodd|+1.
In particular, ζ defines an isomorphism ∆
∼−→ ζ(∆) and any element of ∆ can be
written uniquely in the form cn∗
∏
i∈Iodd
znii where ni ∈ Z/2, n ∈ Z/2.
We now define a homomorphism ∆ −→ Aut(S), δ 7→ [s 7→ δs] by c∗ 7→ 1,
zi 7→ ai where ai is as in A.5. We form the semidirect product S · ∆ in which,
for s, s′ ∈ S, δ, δ′ ∈ ∆, we have (sδ)(s′δ′) = (sδs′)(d′). We extend ζ : ∆ −→ O˜V
to a homomorphism S · ∆ −→ O˜V (denoted again by ζ) by definining ζ on S to
be Φ′. To show that this is well defined we must verify for i ∈ Iodd, s ∈ S that
Φ′(ai(s)) = y˜iΦ
′(s)y˜−1i . This follows from A.5(a). We show:
(a) The kernel of ζ : S ·∆ −→ O˜V is equal to A′ = {1} if Iodd = ∅ and to
A′ := {scn∗ ; s ∈ S, n ∈ Z/2, si = c′ini if i ∈ Iodd, si = 1 if i ∈ Ieven,
ni ∈ Z/2, n =
∑
i∈Iodd
ni}
if Iodd 6= ∅.
Let s ∈ S, δ ∈ ∆ be such that sδ ∈ Ker(ζ). We write δ = cn∗
∏
i∈Iodd
zuii where
ui ∈ Z/2, n ∈ Z/2. We set ξi = t˜i(si) ∈ Ri.
Assume first that Iodd 6= ∅. We have 1 = cn
∏
i∈I ξi
∏
i∈Iodd
y˜uii hence
∏
i∈I fi =
power of c, where fi = ξ˜iy˜
mi
i for i ∈ Iodd, fi = ξi for i ∈ Ieven. We have fi ∈
C(Vi)
ui if i ∈ Iodd and fi ∈ C(Vi)0 if i ∈ Ieven. Now the subspaces
∏
i∈I C(Vi)
ri
of C(V ) (with ri ∈ {0, 1}) form a direct sum decomposition of C(V ). It follows
that ui = 0 for any i ∈ Iodd. Thus we have cn
∏
i∈I ξi = 1. If n = 0 then from
the previous equality we deduce as in the proof of A.5(c) that si = c
′
i
ni if i ∈ Iodd,
si = 1 if i ∈ Ieven where ni ∈ Z/2,
∑
i∈Iodd
ni = 0. If n = 1 we pick i0 ∈ Iodd and
we define s′ ∈ S by s′i0 = c′i0si0 , s′i = si if i ∈ I −{i0}. Then ζ(s′) = 1 from which
we deduce as above that s′i = c
′
i
ni if i ∈ Iodd with ni ∈ Z/2,
∑
i∈Iodd
ni = 0. Hence
s′i = c
′
i
n′i for i ∈ Iodd, si = 1 for i ∈ Iev with n′i ∈ Z/2,
∑
i∈Iodd
n′i = 1. We see
that ker ζ ⊂ A′. The opposite containment is obvious. This completes the proof
when Iodd 6= ∅.
Assume next that Iodd = ∅. We have ∆ = {1, c∗}. In our case the homomor-
phism α in A.4(b) defines a connected covering of a simply connected group hence
is an isomorphism; since Φ0 in A.4(b) is injective it follows that β in A.4(b) is in-
jective when restricted to R, hence c /∈ R. We have 1 = cn∏i∈I ξi. Hence cn ∈ R.
Since c /∈ R it follows that n = 0. Thus, 1 = ∏i∈I ξi. From this we deduce as in
the proof of A.4(c) that s = 1. This completes the proof of (a).
Let ∆+ be the subgroup of ∆ consisting of the elements of the form cn∗
∏
i∈Iodd
znii
where ni ∈ Z/2, n ∈ Z/2,
∑
i∈Iodd
ni = 0. We have |∆+| = 2|Iodd| if Iodd 6= ∅,
|∆+| = 2 if Iodd = ∅. We regard the semidirect product S ·∆+ as a subgroup of
S ·∆ in an obvious way. Let ζ0 : S ·∆+ −→ G be the restriction of ζ : S ·∆ −→ O˜V .
From (a) we deduce:
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(b) The kernel of ζ0 : S ·∆+ −→ G is equal to A′.
The image of ζ0 is the subgroup of G generated by R, by y˜iy˜i′ (i, i′ ∈ Iodd) and by
c. Hence it is equal to H. We see that ζ0 defines an isomorphism
(c) (S ·∆+)/A′ ∼−→ H.
If Iodd 6= ∅, we can identify
(d) (S ·∆+)/A′ = (S0 ·∆+)/A′1
where
A′1 = {scn∗ ; s ∈ S, n ∈ Z/2, si = c′ini if i ∈ I≥2odd,
si = 1 if i ∈ Ieven ∪ (Iodd − I≥2odd), ni ∈ Z/2, n =
∑
i∈I≥2
odd
ni}.
We show:
(e) If I≥2odd = ∅ then H = S0 ·∆+; hence H/H0 = ∆+.
Assume first that Iodd = ∅. Then A′ = {1}, ∆+ = {1, c∗}, S = S0 and (c) becomes
S0 ⊔ S0c∗ ∼−→ H; thus (e) holds. If Iodd 6= ∅ and I≥2odd = ∅ then we have A′1 = {1}
so that (e) follows from (d).
A.7. In this subsection we assume that I≥2odd 6= ∅. Using A.6(c),(d) we see that in
this case we have H0 = S0/A′2 where
A′2 = {s ∈ S; si = c′ini if i ∈ I≥2odd, si = 1
if i ∈ Ieven ∪ (Iodd − I≥2odd), ni ∈ Z/2,
∑
i∈I≥2
odd
ni = 0},
so that for i ∈ I≥2odd, the image of c′i in H0 is independent of i; we denote it by c′.
Note that the ∆+ action on S0 induces an action of ∆+ on S0/A′2 and we can form
the semidirect product (S0/A′2) ·∆+. From A.6(c),(d) we see that H = ((S0/A′2) ·
∆+)/{1, c′c∗}. Now (S0/A′2)der is the image of (S0)der =
∏
i∈Ieven∪I
≥3
odd
Si under
p : S0 −→ (S0/A′2)der. The condition that (S0/A′2)der is simply connected is that
the restriction of p to (S0)der has trivial kernel; that kernel is
A′2 ∩ (S0)der = {s ∈ S; si = c′ini if i ∈ I≥3odd, si = 1
if i ∈ Ieven ∪ (Iodd − I≥3odd), ni ∈ Z/2,
∑
i∈I≥2
odd
ni = 0},
and this is trivial precisely when |I≥3odd| ≤ 1.
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A.8. From the results in A.6,A.7 we see that (H0)der is simply connected if and
only if |I≥3odd| ≤ 1.
A.9. Let V be a C-vector space of dimension N ≥ 4 with a fixed symmetric
nondegenerate symplectic form (, ) : V × V −→ C. Let G = IsV . We assume that
V = ⊕i≥1Vi where Vi = Wi ⊗ Ei and Wi, Ei are C-vector spaces of dimension
i,mi respectively with given nondegenerate bilinear forms (, ) (so that if i is odd,
(, ) is symmetric for Wi and symplectic for Ei; if i is even, (, ) is symmetric for Ei
and symplectic for Wi) such that (w ⊗ e, w′ ⊗ e′) = (w,w′)(e, e′) for w,w′ ∈ Wi,
e, e′ ∈ Ei and (Vi, Vj) = 0 for i 6= j. Let I = {i ≥ 1;mi ≥ 1}, Iodd = I ∩ (2Z+ 1),
Ieven = I ∩ (2Z).
We have an imbedding τi : IsEi −→ IsVi , g 7→ 1Wi⊗g. Let Φ :
∏
i∈I IsEi −→ G be
the homomorphism (gi) 7→ ⊕i∈Iτi(gi) (an imbedding); it restricts to an imbedding
Φ0 :
∏
i∈I Is
0
Ei
−→ G. Let H = image of Φ. Then H is of the form H(u) for some
u ∈ G (as in 1.7) and all H(u) as in 1.7 are obtained up to conjugacy. We have
image of Φ0 = H0.
We see that (H0)der is simply connected if and only if the number of i ∈ Ieven
such that mi ≥ 3 is 0.
A.10. In this subsection we assume that L is the centralizer of a torus S in G,
that u ∈ L and that (H0)der is simply connected. Let V ′ be the unipotent radical
of ZL(u)
0; let V ′′ be the unipotent radical of ZLder(u)0. We show:
(a) ZL(u) = H
′V ′ (semidirect product) where H ′ is reductive and (H ′0)der is
simply connected;
(b) ZLder(u) = H
′′V ′′ (semidirect product) where H ′′ is reductive and (H ′′0)der
is simply connected.
We can assume that S ⊂ H. We have ZL(u) = ZG(u) ∩ ZG(S) = HV ∩ ZG(S) =
ZH(S)ZV(S). Thus we can assume that H
′ = ZH(S) so that H
′0 = ZH0(S).
Since (H0)der is simply connected, it follows that (ZH0(S))der is simply connected,
proving (a). Let T be the connected centre of L. We have L = LderT . Clearly,
ZL(u) = ZLder(u)T . Thus we can assume that H
′ = H ′′T so that H ′0, H ′′0 have
the same derived group, proving (b).
A.11. In the remainder of this appendix we assume that G (in 1.7) is of exceptional
type and u,H(u) are as in 1.7. As G. Seitz pointed out to the author, the structure
ofH = H(u) can in principle be extracted from [LS]. More precisely, the tables [LS,
22.3.1-22.3.5] contain information on the structure of the Lie algebra of H0, on the
structure of H/H0 and the action of H0 on the Lie algebra of G. From this one can
recover the precise structure of H0; using in addition the tables [LS, 22.2.1-22.2.6]
one can recover the structure of the extension 1 −→ H0 −→ H −→ H/H0 −→ 1.
(When G is of type E7 or E6 then, in addition to the corresponding tables in [LS]
for the corresponding adjoint groups, we must use the tables for E8 by regarding
G as a derived subgroup of a Levi subgroup of a parabolic subgroup of a group of
type E8; we also use A.10.) In this way we find the following results.
If G is of type E6 or G2 then (H0)der is simply connected.
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Assume now that G is of type F4. If u is of type A1A˜1 (notation of [LS])
then H = H0 = PGL2(C) × SL2(C). If u is of type B3 (notation of [LS]) then
H = H0 = PGL2(C). For all other u, (H
0)der is simply connected.
Assume now that G is of type E7. If u is of type A2A21 (notation of [LS])
then H = H0 = SL2(C)
3/{±1} with {±1} imbedded diagonally in the centre of
SL2(C)
3. For all other u, (H0)der is simply connected.
Assume now that G is of type E8. If u is of type A2A21 (notation of [LS]) then
H = H0 = (SL2(C) × Spin7(C))/{±1} with {±1} imbedded diagonally in the
centre of SL2(C) × Spin7(C). If u is of type A3A2A1 (notation of [LS]) then
H = H0 = PGL2(C)×SL2(C). If u is of type A4A2 (notation of [LS]) then H =
H0 = SL2(C)
2/{±1} with {±1} imbedded diagonally in the centre of SL2(C)2.
If u is of type D4(a1)A2 (notation of [LS]) then H = PGL3(C) · Z/2 (semidirect
product with the generator of Z/2 acting on PGL3(C) by an outer involution).
If u is of type D5(a1)A1 (notation of [LS]) then H = H
0 = PGL2(C)× SL2(C).
If u is of type A6 (notation of [LS]) then H = H
0 = SL2(C)
2/{±1} with {±1}
imbedded diagonally in the centre of SL2(C)
2. For all other u, (H0)der is simply
connected.
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