Skew and kurtosis distort range restriction adjustments 2 ABSTRACT Most study samples show less variability in key variables than do their source populations due most often to indirect selection into study participation associated with a wide range of personal and circumstantial characteristics. Formulas exist to correct the distortions of population-level correlations created. Formula accuracy has been tested using simulated normally-distributed data, but empirical data are rarely available for testing. We did so in a rare dataset in which it was possible: the 6-Day Sample, a representative subsample of 1208 from the Scottish Mental Survey 1947 of cognitive ability in 1936-born Scottish schoolchildren (70,805). 6-Day Sample participants completed a follow-up assessment in childhood and were re-recruited for study at age 77. We compared full 6-Day Sample correlations of early-life variables with those of the range-restricted correlations in the laterparticipating subsample, before and after adjustment for direct and indirect range restriction. Results differed, especially for two highly correlated cognitive tests; neither reproduced full-sample correlations well due to small deviations from normal distribution in skew and kurtosis. Maximum likelihood estimates did little better. To assess these results' typicality, we simulated sample selection and made similar comparisons using the 42 cognitive ability tests administered to the Minnesota Study of Twins Reared Apart, with very similar results. We discuss problems in developing further adjustments to offset range-restriction distortions and possible approaches to solutions.
Researchers developing adjustment formulas do of course attempt to test their accuracy, and their tests have generally supported the formulas' accuracy at least within bounded circumstances outlined by the researchers (e.g., Alexander, 1990; Alexander, Carson, Alliger, & Cronshaw, 1989; Chernyshenko & Ones, 1999; Greener & Osburn, 1980; Gross & Fleischman, 1983; Hoffman, 1995; Lawley, 1943; Ree, Carretta, Earles, & Albert, 1994; Sackett, Laczo, & Arvey, 2002 ; for examples of exceptions pointing out remaining biases, see Gross & Fleischman, 1983; Mendoza & Mumford, 1987; Roth, Bobko, Switzer III, & Dean, 2001 ). Yet the circumstances outlined have generally focused on the kinds of contexts faced by organizations that make selection decisions such as which job applicants to hire or which applications to educational programs to accept and then later follow up to understand sources of relative levels of performance that can assist the next round of applicant review. In these situations, awareness of need to consider sample selectivity tends to be particularly high because overt efforts have been made to select the 'best', however defined, from some broader pool. As the studies cited exemplify, the tests are usually carried out by simulating very large random samples drawn from variables with properties considered similar to those encountered in practice in these kinds of settings, imposing various forms of selection on the randomly generated samples to mimic the levels of association and sample sizes often encountered. Then the sample properties of interest can be calculated in the selected samples, the adjustment formulas applied, and results compared to those in the full random samples. This is a sound approach. Simulation can reveal how well a method can recover the true underlying model or data properties in a way that empirical data never can. But simulation only works well if the assumptions on which the random samples and variable distributions on which they are based are realistic representations of those encountered in the real world. In tests of sample-selection adjustment formulas, this means that the variable properties assumed in the random sample generation and the full random samples and the processes used to impose selection on them represent those encountered in practice thoroughly. If these properties do not, simulation not only can fail to reveal 'truth', but it can provide an inappropriate sense of security that methods function as intended. Most researchers carrying out tests of sample-selection adjustment formulas have assumed selection to be direct. Selection is strictly direct when selectors simply will not select candidates with scores on some variable above or below some pre-set cut-off score. This takes place in practice occasionally in some application settings, for example when some passing score is required on a jobknowledge test. 'Directness' of selection is often relative or dimensional, however, even in these settings, with scores or evaluations on several different measures being considered probabilistic predictive indicators of in-role performance, without strictly applied cut-off scores on any of them.
Many universities (and other organizations) even have overtly compensatory selection processes in which, for example, grades can offset lower Scholastic Assessment Test or other scores, or low socioeconomic status can offset both.
In many other selection settings, especially research sample recruitment settings, selection on variables with relevance to research questions of interest is almost always quite indirect.
Considered dichotomously, selection is indirect when there is only a tendency for people with some levels of a variable of interest to be more likely to be selected than others rather than some cut-off requirement. For example, if a job ad specifies that the employer is looking for applicants with university degrees, there will be direct selection for university degree, but the applicant pool will, as a by-product, indirectly also tend to over-represent the above-average ranges of the population distribution of IQ and under-represent the below-average ranges because people who attain university degrees tend to have higher IQs than those who do not. But people from the lower ranges of the IQ distribution have not been precluded from applying. Some who do have university degrees will usually apply, and may even be hired, though usually indirect selection is considerably stronger (or, practically if not conceptually equivalent, less indirect, reflecting dimensionality in 'directness') in the group actually hired than it was in the applicant pool. Researchers' participant-selection settings are far less formal. Researchers are usually looking for samples as broadly representative of their target populations as possible, and are rarely intentionally picking and choosing among possible participants on the basis of the variables on which indirect selection into their samples tends to take place. But the same kinds of individual self-selection processes involving personality and cognitive characteristics that get people to apply for some jobs and not others are often if not usually involved in decisions to participate in research studies, especially when researchers issue calls for volunteers rather than recruiting from population rosters (e.g. Johnson, Brett, Calvin, & Deary, 2016) .
Unfortunately, the challenges involved in adjusting correlations for direct selection are straightforward compared to those for adjusting for indirect selection. Since most studies evaluating adjustment formula accuracy have focused on direct-selection adjustment formulas and tested their accuracy by simulating direct-selection situations, the relevance of their conclusions to indirectselection situations is not clear. Moreover, these formula-evaluation studies have tended to be based on assumption that the variables on which the focal range restriction takes place are normally distributed, at least in the full population (e.g., Hoffman, 1995; Sackett, Laczo, & Arvey, 2002) .
Formally, normality of these variables is not required for formula accuracy (Lawley, 1943) ; all that is required is that eliminated data be formally 'missing at random', regression of range-restricted variable on the other variable be linear, and involved error variances be homogeneous (Greener & Osburn, 1980) .The latter two, however, generally depend on population-level normality of at least one of the relevant distributions, but range-restriction formula-evaluation studies have not generally considered this. Even Greener and Osburn's (1980) study, that established this by testing samplingselectivity correction formula accuracy when the variable on which range was restricted substantively deviated from normality in 6 different ways, assumed that the other variable, or outcome, in the correlation was normally distributed in the underlying population.
The formal term 'missing at random' (MAR) has found a place in the statistical literature, but this is somewhat unfortunate, as many assume that it means that the probability of missingness is unrelated to the data distribution in any way, formally 'missing completely at random' (MCAR; Little & Rubin, 1987) . This situation is clearly not the case when range is restricted, but the term 'MAR' does not have this meaning. Instead, it has the less restrictive meaning that the conditional probability of missingness is unrelated to the data distribution. In other words, the probability of missingness can depend on the data distribution as it exists in the full-population sample, but not on the data distribution as it exists in the selected sample. For example, the common situation that older participants who tend to score lower on cognitive tests are less likely to participate in research studies that test cognitive ability makes the data not MCAR. It would take something such as reluctance to participate explicitly because of participant awareness of their likely low scores to make the data not MAR. As this is much less common, it is often reasonable to consider range restriction to be an example of randomly missing data absent evidence that it is not. For many constructs, at least population-level normal distribution and MAR may generally be reasonable assumptions, perhaps especially for the kinds of cognitive ability and achievement-related measures often the focus of studies of situations such as evaluation of job and educational program applicants where awareness of need to consider sample selection has been particularly high. But even if the constructs we intend to measure are completely normally distributed in the population, none of our measures of them ever is in practice, even at the population level (Micceri, 1989) . This is of course at least partly due to the fact that we never manage to obtain completely populationrepresentative samples, but it is importantly also due to the fact that our measures are never adequate to generate completely normally-distributed samples even if we were able to obtain a completely population-representative sample of a completely normally-distributed construct. When samples are close to population-representative and relations among constructs reasonably linear (or their deviations from linearity reasonably captured by straightforward transformations such as squaring or taking logarithms), many estimation procedures are quite robust to small deviations from normality, and the boundaries beyond which they are not, and what to do about it, have been quite well articulated (e.g., Wilcox, 1996; 1997) . But sample selection, by its very nature, usually alters not just the variance of a distribution but its degrees of skew and kurtosis because it eliminates or 'thins out' representation of people who earn scores at one end of the distribution more than the other.
These are exactly the kinds of circumstances that introduce violations of linearity and homogeneity of variance in selected samples where they do not exist in the full population. Moreover, in practice, sample range is often restricted not just on one variable, but on several, including the variable considered the outcome, all of which inevitably show at least small deviations from normality at the population level. Formula-evaluation studies have not generally considered the impact of this.
Accuracy of estimates adjusted for deviations from underlying assumptions is more sensitive to appropriateness of underlying assumptions than is accuracy of the estimates themselves. This is because any adjustment formula must accurately reflect both how far off the estimate is and counteract that inaccuracy, but the estimation process only has to remain relatively stable in the presence of the deviation from assumption. Perhaps even more importantly, even norming samples of most psychological measures are still subject to considerable selection, so we can never be sure that what we observe to be 'the' score distribution from a sample intended to represent the population reflects test properties rather than sample selection. This paper is an outgrowth of work with a sample for which there was evidence of unusual population representativeness (the Scottish Mental Survey, 1947 ; Scottish Council for Research in Education [SCRE] , 1949), a subsample that resulted from a commonly-used and thoroughly applied recruitment process (the 6-Day Sample Follow-Up Study; Brett & Deary, 2014; Deary and Brett, 2015) , and two well-known and highly correlated cognitive tests considered to have high construct, concurrent, and predictive validities and test-retest reliabilities that showed similar evidence of indirect selection effects in the subsample relative to the full population from which the subsample was recruited. In the full sample, both tests also showed very typical distributional properties that would not generally arouse any suspicion of deviation from normality, though the particular small deviations they did show differed. Usually, the underlying population correlation that is the target of procedures adjusting subsample correlations for selection is unknown, so it must be assumed that any such procedures applied have 'done the job' as there is no practical way to evaluate their actual accuracy. In our case, however, this was possible.
In the process of work focusing on the follow-up subsample, we noted that application of the most commonly used approaches to adjusting correlation coefficients involving these cognitive tests for range restriction in the subsample did not reproduce full-sample correlations involving these tests at all well, and that the kinds and magnitudes of deviations the two tests produced differed. This led to exploration of the reasons for the failures of the adjustment procedures and evaluation of the degrees to which such failures are typical. This kind of exploration must be supplemented by empirical data:
simulation can help to test whether potential reasons for any failures are accurate, but it cannot reveal the extent to which failures may be typical in practice as it relies on aggregations of large numbers of samples and variables that must be generated artificially based on ultimately arbitrary assumptions that can never reflect all real-world possibilities. Of course, no single empirical study can do this either, because, like simulation, empirical data have much more power to refute arguments or theories than they do to confirm them. Still, empirical data can reveal common conditions that simulators would never conceive of modelling. This article thus reports the results of empirical explorations in typical real-world data. The 6-Day follow-up sample was a small subset of even the surviving members of the original sample, so of course one of the primary possible reasons for failure was violation of the required assumption that the missing data were at random (MAR; Little & Rubin, 1987) . Based on available measures, there was no evidence that this was the case, but the data were clearly not missing completely at random, and there was no way to verify completely that they were in fact MAR. To accomplish our evaluations of the degrees to which such failures are typical, we thus turned to a separate study in which a larger, more population-representative group of participants had completed 42 different typical cognitive ability tests comprising three separate test batteries and in which we could ensure MAR subsamples. (SCRE, 1933) . These two surveys are among the most completely population-representative samples ever (they tested almost the entire population year-ofbirth cohorts), as extensive efforts were made to test all schoolchildren born in the targeted years, even those in remedial or special education programs or who suffered other disabilities. Following the 1947 Survey of those children who had been born in 1936, a subsample of survey-eligible children born on the first day of any even-numbered month (thus effectively randomly) received an additional cognitive assessment and their families and teachers completed a Sociological Survey at age 11 and were re-assessed almost annually on a number of factors from ages 15-27. These 1208 (618 female) participants were called the 6-Day Sample (MacPherson, 1958; Maxwell, 1969) . Teachers, educational psychologists, and survey administrators representing SCRE visited and surveyed participants' homes and interviewed sample members and their parents on measures of personality, details of family socioeconomic circumstances, school attendance, and, after participants left secondary school, details of further schooling, employment, marriage and family to administer the follow-up surveys, and head teachers completed assessments of participating students at their schools at age 14. Table 1 shows data comparing the 6-Day Sample to the full SMS participant group on demographic variables available in the full SMS. All differences were of very small effect size, and the largest were in age, consistent with the 6-Day Sample participants' births on the first days of months.
METHOD

Source of Our
In 2012, a follow-up study was launched to re-contact the 6-Day Sample participants in older age. The original 6-Day sample participants were traced through United Kingdom and Scottish population records, locating as many of those surviving as possible and recording deaths and their causes (Brett & Deary, 2014; Deary & Brett, 2015) . Located participants residing in Scotland, England, or Wales were invited by mail to participate in a study to explore associations between their early-life demographic circumstances and psychological characteristics and their current demographic circumstances, psychological characteristics, well-being, health status, and attitudes toward life in late 2012 and 2013, when they were about age 77 years. The invitation included the assessment package, with instructions for self-administration. Invitees were requested to return a one-page form indicating willingness (or not) to participate, and to return the assessment package by mail upon completion.
Of the original 1208 participants, 636 (including 1 earlier emigrant; 370 females) were located and invited to the follow-up. About a third (417; 164 females) were deceased; 66 could not be located; and 89 had emigrated from the United Kingdom. Among the 636 invited, since being located, 1 had emigrated, 2 were deceased, and 20 were deemed not capable by English/Welsh law. Despite followup mailing, no replies were received from 268; another 139 refused participation. The primary reason for refusal was lack of interest. The remaining 205 indicated willingness to participate, either by completing the one-page form or telephoning the study office. Completed assessments were received from 171 (90 females), for participation rates of 27% of those invited and 83% of those who had indicated willingness. These participation rates may sound low, but the number-invited denominator represents the total cohort potentially available much more clearly and likely fully than those from many studies. This is because of the extensive efforts involved in locating or accounting for all of the original participants of the unusually population-representative 6-Day Sample, including matching to National Health Service medical records on which almost everyone in the UK is recorded.
Measures. We examined accuracy of the standard range-restriction adjustment formulas to reflect actual associations among several variables from the early-life survey whose content would commonly be of interest today. The particular associations we report in the 6-Day Sample follow-up participants would not generally be of interest in themselves as the measures were taken at age 11, and the selection processes examined reflected survival and study participation status at age 77.
They offered, however, an unusual opportunity to assess the accuracy of adjustment formulas in realworld test data under a naturally occurring selection process, using correlations of magnitudes similar to those often explored in recent studies. Previous studies of adjustment-formula accuracy have, among other potential limitations, relied upon modelled selection processes. Any model requires assumptions about appropriate representation of the process being modelled, and it is not uncommon that later-emerging empirical data indicate that the assumptions used in simulation studies generated results that misled researchers who relied on them. There are, for example, several instances of this in genetic research in the last 50 years or so, including too-long prevailing ideas that genetic stratification in populations, gene-environment interaction and correlation, and inter-generational transmission of gene expression patterns (epigenetics) could be disregarded in understanding interrelations of genetic and environmental influences on behavioral traits and clinically-related phenotypes.
The measures we considered were the following. This test (SCRE, 1933) requires 45 minutes to administer and is a valid, group-administered test of cognitive ability consisting of 71 items (SCRE, 1949 (SCRE, , 1953 , with a maximum possible score of 76. It features many types of items, though verbal reasoning items predominate. Specific test-retest reliability over short time periods has not been assessed, but given its stability over long time periods and comparability with other IQ and cognitive ability tests, Deary, Whiteman, Starr, Whalley, and Fox (2004) estimated it at .90. Test -1937 Revision (TMIQ) . Participants in the 6-Day Sample also completed the individually-administered L form of the TMIQ, one of the best-validated and most often used IQ tests at the time (SCRE, 1949) . One of the purposes of administering this test was to corroborate validity of the MHT (SCRE, 1949) ; the correlation between the two tests' scores was .80. Weiner (2003) listed the test-retest reliability of the related Stanford-Binet test at .90.
Moray House Test #12 (MHT)
.
Terman-Merrill IQ
Personality.
Teachers assessed six areas of 6-Day Sample participants' personalities as part of the First School Schedule in 1950. They rated self-confidence, perseverance, mood stability, conscientiousness, originality, and desire to excel, each on a scale that ranged from 'marked lack' (1) to 'very' (5). All these personality characteristics tend to be related conceptually and empirically to school achievement regardless of specific measure used. As cognitive ability scores are also related to school achievement, the question of association between cognitive ability scores and ratings of personality is often of interest. We selected two of the rated characteristics, Self-Confidence and Originality, to use as example correlations in this study. In the full sample, Originality's correlations with the cognitive tests were the highest of the personality measures; Self-Confidence's correlations were typical of the personality characteristics rated. All were higher than commonly observed for personality-cognitive ability associations, likely due to their having been rated by the children's teachers. Test-retest reliability of single items can vary considerably, is not often directly measured, and was not assessed for these teachers' ratings of child personality. Littman, White, Satia, Bowen, and Kristal (2006) found retest-reliabilities of .66 and .74 for two single items of psychosocial stress.
We considered .70 a reasonable estimate for our personality items.
Height was measured in inches at age 11. We considered height because it is commonly considered in epidemiological studies to reflect social class and/or general constitutional robustness, and samples are often healthier than their underlying populations. As height was measured at school and thus with considerable consistency, we considered .99 a good estimate of the measure's reliability.
Sample Used to Evaluate 'Typicality': The Minnesota Study of Twins Reared Apart (MISTRA)
Participants. The MISTRA participants were gathered over a period extending from about 1979-2000, as rarely-occurring pairs of twins who were separated early in life, reared in adoptive families, and not reunited until adulthood came to the attention of the researchers and were recruited for study. The purpose of the study was to quantify the degree to which personal, medical, anthropomorphic, and psychological characteristics that show individual differences can be considered genetically influenced in a sample of people for which genetic and familial environment influences were not inherently confounded. To enhance incentive to participate, twins were encouraged to invite their spouses and adoptive and other biological relatives and friends as available to participate as well. The assessment covered a very wide range of individual differences. The researchers were particularly interested in the various ways in which cognitive abilities can be manifested and administered a very comprehensive set of 42 individual cognitive ability tests that spanned 3 established test batteries (Johnson & Bouchard, 2011) . The 436 (188 males, 248 females) participants that contributed data for these analyses came from a broad range of occupations and socioeconomic backgrounds and several different countries, though most were from the United States or Great Britain. They varied in age from 18 to 79 (mean = 42.7), with education levels that ranged from less than high school to postgraduate experience. Details of recruitment and assessment are reported by Segal (2012) .
Measures: The 3 test batteries administered were the following:
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Comprehensive Ability Battery (CAB). Developed by Hakstian and Cattell (1975) , the CAB consists of 20 specific ability tests intended to span the range considered relevant to human intelligence. Each test is short, requiring only 5 to 6 min to keep administration varied and manageable. To avoid task duplication in the extensive MISTRA assessment, 6 of the tests in the CAB were not administered to the participants. In addition, because we judged it not directly relevant to cognitive ability, we eliminated the Esthetic Judgment test. As the Verbal Ability test consists of two completely separable tasks, we considered the scores on the two parts separately. Thus we had a total of 14 test scores from this battery. Hakstian and Bennett (1977) reported split-half and retest reliabilities for its subtests ranging from .64 for Perceptual Speed and Accuracy to .96 for Memory Span.
Hawaii Battery, including Raven's Progressive Matrices (HB).
The HB consists of 15 tests of primary abilities. It was developed to assess familial resemblance in cognitive ability in the Hawaii Family Study of Cognition (DeFries, et al., 1974) . Again, each test is short, requiring 3 to 10 min. for administration. To avoid duplication of tasks and more fully identify likely ability factors, 2 tests were not administered and the battery was supplemented with 4 tests from the Educational Testing Services, so there were 17 tests in this battery. In the validation sample, internal consistency and retest reliabilities for the tests ranged from .58 for Immediate Visual Memory to .96 for Vocabulary (Kuse, 1977) . We referred to Desai's (1952) estimated reliability of .77 for the Raven, and Watkins (1979) for reliabilities for the supplemented Educational Testing Services tests. Wechsler, 1955) . The 11 subtests of the 1955 version of the WAIS were administered. According to the manual, internal consistency reliabilities range from .79 for Comprehension to .94 for Vocabulary. For this sample, scores normed at the 1955 level ranged from 79 to 140, with mean of 118.5, standard deviation of 19.8, and skew of -.08. Hanson, Hunsley, and Parker (1988) reported test-retest reliabilities for the WAIS subtests, and we made use of their estimates. Adjusted to time of administration for the Flynn effect, the IQ scores ranged from 61 to 140, with mean of 101.2, standard deviation of 14.8, skew of .02, and kurtosis of -.23. Given the long time-span between publication of the WAIS version used and even the earliest MISTRA assessments, the sample was quite representative of English-speaking countries and it was also quite normally distributed. For this study, we used the subtest scores as individual cognitive tests, and the Flynn-adjusted IQ scores as the test variable with which to correlate them. Because of application of the formula for calculating WAIS IQ scores from the raw subtest scores, and removal of age and sex effects from this followed by adjustment for the Flynn effect, there was no direct dependency between any subtest score and the IQ score. We considered its reliability to be .90.
Wechsler Adult Intelligence Scale (WAIS;
Personality. The MISTRA sample completed the full 300-item version of the Multidimensional Personality Questionnaire (MPQ; Tellegen & Waller, 2008) . From the 11 scales it includes, we 
Analytical Approach
Five methods for adjusting observed correlations for range restriction can be considered broadly recognized and in common or recommended use. Four have been tested for accuracy using simulated population samples assumed to be normally distributed; the fifth has been tested only in a form relevant to meta-analysis. It was in applying these approaches to adjust observed correlations in the early-life measures in the Follow-Up Study sample that we observed their inaccuracies, particularly for the two cognitive tests, relative to those observed in the full original 6-Day Sample. To assess the extent to which such problems are common, we generated two completely random subsamples of the full MISTRA sample, mimicking the kinds of indirect selection on general cognitive ability, as measured by Flynn-adjusted IQ (Johnson, et al., 2007 ; important because IQ was assessed using the 1955 version of the Wechsler in this sample recruited throughout the period from the late 1970s until 2000), that tend to occur within research studies. Of course, like other studies that have assessed adjustment-formula accuracy, we simulated these processes. However, we had two advantages that other studies of formula accuracy have lacked: 1) Other studies have had to rely on guesses about how populations stratify into study samples, but we could use the naturally-selected 6-Day Sample follow-up participation patterns as general guides in modelling the processes to generate the two MISTRA subsamples while assuring random, if not completely random (Little & Rubin, 1987) missingness. That is, we divided the full 6-Day Sample into quintiles, noted the proportions of these quintiles participating in the Follow-Up Study, ratioed these up to two different degrees because the participation rate in the 6-Day Follow-Up Study was so low and we wanted overall higher 'participation' rates in our samples, applied these ratios of the quintiles of the MISTRA Flynn-adjusted IQ scores, and generated completely random Bernoulli-distribution variables to indicate including or not each MISTRA participant in our two 'selected' MISTRA samples 2) Prior studies of formula accuracy have had to rely on assumed distributions of the full-population scores used to assess formula accuracy, and have assumed at least the outcome distributions to be formally normal; in contrast, we had 42 available examples of naturally-occurring 'population-level' score distributions to which to apply our simulated selection processes to both variables in the correlations, all of which showed very typical small deviations from formally normal distribution. We modelled extent of indirect selection on IQ as somewhat stronger in the second selected MISTRA subsample than in the first. We applied each of the five adjustment methods to the correlations in the two selected subsamples between each of the 42 MISTRA cognitive ability tests and Wechsler IQ, and each of the three MPQ scales.
Selection Processes Generating Range Restriction and the Commonly Used Adjustment
Methods. Direct selection often (but far from always) reduces the sample standard deviation relative to that in the full population. If the relation between the two variables is linear and homoscedastic in the population, extent of attenuation is directly impacted by the direct-selection cut-off score. Thorndike (1949) laid out the relations among the distribution properties involved. Formally, the degree of attenuation is
where σ is the population standard deviation, s the sample standard deviation, and ρ the population correlation (Hunter, Schmidt, & Le, 2006) . Theoretically, the correlation in a directly selected sample can be corrected to the full population level correlation by multiplying it by the reciprocal of Equation (1). But this requires knowledge of both the full population correlation and the full population standard deviation. Often neither of these is known, and the exercise would not even be necessary if we knew the former. In his Case II, Thorndike (1949) handled this by 'reversing the nonlinear algebra of the attenuation formula' (Hunter, Schmidt, & Le, 2006, p. 596) to approximate the full population correlation ρ as
where r is the sample correlation, and this has become the standard treatment. In practice, the correction adjustment is often approximated even further by dropping the denominator in Equation (2) completely because the population standard deviation is unknown and so must be assumed. This is apparently done under the further assumption that, given the approximation involved in assuming the population standard deviation, the adjustment offered by the denominator is small. Terming the adjustment 'small' is a matter of judgment, of course. For example, with a rather low ratio of population-to-selected sample standard deviation of 1.2, and a moderately strong observed sample correlation of .40, the full population correlation would be estimated at .46 using (2), and .48 using (2) without the denominator. Higher ratios of population-to-selected sample standard deviation and higher correlations, common in psychology study variables and samples, generate greater distortions. For example, with a ratio of population-to-selected ratio of 1.4, the analogous estimates would be .52 and .56. With a sample correlation of .5, they would be .57 and .60. Thorndike's (1949) Case III formula has long been considered standard for adjusting for indirect range restriction. This is
where UZ is the ratio of the full population standard deviation to the sample standard deviation of the unmeasured variable on which direct selection has actually taken place that is correlated with at least X. In research participant-recruitment settings, Z would be willingness to or interest in participating in research studies. Of course the distributional properties of this variable are effectively never known, in either the sample or the population. This is no doubt part of the reason that the formula for direct range restriction has been applied in practice and tested for accuracy much more often than (3), even in situations where selection is clearly indirect. The tests comparing accuracy of the direct-and Questions about accuracy, however, continue to surface, especially as meta-analysis has become more widely used and thorough, because there researchers must cope with many different samples and specific measures, inevitably gathered under different conditions, while relying only on reports of those conditions from the primary researchers. Recently, Hunter, Schmidt, and developed a procedure they termed 'Case IV' to estimate the needed Z distributions and to incorporate recognition of imperfect test reliability in both direct and indirect range restriction situations. Under this procedure, the researcher first estimates the reliability ρXX of X in the full population as
where uX is the reciprocal of UX, the ratio of the sample standard deviation of the test to its full population standard deviation, and rxx is the reliability of the test in the sample population. The next step is to estimate uZ = 1/UZ, or the ratio of the sample standard deviation of the unmeasured variable on which direct selection into the sample (some kind of willingness to participate in the study) has taken place to its full population standard deviation, as
Then the researcher corrects the observed correlation for population-level unreliability in the two measures by dividing it by
to obtain rC. The final step is to apply Thorndike's (1949) Case II formula for direct range restriction to rC, using the estimated UZ. That is, ρ = √ 2 2 − 2 +1
(7).
The fourth method we applied has not been as widely used or discussed, but it has been mentioned occasionally as a possibility for over 20 years (e.g., Mendoza, 1993) and has started to receive increased attention as a way to adjust correlations in range-restricted samples to population levels. This is maximum likelihood estimation (MLE) of expected population-level statistics given only a subset of the full population. Use of this method relies on the assumptions that the restricted range of the data in the examined sample has arisen because some data are MAR (Little & Rubin, 1987) , and independent and identically (basically) normally distributed, though the method can be used assuming any distribution that seems relevant. The normal distribution has usually been the distributional form considered most relevant in studies of psychological variables involved in rangerestricted samples. Here, considerable work has been done to evaluate MLE's robustness to violations of normality in general, and to offer alternatives where important. Enders (e.g., 2011 ) and
Savalei (e.g., Savalei & Rhemtulla, 2012) have been particularly active, though their work has not focused specifically on selection-based range restriction.
Given the assumed properties and the observed data, the goal of MLE is to estimate parameters of the distributional function underlying the data. In range-restricted samples, this would mean, for example, estimating the full-population-level mean and variance and correlations of the variable with other variables of interest. The first step in doing this is to consider the joint probability density function that must exist to generate all these data, given its parameters. The data can then be considered the parameters of this joint density function, and this function itself considered the likelihood of these particular parameters (data) having arisen. The next task is then to maximize this likelihood function. Parenthetically, it is often more computationally tractable to work with the logarithm of this function rather than the function itself, giving rise to the commonly used term 'maximum log-likelihood'. The result is the same either way (given appropriate back-transformation)
as the logarithmic function increases monotonically. Sometimes this process leads to a directly computable solution, but often it does not, and numerical optimization methods must be applied.
Other potential practical problems in using this method are that it is not uncommon that there are many very similarly maximally likely solutions, the likelihood just keeps increasing indefinitely, and/or the indicated maximum likelihood varies with the values used to start needed numerical optimization methods, making it difficult to ascertain that any indicated solution is in fact the true maximally likely one. Many programs operationalizing this method, however, have built-in features that address these complications.
Finally, noting concerns over inaccuracies that can arise in the Le and Schmidt (2006) 'Case IV' adjustment method, Le, Oh, Schmidt, and Wooldridge (2016) recently developed a 'Case V' adjustment method, based on a previously little-known formula developed by Bryant and Gokhale (1972) . They adapted Bryant and Gokhale's basic formula
where uy is the ratio of the sample outcome variable standard deviation to its full population standard deviation, to reflect unreliability of measurement in the two variables involved in the correlation. This means adjusting for unreliability of measurement and indirect range restriction in the two variables in the correlation, using rxp = rc/ √ and rtp = rxp/√ to correct the two variables' unreliability, and = √ 2 /(1 + 2 − 2 ) (9) and = √ 2 /(1 + 2 − 2 ) (10)
to account for indirect selection. With these adjustments in place, the adapted Bryant and Gokhale (1972) formula becomes
They noted that sometimes the two variables involved in the correlation are correlated with the indirectly selected variable in opposite directions. When this is the case, the plus sign before the radical should be changed to a minus sign. As Le et al. (2016) noted, the correlation between the two variables of interest will also generally be negative unless it is rather low. If it is substantially negative, one variable could be reverse-scored and formula (11) applied. Le et al. evaluated the accuracy of their adapted formula for meta-analytic purposes, but not for use with individual sample correlations.
In doing so, they considered individual study situations with considerably more regularity and smaller ranges of variation in correlation size than tend to occur in practice, and, in particular simulated distributions of true full population construct correlation and observed sample measure correlation pairs from varying numbers of studies with varying numbers of sample sizes. In the process, they did not address the possibility that observed standard deviation was greater than population standard deviation. Their formula generally becomes undefined when this is the case for one of the involved variables. We evaluated their formula for use in individual studies. Along with even the basic Bryant and Gokhale (1972) formula (8)'s reliance on knowing the full population standard deviations for both variables, this is likely one of the reasons their formula has never received much attention.
RESULTS AND DISCUSSION
6-Day Sample Results Motivating Further Study
To indicate the extent to which the 6-Day Sample actually represented the full birth cohort form which it was drawn, Table 1 compares its relevant statistics with those in the much larger SMS1947. Inevitably, given two separate sampling procedures, there were some mean differences.
All were also inevitably significant, given the large size of the SMS1947. The effect sizes of the MHTscore differences were, however, trivial, and even standard deviations and skews of all the variable distributions were highly similar. The 6-Day sample was slightly older than the SMS1947 sample, but the difference corresponded to 18 days. This is slightly longer than the average difference between the first and last day of any month, and thus almost exactly what would be expected given selection on birthdate the first of even-numbered months, and could also possibly explain their slightly higher
MHT scores. The 6-Day Sample did have a slightly higher proportion of females than did SMS1947
(less than 2% difference). Given higher rates of infant mortality and incapacitating disabilities in males than females (National Records of Scotland, 2013), however, it is very possible that the 6-Day
Sample was the more population-representative. The MHT scores were consistently slightly negatively skewed in females and males, This appears to be a general property of the test rather than a product of sample selectivity, as it has been observed in all samples studied to date and other cognitive tests in these samples did not show negative skew (Johnson, Brett, Calvin, & Deary, 2016) .
Skews of similar magnitudes in either direction are generally found in all psychological measures.
They can arise through item-'difficulty' properties of the measures as well as through population characteristics, and most analytical methods in common usage are robust to such minor violations of the normality assumption commonly underlying them. Table 2 compares the youth scores of the 791 original participants surviving to be potentially eligible to participate in the age-77 Follow-Up study and those who actually agreed to participate in it with the full original sample. The first thing to note is the distributional properties of the measures in the full sample, particularly the skews in parentheses following the standard deviations, because they provide the best indications of the measures' psychometric properties. The TMIQ distribution was similar to the properties usually noted for it, and generally claimed for it. Though not shown in the table, the relative magnitudes (ratios) of standard deviations to means are important in evaluating the shapes of distributions, and such ratios can be compared in measures on very different scales, as was the case here. The two personality measures had similar ratios (.27 and .31), with the TMIQ's being lower (.20 ) and the MHT's higher (.42). Height's ratio was very small (.05). These ratios indicate that MHT scores varied much more within their possible range than did TMIQ scores, which can reflect more detail in measurement scaling, but also lower reliability when the scores are intended to measure the same construct, as these two are. When these ratios are not similar, the dissimilarity can also primarily reflect degree of population clustering around the mean, which was probably the primary reason for the low height ratio.
None of the measures was skewed to a degree that would typically generate concern about material deviation from normal (maximum magnitude -.78 in the Follow-Up Sample MHT), but the two cognitive tests were more skewed than the other three, and the TMIQ was somewhat positively skewed (.50), while the MHT was somewhat negatively skewed (-.31). In addition, the TMIQ became less positively skewed as degree of selection increased, while the MHT became more negatively skewed. This is typical when the lower scores of such distributions are dropped in greater proportions than higher scores. Survivors to age 77 had moderately higher cognitive test scores in youth than those who had passed away before that age (effect sizes of .35 and .37 for MHT and TMIQ, respectively). They also had slightly higher Originality scores as rated by their teachers (effect size .19), but did not differ significantly in either Self-Confidence or height. Survival sets the ultimate boundary for participation, so selection of at least these magnitudes would be expected among the participants in the Follow-Up study relative to the original full sample, but there is no predominating a priori reason for it to be greater within the surviving group. In fact, however, actual selection among participants was considerably larger: compared to surviving non-participants, participants had considerably higher cognitive test scores in youth (effect sizes of .74 and .65 for MHT and TMIQ, respectively), and somewhat higher Self-Confidence and moderately higher Originality as rated by their teachers (effect sizes of .26 and .43, respectively. They were also taller in youth (effect size .23).
This indicated considerable selection on characteristics that are usually very highly correlated (stable in population-level rank ordering) over long periods of the lifespan in the age-77 Follow-Up Sample. Table 3 gives the correlations that motivated this paper. For purposes related to a paper on another topic completely, we happened to calculate the correlations between the 6-Day Sample MHT and TMIQ and personality and height measures (all taken in youth) in the age-77 Follow-Up Sample and in those who had survived to be potentially eligible for the Follow-Up Study. These correlations were not of intrinsic interest in and of themselves, and generally would not be. But the opportunity to make such calculations in naturally-selected samples for which the full-sample correlations can also be made is rare. As is common, the Follow-Up-participant correlations were considerably lower than the full-sample correlations. This was not the case for the survivor-sample correlations: they were much closer to the full-sample correlations, and some were higher but others lower, though none reproduced the full-population correlation exactly. We applied the methods outlined above (omitting the approximate adjustment for direct selection often made in the absence of knowledge of the fullpopulation standard deviation) to adjust the sample correlations for direct and indirect selection and made maximum-likelihood estimates of the full-sample correlations based on both selected-sample correlations. For the adjustments for indirect selection, we had to assume test-retest reliabilities for some of the measures, and those noted in Methods for Originality and Self-Confidence were of necessity particularly arbitrary. All else being equal, lower reliabilities generate higher adjusted correlations and vice versa, so we were able to assess the impacts of likely differences between our assumed reliabilities and actuals. As the table shows, all the adjusted estimates differed from the actual full-population correlations, some of them considerably. The magnitudes and directions of deviation also differed somewhat systematically for the two cognitive tests and the adjustment methods applied. Though selection on cognitive ability appeared to be involved in both Follow-Up Study participation and survival, the specific processes involved appeared to differ, as the patterns of deviation in the two samples differed as well.
For example, for the MHT, some of the adjustments overstated the full-population correlations, while others understated them, and over-and understatement were consistent in the two samples for one correlation, but not the other two. In contrast, for the TMIQ, all the adjustments understated the full-population correlations, and most of the understatements were quite a bit larger in absolute magnitude than those with the MHT. The TMIQ in this sample was rather unusual in that its standard deviation remained effectively the same no matter the degree of naturally-occurring selection that took place, and the arithmetic of the direct-and indirect-selection adjustment formulas generated these understatements. The maximum-likelihood estimates tended to be most accurate in both samples, and it appeared that participation selection was much more directly on MHT score than on TMIQ score, given that its correlations adjusted for direct were more accurate than those for indirect range restriction, but the opposite was the case for the TMIQ. This was especially puzzling given the consistency of the biasing of estimates of the population correlation by all methods for this test, which would tend to suggest more overt sample selection based on it. In contrast, if anything, this situation was reversed for survival selection, though less consistently so. For the MHT, the adjustment for indirect selection that relied upon our assumed test-retest reliabilities overestimated all the full-sample correlations, but it underestimated them for the TMIQ. This meant that, had we assumed lower reliabilities, the formula would have generated greater errors for the MHT correlations, but smaller errors for the TMIQ correlations, but would not have altered the overall extent of formula misestimation.
It was this consistent presence of differences between the actual population-level correlations and their estimates using commonly used or considered methods to offset the clearly-present range restriction (especially in the follow-up participant sample) that led us to evaluate how common such deviations might be and whether, if common, there might be consistent patterns in them that could be more clearly revealed. To evaluate this, we needed many more test scores in a single sample, preferably ranging in size of correlation in systematic ways. To accomplish this, we turned to the MISTRA sample with its 42 cognitive ability tests and personality measures as described above.
MISTRA Sample Results
Basic Statistics. Table 4 shows the descriptive statistics for each of the 42 cognitive ability tests administered in MISTRA in the full and two selected samples. In the full sample, all the tests would be considered very reasonably normally distributed: all had means and standard deviations close to those expected for standardized variables, with the deviations reflecting having winsorized outliers that occurred in removing effects of age and sex from the variables. None of the skews exceeded the commonly-applied rule-of-thumb level of 1.00 in absolute value, and most were substantially below that. Still, some of the tests generated small negative skews, while others generated small positive skews. Kurtosis levels also were small, but some tests generated scores more concentrated around 1 standard deviation in absolute value than would be expected in a strictly normal distribution (Moors, 1986) , while others did the opposite. This variety without extremity was a good feature of these data for our purpose, as would be expected if there were no systematic biases in either the participant or test samples. Those with Wellbeing were also almost all positive, though generally small. Absorption correlations were also generally positive, but even smaller, and several were negative. Alienation correlations were negative, and small to moderate. About a third of the correlations were weaker in the selected than in the full sample, as is often assumed to be the case when range is known to be restricted but no further information is available, but often the difference was tiny. And about two-thirds of the correlations were actually stronger in the selected samples; some also took the opposite direction.
This suggests quite strongly that the common assumption that correlations in range-restricted samples are weaker than the full-population correlations is at best tenuous.
Accuracy of Formulas to Adjust for Range Restriction. The degree to which the adjustment formulas intended to account for direct selection could recover the full-sample correlations in the two selected samples is recounted in Table 6 . At the top of the table, we show statistics about the differences between the full sample correlations and the subsample correlations, followed by the same kinds of comparisons for the estimates of the full correlations based on application of the adjustment formulas. The means of the differences between the full and subsample correlations look rather small, but this obscures that for some tests the subsample correlations were higher than the full sample correlations, and the reverse was true for others. Reflecting this, in all cases, the means of the absolute values of the correlation differences were higher than the means of the raw correlation differences, and the overall adjusted subsample averages tended to be stronger than the actual averages. These were sometimes trivially so, other times quite substantially so. Extent of the former depended on variabilities of under-and overstatement of the adjustments, the latter on relations between magnitudes of under-or overstatement and correlation. The correlation ratios depict this, as they represent the differences in proportion to the raw differences. Because researchers tend to assume that range restriction suppresses correlations relative to their full-population levels, the notuncommon presence of higher subsample than full-sample correlations is important. Proportions of overstated subsample correlations were greater when the means of the absolute values of the differences were relatively larger than those of the raw differences. The correlation ratios simply reinforced these observations.
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Comparing results for the two subsamples offered further insight. First, it emphasized the weakness of the common assumption that range restriction results in underestimation of correlations.
Recall that indirect selection on IQ was greater in Subsample 2 than 1. Contrary to expectations based on this, at mean level, the correlation differences from the full-sample correlations were smaller in Subsample 2 than 1. Explanation for this comes from the means of the absolute values of the correlation differences. Though these were also smaller in Subsample 2 than 1, with the exception of that for Absorption, this was true to a much smaller degree than for the mean raw differences (e.g., in absolute value, the Subsample 1 raw and absolute means differed by .012 [.042-.033]) for FSIQ, while those for Subsample 2 differed by .023 [.038-.015] ). This indicated that there was more variance in sign of the differences in the more highly selected Subsample 2, so that ability to guess at direction of bias decreased with greater indirect selection. The correlation ratios make clear that the degree to which this was true was a function of size of correlation: bias was more likely to take the commonly assumed direction for the higher FSIQ correlations than for the lower personality correlations. Even this was not completely reliable, however, as all bets on direction and degree of bias were essentially off for the very low raw Absorption correlations, yet the mean absolute correlation ratio was moderate.
In general, adjustments resulting from the commonly used formula for direct selection were tiny, making little difference, especially in the first subsample. In the second, more selected, subsample, however, the differences between actual and estimated full-sample correlations were sometimes larger after this adjustment (Compare raw and adjusted mean absolute correlation differences and ratios in Table 6 .) The ranges of adjusted correlations and the mean absolute correlation ratios made clear that this was mostly when raw correlations were low. Applying the full adjustment for direct selection improved this situation, but not much. Table 7 presents analogous information for the adjustment for indirect selection and maximum-likelihood estimation of the full-sample correlation based on the subsamples. In general, the adjustment for indirect selection overestimated the full sample correlations, sometimes rather badly, so that it was more inaccurate than the full adjustment for direct selection. A primary reason for overstatement was inaccuracy of the assumption that indirect selection results in range restriction that understates correlations. That is, in many cases it had not, and even when it did, it did not do so as much as assumed in the indirect selection adjustment process. Still, accuracy was slightly better in the more selected second subsample, except for the very low correlations with Absorption. This suggested that, when correlations were at least moderate, adjustment formula accuracy improved with greater sample selection. Maximum-likelihood did considerably better, and, overall, slightly better than full adjustment for direct selection. This was true particularly in the second subsample, though again not for the lowest-correlating Absorption.
Finally, the Le et al. (2016) Case V adjustment method failed slightly more than half the time, primarily due to subsample standard deviations that were larger than those of the full-sample. The rather high frequency of this was probably due to sampling quirks in the relatively small 'population' in this case, but norming samples for even widely used personality and intelligence tests are always far from completely population-representative and not uncommonly around the size of the full MISTRA sample. This means that reliance on standard deviation ratio is a rather serious limitation of this adjustment method. To be specific, of the 42 tests, the method failed for all four outcome tests 27 times in the first selected subsample. In the second, it failed for 18 for Flynn-Adjusted FSIQ, 24 for each of WB and AL, and 18 for AB. Where it worked, it produced results very similarly lacking in accuracy to the others (see online supplemental table).
General Comments. We recommend first applying maximum likelihood estimation, applying adjustments as completely as possible for direct selection preferred over the method used here for indirect selection, which is intended to be the most accurate available, even when selection is very likely indirect. Applying both maximum-likelihood and adjusting for direct selection, comparing results, and interpreting accordingly is better still.
The adjustment formulas all tended to be somewhat more accurate when applied to positive than to negative correlations. This can be seen by comparing the means of the absolute values of the correlation differences for FSIQ and Well-being with those for Absorption, keeping in mind that the adjustment formulas tended to be somewhat more accurate for higher correlations. This is what made this tendency more apparent in the absolute correlation ratios. It was, however, far from completely reliable. Still, it is probably a good idea to reverse one of the measure's scoring when the raw sample correlation is negative and estimating extent of its sampling bias is a goal.
Greater skew and kurtosis also tended to be associated with greater distortion in estimated full-sample correlations. Unfortunately, however, as for estimates due to range restriction themselves, neither skew nor kurtosis directions nor magnitudes appeared to be systematically associated with degree of distortion. For example, degree of skew was associated in the first sample with greater distortion in direct selection-adjusted correlations with FSIQ, but not in correlations with the personality measures (except for a statistical 'tendency' for association with distortion of WB). This could suggest that skew might matter more when observed (positive) correlations are greater, as that is the primary common difference between the personality measures and FSIQ in this study, but there was no association in the second sample.
Instead there was an association with degree of kurtosis in the second sample, which showed up for AL too. It makes a certain amount of sense that kurtotic associations could be picked up in correlations of smaller magnitudes in negative correlations just as easily as in positive correlations in positively selected samples such as occur most commonly in research studies and were modelled here, as kurtosis reflects more symmetrical deviations from normality than does skew. It also makes sense that it would be picked up in AL in this study as its correlations tended to be the strongest among the personality measures, but they were negative, which might matter for skew but would be less likely to matter for the more symmetrical kurtotic measure of deviation from normality.
These tendencies for greater degree of distortion in range-restriction adjustment formulas with greater skew and/or kurtosis were not consistent in the two samples, Even in these at most very moderately skewed and kurtotic variables (whose deviations from normality would not usually arouse any concern) they were strong enough that examining results of adjustment formulas with and without transforming variables to improve normality is a good idea. Of course, all such transformations change the way the correlation should be interpreted, but we rarely have any sense that the numerically ratio or interval scales we often use to measure psychological constructs actually capture those constructs in those ways, so this is probably not as big a problem as it might superficially appear.
Examination of the specific effects of the same sample selections on the means, standard deviations, skews, and kurtoses in the 42 cognitive tests studied here suggests no clear patterns.
Greater sample selectivity did tend to produce higher means, but even this did not happen consistently. Researchers often tend, at least implicitly, to assume that sample selection produces smaller standard deviations, but in these data this was not true about as often as it was true, and patterns for differences in skew were not more regular. Moreover, patterns of combinations of effects of sample selection on standard deviation, skew, and kurtosis were even less consistent. It was possible to examine individual tests and make some inferences about the particular distributional properties of that test in the full sample, but these inferences could not get beyond the inevitable confound between specific item properties of that test that would apply in any sample and the samplespecific clusterings of participants' actual abilities in the areas items tested.
CONCLUSION
We began this article lauding researchers' increasing awareness that participants in their studies tend not to represent the population from which they come very well. We noted that this has been addressed in two ways, through development of new methods to adjust results to offset the resulting distortions in estimates and tests of their accuracy, and by increasing application of existing formulas in reporting estimated associations in actual study samples. These efforts fully deserve the praise we offered. Based on this study, however, we have to conclude that the accuracy tests run to data have not been sufficient to resolve the problem of distortions in estimated associations from population levels that selection into research participation creates. This is of course of necessity a subjective judgment; some may see the deviations we picked up as too small to matter, noting that no adjustment formula could ever be expected to recover the intended statistic exactly. Several of the deviations in both tests in the 6-Day Sample were not small in absolute value and were quite large in relation to the observed correlations (see Table 3 ). The same was true of many of the specific test observations in the MISTRA sample, even when not true of the mean levels (see especially the ranges in Tables 6 and 7) . We believe that the ratios of deviations to the observed correlations are particularly relevant because accuracy is always relative to the size of whatever is being measured.
Lab tests are commonly considered relatively accurate when their results 'generally' fall within 10% of actual values, both by lab course instructors and medical technicians. By this standard, 68% of the common approximations, 68% of the full adjustments for direct selection, 90% of the adjustments for indirect selection, and 73% of the EM adjustments would be considered inaccurate. Doubling tolerance to 20%, 49% of the common approximations, 47% of the full adjustments for direct selection, 72% of the adjustments for indirect selection, and 51% of the EM adjustments would be considered inaccurate. We suggest that either psychological measurement somehow merits being held to much lower standards of accuracy, or these adjustment formulas too often do not perform adequately.
The deviations we observed were apparently due to too-restrictive assumptions about the shapes of the distributions cognitive ability tests take in actual populations and the natures of the Skew and kurtosis distort range restriction adjustments 29 distortions in those distributions imposed by the multi-faceted, largely indirect selection processes that get some targeted people to participate in research studies and others not. Sources of deviation from normality could not be pinpointed exactly in this study because sampling variability is inevitably confounded in empirical data with systematically selective participation (whether direct or indirect, random or non-random), population-level deviations from normality, and incompletely uniform item coverage of the construct range, but the common 'symptom' of all these sources of 'malaise' was small and very typical deviations from normality in the population-level full MISTRA sample. Moreore work is needed to develop better adjustment formulas and test them more thoroughly using the kinds of distributions that measures in common use actually produce at population levels, and models of the processes that reflect how people actually sort into both research and personnel selection samples.
This work needs to recognize that such distributions basically always differ somewhat from the normal. Researchers producing estimates in existing study samples also need to be much more circumspect than they often have been in assuming they have some idea what form of distortion the particular patterns of selection into their samples has created. This may be especially important for meta-analysis, as its results are often considered to be more generally applicable, and the distortions in estimates that sample-selection adjustment formulas can contain may actually make them less so.
DATA TRANSPARENCY APPENDIX
The data reported in this manuscript have been previously published and were collected as part of two completely independent larger data collections, one of which ended over 10 years before the other began. Findings from each data collection effort have been reported in multiple separate papers, numbering in the dozens if not hundreds, over a period of 30 years. No other paper has used data from both of these completely independent studies in anything close to this manner. 
