We present a new approach for seamless congestion control over heterogeneous networks containing wired and wireless IEEE 802.11 links. The approach uses ECN (Explicit Congestion Notification) as a common signalling mechanism for conveying congestion information from both wired and wireless links. Two additional novel aspects of the approach are that ECN marking for a wireless link, due to the way resources are shared, is performed for both the uplink and the downlink based on measurements of the aggregate traffic in both directions, and the marking mechanism dynamically adapts to different traffic and load conditions. Simulation results demonstrate that our approach achieves higher fairness compared to drop-tail queueing, while achieving the same utilization, and can effectively control the average packet delay over the wireless link.
Introduction
An increasing number of users is accessing the Internet and enterprise intranets through wireless links, and IEEE 802.11 based wireless LANs (WLANs) in particular. This number is expected to grow dramatically with the proliferation of wireless hotspots and enterprise WLANs. Moreover, emerging multimedia services over wireless networks will have different bandwidth and delay requirements, and, compared to wired networks, there is a limited ability to increase the capacity of wireless networks, since the capacity is determined by the available wireless spectrum. All the above motivate the need for efficient and fair congestion control over heterogeneous networks that include both wired and wireless links.
In this paper we propose an approach that enables TCP, in conjunction with Explicit Congestion Control (ECN), to operate seamlessly over heterogeneous networks. The approach combines three key ideas: First, it uses ECN as the common end-to-end signalling mechanism for conveying congestion information from both wired and wireless links; second, marking for the wireless link is performed using a load-based marking (LBM) algorithm, where the marking probability is a function of the aggregate utilization; third, the load-based marking algorithm dynamically adapts to varying traffic and load conditions in order to achieve an average packet delay over the wireless link within a target range.
Although the application of ECN to wireless networks is not new, e.g. see [8, 9] , its application as a common signalling mechanism for conveying congestion information in wired and wireless networks, in a way that takes into account the particular characteristics of the underlying wireless technology was first proposed in [14] , for the case of 3G networks based on Wideband CDMA. As we discuss in this paper, IEEE 802.11 WLANs differ from 3G WCDMA based cellular networks, hence the marking procedure for each should be different. In particular, according to our approach the marking probability for the wireless link is a function of the aggregate traffic load in both the uplink and the downlink. Moreover, the same marking algorithm is used for both the uplink and the downlink, since both directions share the same resource (wireless spectrum); it is for the same reason that we consider the aggregate traffic for computing the marking probability. The application of a load-based marking algorithm for wired networks, and its interaction with various end-system congestion control algorithms was investigated in [15] .
It is interesting to position our approach with respect to the cross-layer paradigm, which has emerged as an effective way for designing efficient network protocols over wireless link technologies [13] . Cross-layer design departs from the strict layer separation, which has been the traditional approach for network protocol design. Our approach follows the cross-layer design paradigm in the sense that the proposed ECN marking procedure takes into account the particular char-acteristics and the resource sharing model of IEEE 802.11 WLANs, hence differs from the marking procedure for wired links; furthermore, as indicated above, different wireless link technologies have different characteristics hence can require different marking procedures. Interestingly, our approach maintains TCP's endto-end operation and semantics, hence adheres to the end-to-end argument stated in [12] : congestion control is performed at the end-systems since it is there where aggregate information on the level of congestion for the whole end-to-end path exists. The particular characteristics of the underlying link technology is hidden by the TCP layer through appropriate design of the ECN marking procedure.
The rest of the paper is structured as follows. In Section 2 we present our approach for seamless end-to-end congestion control. In Section 3 we present and discuss simulation results that demonstrate that the proposed approach increases fairness and can be used to effectively control the average packet delay over the wireless link. In Section 4 we present a brief overview of related work identifying where it differs from the work presented in this paper. Finally, in Section 5 we conclude the paper, identifying related ongoing and future work.
Seamless congestion control
In this section we describe our approach for seamless congestion control over wired networks and WLANs based on the IEEE 802.11 protocol. The approach combines three key ideas: First, it uses ECN as the common end-to-end signalling mechanism for conveying congestion information from both wired and wireless links; second, marking for the wireless link is performed using a loadbased marking (LBM) algorithm, where the marking probability is a function of the aggregate utilization; third, the load-based marking algorithm dynamically adapts to varying traffic and load conditions. In the following subsections we discuss each of the above three key ideas.
ECN as a common signalling mechanism
Explicit Congestion Notification (ECN) has been approved as an IETF proposed standard [11] . With ECN, congestion of a network link is explicitly signaled by having routers set the CE (Congestion Experienced) bit located in the IP header, rather than implicitly signaled through lost packets as is the case with TCP's current operation. ECN can thus provide an early warning of incipient congestion, before packets start to be dropped, thus avoiding their retransmission. Hence, ECN can, to a large extent, avoid packet drops and the corresponding overhead of retransmitting lost packets.
ECN is appropriate for wireless networks, since in wireless networks noncongestion related losses due to wireless channel corruption can occur with a non-negligible probability. However, ECN alone cannot solve the problem of TCP decreasing its throughput in the case of non-congestion related losses. To address this either TCP's reaction to losses must be modified, such as by identifying and differentiating between congestion and non-congestion related losses, or link-layer mechanisms, such as forward error correction and retransmission over the wireless link, should hide losses due to corruption from TCP.
Our proposal for using ECN goes one step further from addressing the issue of congestion and non-congestion related losses, which we assume are handled by IEEE 802.11 MAC's link-layer retransmission mechanism. Our approach proposes to use ECN to convey congestion information from both the wired and the wireless links. For wired networks, marking is performed at the output link of routers, whereas for a wireless link, marking is performed at the access point, Figure 1 . Indeed, the marking procedure for wired and wireless links need not be, and as we argue in this paper, should not be the same. In particular, as we discuss in the next subsection, the access point is responsible for packet marking in both the uplink and the downlink directions, based on measurements of the aggregate utilization that takes into account the traffic flowing in both directions. Hence, the marking procedure for the wireless link takes into account its particular characteristics and resource usage model, and hence differs from the marking algorithm used for a wired link.
Load-based marking (LBM)
For WLANs based on IEEE 802.11, both the uplink and the downlink share the same resource (wireless spectrum). Hence, the aggregate throughput in both directions should be taken as an indication of the utilization, and hence of the level of congestion of the wireless resource. Moreover, since there is no single shared buffer that is used for the packets flowing in both directions, a RED (Random Early Detection)-like marking algorithm, where the packet marking probability is a function of an average queue length, cannot be applied.
Based on the above discussion, we propose that the probability of marking a packet, flowing either in the uplink or the downlink direction the wireless link, is a function of the aggregate utilization over some time interval t avg , taking into account traffic flowing in both directions. The marking probability can have a piecewise linear dependence on the aggregate utilization, as illustrated in Figure 2: the marking probability is zero when the average utilization is less than ρ 0 . For utilization values ρ larger than ρ 0 , the marking probability is given by min{α(ρ−ρ 0 ), 1}. Hence, the load-based marking (LBM) algorithm has three parameters: the time interval t avg over which the aggregate utilization is measured, the minimum utilization ρ 0 , and the slope parameter α.
It is interesting to note that in the case of 3G cellular networks based on Wideband CDMA, unlike the case of WLANs based on IEEE 802.11, the uplink and downlink directions use different frequency bands. Furthermore, in the downlink of WCDMA networks there is a shared buffer located at the base station; this is not the case in the uplink direction, where each mobile has its own local buffer. Hence, for the downlink of WCDMA networks a RED-like mechanism, where the packet marking probability is a function of the average queue size at the base station, can be applied. On the other hand, a RED-like mechanism cannot be applied to the uplink since, similar to IEEE 802.11 WLANs, there is no single buffer shared by packets originating from different mobile hosts.
LBM adaptation
Next we discuss how the LBM algorithm can dynamically adapt to varying traffic and load conditions, arguing that the most appropriate parameter to achieve With load-based marking (LBM), the marking probability is a piecewise linear function of the average utilization. The LBM algorithm has three parameters: the time interval t avg over which the aggregate utilization is measured, the minimum utilization ρ 0 , and the slope parameter α.
effective adaptation is the minimum utilization parameter ρ 0 .
Recall that the LBM algorithm has three parameters: the time interval t avg over which the average utilization is measured, the minimum utilization ρ 0 , and the slope parameter α. The time interval t avg determines how quickly the algorithm adjusts the marking probability to changes of the aggregate utilization, and the timescale over which congestion is detected. Typically, t avg will be set to some number of round trip times, in order to obtained stable measurements of the load. The slope parameter α affects the reactivity and the stability of the marking algorithm [6] : A higher slope would yield a more reactive algorithm since a small change of the utilization would give a large change of the marking probability. Finally, for a fixed slope parameter α, the minimum utilization ρ 0 determines the marking probability for a given aggregate utilization, hence the utilization achieved in the steady state.
Based on the above discussion, we propose the following procedure for adjusting the minimum utilization parameter ρ 0 : The average delay for transmitting a packet over the wireless link is measured in a non-intrusive manner, i.e. the delay is measured for actual data packets transmitted over the wireless link. The parameter ρ 0 is adaptively adjusted so that the average delay is within a target interval [d min , d max ]. In particular, ρ 0 is increased when the average delay is less than d min , and is decreased when the average delay is greater than d max . The magnitude of the change in each increase or decrease step is determined by the minimum utilization step size ∆ρ 0 . The values of d min and d max are related to the target packet delay requirements over the wireless link; indeed, the difference d max − d min determines the allowed variation of the average delay in different traffic and load situations.
Simulation results and discussion
In this section we present and discuss simulation results comparing the proposed marking approach with drop tail queueing. The results show that the proposed approach can achieve higher fairness compared to drop tail queueing, while achieving the same utilization; as utilization we consider the ratio of the throughput (including the packet header overhead) and the wireless capacity (11 Mbps) . Furthermore, we show that the proposed approach can achieve smaller average delay over the wireless link, and can be used to effectively control this average delay by dynamically adapting to different traffic and load conditions. Our experiments were conducted using the ns-2 simulator. The topology simulated is the one shown in Figure 1 . Traffic flows from the fixed host to the wireless hosts, i.e. from right to left. In the experiments the IEEE 802.11 MAC layer performs retransmission of corrupted packets; losses due to corruption are assumed to be independent (non-bursty). We consider ftp flows that transfer files whose sizes follow a pareto discribution with average 50 KBytes and 500 KBytes. The throughput for each flow is given by the ratio of the total transmitted traffic (data and overhead) and the duration of the file transfer, where the latter is the interval between the time the first SYN packet is sent by the sender, and the time the last acknowledgement is received. The start time of each ftp flow was randomly selected from the interval [0, 0.5] seconds (for 50 KBytes average file size) and the interval [0, 5] seconds (for 500 KBytes average file size). Finally, in the experiments we use TCP Reno.
Fairness and throughput
The graphs we present next show the average and 95% confidence interval, from 10 independent runs of the same experiment. As a measure of fairness we consider the fairness index given by [3] :
, where x i is the rate of flow i and N is the total number of flows. The fairness index takes values in the interval (0,1], with a higher value indicating higher fairness. Figures 3(a) and (b) shows the fairness and throughput respectively, for drop tail (DT) queueing and load based marking (LBM) with slope parameter α = 1, minimum threshold ρ 0 = 0.15 and 0.2, and averaging interval t avg = 500 ms; we have found that it is sufficient to set this interval to be a few times the round trip time. Figure 3(a) shows that LBM achieves better fairness compared to DT; moreover, the difference between the fairness achieved by LBM and DT is larger for a larger number of flows. Figure 3(b) shows that the utilization achieved by both DT and LBM, with ρ 0 = 0.2, is identical. The fact that the use of ECN does not result in higher utilization compared to DT should not be that surprising, since experiment for wired networks also show that, for an appropriately dimensioned network, TCP with ECN does not achieve higher throughput compared to TCP with drop tail queueing [10] . Figure 4(a) and (b) show the fairness and throughput respectively, for DT and LBM, with different parameters. The conclusions from these graphs are identical to the above.
In the case of LBM with ρ 0 = 0.15, the utilization for 5 and 10 flows is smaller. Latter in this section we present and discuss results showing how the minimum threshold ρ 0 affects the average packet delay.
Figures 5(a) and (b), which are for RTT = 20 ms and 100 ms respectively, support the above conclusion regarding the improved fairness of LBM. Figure 6(a) shows the fairness for different packet loss probabilities over the wireless link. Observe that the difference between the fairness achieved with LBM and DT is larger for smaller loss probabilities. Figure 6(b) shows that, for different wireless loss probabilities, the throughput achieved by LBM and DT is the same; indeed, it decreases as the loss probability increases.
The results in Figures 7(a) and (b) are for average file size 50 KBytes. Figure 7(a) shows that, as above, LBM achieves higher fairness than DT. Figure 7(b) shows that LBM can achieve the same throughput as DT, by appropriately setting the minimum threshold parameter ρ 0 . Moreover, observe that, as expected, a higher value of ρ 0 can lead to lower throughput. Table 1 shows the average delay and the standard deviation of the delay over the wireless link. Observe that LBM achieves a smaller average delay and delay jitter, as indicated by the smaller values of the standard deviation. Next we investigate the dynamic adaptation feature of the proposed approach. Assume that the goal is to maintain the average delay within the interval [d min , d max ] = [10, 15] milliseconds. To achieve this, the value of ρ 0 is increased when the average delay is smaller than d min , or is decreased when the average delay is larger than d max . Moreover, we assume that the adjustment of ρ 0 is performed in steps of ∆ρ 0 = 0.01; this step size affects how fast the algorithm adapts to changes in the network load. The results appear in Table 2 , and show that by adjusting the minimum threshold parameter ρ 0 we can effectively control the average delay, such that it remains inside the target interval.
Packet delay and LBM adaptation
The results in Table 2 do not illustrate the dynamic behaviour of the LBM adaptation procedure, e.g. how fast the algorithm adapts to sudden changes in the traffic and load conditions, that result in the average delay obtaining values outside the target interval. The transient behaviour will depend on the step parameter ∆ρ 0 and the difference d max − d min ; results for this will be included in an extended version of this paper. 
Related work
In this section we present a brief overview of representative work on improving the performance of TCP over wireless links, and more specifically on the application of ECN in wireless networks, identifying how it differs from the approach presented in this paper. Approaches for improving the performance of TCP over wireless links fall into the following three categories [2] : end-to-end approaches, link-layer approaches, which include TCP-unaware and TCP-aware approaches, and split connection approaches. End-to-end approaches include proposals that can distinguish between losses due to packet corruption, in which case an Explicit Loss Notification signal can be sent, and losses due to congestion. ECN also falls within this category, and has been proposed for wireless networks in [8, 9, 5] . However, ECN alone without any help from the link layer cannot adequately address the issue of corrupted packets, since senders will still decrease their congestion window in response to packets lost due to corruption. Moreover, by reducing TCP's window only when ECN signals are received poses danger in the case of high congestion, in which case ECN packets will also be lost [8, 9] .
Our proposal goes one step further from addressing the issue of congestion and non-congestion related losses, and considers using ECN to convey congestion information of both the wired and wireless links. Furthermore, due to the resource sharing model of IEEE 802.11 WLANs, we propose an approach for marking packets based on the aggregate wireless link utilization and a procedure for adapting the marking algorithm to varying traffic and load conditions. Other approaches consider using a RED-like mechanism [9] or some other level of congestion (a congestion price) [1] ; however, as we argue in this paper, a shared buffer does not exist in WLANs hence such marking algorithms do not reflect the underlying resource sharing model.
The work in [4] also consider a drop probability scheme (which the authors note can also be adjusted to a mark probability scheme), where the drop probability is a linear increasing function of the number of MAC layer retransmissions, when these exceed some minimum number. Such a scheme, called link-RED, was shown to increase the performance in the case of multi-hop wireless networks. Finally, the work in [7] considers the general framework of congestion control schemes using a utility-based modelling approach. The authors propose a marking scheme which is a concave function of the traffic arriving at a link, when this rate is larger than some minimum capacity value. Moreover, this minimum capacity parameter is adjusted independently at each link, such that the incoming traffic rate is equal to some percentage of the total capacity. Our approach differs in that the marking probability is a linear function of the aggregate traffic flowing in both directions of the wireless link.
Link-layer approaches include automatic repeat request (ARQ) schemes that retransmit corrupted packets only over the wireless link (i.e. between the wireless host and the access point) and forward error correction schemes. Different link layer schemes might be appropriate for different transport layer protocols (TCP and UDP) and application types [16] . Interestingly [2] , the performance of TCP with link-layer retransmissions can potentially be worse than in the absence of link-layer retransmissions, when the timeout of TCP and link-layer retransmissions is close, or when duplicate acknowledgements are transmitted by TCP receivers, even though the link layer eventually retransmits the lost packet; the latter is due to out-of-order delivery of packets over the wireless link. To avoid such negative interactions, TCP-aware approaches have been proposed, such as the SNOOP protocol, which combines the link-layer retransmission of corrupted packets and the suppression of duplicate acknowledgements.
In this paper we assumed that link-layer retransmission, which are supported by the IEEE 802.11 MAC layer suppress packet loss due to corruption from the TCP layer. However, our proposal can be combined with more advanced linklayer proposals that support retransmission of corrupted packets and in-order packet delivery.
Conclusions
We presented an approach for seamless congestion control over heterogeneous networks containing wired and wireless IEEE 802.11 links. The approach combines three key features: First, it uses ECN as the common end-to-end signalling mechanism for conveying congestion information from both wired and wireless links; second, marking for the wireless link is performed using a load-based marking (LBM) algorithm, where the marking probability is a function of the aggregate utilization; third, the load-based marking algorithm dynamically adapts to varying traffic and load conditions. Experimental results demonstrate that our approach can achieve higher fairness compared to drop tail queueing, while achieving the same throughput. Moreover, it can achieve a smaller and controlled packet delay over the wireless link. Further experimental work is investigating the transient behaviour of the proposed algorithm, in a dynamic environment where flows arrive and leave; the behaviour in this case will depend both on the slope parameter of the LBM algorithm, and the minimum utilization step size of the LBM adaptation procedure.
Ongoing work seeks to investigate different shapes of the marking probability curve (convex and concave, rather than piecewise-linear that we consider in this paper), and different measures of congestion of the wireless medium, such as the delay to access the wireless medium and the throughput measured in packets per time unit. Other interesting areas are the application of the proposed approach to multi-hop wireless networks and its combination with more advanced link-layer retransmission mechanisms. Finally, a related research area we are currently investigating is service differentiation over IEEE 802.11 wireless LANs.
