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In this dissertation, the proper rational holomorphic maps from n− ball into (3n−2)−
ball have been studied. We give a necessary and sufficient condition for holomorphic maps
of degree 3 from n − ball into (3n − 2) − ball. We have showed that any proper rational
holomorphic map F from the complex ball Bn into B3n−2 with κ0 = 2 and deg(F ) = 3
and n ≥ 7 is determined by its 3-jets. To prove this, we give explicit formulas for F ∈
Rat(Hn,H3n−2) and we have proved these complete formulas for F . Later, we give new
formulas for F by direct computation. We have proved that any map F defined by these
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Write Bn := {z = (z1, ..., zn) ∈ Cn : |z|2 = |z1|2 + ... + |zn|2 < 1} for the unit ball
in Cn. Let X and Y be topological spaces. A continuous map f : X → Y is said to
be proper if f−1(K) is compact in X for every compact K ⊂ Y . A holomorphic map
defined over Cn is said to be rational if it can be written as (P1,··· ,PN )
q
with Pj and q are
holomorphic polynomials on Cn. We denote by Rat(Bn,BN) the set of all proper rational
holomorphic maps from the unit ball Bn in to another unit ball BN . For any rational map
F = (P1,··· ,PN )
q
∈ Rat(Bn,BN), where (P1, · · · , PN , q) = 1, we define
deg(F ) = max{deg(Pj)Nj=1, deg(q)}.













In higher dimensional case, Alexander [1] showed that when n ≥ 2 any proper holomorphic
map from Bn onto Bn must be an automorphism. In [24], Webster began to investigate
the geometric structure of proper holomorphic maps between balls in complex spaces of
different dimensions. He showed that a proper holomorphic map F ∈ Prop3(Bn,Bn+1)
with n > 2 is a totally geodesic embedding. In [9], Forstneric˘ proved that a proper
holomorphic map F ∈ PropN−n+1(Bn,BN) is necessarily rational map with deg(F ) <
N2(N−n+1). This bound is not sharp. Subsequently, Cima and Suffridge [3] proved that
any mapping in Rat(Bn,BN) must be holomorphic on the boundary. Later, Huang [12]
proved that any mapping in Prop2(Bn,BN) with n ≥ 3 and N ≤ 2n − 2 is equivalent to
the linear map (z, 0, w).
We know maps in Rat(Bn,BN) well if N < 3n − 2 as follows. From the first gap
theorem, when N < 2n − 1 and n ≥ 2, any map F ∈ Rat(Bn,BN) is equivalent
to the linear map (z, 0, w) [12]. When N = 2n − 1 with n ≥ 3, any map F ∈
Rat(Bn,BN) is spherically equivalent to either the linear map or Whitney map: Wn,1 =
(z′, wz) where z = (z′, w) ∈ Cn−1 × C [14]. From the second gap theorem, when
N < 3n − 3, any map F ∈ Rat(Bn,BN) is spherically equivalent to a map of the form
(G, 0) with G ∈ Rat(Bn,B2n) [15]. When N = 3n − 3, any map F ∈ Rat(Bn,BN) with
n ≥ 4 is spherically equivalent to one of the following maps G:
i. G(z) = (z, 0, · · · , 0),
ii. G(z) = (z2, z3, · · · , zn, z21 , z1z2, · · · , z1zn, 0, · · · , 0) (the Whitney map),
iii. G(z) = (
√
tz1, z2, · · · , zn,
√
1− tz1z2, · · · ,
√
1− tz1zn, 0, · · · , 0), where 0 < t < 1
(D‘Angelo maps),
iv. G(z) = (z3, z4, · · · , zn, z21 , z22 ,
√
2z1z2, z1z3, · · · , z1zn, z2z3, z2z4, · · · , z2zn)
2
1.1 STATEMENTS OF TWO THEOREMS
(the generalized Whitney map Wn,2) [2].
However, we don‘t understand maps in Rat(Bn,B3n−2) well. So far, we know that
deg(F ) ≤ 3 [17] and there are some maps F ∈ Rat(Bn,BN) with degree 3 that are
not equivalent to polynomial maps [8]. By Cayley transform, we can identify Bn with
the Siegel upper half space Hn = {(z, w) ∈ Cn−1 × C|Im(w) > |z|2} and identify
Rat(Bn,BN) with Rat(Hn,HN). In this thesis, since maps with geometric rank 1, or
with degree 2, have been understood (cf. Theorem 1.2,[15] and [19]), we studied maps
in Rat(Hn,H3n−2) with κ0 = 2 and deg(F ) = 3.
Our two theorems are in the next subsection.
1.1 Statements of two theorems
Theorem 1.1. [20] Let F ∈ Rat(Hn,H3n−2) be a normalized map with κ0 = 2 and
deg(F ) = 3 and n ≥ 7. Then F = (f, φ, g) = (fl, φjk, g) is of the following form:

















































































































2 − f (I1+2In)1 f (I2+2In)2
)
,




− 2Re(f (Il+2In)l ), l = 1, 2 e∗1 · e∗2 = −f (I2+2In)1 − f (I1+2In)2 ,

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Here we write fl(z, w) = zl + iµl2 zlw + f
(2,1)
l (z)w + f
(1,2)
l (z)w
2 + o(|(z, w)|3) where
f
(1,2)




l z2 for l = 1, 2, and φjk = µjkzjzj+e1,jkz1w+e2,jkz2w+
o(|(z, w)|2).
Corollary Let F ∈ Rat(Hn,H3n−2) be a normalized map as in Theorem 1.1. Then F
is determined up to jet degree 3, i.e., if F,G ∈ Rat(Hn,H3n−2) are normalized maps
satisfying
DαF |0 = DαG|0, ∀α, |α| ≤ 3,
then F ≡ G.















for l = 1, 2 and (j, k) ∈ S.
Our basic idea for the proof of Theorem 1.1 is to find the explicit formula of such map








zlw + pl(z, w)
q(z, w)
, l = 1, 2, fα = zα, 3 ≤ α ≤ n− 1
φjk(z, w) =
µjkzjzk + pjk(z, w)
q(z, w)
, (j, k) ∈ S, g = w,
(1.1)









2 for l = 1, 2 and pjk(z, w) =
e1,jkz1w + e2,jkz2w + p
(3,0)
jk (z) + p
(2,1)
jk (z)w + p
(1,2)
jk (z)w
2 for (z, w) ∈ S , and q(z, w) =
5
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1 + q(1,0)(z) + q(0,1)w + q(2,0)(z) + q(1,1)(z)w + q(0,2)w2. We denote p(s,t)(z)wt by the
polynomial of the terms zαwt with |α| = s.








jk are known [16], we are able
to find complete formulas for F ∈ Rat(Hn,H3n−2) in the following steps:
• Find p(2,0)j and p(3,0)l in Lemma 3.1,
• Find q(2,0) in Lemma 3.2,
• Find q(1,1) in Lemma 3.3,
• Find q(0,1) in Lemma 3.4,
• Find q(0,2) in Lemma 3.5.
As a result, the map F in form of (1.1) is determined in terms of the parameters
µ1, µ2, f
(1,2)
l , e1,jk, e2,jk where (j, k) ∈ S. This proves Theorem 1.1.
Conversely, it is natural to ask a question whether or not a map F defined as in Theorem
1.1 must be in Rat(Hn,H3n−2). We give the confirmative answer.
Theorem 1.2. [21] If a map F = (f, φ, g) = (f˜ , g) = (f1, · · · , fn−1, φ1. · · · , φN−n, g) is
defined as in Theorem 1.1 with n ≥ 7, then F ∈ Rat(Hn,H3n−2).
In Theorem 1.1, we obtain the explicit formula of F by some properties. To prove
Theorem 1.2, we need to check the equation Im(g) = |f |2 + |φ|2 on Im(w) = |z|2, which
is an equation of degree up to 10.
The verification calculation is too complicated to process since we have highly non-
linear equations. The key idea here is: we turn every equation in terms of f (1,2) and





In this section, we recall basic notions from CR geometry. Let M ⊂ Cn be a smooth
hypersurface. Let us denote by TM to be the tangent bundle of M , and we complexify
TM to CTM , that is we let CTM := C⊗ TM , which means that we take the basis of the
vector space TM, and allow complex coefficients. We define
T 1,0M = CTM ∩ T 1,0Cn,
which is called the bundle of (1, 0) vectors on M .
Definition 2.1.1. A real hypersurface M ⊂ Cn is CR manifold if a subbundle V =⋃
p∈M Vp where Vp = CTpM ∩ T 0,1p Cn satisfies the following conditions:
i. dimCVp = n− 1 for any point p ∈M ,
ii. [V, V ] ⊆ V ,
7
2.1 CR GEOMETRY
iii. V ∩ V = {0} where V =: CTM ∩ T 1,0Cn.
The bundle V is called a CR structure of M. A section of V is called a CR vector field on M.
V ⊕ V is called the complex tangent bundle of M.
Now we will find a basis of CR vector fields over M.
Proposition 2.1. If M is a real hypersurface in Cn defined by ρ(z, z) = 0, then the basis of








, j = 1, · · · , n.
Proof. We are treating Cn = R2n and (z, z) as a basis of vectors of R2n over the field R.
In order to show that the vector fields are tangent to M, we must show that Lj(p) = 0 on M


















= 0 if it is a tangent vector of M. Similarly,





= 0 if it is a tangent vector of M.
Let M locally be defined by ρ = v− φ(z, z, u) = 0 near 0 where (z, w) is holomorphic








, j = 1, · · · , n.
where we denote φzj =
∂φ
∂zj
and φu = ∂φ∂u . Here we need to verify Lj(p) = 0 where
8
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p = w−w
2i


























Thus, {L1, · · · , Ln−1} form a basis for the CR bundle V .
If M ⊂ Cn is a Heisenberg hypersurface ∂Hn, then we can take a defining function












, j = 1, · · · , n− 1







, j = 1, · · · , n− 1
be a basis of V = CT 1,0(∂Hn).
2.2 Proper Holomorphic Maps Between Balls
Write Bn := {z = (z1, ..., zn) ∈ Cn : |z|2 = |z1|2 + ...+ |zn|2 < 1} for the unit ball in Cn.
Its boundary ∂Bn := {z = (z1, ..., zn) ∈ Cn : |z|2 = |z1|2 + ... + |zn|2 = 1} is the unit
sphere, and write Hn := {(z, w) ∈ Cn−1 × C : Im(w) > |z|2} for the Siegel upper-half
9
2.2 PROPER HOLOMORPHIC MAPS BETWEEN BALLS
space. Its boundary ∂Hn := {(z, w) ∈ Cn−1 × C : Im(w) = |z|2} is the Heisenberg
hypersurface. More generally, we can define Hnl := {(z, w) ∈ Cn−1 × C : Im(w) > |z|2l }




j=l+1 |zj|2. Its boundary ∂Hnl := {(z, w) ∈ Cn−1 × C :
Im(w) = |z|2l } , and Bnl := {(z, w) ∈ Cn−1 × C : |z|2l + |w|2 < 1}. Its boundary is
∂Bnl := {(z, w) ∈ Cn−1 × C : |z|2l + |w|2 = 1}. Define Cayley transformation







Then under a Cayley transformation, the Siegel domain is biholomorphically equivalent to
the unit ball. We return now to a subclass of the set of CR submonifolds in a sphere:
Prop(Bn,BN) : = {proper holomorhic map F : Bn → BN},
P ropk(Bn,BN) : = Prop(Bn,BN) ∩ Ck(Bn),
Rat(Bn,BN) : = Prop(Bn,BN) ∩ {rational maps},
Poly(Bn,BN) : = Prop(Bn,BN) ∩ {polynomial maps}.
Definition 2.2.1. Suppose F,G : Bn → BN are proper holomorphic mappings. Then they
are called equivalent, denoted as F ∼= G, if there are automorphisms σ ∈ Aut(Bn) and




Bn F−−−→ BN .









form a basis of CT∂Hn.
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2.4 THE ASSOCIATED MAPS F ∗∗P
2.3 Equations associated with F
Let F = (f, φ, g) = (f˜ , g) : M1 ∩ ∂Hn → ∂HN be a non-constant C2-smooth CR map
with F (0) = 0, where M1 is an open subset of ∂Hn. We denote f = (f1, · · · , fn−1),
φ = (φ1, · · · , φN−n) and f˜ = (f, φ). The basic equation is
Img = f˜ · f˜
t










|φj|2∀(z, w) ∈M1 with Im(w) = |z|2.
2.4 The associated maps F ∗∗p
Let F = (f, φ, g) = (f˜ , g) = (f1, · · · , fn − 1, φ1. · · · , φN−n, g) be a non-constant rational
CR map from an open subset M of ∂Hn into ∂HN with F (0) = 0. For each p ∈ M close
to 0, we write σ0p ∈ Aut(HN) for the map sending (z, w) to (z + z0, w + w0 + 2i〈z.z0〉)
and τFp ∈ Aut(HN) by defining
τFp (z
∗, w∗) = (z∗ − f˜(z0, w0), w∗ − g(z0, w0)− 2i〈z∗, f˜(z0, w0)〉).
Then F is equivalent to Fp = τFp ◦F ◦σ0p = (fp, φp, gp).Notice that F0 = F and Fp(0) = 0.
Lemma 2.2. [12] Let F ∈ Rat(Hn,HN) with 2 ≤ n ≤ N . For each p ∈ ∂Hn, there is an
automorphism τ ∗∗p ∈ Aut0(HN) such that F ∗∗p := τ ∗∗p ◦ Fp = (f ∗∗p , φ∗∗p , g∗∗p ) satisfies
f ∗∗p = z +
i
2




p (z) + owt(2), g
∗∗
p = w + owt(4),
11
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with satisfying 〈z, a∗∗(1)p (z)〉|z|2 = |φ∗∗(2)p (z)|2.
2.5 Geometric rank and normalization




)1≤j,l≤(n−1) in the above lemma. We call the rank of the
(n− 1)× (n− 1) matrix A(p), which we denote by RkF (p), the geometric rank of F at p
(cf. [13]). Define the geometric rank of F to be κ0(F ) = maxp∈∂HnRkF (p). Notice that it
always holds that 0 ≤ κ0 ≤ n− 1.
Theorem 2.3. [15] Let F ∈ Rat(Hn,HN) with geometric rank 1 ≤ κ0 ≤ n− 2 and with
F (0) = 0. Then there are σ ∈ Aut(Hn) and τ ∈ Aut(HN) such that τ ◦ F ◦ σ takes the






lj(z, w), 1 ≤ l ≤ κ0; fj = zj, κ0 + 1 ≤ j ≤ n− 1;




lkj, (l, k) ∈ S;
g = w;
(2.1)







lj (z)w + Owt(2), φ
∗
lkj(z, w) = Owt(2),
S = S0 ∪ S1, where S0 = {(j, l) : 1 ≤ j ≤ κ0, 1 ≤ l ≤ n− 1, j ≤ l} and S1 = {(j, l) :
j = κ0 + 1, κ0 + 1 ≤ l ≤ κ0 +N −n− (2n−κ0−1)κ02 }. Also for (j, k) ∈ S0, µjl =
√
µj + µl
for j < l ≤ κ0; and µjl = √µj if j ≤ κ0 < l or j = l ≤ κ0; and for (j, k) ∈ S1, µjk = 0.
By [corollary 3.4, HJY14], for F ∈ Rat(Hn,H3n−2) satisfying the conditions in
Theorem 1.1 and 2.3, after applying a unitary transformation to the Φ1-components of
12
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If any map F ∈ Rat(Hn,H3n−2) satisfies (2.1) and (2.2), we call it normalized map, and
denote by F ∗∗∗ the normalized map of F .
2.6 Criterion for Degree 2 maps
The following result is proved in [18]:
Theorem 2.4. Let F ∈ Rat(Hn,H4n−6) with geometric rank 2 and n ≥ 7. Then F is of
degree 2 if and only if for any p ∈ ∂Hn, the normalized associated map F ∗∗∗p = (f, φ, g)
satisfies
















2.7 Semi-linearity and a family of hyperplanes
Let F ∈ Rat(Hn,HN). Then X := f(∂Hn) is spherical CR manifold in ∂HN . We
regard F is a parametrization of X from ∂Hn. When the geometric rank κ0 of F satisfies
κ0 ≤ n− 2, we can regard X as a CR analogue of “ruled surface” by the following semi-
linearity property. It is proved in [13] that for each point p ∈ ∂Hn, there is a unique complex
subspace Sp in Cn of dimension n − κ0 transversal to ∂Hn such that the restriction of F
to the affine complex subspace p + Sp is affine complex linear. From this property, since
F |p+Sp is linear, the image F ((p + Sp) ∩ ∂Hn) ⊂ (p′ + S ′p′) ∩ ∂HN where p′ = F (p) and
13
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Sp′ is a complex subspace in CN . Such property holds not only for points in ∂Hn, but also
for points in open set of Cn except a complex subvariety [15]. Then we assume the origin 0
is not in the complex subvariety and take any  = (1, · · · , κ0) ≈ 0 and the affine complex
subspace L := (, 0) +S(,0) has the property that the restriction of F on L is linear. Here




ajl()zj + l, l = 1, 2, · · · , κ0
where ajl are holomorphic in  with ajl(0) = 0. Therefore, we can regard the CR analogue
of the base set BS is the family of affine complex subspace L.
When κ0 = 1, it was known [15] that the ruled base system L is a single equation
z1 =
∑n
j=2 aj()zj +  where aj() = a
0
j for 2 ≤ j ≤ n with Im(a0n) = −14
∑n−1
j=2 |a0j |2,
where a0j are constant.









Bj(1, 2)zj + 2
(2.4)
where Aj and Bj are holomorphic functions of 1, 2 with Aj(0) = Bj(0) = 0.
14
Chapter 3
Proof of Theorem 1.1
3.1 Explicit Formula of F
Before proving Theorem 1.1, we list several lemmas.
Lemma 3.1. Let F ∈ Rat(Hn,H3n−2) be a normalized map with κ0 = 2 and degree 3 and












− 2Re(f (Il+2In)l ), e∗1 · e∗2 = −f (I2+2In)1 − f (I1+2In)2 . (3.2)
By (1.1) and by consideration of geometric series, we find that for (j.k) ∈ S,
p
(2,1)

















3.1 EXPLICIT FORMULA OF F
p
(3,0)
jk (z) = φ
(3,0)




jk (z) = φ
(2,1)






jk (z) = φ
(1,2)
jk (z) + e1,jkq
(0,1)z1 + e2,jkq
(0,1)z2.
where f (2,1)l (z) = −ξl(z), for 1 ≤ l ≤ 2, and ξ = (ξ1, ξ2) = (e1, e2) · Φ(2,0)0 . From







[zjξk(z) + zkξj(z)], j < k ≤ κ0,
2i
µjk
zkξj(z), if j = k or j ≤ κ0 < k
(3.4)























































































































































































































































































































(Il) + 2ie1,1l) + δjl(
√
µ1q

































































































(Il) + 2ie2,2l) + δjl(
√
µ1q
(Ik) + 2ie2,2k), if k 6= l,
17




















































































































2 (z) + z2f
(1,2)





















, if (j, k) = (3, 3)
(3.5)
from (4.22) (4.67) in [16]. By (4.4) in [16], we have














Lemma 3.2. Let F ∈ Rat(Hn,H3n−2) be as in Lemma 3.1. Let q(2,0)(z) =
∑
q(Ij+Ik)zjzk
and q(1,0)(z) = q(I1)z1 + q(I2)z2 + q(Ij)zj . Then we have













3.1 EXPLICIT FORMULA OF F






















e1,12e2,33 − 4i√µ1µ2 e1,33e2,12 + 4√µ1µ2 e1,22e2,11,

































7. q(Is+Il) = − 4√
µ1µ2
(e1,1se2,2l + e1,1le2,2s) +
4√
µ1µ2
(e2,1se1,2l + e2,1le1,2s), s 6= l.
8. q(I1) = − 2i√
µ1






9. q(I2) = − 2i√
µ2






10. q(Ij) = − 2i√
µ1
e1,1j − 2i√µ2 e2,2j, ∀ 3 ≤ j ≤ n− 1.














































































3.2 PROOF OF LEMMA 3.1













































− f (I1+2In)1 f (I2+2In)2 + f (I2+2In)1 f (I1+2In)2
]
.
3.2 Proof of Lemma 3.1
The degree 3 terms from the basic equation From the basic equation Im(g) = |f |2 +










for Im(w) = |z|2. Writing w = u+ i|z|2, it is identity for all u ∈ R and z ∈ Cn−1.
Consider the degree 3 (for z and w) terms, we have




























3.2 PROOF OF LEMMA 3.1
∀u ∈ R and ∀z ∈ Cn−1. Considering the |z1|2u terms, it is trivial identity. The same
is for the |z2|2u terms. Considering the |zl|2h(z) terms, we get |zl|2q(1,0)(z) = p(2,0)l (z)zl
for l = 1, 2, which yields (3.1).
The degree 4 terms from the basic equation Consider the degree 4 terms, we find
(|z1|2 + |z2|2)
(
iq(0,1)|z|2 + q(2,0)(z) + q(1,1)(z)u+ q(0,2)u2 + |q(1,0)(z)|2 + uq(0,1)q(1,0)(z)











































[µjkzjzk + e1,jkz1u+ e2,jkz2u][µjkzjzk + e1,jkz1u+ e2,jkz2u].
We consider the terms with u = 0 to get
(|z1|2 + |z2|2)
(






















+ q(0,1))z2(−i|z|2) + p(3,0)2 (z)
)





+ q(0,1))z2i|z|2 + p(3,0)2 (z)
)
z2
+ µ1|z1|4 + (µ1 + µ2)|z1z2|2 + µ2|z2|4 + µ1|z1zj|2 + µ2|z2zj|2,
21









+ |p(2,0)1 (z)|2 + p(3,0)1 (z)z1 + p(3,0)2 (z)z2 + |p(2,0)2 (z)|2 + p(3,0)2 (z)z2,
i.e.,
(|z1|2+|z2|2)q(2,0)(z) = p(3,0)1 (z)z1+p(3,0)2 (z)z2, (|z1|2+|z2|2)|q(1,0)(z)|2 = |p(2,0)1 (z)|2+
|p(2,0)2 (z)|2. It implies (3.1).
We consider the terms with u and find that it is a trivial identity.
We consider the terms with u2 to find
















For the |zl|2u2 terms where l = 1, 2, we obtain
q(0,2) + |q(0,1)|2 + q(0,2) = p(Il+2In)l + |
iµl
2
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In other words, by denoting e∗1 := (e1,11, e1,22, e1,12, e1,1j, e1,2j, eˆ1,33) and e
∗
2 :=
(e2,11, e2,22, e2,12, e2,1j, e2,2j, eˆ2,33), we have






e∗1 · e∗2 = −f (I2+2In)1 − f (I1+2In)2 .
Since |q(0,1)|2 − | iµl
2














e∗1 · e∗2 = −f (I2+2In)1 − f (I1+2In)2 .
(3.10)
By using (3.3), this proves (3.2). 
3.3 Proof of Lemma 3.2
We start with the equation
g(z, w)− g(z, w)
2i
= f(z, w) · f(z, w) + φ(z, w) · φ(z, w), ∀Im(w) = |z|2,
By complexification, we write
g(z, w)− g(χ, η)
2i
= f(z, w) · f(χ, η) + φ(z, w) · φ(χ, η), ∀w − η
2i
= z · χ.
23
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Ljfl(0, 0)fl(χ, 0) +
∑
(k,l)∈S







LjLifl(0, 0)fl(χ, 0) +
∑
(k,l)∈S
LjLiφkl(0, 0)φkl(χ, 0). (3.12)
We notice that in the summations above, we can replace the index set S by S0. Then we














where B is an 2n× 2n matrix given by

L1f1 L1f2 L1φ11 L1φ12 L1φ22 L1φ1j L1φ2j
L2f1 L2f2 L2φ11 L2φ12 L2φ22 L2φ1j L2φ2j
L1L1f1 L1L1f2 L1L1φ11 L1L1φ12 L1L1φ22 L1L1φ1j L1L1φ2j
L1L2f1 L1L2f2 L1L2φ11 L1L2φ12 L1L2φ22 L1L2φ1j L1L2φ2j
L2L2f1 L2L2f2 L2L2φ11 L2L2φ12 L2L2φ22 L2L2φ1j L2L2φ2j
L1Lkf1 L1Lkf2 L1Lkφ11 L1Lkφ12 L1Lkφ22 L1Lkφ1j L1Lkφ2j
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Let (f˜ , Φ˜0)(z) be a rational map defined by










































where q(z, 0) = 1 + q(1,0)(z) + q(2,0)(z). Here q(1,0)(z) and q(2,0)(z) are defined as in






















 = 0. (3.17)
By (3.16) and (3.17), we obtain f1(z, 0) = f˜1(z), f2(z, 0) = f˜2(z), φ(z, 0) = φ˜(z),
which proves Lemma 3.2. It remains to prove (3.15) and (3.16), which will be done as
25
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follow.
• Calculation on 1
2i
Ltg = Ltf · f˜ + Ltφ · φ˜ for t = 1, 2. At the point (0, 0), we have
(L1f1)(0, 0) = 1, (L1f2)(0, 0) = 0, (L1φjk)(0, 0) = 0, for (j, k) ∈ S0,
(L1φ33)(0, 0) = 0.
Then the equation 1
2i








which holds trivially. Similarly, at the point (0, 0), we have
(L2f2)(0, 0) = 1, (L2f1)(0, 0) = 0, (L2φjk)(0, 0) = 0, for (j, k) ∈ S0,
(L2φ33)(0, 0) = 0.
Then the equation 1
2i








which holds trivially. We have verified that the first two rows in (3.15) are identities.
• Calculation on 1
2i









. At the point (0, 0), we have
(L21f1)(0, 0) = 4iχ1 ·
i
2
µ1 = −2µ1χ1, (L22f1)(0, 0) = 0,
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(L21φjk)(0, 0) = 4iχ1e1,jk for (j, k) 6= (1, 1), (L21φ33)(0, 0) = 4iχ1e1,33.







(L21φjk)(0, 0)φ˜jk(χ) + 4iχ1e1,33φ˜33(χ)




4iχ1e1,jk · φ˜jk(χ) + 4iχ1e1,33φ˜33(χ). (3.20)











and that q(z, 0) = q(1,0)(z) +
q(2,0)(z). The above equation becomes
0 = −2µ1(χ1)2
(











































Both sides are polynomials of χ of degree 3 or 4. For the degree 3 part, we have the
equation:
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and for the degree 4 part, we have





jk (χ) + 4iχ1e1,33p
(3)
33 (χ). (3.23)
The equation (3.22) is equivalent to the following equations:













0 = −2µ1q(I2) + 2√µ1p(2I1+I2)11 + 4ie1,12
√
µ1 + µ2,






































which are exactly the formulas of p(3,0)jk in Chapter 2 so that (3.22) is trivially true.
Now we consider all terms of degree 4 equation (3.23). For the 4I1 terms, we want

















which is the first formula for q(2I1) in Lemma 3.2.
For the 4I2 terms and 4Ij terms, we get the trivial identities.
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i.e.,








































































which is the formula 4 for q(I1+I2) in Lemma 3.2.



























e2,11 − 4ie1,33 2µ1√
µ2(µ1 + µ2)
e2,1j
which is the formula 5 for q(I1+Ij) in Lemma 3.2.










e1,22 − 4ie1,33 −2µ2√
µ1(µ1 + µ2)
e1,22.
This is an identity by the formula of q(I2) in Lemma 3.2.
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For the 3I2 + Ij, I1 + 3Ij, I2 + 3Ij terms, it gives trivial identities.





























































































This is the formula 2 for q(2I2) in Lemma 3.2.












which is the formula 3 for q(2Ij) in Lemma 3.2.
For the 2I2 + 2Ij terms, it gives trivial identity.
For the 2I1 + I2 + Ij terms, we want to verify 0 = −2µ1q(I2+Ij) − 4ie1,jkp(I1+I2+Ij)jk ,
30
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i.e.,















































which is the formula 6 for q(I2+Ij) in Lemma 3.2.







(Is+It) = −4ie1,1kp(I1+Is+It)1k − 4ie1,2kp(I1+Is+It)2k















which is the formula 7 for q(Is+It) in Lemma 3.2.














− 4ie1,2j(√µ2q(I2) + 2ie2,22)− 4ie1,33 −2µ2√
µ1(µ1 + µ2)
e1,2j.
The above is an identity by the formulas of q(I2) and q(Ij) in Lemma 3.2.
For the 2I2 + Ij + Ik terms, it gives trivial identity.
31
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The above is an identity by the formula of q(Ij) in Lemma 3.2.
For the 2Ij + I1 + Ik terms, it is trivial.








(Il) + 2ie2,2l) which is an identity by the formula of q(Ij) in Lemma
3.2.
We have proved that 1
2i
L21g = L21f · f˜ + L21φ · φ˜.
• Calculation on 1
2i









. At the point (0, 0), we have
(L22f2)(0, 0) = −2χ2µ2, (L22f1)(0, 0) = 0,
(L22φ22)(0, 0) = 2
√
µ2 + 4iχ2e2,22,
(L22φjk)(0, 0) = 4iχ2e2,jk for (j, k) 6= (2, 2), (L22φ33)(0, 0) = 4iχ2e2,33.
Then the equation 1
2i







(L22φjk)(0, 0)φ˜jk(χ) + 4iχ2e2,33φ˜33(χ)




4iχ2e2,jk · φ˜jk(χ) + 4iχ2e2,33φ˜33(χ).
32
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and that q(z, 0) = q(1,0)(z) +
q(2,0)(z), the above equation becomes
0 = −2µ2(χ2)2
(










































Both sides are polynomials of χ of degree 3 or 4. For the degree 3 part, we have the
equation:






and for the degree 4 part, we have





jk (χ) + 4iχ2e2,33p
(3)
33 (χ). (3.25)
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0 = −2µ2q(I1) + 2√µ2p(I1+2I2)22 + 4ie2,12
√
µ1 + µ2,



























which are exactly the formulas of p(3,0)jk in Section 2 so that (3.24) is trivially true.
Now we consider all terms of degree 4 equation (3.25). For the 4I1 terms and 4Ij
terms, we get the trivial identities.

















which is the formula 2 for q(2I2) in Lemma 3.2.















This is an identity by the formula of q(I1) in Lemma 3.2.
For the 3I1 + Ij, I1 + 3Ij, I2 + 3Ij terms, it gives trivial identities.
34
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which is the formula 4 for q(I1+I2) in Lemma 3.2.





























which is the formula 6 for q(I2+Ij) in Lemma 3.2.


























































































This is the formula 1 for q(2I1) in Lemma 3.2.
For the 2I1 + 2Ij terms, it gives trivial identity.










e1,2j − 4ie2,2j(2ie2,2j +√µ2q(Ij))
which is the formula 3 for q(2Ij) in Lemma 3.2.




















The above is an identity by the formulas of q(I1) and q(Ij) in Lemma 3.2.
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which is the formula 5 for q(I1+Ij) in Lemma 3.2.
For the 2I1 + Ij + Ik terms, it gives trivial identity.





















which is the formula 7 for q(Is+It) in Lemma 3.2.











The above is an identity by the formula of q(Ij) in Lemma 3.2.
For the 2Ij + I2 + Ik terms, it is trivial.











which is an identity by the formula of q(Ij) in Lemma 3.2.
We have proved that 1
2i
L22g = L22f · f˜ + L22φ · φ˜.
• Calculation on 1
2i
L1L2g = L1L2f · f˜ + L1L2φ · φ˜ A direct computation shows
37
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−4χ1χ2 ∂2∂w2 . At the point (0, 0), we have
(L1L2f1)(0, 0) = −µ1χ2, (L1L2f2)(0, 0) = −µ2χ1,
(L1L2φ12)(0, 0) =
√
µ1 + µ2 + 2iχ2e1,12 + 2iχ1e2,12,
(L1L2φjk)(0, 0) = 2iχ2e1,jk + 2iχ1e2,jk for (j, k) 6= (1, 2),
(L1L2φ33)(0, 0) = 2iχ2e1,33 + 2iχ1e2,33.
(3.30)
Then the equation 1
2i








+ (2iχ2e1,33 + 2iχ1e2,33)φ˜33(χ)
= (−µ1χ2) · χ1 + (−µ2χ1) · χ2 + (
√




(2iχ2e1,jk + 2iχ1e2,jk) · φ˜jk(χ) + (2iχ2e1,33 + 2iχ1e2,33)φ˜33(χ).
(3.31)











and that q(z, 0) = 1+q(1,0)(z)+
q(2,0)(z), the above equation becomes
0 = (−µ1χ2χ1 − µ2χ1χ2)
(
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i.e.,
















+ (2iχ2e1,33 + 2iχ1e2,33)p
(3)
33 (χ).
Both sides are polynomials of χ of degree 3 or 4. For the degree 3 part, we have the
equation:












and for the degree 4 part, we want to verify


















































































which are exactly the formulas of p(3,0)jk in Chapter 2 so that (3.32) is trivially true.
Now we consider all terms of degree 4 equation (3.33). For the 4I1 terms, we want
to verify 0 = −∑(j,k)∈S 2ie2,jkp(3I1)jk , i.e.,





e2,11 − 2ie2,33 2µ1√
µ2(µ1 + µ2)
e2,11
which is identity by the formula of q(I1) in Lemma 3.2.














which is identity by the formula of q(I2) in Lemma 3.2.
For the 4Ij terms, we get the trivial identity.
For the 3I1 + I2 terms, we want to verify
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i.e.,










































which is the formula 1 for q(2I1) in Lemma 3.2.



















e2,11 − 2ie2,33 2µ1√
µ2(µ1 + µ2)
e2,1j (3.34)
which is the identity by the formula of q(I1) and q(Ij) in Lemma 3.2.




















which is the identity by the formula of q(I2) and q(Ij) in Lemma 3.2.
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For the 3I2 + I1 terms, we want to verify





















































e1,22 − 2ie2,33 −2µ2√
µ1(µ1 + µ2)
e1,22, (3.36)
which is the formula 2 for q(2I2) in Lemma 3.2.
For the I1 + 3Ij and I2 + 3Ij terms, we get trivial identities.
For the 2I1 + 2I2 terms, we want to verify






















































































which is formula 4 for q(I1+I2) in Lemma 3.2.














e2,1j which is identity by the formula
for q(Ij) in Lemma 3.2.














which is identity by the formula
for q(Ij) in Lemma 3.2.











which is identity by the formula of q(Ij) in Lemma 3.2.










e1,2j − 2ie1,2j(√µ2q(Ij) + 2ie2,2j)
which is identity by the formula of q(Ij) in Lemma 3.2.
For the 2I1 + I2 + Ij terms, we want to verify
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i.e.,






























































which is formula 5 for q(I1+Ij) in Lemma 3.2.
For the 2I2 + I1 + Ij terms, we want to verify











































































e1,22 − 2ie2,2j(√µ2q(I2) + 2ie2,22)− 2ie2,33 −2µ2√
µ1(µ1 + µ2)
e1,2j
which is the formula 6 for q(I2+Ij) in Lemma 3.2.
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For 2Ij + I1 + I2 terms, we want to verify





















e1,2j − 2ie2,2j(√µ2q(Ij) + 2ie2,2j)
which is formula 2 for q(2Ij) in Lemma 3.2.
For 2Ij + I1 + Ik terms, it is trivial.
For I1 + I2 + Ij + Ik terms, we want to verify





















e1,2j − 2ie2,2j(√µ2q(Ij) + 2ie2,2j)
which is the formula 7 for q(Ij+Ik) in Lemma 3.2.
We have proved that 1
2i
L1L2g = L1L2f · f˜ + L1L2φ · φ˜
• Calculation on 1
2i
L1Lkg = L1Lkf · f˜ + L1Lkφ · φ˜
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At the point (0, 0), we have
(L1Lkf1)(0, 0) = −µ1χk, (L1Lkf2)(0, 0) = 0,
(L1Lkφ1k)(0, 0) = √µ1 + 2iχke1,1k,
(L1Lkφjk)(0, 0) = 2iχke1,jk for (j, k) 6= (1, k),
(L1Lkφ33)(0, 0) = 2iχke1,33.
(3.37)
Then the equation 1
2i







(L1Lkφjk)(0, 0)φ˜jk(χ) + 2iχke1,33φ˜33(χ)

















and that q(z, 0) = 1+q(1,0)(z)+
q(2,0)(z), the above equation becomes
0 = −µ1χkχ1
(



























0 = −µ1χkχ1q(1,0)(χ)− µ1χkχ1q(2,0)(χ) +√µ1p(3)1k (χ)
46















Both sides are polynomials of χ of degree 3 or 4. For the degree 3 part,we want to
verify






and for the degree 4 part, we want to verify





jk (χ) + 2iχke1,33p
(3)
33 (χ). (3.41)


















































0 = −µ1q(I2) +√µ1p(I1+I2+Ik)1k + 2i
√
µ1 + µ2e1,12,














which are exactly the formulas of p(3,0)jk in Chapter 2 so that (3.40) is trivially true.
Now we consider all terms of degree 4 equation (3.41).
For the 4I1, 4I2, 4Ij, 3I2 + I1, and 3I1 + I2 terms, we get the trivial
47
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identities.















which is the formula 1 for q(2I1) in Lemma 3.2.










e1,22 − 2ie1,33 −2µ2√
µ1(µ1 + µ2)
e1,22
which is identity by the formula of q(I2) in Lemma 3.2.











which is the formula 3 for q(2Ij) in Lemma 3.2.










e1,2j − 2ie1,2j(2ie2,2j +√µ2q(Ij))
which is identity by the formula of q(Ij) in Lemma 3.2..
For the 2I1 + 2I2 terms, we get trivial identity.
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e2,11 − 2ie1,33 2µ1√
µ2(µ1 + µ2)
e2,1j
which is the formula 5 for q(I1+Ij) in Lemma 3.2.
















− 2ie1,2j(√µ2q(I2) + 2ie2,22)− 2ie1,33 −2µ2√
µ1(µ1 + µ2)
e1,2j
which is identity by the formula of q(I2) and q(Ij) in Lemma 3.2.

















e2,11 − 2ie1,33 2µ1√
µ2(µ1 + µ2)
e2,1j
which is the formula 5 for q(I1+Ij) in Lemma 3.2.
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which is identity by the formula of q(I2) and q(Ij) in Lemma 3.2.









































which is the formula 4 for q(I1+I2) in Lemma 3.2.









































which is the formula 2 for q(2I2) in Lemma 3.2.










































which is the formula 6 for q(I2+Ij) in Lemma 3.2.
• Calculation on 1
2i
L2Lkg = L2Lkf · f˜ + L2Lkφ · φ˜







At the point (0, 0), we have
(L2Lkf2)(0, 0) = −µ2χk, (L2Lkf1)(0, 0) = 0,
(L2Lkφ2k)(0, 0) = √µ2 + 2iχke2,2k,
(L2Lkφjk)(0, 0) = 2iχke2,jk for (j, k) 6= (1, k),
(L2Lkφ33)(0, 0) = 2iχke2,33. (3.42)
Then the equation 1
2i







(L2Lkφjk)(0, 0)φ˜jk(χ) + 2iχke2,33φ˜33(χ)
















and that q(z, 0) = 1+q(1,0)(z)+
q(2,0)(z), the above equation becomes
0 = −µ2χkχ2
(












































Both sides are polynomials of χ of degree 3 or 4. For the degree 3 terms, we want to
verify






and for the degree 4 part, we want to verify





jk (χ) + 2iχke2,33p
(3)
33 (χ). (3.45)


































































which are exactly the formulas of p(3,0)jk in Chapter 2 so that (3.44) is trivially true.
Now we consider all terms of degree 4 equation (3.45).
For the 4I1, 4I2, 4Ij, 3I2 + I1, and 3I1 + I2 terms, we get the trivial
identities.










e2,11 − 2ie2,33 2µ1√
µ2(µ1 + µ2)
e2,11
which is identity by the formula of q(I1) in Lemma 3.2.















which is the formula 2 for q(2I2) in Lemma 3.2.











which is identity by the formula of q(IJ ) in Lemma 3.2.
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3.3 PROOF OF LEMMA 3.2










e1,2j − 2ie2,2j(√µ2q(Ij) + 2ie2,2j)
which is the formula 3 for q(2Ij) in Lemma 3.2.
For the 2I1 + 2I2 terms, we get trivial identity.
















e2,11 − 2ie2,33 2µ1√
µ2(µ1 + µ2)
e2,1j
which is identity by the formulas of q(I1) and q(Ij) in Lemma 3.2.

















e1,22 − 2ie2,2j(√µ2q(I2) + 2ie2,22)− 2ie2,33 −2µ2√
µ1(µ1 + µ2)
e1,2j
which is the formula 6 for q(I2+Ij) in Lemma 3.2.




















3.3 PROOF OF LEMMA 3.2
which is identity by the formula of q(I1) and q(Ij) in Lemma 3.2.

















e1,22 − 2ie2,2j(√µ2q(I2) + 2ie2,22)− 2ie2,33 −2µ2√
µ1(µ1 + µ2)
e1,2j
which is the formula 6 for q(I2+Ij) in Lemma 3.2.










































which is the formula 1 for q(2I1) in Lemma 3.2.









































3.4 TWO DIFFERENT FORMULAS OF F (2,2)L (Z)
which is the formula 4 for q(I1+I2) in Lemma 3.2.
























































which is the formula 5 for q(I1+Ij) in Lemma 3.2.
By all of the above, (3.13) is proved. Also, we see








µ1, · · · ,√µ1,√µ2, · · · ,√µ2) +O(|χ|)
by calculation above so that (3.16) holds. Hence, Lemma 3.2 is proved.
3.4 Two Different Formulas of f (2,2)l (z)

























(0,1) − f (I1+2In)1 q(I1),






















(0,1) − f (I2+2In)1 q(I2),
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(0,1) − f (I1+2In)1 q(Ij),






















(0,1) − f (I2+2In)1 q(Ij),








































































(0,1) − f (I2+2In)2 q(I1) − f (I1+2In)2 q(I2),















































(0,1) − f (I2+2In)2 q(Ij).
We obtain the following compatibility conditions:
• (1) and (8) give the same formula of q(I1+In),
• (3) and (7) give the same formula q(I2+In),
• (4) and (10) give the same formula q(Ij+In),
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3.4 TWO DIFFERENT FORMULAS OF F (2,2)L (Z)
• The formulas (2), (5), (6), (9) in Theorem 3.6 are identities.








l (z)− Φ(Il+2In)0 · Φ(2,0)0 (z)− e∗l · φ(2,1)(z), l = 1, 2. (3.46)
Recall Φ(Il+2In)0 = − 2iµ1f
(Il+2In)
1 e1 − 2iµ2f
(Il+2In)
2 e2 (cf. (4.4), [16]). Then we have
Φ
(Il+2In)














µjkzjzk, l = 1, 2.


























































+ q(0,1))zlw + p
(2,0)
l (z) + p
(3,0)
l (z) + p
(2,1)










+ q(0,1))zlw + p
(2,0)
l (z) + p
(3,0)
l (z) + p
(2,1)







1− (q(1,0)(z) + q(0,1)w + q(2,0)(z) + q(1,1)(z)w + q(0,2)w2)
+ (q(1,0)(z) + q(0,1)w + q(2,0)(z) + q(1,1)(z)w + q(0,2)w2)2
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3.4 TWO DIFFERENT FORMULAS OF F (2,2)L (Z)
− (q(1,0)(z) + q(0,1)w + q(2,0)(z) + q(1,1)(z)w + q(0,2)w2)3 + · · ·
]
.
Then for l = 1 and l = 2, by using p(2,0)l = zlq
(1,0) (see (3.1)), we have
f
(2,2)
l (z) = zl[2q




+ q(0,1))zl[−q(1,1)(z) + 2q(1,0)(z)q(0,1)] + p(2,0)l (z)[−q(0,2) + (q(0,1))2]
− p(2,1)l (z)q(0,1) − p(1,2)l (z)q(1,0)(z)
= zl[q











q(I1+In) − f (2I1+In)1 q(0,1) − f (I1+2In)1 q(I1),
f
(2I2+2In)
1 = −f (2I2+In)1 q(0,1) − f (I2+2In)1 q(I2),
f
(I1+I2+2In)






(0,1) − f (I2+2In)1 q(I1),
f
(I1+Ij+2In)












(0,1) − f (I2+2In)1 q(Ij),
f
(2I1+2In)






q(I2+In) − f (2I2+In)2 q(0,1) − f (I2+2In)2 q(I2),
f
(I1+I2+2In)























3.4 TWO DIFFERENT FORMULAS OF F (2,2)L (Z)





















(0,1) − f (I1+2In)1 q(I1),



















(0,1) − f (I2+2In)1 q(I2),

















µ1 + µ2 − e∗1φ(I1+I2+In)






(0,1) − f (I2+2In)1 q(I1),










































(0,1) − f (I2+2In)1 q(Ij),
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3.4 TWO DIFFERENT FORMULAS OF F (2,2)L (Z)






















(0,1) − f (I1+2In)2 q(I1).





















(0,1) − f (I2+2In)2 q(I2),

















µ1 + µ2 − e∗2φ(I1+I2+In)






(0,1) − f (I1+2In)2 q(I2),



















(0,1) − f (I1+2In)2 q(Ij),

























which proves the formula (10). The proof of Theorem 3.6 is complete.
3.5 Proofs of Lemma 3.3 and Lemma 3.4

























2 (z) + z2f
(1,2)




















































































































































































































































• Consider φ(I2+Ij+In), we find
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3.5 PROOFS OF LEMMA 3.3 AND LEMMA 3.4
































































































































































































3.5 PROOFS OF LEMMA 3.3 AND LEMMA 3.4





























































































































































































































































































































































































































3.5 PROOFS OF LEMMA 3.3 AND LEMMA 3.4










































































































































































































3.5 PROOFS OF LEMMA 3.3 AND LEMMA 3.4























































































































































































3.5 PROOFS OF LEMMA 3.3 AND LEMMA 3.4












. Then above shows
































In fact, if ∆ 6= 0, we would apply Theorem 2.4 to imply deg(F ) = 2, which is a
contradiction. Therefore, the proof of Lemma 3.4 is complete.
Since ∆ = 0, with (3.53) and (3.59), the formula q(I1+In) in Lemma 3.3 is proved.
Similarly, the formulas of q(I2+In) and q(Ij+In) are proved in Lemma 3.3. Hence, the proof
of Lemma 3.3 is complete. 
70
3.6 PROOF OF LEMMA 3.5
3.6 Proof of Lemma 3.5
By considering the degree 3, or 4 terms in (1.1) and the geometric series, we find for












− q(0,1))zjq(1,0)(z)− q(0,1)P (2,0)j − zjq(1,1)(z),
f
(1,2)
















(1,0))2 − p(2,1)j q(1,0),
f
(2,2)






(1,0) − p(2,1)j q(0,1) − p(1,2)j q(1,0),
f
(1,3)
j (z) = −
iµj
2
q(0,2)zj − q(0,1)f (1,2)j (z).




































































Akzk + Anw + 1)(
n−1∑
k=3






Akzk + Anw + 1)zjw
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Bkzk +Bnw + 2)w































Akzk + Anw + 1)(
n−1∑
k=3
















Bkzk +Bnw + 2)w








Here we used the known formula e1,1j = 0 for all j.























Akzk + Anw + 1)(
n−1∑
k=3




Akzk + Anw + 1)zjw
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Bkzk +Bnw + 2)w




















































2 = 0. Then we have proved
Lemma 3.7. Let F ∈ Rat(Hn,H3n−2) with degree 3. Then
A
(I1)


















































Next we want to consider the degree 4 term w31 for f1 and the degree 4 term w32 for
f2. We extend (3.61) and (3.62) up to degree 4 and also omit the terms involving kl with
k > 1, where l = 1, 2, as follows.
(
∑

























































Bjzj +Bnw + 2)zαw
2
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Bjzj +Bnw + 2)w
3 + · · · = 0.













































































are solutions of the same
equation


























3.7 ALTERNATIVE FORMULA OF F






















By Lemma 3.4, the proof of Lemma 3.5 is complete. 
3.7 Alternative formula of F
We can write out alternative expressions for equations q(z, w), f(z, 0), φ(z, 0) in the
following way:

















































































































2 − f (I1+2In)1 f (I2+2In)2
)
,




− 2Re(f (Il+2In)l ), l = 1, 2 e∗1 · e∗2 = −f (I2+2In)1 − f (I1+2In)2 ,







































































































3.7 ALTERNATIVE FORMULA OF F
3.7.1 Verifying q(z, w)
Recall that q = 1 + q(1,0) + q(0,1)w + q(2,0) + q(1,1)w + q(0,2)w2.
• Considering q(1,0), we have
q(1,0) = q(I1)z1 + q
(I2)z2 + q
(Ij)zj. (3.67)












































where Ê1 and Ê4 are defined as in (??).
Lemma 3.8. √µ1z1Ê1 +√µ2z2Ê2 = −2iξ1, √µ2z2Ê4 +√µ1z1Ê3 = −2iξ2.




















































































































• Considering q(0,1), by Lemma 3.4, we have










• Considering q(2,0), we have





+ q(I2+Ij)z2zj + q
(Is+Il)zszl.




































































































































































































3.7 ALTERNATIVE FORMULA OF F
• Considering q(1,1), we have
q(1,1) = q(I1+In)z1 + q
(I2+In)z2 + q
(Ij+In)zj. (3.69)









































































































































• Considering q(0,2), by Lemma 3.5, we have







2 − f (I1+2In)1 f (I2+2In)2 ).











2 w) · (
√

























(E˜4 · E˜1 − E˜2 · E˜3)
where E˜j, j = 1, 2, 3, 4 defined as above.
3.7.2 Verifying f1 and f2










, l = 1, 2, fα = zα, 3 ≤ α ≤ n− 1.
Recall that we denote pl = p
(2,0)
l (z) + p
(3,0)
l (z) + p
(2,1)
l (z)w + p
(1,2)
l (z)w
2 for l = 1, 2
and pjk = e1,jkz1w + e2,jkz2w + p
(3,0)
jk (z) + p
(2,1)
jk (z)w + p
(1,2)
jk (z)w
2 for (z, w) ∈ S,





















1 (z) + p
(3,0)
1 (z) + p
(2,1)












l as defined in Chapter 3.1, we get



































3.7 ALTERNATIVE FORMULA OF F
Substituting the formula for q(0,1) and (3.68) into the above equation, we have
qf1 = z1(1 + q











































2 (z) + p
(3,0)
2 (z) + p
(2,1)












l as defined in Chapter 3.1, we get























Substituting the formula for q(0,1) and (3.68) into the above equation, we have
qf2 = z2(1 + q



























3.7 ALTERNATIVE FORMULA OF F
Thus we get






where H1 and H2 are defined as in (??). Recall that f
(2,1)






, (j, k) ∈ S, g = w,
where pjk and q are defined as in section 3.7.2.











1 + e1,11z1w + e2,11z2w + p
(3,0)
11 (z) + p
(2,1)

































3.7 ALTERNATIVE FORMULA OF F
From (4.20), (4.22) and (4.67) in [16], we have
φ
(2,1)

















where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)





























































































































(µ1z1E˜4 − µ2z2E˜2) + w
q
(e1,11H1 + e2,11H2). (3.73)
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3.7 ALTERNATIVE FORMULA OF F











2 + e1,22z1w + e2,22z2w + p
(3,0)
22 (z) + p
(2,1)






























22 (z) + e1,22z1q
(0,1) + e2,22z2q
(0,1)]w2. (3.74)
From (4.20), (4.22) and (4.67) in [16], we have
φ
(2,1)

















where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)






































































































































(µ2z2E˜1 − µ1z1E˜3) + w
q
(e1,22H1 + e2,22H2). (3.77)
• Consider φ12. By (1.1) and the formulas in [16], we have
φ12 =
√




µ1 + µ2z1z2 + e1,12z1w + e2,12z2w + p
(3,0)
12 (z) + p
(2,1)































































3.7 ALTERNATIVE FORMULA OF F










From (4.20), (4.22) and (4.67) in [16], we have
φ
(2,1)

















where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)











Substituting (3.68), (3.79), (3.80) and (3.81) into (3.78) , we get
qφ12 =
√













































































































































(e1,12H1 + e2,12H2). (3.82)









1 + e1,1jz1w + e2,1jz2w + p
(3,0)
1j (z) + p
(2,1)
























1j (z) + e1,1jz1E1 + e2,1jz2E1]w
2. (3.83)








3.7 ALTERNATIVE FORMULA OF F
From (4.20), (4.22) and (4.67) in [16], we have
φ
(2,1)












where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)











Substituting (3.68), (3.84), (3.85) and (3.86) into (3.83) , we get
qφ1j =
√

















































































































(µ1z1E˜4 − µ2z2E˜2) + w
q
(e1,1jH1 + e2,1jH2). (3.87)
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µ2z2zj + e1,2jz1w + e2,2jz2w + p
(3,0)
2j (z) + p
(2,1)
























2j (z) + e1,2jz1E1 + e2,2jz2E1]w
2. (3.88)







From (4.20), (4.22) and (4.67) in [16], we have
φ
(2,1)












where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)












3.7 ALTERNATIVE FORMULA OF F
Substituting (3.68), (3.89), (3.90) and (3.91) into (3.88) , we get
qφ2j =
√















































































































(µ2z2E˜1 − µ1z1E˜3) + w
q
(e1,2jH1 + e2,2jH2). (3.92)




, i.e., qφ33 = e1,33z1w + e2,33z2w + p
(3,0)
33 (z) + p
(2,1)





















3.7 ALTERNATIVE FORMULA OF F





























































where ξ1(z) = Φ(2,0)e1 and ξ2(z) = Φ(2,0)e2. From (4.4) in [16], we have
φ
(1,2)











Substituting (3.68), (3.95), (3.96) and (3.97) into (3.93) , we get















































































































3.7 ALTERNATIVE FORMULA OF F








































Hence, the proof of Theorem 1.1 is complete. 
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Chapter 4
Proof of Theorem 1.2
Let us recall the Theorem 1.2:
Theorem 1.2 If F = (f, φ, g) = (f˜ , g) = (f1, · · · , fn−1, φ1. · · · , φN−n, g) is defined by
the formulas from Theorem 1.1 with n ≥ 7, then F ∈ Rat(Hn,H3n−2).
Proof. We need to verify that F defined by (1.2) with (1.3) satisfies the basic equation
Im(g) = |f |2 + |φ|2 on Im(w) = |z|2.





















{µ1z1E˜4 − µ2z2E˜2}+ z1√
µ1(µ1 + µ2)
{µ2z2E˜1 − µ1z1E˜3}
+ w(e1,12H1 + e2,12H2)
∣∣∣2
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{µ1z1E˜4 − µ2z2E˜2} − iz1√
µ2(µ1 + µ2)
{µ2z2E˜1 − µ1z1E˜3}
















































(µ1z1E˜4 − µ2z2E˜2) · (Ê1H1 + Ê3H2)




























− f (I2+2In)1 − f (I1+2In)2
)
. (4.1)


































4.1 THE EQUATION OF DEGREE 4
4.1 The equation of Degree 4
4.1.1 The equation of degree 4 with u0
We consider the terms of degree 4 with u0. From the equation (4.1), we have
−µ1|z1|2|z|2 − µ2|z2|2|z|2 + µ1|z1|2|z|2 + µ2|z2|2|z|2
which is identity.
4.1.2 The equation of degree 4 with u
We consider the terms of degree 4 with u in the type of (2, 1) in (z, z), from the basic
equation (4.1). We assume the z is z1 (By symmetry, it is similar to verify the case of z2)















































4.1.3 The equation of degree 4 with u2
We consider the terms of degree 4 with u2 in the type of (1, 1) in (z, z), from the basic
equation (4.1). We assume the z is z1 (By symmetry, it is similar to verify the case of z2)


















































































































Hence, we have proved that for the degree 4, it is identity.
4.2 The equation of Degree 5
4.2.1 The equation of degree 5 with u0
We consider the terms of degree 5 with u0. From the equation (4.1), by considering the














































































































4.2 THE EQUATION OF DEGREE 5
which is identity.
4.2.2 The equation of degree 5 with u
We consider the terms of degree 5 with u in the type of (3, 1) in (z, z), from the basic
equation. We assume the z is z1 (By symmetry, it is similar to verify the case of z2) and we

























which is identity. Now we consider the terms of degree 5 with u in the type of (2, 2) in


































































































































































































































































































































































































































4.2.3 The equation of degree 5 with u2
We consider the terms of degree 5 with u2 in the type of (2, 1) in (z, z), from the basic
equation. We assume the z is z1 (By symmetry, it is similar to verify the case of z2). We
99































































































































(−f (I2+2In)1 − f (I1+2In)2 ).
Collecting terms of f (I1+2In)1 and f
(I1+2In)

































































































4.2 THE EQUATION OF DEGREE 5
Collecting terms of f (I1+2In)2 and f
(I1+2In)




























































Collecting terms of f (I2+2In)2 and f
(I2+2In)




























































4.2.4 The equation of degree 5 with u3
We consider the terms of degree 5 with u3 in the type of (1, 1) in (z, z), from the basic









































































































































































































































Therefore, we have proved that for the degree 5, it is identity.
4.3 The equation of Degree 6
4.3.1 The equation of degree 6 with u0
We consider the terms of degree 6 with u0. From the equation (4.1), by considering the







































Now we consider the terms of degree 6 with u0 in the type of (3, 3) in (z, z) divided by |z|2






























































































































































































− 2µ21|z1|2|z|2f (I2+2In)2 + µ21|z1|2Ê4Ê4 + µ22|z2|2Ê2Ê2 + 2µ1µ2z1z2|z|2f (I2+2In)1
− µ1µ2z1z2Ê4Ê2 + 2µ1µ2z1z2|z|2f (I2+2In)1 − µ1µ2z1z2Ê4Ê2 − 2µ22|z2|2|z|2f (I1+2In)1
− 2µ22|z2|2|z|2f (I1+2In)1 + µ22|z2|2Ê1Ê1 + µ21|z1|2Ê3Ê3 + 2µ1µ2z2z1|z|2f (I1+2In)2







































































































































+ |z|2|z1|2(−2Ref (I1+2In)1 ) + |z|2|z2|2(−2Ref (I2+2In)2 )
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4.3 THE EQUATION OF DEGREE 6
+ |z|2z1z2(−f (I2+2In)1 − f (I1+2In)2 ) + |z|2z1z2(−f (I2+2In)1 − f (I1+2In)2 ).
Collecting terms of f (I1+2In)1 and f
(I1+2In)












































Collecting terms of f (I2+2In)2 and f
(I2+2In)














































Collecting terms of f (I2+2In)1 and f
(I2+2In)


















4.3 THE EQUATION OF DEGREE 6
Collecting terms of f (I1+2In)2 and f
(I1+2In)























































































































4.3.2 The equation of degree 6 with u
We consider the terms of degree 6 with u in the type of (3, 2) in (z, z), from the basic















































































































































































































































































































































































































































































































































































































Considering the terms of degree 6 with u in the type of (4, 1) in (z, z), from the basic
equation, we get identity.
4.3.3 The equation of degree 6 with u2
We consider the terms of degree 6 with u2 in the type of (3, 1) in (z, z), from the basic
equation. We assume the z is z1 (By symmetry, it is similar to verify the case of z2) and we
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4.3 THE EQUATION OF DEGREE 6






































































































































Now we consider the terms of degree 6 with u2 in the type of (2, 2) in (z, z), from the




















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































4.3 THE EQUATION OF DEGREE 6
which is identity.


































































































































































































































































4.3 THE EQUATION OF DEGREE 6
which is identity.
Similarly, if we consider terms of f (Ij+2In)i for i, j = 1, 2, we get identity by symmetry.
Collecting terms of f (I2+2In)1 f
(I1+2In)






















which is identity. Similarly, if we consider terms of f (I2+2In)1 f
(I1+2In)
2 , we get identity by
symmetry.
Collecting terms of f (I1+2In)1 f
(I2+2In)






















which is identity. Similarly, if we consider terms of f (I1+2In)1 f
(I2+2In)
2 , we get identity by
symmetry.
Collecting terms of f (I1+2In)1 f
(I2+2In)
1 , we get 0 = 
2
µ1
z1z2|z|2 −2µ1 z1z2|z|2, which is
identity.
Collecting terms of f (I1+2In)1 f
(I2+2In)





Collecting terms of f (I2+2In)2 f
(I2+2In)








Collecting terms of f (I2+2In)2 f
(I2+2In)










|z1|2|z|2, which is identity.
Collecting terms of f (I1+2In)1 f
(I1+2In)
2 , we get 0 = 
2
µ1
z2z1|z|2 −2µ1 z2z1|z|2, which is
identity.
Collecting terms of f (I1+2In)1 f
(I1+2In)












|z2|2|z|2, which is identity.
Collecting terms of f (I2+2In)2 f
(I1+2In)
2 , we get 0 = 
2
µ2
z2z1|z|2 −2µ2 z2z1|z|2, which is
identity.
Collecting terms of f (I2+2In)2 f
(I1+2In)







|z2|2|z|2 +2µ2 |z1|2|z|2, which is identity.
Collecting terms of f (I2+2In)1 f
(I2+2In)








Thus, considering the terms of degree 6 with u2 from the basic equation, we get identity.
4.3.4 The equation of degree 6 with u3
We consider the terms of degree 6 with u3 in the type of (2, 1) in (z, z), from the basic
equation. We assume the z is z1 and we divide z1. (By symmetry, it is similar to verify the



































































































































































































































































































4.3.5 The equation of degree 6 with u4
We consider the terms of degree 6 with u4 in the type of (1, 1) in (z, z), from the basic
equation. We assume the z is z1 and z is z1. (By symmetry, it is similar to verify the case

























































































































































Therefore, we have proved that for the degree 6, it is identity.
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4.4 THE EQUATION OF DEGREE 7
4.4 The equation of Degree 7
4.4.1 The equation of degree 7 with u0
We consider the terms of degree 7 with u0 in the type of (4, 3) in (z, z), from the basic




































































































































































































































































































































































































































































































































z1(−f (I2+2In)1 − f (I1+2In)2 ).
















































































































































































































































































































































































































































































































































































































































































































































































































































































4.4.2 The equation of degree 7 with u
We consider the terms of degree 7 with u in the type of (3, 3) in (z, z), from the basic





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(−f (I2+2In)1 − f (I1+2In)2 ),
which is the same equation of the case of degree 5 with u3. We assume the z is z1 and z
is z2 and dividing by |z|4. (By symmetry, it is similar to verify the case of z2 and z2). We














































































































































Now we consider the terms of degree 7 with u in the type of (4, 2) in (z, z), from the






















































































































































































































































4.4.3 The equation of degree 7 with u2
We consider the terms of degree 7 with u2 in the type of (3, 2) in (z, z), from the basic

































































































































































































































































































































































































































































































































































































































































































































































































































































































(−f (I2+2In)1 − f (I1+2In)2 ).
We assume the z is z1 and we divide z1|z|2. (By symmetry, it is similar to verify the case



































































































































































































































































































4.4.4 The equation of degree 7 with u3
We consider the terms of degree 7 with u3 in the type of (2, 2) in (z, z), from the basic


















































































































































































































































































































































































































































































































(−f (I2+2In)1 − f (I1+2In)2 ),
which is identity.
Therefore, we have proved that for the degree 7, it is identity.
4.5 The equation of Degree 8
4.5.1 The equation of degree 8 with u0
We consider the terms of degree 8 with u0 in the type of (4, 4) in (z, z), from the basic
equation. We get the same identity as in the case of degree 6 with u2 terms in the type of
(2, 2) in (z, z) (after dividing u2).
Considering the terms of degree 8 with u0 in the type of (5, 3) in (z, z), from the basic
equation. We get the same identity as in the case of degree 6 with u2 terms in the type of
(3, 1) in (z, z) (after dividing u2).
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4.6 THE EQUATION OF DEGREE 9
4.5.2 The equation of degree 8 with u
We consider the terms of degree 8 with u from the basic equation. After dividing |z|4, we
get the same identity as in the case of degree 6 with u3 terms.
4.5.3 The equation of degree 8 with u2
We consider the terms of degree 8 with u2 from the basic equation. After dividing |z|4, we
get the same equation as in the case of degree 6 with u4 terms.
4.6 The equation of Degree 9
4.6.1 The equation of degree 9 with u0
We consider the terms of degree 9 with u0 from the basic equation. After dividing |z|6, we
get the same equation as in the case of degree 6 with u3 terms.
4.6.2 The equation of degree 9 with u











































































































































































































































































































































































































































































































































(−f (I2+2In)1 − f (I1+2In)2 )
which is identity.
Therefore, we have proved that for the degree 9, it is identity.
4.7 The equation of Degree 10






















































































































































































































− f (I2+2In)1 − f (I1+2In)2
)
which is the same equation for degree 6 with u4 terms (after dividing u4). Hence, for degree
10, it is identity.
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