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Abstract 
Between-group contest competition for access to resources and mates 
is widespread among social animals. These interactions can impact 
individual fitness influencing chances of survival and inter-birth interval 
lengths. Fitness benefits derived from intergroup contest competition are 
reaped by groups able to displace their opponents. Long and aggressive 
contests are costlier in terms of fitness than short and peaceful interactions. 
Therefore, net benefits from intergroup contests can depend on contest 
escalation. Factors affecting intergroup encounter outcomes and intensity 
may have an effect on individual fitness. However, we know relatively little 
about these factors. 
The aim of this thesis was to investigate what factors affect outcomes 
and intensity of intergroup encounters in crested macaques (Macaca 
nigra). Crested macaques have frequent between-group interactions, 
which makes of them a suitable model species to investigate this topic. My 
team and I collected data on 163 intergroup encounters between three 
neighbouring groups of habituated crested macaques in Tangkoko Nature 
Reserve (North Sulawesi, Indonesia) between November 2015 and July 
2016. We also collected data on demography and use of space of these 
three groups. 
In my first study, I investigated whether between-group differences in 
group size and location-based payoffs could be used to infer the probability 
of intergroup encounter outcomes and intensity. Likelihood of draw and 
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contact aggression were higher when group sizes were similar. Probability 
of winning an encounter was higher for groups bigger than their opponent 
and with higher location-based payoffs. Groups with higher location-based 
payoffs were able to displace groups bigger than themselves.  
In my second study, I explored whether models accounting for female 
and male reproductive strategies could be used to infer the probability of 
intergroup encounter outcome and intensity. I also assessed whether these 
models fitted the data better than those of the first study. Female and male 
reproductive strategies played important roles in determining outcome and 
intensity of intergroup encounters. I found evidence of female resource 
defence and male mate access defence via intergroup aggression and 
intragroup sexual coercion. Overall, accounting for reproductive strategies 
improved model fit.  
In my third study, I reported several cases of coalitionary attacks 
against members of other groups. These attacks resulted in injuries, loss of 
infants and death for the victims. The aggressions resembled, in several key 
aspects, intergroup coalitionary aggressions described in chimpanzee and 
human raids. Intergroup coalitionary attacks in crested macaques may 
improve the chances of the attacking groups to displace the victims’ groups 
in future encounters.  
My thesis provides the first in depth investigation on factors affecting 
outcome and intensity of intergroup encounters in crested macaques. 
These data might be useful in comparative studies on how intergroup 
relationships vary depending on socioecological factors such as resource 
abundance and social structure. This is also the first report pf repeated 
intergroup coalitionary aggressions with severe consequences for the 
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victims in an Old World Monkey (Cercopithecidae) species. My findings 
highlight the role of reproductive strategies in intergroup encounter 
outcome and intensity and the need to consider female and male strategies 
together when investigating between-group contests.  
 
Upik-abu, an adult female crested macaque from Pantai Batu Satu 
group, nursing her 1-2-year old daughter. Picture by Laura Martínez 
Íñigo 
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Glossary 
Adolescent female According to the Macaca Nigra Project classification, female 
crested macaques are considered to be adolescent from the 
date of her first tumescence cycle and until the birth of their 
first alive infant 
 
Aggression Interaction consisting in an attack. Attacks might involve 
non-contact aggressions (e.g. facial expression, lunge, 
charge, chase) or contact aggressions (e.g. hit, bite, grab) 
 
Agonism Aggressive and submissive interactions 
 
Coalition Coordinated agonistic interactions by at least two individuals 
against one or more opponents  
 
Collective action problem (CAP) Situation in which a collective action does not 
produce/maintain a collective good due to an excess of free-
riding 
 
Collective good Good that is not monopolizable by their producer/s. This 
means that individuals other than the produced cannot be 
prevented from benefiting from the good 
 
Consortship A male and a female that maintain an exclusive relationship 
of variable duration, usually to increase mating between 
them and decrease mating with other individuals 
 
Contest Any aggressive interaction between 2 or more individual 
animals and/or two different groups of animals 
 
-  competition Competition that occurs when access to a resource can be 
monopolized by one or more individuals and animals are 
expected to fight over access to these resources  
 
Cooperation Two or more individuals acting together to achieve a 
common goal (Noë 2006) 
 
Core area General definition Areas of a home range heavily used 
 
Working definition Area in which the probability of finding the focal group is 
50% according to the BBMM calculated for each month and 
group 
 
Costs  Fitness losses derived from participating in a contest 
 
- Circumstantial Costs that are not specific to the contest behaviour (e.g. 
time spent in the contest instead of other activity) 
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- Direct Costs that are specific to the contest behaviour (e.g. injuries 
provoked by the adversary) 
 
Dyad 
 
Throughout the present thesis, “dyad” refers to a set of two 
different groups of crested macaques unless otherwise 
specified. Generally, entity that consist of two parts or 
elements.  
Evolutionary game theory  Set of models and assumptions describing the potential 
interactions of two or more entities whose biological 
interests (i.e. strategies to maximize fitness) do not entirely 
coincide 
 
Fission-fusion social organization  Societies in which group members split into smaller groups 
(parties) for feeding 
 
Free-rider In the context of collective actions, individuals who benefit 
from a collective good without having contributed to the 
collective action that gave place to the good 
 
Group  Set of individuals of the same species who spend most of 
their lives together and interacting with each other more 
often than with individuals outside that set  
 
Group size General definition Number of individuals that belong to a group 
 
Working definition Number of adult females plus adult non-natal males of a 
given group 
 
Habituated Adjective describing an individual animal or group of animals 
which do not alter their behaviour in the presence of human 
overseers  
 
Home range  Area used by an animal or group on a regular basis to obtain 
food and mates, and to care for young over some specified 
time period  
 
Infanticide Killing of infants  
 
In-group Refers to any individual of the same species which is living 
within the group of reference.  
 
Intensity of use Frequency of presence in a particular location within the 
home range 
 
Interbirth interval The time interval between successive births 
 
Intergroup dominance hypothesis  Hypothesis presented in Crofoot, Wrangham(2010) stating 
that aggressive intergroup interactions may have the final 
aim of improving group rank rather than gaining or retaining 
immediate access to particular resources 
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Intergroup 
encounter  
(IGE) 
General definition Event in which two or more groups are in proximity and/or 
visual contact  
 
Field definition Occasions in which 2 (or more) groups are in visual contact. 
An encounter will be considered to have started as soon as 
the groups enter in visual contact (or at least, as soon as the 
first observer realizes it) and finished when at least one of 
the groups moves apart and the visual contact ends (similar 
to Lawes, Henzi (1995)). If a single individual of a bisexual 
group is in visual contact of another group, it is still 
considered an ongoing encounter  
 
Data analyses definition  Occasions in which 2 (and only 2) fully habituated groups 
that were regularly followed by researchers were in close 
proximity (<100m) after being in visual contact. An 
encounter was considered to have started as soon as the 
two groups were noticed to be in visual contact. An 
encounter was considered to have finished when the two 
groups were out of visual contact by over an hour or by over 
100 meters; which ever happened first 
 
- Affiliative Encounter between groups in which affiliative interactions 
are present and aggressive interactions are absent. 
Affiliative behaviours may include facial expressions, 
grooming, embrace, genital grasping, etc. These encounters 
can also include neutral interactions. 
 
- Aggressive Encounter between groups in which aggressive interactions 
are present and affiliative interactions absent. Aggressive 
behaviours may include chase, bite, slap, etc. These 
encounters can also include neutral interactions. 
 
- Decided Between group encounter with clear winner and loser. See 
winner and loser definitions for details. 
 
- Escalation Process by which intensity of encounter increases, meaning 
that aggression becomes present and increases in severity 
 
- Front-line Individuals in closest proximity to a neighbouring group  
 
- Intensity Scaled measurement of intergroup aggression based on 
presence and type of aggression and the duration of 
encounter. For example, short encounters (in comparison 
with the mean recorded) without aggression are considered 
of low intensity, long encounters with contact aggression 
are considered of high intensity and those of intermediate 
duration and/or with non-contact aggression are considered 
of mild intensity 
 
- Loser Group that leaves the area of the IGE and/or changes their 
travelling route  
 
 
Intergroup 
encounter 
(cont.) 
Mixed Encounter between groups in which aggressive and 
affiliative interactions are both present. These encounters 
can also include neutral interactions. 
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- Neutral Encounter in which there are no interactions (i.e. individuals 
continue their regular activities without directing behaviours 
towards the neighbouring group) or there is only monitoring 
(i.e. individuals watching attentively the neighbouring group)  
 
- Outcome End result of an interaction between groups, which can be 
undecided or decided. Within decided outcome, a group will 
be the winner of the encounter and the other the loser 
 
- Participation Taking action in intergroup aggression  
 
- Undecided/Draw Between group encounter without clear winner or loser. 
This means that either both groups retreat or follow the 
same direction they were travelling to before encountering 
each other 
 
- Winner Group that stays where the IGE takes place or continues its 
travelling route without much variation 
 
Intergroup hierarchy A ranking system among groups usually established by the 
outcome of aggressive and submissive interactions 
 
Mate guarding Male defence of female mates from harassment or mating 
attempts by other males  
 
- Coercive Use of force by a male over a female to decrease her 
chances of mating with other males 
 
Mating skew The degree of variance in mating success among individuals 
of the same sex 
 
Mating system Typical mating patterns in a species and/or group (e.g. 
monogamy, polygyny, polyandry, promiscuity)  
 
Model Simplified verbal and/or mathematical description of a 
system or process, to assist on calculations and predictions 
 
Monitoring  Behaviour observed during intergroup encounters in 
primates, in which individuals of one group carefully observe 
the members of another group from certain distance 
without any other behaviour (e.g. facial expression) towards 
the opponents. Neutral encounters contain monitoring as 
the only interaction between groups 
 
Outgroup Refers to any individual of the same species which is not 
living within the group of reference. Thus, it includes 
individuals living in other groups as well as solitary 
individuals 
 
Party  See: fission-fusion social organization 
 
Payoff Net fitness benefits derived from participating in a conflict 
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Philopatric Adjective describing the tendency of an individual or set of 
individuals to remain or come back to a particular area or 
social group 
 
Private goods Good that can be monopolized by its producer/s. This means 
that individuals can be prevented from benefiting from the 
good 
 
Private incentives  Individualized gains or loss that promote a certain behaviour 
(e.g. private goods, such as grooming, or private 
punishments, such as aggression) 
 
Reproductive skew Degree of variance in reproductive success among 
individuals of the same sex 
 
Reproductive strategy Combination of behaviours and life history traits that affect 
reproduction  
 
Reproductive success An individual's genetic contributions to future generations 
through her/his own offspring  
 
Reproductive synchrony Refers to a situation in which female ovulation in a given 
group occurs at similar times  
 
Residence effect Pattern expressed during contests consisting on the 
tendency of individuals or groups with longer tenure on the 
place of contest to beat their opponents 
 
Resource holding potential (RHP) Fighting ability of an individual or group that allows it to 
acquire or retain access to resources such as mates, shelter 
or food  
- Maximum Absolute fighting ability that can be displayed by an 
individual or group (e.g. group size) 
 
- Realized Fighting ability displayed by an individual or group during a 
contests (e.g. number of participants) 
 
Resource value (RV) Refers to the worth of the resource coming from a 
combination of its objective attributes and the subjective 
value given by each individual involved in the contest 
 
- Subjective/Perceived Resource qualities dependent on the observer or contestant 
(e.g. ownership) 
 
- Objective Resource qualities independent from the observer or 
contestant (e.g. objective resource area might be based on 
fruit availability, number of water sources, etc.) 
 
Sequestration   Coercive mate guarding consisting on a male using 
aggression to force a female to be away from other mating 
opportunities by traveling at a variable distance from the 
regular social group 
 
Severe intergroup coalitionary 
aggression 
Coalitionary aggressions of members of one group against a 
member of another group characterized by frequent 
contact-aggression 
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Sexual coercion Extreme example of sexual conflict in which males direct 
force or threat of force to females to increase their chances 
of mating when the females are fertile, and to decrease 
females' chances of mating with other males, at some cost 
to the female (Smuts, Smuts 1993) 
 
Social organization  Size, sexual composition and spatiotemporal cohesion of a 
society (Kappeler, van Schaik 2002) 
 
Social structure Pattern of social interactions and the resulting relationships 
among the members of a society (Kappeler, van Schaik 
2002) 
 
Social system Set of conspecific animals that interact regularly and more 
so with each other than with members of other such 
societies  
 
Social tolerance Low probability of attacking an individual in close proximity 
in a particular contest   
 
Sub-adult male According to the classification of the Macaca Nigra Project, 
male crested macaques were considered to be sub-adults 
once their canines have started to erupt, a red line starts to 
appear on the scrotum, the anus skin colour gets reddish 
and they are at least as big as an adult female 
Territoriality Species which aggressively defend a home range that 
overlaps minimally or nothing with those of their neighbours 
 
Territory Proportion of an animal's/group's home range from which 
conspecifics are excluded by contest competition 
 
Tumescent In the context of this thesis, adjective describing the state of 
swelling of the sexual skin which surrounds the genital area 
of female crested macaques. In crested macaques, 
tumescence reliably indicates proximity to ovulation and 
maximu1m tumescence of the sexual skin coincides with 
ovulation (Higham et al. 2012) 
Warfare Intergroup interactions among humans, in which coalitions 
attempt to aggressively dominate or kill members of other 
groups (Crofoot, Wrangham 2010).  
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Abbreviations 
Abs. Absolute between-group difference  
AIC Akaike's Information Criterion  
AICc Corrected Akaike's Information Criterion  
BBMM Brownian Bridege Movement Model 
CAP Collective Action Problem 
CL Categorical Location of IGE 
DC Distance to core area from the IGE starting location 
GLMM Generalized Linear Mixed Model  
GPS Global Positioning System 
GS Group Size 
IGCA Intergroup Coalitionary Aggression 
IGE Intergroup encounter 
IU Intensity of use of IGE location 
MNP Macaca Nigra Project 
PB1 Pantai Batu Satu 
pers. comm. Personal communication 
pers. obs. Personal observation 
QGIS Quantum Geographical Information System  
R1 Rambo Satu 
R2 Rambo Dua 
R3 Rambo Tiga 
RHP Resource Holding Potential  
RNT Resident-Nepotistic Tolerant 
RV Resource Value 
UD Utilization Distribution 
vif Variance-inflation factors 
 
 
 
 
 
 
  
Chapter 1  
 
 
 
 
 
 
<<It is the rule in war, if our forces are ten to the 
enemy's one, to surround him; if five to one, to attack 
him […] If equally matched, we can offer battle; if 
slightly inferior in numbers, we can avoid the enemy; if 
quite unequal in every way, we can flee from him.>> 
Sun Tzu-The Art of War 
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1. General Introduction 
1.1. Intergroup interactions in primates and 
other animals 
Many animals live in groups (Tinbergen 1953). This means that they 
spend most of their lives surrounded by a specific set of conspecifics whom 
they interact with more often than with individuals outside that set (Majolo, 
Huang 2018). Animal groups are usually surrounded by other groups. 
Neighbouring groups interact with each other in several ways. In some 
cases, interactions may aim to keep spatial spacing, avoiding meeting each 
other. Such interactions involve  long-distance communication by means of 
vocalizations (e.g. black howler monkeys, Alouatta caraya, Da Cunha, Byrne 
2006, Kitchen et al. 2015; gray wolves, Canis lupus, Harrington, Mech 1979) 
or scent marking (e.g. ring-tailed lemurs, Lemur catta, Mertl‐Millhollen 
2006; spotted hyenas, Crocuta crocuta, Boydston et al. 2001). Interactions 
in which two or more groups are in proximity and/or visual contact are 
known as intergroup encounters (IGEs) (Fashing 2001, Brown 2011, 
Markham et al. 2012, Coleman, Hill 2014). Intergroup encounters can be 
neutral, affiliative, aggressive or involve a mixture of aggression, affiliation 
and non-intervention (Cheney 1981, Zhao 1997,Cant et al. 2002, Majolo et 
al. 2005, Radford 2008, Batchelor, Briffa 2010, Cassidy et al. 2015, Koch et 
al. 2016a).  
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Aggression between groups has commonly been attributed to the 
presence of contest competition for resources and mates. Food is the most 
commonly defended resource (Williams et al. 2004, Harris 2006, Brown 
2013). However, groups can also contest for water (Hamilton et al. 1976, 
Miller 1979, Markham et al. 2012) and shelters (Markham et al. 2015, 
Strong et al. 2017). Mate access defence or acquisition is as common if not 
more than contests over resources (Fashing 2001, Cooper et al. 2004). 
However, it is often unclear why some encounters escalate, since there are 
no contestable resources in the proximities nor fertile mates to monopolize 
(Stanford 1991, Cowlishaw 1995, Crofoot 2007). A potential explanation is 
that consistently outcompeting neighbouring groups may have advantages 
in the long-term. If an intergroup hierarchy is established (i.e. some groups 
tend to displace others consistently), intergroup disputes might be solved 
quickly without incurring the high costs of aggression (e.g. energy 
expenditure and injuries). Intergroup dominance may lead to long-term 
benefits such as access to more resources and mates for those groups on 
top of the hierarchy (Manson, Wrangham 1991). This, in turn, may mean 
higher reproductive and offspring survival rates and/or lower mortality 
rates than groups of lower ranks (Intergroup dominance hypothesis; 
Crofoot, Wrangham 2010). The intergroup dominance hypothesis implies 
that aggressive intergroup interactions may have the final aim of improving 
group rank rather than gaining or retaining immediate access to particular 
resources. In a selective review on intergroup relationships on an 
ecologically and socially diverse set of primate species,  8 of the 11 studies 
included showed intergroup dominance relationships (Crofoot, Wrangham 
2010). The short-term benefits of intergroup dominance were mostly 
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monopolization of food resources and higher quality home ranges. The six 
studies that contained information on long-term trends reported that 
dominant groups tended to have higher birth rates than their subordinate 
neighbours or lower mortality rates. Therefore, there is empirical support 
to believe that intergroup dominance can have short and long-term 
benefits for the fitness of group members, at least in certain species and 
circumstances.  
Despite the potential benefits of intergroup dominance, most group-
living animals are rarely involved in escalated encounters in which serious 
injuries or death can occur (Crofoot, Wrangham 2010). In primates, 
chimpanzees and humans are the only species repeatedly reported to carry 
out lethal attacks on adult members of other groups (Wrangham 1999, 
Wilson et al. 2014). One of the main characteristics of chimpanzees and 
humans differentiating them from most other primates is their fission-
fusion social organization (Wrangham 1999, Crofoot, Wrangham 2010). In 
a fission-fusion social organization, individuals belong to a large community 
of conspecifics that seldom forages together. Instead, they usually perform 
their daily activities in smaller subgroups called parties. Parties change 
composition and size during the day or in between days, with members of 
the same community transferring between parties. These fluid party size 
facilitates that small parties meet much greater parties. In those 
imbalanced situations, the large party can attack the individuals of the 
smaller one at little cost to themselves. Such attacks, in which a coalition of 
members of one group attack a member of another group, can lead to 
serious injuries and death (Manson, Wrangham 1991, Wrangham 1999). 
These higher levels of intergroup aggression seem to fit within the 
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intergroup dominance hypothesis framework, since there are evidences of 
long-term benefits. Killing of individuals from adjacent groups has been 
related to territory expansion in chimpanzees (Mitani et al. 2010). Larger 
chimpanzee territories have been linked to higher food availability 
(Williams et al. 2004), which in turn increases female cycling and conception 
frequency (Thompson, Wrangham 2008).  Primates with cohesive social 
organizations rarely experience situations where the imbalance of power 
between two encountering groups is as great as in chimpanzees (but see 
Gros-Louis et al. 2003, Payne et al. 2003b and Chapter 4). Instead, they are 
more likely to avoid escalation, retreating whenever the risks exceed the 
benefits, as predicted by game theory (Maynard-Smith, Parker 1976, Hardy, 
Briffa 2013; see 1.2). Alternatively, it is possible that the lesser escalation of 
aggression during intergroup encounters in primates living in cohesive 
groups is due to a collective action problem (Willems et al. 2013).  
A collective action is an event in which several individuals coordinate 
their behaviour to achieve a common goal (Price 2006, Melis, Semmann 
2010, Durrant 2011). Collective actions can produce collective goods. 
Collective goods are those that are not monopolizable by the producer/s of 
the good (Nunn 2000). An example of collective good is the territory of a 
group, in which all group members benefit from its existence regardless of 
whether they contributed to exclude members of other groups from it. 
When individual efforts are needed to produce a good, but access to it 
within a group is available to all its members, the most profitable individual 
strategy is to not participate in the collective action (Nunn 2000). 
Individuals who do not participate can reap the benefits of the collective 
action at no cost for themselves. Such individuals are usually termed “free-
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riders”. When free-riding is widespread, the collective good might be sub-
optimally produced or not at all. Such circumstances are known as collective 
action problems (CAP, Olson 1965). Group and home range defence can be 
considered as collective actions. In fact, the lack of territories in many 
gregarious primates might be due to a CAP (Willems et al. 2013). CAPs can 
be overcome through different strategies. One of them is to have an 
unequal distribution in the share of collective goods, where those who 
contribute to produce the good obtain more benefits than free-riders 
(Nunn 2000, Gavrilets, Fortunato 2014). Alternatively, collective goods 
might be created as a by-product of selfish strategies, which also implies 
within group differences in payoffs (see 1.2). For example, displacing 
neighbours might be a male strategy to exclude potential mating 
competitors, instead of a mean to defend resources that all group members 
could share (Emlen, Oring 1977, Rubenstein 1986). In such case, males with 
access to females would have private incentives that females and males 
without access to mates do not have. Furthermore, private goods such as 
grooming, or punishment such as aggression, might motivate individuals to 
participate in collective actions (Nunn 2000, Arseneau-Robar et al. 2016). 
Between-group aggression in primates leading to collective benefits is 
widespread (Crofoot, Wrangham 2010). Therefore, some of these 
strategies are working to avoid or ameliorate CAPs.  
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1.2.  What factors determine the outcome and 
intensity of intergroup encounters?  
Evolutionary Game Theory models applied 
to intergroup contests 
Studying what factors determine the outcome and intensity of 
intergroup encounters in primates and other animals help us understand 
how they deal with CAPs. According to evolutionary game theory, outcome 
and escalation of animal contests will depend upon the payoffs of the 
contestants  (Smith, Price 1973, Maynard-Smith, Parker 1976, Kokko 2013, 
Rusch, Gavrilets 2017). In this context, payoffs are the net fitness benefits 
derived from participating in a contest. A contest is an aggressive 
interaction between two parties, whether individuals or groups, which can 
be of different durations and include a diverse number of aggressive events 
(e.g. bite, chase, slap, etc.). When the value of the contested resource is 
higher than the costs of participating in the contest, payoffs will be positive. 
In that case, the animal will be motivated to get involved in the contest (or 
choose to free-ride in the case of groups). If, on the contrary, the value of 
the resource at stake is lesser than the costs of participating, then the 
animal or group is expected to retreat. Differences in payoffs between 
contestants will determine the outcome and intensity of the contest. The 
specific calculation of payoffs depends on the model being used and the 
degree of complexity included (Hardy, Briffa 2013). In general, payoffs are 
influenced by at least three parameters: resource holding potential (RHP), 
resource value (RV) and costs (C).  
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RHP is the combination of features (e.g. body size, group size) that 
allows an individual or group to acquire or retain access to resources 
(Parker 1974). When referring to RHP, this can mean the maximum RHP 
(e.g. total number of individuals in a group) or realized RHP (e.g. number of 
group members that participate in the contest) (Zhao, Tan 2011).  
RV can be objective (e.g. physical features of an area, such as number 
of fruiting trees) or subjective/perceived. Subjective RV depends on internal 
states and needs (e.g. hunger), knowledge of the resource (e.g. residence 
effect), etc. (Enquist, Leimar 1987).   
Costs, which are the fitness losses derived from participating in a 
contest, can be direct (e.g. injuries produced by the opponents) or 
circumstantial. Circumstantial costs are those not specific to the contest 
behaviour (e.g. time spent in the contest instead of other activity).  
RHP, RV and C influence one another (Figure 1.1). For example, the 
difference in RHP between two opponents and their respective subjective 
RV affects the outcome and intensity of the contest, which influence the 
costs which, in turn, influence the payoffs (e.g. numerical symmetry and 
similarly high use of a given area may prompt groups to invest in high level 
aggression and long contests, which increases the costs in terms of energy, 
time expenditure and injuries, which may reduce the payoffs). Costs and 
subjective RV may influence how much of the maximum RHP is deployed 
during the contest (i.e. realized RHP). For example, if not all individuals in a 
group reap the same amount of benefits from participating in a contest, 
those individuals who benefit less may end with null or negative payoffs 
sooner than other group members, leading them to defect. In broad terms, 
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RV and C determine the payoffs and the RHP the probability of obtaining 
them (i.e. winning the contest). The contestant with higher RHP and/or 
payoffs is expected to win the contest. When RHP are similar and payoffs 
are high for the two contenders, contests are expected to escalate (Parker, 
Rubenstein 1981). 
 
Figure 1.1 Relationships among the main parameters influencing the outcome and 
intensity of animal contests.  
RHP=Resource Holding Potential, RV= Resource Value, C=Costs.  
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1.2.1. MODELS ASSUMING HOMOGENOUS COSTS AND RESOURCE 
VALUE WITHIN A GROUP 
 
One of the simplest approaches to model intergroup encounter 
outcome and intensity probabilities using game theory is to assume that 
payoffs are similar for all individuals within a group. In that case, RHP and 
payoffs can be approximated with proxies expected to apply to all group 
members. For example, group size is usually a good indicator of maximum 
RHP. If payoffs are similar for all group members, group size is expected to 
be a close measurement of realized RHP (Cheney, Seyfarth 1987, Mosser, 
Packer 2009). Resources such as food patches, waterholes and sleeping 
sites are contestable resources that all group members need and might be 
motivated to fight for. Consequently, payoffs could be approximated by a 
measurement of the value of such resources. Subjective RV of contestable 
sessile resources has been successfully approximated by measurements of 
intensity of use of space (e.g. Crofoot et al. 2008, Koch et al. 2016b, Roth, 
Cords 2016).  In a model accounting only for RHP and RV, it is expected that 
asymmetries would lead to decided encounters (i.e. one group retreats or 
modifies the traveling direction, Kitchen, Cheney et al. 2004). Conversely, 
the more similar the RHP and RV, the more likely the encounter is to be 
undecided. If in addition the symmetry in RV is due to both groups having 
high values, aggression is expected to occur (Maynard-Smith, Parker 1976, 
Kokko 2013).  
Models assuming similar payoffs for all group members are expected 
to be a good fit when applied to species where individual interests are 
relatively aligned within the group. For example, in blue monkeys 
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(Cercopithecus mitis stuhlmanni), females participate actively in intergroup 
encounters, with the only adult male of the group rarely doing so (Cords 
2007;  
Figure 1.2). Despite the variance of participation of individual females 
(Cords 2007), their number is a reliable predictor of the outcome and 
intensity of encounters (Roth, Cords 2016). Similar results are expected in 
cooperatively breeding species, where interests are aligned by kin selection 
(Hamilton 1964) and shared benefits (Kokko et al. 2001).  
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Figure 1.2 Snapshots from a video on an intergroup encounter between two groups of 
Samango monkeys (Cercopithecus albogularis schwarzi; synonym: C. mitis ssp. 
erythrarchus) in Lajuma (Soutpansberg Mountains, Limpopo province, South Africa).  
Most individuals in samango monkey groups have similar incentives to participate in 
encounters. (A) Females of the Barn troop monitoring House troop. (B) Barn troop 
female (left) lunges at House troop female while some of her group mates monitor. 
(C) Two Barn Troop females threat three House troop females. (D). A Barn troop 
female threats House troop females. Samango monkey groups usually have only one 
male who commonly does not participate in intergroup encounters. Video recorded 
the 25th September 2012 by Laura Martínez-Íñigo. 
 
 
1.2.2. MODELS ASSUMING DIFFERENCES IN PAYOFFS WITHIN GROUPS  
Besides some exceptions, such as cooperative breeding species (e.g. 
Lazaro-Perea 2001), assuming similar payoffs for all group members might 
not offer a useful modelling option if the actual payoffs vary greatly among 
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individuals of the same group. In the majority of primate species, individuals 
within a group differ in their motivation to participate according to features 
that determine their particular payoff in each encounter (e.g.  Arseneau-
Robar et al. 2017). According to collective action theory, individuals with 
the highest payoffs may produce the collective good while those group 
members with lower payoffs free-ride. Payoffs within a group may vary 
according to sex, age, rank, reproductive state, etc. (Kitchen, Beehner 
2007). For example, females are expected to defend resources, whereas 
males are predicted to defend access to mates (Trivers 1972, Wrangham 
1980, Fashing 2001). Thus, in multi-male-multi-female groups, females 
should participate more often when encounters occur in areas with 
valuable resources while male participation may depend on the number of 
fertile females. In addition to have different motivations to participate in a 
contest (i.e. different RV), males and females may face different 
participation costs. For example, sexual dimorphism is present in many 
primate species, with females being smaller and lacking of elongated 
canines (Plavcan 2001). Hence, if a female of a sexually dimorphic species is 
confronted by a male of another group during an encounter, she is likely to 
have little chances of outcompete him, unless her individual RHP is 
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increased by, for example, coalition formation with other group members 
(Figure 1.3). Furthermore, coercion by males, including herding during 
intergroup encounters, is also widespread in primates (Smuts, Smuts 1993). 
This means that a female of a sexually dimorphic species might be subject 
to aggression not only by the other group but by her own group as well. 
Therefore, the cost of female participation in species with sexual 
Figure 1.3 Snapshots of an intergroup encounter in Barbary macaques on the 
Middle Atlas Mountains (Morocco).  
Male and female Barbary macaques (Macaca sylvanus) may experience 
different payoffs which vary between seasons. (A) Individuals of the 
Humpback group (left) face members of the Green group (right). (B) A female 
of the Green group bites a female of the Humpback group (C) Females of 
opposite groups threat each other, while males approach them. (D) 
Humpback group male (left) threats a female and a male carrying an infant 
from the Green group while the female looks for support. Barbary macaques 
live in multi-male-multi-female groups. They are sexually dimorphic and 
seasonal breeders which may lead to sexual differences in payoffs derived 
from intergroup encounter participation Video recorded the 8th November 
2011 by Laura Martínez-Íñigo. 
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dimorphism and/or sexual coercion is likely to be higher than that of the 
average male. When RV and C are expected to vary widely between 
individuals and/or subgroups of individuals (i.e. sexes, ages, etc.) within a 
group, models accounting for this variation should offer a better fit than 
models assuming equality of payoffs (Rusch, Gavrilets 2017).  
1.3.  Crested macaque as a model species 
This thesis studied intergroup encounters in crested macaques 
(Macaca nigra) in Tangkoko Nature Reserve (North Sulawesi, Indonesia). 
Crested macaques live at high densities in Tangkoko, having intergroup 
encounters more regularly than many other primate populations (e.g. Papio 
cynocephalus ursinus from Tsaobis Leopard Park in Namibia: ~0.23/12h-day 
(Cowlishaw 1995); M. sylvanus from the Middle Atlas Mountains in 
Morocco: ~0.19/12h-day (Majolo et al. 2005); M.nigra from Tangkoko 
Nature Reserve in Indonesia: ~0.8/12h-day (Present study)). The groups 
investigated have been habituated and followed by the Macaca Nigra 
Project (MNP) for over a decade (Marty et al. 2016)  and their home ranges 
overlap. The frequency of encounters together with the availability of 
several habituated groups with overlapping home ranges made this 
population a good model to study intergroup encounters. 
Crested macaques are an endemic species of North Sulawesi, being 
one of the 7 macaque species on the island (Riley 2010). Sulawesi macaques 
are known as some of the most socially tolerant macaques (Dubosq et al. 
2013). Primates are considered socially tolerant when two individuals in 
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close proximity in a given context are unlikely to attack each other (Burkart, 
van Schaik 2013). Early socio-ecological models (Wrangham 1980, Sterck et 
al. 1997, Isbell, Young 2002) suggested a positive relationship between 
social tolerance among within-group females and between group contest 
competition when food resources are monopolizable by a group. Females 
would be expected to actively participate in intergroup encounters to 
defend access to valuable resources. Since female crested macaques are 
tolerant with in-group females and their main food sources (fruiting trees; 
O'Brien, Kinnaird 1997) are highly monopolizable by a group, it follows that, 
from the socio-ecological models perspective, they should participate 
aggressively during encounters. However, socio-ecological models have 
been put into question for several reasons (Koenig 2002, Thierry 2008), 
including that they do not account for male strategies (van Schaik 1989, 
Thierry 2008).  
 
Crested macaques live in multi-male-multi-female societies where 
female and male interests are unlikely to be aligned during intergroup 
encounters. On the one hand, females are the philopatric sex. Therefore, 
males are not expected to defend resources to attract additional females 
to the group (resource defence polygyny, Emlen, Oring 1977). In addition, 
male mating competition is high, with paternities being highly skewed 
towards the highest ranking males (Engelhardt et al. 2017). Alpha males 
may attain their position when emigrating to a new group (Marty et al. 
2016). It is being suggested that male aggression in intergroup encounters 
in species with male dispersal may function to deter other males from 
joining their group (Kitchen, Beehner 2007). Taking all these facts into 
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account, male crested macaques may actively participate in encounters in 
order to safeguard their mating opportunities. In such a case, females could 
be better off free-riding from males. On the other hand, male-male contests 
can be risky, often involving serious injuries (Marty et al. 2016). Female 
crested macaques are lighter than males and lack of elongated canines 
(Plavcan 2001; Figure 1.4). Facing females in a fight would be less risky than 
confronting a male. Therefore, males may maximize their payoffs during 
intergroup encounters by exerting sexual coercion over females restricting 
their chances to mate with outgroup males instead of taking the risk of a 
male-male confrontation. Additionally, females advertise their fertility with 
conspicuous sexual swellings (Figure 1.5) which reliably indicate the peri-
ovulatory period (Higham et al. 2012), which increases the efficiency of the 
sexual coercion strategy. If herding occurs during encounters, females 
would be unlikely to participate since they would be prevented from 
approaching the opponent group. 
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Figure 1.4 Male crested macaques are bigger than females (left picture) and have 
elongated canines (right picture) that females lack of.  
In the left-side picture, starting from the left, there is Adinda (adult female) and to 
her right Tuti (adult female) grooming Hippo (adult male). In the picture on the right 
is OK, a natal adult male from R3 who, at the point this picture was taken, was doing 
incursions in R1 presumably aiming to migrate. Pictures by Laura Martínez Íñigo. 
 
Notwithstanding, there is a third possibility by which female and male 
macaques may have their interests more aligned than expected on the 
previous two scenarios. Males may defend valuable resources for females 
if this improves their chances to mate with within group females (e.g. 
Cooper et al. 2004, Arseneau et al. 2015). However, female direct mate 
choice in crested macaques is likely to be limited. Their conspicuous sexual 
swellings, lack of seasonal breeding and of synchrony on their cycles 
(Engelhardt, pers. comm.) increase the ability of specific males to 
monopolize them (Emlen, Oring 1977, Kappeler, van Schaik 2003). 
Additionally, the high sexual dimorphism (Plavcan 2001) and the scarcity of 
female coalitions (Dubosq et al. 2013) may further hinder female ability to 
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exert active mate choice. Therefore, the possibility that male and female 
crested macaques defend common interests during encounters might be 
less likely than the possibility that they act in an unaligned manner.  
Nevertheless, previous studies have linked intergroup encounters in 
crested macaques with resource defence (Kinnaird & O’Brien, 2000). 
Therefore, it is necessary to test whether or to what extend within-group 
payoffs are homogeneous in crested macaques by comparing models 
assuming similar and distinct payoffs within groups. 
 
Figure 1.5 Female crested macaques exhibiting sexual swelling in maximum state of 
tumescence.  
The female is Upik-Abu(UP) from the group Pantai Batu (PB1). Picture taken by Laura 
Martínez-Íñigo. 
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1.4.  Thesis aims 
This thesis aims to examine what factors influence intergroup 
encounter outcome and intensity in crested macaques as a model species 
for multi-male-multi-female group-living animals. Additionally, I report and 
contextualize the occurrence of intergroup coalitionary aggressions in 
crested macaques.  
Chapter 2 investigates whether outcome and intensity of intergroup 
encounters in crested macaques can be predicted assuming homogeneous 
payoffs within groups. Specifically, I examine whether adult numerical odds 
and location-based payoffs influence the outcome and intensity of 
intergroup encounters.  
Chapter 3 explores whether outcome and intensity of intergroup 
encounters in crested macaques can be predicted when considering within 
group differences in payoffs. In order to do so, I investigate whether 
outcome and intensity of intergroup encounters in crested macaques 
reflect female and male reproductive strategies and compare these models 
with those of the previous chapter.  
Chapter 4 aimed at understanding the factors underlying intergroup 
coalitionary aggression in crested macaques in the context of the 
Imbalance-of-power hypothesis (Wrangham 1999) and intergroup 
dominance hypothesis (Crofoot, Wrangham 2010).   
Chapter 5 summarizes the results and contextualizes them in a 
broader picture. I discuss the limitations of the study and possible future 
lines of research based on my findings.  
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1.5.  Ethics statement 
This research was conducted in accordance with the Animal Behaviour 
Society’s guidelines for the treatment of animals in behavioural research 
and teaching (Buchanan et al. 2012) and code of best practices for field 
primatology (Riley et al. 2014).  The project adhered to all relevant 
regulations of Indonesia and United Kingdom. Permission to conduct the 
study in the Tangkoko Nature Reserve in Indonesia was granted by the 
Indonesian State Ministry of Research and Technology (RISTEK, permit 
229/FRP/SM/VIII/2015), the Directorate General of Forest Protection and 
Nature Conservation (Direktorat Jenderal Perlindungan Hutan dan 
Konservasi Alam, PHKA) in Jakarta and the Department for the Conservation 
of Natural Resources (Balai Konservasi Sumber Daya Alam, BKSDA) in 
Manado.  
Before the fieldwork, the project underwent an ethical review at the 
University of Lincoln which examined the proposed research methods as 
well as the safety measures taken to protect the researchers (i.e. Ph.D. 
student and field assistants). These included: vaccinations and other health 
concerns, risk assessment, field assistant training plan, considerations 
regarding the study animals, their environment and the local human 
communities. 
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1.6.  Data collection statement  
Data on intergroup encounter outcome, intensity and location were 
collected by three volunteer field assistants and myself (Laura Martínez-
Íñigo). Each of us were present in the following number of encounters: 
Rismayanti, 81; Eka Cahyaningrum, 61; Juliette Berthier, 81 and myself, 120. 
We also collected the demographic data employed in chapters 2 and 3 
whenever we were following the two groups involved in the encounter. If 
none of us were following one of the groups involved in an encounter the 
day it happened, data were extracted from the MNP long-term database, 
to which short term projects, including mine, contribute. Calculation of 
home ranges and intensity of use was performed using data collected by 
my team whenever possible and adding data of the long-term database for 
the days we were not in the field. Data on intergroup coalitionary 
aggression were collected by Juliette Berthier (4 cases) and myself (7 cases). 
Five further cases were extracted from the MNP long-term database 
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<<In war, numbers alone confer no advantage. Do 
not advance relying on sheer military power>>  
Sun Tzu-The Art of War 
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2. Effect of numerical 
odds and location-based 
payoffs on the outcome 
and intensity of 
intergroup encounters 
in crested macaques 
(Macaca nigra) 
2.1. Introduction 
Evolutionary game theory models predict that outcome of dyadic 
animal contests and whether they escalate, reflect asymmetries in resource 
holding potential (RHP) and resource value (RV) (reviewed in Kokko 2013). 
RHP is the combination of an individual’s features (e.g. body size and 
condition, experience and metabolic rate (Earley, Hsu 2013)) that allows it 
to acquire or retain access to resources such as mates, shelter or food 
(Parker 1974). On the other hand, RV is the value of the resource being 
contested. It depends on objective attributes of the resource itself in 
addition to the subjective attributes given by each individual involved in the 
contest. For example, a particular area might have an intrinsic value for an 
individual of a given species due to its abundance of resources necessary 
for that species. At the same time, that area may have more subjective 
value for an individual that has already been living in it and has spent energy 
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exploring it than for a new comer that has not invested energy and time in 
acquiring this non-transferable knowledge. Participating in a contest has 
costs associated, such as injuries, energy and time expenditure, etc. The net 
benefits of a contest, meaning the resource value minus the costs, are 
called payoffs. While RV and costs determine the payoffs of a contests and 
thus, the potential benefits (or losses) of fitness of participating in a contest, 
RHP determines the probability of obtaining those payoffs. In dyadic 
contests, participants with higher RHP than their opponent are expected to 
win the contests (i.e. obtain or retain access to the resource contested). 
Escalation to aggression is predicted to occur mainly when both contestants 
have similarly high payoffs and their RHP is alike (Maynard-Smith, Parker 
1976, Jonart et al. 2007, Vogel et al. 2007). However, individuals with less 
RHP than their opponents sometimes are able to win contests if their 
subjective RV is greater than that of the other contestant (Hardy, Briffa 
2013). This happens because contestants can dedicate different amounts of 
their RHP to a contest depending on their predicted payoffs. Thus, an 
animal may have a greater maximum RHP than its adversary but use 
comparatively less of its RHP so, at the end, the difference in realized RHP 
(i.e. the fighting ability displayed during the contests) might be in favour of 
the contestant with lower maximum RHP. For example, a territory owner 
might be able to displace an intruder with higher maximum RHP if the 
owner’s payoffs, derived from greater subjective RV, are higher and thus, 
its realized RHP surpasses that of the opponent (Residence effect, Leimar, 
Enquist 1984, Haley 1994, Huang, Hsu 2015, Tina et al. 2016).  
Models intended for dyadic animal contests have been used to model 
contests between animal groups ( e.g. Crofoot et al. 2008, Bonanni et al. 
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2011, Koch et al. 2016b). Specific models exist to predict outcome and 
escalation of intergroup contests (reviewed in Rusch, Gavrilets 2017). 
However, they have been found to have limited explanatory power for 
animals (e.g. Lanchester’s laws (Lanchester 1916), whose limitations are 
discussed in Adams, Mesterton-Gibbons 2003) and/or need information 
that is very time and resource consuming to obtain in natural settings (e.g. 
fighting effort of each individual, Rusch, Gavrilets 2017) and sometimes 
impossible to collect. For this reason, researchers studying between-group 
contests have turned to game theory models of dyadic contests as a useful 
alternative to understand intergroup encounters (e.g. Crofoot et al. 2008, 
Roth, Cords 2016).    
When studying between group contests, group size has been widely 
and successfully used as a proxy for maximum RHP in many taxa (e.g. 
Radford, du Plessis 2004, Benadi et al. 2008, Crofoot et al. 2008, Cassidy et 
al. 2015). Group size is the number of individuals that belong to a group. In 
a contest, bigger groups are expected to win, other things being equal. 
Larger numbers of potential fighters mean a higher sum of fighting ability 
and thus, RHP. In fact, many species are able to evaluate numerical odds 
between their own group and that of their opponents and modify their 
behaviour accordingly (McComb et al. 1994, Kitchen 2004, Kitchen 2006, 
Benson-Amram et al. 2011, Bonanni et al. 2011, Furrer et al. 2011, Wilson 
et al. 2012). This reinforces the idea that group size differences between 
contestants is an important factor determining intergroup encounter 
outcome and intensity. Intergroup encounter intensity refers to the 
quantity and quality of aggressive behaviours displayed during the 
encounter. If group sizes differ between contestants, the group with lower 
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RHP, other things being equal, is expected to retreat quickly, keeping 
encounter intensity to a minimum. On the contrary, when group sizes are 
similar between opponents, escalation to aggression is expected (Maynard-
Smith, Parker 1976, Roth, Cords 2016) when the payoffs are high.  
Animal groups may compete over resources that every group member 
needs, namely food, water and shelter (e.g. Hamilton et al. 1976, Brown, 
Crofoot 2013, Strong et al. 2017). Such resources are generally patchily 
distributed across the terrain, this results in areas with different objective 
RV. Since objective RV of particular areas is expected to be similar across 
groups of the same species, differences in RV between groups will arise 
from asymmetries on subjective RV. In the same way that in dyadic contests 
territory owners have higher subjective RV than intruders when 
encountering in a particular location, groups which use the encounter 
location more often than their neighbouring groups are expected to 
outcompete them in subjective RV. Asymmetries in subjective RV between 
groups can lead to differences in group fighting investment (i.e. realized 
RHP, Enquist, Leimar 1987) in the same way as in dyadic contests. Thus, 
groups might be able to displace groups bigger than theirs if the subjective 
RV favours the smaller group (Crofoot et al. 2008, Crofoot, Gilby 2012, Koch 
et al. 2016b, Roth, Cords 2016, Strong et al. 2017). In this way, encounter 
location can affect encounter outcome and intensity due to the difference 
in subjective RV that the location has for different contestants (Roth, Cords 
2016).  
In primates, differences in group size and intergroup encounter 
location-based payoffs usually influence the relationships between 
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neighbouring groups (partial site-dependent dominance, Brown, Crofoot 
2013). Larger groups tend to displace smaller groups, but resident groups 
tend to displace intruders, even if these have a greater group size (Crofoot 
et al. 2008, Markham et al. 2012, Koch et al. 2016b, Roth, Cords 2016). In 
territorial species (i.e. which aggressively defend a home range that 
overlaps minimally or nothing with those of their neighbours; Lawes, Henzi 
1995), location plays a more prominent role than group size asymmetries. 
The opposite is true for non-territorial species (Sugiura et al. 2000, Roth, 
Cords 2016).  
2.1.1. AIMS AND PREDICTIONS 
Most systematic studies exploring the effect of group size asymmetries 
and location on primate intergroup encounters have focused on how they 
influence the chances of winning (i.e. displacing the opponent; Crofoot et 
al. 2008, Markham et al. 2012, Scarry 2013, Koch et al. 2016b). Their effect 
on escalation or chances of draw have been largely neglected despite being 
useful to understand between-group competition. The only exception so far 
is the study by Roth, Cords (2016) on a territorial species, the blue monkey 
(Cercopithecus mitis).  
My study aimed to improve our knowledge on how numerical odds 
and location-based payoffs influence the outcome and intensity of 
intergroup encounters in primates. For this, I analysed data on intergroup 
encounters in 3 neighbouring groups of crested macaques from Tangkoko 
Nature Reserve (Sulawesi, Indonesia). Crested macaques form cohesive 
groups with multiple adult females and males. Groups vary in size and thus, 
maximum RHP. Crested macaques are non-territorial, with overlapping 
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home-ranges (Figure 2.1, Figure 2.2) that remain relatively stable across 
years (MNP long-term data).  
 
Figure 2.1 Annual home ranges and core areas of the three study groups as well as the 
encounters among them.  
The home ranges are the 95% probability areas generated by BBMM and the core 
areas are the 50% probability areas as explained below. The map was composed in 
QGIS and using Google Maps as a background map.  
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Figure 2.2 Annual home ranges of PB1, R1 and R2 in addition to those estimated for 
R3 and non-habituated groups.  
Home ranges of the three study groups were calculated as explained in below. The 
home ranges of R3 and the non-habituated groups (That might represent more than 1 
group) were calculated in QGIS using the tool “Heat maps” (Kernel density estimation). 
The settings were the default except the radius that was set to 200m. The data used 
to calculate R3 and non-habituated groups home ranges were the waypoints of the 
encounters the study groups had with them. The map was created in QGIS composer. 
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Their diet relies largely on fruits (63-73%; Kinnaird, O’Brien 2000), 
whose patchy distribution (Kinnaird, O’Brien 2000) ensures areas of 
different objective RV, which is expected to promote between group 
contest competition (Isbell, Young 2002). In addition, they are considered a 
resident-nepotistic-tolerant species (RNT, Sterck et al. 1997). RNT species 
display female philopatry, high between-group contest competition and 
potentially within-group contest completion. Females in RNT species form 
hierarchies although they are relatively tolerant to each other, with rate of 
aggression lower than in less tolerant species (Sterck et al. 1997).  RNT 
species are thought to have evolved in conditions of high between-group 
competition which have fostered within group cooperation (Sterck et al. 
1997). Thus, group size should be a good proxy for RHP since the level of 
free-riding is expected to be low according to the socioecological models. 
Nonetheless, collective action theory predicts the opposite. The more 
egalitarian a society (i.e. the more similar payoffs derived from a contest 
are for group members), the more prone the society would be to free-riding 
(Olson 1965). Studies on intergroup competition in RNT species are very 
scarce, being limited to two papers on Moor macaques (Macaca maura; 
Okamoto, Matsumura 2001, Okamoto, Matsumura 2002) and another in 
crested macaques (Kinnaird, O’Brien 2000) up to my knowledge. None of 
them offer an analytic view on the role of between-group group size 
asymmetry and location-based payoffs in intergroup encounters.  
I aim to improve our understanding of the effect of numerical odds and 
location-based payoffs in intergroup encounters in primates by studying it 
in a RNT species. I intend to do so by testing whether chances of (A) a draw, 
(B) winning, (C) presence and intensity of aggression (non-contact versus 
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contact aggression) and (D) contest duration depend on between-group 
differences in group size and location-based payoffs in crested macaques. 
Location-based payoffs are approximated through 3 different methods: 
intensity of use of IGE location, distance between the IGE location and the 
closest core area and whether the encounter occurs in a core area of any of 
the groups involved. Core areas are those areas more frequently used 
within a home range, usually over half the day time. Definitions of the terms 
can be found in the glossary and in the methods section of this chapter.  I 
hypothesize that (Table 2.1):  
A) Encounters would be more likely to end in a draw (i.e. without clear 
winner or loser)  (1) when groups were more similar in size, (2) when 
intensity of use of IGE location was symmetrically low for both groups 
and/or (3) when contests occurred at sites at a similar long distance from 
both groups’ core areas (Table 2.1).  
B) Among decided encounters, in which a clear winner group emerges, 
winner groups would tend to be those (1) larger than their opponent, (2) 
which had a higher intensity of use of IGE location than their opponent  
prior to the contest and/or (3) when the contest occurred closer to one of 
their core areas while further from any of the opponent's core areas (Table 
2.1). 
C) Probability and intensity of aggression would increase (1) when 
both groups were more similar in size, (2) had similarly high intensity of use 
of IGE location and/or (3) when the contest site at a similar short distance 
from both groups’ core areas (Table 2.1). 
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D) Contest duration would be longer when (1) groups were more 
similar in size, (2) when intensity of use of IGE location was more 
symmetrical and high for both groups and/or (3) when contests occurred at 
sites at a similar short distance from both groups’ core areas (Table 2.1).  
 
Table 2.1 Hypotheses on how differences in group size, IGE location intensity of use 
and distance to core area influence the outcome and intensity of intergroup 
encounters.  
Dependent 
variables 
Independent variables 
Group size Intensity of use of IGE location  Distance to the closer core area 
Draw More likely when 
symmetrical  
More likely when symmetrical 
due to low use in both groups 
More likely when symmetrical 
due to long distance in both 
groups 
Winner More likely when 
bigger than 
opponent 
More likely when uses the 
area more than the opponent 
More likely when is closer to a 
core area than the opponent 
Intensity of 
IGE 
Higher when 
symmetrical 
Higher when symmetrical due 
to high use in both groups 
Higher when symmetrical due to 
short distance in both groups 
Duration Longer when 
symmetrical  
Longer when symmetrical due 
to high use in both groups 
Longer when symmetrical due to 
short distance in both groups 
Definitions of the dependent variables can be found in Methods  and in the Glossary. 
2.2. Methods 
2.2.1. DATA COLLECTION 
2.2.1.1. Study site and groups 
 
The data collection was carried out in Tangkoko-Batuangus Nature 
Reserve (1˚33’N, 125˚10’E), situated in North Sulawesi, Indonesia. At this 
site, temperatures are fairly constant, with an average range of 24-28 ºC 
(MNP, unpublished data), while rainfall is highly seasonal (O'Brien, Kinnaird 
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1997).   The study area encompasses primary and secondary forests as well 
as regenerating gardens and heavily disturbed areas (O'Brien, Kinnaird 
1997, Nailufar et al. 2015). Fruiting is continuous (Kinnaird, O’Brien 2000), 
although the fruit biomass available varies between months and years 
(Kinnaird, O'Brien 1999). 
 
Group Nº observation days Nº Adult Females Nº Adult Males 
Pantai batu  (PB1) 189 20-22 3-4 
Rambo satu (R1) 153 25-30 9-12 
Rambo dua (R2) 30 20-24 4-5 
 
I studied 3 habituated groups (Table 2.2) of crested macaques. Two of 
these groups, R1 and R2, had been studied during the decade of 1990s (e.g. 
O'Brien, Kinnaird 1997) and then again by the MNP persistently since 2006 
up to this date (Marty et al. 2016). PB1 has been followed continuously 
since 2008 by the MNP (Marty et al. 2016). The three groups were 
habituated without provisioning and rely mostly on natural food. However, 
R1 and particularly R2, occasionally eat foods of human origin, principally 
coconuts, papayas and other fruits obtained through crop raiding. 
Opportunistically, R1 and R2 feed on processed food items found in the 
garbage. Provisioning by tourists is infrequent but known to happen.  My 
team and I followed PB1 and R1 systematically from October 2015 until July 
2016, on an average of 4-5 and 3-4 times per week, respectively. R2 was 
followed between April-July 2016, 2-3 days per week. Each working day, the 
groups were followed from the time they came down from their sleeping 
trees in the morning until they were settled in their sleeping trees at night 
(ca. 11-12h/day). There were some exceptional days in which a group would 
Table 2.2 Study groups, sample effort and number of adults 
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be lost or needed to be found in which the follows were shorter. Data 
recording was done with tablets Odys Wintabs 10 (AXDIA International 
GmbH) or Acer One 10 (Acer Inc.) using Ptab (3.0 for Windows, Z4Soft) 
spreadsheets.  
 
2.2.1.2. Group size 
Each working day, every observer (see 1.6.  Data collection statement) 
recorded the presence of all the adult group members seen during the day. 
If several observers were following the same group, they checked their 
records together at the end of the day to ensure completeness and 
agreement of the records.  
 
2.2.1.3. Geospatial data  
Geospatial data were collected in order to assess the use of space and 
distance to the core area for each group in each intergroup encounter. 
These data (track-logs and location of IGE) were collected using Garmin 
GPSMAP 64 and 62 Handheld Navigator (Garmin Ltd., US). The setting 
options are summarized in Table 2.3. These settings were chosen based on 
what was thought to be the general pattern followed by all the teams 
collecting communal data for the MNP. 
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Table 2.3 Settings used in the Garmin GPSMAP 64 & 62 Handheld Navigators used to 
collect geospatial information 
 
Each day, at least one observer recorded the track travelled by the 
group being followed, starting as soon as the monkeys were first contacted 
during the day and ending whenever the monkeys climbed their sleeping 
trees at night or were lost.  It is commonly accepted to use the location data 
of an observer following a group of cercopithecines as a reliable indicator 
of how the group moves through the home range since cercopithecines 
groups tend to move as a unit (Pebsworth et al. 2012). Whenever an 
observer with a handheld GPS detected an intergroup encounter, they 
marked a waypoint (i.e. fixed coordinates) as soon as possible.  
 
 
 
 
Setting  Option Comment 
Satellite 
System 
 GPS+ 
GLONASS 
Offers increased performance in challenging environments and 
faster position acquisition (Garmin Ltd 2017) 
 
WAAS/ EGNOS  off Wide Area Augmentation System/ European Geostationary 
Navigation Overlay Service Satellite and ground station system that 
improves position accuracy below the 3m or error (Garmin Ltd 
2017). It was switched off due to the high battery demand of the 
system.  
Record 
Method (for 
track-log) 
 Auto Records the tracks at a variable rate to create an optimum 
representation of the tracks (Garmin Ltd 2017)  
 
Recording 
Interval (for 
track-log) 
 Normal Approx. 1 point every 30 seconds (Variable because of the auto 
record setting) 
Map Datum  WGS 84 Default 
Map Spheroid  WGS 84 Default 
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2.2.1.4. Intergroup encounter data 
The working definition for intergroup encounters used in the field was:  
“Those occasions in which 2 (or more) groups are in visual contact. An 
encounter will be considered to have started as soon as the groups enter in 
visual contact (or at least, as soon as the first observer realizes it) and 
finished when at least one of the groups moves apart and the visual contact 
ends (similar to Lawes, Henzi 1995). If a single individual of a mixed-sex 
group is in visual contact of another group, it is still considered an ongoing 
encounter (Although in practice this is likely to be difficult to detect, but we 
will do our best).” (See Data Collection Protocol in the Appendix)”  
In March 2016, we stopped considering encounters as such if 1-2 sub-
adults and/or a male remained in visual contact with the group while their 
own group was out of sight and further than 100m way.  By March 2016, 
the team had increased from two to four people and we were able to 
monitor what happened in the front-line (i.e. where the two encountering 
groups were on sight of each other and interacting) as well as the back-line 
(i.e. monkeys that were over 20m away from the front line and did not 
interact with the other group in any way) during intergroup encounters. 
This allowed us to see that sub-adult and adult males, either alone or in 
pairs, may continue following a neighbouring group once their own group 
had retreated and might be tens or hundreds of meters away. This was a 
different phenomenon from the one I was studying and thus, was not 
necessary to collect data on it. Therefore, we started taking the time of end 
of encounter once we could confirm that both groups were 100m or more 
apart, without accounting the possible 1-2 followers of the opponent group.  
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To account for the potential bias arising from this change of definition, I 
tested duration as a control variable in all the GLMMs (see below) and 
tested whether average duration of encounter were longer before than 
after March 2016. 
In order to increase the detectability of encounters, my team and I 
coordinated among ourselves as well as with other MNP members (see 
Appendix for details). When an encounter ended (definition in Table 2.4), 
my team and I filled a spreadsheet with the information on the date, 
number of observers, duration, outcome and level of aggression (see Table 
2.4 for details).  
Table 2.4 Definitions of data collected on intergroup encounters. 
IGE GENERAL INFORMATION INSTRUCTIONS 
Date dd/mm/yyyy 
Observers IDs of the observers was written down in three different categories: 1) 
Observers of my team following the focal group, 2) observers of my team 
following the opponent group and 3) observers that did not belong to my 
team and were following the opponent group.  
Focal Group Group ID of the one being followed by the person filling the spreadsheet 
(PB1, R1 or R2) 
Opponent group Opponent group ID  
IGE Start time Time in which it was first noticed that any monkey of one of the groups 
was within visual contact of any monkey of the other group, regardless of 
whether they reacted or not to the presence of the other group.  
IGE End time Time in which no monkey of one group was seen in visual contact of any 
monkey of the other group and they remained without visual contact for 
≥ 20 minutes.  
Winner Group that stayed where the IGE took place or continued its travelling 
route without much variation (<45º difference in GPS). 
Loser Group that left the area of the IGE and/or changed their travelling route 
more than 45º.   
Draw The encounter was considered a draw when both groups followed similar 
routes after the IGE from the ones they were following before or both 
change routes (>45º difference in GPS). 
Low-level aggression Low-level aggression was considered to have occurred whenever any 
member of one group chased any member of the other group. Chase 
means to run after another individual for more than 2 meters while the 
chased individual flees.  
High-level aggression High level aggression was considered to have occurred whenever there 
was contact aggression between at least 1 member of one group against 
a member of another group. Contact aggression includes biting, hitting, 
pushing and grabbing.  
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2.2.2. DATA ANALYSIS 
2.2.2.1. Database preparation Encounters 
The original database of intergroup encounters included 326 recorded 
events between November 2015 until July 2016. From those encounters, I 
discarded: 
 Encounters recorded by team members not fully trained (N=2): In 
order to ensure the quality of the data, analyses only included that 
information collected by team members that had passed 
satisfactorily an inter-observer reliability test on the individual 
identification of monkeys and had demonstrated knowledge on the 
behavioural definitions being recorded during encounters.  
 Encounters between a habituated focal group and a non-habituated 
group (N=87 IGE): These encounters were excluded since the 
outcome and escalation were likely to be biased because of the 
presence of researchers (e.g. Most individuals of non-habituated 
groups fled when they saw us).  
 Encounters between one of the focal groups and R3 (N=57): When 
my team and I were following one of our three focal groups (R1, R2 
and PB1), sometimes they encountered a fairly habituated group 
called R3 (Rambo tiga). R3 was followed in the past by the MNP; thus, 
monkeys in that group were still relatively tolerant to the presence 
of researchers. However, no researcher was following R3 on a regular 
basis during my data collection period. Consequently, essential data 
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to test the hypotheses (i.e. daily records on their group size and 
ranging patterns) were missing. 
 Triadic encounters that had not yet been eliminated due to the 
above-mentioned reasons (N=3): During encounters between 3 
groups it was not possible to follow accurately all the behaviours. 
Additionally, it is likely that factors absent in dyadic intergroup 
encounters affect outcome and escalation in triadic encounters.  
 
If two groups encountered and stayed close during the night and 
interacted again the next day, two encounters were considered, with the 
end time of the first encounter considered to be when either group was up 
in their sleeping trees or after sunset when observations were no longer 
possible. The start of the second encounter was considered to be when at 
least one individual of each group had come down of the sleeping trees. In 
addition, encounters between the same two groups separated in time by 
less of an hour and separated in space by less than 100m, were considered 
as one in the analyses. This was done in order to make the results more 
comparable to other studies (e.g. Roth, Cords 2016).  
The final sample size was 163 intergroup encounters.  The definition 
of intergroup encounter once the data were processed was as follows: 
“Occasions in which 2 (and only 2) fully habituated groups that were 
regularly followed by researchers were in close proximity (<100m) after 
being in visual contact. An encounter was considered to have started as 
soon as the two groups were noticed to be in visual contact. An encounter 
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was considered to have finished when the two groups were out of visual 
contact by over an hour or by over 100 meters; whichever happened first.” 
 
Group size 
In this study, group size refers to the number of adult females and 
adult males present in the group the day that the intergroup encounter 
took place. Data on group size were extracted for both of the groups 
involved. When my team was not following one of the groups involved in 
the encounter, information collected by other members of the MNP was 
used whenever possible. Group size usually varied due to dispersal in the 
case of males and change of age class in the case of females. Adolescent 
females were considered to become adult females, once they gave birth for 
the first time. Group size could also fluctuate due to temporal dispersal (e.g. 
males following another group for a couple of days before returning to their 
usual group) and individuals getting lost. For example, there was one time 
during my data collection period in which a few females and a male of R1 
stayed away from the rest of the group for a couple of days. In another 
occasion, a female of R1 was not seen for days by any of the several 
observers that each day followed the group but reappeared later on.  
 
Location-based payoff proxies  
Three location-based payoff proxies were used: intensity of use of the 
area where the encounters started, distance from the starting point of the 
encounter to the closest core area and a categorical variable indicating 
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whether any of the groups were in their core area at the start of the 
encounter. In order to calculate these parameters, I first calculated the 
monthly home ranges of each group with a method that quantified the 
intensity of use. Then I extracted the values using the location of the 
encounters (Figure 2.3).  
 
Figure 2.3 Summary of the methodology followed to obtain the data on intensity of 
use and distance to core areas from the location of intergroup encounters. 
Full details of the procedure in R and QGIS can be found in the Appendix. 
 
INTERGROUP ENCOUNTER LOCATIONS  
Locations of intergroup encounters were imported into BaseCamp 
(Garmin Ltd. 2016) to create a database with a single waypoint per each 
encounter. When more than one location was available for a given 
encounter (e.g. when there was one observer per group encountering or 
when several encounters were combined into one), the earliest location 
was selected. In the few cases that the point had not being recorded, it was 
extracted from the track-log, using the start time of intergroup encounter 
as a reference. The encounters were then saved in different excel 
spreadsheet by dyad and month to facilitate their use in QGIS. 
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CALCULATION OF MONTHLY HOME RANGES  
A) Track-log data cleaning 
All track-logs available for the 3 focal groups collected by either my 
team or other members of the MNP, between October 2015-June 2016, 
were imported into the software BaseCamp (Garmin Ltd. 2016). There, each 
track was checked and adjusted to the observation times using the times 
from which the monkeys went down the trees at dawn (or when they were 
found if not followed in the morning) and the time in which they went up 
at dusk (or were lost/the researcher left) whenever they were available. If 
this information was missing, the track was discarded. Parts in which it was 
suspected that the observer was not following the group were removed. 
Such parts consisted on 5 or more consecutive way points in which the 
speed was over 2km/h; which was well beyond the common speed during 
observation. Also, if there was such a pattern, followed by a period without 
movement and then again a quick track toward the observer was in the first 
place, this period was removed since it usually indicated that the observer 
went to the camp and then returned to the group.  Later during the process, 
a pair of outlier tracks were removed because they misrepresented the 
movements highly biasing the results. Once the track-logs were cleaned 
(No. tracks: R1= 222 ; R2= 197; PB1= 270), they were exported into Excel 
(Microsoft 2016) and the time lag between consecutive relocations was 
calculated. Erroneous relocations (e.g. points with negative elevation or 
time lag equal or less than zero) were removed. The final database 
consisted of the following columns: ID number of the point, group, month, 
time stamp, lag, y (latitude), x (longitude). These track-log data were used 
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to calculate the monthly home ranges of each of the 3 focal groups using 
Brownian Bridge Movement Models (BBMM; Bullard 1998). 
 
B) Brownian Bridge Movement Models (BBMM) 
definition  
BBMMs calculate the most likely route between each consecutive pair 
of relocations, taking into account the time lag between them. When doing 
so, they estimate the relative time spent in an area during the time interval 
between those locations (Horne et al. 2007, Nielson et al. 2015).  BBMM are 
an extension of the kernel density method (KDEs, Worton 1989). Both 
methods calculate a utilization distribution (UD), which in this case means 
the probability of finding the study group in a particular area. The main 
difference between KDEs and BBMMs is that BBMM take into account the 
time elapsed between relocations and their spatial autocorrelation.  
Classical KDEs are often criticized because they do not address these 
parameters and both are inherent characteristics of animal movements 
which have biological meaning that is important to preserve into the 
calculations (Horne et al. 2007, Fischer et al. 2013). Additionally, BBMM 
allow for differences in sampling imbalance (Bullard 1998, Horne et al. 
2007), such as those of the data available for this project. Moreover, BBMM 
detect small “hotspots” of activities that are disregarded by KDEs (Fischer 
et al. 2013) and discard unused areas that are detected as a part of the 
home range by KDEs (Calenge 2015). Because of all these reasons, BBMM 
were deemed to be more appropriate to calculate use of space in this 
project, even if former studies of a similar kind relied on KDEs (Scarry 2013) 
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or comparable methodologies (Crofoot et al. 2008, Markham et al. 2012, 
Roth, Cords 2016).  
 
C) BBMM calculation 
I calculated the BBMM for each month and group using the package 
“bbmm” (Nielson et al. 2015) for R (3.3.2, R Core Team 2016). To estimate 
a UD with BBMMs, it is required to have: (1) a sequence of relocation data 
(see 2.2.1.3.2. 43A) Track-log data cleaning), (2) normally distributed 
estimated error associated with the location data and (3) to choose a cell 
size to be used to calculate the probabilities (Horne et al. 2007). The 
location error employed was 15m, which is the accuracy 95% of the time, 
as reported by the manufacturer of the handheld GPS (Garmin Ltd 2017). 
GPS data errors tend to be normally distributed (Horne et al. 2007). Cell size 
was set as 190m. Briefly, this size was selected because it was coarse 
enough as to resist observer differences in recording of location of 
encounter without compromising accuracy excessively. Additionally, group 
spread distance for the 3 groups was usually between 100-300m radius 
(unpublished data), so a value in between was deemed appropriate (See 
Appendix for details on cell size selection).  Finally, regarding the last 
parameter to be chosen, the maximum time lag, I chose to set it in fifteen 
minutes. This specific interval allowed for those tracks recorded every 5 
minutes (since some MNP members recorded relocations every 3 minutes 
and others every 5 minutes) to have some missed relocations but still 
ensuring that the data represented the movement of the group and the 
assumptions of conditional random movement of the BBMMs were met. 
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Conditional random movement between consecutive locations, which is an 
assumption in BBMM calculation, is more likely the shorter the time interval 
between them (Horne et al. 2007). 
Once the BBMM were calculated, the package “raster” (Hijmans et al. 
2016) was used to write the calculated home ranges  into raster format to 
work with them in QGIS to extract the intensity of use of space for each 
location of encounter. The package “rdgal” (Bivand et al. 2011)  was used in 
order to write the calculated contours of the home ranges into vectors to 
calculate distance to core areas from encounter locations.  
 
EXTRACTION OF THE INTENSITY OF USE OF THE AREA WHERE EACH ENCOUNTER STARTED  
In order to extract the intensity of use that each group had of the area 
in which each of the encounters had occurred, I used QGIS (Quantum GIS 
Development Team 2017). Briefly, I extracted the values of intensity of use 
calculated through BBMMs (see: C above) using the location of each 
encounter. Two values were extracted per encounter, one from the home 
range of each contestant group. The home ranges used were those of the 
calendar month before the encounter (Figure 2.4). For example, for an 
encounter the 18th July 2016 between R1 and PB1, the values of intensity of 
use extracted were those of the home ranges calculated with the tracks 
from June.  
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Figure 2.4 Example of how the locations where the intergroup encounters started 
were used to extract the values of the intensity of use of the area during the calendar 
month before each encounter.  
The randomly selected home ranges presented in the figure belong to R1 and R2 and 
correspond to March 2016.The encounters are those that took place between R1 and 
R2 in April 2016. The colour of the cells signifies the intensity of use. Black cells had 
0% use, and white cells were the maximum use recorded for any cell of the home range 
during the month (in this particular case this meant 34.4% in R2 and 57.8% in R1). Note 
that originally the cells were of the same size in both groups and that the size 
differences in the figure are due to the need to fit the images side by side despite the 
difference in home range area).  
 
I chose to use monthly home ranges and extract the values of the 
month before the encounters based on scientific evidence coupled with 
temporal and logistic constraints.  On the one hand, the length of the time 
window I had access to was restricted by my data. My track-log records 
were dated from August 2015 to July 2016. This might have allowed me to 
explore whether intensity of use within the 2 or 3 months before an 
encounter had a different impact than that of just one month before. 
However, the monthly scale has already been found to be meaningful in 
other species (Koch et al. 2016b, Roth, Cords 2016) and was straightforward 
and quicker to obtain. Since crested macaques are mostly frugivorous 
(O'Brien, Kinnaird 1997) and fruits varied greatly in availability with time, a 
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time frame of one month before the encounter was considered the most 
appropriate. Ideally, the home ranges should have been taken for a 30-
days-period before the encounter, resulting in more accurate estimates. 
Unfortunately, that would have required to calculate 2 home ranges per 
encounter, which would have been beyond the time constraints of this 
project.  
 
MEASURING DISTANCE TO CORE AREAS FROM THE INTERGROUP ENCOUNTER START 
LOCATIONS 
Core areas were defined as those areas in which the probability of 
finding the group was 50% according to the BBMM calculated for each 
month and group. The distance from the locations where the encounters 
started to the closest core area of each group involved was calculated using 
the plugging NNJoin of QGIS (Quantum GIS Development Team 2017). 
Distances were calculated to the core areas of the calendar month previous 
to the encounter (Figure 2.5). Details of the procedure can be found in the 
Appendix. These data were used to create a third location-based payoff 
proxy. This was a categorical parameter based on whether the encounter 
occurred in a core area of any group (i.e. distance to core equal to zero).  
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Figure 2.5 Example of monthly core areas of two groups together with the encounters 
between those groups the month after.  
The figure shows some of the core areas of R1 and R2 in March 2016 and the locations 
of the encounters between them in April 2016, as shown in QGIS (Quantum GIS 
Development Team 2017).  
 
2.2.2.2. Generalized Linear Mixed Models 
Investigation on the effect of group size and location-based payoff on 
the chances of decided encounter, winning and level of aggression (i.e. 
presence/absence of aggression and contact/non-contact aggression) was 
performed with binomial generalized linear mixed models (GLMM). 
Binomial GLMMs calculate the probability of an outcome according to the 
fixed factors, control variables and random factors included in the model 
(e.g. Probability of winning an encounter given differences in group size, 
intensity of use of IGE location and dyad). Fixed factors (Table 2.6) are those 
variables whose effects are under investigation (e.g. relative group size). 
Control variables are those that may affect the response variable but are 
not within the factors being studied (e.g. number of observers). Random 
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factors are those that indicate repeated measurements of the same cluster 
(e.g. dyad of groups) and allow considering unmeasured factors that are 
constant in each cluster and may be affecting the result.   
 
Table 2.5 Summary of response variables analysed 
Response variables 
Name Type of variable Values 
Decided IGE 
Binary 0=No 
1=Yes 
Winner of IGE 
Aggressive IGE 
Contact-aggression  
Duration of IGE Continuous 5-554 minutes 
 
 
FIXED FACTORS  
Fixed factors to investigate the probability of decided encounter 
and escalation of aggression 
Models investigating the probability of decided encounter, presence 
of aggression and presence of contact aggression were performed using 
absolute values of the differences between groups in group size, intensity 
of use of IGE area and distance to core area from IGE location. Additionally, 
models investigating symmetries in payoff included a categorical variable 
as a location-based payoff proxy, which accounted for whether any, both 
or none of the groups encountering were in one of their core areas. Finally, 
in order to further investigate whether groups behaved differently 
depending on whether the encounter took place in an area that was highly 
or little valued for both groups, two more categorical factors were 
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investigated. These factors were the first and third statistical quartiles from 
the intensity of use of space and from distance to core areas (Table 2.6).  
 
 
 
Fixed factors to investigate probability of winning an encounter 
 
For the model examining the likelihood of winning an encounter, 
relative values of group size, intensity of use and distance to core area were 
Table 2.6 Fixed factors included in the models to investigate probability of decided 
encounter, presence of aggression and presence of contact aggression. 
Fixed factor category Factor Meaning/Levels 
Group size Absolute group 
size 
|No. adults group 1-No.adults group 2| 
 Intensity 
of use of 
IGE 
location 
Absolute intensity 
of use 
|Intensity of use of the location of the IGE by group 1-
Intensity of use of the location of the IGE by  group 2| 
Quartiles of 
intensity of use 
1=the IGE location is within the 25% lowest |Intensity of 
use of the location of the IGE by group 1+Intensity of 
use of the location of the IGE by  group 2| 
3=the IGE location is within the 25% highest |Intensity 
of use of the location of the IGE by group 1+Intensity of 
use of the location of the IGE by  group 2| 
Distance 
to core 
area from 
IGE 
location  
Absolute distance 
to core area 
|Distance from location of IGE to the closest core area 
of the group 1-Distance from location of IGE to the 
closest core area of the group 2| 
Categorical 
distance to core 
b= The location of IGE was in a core area for both 
groups 
y= The location of IGE was in a core area of only one of 
the groups 
n=The location of IGE was not in a core area of any of 
the groups  
Quartiles of 
distance to core 
1=the IGE location is within the 25% lowest |Distance to 
the closest core area by group 1+IDistance to the closest 
core area by  group 2| 
3=the IGE location is within the 25% highest |Distance 
to the closest core area by group 1+Distance to the 
closest core area by group 2| 
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necessary (Table 2.7). Therefore, a criterion was needed to assign a focal 
group as a reference from which subtract the value of the other group. 
Similar studies approached the issue by randomly assigning a focal for each 
encounter (Crofoot et al. 2008, Markham et al. 2012, Koch et al. 2016b), in 
order to not bias the results towards particular groups. However, this 
method artificially inflates the variability within each dyad by including 
calculations from both perspectives into one. If a focal is randomly selected 
in each encounter, in order to correct for that inflation, it would be 
necessary to create an additional level of random factor for each group pair 
to account for the variability. For example, if I was looking at the encounters 
between R1-R2 and decided to randomly select one of them as a focal on 
each encounter, I could account for this by having one level of the random 
factor accounting for the times in which R1 was the focal group and another 
level for those in which R2 was the focal group.  In this way, we would 
account for the artificially inflated variability in the sample, but would 
artificially inflate the number of dyads. An alternative that should minimize 
both types of biases is to randomly choose a focal per dyad instead of per 
encounter, as in Roth, Cords (2016). In my case the focal group was R1 for 
the 2 dyads that had decided encounters; R1-PB1 and R1-R2.  Comparison 
between the different methodologies of focal selection can be found in the 
Appendix.  
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Table 2.7 Fixed factors used to investigate probability of winning an intergroup 
encounter 
Fixed factor category Name Meaning 
Group size Relative group size No. adults group 1-No.adults group 2 
Location-
based 
payoff proxy 
Intensity 
of use 
Relative intensity 
of use 
Intensity of use of the location of the IGE by group 1-
Intensity of use of the location of the IGE by  group 2 
Distance 
to core 
area 
Relative distance 
to core area 
Distance from location of IGE to the closest core area 
of the group 1-Distance from location of IGE to the 
closest core area of the group 2 
 
MODEL STRUCTURE  
Structure of the models investigating the probability of decided 
encounter and escalation of aggression 
The structure of the full models investigating the probability of an 
encounter to be decided, to include aggression and to include contact 
aggression, comprised of: 1) One factor for the absolute difference in group 
size, 2) one factor for a location-based payoff proxy (Table 2.6) in the form 
of absolute difference between groups (unless categorical), 3) the 
interaction between the group size factor and location-based payoffs 
factor, 4) the random factor “dyad” and, when necessary 5) control 
variables (i.e. number of observers and/or duration of intergroup 
encounter).  
In order to investigate the effect of symmetries of location-based 
payoff proxies, I ran each of the full models with all the available data. In 
addition, to understand whether there was a different effect of the 
location-based payoff proxies depending on whether the symmetries 
between groups came from both groups having low or high values (e.g. if 
both group were close or far from their core areas), I utilized different 
subsamples of the data to run additional models as described in Table 2.8.  
  
Table 2.8 Aim of each model run to  investigated the effects of between-group differences in group size and location-based payoffs on the 
probability of an encounter to be decided, aggressive or highly aggressive (i.e. with contact aggression observed), together with the data used 
to calculate it, the structure of the model and the location fixed factor.  
Abs.=Absolute value of the difference between groups; IU=Intensity of Use. *=Interaction between terms 
Aim Data used Full model structure 
 
Location-based 
payoff fixed 
factor 
Investigate the effect of symmetries in Abs. intensity of use of IGE 
location  
All available abs. group size+ abs. intensity 
of use+ abs. group size*abs. 
intensity of use+(control 
variables if needed)+(1¦dyad) 
Abs. intensity of 
use 
Investigate the effect of symmetries in Abs. intensity of use of IGE 
location when both groups use the point infrequently 
The lowest 25% values of the sum of 
intensity of use of IGE location 
Investigate the effect of symmetries in Abs. intensity of use of IGE 
location when both groups use the point regularly 
The highest 25% values of the sum of 
intensity of use of IGE location 
Investigate if there is a difference between the symmetries in Abs 
Intensity of use due to low values as opposed to those due to high 
values 
 The lowest  25% values of Abs. 
intensity of use among those 
encounters in the 1st and 3rd quartiles 
of sum intensity of use 
abs. group size + quartiles of 
IU + abs. group size*quartiles 
of IU +(control variables if 
needed)+(1¦dyad) 
Quartiles of IU 
Investigate the effect of symmetries in Abs. distance to core All available abs. group size + abs. distance 
to core + abs. group size*abs. 
distance to core+(control 
variables if needed)+(1¦dyad) 
Abs. distance to 
core Investigate the effect of symmetries in Abs. distance to core when both 
groups are close to one of their core areas 
The lowest 25% values of the sum of 
distance to core 
Investigate the effect of symmetries in Abs. distance to core when both 
groups are far from any of their core areas 
The highest 25% values of the sum of 
distance to core 
Investigate if there is a difference between the symmetries in Abs. 
Intensity of use due to low values as opposed to those due to high 
values 
The 25% lowest and 25% highest values 
of the sum of distance to core  (i.e. 1st 
and 3rd quartiles of distance to core ) 
abs. group size+ quartiles of 
distance to core +abs. group 
size*quartiles of distance to 
core +(control variables if 
needed)+(1¦dyad) 
Quartiles of 
distance to core 
Investigate the effect of where the encounter took place, in an area 
that was core for one, both or none of the groups involved  
All available abs. group size + categorical 
distance to core +abs. group 
size* categorical distance to 
core +(control variables if 
needed)+(1¦dyad) 
Categorical 
distance to core 
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Structure of the models investigating the probability of winning an 
encounter 
The structure of the full models investigating the probability of winning 
an encounter included: 1) one factor for relative difference in group size,  2) 
one factor for a location-based payoff proxy (Table 2.7) in the form of relative 
difference between groups (unless categorical), 3) interaction between the 
group size and location factors, 4) control variables (number of observers 
and/or duration of intergroup encounter) when needed and 5) the random 
factor “dyad”. In this case, only 2 full models were run, both with the full set 
of data, in contrast to the models used to investigate the other dependent 
variables (above).  
GENERAL PROCEDURE 
GLMM were calculated in R (3.4.1. R Core Team 2017) using the function 
glmer of the package lme4 (Bates et al. 2016) with Laplace approximation. For 
each set of models (i.e. models with the same response variable), a null model 
was created in which no fixed factors were included, only the random factor 
(dyad) and control variables if needed. Possible control variables (duration of 
IGE and number of observers) were included if they were significant within 
the model and the model containing them was significantly different from the 
empty null model (i.e. a model with only the random factor as explanatory 
variable). To test the difference between the empty null model and the model 
with control variables, I used maximum likelihood ratio tests. Random 
intercepts were considered to account for variation between group dyads. 
Random slopes, which would account for intra-dyad variation, were not 
included because they require a larger sample size than the one available for 
the models to converge (Grueber et al. 2011). Full models included 
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interactions between the fixed factors for relative/absolute differences in 
group size and in location-based payoffs; but were kept in the full model and 
reported only if they were significant (Engqvist 2005). I used maximum 
likelihood ratio tests to verify whether fixed factors had significant impact on 
the model and to test whether the models with fixed factors were significantly 
different from the null model of their set (Mundry 2011, Symonds, Moussalli 
2011). If a full model was significantly different from the null but not all its 
fixed factors were, a new model was created including only those factors 
found to be significant in the full model (Mundry, Nunn 2008). Collinearity was 
assessed using the function vif of the R package car (Fox, Weisberg 2011) to 
calculate the generalized variance-inflation factors (vif). Vif values in the 
models run here were below 2, indicating that collinearity was not an issue 
(e.g. Zuur et al. 2009).  
Model selection was performed following recommendations of 
Symonds, Moussalli (2011) and using model selection tables generated with 
the function aictab package AICcmodavg (Mazerolle 2017). This function 
calculated the corrected Akaike Information Criteria (AICc, Hurvich, Tsai 
1989), which is recommended for GLMM run with small sample sizes (i.e. 
n/k<40; n=sample size, k= number of fitted parameters in the most complex 
model), such as the case of this project  (Symonds, Moussalli 2011). AICc 
values are used to assess which of the models fit the data better. In addition, 
the function calculates the ∆AICc; which can be used to discriminate whether 
there is a model which fits the data much better than the others. If, on the 
contrary, several models are similarly good, model averaging is needed. Model 
averaging means making inferences based on the complete set of candidate 
models. In this sense, I used the criterion proposed by Symonds, Moussalli 
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(2011) and considered those with a ∆AICc≤2 to be as good as the best model. 
In such cases, if all the similarly good models are nested (i.e. all terms of a 
smaller model occur in a larger model), discarding those models that are 
complicated versions of the simplest one might be used as a technique to 
select a best model without actually calculating model averages (Symonds, 
Moussalli 2011). Moreover, AICcWt represent the probability of the model for 
being the most parsimonious among the candidate model set. Because of this, 
AICcWt were also considered to evaluate how informative the models of each 
set were. Models were compared among them using AICc criteria when the 
same number of encounters were used to calculate them (i.e. models with the 
same “Data used” in Table 2.8). 
Additionally, the function r.squaredGLMM of the package MuMIn 
(Barton 2017) was used to calculate the marginal R2GLMM (i.e. the variance 
explained by fixed factors; Nakagawa, Schielzeth 2013) and the conditional 
R2GLMM (i.e. the variance explained by both fixed and random factors; 
Nakagawa, Schielzeth 2013).  
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2.2.2.3. Statistical exploration of the response variable duration 
of IGE 
 
The preliminary exploration of the response variable “duration of IGE” 
revealed that its distribution was uniform (function descdist of the R package 
fitdistrplus; Delignette-Muller et al. 2017). Currently there is no method to 
calculate GLMMs with a response variable with uniform distribution (Bates et 
al. 2016).  Additionally, uniform distributions cannot be transformed into 
normal distribution, except sub-sampling data (Box-Muller transformation, 
Box, Muller 1958) which would defeat the purpose. This limited the potential 
exploratory analyses to non-parametric tests. Spearman rank correlation test 
were used to explore the association between each independent variable and 
duration of intergroup encounter without assuming that the relationship 
would be linear (e.g. Pearson correlation coefficient). Each variable was tested 
separately per dyad. Multiple simultaneous comparisons have the risk of 
increasing the chances of producing false positives. A possible approach is to 
apply the Bonferroni correction to reduce the chances of Type 1 error (i.e. 
accepting the alternative hypothesis when is false).  However, Bonferroni 
correction is overly conservative, increasing the chances of Type 2 error (i.e. 
rejecting the alternative hypothesis when is true) (Samuels et al. 2012). 
Therefore, both types of significant levels (α and α adjusted) are presented. 
Kruskal-Wallis test was used to compare median duration of encounters 
between dyads. Additionally, in order to control for the possible variation in 
average duration due to the change in definition of “end of encounter” in 
March 2016; duration of encounters between November 2015-February 2016 
and April 2016-July 2016 were compared using Kruskal-Wallis test. 
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2.3. Results 
Almost half of the encounters (46.9%) included both aggressive and 
affiliative behaviours between groups. The second most common type of 
encounter included only aggressive behaviours (35.2%), followed by neutral 
encounters (14.8%) and affiliative encounters (3.1%).  
 
Table 2.9 Number of encounters and percentage of each type of encounter per dyad. 
 TYPE OF IGE  (%) 
Group dyad No.  IGEs Neutral Affiliative Aggressive Mixed 
R1-PB1 108 16.82 1.87 35.51 45.79 
R1-R2 53 11.32 5.66 32.07 50.94 
PB1-R2 2 0 0 100 0 
TOTAL 163 14.81 3.08 35.18 46.91 
Neutral= No aggression nor contact affiliation observed; Affiliative= Only contact 
affiliation and neutral behaviours between groups; aggressive= Only neutral and 
aggressive behaviours observed between groups; mixed= aggressive behaviours and 
contact affiliation observed between groups. Percentages based on 162 encounters 
(There was a PB1-R1 IGE with no data on aggression). 
 
The majority of the encounters were decided (78.5%) and included 
intergroup aggression (81.6%), although only about one quarter (28.2%) 
included contact aggression (Table 2.10).  
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Table 2.10 Percentage and number of encounters that were decided, won by each group 
and of different aggression levels. 
 PB1 R1 R2 TOTAL 
Decided IGEs    78.52% (128) 
PB1 NA    
R1 78.70% (85) NA   
R2 0% (0) 81.13% (43)   
IGEs Winner    NA 
PB1 NA 27.78% (30)   
R1 50.92% (55) NA 32.07% (17)  
R2 NA 49.06% (26)   
Non-contact aggression 
IGEs  
   53.37% (87) 
PB1 NA    
R1 56.48% (61) NA   
R2 50% (1) 47.17% (25)   
Contact aggression IGEs    28.22% (46) 
PB1 NA    
R1 24.07% (26) NA   
R2 50% (1) 35.84% (19)   
Percentages are calculated above the total number of encounters (PB1-R1=108; R1-
R2=53; PB1-R2=2). The numbers in brackets are the number of encounters per category. 
Decided IGEs= Intergroup encounters with a clear winner and loser. IGEs Winner: The 
winner of the dyad is the group on the row. 
 
In the 163 intergroup interactions analysed, the average difference in 
group size was 13.88 adult individuals (± 2.2 SD, range: 3-17). In the case of 
intensity of use of space, the mean difference was 25.5 % (± 23.9 SD, range:0-
99.98) and the average difference in distance to core area was 273.5 meters 
(± 274.7 SD, range: 0-1454.4). The majority of encounters started away from 
core areas (73.6%), about a quarter started on the core area of one of the two 
groups involved (22.7%) and only 6 encounters (3.7%) started in areas that 
were core for both groups. Median duration of encounters was 77 minutes 
(IQR= 48-143; range: 5-554). 
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2.3.1. FACTORS AFFECTING THE PROBABILITY OF AN ENCOUNTER TO BE 
DECIDED 
Predictions: Chances of a draw would be higher (1) when groups were more 
similar in size, (2) when intensity of use of IGE location was more similar 
between groups, both presenting low use and/or (3) when contests occurred 
at sites at a similar long distance from both groups’ core areas. 
 
2.3.1.1. Models testing the effects of between-group similarity 
in group size, intensity of use and distance to core areas 
on the chances of an encounters to be decided 
 
Three models were used to test the effect of between-group similarity in 
group size, intensity of use of space and distance to core areas. Each model 
included the three possible location-based payoff proxies (Table 2.8). This set 
of analyses was run with a sample size of 129 intergroup encounters, which 
were those containing information for all the fixed factors.  The control 
variables “duration of IGE” and “number of observers” had no significant 
effect on the model fit (Likelihood ratio test: χ2=4.5603; df=2; p=0.10) and 
were not included in the full models.  No interaction between “absolute 
difference in group size” and a location-based payoff proxy was significant.  
The three full models were significantly different from the null model 
(Table 2.11). However, the only fixed factor that was significant was “absolute 
difference in group size”. The model containing only this variable was 
significantly different from the null model as well (Table 2.11). The three top 
models had ∆AICc <2, in which case model averaging is recommended 
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(Mazerolle 2017). However, all those models were nested, being complicated 
versions of the model containing “absolute difference in group size” as its only 
fixed factor. Therefore, the simplest model, containing only “absolute 
difference in group size” and the random factor dyad, was considered as the 
best fitting model of the set (Symonds, Moussalli 2011), which accounted for 
20% of the variance (R2m, Table 2.11).  
The larger the difference in group size, the more likely the encounter was 
to be decided (Figure 2.6; A). However, if the two encounters between PB1-
R2 were removed from the sample (i.e. the outliers), no model was 
significantly different from the null model. Then R2m became 0.06-0.09; with 
the effect size of the fixed factor “absolute difference in group size” falling 
from the original 0.81 to 0.25 (Figure 2.6; B).  
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Figure 2.6 Predicted probability of decided encounter by fixed factor. 
A & C correspond to the model with all the dyads (N=129). B & D correspond to the model 
without the dyad PB1-R2 (N=127).Plots showing predicted probabilities for the response, 
related to each fixed effect and conditioned on random effects, with confidence intervals 
or regions;  as well as the observations (function sjp.glmer, R package sjPlot; Lüdecke 
2017). Grey dots depict individual observations (i.e. intergroup encounters). Note that 
dot locations do not reflect exact values of the data to avoid over-plotting, and therefore 
some data points appear in the area of the plot below 0% or above 100%; A-E: Black lines 
represent predicted probabilities; grey areas represent confidence regions of the 
prediction. F: Black dots represent the predicted probability; black lines represent 
confidence intervals.  
  
  
 
 
 
Figure 1 Predicted probability of decided encounter by fixed factor. A & C correspond to the 
model with all the dyads (N=129). B & D correspond to the model without the dyad PB1-R2 
(N=127).Plots s owing predi ed probabilities for the resp nse, r la ed to each ixed effect and 
conditioned on random effects, with confidence intervals or regions;  as well as the observations 
(function sjp.glmer, R package sjPlot; Lüdecke 2017).   Grey dots depict individual observations (i.e. 
intergroup encounters). Note that dot locations do n reflect exact values of the data to avoid over-
plotting, and therefore some data points appear in the area of the plot below 0% or above 100%; A-
E: Black lines represent predicted probabilities; grey areas represent confidence regions of the 
prediction. F: Black dots represent the predicted probability; black lines represent confidence 
intervals.  
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Table 2.11 Results of the GLMMs examining the effects of between-group similarity in group size, intensity of use of IGE location and distance 
to core areas on the chances of an encounter to be decided.  
N=129; 3 dyads. Abs.=Absolute between group difference. Full IU=Full model of Intensity of Use = Probability of decided encounter~ Abs. 
group size + Abs. intensity of use+ (1|dyad); Abs. GS = Absolute difference in group size model=Probability of decided encounter~ Abs. group 
size + (1 | dyad); Full DC=Full model of distance to core area= Probability of decided encounter~ Abs. group size + Abs. distance to core 
area+(1|dyad); Full CL=Full model with categorical location of IGE= Probability of decided encounter~ Abs. group size + categorical location 
+(1 | dyad)., K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the model for being the most 
parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= Conditional R2, variance explained 
by both fixed and random factors. Est.=Estimate; S.E =Standard error. Eff. Size=Effect size. The meaning of the fixed factors can be found in 
Table 2.6. 
 
Models predicting the probability of decided intergroup encounter 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model  χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S. E Z value Pr. (>|z|) Eff. Size 
Full IU  9.96 2.00 <0.01 4.00 128.02 0.00 0.35 0.16 0.23 (Intercept) -3.39 1.81 -1.87 0.06. NA 
Abs. group size 0.33 0.13 2.46 <0.05 0.81 
Abs. intensity of use 0.02 0.01 1.51 0.13 0.13 
Abs.GS 7.42 1.00 <0.01 3.00 128.43 0.41 0.29 0.13 0.20 (Intercept) -2.91 1.79 -1.63 0.10 NA 
Abs. group size 0.32 0.13 2.42 <0.05 0.80 
Full DC 8.97 2.00 <0.05 4.00 129.01 0.99 0.21 0.15 0.20 (Intercept) -2.23 2.09 -1.07 0.29 NA 
Abs. distance to core 
area 
0.00 0.00 -1.25 0.21 0.27 
Abs. group size 0.29 0.15 1.90 0.06. 0.75 
Full CL 10.06 3.00 <0.05 5.00 130.09 2.07 0.13 NA NA (Intercept) -2.59 2.06 -1.26 0.21 NA 
Categorical location: n -0.40 1.17 -0.34 0.73 0.09 
Categorical location: y 0.59 1.29 0.46 0.65 NA 
Abs. group size 0.31 0.14 2.29 <0.05 0.77 
Null  NA NA NA 2.00 133.75 5.73 0.02 0.00 0.00 (Intercept) 1.38 0.22 6.27 <0.001 NA 
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2.3.1.2. Models testing whether chances of an encounter to 
be decided differ when both groups meet in a 
location which has similar value for both groups  
 
The model looking at the encounters occurring close to the core areas of 
both groups (N=35, 2 dyads) was significantly different from its null model 
(Likelihood ratio test: χ2=8.78; df=3; p=0.03). The interaction between 
absolute group size and distance to core areas was significant (Table 2.12).  
Almost all the encounters included in the model were decided (91%), with only 
3 draws. Two of them occurred between PB1-R1 when the difference in group 
size was 14. In both occasions the encounters started in areas that were core 
for both groups. The other draw was between R1-R2, when they differed in 11 
adult members. R1 was 12.97m from its closest core area and R2 168.85m 
from its. Therefore, intergroup encounters within or close to core areas tend 
to be decided, although draws are possible if both groups are in their core 
areas. Overall, the greater the difference in group size was, the more likely the 
encounter is to be a draw in overlapping core areas (Figure 2.7). However, 
given that the sample size is small for a model with interactions between 
terms and the fact that the  ∆AICc of the null model is 1.09 (Table 2.12) and 
therefore, as good as the full model (Symonds, Moussalli 2011), the result 
should be taken with caution. 
Chapter 2: Effect of numerical odds and location-based payoffs on IGEs 
 
 
66 
 
 
Figure 2.7 Predicted probability of decided  encounter per absolute group size and 
absolute distance to core area. 
Each line represents an empirical absolute difference in group size. Probabilities for the 
graph were calculated according to the formula: P(Yi = 1 | X) = (1 + exp [ − β0 − β1 Xi1 − β2 
Xi2-β3  Xi1Xi2])− 1 (based on Tsai, Gill 2013) using the coefficients calculated in the binomial 
GLMM (Table 2.12) 
 
 
 
 
Table 2.12 Results of the GLMM examining the effects of between-group similarity in group size and distance to core area on the chances of 
an encounters to be decided in the 25% of encounters that occurring the closest to the core areas of both groups (N=35; 2 dyads). 
 
Models investigating the probability of decided encounter when both groups are close to their respective core areas  
 AICc GLMM 
Model name K AICc ∆AICc AICcWt Fixed Factor Est.  S. E Z value Pr. (>|z|) Eff. size 
Full Q1 dis 5 23.76 0 0.63 (Intercept) 9.85 7.58 1.30 0.19 NA 
Abs. group size -0.65 0.56 -1.16 0.25 0.12 
Abs. distance to core area -8.03 0.14 -59.49 <0.001 0.19 
Int. (Abs. group size* Abs. distance to core area) 0.73 0.01 59.50 <0.001 NA 
Null Q1 dis 2 24.85 1.09 0.37 (Intercept) 2.37 0.60 3.92 <0.001 NA 
Abs.= Absolute between-group difference. Full Q1 dis=Full model of Q1 of distance to core area= Probability of decided encounter~ Abs. group 
size + Abs. distance to core area+ Abs. group size*Abs. distance to core area +(1|dyad); Null= Probability of decided encounter~1 + (1|dyad)., 
K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the model for being the most parsimonious among 
the candidate model set; R2m & R2c could not be calculated due to the small amount of samples in each dyad. Est.=Estimate. S. E =Standard 
error. Eff. Size = Effect size. The meaning of the fixed factors can be found in Table 2.6. 
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The model comparing the encounters in which both groups were close to 
their core area against those encounters happening far from the core areas of 
both groups, was also significantly different from its null model (Likelihood 
ratio test: χ2=9.44; df=2; p=0.009). Encounters were more likely to end in a 
draw if both groups were far from their respective core areas. Difference in 
group sizes had a significant effect (Table 2.13). However, once the 2 
encounters between PB1-R2 were removed, the model was no longer 
significantly different from the null model  (Likelihood ratio test: χ2=3.40; df=1; 
p=0.065), although the tendency remained (Figure 2.8).  
All the other models exploring the effects of the direction of between-
group symmetry of intensity of use and distance to core areas on the chances 
of an encounter to be decided were not significantly different from their 
respective null models. 
  
Table 2.13 Results of GLMM comparing the encounters that occurred close to the core areas of both groups against those that occurred far 
(N=64, 3 dyads). 
 
Models investigating whether encounters occurring close to core areas are more likely to be decided than encounters occurring far from core areas 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S.E Z value Pr (>|z|) Eff. 
Size 
Full Q1 VS Q3 DC 9.44 2.00 <0.01  4.00 61.01 0.00 0.67 0.24 0.24 (Intercept) -1.00 1.97 -0.51 0.61 NA 
Distance quartiles:3 -1.62 0.75 -2.16 <0.05  0.20 
Abs. group size 0.26 0.15 1.76 0.0784 0.51 
Q1 VS Q3 DC 5.37 1.00 <0.05  3.00 62.80 1.79 0.27 0.16 0.16 (Intercept) 2.37 0.60 3.92 <0.001 NA 
Distance quartiles: 3  0.73 -1.57 -2.16 <0.05  0.22 
Null (Q1 vs Q3 dis) NA NA NA 2.00 65.97 4.96 0.06 0.00 0.00 (Intercept) 1.47 0.32 4.58 <0.001 NA 
Abs.=Absolute difference between groups. Full Q1 VS Q3 DC= Full model comparing the encounters occurring close to core areas of both 
groups against encounters occurring in areas far from core areas of both groups=Probability of decided encounter ~ Distance quartiles + Abs. 
group size + (1 | dyad); Q1 VS Q3 DC = Adjusted model comparing the encounters occurring close to core areas of both groups against 
encounters occurring in areas far from core areas of both groups = Probability of decided encounter ~ Distance quartiles + (1 | dyad); Null 
(Q1vsQ3 dis)=  Probability of decided encounter ~ 1 + (1 | dyad). K=No. of estimated parameters for each model; AICc =2nd Order AIC; AICcWt≈ 
Probability of the model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed 
factors; R2c= Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S. E =Standard error. Eff. Size=Effect size. 
The meaning of the fixed factors can be found in Table 2.6.  
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Including all encounters (N=64) Excluding encounters PB1-R2 (N=62) 
  
Figure 2.8 Plots showing predicted probabilities of decided encounter according to whether the encounter started close of far from the core 
areas of both groups.  
A) includes the dyad PB1-R2 (N=64 encounters), resulting in significant differences between Q1 and Q3. B) PB1-R2 were excluded (N=62 
encounters).  Grey dots depict individual observations (i.e. intergroup encounters). Note that dot locations do not reflect exact values of the 
data to avoid over-plotting. Black dots represent the predicted probability; black lines represent confidence intervals (function sjp.glmer, R 
package sjPlot; Lüdecke 2017).    
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2.3.2. FACTORS AFFECTING THE PROBABILITY OF WINNING AN 
INTERGROUP ENCOUNTER 
 
Predictions: A group would be more likely to win (1) when it was larger 
than its opponent, (2) had used the contest site more frequently than its 
opponent prior to the contest and/or (3) when the contest occurred closer to 
one of its core areas while further from any of the opponent's core areas. 
 
2.3.2.2. Dominance relationships between groups  
 
There was no clear dominance between PB1 and R2. They only 
encountered twice during the data collection and both occasions ended in a 
draw. R1 won PB1 more frequently than expected by chance (Exact binomial 
tests: PB1-R1; 55 successes from 85 trials, p <0.01, CI 95%= 0.53-0.74). R1 won 
more encounters to PB1 than PB1 to R1 almost every month. Exceptions were 
December 2015, in which they equated each other, and March 2016 when PB1 
won more often (Figure 2.9, A). R2 won encounters to R1 more frequently 
than R1 won R2, but the difference was not statistically significant (Exact 
binomial tests:  R1-R2; 17 successes from 43 trials, p=0.22, CI 95%= 0.25-0.55). 
R2 outcompeted R1 4 out of the 9 months of study (Figure 2.9, B). 
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Figure 2.9 Monthly intergroup encounter outcome proportions between PB1-R1 (A) and 
R1-R2(B).  
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2.3.2.3. Models testing the effect of differences in group 
size, intensity of use and distance to the closer core 
area on the probabilities of winning an encounter 
 
After removing encounters that ended in a draw and those whose data 
on group sizes were incomplete, 103 encounters remained to run the binomial 
GLMMs. Neither duration of encounter nor number of observers had a 
significant impact on the model when compared with a null model (Likelihood 
ratio test: χ2=3.1608; df=2; p=0.21). Therefore, these control variables were 
not included in the subsequent models. 
The model including differences in group size and intensity of use, as well 
as the interaction between the two, was significantly different from the null 
model (Table 2.14). The fixed factors explained a small amount of the 
variance. This amount almost doubled when considering the effect of the 
dyads (Table 2.14; Sullivan, Feinn 2012). Groups were more likely to win an 
encounter the more members they had in comparison to their opponent and 
the more they used the area of encounter. In addition, both factors interacted. 
This means that encounters in which groups faced groups larger than 
themselves in an area used more frequently by the smaller group, the smaller 
group would be more likely to win than the larger group. The greater the 
difference in group size, the more pronounced was this tendency (Figure 
2.10).  
The model including difference in group size and distance to core area, 
as well as the interaction between the two, was not significantly different 
from the null model (Table 2.14).   
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Figure 2.10  Predicted probability of winning an encounter according to between-group 
difference in intensity of use of intergroup location and depending on how much the large 
group outnumbers the smaller group.  
Each line represents an empirical difference in group size (e.g. The line “11” represents 
the probability of the bigger group to win an encounter depending on intensity of use of 
IGE area when the bigger group has 11 adults more than the smaller group). Probabilities 
for the graph were calculated according to the formula: P(Yi = 1 | X) = (1 + exp [ − β0 − β1 
Xi1 − β2 Xi2-β3  Xi1Xi2])− 1 (based on Tsai, Gill 2013) using the coefficients calculated in the 
binomial GLMM (Table 2.14) 
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R.=Relative between-group difference. Full IU=Full model of Intensity of Use of Space= Probability of winning an encounter ~ R. group size + R. intensity 
of use+ R. group size*R. intensity of use+ (1 | dyad); Full D.C=Full model of distance to core area= Probability of winning an encounter ~ R. group size 
+ R. distance to core area+ R. group size*R. distance to core area +(1|dyad). Int. () = Interaction between the factors in brackets. K=No. of estimated 
parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the model for being the most parsimonious among the candidate model set; 
R2m= Marginal R2=variance explained by fixed factors; R2c= Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S. E 
=Standard error. Eff. Size=Effect size. The meaning of the fixed factors can be found in Table 2.6. 
Table 2.14 Results of GLMMs investigating the effects of between-group differences in group size, intensity of use of intergroup location and distance 
to core areas on chances of winning an encounter (N=103, 2 dyads). 
Models predicting the probability of winning an encounter 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S. E Z value Pr(>|z|) Eff.size 
Full IU 9.67 3.00 <0.05 5 141.04 0.00 0.78 0.12 0.23 (Intercept) 0.21 2.50 0.08 0.93 NA 
R. group size -0.01 0.18 -0.03 0.97 0.06 
R. intensity of use -0.10 0.05 -2.02 <0.05 0.77 
Int.(R. group size*R. intensity of 
use) 
0.01 0.00 2.26 <0.05 NA 
Full DC 4.57 3.00 0.21 5 146.14 5.10 0.06 0.07 0.21 (Intercept) 0.48 2.48 0.20 0.85 NA 
R. group size -0.02 0.17 -0.14 0.89 0.12 
R. distance to core area 0.01 0.00 2.29 <0.05 0.61 
Int.(R. group size*R. distance to 
core area) 
0.00 0.00 -2.61 <0.01 NA 
Null  NA NA NA 2 144.21 3.17 0.16 0 0.06 (Intercept) 0.04 0.38 0.11 0.92 NA 
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Post-hoc analyses on the effect of asymmetries in group size and intensity of 
use on the probabilities of winning an encounter in each dyad 
To investigate why “dyad” explained almost the same amount of variance 
as the fixed factors (R2m and R2c in Table 2.14), two additional models were 
explored. These were two binomial generalized models, one per dyad, 
including the fixed factors of relative difference in group size and relative 
difference in intensity of use. The post-hoc analyses showed that the model 
for PB1-R1 was significantly different from the null model (Analysis of 
deviance: G2=12.70, df=3; p<0.01). However, none of the fixed factors or the 
interaction between them were significant. The bigger group, R1, tended to 
win, but its chances decreased with growing differences in group size (Figure 
2.11, A). A higher intensity of use of space than that of the group encountered 
increased the chances of winning (Figure 2.11, C). In the case of R1-R2, the 
model did not differ from the null (Analysis of deviance: G2=1.65, df=3; p 
=0.64). Difference in group size showed no tendency (Figure 2.11, B). 
Difference in intensity of use had  a very tenuous tendency in which the more 
a group used the intergroup encounter location, the less likely was to win 
(Figure 2.11, D).    
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PB1-R1 R1-R2 
  
  
  
Figure 2.11 Predicted probability of winning an encounter by fixed factor in each dyad. 
A, C & E correspond to the model for PB1-R1 (N=65). B, D, F correspond to the model 
for R1-R2 (N=38).Plots showing predicted probabilities for the response related to each 
fixed effect, with confidence regions as well as the observations (function sjp.glm, R 
package sjPlot; Lüdecke 2017). Grey dots depict individual observations (i.e. intergroup 
encounters). Note that dot locations do not reflect exact values of the data to avoid 
over-plotting. Black lines represent predicted probabilities; grey areas represent the 
confidence regions of the prediction. 
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In order to investigate why winning probability patterns may differ 
between dyads, I explored whether encounter location was biased towards 
areas more frequently used by one of the groups in one dyad but not in the 
other. Encounters between PB1-R1 tended to occur in areas more intensely 
used by PB1 (Wilcoxon paired test: W = 2539, p <0.05). This might be because 
PB1 had a higher ratio between core and home range area than R1 in 6 out of 
9 months (Figure 2.12), although the difference was not significant (ANOVA: 
F-value=2.14, p=0.16). There was no difference of intensity of use between R1 
and R2 on the areas where they encountered (Wilcoxon paired test: W = 680, 
p=0.67) and their ratio between core and home range area was not 
significantly different (ANOVA: F-value=0.24, p=0.62). 
 
Figure 2.12 Ratios between the core area and the total home range area per month and 
group 
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The differences in how each group dyad responded to the same fixed 
factors helped to clarify the relatively high explanatory power that dyad have 
in comparison to the fixed factors alone (R2c-R2m, Table 2.14). Dyads behaved 
differently under similar conditions.  
 
2.3.3. FACTORS AFFECTING THE LEVEL OF AGGRESSION DURING 
INTERGROUP ENCOUNTERS 
 
Predictions: Level of aggression would increase (1) when groups were 
more similar in size, (2) both used the intergroup location area regularly 
and/or (3) when the contest site was at a similar short distance from both 
groups’ core areas. Increasing order of aggression would be: No 
aggression<Non-contact aggression<Contact aggression.  
 
2.3.3.1. Factors affecting the probability of aggression during 
intergroup encounters 
 
Models testing the effects of similarities in group size, intensity of use 
and distance to core areas on the chances of an encounters to be 
aggressive 
 
After eliminating the encounters where the number of adults was 
unknown, 129 intergroup encounters remained. The inclusion of the potential 
control variables “duration of IGE” and “number of observers” made the 
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model significantly different from the null model (Likelihood ratio test: 
χ2=29.946; df=2; p <0.001).  The fixed factor “duration of IGE” was statistically 
significant (p<0.001) and its effect size was 0.63, while “number of observers” 
was not significant (p= 0.75) and its effect size was 0.03. Therefore, only 
duration of intergroup encounter was used as a control variable in all 
subsequent models and included in the null model.   
 
Figure 2.13 Predicted probability of aggressive encounter by the control variable 
duration of intergroup encounter (N=129, dyads=3). 
Plot shows predicted probabilities for the response and conditioned on random 
effects, with confidence regions;  as well as the observations (function sjp.glmer, R 
package sjPlot; Lüdecke 2017).   Grey dots depict individual observations (i.e. 
intergroup encounters). Note that dot locations do not reflect exact values of the 
data to avoid over-plotting. Black lines represent predicted 
 
Interactions between the variables for absolute difference in group size 
and location-based payoff were not significant on any of the models and were 
removed. No model was significantly different from the null model (Table 
2.15). This null model, however, explained 82% of the variance on its own, 
with longer encounters more likely to include aggression (Figure 2.13). The 
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inclusion of absolute differences in group size and in intensity of use of IGE 
location did not increase the variance explained (Table 2.15)). Inclusion of 
absolute differences in group size and distance to the closest core area added 
an extra 6% to the null model (Table 2.15). When group size differences and 
duration were combined with the categorical factor for location, the variance 
explained reached the 94%. This high explanatory power seems to be due to 
the high standard error of the location factor (S.E=298.73, Table 2.15 (II); 
Figure 2.14, D).This means that the model could fit a large amount of values 
but would not provide meaningful information about role of location in the 
probability of aggression. The R2m in this case seems to be greatly biased by 
the 5 cases in which encounters started in a location that was core for both 
groups involved. If these 5 data points are removed, R2m drops to 0.82 and 
the standard error of the factor becomes 0.67. Of course, the fact that the 
only 5 cases of encounters in overlapping core areas were aggressive is in itself 
relevant. Thus, intergroup encounter duration was the only meaningfully 
factor affecting the probability of an encounter to be aggressive.  
  
Chapter 2: Effect of numerical odds and location-based payoffs on IGEs 
 
 
82 
 
 
Figure 2.14 Predicted probability of aggressive encounter by fixed factor (N=129, 
dyads=3). 
Plots showing predicted probabilities of aggression, related to each fixed effect and 
conditioned on random effects, with confidence intervals or regions;  as well as the 
observations (function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict 
individual observations (i.e. intergroup encounters). Note that dot locations do not 
reflect exact values of the data to avoid over-plotting; A-C: Black lines represent 
predicted probabilities; grey areas represent the confidence regions of the prediction. D: 
Black dots represent the predicted probability; black lines represent confidence intervals. 
 
  
Table 2.15 Results of GLMMs investigating the effects of between-group difference in group size, intensity of use and distance to core areas 
on chances of aggressive encounter (N=129; 3 dyads).  
 
 
Abs.=Absolute between-group difference, Full IU=Full model of Intensity of Use of Space= Probability of aggressive encounter ~ Abs. group 
size + Abs. intensity of use + duration IGE (1 | dyad); Full D.C=Full model of distance to core area= Probability of aggressive encounter ~ Abs. 
group size + Abs. distance to core area + duration IGE+( 1|dyad). K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ 
Probability of the model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed 
factors; R2c= Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S.E. = Standard error. Eff. Size=Effect size. 
The meaning of the fixed factors can be found in Table 2.6 
.
Models investigating the probability of aggression (I) 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S.E. Z value Pr (>|z|) Eff. Size 
Full IU 1.85 2 0.4 5 93.42 2.44 0.12 0.82 0.82 (Intercept) 1.58 2.00 0.79 0.43 NA 
Abs. group size -0.16 0.13 -1.21 0.23 0.14 
Abs. intensity of use 0.00 0.01 -0.28 0.78 0.04 
Duration IGE 0.04 0.01 3.44 <0.001 0.66 
Full DC 3.88 2 0.14 5 91.39 0.42 0.33 0.85 0.85 (Intercept) 0.33 2.49 0.13 0.90 NA 
Abs. group size -0.11 0.16 -0.73 0.46 0.11 
Abs. distance to core area 0.00 0.00 1.35 0.18 0.14 
          Duration IGE 0.04 0.01 3.41 <0.001 0.61 
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(continued in next page) 
  
Abs. Absolute between-group difference. Full CL=Full model of categorical distance to core area= Probability of aggressive encounter ~ Abs. 
group size + Categorical location +duration IGE+( 1|dyad); Null= Probability of aggressive encounter ~ duration IGE+( 1|dyad); Empty null= 
Probability of aggressive encounter ~ 1+( 1|dyad).  K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability 
of the model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S.E. = Standard error. Eff.Size =Effect size. The meaning 
of the fixed factors can be found in  Table 2.6
Table 2.15 (cont.) Results of GLMMs investigating the effects of between-group differences in group size and categorical distance to core areas 
on chances of aggressive encounter plus null models (N=129; 3 dyads). 
Models investigating the probability of aggression (II) 
  Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S.E Z value Pr(>|z|) Eff.Size 
Full CL  4.45 3 0.22 6 93.02 2.04 0.15 0.94 0.94 (Intercept) 17.60 4129.34 0.00 1.00 NA 
Abs. group size -0.17 0.13 -1.33 0.18 0.00  
Categorical core area: n -16.15 4129.34 0.00 1.00 0.15 
Categorical core area: y -15.29 4129.34 0.00 1.00 NA  
Duration IGE 0.04 0.01 3.43 <0.001 0.00 
Null  29.84 1 <0.001 3 90.97 0.00 0.41 0.82 0.82 
  
(Intercept) -0.76 0.56 -1.36 0.17  NA 
Duration IGE 0.04 0.01 3.55 <0.001 0.64 
Empty null  NA NA NA 2 118.72 26.33 0 0 0 (Intercept) 1.64 0.24 6.87 <0.001 NA 
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Models testing whether encounters were more likely to be aggressive 
in locations highly valued by both groups than in locations low valued 
by both groups  
 
None of the models studying the effects of the direction of symmetries 
in intensity of use of IGE area or distance to core areas were significantly 
different from their respective null models.  
 
2.3.3.2. Factors affecting the probability of contact aggression 
between groups during intergroup encounters 
 
Models testing the effects of between-group similarity in group size, 
intensity of use of IGE location and distance to core areas on the 
chances of an encounter to include contact aggression 
 
After eliminating the encounters where the number of adults was 
unknown and those in which no aggression was reported, 108 intergroup 
encounters remained. The inclusion of the potential control variables 
“duration of IGE” and “number of observers” made the model significantly 
different from the null model (Likelihood ratio test: χ2=10.479; df=2; p<0.01). 
The variable “duration of IGE” was statistically significant (p<0.01) and its 
effect size was 0.66, while “number of observers” was not significant (p= 0.91) 
and its effect size was 0.015. Therefore, only “duration of IGE” was used as a 
control variable in all subsequent models and included in the null model.   
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Interactions between absolute between-group difference in group size 
and location-based payoffs were not significant and were removed from the 
models. All the models run on the 108 encounters were significantly different 
from the null model which included duration as a control variable (Table 2.16). 
For all of these models, absolute between-group difference in group size was 
the only significant fixed factor. Thus, an adjusted model was ran preserving 
only absolute between-group difference in group size and the control variable. 
The new model was also significantly different from the null model and its R2m 
was 0.18; being the best model of the series in terms of AIC. Adding location 
minimally increased R2m (0.18-0.22). Therefore, I inferred that differences in 
group size, together with the duration of intergroup encounter, were the 
factors determining the probability of contact aggression. Encounters were 
more likely to include contact aggression the more similar the group sizes 
were (Figure 2.15, A) and the longer the encounters were (Figure 2.15, C). This 
last model (i.e. absolute group size + duration of IGE), was still significantly 
different from its null once the 2 encounters between PB1 and R2 were 
removed (Likelihood ratio test: χ2=5.8096; df= 1; p< 0.05, Figure 2.15, B).  
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Figure 2.15 Predicted probability of contact aggression during encounter by fixed factor 
and control variables (N=108, dyads=3).  
A Shows the effect of absolute group size difference with the whole sample; B Shows the 
same effect but excluding the encounters PB1-R2 (N=106, dyads=2). Plots showing 
predicted probabilities for the response, related to each fixed effect and conditioned on 
random effects, with confidence intervals or regions;  as well as the observations 
(function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict individual 
observations (i.e. intergroup encounters). Note that dot locations do not reflect exact 
values of the data to avoid over-plotting; A-E: Black lines represent predicted 
probabilities; grey areas represent the confidence regions of the prediction. F: Black dots 
represent the predicted probability; black lines represent confidence intervals.  
 
  
(continued in next page) 
 
 
Abs.= Absolute between-group difference. Full IU=Full model of Intensity of Use of Space= Probability of contact aggression during IGE~ Abs. 
group size + Abs. intensity of use + duration IGE (1 | dyad); Abs. Group size= Adjusted model including only absolute between-group difference 
group size and control variable= Probability of contact aggression during IGE ~ Abs. group size + duration IGE +( 1|dyad):Full DC=Full model of 
distance to core area= Probability of contact aggression during IGE ~ Abs. group size + Abs. distance to core area+ duration IGE +( 1|dyad); 
K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the model for being the most parsimonious among 
the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= Conditional R2, variance explained by both fixed and 
random factors. Est.=Estimate. S.E. =Standard error. The meaning of the fixed factors can be found in Table 2.6  
Table 2.16 Results of GLMMs investigating the effects of between-group difference in group size, intensity of use of area of encounter, distance 
to core areas and categorical location on chances of contact intergroup aggression during encounters (N=108; 3 dyads).    
 
 
Models investigating the probability of contact aggression during intergroup encounters (I) 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S.E Z value Pr(>|z|) Eff.Size 
Full IU  6.5817 2 <0.05 5 134.82 1.57 0.19 0.20 0.20 (Intercept) 1.28 1.34 0.96 0.34 NA 
Abs. intensity of use -0.01 0.01 -0.79 0.43 0.14 
Abs. group size -0.23 0.09 -2.44 <0.05 0.62 
Duration IGE 0.02 0.01 3.14 <0.01 0.53 
Abs. Group size  5.9512 1 <0.05 4 133.26 0.00 0.42 0.19 0.19 (Intercept) 1.03 1.30 0.79 0.43 NA 
Abs. group size -0.22 0.09 -2.39 <0.05 0.61 
Duration IGE 0.02 0.01 3.12 <0.01 0.52 
Full DC 6.5081 2 <0.05 5 134.90 1.64 0.19 0.20 0.20 (Intercept) 1.42 1.39 1.02 0.31 NA 
Abs. group size -0.24 0.10 -2.51 <0.05 0.64 
Abs. distance to core area 0.00 0.00 -0.74 0.46 0.17 
Duration IGE 0.02 0.01 3.11 <0.01 0.52 
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Table 2.16 (cont.) Results of GLMMs investigating the effects of between-group difference in group size, intensity of use of area of encounter, 
distance to core areas and categorical location on chances of contact intergroup aggression during encounters (N=108; 3 dyads). 
 
Models investigating the probability of contact aggression during intergroup encounters (II) 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S.E Z value Pr(>|z|) Eff.Size 
Full CL  8.0902 3 <0.05 6 135.56 2.30 0.13 0.22 0.22 (Intercept) 0.01 1.74 0.01 1.00 NA 
Abs. group size -0.22 0.09 -2.37 <0.05 0.56 
Duration IGE 0.02 0.01 3.09 <0.01 0.34 
Categorical distance to core: n 1.22 1.19 1.03 0.31 0.21 
Categorical distance to core: y 0.64 1.26 0.51 0.61 NA 
Null  10.458 1 <0.01 3 137.05 3.79 0.06 0.12 0.12 (Intercept) -1.91 0.50 -3.82 <0.001 NA 
Duration IGE 0.02 0.01 3.08 <0.01 0.51 
Empty null  NA NA NA 2 145.39 12.14 0.00 0.00 0.00 (Intercept) -0.57 0.20 -2.85 <0.01 NA 
Abs.= Absolute between-group difference. Full CL=Full model with categorical location= Probability of contact aggression during IGE ~ Abs. 
group size + categorical distance to core areas + duration IGE+(1 | dyad); Null= Probability of contact aggression during IGE ~ duration IGE+(1 
| dyad); Empty null= Probability of contact aggression during IGE ~ 1+ (1| dyad). K=No. of estimated parameters for each model; AICc=2nd 
Order AIC; AICcWt≈ Probability of the model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance 
explained by fixed factors; R2c= Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S.E. =Standard error. The 
meaning of the fixed factors can be found in Table 2.6 
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Models testing whether contact aggression is more likely in areas 
highly valued by both groups contesting than in areas of low value for 
both 
 
Only one model testing the effects of the direction of symmetries on the 
chances of intergroup contact aggression was significantly different from its 
null. This was the model including the encounters that occurred close to the 
core areas of both groups contending (Table 2.17). These encounters were 
more likely to include contact aggression the more similar they were in group 
size (Figure 2.16) and the longer the encounter lasted for (Figure 2.16). The 
difference in distance to the closest core area had almost no effect (See its 
Est. and Eff. size in Table 2.17). Therefore, it seems to be a reflection of the 
general pattern of how probability of contact aggression increases with 
similarities in group size and length of encounter.  
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Figure 2.16 Predicted probability of contact aggression during encounter by fixed factor 
and control variable in the 25% of encounters which started the closest to the core 
areas of both groups participating (N=31, 2 dyads).  
Plots showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with confidence regions, as well as the observations 
(function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict individual 
observations (i.e. intergroup encounters). Note that dot locations do not reflect exact 
values of the data to avoid over-plotting. Black lines represent predicted probabilities; 
grey areas represent the confidence regions of the prediction 
  
 Table 2.17 Results of GLMMs investigating the effects of between-group difference in group size and distance to core areas on chances of 
contact intergroup aggression during encounters occurring  close to core areas of both groups (N=31, 2 dyads). 
 
Abs.=Absolute between-group difference. Full Q1 dis=Full model of distance to core area for the encounters close to core areas= Probability 
of contact aggression during IGE ~ Abs. group size + Abs. distance to core area+ duration IGE +( 1|dyad); Null= Probability of contact aggression 
during IGE ~ duration IGE+ (1|dyad) K=No. of estimated parameters for each model.; AICc=2nd Order AIC (for when n/K≤40); AICcWt≈ 
Probability of the model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed 
factors; R2c= Conditional R2, variance explained by both fixed and random factors. Est.=Estimate. S.E. =Standard error. Eff. Size=Effect size. 
The meaning of the fixed factors can be found in Table 2.6 
 
Models investigating the probability of contact aggression in areas close to core areas of both groups 
 Likelihood ratio test Model selection based on AICc R2 GLMM 
Model name χ2 df p-value K AICc ∆AICc AICcWt R2m R2c Fixed Factor Est. S. E Z value Pr(>|z|) Eff.size 
Full Q1 dis. 7.6151 2 <0.05 5 32.18 0.00 0.74 0.76 0.76 (Intercept) 13.95 8.13 1.72 0.09 NA 
Abs. group size -1.37 0.71 -1.94 0.05 0.57 
Abs. distance to core area 0.00 0.01 -0.21 0.83 0.02 
Duration IGE 0.02 0.01 2.38 <0.05 0.90 
Null Q1 dis NA NA NA 3 34.29 2.10 0.26 0.38 0.38 (Intercept) -2.71 0.84 -3.22 <0.01 NA 
Duration IGE 0.01 0.00 2.53 <0.05 0.84 
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2.3.4. FACTORS AFFECTING INTERGROUP CONTEST DURATION  
Predictions:  Contests would be longer when (1) groups were more 
similar in size, (2) when intensity of use of IGE location was more symmetrical 
and high for both groups and/or (3) when contests occurred at sites at a 
similar short distance from both groups’ core areas. 
Table 2.18 Spearman correlation coefficients between duration of encounter and 
absolute group size, intensity of use of area of IGE and distance to core area.  
 
 Duration of encounter 
Dyad PB1-R1 R1-R2 
Absolute group size -0.35* -0.24 
Absolute intensity of use of IGE area -0.07 0.18 
Absolute distance to core area 0.11 -0.07 
PB1-R1 N=83; R1-R2 N=44. α critical= 0.05; α adjusted =0.008. *=p<0.008 
 
Spearman correlations examining the relationship between intergroup 
encounter duration and absolute between-group differences in group size 
were negative, of weak-medium association (Figure 2.17, A & B). The 
association was significant in PB1-R1 but not R1-R2, both with and without the 
Bonferroni correction for multiple tests (Table 2.18). The other variables 
(Absolute between-group differences in intensity of use of IGE area and 
absolute between-group differences in distance to core area) were 
inconsistent between dyads and non-significant (Figure 2.17, C-F; Table 2.18). 
There was no difference in encounter duration between categorical locations 
of encounter (i.e. core area of both, one or none of the groups encountering) 
for PB1-R1 (Kruskal-Wallis χ2= 2.43, df = 2, p = 0.30) nor R1-R2 (Kruskal-Wallis 
χ2= 0.003, df = 2, p = 0.96).  
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PB1-R1 R1-R2 
  
 
 
  
Figure 2.17 Scatter plots with regression lines showing the relationship between duration 
of intergroup encounter and absolute group size, absolute intensity of use of IGE area and 
absolute distance to core areas. PB1-R1 (N=83): A, C, E. R1-R2 (N=44): B, D, F. 
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Regarding whether encounters were longer in areas with high intensity 
of use by both groups, that was the tendency in both dyads, but was not 
significant (Figure 2.18, A & B. PB1-R1: Kruskal-Wallis χ2= 1.9717, df = 1, p = 
0.1603; R1-R2: χ2=0.36652, df = 1, p = 0.5449). No tendency was observed 
when looking at the distance to core areas (Figure 2.18, C & D. PB1-R1: 
Kruskal-Wallis χ2= 0.25989, df = 1, p = 0.6102; R1-R2: 0.13725, df = 1, p = 
0.711).  
  
  
Figure 2.18 Box-plots showing the different distributions of intergroup encounter 
duration in areas that were similarly valuable for both groups encountering.  
A & C represent PB1-R1 and B & D R1-R2 
 
PB1-R2 had only 2 encounters and therefore, no analyses were 
performed on them (Table 2.19).   
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Table 2.19 Data of the 2 intergroup encounters between PB1-R2.  
 IGEs PB1-R2 
IGE No. 1 2 
Duration of encounter (min) 24 31 
Absolute group size (indiv.) 4 3 
Absolute intensity of use of space (%) 36.14 37.26 
Absolute distance to core area (m) 1454.44 1314.9 
Categorical location None in core area None in core area 
 
Intergroup encounter duration was longer after March 2016 than before 
this month for both dyads (Table 2.20, Figure 2.19). Thus, encounters did not 
become shorter after the change of definition of end of intergroup encounter 
(see: 2.2.1.4 Intergroup encounter data), contradicting the prediction if the 
change would had biased the results.  
 
Table 2.20 Data summary of the duration of the encounters between PB1-R1 and R1-R2 
before (Nov.15-Feb.16) and after (Apr.16-Jul.16) the definition of "end of intergroup 
encounter" changed.  
 Nov.15-Feb.16 Apr.16-Jul.16 Kruskal-Wallis 
 N Q1 Median Q3 N Q1 Median Q3 Χ2 df p-value 
PB1-R1 33 32 58 109 40 58.75 97 219 8.21 1 0.004 
R1-R2 19 44 64 131 17 68 127 194 3.92 1 0.048 
Q1= 1st Quartile, Q3= 3rd quartile 
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Figure 2.19 Box-plots showing intergroup encounter duration per month and 
dyad in the months before (grey) and after (white) the change of definition of 
"end of Intergroup encounter”.  
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2.4. Discussion 
Intergroup encounters between crested macaques tend to be decided 
and aggressive, although contact aggression is scarce and peaceful encounters 
do occur. These findings are in agreement with earlier reports on the species 
(Kinnaird, O’Brien 2000). When groups were more similar in size, encounters 
were more likely to end in a draw and to escalate to contact aggression.  Bigger 
groups tended to win the encounters. The effect of location-based payoffs was 
limited in comparison with the effects of group size differences. On the one 
hand, encounters were more likely to end in a draw when both groups were 
far from their core areas. On the other hand, groups were more likely to win 
an encounter when they used the intergroup encounter location more often 
than their opponent (Table 2.21). The explanatory power of all the models 
was moderate, suggesting that factors other than between-group differences 
in group size and location-based payoffs may play more important roles in 
determining outcome and intensity of intergroup encounters.  
 
 
 
 
 
 
  
Table 2.21 Summary of chapter 2 results.  
†Indicates that was supported only when encounters between PB1-R2 were on the sample.  ‡ Indicates that is only supported for PB1-R1. 
*Presence of aggression was explained by duration of encounter instead of either group size of location-based payoffs.
Response Variables Variance explained by 
the best model 
Factor  Prediction Supported? 
Draw  20% Group size More likely when similar Y† 
Intensity of use More likely when both groups use the IGE location infrequently  N 
Distance to core More likely when both groups are far from their core areas Y† 
Winning 23% Group size More likely when bigger than opponent Y 
Intensity of use More likely when uses the area more than the opponent Y 
Distance to core More likely when is closer to a core area than the opponent N 
Intensity of IGE Presence of 
aggression 
82%* Group size More likely when similar N 
Intensity of use More likely when both groups use the IGE location frequently  N 
Distance to core More likely when both groups are close to their core areas N 
Contact 
aggression  
19% Group size More likely when similar Y 
Intensity of use More likely when both groups use the IGE location frequently  N 
Distance to core More likely when both groups are close to their core areas N 
Contest duration NA Group size Longer when groups are more similar in size Y‡ 
Use of site Longer when both groups use the IGE location frequently  N 
Distance to core Longer both groups are close to their core areas N 
9
9
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2.4.1. WHEN ARE DRAWS MORE LIKELY TO OCCUR? 
Encounters were more likely to end in a draw the more similar the group 
size of the groups involved. Location-based payoffs had little influence. These 
results are similar to the findings of a study on blue monkeys (Roth, Cords 
2016), which so far has been the only other study addressing this question in 
comparable conditions. Nonetheless, Kitchen, Cheney et al.(2004) noticed a 
similar trend in savannah baboons (Papio cynocephalus ursinus), where 
encounters between groups with similar numbers of males were more likely 
to end in a draw.  These three studies agree with the general theory for dyadic 
contests (Kokko 2013) in the sense that if a greater RHP increases chances of 
winning a contest, RHP symmetry would be expected to hinder the settlement 
of contests.   
Some of my evidence suggests that draws were more probable in areas 
which lay far away from the core areas of the two contestant groups. Such 
areas are assumed to be of little value for both contestants. Accordingly, none 
of them is expected to spend energy or risk injuries to defend access to those 
low value areas. Instead, peaceful retreat or mutual tolerance might be more 
likely. On the contrary, encounters starting where core areas overlap tended 
to be decided. However, if the group size difference was over 13 individuals, 
draws were slightly more common in these areas as well.  This contradicts the 
theory of dyadic contests (Kokko 2013). If the payoffs of both groups are high, 
such as is presumed in core areas, both are expected to invest in either 
keeping or gaining access to the contested resource. In this scenario, in which 
subjective RV is similar, disputes should be settled by imbalance of RHP, the 
greater the difference in group size, the less likely the draw. The fact that the 
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opposite was true may indicate that bigger groups were suffering from the 
“group size paradox”. The  “group size paradox” is a collective action problem 
in which the bigger the group, the higher the proportion of individuals that 
free-ride, decreasing the realized RHP of the group (Olson 1965, Nunn 2000, 
Bonanni et al. 2010, Crofoot, Gilby 2012, Koch et al. 2016a). In any case, it is 
important to keep in mind that the model highlighting this pattern included 3 
draws, 2 of which took place in overlapping core areas between the same dyad 
and difference in group size. Thus, the result should be taken with caution.  
 
 
2.4.2. WHEN ARE GROUPS MORE LIKELY TO WIN INTERGROUP 
ENCOUNTERS?  
 
Crested macaques showed inconsistent and inconclusive intergroup 
dominance relationships. The bigger group did not always win the encounters. 
Actually, the biggest group, R1, had an inconclusive dominance relationship 
with one of its smaller neighbours, R2. Although the difference was not 
significant, R2 won more encounters to R1 than the other way around. Such 
pattern is typical from species showing partial site-dependent dominance 
(Brown, Crofoot 2013). RHP and location-based payoffs interacted to 
determine the winner of encounters. Bigger groups who used the area of 
encounter more often tended to win. The effect of the intensity of use was 
more pronounced the greater the difference in group size. This enabled 
smaller groups to defend their home ranges against larger groups when 
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encounters occurred close to valuable areas. Similar patterns have been seen 
in other species showing site-dependent dominance, such as white-headed 
capuchins (Cebus capucinus, Crofoot et al. 2008) and blue monkeys (Roth, 
Cords 2016).  
Despite of the general pattern shown by the model, the two dyads with 
decided encounters behaved differently. PB1-R1 was very consistent with the 
expectations: the larger group won encounters significantly more often and 
greater subjective RV increased the chances of winning an encounter.   
However, the bigger the difference in group size, the less likely the larger 
group was to win, indicating the presence of the “group size paradox” (see 
2.4.1). On the other hand, R1-R2, showed none of the patterns present in the 
other dyad. Chances of winning were not affected by differences in group size 
or location-based payoffs. This difference could have been due to the smaller 
group, R2, had a smaller home range (Annual average ± SD: R1=1.64±0.32 km2 
and R2=1.03±0.31 km2), from which a greater proportion could be core areas. 
As such, R1-R2 would have been more likely to encounter in areas of higher 
subjective RV for R2, turning the odds on R2’s favour, since less individuals 
would be expected to free-ride. However, they did not show any tendency to 
encounter preferentially in areas more intensely used by either R1 or R2 and 
the proportion of core areas was similar for both groups. The different trends 
between PB1-R1 and R1-R2 might be due to their history rather than their 
current asymmetries in group size or space use. While PB1 and R1 have been 
different groups for at least decades, R1 and R2 fissioned more recently 
(Engelhardt, pers. comm.). In another Sulawesi macaque species, the moor 
macaque (M. maurus), intergroup encounters show different patterns 
depending on whether groups have split recently. While encounters in moor 
Chapter 2: Effect of numerical odds and location-based payoffs on IGEs 
 
 
103 
  
macaques usually do not involve contact aggression (Okamoto, Matsumura 
2002); contests between recently fissioned groups are more severe (Okamoto, 
Matsumura 2001). It might be possible that a similar situation influences the 
relationship between R1-R2.   
Ecological reasons may also explain why the relationship patterns 
between PB1-R1 and R1-R2 differ. PB1 relies on natural resources and its 
home range lies over primary forest, whereas most of R2’s range consists of 
secondary forest and shrubs. R1’s range lies in between the two, 
encompassing both habitats.  Behavioural variability linked to ecological 
differences has previously been reported for different neighbouring groups of 
crested macaques in Tangkoko (O'Brien, Kinnaird 1997). Such differences, 
probably linked to food availability and quality, might change the proportion 
of individuals who free-ride or the investment they are willing to make in any 
given contests.  
Ecological and historical factors could both influence the proportion of 
individuals that actually participates in encounters (i.e. realized resource 
holding potential sensu  Zhao, Tan 2011). This could lead to the observed 
differences in intergroup encounter patterns between dyads.  
 
2.4.3. WHEN ARE ENCOUNTERS MORE INTENSE (I.E. MORE AGGRESSIVE 
AND/OR LONGER)? 
 
Aggression was present in the majority of encounters between groups of 
crested macaques. The prevalence of aggression was not related to 
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differences in group size or location-based payoffs, which contradicted the 
hypotheses based on evolutionary game theory models. Individuals were 
expected to be willing to spend energy and risk injuries when potential payoffs 
are high. However, aggressive intergroup encounters are the norm in many 
primate species (e.g. Guereza, Colobus guereza, von Hippel 1996, Fashing 
2001; white-thighed colobus, C. vellerosus,  Sicotte, Macintosh 2004; white-
faced capuchins, Cebus capucinus, Perry 1996;, Japanese macaques. 
M.fuscata,  Majolo et al. 2005;  ring-tailed  lemurs, Lemur catta, Nakamichi, 
Koyama 1997; samango monkeys, Cercopithecus mitis erythrarchus, Payne et 
al. 2003a). It is unlikely that costly behaviours such as these are taking place 
without a clear benefit to justify them. Instead, it is likely that aggression is 
driven by payoffs which are more consistently present during intergroup 
encounters and that have not been considered here (see: Chapter 3).  
Despite the widespread presence of aggression, its escalation to contact 
aggression was scarce and related to group size symmetries. As in the case of 
blue monkeys (Roth, Cords 2016), contact aggression was more likely in longer 
encounters between groups of similar sizes. This is consistent with the 
expectations derived from the evolutionary game theory. When groups are of 
similar sizes, contest theory predicts that assessing numerical advantage will 
become more time consuming, which would increase duration as well as level 
of aggression (Briffa et al. 2013). However, extreme group size imbalances 
may produce severe aggressions between groups (Wrangham 1999, Chapter 
4). Surprisingly, location of encounter did not affect the chances of intergroup 
contact aggression in crested macaques. Higher subjective RV was expected 
to promote contact aggression, as is the case in blue monkeys (Roth, Cords 
2016). This behavioural difference between crested macaques and blue 
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monkeys might be due to differences in territoriality. Blue monkeys show a 
low degree of home range overlap between neighbouring groups. 
Consequently, they have been considered territorial (Lawes, Henzi 1995, 
Cords 2007). On the contrary, crested macaque groups in my study showed 
widely overlapping home ranges, where no significant exclusive zones seem 
to exist (Figure 2.2). Territorial species are expected to respond to location-
based payoffs asymmetries during encounters more than to RHP differences 
(Koch et al. 2016b, Roth, Cords 2016). The opposite is expected from non-
territorial species such as crested macaques (but see Harris 2006).   
Duration of encounter had a major impact on intergroup aggression. The 
longer the encounter, the higher the chances of intergroup aggression and 
intergroup contact-aggression. Almost every encounter lasting for over an 
hour and a half was, in fact, aggressive. The reason why some encounters 
lasted more than others is not yet clear. Preliminary evidence suggests that 
the more similar the group sizes, the longer the encounter. Nevertheless, the 
effect was not particularly strong nor homogeneous. Although it held true for 
the encounters between PB1-R1, R1-R2 data showed a consistent tendency 
but was not significant. In addition, the two encounters between PB1-R2 were 
among the shortest ones despite the fact that group size difference between 
them was the minimum of the sample. This contrasts with animal contest 
theory, which predicts that low imbalances in RHP lead to longer disputes 
(Briffa et al. 2013). Great imbalances in RHP generally decrease dyadic contest 
duration (Reviewed in Riechert 1998) and intergroup contest duration in 
primates (Van Belle, Scarry 2015, Roth, Cords 2016). It is possible that factors 
other than group size difference affected the duration of encounters between 
PB1-R2. These encounters were characterised by a high imbalance on 
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location-based payoffs. Both encounters occurred in areas of high subjective 
RV for PB1, while of scarce value for R2. Such high payoff asymmetry may have 
encouraged R2 to retreat quickly, while prompting PB1 to attack, accelerating 
R2 departure. This would suggests that crested macaques are subject to the 
“dear enemy” phenomenon, in which infrequent intruders are attacked more 
aggressively than neighbours encountered regularly (Fisher 1954, Radford 
2005).    
 
2.4.4.  LIMITATIONS OF THE STUDY  
Methodological factors may explain some of the discrepancies between 
the hypotheses and the results. Primarily, these methodological factors are: 
small number of dyads, methodology to calculate proxies for location-based 
payoffs and the definition of group size. The two first points are common to 
this and the next chapter and will be discussed in chapter 5.  
One reason that might explain why these results contradict the 
hypotheses regarding group size could be the definition used for the present 
study. Here, group size was synonymous for number of resident adults in the 
group. Thus, it excluded infants, juveniles, sub-adults, adolescent females and 
natal males in the age of dispersal. The exclusion of these age-sex classes was 
due to logistics. Many observers did not individually recognize sub-adult males 
and adolescent females and thus, they did not record their presence.  
Juveniles were not individually recognized by anyone working in MNP at the 
moment of this research. Consequently, records on adult presence were the 
only ones consistent enough as to be used in the analyses. This is unfortunate, 
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since sub-adult and old juvenile males seemed to be particularly active during 
intergroup encounters (pers. obs.), consistent with observations in other 
species (e.g. Zhao 1997, Kitchen, Horwich et al. 2004, Majolo et al. 2005). In 
fact, models investigating the effects of group size symmetries in intergroup 
encounters in blue monkeys improved when immatures were considered 
(Roth, Cords 2016). Greater efforts to collect data on the presence of young 
individuals might help to evaluate their impact on intergroup relationships, 
which would potentially improve our understanding on these interactions.  
 
2.5. Conclusion 
2.5.1. MAIN FINDINGS 
Outcome of IGEs 
 Most intergroup encounters recorded (78.5%) were decided (i.e. 
had a clear winner group and a loser group).  
 Draws were more likely when group sizes were similar and both 
groups were far from their core areas (but highly dependent on 
outlier treatment).  
 Numerical superiority did not guarantee dominance in an 
intergroup interaction.  
 Groups were more likely to win an encounter when they had 
more adults than their opponent and were in an area more 
frequently used by them than by their opponent. The greater the 
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difference in group size, the greater the importance of the 
difference in intensity of use of intergroup encounter location.  
 Winning patterns were inconsistent between dyads.  
Intensity of IGEs: 
 Most encounters included intergroup aggression (81.6%). 
Contact aggression occurred in 28.2% of encounters.  
 Presence of aggression was more likely the longer the duration of 
the encounter.  
 The probability of contact aggression increased with the length 
of encounter duration and when group sizes were similar 
between contestant groups.   
 Some evidence indicated that encounter duration tended to be 
longer when groups were similar in group size.   
 
2.5.2. SYNTHESIS 
My results suggest that group size differences play a significant role in 
intergroup encounters in crested macaques. The effect of group size 
differences is consistent with the predictions based on the evolutionary game 
theory. Encounters tend to be undecided when group sizes are more similar 
and bigger groups tend to win. Additionally, similar group sizes tend to 
augment the chances of contact aggression between groups and to prolong 
the duration of encounters.  
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Differences in location-based payoffs played a comparatively minor role 
with a few interesting exceptions. On the one hand, distance to core areas 
influenced the chances of decided encounters. Chances of draw were higher 
when both groups were far from their core areas than when both were close.  
On the other hand, differences on the intensity of use of IGE location greatly 
impacted the chances of winning an encounter. Groups that used the area of 
encounter more often over the previous month tended to win the encounters. 
These odds were higher the greater the differences in group size were. This 
may allow smaller groups to defend key areas from their home range by 
excluding bigger groups. Finally, although encounters were often in areas 
rarely used by any of the groups involved, when they did happen in 
overlapping core areas, aggression was certain.  
In summary, maximum resource holding potential (i.e. group size) had 
more explanatory power than location-based payoff asymmetries in 
predicting the outcome (i.e. win, loss, draw) and intensity (i.e. presence of 
aggression, presence of contact aggression and duration) of between-group 
contests. This agrees with the suggestion of Roth & Cords (2016) that RHP has 
a higher impact on intergroup encounter outcome and escalation in  non-
territorial species (e.g. Markham et al. 2012) than in territorial species, where 
location-based payoffs dominate (e.g. Koch et al. 2016b). Although these 
results are informative, it is convenient to remember that most of the variance 
on outcome and escalation remained unexplained by the models and that 
aggression was widespread, despite its potential costs. This indicates that 
important factors influencing intergroup encounters in crested macaques 
have been disregarded. In the next chapter I will explore a potential 
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improvement: evaluating RHP and payoffs from the female and male 
perspective, including payoff proxies related to reproductive success. 
 
  
 
Chapter 3  
 
 
  
   
    
   
   
   
<< He will win whose army is animated 
by the same spirit >>  
Sun Tzu-The Art of War 
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3. Female Resource 
Defence and Male Mate 
Access Defence 
Influence Outcome and 
Intensity of Intergroup 
Encounters in Crested 
Macaques 
3.1. Introduction 
Measurements of maximum resource holding potential (RHP), such as 
group size (Zhao, Tan 2011), have been found useful to predict outcome and 
escalation of intergroup encounters (e.g. Chapter 2; Roth, Cords 2016). 
However, there is increasing evidence that realized RHP (Zhao, Tan 2011), 
meaning the actual number of participants, is a much stronger predictor (e.g. 
Willems et al. 2015, Arseneau et al. 2016). In any given encounter, each group 
member will make a decision of whether to participate or withdraw 
depending on its individual payoffs (reviewed in Kitchen, Beehner 2007). 
Individual payoffs are challenging to quantify. An alternative approach is to 
consider specific social subdivisions in which individuals are likely to have 
similar motivations to participate in encounters (e.g. Scarry 2013, Cassidy et 
al. 2015, Pasquaretta et al. 2015, Cassidy et al. 2017). One of such sub-
divisions is defined by the sex of individuals. 
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Females and males have different reproductive strategies which may 
impact their motivation to participate in intergroup encounters.  Female 
reproduction is mostly limited by access to resources (Trivers 1972, 
Thompson, Wrangham 2008, but see Stockley, Bro‐Jørgensen 2011), which 
impacts infant survival and inter-birth intervals. Conversely, male 
reproduction is mostly limited by access to mates (Trivers 1972, but see Lane 
et al. 2010, Girard-Buttoz et al. 2014). Therefore, females are expected to 
engage in intergroup encounters in order to defend access to resources (i.e. 
female resource defence hypothesis, Wrangham 1980, van Schaik 1989, 
Sterck et al. 1997). Males, on the other hand, should behave in a manner that 
increases their mating opportunities. Males may achieve this by attacking the 
opponent group, either to prevent out-group males from mating with in-group 
females (“hired guns” hypothesis, Rubenstein 1986) or to defend resources 
for females (male resource defence hypothesis, Emlen, Oring 1977). Males can 
also increase their mating opportunities by preventing in-group females from 
approaching out-group males during intergroup encounters (sexual coercion 
hypothesis). 
Female resource defence during intergroup encounters is expected in 
species with female philopatry, high population densities and clumped and 
limited food resources (Wrangham 1980, van Schaik 1989, Sterck et al. 1997, 
Isbell, Young 2002, Roth, Cords 2016). Females should show greater defensive 
efforts when encounters occur in locations with valuable food sources  or 
close to such locations (e.g. Cheney, Seyfarth 1987, Brown 2011, Roth, Cords 
2016, Arseneau-Robar et al. 2017). Food availability in a given area is usually 
positively related to the time that a primate group spends in such area (Vedder 
1984, Barton et al. 1992, Di Bitetti 2001). Consequently, females would be 
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expected to participate with greater intensity in encounters occurring in areas 
with greater frequency of use. However, females may refrain from 
participating in intergroup encounters if they have dependent infants   
(Lazaro-Perea 2001, Korstjens, Noë 2004, Koch et al. 2016a, Roth, Cords 2016, 
Arseneau-Robar et al. 2017, but see Kitchen 2006, Scarry 2012, Van Belle 
2015). This might be due to the risk of infanticide (van Schaik 1996). Risk of 
infanticide is higher in species where the death of an infant accelerates female 
reproductive cycles of the females and increases the chances of the male 
perpetrator to sire the next infant (review in van Schaik 2000). Females are 
more likely to resume cycling following infanticide in species whose 
reproduction is not highly constrained by seasonality and the lactation period 
is longer than the gestation period (van Schaik, Janson 2000). Primate species 
with documented high rates of infanticide, such as black howler monkeys 
(Alouatta caraya), Verreaux's sifaka (Propithecus verreauxi) and white-faced 
capuchin (Cebus capucinus), follow this pattern (Opie et al. 2013). Evidence in 
support of female resource defence would be the importance of female 
numbers and resource value in determining the outcome and intensity of 
intergroup encounters and the widespread aggressive participation of females 
when key resources are at stake. However, this might be regulated by 
presence of infants and infanticide risk.   
Male responses during intergroup encounters may be conditioned by 
different reproductive strategies. Males may attack the opponent group to 
either directly defend their mating opportunities (“hired guns”) or protect 
them indirectly by defending resources. In both cases, males are expected to 
participate in intergroup encounters, being aggressive frequently. However, 
the patterns of aggression should vary depending on different predictors. If 
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males are acting as “hired guns”, they should increase their fighting effort 
when the proportion of females in oestrus is high (Zhao 1997, Fashing 2001, 
Cooper et al. 2004, Majolo et al. 2005, Harris 2010, Thompson et al. 2012) and 
the females to male ratio is low. In groups with more males per female, mating 
skew tends to be less pronounced than in groups with higher females to male 
ratio (Kutsukake, Nunn 2006, Gogarten, Koenig 2013). Therefore, if more 
males have access to mating opportunities within their group, more males 
should participate in intergroup encounters to defend these opportunities. 
Additionally, males may increase their effort whenever there are more infants 
in the group and they have chances of being the fathers (Kitchen 2004, 
Arseneau et al. 2015). If instead of defending mating opportunities, males 
participate in intergroup aggression to defend resources, they should regulate 
their effort according to resource value (Fashing 2001, Williams et al. 2004, 
Harris 2006, Markham et al. 2012, Scarry 2013, 2017). Males may actively 
defend resources for females when this improves male mating and 
reproductive success (resource defence polygyny, Emlen, Oring 1977). This 
might be the case if females prefer to mate with males that defend resources 
(e.g. Cooper et al. 2004, Arseneau et al. 2015) and/or if resource defence 
increases female fecundity (Williams et al. 2004, Thompson, Wrangham 2008, 
Richter 2014). 
Males may serve their reproductive interests by directly preventing 
females from mating with rival males. This strategy might be favoured in 
highly sexually dimorphic species, where aggressing small females is far less 
risky than facing a rival male with elongated canines (Muller, Wrangham 2009, 
MacCormick et al. 2012, Baniel et al. 2017). Males may prevent females from 
mating with outsiders through herding and consortship (Muller, Wrangham 
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2009). In this context, herding refers to aggressions displayed by males 
towards females of their own group to force them to move away from the 
opposing group during intergroup encounters (Zhao 1997, Kitchen, Cheney et 
al. 2004, Majolo et al. 2005). Consortships are associations between a male 
and a female that last more than the time needed to mate, during which the 
pair travels together, mates and affiliates (Milich, Maestripieri 2016). Herding 
and consorting are more frequent towards oestrus females (Kitchen, Cheney 
et al. 2004, Muller, Wrangham 2009) and may decrease the participation in 
intergroup encounters of both males and females. In the short term, herder 
males are not available to attack the rival group while attacking in-group 
females. Females then are actively prevented from participating. In the long-
term, it is possible that the risk of injury during herding discourage females 
from participating in intergroup encounters (Smuts, Smuts 1993). During 
consortships males prevent females from approaching other males, which 
includes those of other groups. Mate-guarding males might be less likely to 
participate in intergroup encounters if this means losing exclusive access to 
the consorted female (Brown 2011, but see Kitchen, Cheney et al. 2004). 
Additionally, in some species, consortship pairs travel away from their group 
(e.g. sequestration in chimpanzees, Pan troglodytes, Muller, Wrangham 2009) 
and are followed by additional males (e.g. Olive baboons, Papio hamadryas 
anubis, Danish, Palombit 2014). Under such circumstances, consortship 
couples and followers might not be aware of intergroup encounters when 
they happen and, therefore, they may not participate. Herding and other 
forms of female sexual coercion are usually more frequent when there are less 
females per male (Kappeler 2017, but see Henzi et al. 1998). When, on the 
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contrary, sex ratio is highly biased towards females (i.e. f:m≥3), males might 
not be able to constraint female participation in IGEs (Brown 2015, 13:20).  
Female and male strategies can be at play simultaneously in a given 
population and even within the same intergroup encounter (Byrne et al. 1987, 
Fashing 2001, Cooper et al. 2004, Brown 2011). In fact, male mate access 
defence via sexual coercion might interfere with female resource defence 
(Cooper et al. 2004, Brown 2015). As discussed above, if males herd and 
consort females during intergroup encounters, females might not be able to 
participate. In such cases, female resource defence may only be evident if 
males do not engage in herding and consorting. Males might refrain from 
these behaviours if, for example, they need to get involved in intergroup 
aggression, the proportion of receptive females is low and/or the other group 
has a very small number of males. When an opponent group has few males, it 
might be more cost effective in terms of energy to invigilate those males and 
act only if an in-group female approaches them (pers. obs.).  
 
3.1.1. AIMS  
Female and male strategies during intergroup encounters have been 
widely investigated in different primate species (Cowlishaw 1995, Fashing 
2001, Cooper et al. 2004, Korstjens et al. 2005, Majolo et al. 2005, Brown 
2011, Scarry 2012, Arseneau et al. 2015, Koch et al. 2016a, Arseneau-Robar et 
al. 2017). However, attempts to understand the relative importance of each 
strategy on determining the outcome and intensity of encounters has been 
scarce.  My study aims to investigate whether female and/or male 
reproductive strategies are at play during intergroup encounters in crested 
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macaques. In addition, I aim to provide an insight on their relative importance 
by comparing the predictors of different strategies through Generalized Linear 
Mixed Models. Furthermore, I intend to investigate whether accounting for 
female and male strategies offer a better explanation for intergroup 
encounter outcome and intensity than models accounting only for group size 
and location-based payoffs (Chapter 2). If males and females both defend 
resources, models using group size as RHP and location-based payoffs should 
fit the data better than models accounting independently for female and male 
reproductive strategies.  
 
3.1.2. PREDICTIONS 
3.1.2.1. Predictions on outcome and intensity of 
intergroup encounters 
Crested macaques live in multi-male multi-female groups with female 
philopatry (i.e. females stay in their natal group throughout their life) and 
male dispersal. They rely mostly on fruits (O'Brien, Kinnaird 1997), which are 
clumped in trees large enough to hold a whole group (Kinnaird, O’Brien 2000). 
Thus, food resources are highly monopolizable at a group level (van Schaik 
1989, Sterck et al. 1997, Isbell, Young 2002). This should elicit between-group 
contest competition (BGC) as well as female participation in intergroup 
encounters according to classic socioecological models (Wrangham 1980, van 
Schaik 1989, Sterck et al. 1997, Isbell, Young 2002). Therefore, female 
resource defence would be expected in crested macaques (Table 3.1). Male 
crested macaques are likely to use sexual coercion to protect and increase 
their mating opportunities, which may inhibit female ability to defend 
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resources (Table 3.1). First, males are heavier than females (1.58-1.7 times; 
Plavcan, Van Schaik 1997) and have large canines, which would facilitate 
sexual harassment while making male-male between-group aggression risky. 
Second, female cycle synchrony is low (Engelhardt, pers. comm.) and sexual 
swelling sizes provide a fairly accurate information about ovulation timing 
(Higham et al. 2012). This enables effective herding and consortship during 
the most fertile phase of the female cycle. Third, consortships are more 
common during the 4 days that females are in the fertile phase or their cycle. 
However, females can be in consort several days before and after the fertile 
phase (Engelhardt, pers. comm.). Consorting pairs might travel away from the 
group for hundreds of meters and follower males are not uncommon (pers. 
obs.). In such cases, the maximum resource holding potential of a group would 
be reduced when there are consortships, due to the temporary reduction in 
group size.  
Male intergroup aggression is expected to occur and involve high-ranking 
males behaving as “hired guns” (Table 3.1). Crested macaque males show high 
reproductive skew towards high ranking males (Engelhardt et al. 2017); thus, 
high ranking males should benefit from intergroup aggression more than 
subordinate males. On the one hand, they would prevent out-group males 
from mating with in-group females. On the other hand, high ranking males 
may also be motivated to display intergroup aggression in order to dissuade 
out-group males from immigrating in their group. Migrations can destabilize 
within-group male hierarchy and put at risk their mating opportunities, since 
alpha-take overs are normally done by new males (Neumann et al. 2011, 
Marty 2015). Furthermore, high-ranking male intergroup aggression might be 
further motivated by the risk of infanticide. Alpha-male take-overs (Kerhoas 
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et al. 2014) and intergroup encounters (Chapter 4) can lead to infant 
mortality. Thus, males acting as “hired guns” are expected to regulate their 
actions during intergroup encounters according to mating opportunities (e.g. 
proportion of tumescent females) and offspring presence. 
There are currently no particular reasons to expect male resource 
defence, except for the fact that there is female within-group contest 
competition (Kerhoas et al. 2014), meaning that female reproduction might 
be improved through protection of resources. However, since male resource 
defence has been found in several species where conditions did not predict its 
presence (See Chapter 5 from Richter 2014 for a review), models accounting 
for this hypothesis are included (Table 3.1). Resource defence in males, as well 
as in females, was tested by re-utilizing several location-based proxies used in 
Chapter 2 (details are also described below) combined with the corresponding 
variables in each case . 
  
(continued in next page) 
Table 3.1 Predictions expected to be true if crested macaques present female resource defence, males as "hired guns”, male resource 
defence and/or male intragroup sexual coercion during intergroup encounters. 
Hypothesis Factor Prediction 
Female resource defence Number of females Groups with more females tend to win the encounters 
The more similar the groups encountering are in number of females, the higher the chances of 
draw and escalation 
Location-based payoffs Groups with higher location-based payoffs (i.e. higher intensity of use of space/closer to core 
area) tend to win 
The more similar the groups encountering are in location-based payoffs, the higher the chances 
of draw and escalation 
Proportion of infants Groups with lower proportion of infants per female tend to win 
The more similar the proportion of infants are between the groups encountering, the higher the 
chances of draw and escalation 
Female aggression Frequent and dependent on location-based payoffs  
Males as "hired guns" Number of males Groups with more males tend to win the encounters 
The more similar the groups encountering are in number of males, the higher the chances of 
draw and escalation 
Proportion of infants Groups with higher proportion of infants (potential offspring) per male tend to win 
The more similar the proportion of infants are between the groups encountering, the higher the 
chances of draw and escalation 
Proportion of tumescent females Groups with higher proportion of tumescent females per female tend to win 
The more similar the proportion of tumescent females is between the groups encountering, the 
higher the chances of draw and escalation 
Sex ratio Groups with lower sex ratio (f:m) tend to win the encounters 
The more similar the sex ratios between the groups encountering, the higher the chances of 
draw and escalation 
Male aggression  Frequent and dependent on the number of tumescent females, proportion of infants and sex 
ratio 
 
Males may defend access to females using the “hired guns” strategy or sexual coercion. Predictions exclusive of one hypothesis are in 
italics. These hypotheses are not mutually exclusive.   12
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Table 3.1 (continued) 
Hypothesis Factor Prediction 
Male resource defense Number of males Groups with more males tend to win encounters 
The more similar the groups encountering are in number of males, the higher the chances of draw and 
escalation 
Location-based payoffs Groups with higher location-based payoffs (i.e. higher intensity of use of space/closer to core area) tend 
to win 
The more similar the groups encountering are in location-based payoffs, the higher the chances of draw 
and escalation 
Male aggression  Frequent and dependent on location-based payoffs  
Male intragroup sexual 
coercion 
Proportion of tumescent females Groups with lower proportion of tumescent females per female tend to win 
The more similar the proportion of tumescent females is between the groups encountering, the higher 
the chances of draw and escalation 
Sex ratio Groups with higher sex ratio (f:m) tend to win the encounters (providing female resource defence) 
The more similar the sex ratios between the groups encountering, the higher the chances of draw and 
escalation 
Herding Frequent and dependent on the proportion of tumescent females 
Male aggression  Less likely the higher the proportion of tumescent females 
1
2
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Figure 3.1 Synthesis diagram showing how females and males may behave during 
intergroup encounters in crested macaques depending on their motivations.  
For each motivation, a prediction is done about what group would win other things being 
equal and what kind of strategy would that prediction evidence. * Indicates that female 
food defence is assumed to occur. Note that potential impact of infant presence on male 
behaviour was omitted since the figure was part of a poster presented in the 7th European 
Federation of Primatology Meeting, Strasbourg (France), August, 2017 and brevity was 
needed.  
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3.1.2.2. Predictions on likelihood of female intergroup 
aggression 
I investigated what factors predicted female (Table 3.2) and male (Table 
3.3) aggression as well as herding. Female aggression might follow the 
predictions of the socioecological models (Wrangham 1980, van Schaik 1989, 
Sterck et al. 1997). In such case, female aggression would be more likely to 
occur when both groups have similar numbers of females and subjective 
resource value (i.e. similar RHP and RV, Smith, Price 1973). However, female 
aggression might be constrained by male sexual coercion. In such case, female 
aggression would be more likely the 1) higher the sum of sex ratios, 2) the 
lower the total proportion of tumescent females, 3) when there is male 
aggression and 4) when there is no herding. All these factors contribute to a 
lesser degree or effectiveness of coercion in the following ways:  
1) The more females per male in an encounter, the more likely is that at 
least one female is able to attack the other group even if males exert herding 
and consortship (Brown 2015); 
2) The lower the proportion of tumescent females, the less likely would 
be herding to occur (Kitchen, Cheney et al. 2004, Muller, Wrangham 2009);  
3) If males are involved in intergroup aggression, they will not be 
available to coerce within group females. Then, females could attack the 
opponent group;  
4) If there is no herding, females would be freer to attack the opponent 
group other things being equal.  
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A third hypothesis regarding female aggression is that females act as 
supporters of male aggression. Females may free-ride systematically if male 
aggression is widely present during encounters due to male interests on 
preventing intergroup mating and deter potential migrant males. In such case, 
females may avoid participating on intergroup encounters unless male 
aggression is not sufficient to safeguard resources needed by females (Kitchen 
2006). In such cases, female aggression would be more likely when: males are 
aggressive, male odds are similar and so is the subjective resource value of 
both groups encountering (Table 3.2).  
 
 
 
 
 
 
 
 
   
Table 3.2 Hypotheses about the occurrence of female intergroup aggression and corresponding predictions together with the rationale of 
each prediction. Consult 3.5.3 for an explanation on the use of proportions as fixed factors and sum of sex ratios 
Hypothesis Predictions Rationale 
Female resource defence Female intergroup aggression will be more likely when:  
The number of females is similar between groups Equality of maximum RHP leads to contest escalation 
other things being equal 
The proportion of infants is similar between groups Presence of infants may decrease realized RHP. A similar 
proportion would keep similar RHP other things being 
equal 
The subjective RV of the IGE location is similar for both groups Equality of subjective RV leads to contest escalation other 
things being equal 
Male interference (Male mate 
access defence via sexual 
coercion) 
Female intergroup aggression will be more likely:  
The higher the sum of sex ratios (i.e. the more females per male 
there are in total when both groups are considered) 
The more females per male are present in an encounter, 
the less likely is that males can prevent all females from 
approaching the opponent group  
The lower the total proportion of tumescent females The lower the proportion of tumescent females the lower 
the chances of male mate guarding and the more females 
available for intergroup aggression other things being 
equal 
When there is male aggression  When males are involved in intergroup aggression they 
are not available to interfere with female intergroup 
aggression  
When there is no herding When there is no herding, females should be better able 
to perform intergroup aggression other thing being equal 
Females as male supporters Female intergroup aggression will be more likely when   
Both groups have a similar number of males Equality of maximum RHP leads to contest escalation 
other things being equal 
The subjective RV of the IGE location is similar for both groups Equality of subjective RV leads to contest escalation other 
things being equal 
Males are aggressive If females act as male intergroup aggression supporters 
instead of participating regularly to safeguard resources, 
females would be aggressive when males already are and 
RHP and RV between groups are similar.  
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3.1.2.3. Predictions on likelihood of male intergroup 
aggression 
Male aggression may appear in order to defend resources. In such case, 
male aggression would be more likely when both groups have similar numbers 
of males and subjective resource value (i.e. similar RHP and RV, Smith, Price 
1973). Moreover, males may dedicate part or all of the intergroup encounter 
to coerce females to prevent them from approaching outgroup males. In these 
situations, male aggression would be more likely when: 1) the sum of sex 
ratios is greater and 2) proportion of tumescent females are low and when 3) 
there is no herding (Table 3.3). The more females per male there are (1), the 
less likely is that herding is an effective strategy to prevent females from 
approaching outgroup males (e.g. when some females are herded others can 
approach since the males cannot herd them all at once). In such case, in might 
be more effective for males to switch to intergroup aggression than persist on 
herding.  If the proportion of tumescent females is low (2) the need for mate 
guarding is lower and males would be more available for intergroup 
aggression. If there is no herding (3), males should be available for intergroup 
aggression. Finally, males may act as “hired guns”. In such case, male 
aggression would be more likely the higher the total proportion of tumescent 
females, when the number of males is similar in both groups and when 
females participate in the intergroup aggression. When males act as “hired 
guns” they are aiming to defend females from outgroup male harassment 
(Rubenstein 1986). Females might be at greater risk of being harassed by 
outgroup males when they are tumescent and participating in intergroup 
aggression (i.e. close to the opponents).  
   
 
Hypothesis Predictions Rationale 
Male resource 
defence 
Male intergroup aggression will be more likely:  
The more similar the number of males between groups Equality of maximum RHP leads to contest escalation other things being 
equal 
The subjective RV of the IGE location is similar for both groups Equality of subjective RV leads to contest escalation other things being 
equal 
Sexual coercion Male intergroup aggression will be more likely:  
The greater the sum of sex ratios between groups (f : m) The greater the number of females per male, the less effective is 
coercion expected to be in protecting access to in-group females. Males 
would then be expected to defend mate access with intergroup 
aggression.  
The smaller the total proportion of tumescent females When the proportion of tumescent females is low, mate guarding is 
expected to be low. Thus, males would be available for intergroup 
aggression 
When there is no herding If there is no herding, males are expected to be available for intergroup 
aggression 
Hired guns  Male intergroup aggression will be more likely:  
The greater the total proportion of tumescent females The greater the proportion of tumescent females the greater the risk of 
outgroup male harassment. In-group males should prevent outgroup 
males from harassing in-group females accordingly 
When there is female aggression Females would be more at risk of outgroup male harassment when they 
participate in intergroup aggression and consequently are close to the 
opponent group. In-group males then should get involved in intergroup 
aggression to prevent out-group males from harassing in-group females 
The more similar the number of males between groups If between-group male odds are dissimilar, males in disadvantage may 
either withdraw or resort to herding, avoiding intergroup aggression. 
When odds are similar (similar male RHP), escalation is expected other 
things being equal 
Table 3.3 Hypotheses on the occurrence of male intergroup aggression and their corresponding predictions together with the  rationale of 
each prediction. Consult 3.5.3 for an explanation on the use of proportions as fixed factors and sum of sex ratios 
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3.1.2.4. Predictions on likelihood of herding 
Herding would be more likely the greater the total proportion of 
tumescent females, the lower the total sex ratio and the more dissimilar the 
number of males between groups.  First, herding is usually more likely towards 
females in oestrus (Kitchen, Cheney et al. 2004, Muller, Wrangham 2009). 
Thus, the more tumescent females per male, the more likely is herding 
expected to be. Second, the lower the total number of females per male, the 
more effective herding is expected to be as a strategy to prevent intergroup 
mating since each male would need to guard a smaller number of females. If 
females greatly outnumber males, mate access might be better defended 
through intergroup aggression than herding. Third, if the number of males 
greatly differs between groups, the males of the group with less males are 
expected to defend their mating opportunities more effectively by herding the 
females of their group than by confronting the more numerous males of the 
opponent group.  
 
3.1.2.5. Predictions on models fit: Group size + 
location-based payoff models versus 
reproductive strategies models  
Finally, given that female and male interests in crested macaques are 
likely to be at odds, I predict that models accounting for them (present 
chapter) would fit the data of intergroup outcome and intensity better than 
those models accounting for collective interests only (i.e. models including 
between-group differences in group size + between-group differences in 
location-based payoffs; chapter 2).  
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3.2. Methods 
3.2.1. DATA COLLECTION AND PREPARATION 
3.2.1.1. Study site and groups 
Information regarding the field site where the study was carried out as 
well as the groups studied can be found in chapter 2 (2.2.1.1).  
 
3.2.1.2. Number of females, males, infants and 
tumescent females 
Each working day, observers recorded the presence of all the adult group 
members seen during the day. In addition, they checked for the presence of 
each female’s infants (i.e. individuals younger than one-year-old) and scored 
female sexual skin tumescence states.  If more than one observer was 
following the group, they went together through the data and checked for 
completeness of records. 
 
Number of infants 
Most observers could not recognize infants individually. Therefore, daily 
accounts of infant presence were done based on whether their mother was 
seen nursing an infant at any point throughout the day. Crested macaques are 
considered infants from the day they are born until they are one-year-old. 
However, infants are fairly independent by the 5th month of age (Kerhoas 
2016), spending a good amount of time away from their mothers. This 
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decreases the chances of confirming their presence daily. Thus, the 
information on infant presence was extracted by checking their date of birth 
and then checking when was the last time their presence was recorded during 
their first year. Whenever an infant was recorded as present at any time 
between a given encounter and its first birthday, it was recorded as present 
in the group the day of the encounter, as long as its mother was within the 
group. It was thus assumed that infants do not leave the group without their 
mother and that if they were recorded after an encounter, they were alive and 
thus present in the group when the encounter took place. According to this, a 
variable was created with the number of infants present in each group 
involved in each encounter. 
 
Number of tumescent females 
Female sexual skin tumescence conveys reliable information about 
female crested macaque reproductive state (Higham et al. 2012). This 
information is used by males to concentrate their reproductive effort around 
the fertile period (Engelhardt, pers. comm.). Scoring of sexual skin 
tumescence was done following the coding system and descriptions depicted 
in Table 3.4.  
Table 3.4 Score system and definitions utilized to record female sexual skin tumescence 
Score Definition 
n No swelling. This includes when the swelling was limited to the tail area and was very subtle. 
1 Inflating. Sexual skin starting to swell, often first on the top, getting redder, wrinkles visible on the 
sides 
1-2 Sides start swelling too. Sexual skin swollen and red but still with some wrinkles 
2 Full swelling. Sexual skin red and fully swollen. No wrinkles and bright 
0 Deflating: sexual skin getting less swollen and red and with wrinkles often starting on the sides 
(Recorded only the first 2 days after state 2). 
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Tumescence scores employed in this study come from all the members 
working on the MNP during the data collection period of this project. This 
amounts to over 15 people with different schedules and working 
commitments. Due to these constrains, inter-observer reliability tests in the 
field were only possible between people working in the same team. Therefore, 
I tested inter-observer reliability a posteriori across all the data set I aimed to 
use. Fifty-nine observation days (41 for PB1 and 18 for R1) were randomly 
selected from those in which there were 2 or more observers with the group. 
The results showed that there was only a 20.3% of days in which all the 
observers following a given group agreed in all the scores. From the 37 days 
of the sample in which at least one observer scored a female as maximally 
tumescence (i.e. score 2, Table 3.4), all others observers scored the same for 
that particular female in 15 occasions (40.5%). However, many disagreements 
were caused because a number of observers consistently failed to fill the 
spreadsheets and observers with particularly low consistency with other 
observers. Once they were removed (Figure 3.2, Step 1), which left 44 days 
from the original 59, there was a 61.4% of cases in which the observers agreed 
in all the scores, as long as all the females in increasing of maximum state of 
tumescence (i.e. scores 1, 1-2 and 2; Table 3.4) were considered in the same 
class.  
The low reliability between observers was addressed by combining all 
available sources of information. The aim was to quantify as accurately as 
possible the number of females in scores 1, 1-2 and 2. These scores 
correspond to the fertile phase and the days before, which is when most of 
the consortships occur (Engelhardt, pers. comm.). First, I compiled all the 
available information on swelling scores for the groups involved in each of the 
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encounters that my team and I recorded. Every female scored by any given 
observer as 1, 1-2 or 2 was scored as 1. Empty cells and zeros were scored as 
0 (Figure 3.2, Step 2). This scoring method was estimated as the most 
conservative measure since many observers forgot to score females, meaning 
that when an observer left empty a cell for a female that had been scored as 
swollen by another observer, that female was likely to be at some state of 
tumescence.  Also, it was possible for a female to be 2 in the morning and 0 in 
the evening, but she was still likely to be consorted. The only exception for the 
scoring rule was when it was obvious that there was a typo (e.g. score a female 
whose cell is close to another who has been scored by everyone else except a 
particular observer). Likewise, if an observer scored 1-2 and everybody else 0, 
it was explored whether the female was deflating previously and if so, the 1-
2 was dismissed as a 0. Swellings with the description for 1-2 and 0 look very 
similar and normally it is only possible to tell them apart if the progression of 
the tumescence has been followed the previous days. Following these rules, I 
created a variable containing the number of females at any swelling state 
scored between 1 and 2, both inclusive, for each day in which an intergroup 
encounter occurred (Figure 3.2 Step 3).  
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Figure 3.2 Steps followed to calculate the final swelling scores used in the analyses from 
the raw data. 
Meaning of the original scores can be found in Table 3.4. AS, HS, OS, PS and QS are 
examples of monkey IDs. 
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3.2.1.3.  Location-based payoff proxies 
Geospatial data were collected on study groups daily travelling routes 
and location where intergroup encounters started. Detailed information 
about the procedure can be found in chapter 2 (2.2.1.3). These geospatial data 
were used to account for: the intensity of use of the areas where the 
intergroup encounters took place, the distance between the location where 
each intergroup started and the closest core area of each group and whether 
each encounter started in an area that was core for both, one or none of the 
groups involved. All these parameters were necessary to test for female and 
male resource defence strategies. Full data preparation can also be found in 
chapter 2 (C).  
 
3.2.2. DATA ANALYSIS 
3.2.2.1. Generalized Linear Mixed Models 
General procedure 
Investigation on the effect of female and male reproductive strategies on 
the chances of decided encounter, winning, aggression and herding was 
performed with binomial generalized linear mixed models (GLMM). The 
definition of GLMM and its components can be found in chapter 2 (2.2.2.2). 
The analytical approach used in this chapter follows a very similar procedure 
to what was done in the previous chapter. However, a full explanation of the 
analyses done is included below to give the reader full details on the statistical 
analyses performed.  
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GLMM were calculated in R (3.4.2. R Core Team 2017) using the function 
glmer of the package lme4 (Bates et al. 2016) with Laplace approximation. For 
each set of models (i.e. models with the same response variables), a null 
model was created in which no fixed factors were included. These null models 
only comprised the random factor (dyad) and control variables when needed. 
Possible control variables (duration of IGE and number of observers) were 
included if the model with potential control variables was significantly 
different from the empty null model (i.e. a model containing the random 
factors only) when a maximum likelihood ratio test was performed. Random 
intercepts were considered to account for variation between dyads. Random 
slopes, which would account for intra-dyad variation, were not included since 
a larger sample size than the one available would be needed for the models 
to converge (Grueber et al. 2011). Non-convergence effects range from failure 
to estimate parameters to overestimation of standard errors and confidence 
intervals. I used maximum likelihood ratio tests to verify whether fixed factors 
had a significant impact on the model and to test whether the models with 
fixed factors were significantly different from the null model of their set 
(Mundry 2011, Symonds, Moussalli 2011). If a full model was significantly 
different from the null but not all its fixed factors were, an additional model 
was included in the set keeping those factors significant in the full model 
(Mundry, Nunn 2008). Pearson partial correlations among the factors to be 
included within the same model were calculated to account for collinearity. 
Collinearity was further assessed using the function vif of the R package car 
(Fox, Weisberg 2011) to calculate the generalized variance-inflation factors 
(vif). If any vif of a full model was over 3, measures were taken to reduce 
collinearity (Zuur et al. 2010). These actions consisted in running the full model 
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in two different versions, each removing one of the variables with the highest 
vif values. This was enough to set the vifs below 2.  
Model selection was performed following recommendations of 
Symonds, Moussalli (2011) and using model selection tables generated with 
the function aictab package AICcmodavg (Mazerolle 2017). This function 
calculated the corrected Akaike Information Criteria (AICc, Hurvich, Tsai 
1989), which is recommended (Symonds, Moussalli 2011) for GLMM ran with 
small sample sizes (i.e. n/k<40; n=sample size, k= number of fitted parameters 
in the most complex model). AICc values are used to assess which of the 
models fit the data better. In addition, the function calculates the ∆AICc, 
which can be used to discriminate whether there is a model which fits the data 
much better than the others. If, on the contrary, several models show similarly 
close fit, model averaging is needed. Model averaging consists of computing 
predictions by calculating a weighted mean for each fixed factor, where the 
weights are the model probabilities (Burnham et al. 2011). In this sense, I used 
the criterion proposed by Symonds, Moussalli (2011) and considered those 
models with a ∆AICc≤2 to be as good as the best model. When this criterion 
was met and the models with ∆AICc≤2 were not nested, model averaging was 
performed on the top subset of models (Grueber et al. 2011).  If the models 
were nested, the simpler one was considered as the best fit. Model averaging 
was done using the function model.aveg of the MuMIn R package (Barton 
2017) over the subset of models with ∆AICc≤2. The function confint of the 
same package was used to calculate confident intervals of the factors included 
in the model averaging. Unconditional model averaging was used as opposed 
to conditional/natural model averaging. Unconditional model averaging is 
recommended when the aim is to find the best model to fit the data 
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(Burnham, Anderson 2002), as in this case. Evidence ratios were also 
calculated to further understand to what extend the competing models fit the 
data worse than the best model. Evidence ratios provide a metric of how many 
times the best model is more likely than the model which is being compared. 
Evidence ratios were calculated using the function evidence from the R 
package AICcmodavg (Mazerolle 2017).  Additionally, R2 was calculated as a 
measure of effect size. The parameters calculated were R2GLMM (i.e. the 
variance explained by fixed factors) and the conditional R2GLMM (i.e. the 
variance explained by both fixed and random factors). This was done using the 
function r.squaredGLMM of the package MuMIn (Barton 2017), based on the 
work of  Nakagawa, Schielzeth (2013) . 
Best models of the previous chapter (2.3) were recalculated with the 
database employed in this chapter and compared with the new models.  
  
Models to predict the probability of draw, aggression and contact 
aggression in an encounter 
The models carried out for the response variables “draw”, “aggression 
(y/n)” and “contact aggression” required absolute values of each fixed factor. 
Absolute values provide information about the magnitude of the asymmetry 
between groups without information on the direction of the asymmetry. For 
each response variable, two sets of models were run, one with female-related 
variables and another with male-related variables. Each set contained three 
full models. Every full model contained 5 fixed factors: 1) absolute difference 
in the number of individuals of a given sex, 2) proportion of infants, 3) 
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proportion of tumescent females, 4) location-based payoff proxy and 5) sex 
ratio.  
 Sex ratio was calculated as the absolute value of the difference between 
the ratio of females per male in one of the groups and the ratio of females per 
male in the opponent group. Calculation of the other variables are detailed in 
Table 3.5 and Table 3.6. 
Models on the probability of decided encounter and contact aggression 
were performed twice. The first time included all data available for the dyads 
under study. For the second time, the information on the 2 encounters 
available for the dyad PB1-R2 was removed. This was considered necessary 
since these 2 encounters had a substantial effect on the direction of the 
results due to both groups having similar numbers of females and males and 
both encounters ending in draws.  
Table 3.5 Social fixed factors employed in the models to investigate probability of decided 
encounter, aggression and contact aggression.  
Set of models Variable name Meaning 
Females Absolute No. Females |No. females group 1-No. females group 2| 
Absolute Pr. Infants per 
female 
| (No. infants group 1/ No. females group 1) - (No. 
infants group 2/ No. females group 2)| 
Absolute Pr. Tumescent 
females per female 
| (No. fertile females group 1/ No. females group 1) -
(No. fertile females group 2/ No. females group 2)| 
Males Absolute No. Males |No. males group 1-No. males group 2| 
Absolute Pr. Infants per 
male 
| (No. infants group 1/ No. males group 1)-(No. infants 
group 2/ No. males group 2)| 
Absolute Pr. Tumescent 
females per male 
| (No. fertile females group 1/ No. males group 1)-(No. 
fertile females group 2/ No. males group 2)| 
The calculation of the social fixed factor “sex ratio” can be found in the text above. 
Consult 3.5.3 for an explanation on the use of proportions as fixed factors. 
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Table 3.6 Location-based payoff fixed factors employed in the models to investigate 
probability of decided encounter, aggression and contact aggression. 
Factor Variable 
group 
Variable name Meaning 
Location-
based 
payoff 
Intensity of 
use 
Absolute 
intensity of use 
|Intensity of use of the location of the IGE by group 1-
Intensity of use of the location of the IGE by group 2| 
Distance to 
core area 
Absolute 
distance to core 
area 
|Distance from location of IGE to the closest core area of 
the group 1-Distance from location of IGE to the closest 
core area of the group 2| 
Categorical 
distance to core 
b= The location of IGE was in a core area for both groups; 
y= The location of IGE was in a core area of only one of 
the groups; n=The location of IGE was not in a core area 
of any of the groups 
 
 
Models predicting the probability of winning an encounter 
Relative measurements of the fixed factors were needed to investigate 
what characteristics had the groups that won encounters (Table 3.7). In order 
to do this, a focal group per dyad needed to be selected. Thus, a focal group 
was randomly selected per each dyad (details in chapter 2). 
 The structure of the full models was the same as for the previous ones 
(above). This means that there were two sets of full models run, one with 
male-based factors and another with female-based factors. Each set 
contained two models, one with each fixed factor for location-based payoffs. 
The location-based payoff proxies used this time were: relative intensity of 
use (i.e. Intensity of use of the location of the IGE of the focal group minus the 
Intensity of use of the location of the IGE of the other group) and relative 
distance to core area (i.e. Distance from the location of the IGE to the closest 
core area of the focal group minus the distance from the location of the IGE 
to the closest core area of the other group). Every full model contained 
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relative sex ratio (i.e. the difference between the ratio of females per male in 
one of the groups and the ratio of females per male in the opponent group) 
as a fixed factor.   
 
Table 3.7 Social fixed factors employed in the models to investigate probability of 
winning an encounter 
Set of models Name Meaning 
Females Relative No. Females No. females group 1-No. females group 2 
Relative No. Infants per 
female 
(No. infants group 1/ No. females group 1) - (No. infants 
group 2/ No. females group 2) 
Relative Pr. Tumescent 
females per female 
 (No. tumescent females group 1/ No. females group 1) 
-(No. tumescent females group 2/ No. females group 2) 
Males Relative No. Males No. males group 1-No. males group 2 
Relative No. Infants per 
male 
 (No. infants group 1/ No. males group 1) -(No. infants 
group 2/ No. males group 2) 
Relative No. Fertile females 
per male 
 (No. fertile females group 1/ No. males group 1) -(No. 
fertile females group 2/ No. males group 2) 
Consult 3.5.3 for an explanation on the use of proportions as fixed factors. 
 
Female aggression 
Five competing models were tested to explain the likelihood of female 
aggression (Table 3.8). Three of them represented versions of what would be 
expected by socioecological models (Wrangham 1980, van Schaik 1989, Sterck 
et al. 1997). They contained the fixed factors absolute between-group 
difference in the number of females and the absolute between-group 
difference in the proportion of infants. In addition, each contained one of the 
location-based payoff proxies with absolute values (Table 3.6). The fourth 
model accounted for male interference. This model included factors that were 
expected to reduce female active participation due to male coercion. These 
factors were: the sum of the sex ratios of the contesting groups (i.e. sex ratio 
f:m group 1+ sex ratio f:m group 2), the sum of the proportion of tumescent 
females per male (i.e. [No. tumescent females group 1/ No. males group 1] + 
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[No. tumescent females group 2/ No. males group 2]), male intergroup 
aggression (presence/absence) and herding (presence/absence). The fifth 
model accounted for the possibility that female aggression was restricted to 
those situations in which male odds were similar between groups and females 
participated in support to defend resources when free-riding from males 
stopped being a profitable option (e.g. Kitchen 2006) . The factors included in 
this model were: the absolute between-group difference in the number of 
males, occurrence of male aggression and absolute between-group difference 
in intensity of use of intergroup location. Total number of adult females 
between the two groups was considered as a control variable. This was in 
addition to the control variables considered for all the models (i.e. duration of 
intergroup encounter and number of observers). 
 
Table 3.8 Models analysed to explore what factors predict female intergroup aggression. 
Hypothesis Fixed factors  
Female resource defence Abs. No. Females + Abs. Pr. Infants + Abs. Intensity of Use of IGE location 
Abs. No. Females + Abs. Pr. Infants + Abs. Distance to closest core area 
from IGE location 
Abs. No. Females + Abs. Pr.  Infants + Categorical location of IGE  
Male interference Sum sex ratios + Sum Pr. Tumescent females per male + Male aggression 
+ Herding 
Females as male supporters Male aggression + Abs. No. Males+ Abs. Intensity of Use of IGE location 
Control variables included in all models were: Duration of IGE, number of observers and 
total number of females in the two groups. Abs.=Absolute between-group difference; 
Sum=Sum of the values of both groups involved. Consult 3.5.3 for an explanation on the 
use of proportions as fixed factors and the sum of ratios. 
 
Male aggression 
Five competing models were tested to explain the likelihood of male 
aggression (Table 3.9). One model aimed to test the “hired guns” hypothesis. 
This model included the fixed factors: sum of the proportions of tumescent 
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females in both groups male (i.e. [No. tumescent females group 1/ No. males 
group 1] + [No. tumescent females group 2/ No. males group 2]), female 
aggression (presence/absence) and absolute between-group difference in the 
number of males. Another model tested whether male aggression responded 
to the male role as sexual coercers. This model included the fixed factors: sum 
of the proportions of tumescent females in both groups, total number of 
females (i.e. No. females group 1 + No. females group 2) and whether there 
was herding (presence/absence). Finally, three models aimed to test for male 
resource defence. These models included the absolute between-group 
difference in the number of males plus one of the factors accounting for 
location-based playoffs (Table 3.6). 
Total number of adult males between the two groups was considered as 
a control variable. This was in addition to the control variables considered for 
all the models (i.e. duration of intergroup encounter and number of 
observers). 
 
Table 3.9. Models analysed to explore what factors predict male intergroup aggression.  
Hypothesis Fixed factors  
Hired guns  Sum Pr. Tumescent females + Female aggression + Abs. No. Males 
Sexual coercion Sum Pr. Tumescent females + Sum females + Herding 
Male resource defence Abs. No. Males + Abs. Intensity of Use of IGE location 
Abs. No. Males + Abs. Distance to closes core area from IGE location 
Abs. No. Males + Categorical location of IGE  
The control variable for all the models was duration of IGE. Consult 3.5.3 for an 
explanation on the use of proportions as fixed factors and the sum of ratios 
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Herding 
I tested whether the occurrence or herding depended on the total 
number of tumescent females, the total sex ratio and the absolute difference 
of the number of males. Duration of intergroup encounter and number of 
observers were included as control variables.  
 
3.2.2.2. Statistical exploration of the duration of 
intergroup encounter as a response variable 
 
The distribution of response variable “duration of IGE” of the encounters 
analysed in this encounter had a beta distribution (function descdist of the R 
package fitdistrplus (Delignette-Muller et al. 2017)). There is currently an R 
package able to produce GLMM with beta distributed responses (glmmADMB, 
Bolker et al. 2012). However, the information available for glmmABMB and 
GLMM with beta distributed response variables is limited and requires highly 
advanced skills in GLMMs. Due to the time constraints of the project, 
Spearman rank correlation tests were used instead to explore the relationship 
between each independent variable and duration. The relationships were 
studied per each dyad separately. To account for the risk of false positives, 
Bonferroni correction was applied as appropriate (see 3.2.2.2 for details). 
Additionally, Kruskal-Wallis tests were performed to investigate whether the 
duration of intergroup encounters depended on whether there was female 
and/or male aggression. 
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3.3. Results 
The maximum number of encounters included in this set of analyses was 
106. These were the encounters for which information for all the variables 
under study had been collected out of the total 163 encounters recorded.  
These 106 encounters included information from the 3 possible dyads formed 
by the focal groups. Variability within fixed factors specific to the models of 
the present chapter are summarized in Table 3.10. 
Table 3.10. Mean, standard deviation and range of the absolute differences between 
groups on the fixed factors under study which were not included in chapter 2.  
  Average ± SD Min Max 
A
b
so
lu
te
 b
et
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No. females 7.4±1.7 2 9 
No. males 6.43±0.99 1 8 
Infants per female 0.19±0.09 0 0.46 
Infants per male 2±0.79 0.65 4.23 
Fertile females per female 0.14±0.09 0 0.34 
Fertile females per male 0.33±0.25 0.02 1 
Sex ratio (f:m) 2.42±0.62 0.45 4.83 
 
Several fixed factors for the female-based model were significantly 
correlated with each other in both the absolute values (Table 3.11) and the 
relative ones (Table 3.12). However, these relationships were weak and did 
not affect the co-linearity of the models as measured by vif. In the case of the 
fixed factors for male-based models, correlations between some factors were 
both significant and strong (Table 3.13 and Table 3.14), and affected the 
collinearity, as explained in the following sections.  
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Table 3.11. Pearson correlations between fixed factors used in the female-based models 
with absolute values (Draw/Decided IGE; Aggressive/Non-aggressive IGE; Low/High level 
of aggression during IGE).  
 Absolute between-group difference in 
Absolute between-group 
difference in 
 No. 
Females 
 Pr. Infants per 
female 
 Pr. Tumescent females per 
female 
 Pr. Infants per females 0.08   
 Pr. Tumescent females per female 0.02 0.23  
 Sex ratio (f:m) -0.22* 0.42*** -0.04 
P<0.05*; p<0.01**; p<0.001*** If level of significance is not indicated, it means that the 
correlation was not significant. 
 
 
Table 3.12. Pearson correlations between fixed factors used in the female-based model 
to investigate what factors affect the probability of winning an encounter.  
 Relative between-group difference in 
Relative between-group 
difference in  
 No. Females  Pr. Infants per female  Pr. Tumescent females per 
female 
 Pr. Infants per females 0.05   
 Pr. Tumescent females per 
female 
-0.06 -0.24  
 Sex ratio (f:m) 0.33** 0.31 0.03 
P<0.05*; p<0.01**; p<0.001*** If level of significance is not indicated, it means that the 
correlation was not significant. 
 
 
Table 3.13. Pearson correlations between fixed factors used in the male-based models 
with absolute values (Draw/Decided IGE; Aggressive/Non-aggressive IGE; Low/High level 
of aggression during IGE).  
 Absolute between-group difference in 
Absolute between-group difference 
in 
 No. 
Males 
 Pr. Infants per 
male 
 Pr. Tumescent females per 
male 
 Pr. Infants per male -0.25**   
 Pr. Tumescent females per male 0.07 0.10  
 Sex ratio (f:m) 0.55*** 0.74*** -0.13 
P<0.05*; p<0.01**; p<0.001*** If level of significance is not indicated it means that the 
correlation was not significant. 
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Table 3.14. Pearson correlations between fixed factors used in the female-based model 
to investigate what factors affect the probability of winning an encounter.  
 
 Relative between-group difference in 
Relative between-group difference 
in  
 No. 
Males 
 Pr. Infants per 
male 
 Pr. Tumescent females per 
male 
 Pr. Infants per male 0.19   
 Pr. Tumescent females per male -0.07 -0.22*  
 Sex ratio (f:m) -0.58*** 0.72*** 0.12 
P<0.05*; p<0.01**; p<0.001*** If level of significance is not indicated, it means that the 
correlation was not significant. 
 
3.3.1. DID FEMALE OR MALE STRATEGIES EXPLAIN WHETHER 
ENCOUNTERS ENDED IN A DRAW?  
 
The analyses exploring whether female or male strategies influenced if 
an encounter was decided included information on 106 encounters and 3 
dyads. The potential control variables (i.e. “duration of IGE” and “Number of 
observers”) did not improve the corresponding null model (Likelihood test: 
χ2=3.5406; df= 2; p=0.1703). Therefore, they were not included in this set of 
models.  
The co-linearity of the male-based full models was high due to the fixed 
factors “Absolute between-group difference in proportion of infants per 
male” and “Absolute between-group difference in sex ratio”. Consequently, 
for each location-based payoff factor, 2 male-based models were run, each 
excluding one of the problematic variables. This procedure had to be repeated 
when analysing all the other response variables.  
No single model stood up clearly as the best fitting model. Seven out of 
the 13 models investigated had a ∆AIC and evidence ratio lesser than 2 (Table 
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3.15). This means that they were roughly equivalent in terms of providing 
information about the probability of decided encounter. Accordingly, model 
averaging was performed over these 7 models.  
  
Table 3.15. AICc model selection table with R2 values and evidence ratios for all the models run to investigate whether female or male 
strategies affect the chances of an encounter to be decided (N=106 encounters; dyads=3).   
 
    
K AICc ∆AICc AICcWt R2m R2c 
Abs. No. Males + Abs. Pr. Tumescent females + Abs. Sex ratio + Categorical type of location of IGE 7 109.01 0 0.18 0.29 0.29 Na 
Abs. No. Males + Abs. Pr. Infants 4 109.26 0.25 0.16 0.15 0.15 1.13 
Abs. No. Males + Abs.  Sex ratio 4 109.32 0.31 0.15 0.01 0.01 1.17 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females + Categorical type of location of IGE 7 109.69 0.68 0.13 0.29 0.29 1.41 
Abs. No. Males + Abs. Pr. Tumescent females + Abs.  Sex ratio + Intensity of use of location of IGE 6 109.98 0.97 0.11 0.17 0.19 1.62 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females + Intensity of use of location of IGE 6 110.35 1.33 0.09 0.03 0.03 1.62 
Abs. No. Males + Abs. Pr. Tumescent females + Abs.  Sex ratio + Distance to core area from location of 
IGE 
6 110.64 1.63 0.08 0.21 0.21 1.95 
Abs. No. Males + Abs. Pr. Infants+ Abs. Pr. Tumescent females + Distance to core area from location of 
IGE 
6 111.42 2.41 0.05 0.01 0.01 2.26 
Abs. Pr. Infants (per male) 3 114.12 5.11 0.01 0.19 0.19 3.34 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs.  Sex ratio + Distance to core area 
from location of IGE 
7 114.77 5.76 0.01 0.05 0.05 12.85 
Null model 2 115.01 5.99 0.01 0.02 0.04 20 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs.  Sex ratio + Intensity of use of 
location of IGE 
7 116.07 7.06 0.01 0.00 0.00 34.06 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs.  Sex ratio + Categorical type of 
location of IGE 
8 117.05 8.04 0 0.15 0.15 55.65 
Abs.=Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented.
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Unconditional model averaging pointed towards the importance of the 
absolute number of males (Table 3.16). The difference in the proportion of 
infants as well as sex ratio (females to males) also played a significant role if 
confidence intervals are considered (Table 3.16). Nonetheless, their relative 
importance was smaller than that of the number of males. The variables 
accounting for location-based payoffs had little statistical support in 
comparison with the other factors. The absolute between-group difference in 
number of males between groups was positively related to the probability of 
decided encounter. Absolute values of the between-group differences in sex 
ratio and proportion of infants per male were negatively related. This means 
that encounters were more likely to end in a draw when the number of males 
were similar, but the groups differed on the proportion of infants and in sex 
ratios.  
  
Table 3.16 Model averaging coefficients, confidence intervals and relative importance of each fixed factor included in the top fitting models 
for the response variable “Decided IGE” (N=106; dyads=3). 
 
Abs.=Absolute between-group difference in.  Averaging calculated with MuMin package, functions model.avg and confint. 
  
 
 Unconditional model averaging coefficients CI Relative importance 
 Est. SE Adj. SE z-value Pr(>|z|) 2.5% 97.50% No. models Importance 
(Intercept) -1.33 1.99 2.01 0.66 0.51 -5.27 2.61 NA - 
Abs. No. males 0.80 0.34 0.34 2.33 0.0197* 0.13 1.47 7 1 
Abs. Pr. Tumescent females per male -1.01 1.16 1.17 0.86 0.39 -3.75 0.66 5 0.65 
Abs. Sex ratio (f: m) -0.62 0.62 0.62 0.99 0.32 -1.93 -0.19 4 0.58 
Categorical core area (n) -0.05 0.70 0.71 0.06 0.95 -2.52 2.25 2 0.34 
Categorical core area (y) 0.54 1.14 1.15 0.47 0.64 -1.33 4.50 NA - 
Abs. Pr. Infants per male -0.33 0.45 0.45 0.74 0.46 -1.45 -0.12 3 0.42 
Abs. Intensity of use of IGE location 0.00 0.01 0.01 0.42 0.68 -0.01 0.04 2 0.22 
Abs. Distance to core area 0.00 0.00 0.00 0.24 0.81 0.00 0.00 1 0.09 
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The best model for the probability of decided encounter in the previous 
chapter included absolute between-group difference in group size (2.3.1). 
When this model was recalculated with the current data set, I obtained an 
AICc of 109.91. Thus, it was the 5th best model in terms of AICc. Its R2m was 
0.14, R2c 0.17 and its evidence ratio was 1.56. Therefore, this model’s fit was 
close to that of the best models presented above but did not outperform 
them. When the 2 encounters between the groups of comparable size, R2 and 
PB1, were removed, the picture changed slightly. This time, 5 out of 11 models 
performed in this occasion had ∆AICc values lower than 2 (Table 3.17). Model 
averaging was again necessary.  
 
  
 
Table 3.17 AICc selection table with R2 values and evidence ratios for all the models run to investigate whether female and/or male strategies 
affect the chances of an encounter to be decided; once the two encounters PB1-R2 are removed (N=104 encounters; dyads=2).   
 
 GLMM R2 Ev. ratio 
K AICc ∆AICc AICcWt R2m R2c 
Abs. Sex ratio 3 107.03 0.00 0.25 0.0001 0.0001 NA 
Abs. No. Males + Abs. Pr. tumescent females + Abs. Sex ratio + Intensity of use of location of IGE 6 108.08 1.04 0.15 0.0385 0.0415 1.69 
Abs. No. Males  + Abs. Pr. Infants + Abs. Pr. tumescent females + Intensity of use of location of 
IGE 
6 108.33 1.29 0.13 0.1600 0.1600 1.91 
Abs. No. Males + Abs. Pr. tumescent females + Abs. Sex ratio + Categorical type of location of 
IGE 
7 108.45 1.42 0.12 0.2178 0.2178 2.03 
Null model  2 108.75 1.72 0.11 0.0000 0.0000 2.37 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. tumescent females + Categorical type of location of 
IGE 
7 109.10 2.07 0.09 0.2196 0.2196 2.81 
Abs. No. Males + Abs. Pr. tumescent females + Abs. Sex ratio + Distance to core area from 
location of IGE 
6 109.94 2.91 0.06 0.1225 0.1225 4.28 
Abs. No. Males + Abs. Pr. Infants+ Abs. Pr. tumescent females + Distance to core area from 
location of IGE 
6 110.49 3.46 0.04 0.0003 0.0013 5.64 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. tumescent females + Abs. Sex ratio + Intensity of 
use of location of IGE 
7 112.06 5.03 0.02 0.0003 0.0003 12.34 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. tumescent females + Abs. Sex ratio + Distance to 
core area from location of IGE 
7 113.54 6.51 0.01 0.0002 0.0002 25.9 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. tumescent females + Abs. Sex ratio + Categorical 
type of location of IGE 
8 114.31 7.28 0.01 0.1401 0.1401 38.14 
Abs.= Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= Conditional 
R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more parsimonious 
than the model where the value of the ratio is presented. Sex ratio is females to male.
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Table 3.18 Model averaging coefficients, confidence intervals and relative importance of each fixed factor included in the top fitting models 
for the response variable “draw” , once the 2 encounters PB1-R2 are removed (N=104; dyads =2). 
 
Abs. = Absolute between-group difference. Model averaging calculated with MuMin package, functions model.avg and confint.  
 
 
 Unconditional model averaging coefficients CI Relative importance 
 Est. SE Adj. SE z value Pr(>|z|) 2.5% 97.50% No. models Importance 
(Intercept) 1.58 2.51 2.53 0.62 0.53 -3.38 6.53 NA - 
Abs. Sex ratio (f:m) -0.61 0.55 0.55 1.11 0.27 -1.75 -0.01 3 0.69 
Abs. No Males 0.26 0.44 0.44 0.59 0.55 -0.49 1.47 3 0.53 
Abs. Pr. Tumescent females -0.84 1.13 1.13 0.75 0.46 -3.77 0.58 3 0.53 
Abs. Intensity of use of IGE location 0.01 0.01 0.01 0.58 0.56 -0.01 0.04 2 0.37 
Abs. Pr. Infants per male -0.13 0.32 0.32 0.41 0.68 -1.44 -0.08 1 0.17 
Categorical IGE area (n) 0.01 0.47 0.48 0.02 0.98 -2.27 2.39 1 0.16 
Categorical IGE area (y) 0.27 0.85 0.85 0.32 0.75 -1.19 4.54 NA - 
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No fixed factor emerged as significant after performing model averaging 
(Table 3.18). However, absolute between-group differences in sex ratios and 
proportion of infants continued having confident intervals that did not contain 
zero. This was not the case anymore for the number of males.  When the best 
model of the previous chapter was re-run with the database without PB1-R2, 
its AICc was 109.91, its ∆AICc 2.88 and its evidence ratio 4.21. The variance it 
explained was low (R2m=R2c=0.03). 
Overall, it seems that absolute between-group differences in the number 
of males had a major impact due to the 2 encounters between PB1 and R2 
(Figure 3.3, A & B). On the contrary, the effect of the absolute between-group 
difference in the proportion of infants (Figure 3.3, C & D), tumescent females 
(Figure 3.4, A & B) and sex ratio (Figure 3.4, C & D), remained fairly constant. 
The effect of the location-based payoff proxies continued being weak under 
both conditions.   
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Figure 3.3. Predicted probability of decided encounter by the fixed factors absolute 
number of males and absolute proportion of infants per male.  
The first column (A & C) corresponds to the model with all the dyads (N=106). The second 
column (B & D) corresponds to the model without the dyad PB1-R2 (N=104). Plots 
showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with confidence regions as well as the observations 
(function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict individual 
observations (i.e. intergroup encounters). Note that dot locations do not reflect exact 
values of the data to avoid over-plotting. Black lines represent predicted probabilities; 
grey areas represent the confidence regions of the prediction.  
  
ALL IGE CONSIDERED (N=106) EXCLUDING PB1-R2 IGE (N=104) 
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ALL IGE CONSIDERED (N=106) EXCLUDING PB1-R2 IGE (N=104) 
  
 
 
Figure 3.4 Predicted probability of decided encounter by the fixed factors absolute 
proportion of tumescent females per male and absolute sex ratio (females per male).  
The first column (A & C) corresponds to the model with all the dyads (N=106). The second 
column (B & D) corresponds to the model without the dyad PB1-R2 (N=104). Plots 
showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with confidence regions as well as the observations 
(function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict individual 
observations (i.e. intergroup encounters). Note that dot locations do not reflect exact 
values of the data to avoid over-plotting. Black lines represent predicted probabilities; 
grey areas represent the confidence regions of the prediction.  
  
Chapter 3: Effect of female and male reproductive strategies in IGEs 
 
 
158 
 
3.3.1.1. Post-hoc examination of the fixed factors with 
higher relative importance and support 
explaining the probability of decided 
encounter 
The results of the GLMMs examining the chances of decided encounters 
could have been due to an interaction between the differences between 
groups in number of males, which here functions as an approximation of RHP 
difference, and the factors reflecting potential payoffs (i.e. differences in the 
proportion of tumescent females, infants and sex ratio). Potential payoffs may 
have favoured groups with less males influencing the between-group 
difference in realized RHP and making it equivalent between opponent 
groups. For example, if the group with more males always tends to have more 
tumescent females per male, there might be more males herding and 
consorting in the larger group at any given time, reducing the number of males 
actively participating in intergroup aggression. Indeed, R1, which was the 
group with more males, tended to have a greater proportion of tumescent 
females and a lower proportion of infants per male and females per male 
(Figure 3.5).  
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In order to test whether interactions existed, I produced six GLMMs with 
the response variable “Decided encounter”, the random factor “dyad” and the 
2 fixed factors. All the models had the “absolute between-group difference in 
the number of males” and one of the three variables which resulted more 
explanatory in the full models (i.e. absolute between-group difference in 
proportion of infants per male, absolute between-group difference in sex ratio 
and absolute between-group difference in proportion of tumescent females 
per male). Each model included the interaction between the two fixed factors. 
There were two models for each pair of fixed factors. One using the data set 
with all the IGE used in the models in 3.3.1 (N=106) and another excluding the 
Figure 3.5. Box-plots representing A) the number of males, B) infants per male, C) 
sex ratio (females per male) and D) tumescent females per male for each group. 
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two encounters PB1-R2 (N=104). These GLMMs showed no interaction 
between the variable “absolute between-group difference in the number of 
males” and the others, although one of them was at the verge of statistical 
significance. This was the model including the fixed factor absolute difference 
in the proportion of tumescent females per male including all encounters 
(Interaction abs. number males * abs. pr. tumescent females per male: 
Estimate= -2.8; S.E.=1.4. p=0.051; Figure 3.6). However, when PB1-R2 were 
removed the interaction was far from being significant (Interaction abs. 
number males * abs. pr. tumescent females per male: Estimate= -2.5; S.E.=1.5. 
p=0.11). 
 
 
Figure 3.6. Predicted probability of decided encounter per absolute between-group 
difference in the number of males and absolute between-group difference in the 
proportion of tumescent females per male (N=106).  
Each line represents an empirical absolute difference in the number of males. 
Probabilities for the graph were calculated according to the formula: P(Yi = 1 | X) = (1 + 
exp [ − β0 − β1 Xi1 − β2 Xi2-β3  Xi1Xi2])− 1 (based on Tsai, Gill 2013).  
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3.3.2. DID FEMALE OR MALE STRATEGIES EXPLAIN WHICH GROUP 
WINS AN ENCOUNTER? 
Removing the encounters that ended in draw and those with incomplete 
information left a total of 94 intergroup encounters between 2 dyads, PB1-R1 
and R1-R2. The potential control variables “duration of intergroup encounter” 
and “number of observers” were not included since they did not significantly 
affect the goodness of fit of the model (Likelihood ratio test: χ2= 4.23; df= 2; 
p=0.12).             
The two female-based models including the fixed factor “relative 
between-group difference in intensity of use of location of IGE” were highly 
supported by all measurements (Table 3.19). First, they were the only two 
models significantly different from the null model (Likelihood test ratio: Full 
model: χ2=14.99; df=5; p<0.05; Adjusted model: χ2=13.72; df=4; p<0.01). 
Second, their fixed factors explained over 10% more of variability than any 
other model (Table 3.19). Third, the next best model in terms of AICc was 
separated by an evidence ratio of 10.01, with the next models increasingly and 
notably less likely (Table 3.19). Since the two best models were nested, the 
model containing less variables was considered the best model (Table 3.20).  
Chances of winning an encounter were higher for the group with more 
females (Figure 3.7; A) in which less of them were tumescent (Figure 3.7; B). 
Also for the group that had less females per male than the other group (Figure 
3.7; C) and that most intensely used the area of encounter (Figure 3.7; D). 
Additionally, the lower the proportion of infants per female, the higher the 
chances of winning. However, the proportion of infants did not meet the 
criteria to be maintained in the adjusted model and had less relative 
importance than the other factors.  
  
Table 3.19 AICc selection table with R2 values and evidence ratios for all the models ran to investigate whether female or male strategies 
affect the chances of winning an encounter(N=94; dyads=2).  
 
 Model selection based on AICc R2  
 K AICc ∆AICc AICcWt R2m R2c Ev. 
ratio 
Rel. No. Females +Rel. Pr. Tumescent females + Rel. Sex ratio + Rel. Intensity of use of IGE location 6 125.43 0.00 0.52 0.25 0.25 NA 
Rel. No. Females + Rel. Pr. Infants + Rel. Pr. Tumescent females + Rel. Sex ratio +Rel. Intensity of use 
of IGE location 
7 126.50 1.06 0.31 0.28 0.28 1.70 
Rel. No. Males + Rel. Pr. Infants + Rel. Pr. Tumescent females +Rel. Intensity of use of IGE location 6 130.04 4.61 0.05 0.13 0.27 10.01 
Rel. No. Males + Rel. Pr. Tumescent females + Rel. Sex ratio +Rel. Intensity of use of IGE location 6 130.28 4.85 0.05 0.12 0.27 11.29 
Null model 2 130.32 4.88 0.05 0.00 0.10 11.5 
Rel. No. Females + Rel. Pr. Infants + Rel. Pr. Tumescent females + Rel. Sex ratio + Rel. Distance to core 
from IGE location 
7 132.36 6.93 0.02 0.19 0.19 31.97 
Rel. No. Males + Rel. Pr. Infants + Rel. Pr. Tumescent females + Rel. Distance to core from IGE location 6 133.78 8.34 0.01 0.07 0.21 64.84 
Rel. No. Males + Rel. Pr. Tumescent females + Rel. Sex ratio + Rel. Distance to core from IGE location 6 134.38 8.94 0.01 0.06 0.22 87.56 
Rel.= Relative between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented.
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Table 3.20. Estimation of the coefficient of the fixed factors retained in the best model 
for predicting the probability of winning an encounter.  
Fixed Factor Est. S.E. Z value Pr(>|z|) Eff. Size 
(Intercept) -5.95 2.11 -2.82 <0.01 NA 
Rel. No. Females 0.51 0.19 2.66 <0.01 0.57 
Rel. Pr. Tumescent females per female -5.24 2.72 -1.92 0.05 0.5 
Rel. Sex ratio (f:m) -1.19 0.45 -2.67 <0.01 0.75 
Rel. Intensity of use of IGE location 0.02 0.01 2.64 <0.01 0.67 
N=94; dyads=2. Rel.= Relative between-group difference in. Est.=Estimate. S.E. =Standard 
error. Eff. Size= Effect size. 
 
The best two models of this series also outperformed the best model 
from the previous chapter (i.e. a model including relative group size and 
intensity of use of space with the interaction between them; 2.3.2.3). When it 
was recalculated with the database utilized this time, its AICc was 127.01. 
Thus, it was the 3er best model in terms of AICc. However, the variance 
explained by its fixed factors was lower (R2m=0.13; R2c=0.26) and the evidence 
ratio was 2.2.   
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Figure 3.7. Predicted probability of winning by the most supported fixed factors: A) 
relative between-group differences in number of females, B) proportion of tumescent 
females, C) sex ratio and D) intensity of use of intergroup encounter location (N=94, 
dyads=2). 
Plots showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with regions as well as the observations (function 
sjp.glmer, R package sjPlot; Lüdecke 2017).  Grey dots depict individual observations (i.e. 
intergroup encounters). Note that dot locations do not reflect exact values of the data to 
avoid over-plotting. Black lines represent predicted probabilities; grey areas represent 
the confidence regions of the prediction.  
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3.3.3. DID FEMALE OR MALE STRATEGIES EXPLAIN THE INTENSITY OF 
INTERGROUP ENCOUNTERS?  
 
3.3.3.1.  Did female or male strategies explain the 
occurrence of aggression during intergroup 
encounters? 
 
For these analyses, 106 intergroup encounters contained all the required 
data, which included the 3 dyads under study. The variable “duration of IGE” 
was included as a control variable since it increased the fit of the model 
(Likelihood ratio test: χ2=28.78; df=1; p<0.001). Number of observers did not 
improve the fit of the model and was not included as a control variable.       
 
 
 
 
 
 
 
 
 
 
 
  
 
 
Table 3.21 Model selection table based on AICc together with R2 and evidence ratios for the models investigating what factors affect the 
chances of an encounter to be aggressive (N=106 encounters; dyads=3). 
Abs.=Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented. 
 Model selection based on AICc R2 Ev. ratio 
 K AICc ∆AICc AICcWt R2m R2c  
Duration IGE 3 70.79 0.00 0.74 0.88 0.88 NA 
Abs. No. Males + Abs. Pr. Infants +Abs. Pr. Tumescent females + Abs. Intensity of use of IGE location + Duration 
IGE 
7 74.80 4.01 0.10 0.90 0.90 7.41 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females +Abs. Distance to core from IGE location + 
Duration IGE 
7 75.88 5.09 0.06 0.89 0.89 12.73 
Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Distance to core from IGE location + Duration IGE 7 77.49 6.70 0.03 0.90 0.90 28.44 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Categorical type of location of 
IGE + Duration IGE 
9 78.02 7.23 0.02 0.91 0.91 37.07 
Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Abs. Intensity of use of IGE location + Duration 
IGE 
7 78.37 7.58 0.02 0.90 0.90 44.28 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Abs. Distance to core from 
IGE location + Duration IGE 
8 78.55 7.76 0.02 0.89 0.89 48.43 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Abs. Intensity of use of IGE 
location + Duration IGE 
8 78.56 7.77 0.02 0.89 0.89 48.7 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females +Abs. Sex ratio + Categorical type of location of 
IGE + Duration IGE 
9 79.72 8.92 0.01 0.92 0.92 86.63 
Null model 2 97.46 26.67 0.00 0.00 0.00 617379 
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The null model including the control variable “duration of IGE” was the 
best model of the series (Table 3.21), with important support in several terms. 
First, the next best model had an ∆AICc of 4.01. Second, duration on its own 
accounted for 88% of the variation. Third, the evidence ratio of the next best 
model was 7.41. The null model with the control variable “duration of IGE” 
was also the best model of the previous chapter (2.3.3.1). 
 
 
Factors affecting female and male aggression during intergroup 
encounters 
Information on female and male aggression was collected in 143 
intergroup encounters. From these, males were aggressive in 74.6% of 
encounters, whereas females in 50.7 %. This difference was significant (χ2= 
15.29, df = 1, p <0.001). Both tended to be aggressive when the other sex was 
aggressive as well (Table 3.22; χ2= 26.15, df = 1, p <0.001). 
 
Table 3.22. Number of encounters in which each sex was aggressive, accounting for 
whether the other sex was aggressive as well.  
  MALE INTERGROUP AGGRESSION 
  Yes No 
FEMALE 
INTERGROUP AGGRESSION 
Yes 68 5 
No 38 32 
The information is based on the 143 IGEs for which it was possible to record whether 
each sex had participated in aggressions against the other group. 
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The occurrence of contact aggression was linked to whether males 
and/or females were aggressive (χ2=4.96, df = 1, p = 0.026).  This was revealed 
by a χ2 test of independence with Yates' continuity correction (van Emden 
2008) in which encounters with male-only aggression were compared to 
encounters with female aggression (i.e. Categories “Both” and “Female” of 
Table 3.23 combined). Contact aggression was less frequent when only males 
were aggressive than when females were.  
 
Table 3.23. Number of encounters recorded during my study period that included non-
contact and contact aggression, according to whether female and/or male aggressive 
participation was recorded (N=107).  
 
Aggressive sex Non-contact aggression Contact aggression 
Both 36 31 
Females 2 2 
Males 28 8 
From the 111 encounters in which female and/or males were aggressive (Table 3.23), in 
107 encounters it was possible to account for whether there was contact or non-contact 
aggression.  
 
Female aggression  
 
Once the encounters without information on the fixed factors and 
response variable were removed, 99 intergroup encounters between the 
three group dyads were left for the analyses. Duration of encounter, number 
of observers and total number of females were retained as control variables 
(Likelihood ratio test: χ2= 32.87; df=3; p <0.001). There was significant support 
in favour of the model retaining only the fixed factor “male aggression” in 
addition to the control variables (Table 3.24). Such model explained over half 
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of the variance (R2m=R2c=0.55) and was 32.6 times more feasible than the 
next best model in terms of AICc.  
  
 
Table 3.24 Model selection table based on AICc with R2 and evidence ratios on the models investigated to explain female aggression during 
intergroup encounters (N=99 IGEs; dyads=3). 
  
Abs.=Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented. 
 Model selection based on AICc R2 Ev. ratio 
 K AICc ∆AICc AICcWt R2m R2c 
Male aggression + Total No. Females in the IGE + Duration IGE + No. Observers 6 103.99 0 0.85 0.55 0.55 NA 
Abs. No. Males + Abs. Intensity of use of IGE location + Male aggression + Total No. Females in 
the IGE + Duration IGE + No. Observers 
9 107.88 3.90 0.12 0.55 0.55 32.59 
Sum of sex ratios + Total Pr. Tumescent females+ Male aggression +Herding + Total No. Females 
in the IGE + Duration IGE + No. Observers 
9 110.96 6.97 0.03 0.55 0.55 32.59 
Total No. Females in the IGE + Duration IGE + No. Observers 5 114.53 10.54 0 0.43 0.43 194.21 
Abs. No. Females + Abs. Pr. Infants + Abs. Intensity of use of IGE location + Total No. Females in 
the IGE + Duration IGE + No. Observers 
8 118.15 14.16 0 0.45 0.45 1186.87 
Abs. No. Females + Abs. Pr. Infants + Abs. Distance to core from IGE location+ Total No. Females 
in the IGE + Duration IGE + No. Observers 
8 118.64 14.65 0 0.45 0.45 1519.25 
Abs. No. Females + Abs. Pr. Infants +Categorical location+ Total No. Females in the IGE + 
Duration IGE + No. Observers 
9 120.21 16.23 0 0.46 0.46 3337.23 
Null model 2 140.87 36.88 0 0.00 0.00 102157270.00 
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Female aggression was more likely to be observed when males were also 
aggressive (Figure 3.8; A). Moreover, female aggression was more likely the 
more females there were in total, the longer the encounter was, and the more 
observers were present (Figure 3.8; B-D). 
  
  
Figure 3.8 Predicted probability of  female between-group aggression according to the 
fixed factor “male aggression” and control variables of the best model (N=99; dyads=2). 
Plots showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with confidence intervals or regions as well as the 
observations (function sjp.glmer, R package sjPlot; Lüdecke 2017).   Grey dots depict 
individual observations (i.e. intergroup encounters). Note that dot locations do not 
reflect exact values of the data to avoid over-plotting. A: Black dots represent the 
predicted probability; black lines represent confidence intervals. B-D: Black lines 
represent predicted probabilities; grey areas represent the confidence regions of the 
prediction 
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Male aggression  
Once the encounters without information on the fixed factors and 
response variables were removed, 99 intergroup encounters between the 3 
dyads were left for the analyses. Duration of encounter was retained as 
control variable (Likelihood ratio test: χ2= 11.97; df=1; p <0.001), but not 
number of observers nor total number of males.  The best model according to 
AICc, ∆AICc and evidence ratio criteria was that including female aggression 
and duration of IGE (Table 3.25). Male aggression was more likely the longer 
the encounter was and if there was female aggression (Figure 3.9).  
 
  
Table 3.25 Model selection table based on AICc with R2 and evidence ratio showing the values for the model investigating factors related to 
male aggression during intergroup encounters (N=99, dyads=3).  
 
Abs.=Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented. 
 
 
 Model selection based on AICc R2 Ev. ratio 
 K AICc ∆AICc AICcWt R2m R2c 
Female aggression +Duration IGE 4 92.23 0 0.74 0.39 0.39 NA 
Abs. No. Males + Herding+ Sum Pr. Tumescent females +  Female aggression + Duration IGE 6 94.46 2.24 0.24 0.42 0.42 3.06 
Duration 3 101.61 9.39 0.01 0.35 0.35 109.31 
Abs. No. Males+ Categorical distance to core area+ Duration IGE+ 6 101.71 9.48 0.01 0.85 0.85 114.61 
Abs. No. Males+ Abs. Distance to core area+ Duration IGE+ 5 102.45 10.22 0 0.40 0.40 165.69 
Abs. No. Males+ Abs. Intensity of use of IGE location+ Duration IGE+ 5 103.76 11.53 0 0.40 0.40 319.24 
Herding + Sum Pr. Tumescent females+ Duration 6 106.90 14.68 0 0.33 0.33 2006.25 
 Null model (without control variables) 2 111.45 19.23 0 0.00 0.00 14980.4 
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Figure 3.9 Predicted probability of male between-group aggression according to the fixed 
factor (female aggression) and control variables of the best model (N=99; dyads=3). 
Plots showing predicted probabilities for the response, related to each fixed effect and 
conditioned on random effects, with confidence intervals or regions;  as well as the 
observations (function sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict 
individual observations (i.e. intergroup encounters). Note that dot locations do not 
reflect exact values of the data to avoid over-plotting. A: Black dots represent the 
predicted probability; black lines represent confidence intervals. B: Black lines represent 
predicted probabilities; grey areas represent the confidence regions of the prediction. 
 
 
 
 
Herding behaviour during intergroup encounters 
 
Ninety-eight encounters contained all the information necessary to 
perform the analyses on which factors influenced the chances of herding. 
From these, 79 included herding (80.06%). Duration of IGE was found to be 
necessary as a control variable (Likelihood ratio test: χ2= 17.73; df=1; p 
<0.001). The null model, including duration of IGE, was clearly better to the 
hypothesized model in explaining the chances of herding in terms of AICc and 
evidence ratio (Table 3.26). The longer the encounter the more likely herding 
was to occur (Figure 3.10). 
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Table 3.26 Model selection table with R2 and evidence ratios of the models exploring 
what factors influences the chances of herding during intergroup encounters (N=98; 
dyads=3).  
 
 Model selection based on AICc R2  
 K AICc ∆AICc AICcWt R2m R2c Ev. ratio 
Duration of IGE 3 94.9 0 0.95 0.56 0.56 NA 
Abs. No. Males + Total number of 
tumescent females in the IGE+ Total 
sex ratio in the IGE  + Duration of IGE 
6 100.94 6.04 0.05 0.57 0.57 20.51 
Null model 2 110.52 15.62 0 0.00 0.00 2462.65 
Abs.=Absolute difference in.  K=No. of estimated parameters for each model; AICc=2nd 
Order AIC; AICcWt≈ Probability of the model for being the most parsimonious among the 
candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence 
ratio=number of times the top ranked model is more parsimonious than the model where 
the value of the ratio is presented. 
 
 
Figure 3.10 Predicted probability of herding according to the control variable duration; 
which was the only variable retained in the best model (N=98; dyads=3).  
Plot shows predicted probability for the response, related to each fixed effect and 
conditioned on random effects, with regions;  as well as the observations (function 
sjp.glmer, R package sjPlot; Lüdecke 2017). Grey dots depict individual observations (i.e. 
intergroup encounters). Note that dot locations do not reflect exact values of the data to 
avoid over-plotting. Black lines represent predicted probabilities; grey areas represent 
the confidence regions of the prediction. 
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Exploratory post-hoc analyses revealed that herding was related to 
intergroup female affiliation, with herding more frequent when females 
affiliated with the other group (χ2= 10.1, df = 1, p = 0.002; Figure 3.11). 
However, this might be due to the fact that both herding and female 
intergroup affiliation are more likely in longer encounters. For example, a 
model including female affiliation and duration as predictors of herding was 
not significantly different from the null model with the control variable 
duration (Likelihood ratio test: χ2= 1.64; df=1; p=0.2). In addition, duration 
alone explained more than half of the variation in intergroup female affiliation 
(R2m=0.62). All the instances of intergroup mating for which there was 
information on herding occurred when there was herding (10 cases; 6% of 
encounters).  
Figure 3.11. Number of encounters in which there was herding depending on whether 
there was female intergroup affiliation (N=98 IGE, 3 dyads). 
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3.3.3.2. Did female or male strategies explain the 
occurrence of contact aggression during 
intergroup encounters? 
 
Eighty-nine encounters between the 3 studied dyads contained all the 
information necessary for these analyses. Duration of intergroup encounters 
was retained as a control variable (Likelihood ratio test: χ2= 6.85; df=1; 
p<0.01). The null model including the control variable “duration of IGE” was 
the best model of the series in terms of AICc and evidence ratio (Table 3.27). 
The variance explained by it was only 10%. The longer the encounter, the 
more likely it was to include contact aggression (Figure 3.12).  
  
Table 3.27. AICc model selection table with R2 values and evidence ratios for all the models run to investigate whether female or male 
strategies affect the chances of between-group contact aggression during intergroup encounters (N=89 encounters; dyads=3).  
 
 Model selection based on AICc R2 Ev. ratio 
 K AICc ∆AICc AICcWt R2m R2c 
Duration of IGE 3 115.70 0.00 0.38 0.10 0.10 NA 
Abs. No. Males +Abs. Pr. Infants + Abs. Pr. Tumescent females +Abs. Distance to core from IGE location 
+ Duration of IGE 
7 117.28 1.58 0.17 0.21 0.21 2.21 
Abs. No. Males + Abs. Pr. Tumescent females  + Abs. Sex ratio + Abs. Distance to core from IGE location 
+ Duration of IGE 
7 117.42 1.72 0.16 0.20 0.20 2.36 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females + Categorical type of location of IGE + 
Duration of IGE 
8 119.40 3.71 0.06 0.22 0.22 6.38 
Abs. No. Males + Abs. Pr. Tumescent females + Abs. Sex ratio + Categorical type of location of IGE + 
Duration of IGE 
8 119.52 3.82 0.06 0.22 0.22 6.76 
Abs. No. Males + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Intensity of use of IGE location + 
Duration of IGE 
7 119.80 4.10 0.05 0.17 0.17 7.79 
Abs. No. Males + Abs. Pr. Tumescent females + Abs. Sex ratio + Abs. Intensity of use of IGE location + 
Duration of IGE 
7 119.83 4.13 0.05 0.17 0.17 7.90 
Null model 2 120.40 4.70 0.04 0.00 0.00 10.51 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females +Abs. Sex ratio + Abs. Distance to core 
from IGE location + Duration of IGE 
8 121.65 5.96 0.02 0.18 0.18 19.65 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Categorical type of 
location of IGE + Duration of IGE 
9 121.91 6.22 0.02 0.22 0.22 22.38 
Abs. No. Females + Abs. Pr. Infants + Abs. Pr. Tumescent females + Abs. Sex ratio + Abs. Intensity of use 
of IGE location +Duration of IGE 
8 122.28 6.58 0.01 0.17 0.17 26.86 
Abs.=Absolute between-group difference in. K=No. of estimated parameters for each model; AICc=2nd Order AIC; AICcWt≈ Probability of the 
model for being the most parsimonious among the candidate model set; R2m= Marginal R2=variance explained by fixed factors; R2c= 
Conditional R2, variance explained by both fixed and random factors. Ev. ratio= Evidence ratio=number of times the top ranked model is more 
parsimonious than the model where the value of the ratio is presented.
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Figure 3.12 Predicted probability of between-group contact aggression according to 
the control variable duration, only factor retained in the best model (N=89; dyads=3). 
The plot shows the predicted probability for the response, related to the control 
variable and conditioned on random effects, with confidence region, as well as the 
observations (function sjp.glmer, R package sjPlot; Lüdecke 2017).   Grey dots depict 
individual observations (i.e. intergroup encounters). Note that dot locations do not 
reflect exact values of the data to avoid over-plotting. Black lines represent predicted 
probabilities; grey areas represent the confidence regions of the prediction. 
 
When including the best model of the previous chapter (i.e. absolute 
difference in group size + duration of IGE; see: 2.3.3.2) in the set, this model 
outcompeted the others. The model from the previous chapter was 2.9 
times more likely than the model including only the control variable 
“duration of IGE” and over 6 times more than the two next best models. It 
also explained more variance than the best model of the current chapter 
(R2m=R2c=0.15). As previously found, contact aggression was more likely 
when groups were more similar in size and the encounters were longer. 
These results were maintained even when the two encounters between 
PB1-R2 were excluded.   
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3.3.3.3. Did male or female strategies influence the 
duration of intergroup encounters?  
One hundred and six intergroup encounters contained information on 
the variables of interest. Only one significant correlation with duration was 
found. This was the one with the absolute difference in the number of 
males in the encounters between PB1-R1 (Table 3.28; Figure 3.13). The two 
encounters between PB1-R2 were similar in time and homogeneous in most 
variables except sex ratio and proportion of infants per male (Table 3.29). 
 
Table 3.28 Spearman correlations between the variable duration of intergroup 
encounter and the variables of interest.  
All correlations were done between duration and the absolute value of the difference 
between groups of the variables reported in the table (PB1-R1 N= 76; R1-R2 N= 28). α 
critical= 0.05; α adjusted =0.003. †=p<0.05. *=p<0.003 
Absolute between-group difference in PB1-R1 R1-R2 
No. females -0.28† 0.05 
No. males -0.34* -0.07 
Pr. Tumescent females per female -0.08 0.20 
Pr.  Tumescent females per male 0.05 0.11 
Pr. Infant per female 0.19 0.25 
Pr. Infant per male 0.16 0.18 
Sex ratio -0.10 -0.03 
Chapter 3: Effect of female and male reproductive strategies in IGEs 
 
181 
 
Figure 3.13 Relationship between duration of intergroup encounter and absolute 
between-group difference in the number of males in the encounters between PB1-R1. 
(N=76 IGEs). 
 
 
Table 3.29 Absolute difference between PB1 and R2 regarding the variables of interest 
in the two encounters recorded for them during the study period. 
 
 
Duration of intergroup encounters varied depending on whether 
females, males, both or none were aggressive. Kruskal-Wallis tests revealed 
fairly consistent patterns between dyads (Table 3.30). Overall, encounters 
tended to be shorter when there was no aggression. Encounters when both 
sexes were aggressive were amongst the longest. Encounters where only 
males were aggressive were in between these two. Encounters were only 
 IGE 1 IGE 2 
No. females 24.00 31.00 
No. males 3.00 2.00 
Pr. Tumescent females per female 1.00 1.00 
Pr. Tumescent females per male 0.05 0.04 
Pr. Infant per female 0.25 0.25 
Pr. Infant per male 0.13 0.10 
Sex ratio 0.90 1.58 
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females were aggressive were rare (Table 3.22), but seemed to be longer 
than those without aggression or male-only aggression (Figure 3.14).  
 
Table 3.30 Results of Kruskal-Wallis tests comparing intergroup duration between 
encounters in which either females, males, none or both were aggressive with the 
opponent group.  
 
 PB1-R1 (N=96) R1-R2 (N=45) 
Kruskal-Wallis test χ2 p χ2 p 
Both-None 27.73 0.000* 7.84 0.005† 
Both-Males 10.99 0.001* 4.14 0.042† 
Both-Females 0.01 0.943 0.34 0.561 
Females-None 4.64 0.031† 4.00 0.046† 
Females-Males 1.61 0.204 2.00 0.157 
Males-None 10.29 0.001* 0.17 0.679 
Degrees of freedom were equal to 1 in all tests. α critical= 0.05; α adjusted =0.004.  
†=p<0.05. *=p<0.004 
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Figure 3.14 Box-plots representing the relationships between duration of intergroup 
encounter and which sex(s) were aggressive towards the opponent group.  
PB1-R1 on top and R1-R2 on the bottom. Levels of significance of the Kruskal-Wallis 
tests are shown. αadjusted =0.004; *=p<0.05; **=p<0.004.  Other pairwise comparisons 
were non-significant. 
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3.4. Discussion 
Overall, the results point towards the simultaneous presence of 
female resource defence and male mate access defence via intergroup 
aggression (“hired guns”) and intragroup sexual coercion (Table 3.31).  
None of the hypotheses have all its predictions supported, but there is 
evidence in favour of these three. No conclusive support was found for the 
male resource defence hypothesis.    
Hypothesis Response 
variable 
The probability is 
higher… 
Strength of 
the factor  
Further support 
Female resource defense Winning The greater the 
No. females 
Medium Presence of female 
aggression in 50.6% of 
IGEs Winning The greater the 
intensity of use of 
IGE location 
Strong  
 
Via sexual 
coercion 
Winning The smaller the 
proportion of 
tumescent 
females 
Medium Herding in 80.06% of 
IGE 
Via intergroup 
aggression 
("Hired guns") 
Winning The smaller the 
sex ratio 
Strong Presence of male 
intergroup aggression 
in 70.6% of IGEs 
without evidence that 
such aggression is 
related to subjective 
resource value 
Either Female 
aggression 
When males are 
aggressive* 
Medium  
Male 
aggression 
When females 
are aggressive  
Weak 
A fixed factor was considered to support a given hypotheses (or set of hypotheses) 
when: 1) it was contained in the best model of the series or otherwise was within the 
most explanatory factors of the averaged model and 2) followed the predicted trend 
(Table 3.1). Strength of the factor: Weak= Effect size<0.4; Medium= Effect size 0.4-0.7; 
Strong = Effect size>0.7. *Can support female resource defence inhibited by male 
sexual coercion and/or females supporting males when they follow the “hired guns” 
strategy. 
 
Table 3.31 Summary of hypotheses supported by analyses in chapter 3.  
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3.4.1. DRAW VS DECIDED ENCOUNTERS: THE NUMBER OF MALES, 
PROPORTION OF TUMESCENT FEMALES AND SEX RATIO 
WEAKLY INFLUENCES THE PROBABILITY OF DECIDED 
ENCOUNTER 
No model or factor strongly influenced the chances of an encounter to 
be decided.  There were, however, three factors that had greater effect 
than all the other examined ones. Encounters were more likely to be 
decided when: 1) the groups were similar in the proportion of tumescent 
females per male and 2) sex ratio as well as 3) dissimilar in the number of 
males. The importance of these three factors and male-based models in 
general, suggests that male strategies are more relevant than female 
strategies to determine whether an encounter is decided. However, the 
effect that the proportion of tumescent females and sex ratio have on the 
probability of decided encounter contradict the predictions of either male 
mate access defence hypotheses (“hired guns” and sexual coercion, Table 
3.1). While draws were expected to be more likely when the number of 
males is similar, as in this case, the proportion of tumescent females and 
sex ratio should have followed the same trend. Nonetheless, when the 
variables were more closely examined in the post-hoc analyses, it was clear 
that the group with more males (R1) was also the one with lower sex ratio 
females to male and higher proportion of tumescent females per male, 
while R2 and PB1 had similar values between them. This pattern is reflected 
in an interaction between the differences in the number of males and the 
proportion of tumescent females per male. When encountering groups 
were more similar in their number of males, encounters were more likely 
to be decided the greater the difference in the proportion of tumescent 
females per male. When encountering groups were more dissimilar in their 
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number of males, encounters tended to be decided the lesser the 
difference in proportion of tumescent females. This may indicate that the 
group with more males tends to displace the group with less males when 
these are not involved in consortships and herding and, thus, their realized 
RHP is closer to their maximum RHP. However, if the bigger group has 
higher proportion of tumescent females, this might reduce its realized RHP 
balancing the odds with the smaller group, increasing the chances of draw. 
On the contrary, when the imbalance in male numbers is small and thus, 
the maximum male RHP is more similar, is the difference in payoffs, which 
in this case is the proportion of tumescent females, what turns the balance 
into the favour of one of the groups or maintains the odds similar.  
Likelihood of draw was predicted with similar accuracy with the best 
model of the previous chapter. Such model included the absolute between-
group difference in group size. However, once the two encounters between 
PB1-R2 were excluded, the male-based models outcompeted it. The fact 
that encounters are more likely to end in a draw when the number of males 
in both groups is similar is consistent with observations in savannah 
baboons (Kitchen, Cheney et al. 2004). Savannah baboons show male mate 
access defence via intergroup aggression and intragroup sexual coercion 
(Kitchen, Cheney et al. 2004).  It is possible that male strategies determine 
the probability of draw in species with high male-male competition for 
females, such as baboons and crested macaques.  
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3.4.2. WHO WINS THE ENCOUNTER? FEMALE FOOD DEFENCE AND 
MALE MATE DEFENCE AFFECT THE OUTCOME OF 
INTERGROUP ENCOUNTERS.  
The chances of winning an encounter increased for the group with 
more females and who used the intergroup encounter area more often. 
This suggests female resource defence. Groups were also more likely to win 
when their proportion of tumescent females was lower than that of the 
opponent. This is consistent with the hypothesis that males defend mating 
opportunities by coercing females through herding and consortship. Finally, 
groups were more likely to win the less females per male they had. This was 
consistent with the “hired guns” hypothesis. Thus, based on these findings 
( but see 3.4.3 and 3.5.2), I would infer that groups are more likely to win 
when more females are available and motivated to participate in intergroup 
encounters and so are the males. On the one hand, females are motivated 
to defend resources, particularly if these have high value, and their 
numbers influence the probability of winning, which is something that the 
number of males does not. On the other hand, males may be more willing 
to participate when there are no females to consort with and in those 
groups where the mating skew is less marked, such as in those with lower 
female to male sex ratio (Kutsukake, Nunn 2006). Therefore, a group is 
more likely to win when the different interests of both sexes can be 
defended by similar means. 
The best fit model of the previous chapter included the difference in 
group size and intensity of use of IGE location in addition to the interaction 
between the two (see 2.3.2.3). The best model of the present chapter (i.e. 
Rel. No. Females + Rel. Intensity of use of IGE location + Rel. Pr. Tumescent 
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females + Rel. Sex ratio) has a much better fit than the best model of the 
previous chapter. The fact that the model accounting for sex-specific 
strategies outperforms the model based exclusively on common interests 
further suggests that intergroup encounters are joint actions without 
collective intentionality and that the collective and selfish interests of group 
members can be at odds.   
To my knowledge, a similar comparison between the effect of female 
and male numbers on intergroup encounter outcome has only been done 
in savannah baboons. In this species, male numbers rather than female 
numbers predict the outcome of intergroup encounters (Markham et al. 
2012). This discrepancy, however, might be due to differences on how the 
analysis was ran. Markham et al. (2012) only included female or male 
numbers with intensity of use in their models. When I performed similar 
models with my data, neither female nor male numbers were significant 
factors, only intensity of use of IGE location. Also, these two simplified 
versions of the models performed worse than the best models of this 
chapter containing more factors relevant to reproductive strategies (See 
Appendix for details).  Both, crested macaques and savannah baboons, 
have elevated levels of male-male competition, sexual coercion and sexual 
dimorphism (Plavcan, Van Schaik 1997). Thus, it might be that the 
difference is caused by female-female relationships rather than male-male 
or female-male relationships. Whereas female-female relationships in 
baboons are despotic and intolerant (Silk 2002), female relationships in 
crested macaques are tolerant (Dubosq et al. 2013). This may promote 
female cooperation during IGE in crested macaques but not in baboons, 
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leading to the difference on importance of the number of females to 
determining intergroup encounter outcome.  
3.4.3. WHY ARE SOME ENCOUNTERS MORE INTENSE THAN 
OTHERS? NO CLEAR ANSWER YET FOUND 
Presence of aggression was very common during intergroup 
encounters and the only factor that predicted it was duration of encounter. 
The longer the encounter the more likely it was to be aggressive.  Contact 
aggression was also best predicted by duration of encounter alone than 
with any combination of factors accounting for female or male strategies. 
Duration of intergroup encounter did not correlate with any of the variables 
accounting for female and male reproductive strategies (But see 3.4.3.2). 
No evidence was found that intensity of aggression was connected to 
the factors meant to reflect female and male reproductive strategies. The 
lack of support for any of the proposed hypotheses contrasts with many 
studies on intergroup encounters in other primate species. Usually, 
aggression between groups escalates according to resource value (e.g. 
black-and-white colobus , Colobus guereza,  Harris 2005; tufted capuchin 
monkeys, Sapajus nigritus, Scarry 2012; blue monkeys, Cercopithecus mitis, 
Roth, Cords 2016) and/or presence of oestrous females (e.g. bonnet 
macaques, Macaca radiata, Cooper et al. 2004; Colobus guereza, Harris 
2005; chacma baboons, Papio cynecephalus ursinus, Kitchen, Cheney et al. 
2004; Sichuan snub-nosed monkey, Rhinopithecus roxellana, Zhao et al. 
2013).  One possibility is that the binary variables employed in this study do 
not portrait accurately the differences in intergroup intensity. For example, 
aggression is common during encounters in chacma baboons. However,  
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aggression intensity varies with the presence of oestrous females, which 
increases the number of males who join aggressive displays and the 
duration of such displays (Kitchen, Cheney et al. 2004). In this case, an 
analysis with binary variables would have not reliably test for such pattern.   
3.4.3.1. Patterns of female and male intergroup aggression 
suggest that males might be defending present and future 
access to mating opportunities while females may attack 
when not prevented by in-group males 
Males and females were both aggressive in over half of the 
encounters. However, males were so more often than females. Almost all 
cases of female aggression occurred in encounters in which males were also 
aggressive. Males, on the other hand were aggressive on their own in about 
a third of the encounters in which they got involved aggressively. 
Consistently, both, female and male aggression were more likely if there 
was intergroup aggression by the other sex. Also, consistent with the 
relationship between the presence of aggression and duration, both sexes 
were more likely to be aggressive the longer the encounters were. Duration 
and female aggression were sufficient to predict to a great extend the 
occurrence of male aggression. Conversely, female aggression was also 
positively related to the number of observers and total number of females 
between the two groups.   
Overall, it seems that male aggression was present by default whereas 
female aggression seemed to be observed by chance. Male aggression was 
more frequent, was recorded in short and long encounters alike and was 
independent on the number of males involved. Female aggression, on the 
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contrary, was recorded in the longer half of encounters and the likelihood 
increased with the number of females and observers present. This pattern, 
however, might be reflecting the leading role of males in intergroup 
aggression and the supportive role of female aggression. Whereas males 
were openly aggressive in most encounters, female aggression was usually 
observed in specific settings (pers. obs.). One of the most common 
scenarios occurred when males and sub-adults were involved in a chase. In 
such case, females frequently joined on the back of the chase (pers. obs.), 
making its recording dependent on whether an observer was lagging 
behind. Female participation as a support of male participation has been 
observed in other primates such as bonnet macaques (Macaca radiata, 
Cooper et al. 2004), black howler monkeys (Alouatta pigra; Kitchen 2006) 
and grey-cheeked mangabeys (Lophocebus albigena; Brown 2014). 
However, the fact that in crested macaques, female aggression was not 
related to male numerical odds suggests that the role of female aggression 
is not to support male aggression. Another context in which female crested 
macaques participated in intergroup aggression occurred when no males of 
their group were close by (pers. obs.). My observations suggest that females 
approached the other group and aggressed one of the members, indicating 
pro-activity, rather than mere self-defence in the absence of males. Such 
cases usually occurred away from the location where most of the 
intergroup interactions were taking place. This may further explain why the 
recording of female aggression was so sensitive to factors that would 
increase the random chances of seeing the events (i.e. long encounters with 
many females and observers). This second type of female-aggression 
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scenario suggests that females are prevented from participating in 
encounters by within-group male coercion.   
Herding was common during encounters, almost as much as 
intergroup aggression, and was related to female intergroup-affiliation. 
However, it is very likely that the link is due to both being related to 
intergroup duration. Herding is frequently linked to the presence of 
oestrous females (Kitchen, Cheney et al. 2004, Majolo et al. 2005). 
However, indiscriminate herding has also been documented (e.g. Zhao 
1997, Henzi et al. 1998, Sinha et al. 2005, Brown 2011). Some authors have 
suggested that male aggression of non-receptive females is part of a sexual 
intimidation strategy that may discourage females to mate with strange 
males in the long-term (Smuts, Smuts 1993). So far, strong evidences of 
sexual intimidation strategies have been found in chimpanzees (Feldblum 
et al. 2014) and baboons (Baniel et al. 2017). It is possible that male crested 
macaques herd females indiscriminately during encounters to improve 
their long-term mating opportunities. Other authors have found evidence 
that male herding may function as a strategy to prevent and reduce 
encounter escalation (Arseneau-Robar et al. 2018). 
Male between-group aggression is a common feature of intergroup 
encounters in many  primate species (e.g. langurs, Presbytis sp., Van Schaik 
et al. 1992; black-and-white colobus, Fashing 2001); Japanese macaques, 
Macaca fuscata, Majolo et al. 2005; chacma baboons, Kitchen et al. 2004; 
Tibetan macaque, Macaca thibetana, Zhao 1997; white-headed capuchins,  
Cebus capucinus, Perry 1996, Crofoot 2007; bonnet macaques, Cooper et 
al. 2004; Western black-and-white colobus, Colobus polykomos polykomos 
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Korstjens et al. 2005). According to classic collective action theory (Olson 
1965), common goods can be produced by a small number of individuals 
with the highest payoffs. Their benefits would be so high that they can 
tolerate free-riders and still enjoy advantages by producing the common 
good. This is the so-called “exploitation of the great by the small (e.g. 
Gavrilets, Fortunato 2014). In most primate species, males are dominant 
over females (Kappeler 1993). In those groups, males have priority of access 
over resources, which is the main benefit females could rip from engaging 
in encounters. In addition to that, in female philopatric species, males 
benefit from discouraging outside males from migrating to theirs and/or 
mating with the females in their group. Furthermore, in species with high 
mating skew, such as crested macaques, high ranking males will have 
additional benefits from repealing potential migrants and groups, 
conserving their position and protecting their offspring. If, in addition, most 
male intergroup aggressions do not involve contact aggression (see below), 
participation costs are relatively low. Given the circumstances, male crested 
macaques will, on average, have higher payoffs from participating in 
intergroup encounters than females since males have priority of access to 
resources and defend their present and future mating opportunities from 
outgroup males.   
 Female aggressive involvement in intergroup encounters in primates 
is usually lower than that of males (e.g. white-headed capuchins, Perry 
1996, Crofoot 2007; bonnet macaques, Cooper et al. 2004; Japanese 
macaques, Majolo et al. 2005; black-and-white colobus, Harris 2010), but it 
can also reach similar (Verreaux’s sifakas, Propithecus verreauxi ,Koch et al. 
2016a; Western black-and-white colobus, Korstjens et al. 2005) or even 
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higher levels (blue monkeys, Cords 2007; ringed-tailed lemurs, Lemur catta, 
Nunn, Deaner 2004). It has been suggested that female participation could 
be regulated by sexual dimorphism (Packer, Pusey 1979, Koch et al. 2016a, 
but see Manson, Wrangham 1991), male coercion (Brown 2014)  and 
intersexual social dominance (Koch et al. 2016a). Male coercion is low or 
non-existent in species in which both sexes are similar in body size (Van 
Schaik et al. 2004). In these species, females are often dominant or co-
dominant to males and female participation is usually higher in specific 
socio-ecological conditions, such as female philopatry and defendable 
resources (Kitchen, Beehner 2007; chapter 5). Crested macaques present 
high sexual dimorphism (Plavcan, Van Schaik 1997), male sexual coercion 
(see below) and male dominance. Therefore, it is not surprising that 
females participate less frequently than males and in situations when male 
sexual coercion is less likely.  
 
3.4.3.2. Encounters with female aggression are longer and are 
more likely to escalate to contact aggression  
 
Although male aggression was more frequent than female aggression, 
some preliminary evidence suggests that the intensity of male aggression 
was lower. Encounters where males were the only aggressors were less 
likely to escalate to contact aggression. If females were involved, either on 
their own or along with males, the chances of contact aggression were 
approximately even with non-contact aggression (Table 3.23). Duration of 
encounters showed a similar pattern. The encounters were shorter when 
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there was male-only aggression, longer when there was female-only 
aggression and the longest when both sexes were aggressive (Figure 3.14). 
These two facts are consistent with contact aggression being better 
predicted by differences in group size and duration of encounter (i.e. the 
best model for contact aggression of chapter 2) than either male or female 
strategies indicators. One possibility is that males tended to escalate their 
aggression when females participated, in order to ensure that competitor 
males did not approach them to mate (i.e. acted as “hired guns”). Thus, 
males would become more likely to get involved into contact aggression 
when females participate. However, it is also possible that females are 
more likely to escalate into contact aggression than males during intergroup 
encounters. Based on my field observations, this might be the case. Female 
crested macaques were seen slapping, grabbing and biting juveniles, 
females and sub-adult males of other groups during encounters (pers. obs.) 
and shortly afterwards (chapter 4). Females being more intensely 
aggressive than males is infrequent, but within the known repertory of 
primate behaviour (Kinnaird 1992, Perry 1996).  In Tibetan macaques, for 
example, contact-aggression was almost entirely dominated by females 
(Zhao 1997).  Male aggression did not include contact aggression during 
intergroup encounters (Zhao 1997), but it did during interactions with 
immigrant males (Zhao 1994). This seems also to be the case among male 
crested macaques (Table 3.23; Marty 2015). Male-male conflict in these 
highly sexually dimorphic species have the potential to result in severe 
injuries that may turn disabling or even lethal. Such risks may encourage 
males to escalate aggression only when their mating opportunities are 
highly challenged, such as when a new male tries to join their group. During 
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encounters, where their mating opportunities are less immediately 
threatened, a mere display might be enough to persuade out-group males 
to do not migrate to the aggressor group nor approach the females in it.  
 
3.5. Conclusions  
3.5.1. MAIN FINDINGS  
Outcome of IGEs 
 Draws were found to be more likely when the number of males 
were similar, but the groups differed in the proportion of 
infants, tumescent females and in sex ratios. Some evidence 
indicated the presence of an interaction between the 
difference in number of males and the difference in the 
proportion of tumescent females. Model fit was similar to that 
of best model from the previous chapter (i.e. including only 
absolute difference in group size). These results were highly 
dependent on outlier treatment.  
 Groups tended to win when they had more females, lower 
proportion of cycling females and lower sex ratio and used the 
encounter area more often than the opponent group. This 
model outcompeted the best fit model of the previous chapter 
(i.e. including relative differences in group sizes and intensity 
of use of IGE location and the interaction between them).  
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Intensity of IGEs 
 The likelihood of aggression increased with intergroup 
aggression duration. This was the same result obtained in the 
previous chapter.  
 The likelihood of contact aggression increased with the 
duration of the encounter. This model had a worse fit than the 
model of the previous chapter (i.e. duration + absolute 
difference in group size). 
 Encounters with female participation tended to be longer, 
whether there was male participation or not. 
Female and male aggression 
 There was male intergroup aggression in 74.64% of IGEs. 
Female intergroup aggression was recorded in 50.7% of IGEs. 
Herding was recorded in 80.06% of IGEs.  
 Female aggression was more likely the longer the IGE, the 
more observers there were recording the IGE, the more 
females were present at the IGE and when males participated. 
 Male aggression was more likely the longer the IGE and when 
females participated. 
 Herding was more likely the longer the IGE was. 
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3.5.2. SYNTHESIS  
Outcome of intergroup encounters in crested macaques is linked to 
female resource defence, regulated by male intergroup aggression and 
sexual coercion. Draws seem to occur when either the number of males or 
the proportion of tumescent females is similar in both groups, although the 
models explain very little of the variance. Conversely, female strategies 
have a key role in determining which group wins an encounter. Males 
defend access to mating opportunities through intergroup aggression and 
within group sexual coercion. Aggression is common during encounters; 
males showing intergroup aggression more often than females. Females, 
however, are also active participants despite frequent herding by males. In 
fact, there is a link between female aggressive participation and encounter 
intensity. When females participate, encounters tend to be longer and 
aggression is more likely to escalate than when there is only male 
aggression. However, there was no relationship between resource value 
and female aggression. Instead, female aggression is primarily linked to 
male participation. This contrasts with the fact that indicators of female 
resource defence predicted the winner of encounters. Female aggressive 
participation may occur when male participation alone might not suffice to 
protect their interests, as has been suggested for other species. However, 
the fact that female aggression is unrelated to the imbalance on the number 
of males between groups makes it unlikely.  Another possibility is that 
females defend their interests by other means than aggression when they 
cannot avoid sexual coercion. For example, females may influence group 
movement, maintaining the proximity with the opponent group when 
resource value is high and retreating more readily when it does not (Van 
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Schaik et al. 1992). This might allow females to control males when they 
behave as “hired guns”. Females may also use social incentives to promote 
male intergroup aggression as seen in vervet monkeys (Arseneau-Robar et 
al. 2016). 
My results shed light over the complexity of intergroup encounters as 
a joint action without joint intentionality. Males and females defend their 
individual interests and in doing so, they may indirectly defend the interests 
of other individuals of the same or other sex and thus, the collective. There 
is still a fair amount of variance which remains unexplained when only the 
categories females and males are considered. Intergroup outcome and 
intensity will likely be better understood by incorporating further social 
factors such as rank, kinship and other individual features (Majolo et al. 
2005, Pride et al. 2006, Kitchen, Beehner 2007, Koch et al. 2016a, Arseneau-
Robar et al. 2017) that influence individual payoffs and thus, likelihood of 
participation. 
 
3.5.3. CRITICAL APPRAISAL OF THE RATIO FIXED FACTORS USED IN 
THE MODELS  
The models in the present chapter used ratios between different social 
variables (e.g. number of infants per female, number of tumescent females 
per male) instead of integers (e.g. number of infants, number of tumescent 
females) which have been used by other authors in related studies (e.g. 
Wilson et al. 2012). One of the reasons why I chose ratios instead of integers 
was that, in order to understand whether female or male strategies had a 
greater importance in intergroup encounter outcomes and intensity (3.1.1), 
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factors that could alter their behaviour should be accounted in terms of 
female and male numbers. Furthermore, using proportions conveys 
biological information that integers alone do not provide. In the example 
(Table 3.32), we see that even if group 1 and group 2 have the same number 
of females in each encounter and group 1 always has 5 more males than 
group 2, the proportion of tumescent females per male differ in each 
encounter. Following the hypotheses of the present chapter, the more 
tumescent females per male, the less males and females would be expected 
to participate in intergroup aggression due to herding and consortship. 
Thus, in the example (Table 3.32), the chances of group 1 of winning would 
increase in each encounter from IGE 1 to IGE 5 according to the increasing 
difference in the proportion of tumescent females per male with group 2, 
even if the difference in number of males and tumescent females between 
the groups remains constant across IGEs.  
Table 3.32 Example of how using integer numbers to convey information of social 
variables that may affect intergroup encounter outcomes and intensity omits some of 
the relevant information conveyed by ratios. 
IGE Group1 Group2 Variables for analysis 
(Group1-Group2) 
No. T.♀ No.♂ No. T.♀/ ♂ No. T.♀ 
 
No.♂ No. T.♀/ ♂ No. T.♀ 
 
No.♂ No. T.♀/ ♂ 
1 1 10 0.1 1 5 0.2 0 5 -0.1 
2 2 10 0.2 2 5 0.4 0 5 -0.2 
3 3 10 0.3 3 5 0.6 0 5 -0.3 
4 4 10 0.4 4 5 0.8 0 5 -0.4 
5 5 10 0.5 5 5 1 0 5 -0.5 
No. T.♀ = Number of tumescent females; No.♂= Number of males. 
 
In order to better understand this, take the example data in Table 3.32 
and picture a hypothetical scenario in which: 1) each tumescent female is 
consorted by a male; 2) consorting males do not participate in IGEs; 3) all 
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non-consorting males participate in IGEs. In such hypothetical scenario, the 
realized RHP of group 1 would be 9 males and that of group 2 would be 4. 
In IGE 5, group 1 would count with 5 males available for participating in the 
IGE while group 2 would have none. This difference of realized RHP could 
be captured by the ratio between the number of tumescent females and 
number of males but not using independently the number of tumescent 
females and number of males. Notwithstanding, my results showed limited 
importance of the ratio variables, which may explain why substituting them 
by the integer proxies does not change the results significantly (Appendix).  
In addition of using differences in proportions between groups of 
different social variables (Table 3.5 and Table 3.7), I used the sum of sex 
ratios and sum of proportions of tumescent females to make predictions 
regarding the effects of herding on female and male aggression and the 
likelihood of herding itself (Table 3.2, Table 3.3 and 3.1.2.4). In the present 
chapter, I explored the hypothesis that males and females of the same 
group influence each other’s behaviour during IGE by several means, 
including herding (see 3.1, 3.1.2.4 and 3.4.3.1 for details). Herding is 
assumed here to decrease the chances of female and male intergroup 
aggression through active prevention by males in the case of females and 
for being unavailable due to this within-group aggression in the case of 
males. Herding is expected to be more likely and have a greater impact on 
male and female intergroup aggression when the ratio of females to males 
within a group is small (<3 f:m, Brown 2015). In this chapter, I aimed to 
calculate the chances of recording at least one event of: 1) female 
intergroup aggression (3.1.2.2); 2) male intergroup aggression (3.1.2.3); and 
3) herding. The chances of seeing such events would depend on them to 
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happen in either or both groups involved in the IGE. Herding chances were 
hypothesized to be influenced by sex ratios. Such influence on an IGE level 
was deemed to be reflected by the sum of sex ratios as illustrated in the 
following example.  
Table 3.33 Example data on sex ratios (f:m) and its sum 
IGE Group1 Group2 Sum of sex ratio  
♀ ♂ ♀:♂ ♀ ♂ ♀:♂  Total ♀/♂ in IGE 
1 10 2 5 (10:2) 5 1 5 (5:1) 10 (15:3) 
2 10 8 1.25 (10:8) 5 1 5 (5:1) 6.25 (15:9) 
3 10 8 1.25 (10:8) 5 4 1.25 (5:4) 2.5 (15:12) 
 
In the IGE 1 (Table 3.33), both groups have sex ratios highly biased 
towards females. As such, herding would be expected to be unlikely in both 
groups because the high number of females to males would make herding 
ineffective as a male reproductive strategy. Females would be able to attack 
the other group and males would be expected to focus on intergroup 
aggression instead of herding. On the contrary, in IGE 3 both groups have a 
very low number of females per male. Herding would be then an effective 
strategy for males, who would be expected to actively being involved in it, 
which would make male and female intergroup aggression unlikely. In IGE 
2, the probability of seeing herding and female and male aggression would 
be expected to be in between IGEs 1 and 3 since, in this case, group 1 has a 
very low number of females per male while group 2 has a high number. 
Thus, in group 1 the chances of herding are high and in group 2 are low. 
When looking at both groups together, which is what the response variables 
reflect, the chances of herding would then be higher in IGE 2 than in IGE 1. 
The reason behind using sum of proportions of tumescent females (see 3.1, 
3.1.2.4 and 3.4.3.1 for details) is similar to that of sum of sex ratios.  
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<< He who intimidates his neighbours 
does so by inflicting injury upon them >>  
Sun Tzu-The Art of War 
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4. Severe and lethal 
intergroup coalitionary 
aggressions in crested 
macaques (Macaca 
nigra) 
4.1. Introduction 
 
Warfare can be defined as interactions between human communities 
in which individuals form coalitions in order to attack and kill members of 
other groups (Crofoot, Wrangham 2010). Behavioural observations on 
chimpanzees (Pan troglodytes) suggests that humans are not the only 
primate involved in such activities (Manson, Wrangham 1991, Wrangham 
1999, Williams et al. 2004, Wilson et al. 2004, Kelly 2005, Watts et al. 2006, 
Boesch et al. 2008, Roscoe 2007, Crofoot, Wrangham 2010, Wilson et al. 
2014). Chimpanzees are known to attack members of other groups without 
immediate provocation when they encounter them. Such encounters may 
occur: 1) During border patrols, in which several members of a community 
search for neighbours around the boundaries of their territory (Wilson et 
al. 2004, Watts et al. 2006); 2) during raids, in which a party travels in silence 
deep (>1 km) into the territory of their neighbours (Goodall 1986) or 3) by 
chance (Watts et al. 2006). Victims of these coalitionary attacks are 
normally severely injured and sometimes die (Goodall 1986, Wilson et al. 
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2004, Watts et al. 2006, Boesch et al. 2008). The similarities between  
intergroup coalitionary aggression in humans and chimpanzees 
(Wrangham, Glowacki 2012 ) have led authors to suggest that intergroup 
violence in both species could have common evolutionary roots (Manson, 
Wrangham 1991, Wrangham 1999, Crofoot, Wrangham 2010, Wilson et al. 
2014). 
Coalitionary aggression against members of other groups can be 
adaptive if it promotes intergroup dominance (intergroup dominance 
hypothesis, Crofoot, Wrangham 2010). Intergroup dominance can increase 
the fitness of group members by improving access to resources (Zhao 1997, 
Harris 2006, Mitani et al. 2010) and mates (Williams et al. 2004, Glowacki, 
Wrangham 2015). Intergroup coalitionary aggressions (IGCA) can foster 
intergroup dominance if they decrease the competitive ability of the other 
groups (Crofoot, Wrangham 2010). Competitive ability of groups might be 
reduced by decreasing the number of active participants during encounters, 
which are important in determining the outcome of intergroup encounters 
(e.g. Arseneau-Robar et al. 2016). Number of active opponents during 
intergroup encounters can be reduced by either deterring them for 
participating or by killing them. Deterrence might be achieved by imposing 
high fitness costs for participation, such as injuries, which have a significant 
negative impact on  fitness (Archie 2013, Archie et al. 2014). IGCA can be a 
source of mortality and injuries (e.g. Mosser, Packer 2009, Wilson et al. 
2014). 
Participating in an intergroup aggression can be costly in terms of 
energy, risk of injury and even death (Goodall 1986, Cheney, Seyfarth 1987, 
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Kerhoas et al. 2014). These costs are only borne by those individuals actively 
involved in the aggression. However, benefits of intergroup aggression, 
such as access to resources, can potentially be available to any group 
member regardless of whether or not they participated. When costs are 
incurred by single individuals but profits are gained by the whole group, 
free-riding (i.e. to not participate) becomes the best strategy on an 
individual level. This can lead to a collective action problem (CAP), a 
situation in which the collective benefit might not be produced if enough 
individuals decide to withdraw (Olson 1965). Nevertheless, CAPs can be 
solved if participation is encouraged by minimizing the costs associated 
with the production of the good. CAPs can also be resolved if producers of 
the collective good obtain greater benefits than free-riders (Olson 1965, 
Gavrilets, Fortunato 2014, Gavrilets 2015, Arseneau-Robar et al. 2017). 
Therefore, IGCA are expected to occur when the costs for the aggressors 
are low and their gains are among the highest within their group. This is the 
situation described in the imbalance-of-power hypothesis (Manson et al. 
1991, Wrangham 1999).  
The imbalance-of-power hypothesis states that severe and lethal 
IGCAs occur whenever: (1) aggressors have a high numerical superiority 
over the victims; (2) the cost for the aggressors is low; (3) the victims and 
(4) aggressors belong to the philopatric sex; and (5) the species has a fission-
fusion social organization (i.e. members of a given community rarely travel 
together but form fluid sub-groups called “parties”, in which they forage 
and travel. Parties may vary in size and composition throughout the day). 
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Asymmetry of power allows aggressors to exert the maximum damage 
with the minimum risk to themselves (Manson and Wrangham, 1991). For 
example, in chimpanzee IGCA, there are normally over 3 aggressors per 
victim (Wilson et al. 2014) and attackers are rarely hurt (Watts et al. 2006, 
Sherrow, Amsler 2007). Thus, IGCAs in chimpanzees occur in situations 
where aggressors are at great numerical superiority over the victim and the 
cost for aggressors is low. Second, individuals of the philopatric sex are 
likely to benefit more from attacking neighbouring groups for two reasons. 
On the one hand, these individuals are permanent residents of the group 
they are born in and normally co-habit with the same neighbouring groups 
their whole life. Consequently, any contribution to reduce the competitive 
ability of their neighbours will benefit the aggressors in the  long-term 
(Wrangham 1999). On the other hand, philopatric individuals are expected 
to have close kin within the group (Chapais, Berman 2004). Hence, by 
decreasing the competitive ability of their neighbouring group, they may 
increase their inclusive fitness (Hamilton 1964). In addition to increase the 
average benefits of IGCA, kinship  usually facilitates coalition formation (Silk 
2002), which would improve the chances of IGCA formed by members of 
the philopatric sex. 
 Attacking individuals of the philopatric sex is the most cost-efficient 
way of decreasing the competitive ability of neighbouring groups. 
Individuals of the philopatric sex can only be replaced by birth and 
maturation instead of migration, the latter is expected to be a quicker 
process than the former (Wrangham 1999). As a consequence, reducing the 
number of active participants of the philopatric sex, either by deterring 
them from participation or killing them, the competitive ability of the 
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opposing group is diminished for a longer period of time than if members 
of the other sex are targeted. Finally, fission-fusion societies greatly 
increase the chances of imbalanced encounters between different groups, 
since parties can vary significantly in size and composition (Watts et al. 
2006).  Therefore, IGCA are predicted to occur only in species with fission-
fusion social organization.  
Crested macaques are a female philopatric species whose primary 
source of food, fruits (O'Brien, Kinnaird 1997), is highly monopolizable. 
Despite being critically endangered, the population in Tangkoko Nature 
Reserve (North Sulawesi, Indonesia) has a relatively high density, with an 
estimation of 60 individuals/km2 (Supriatna, Andayani  2008). These 
conditions favour a high between-group contest (BGC) competition for 
resources (Koenig 2002).  Indeed, the majority of inter-group encounters 
are aggressive (chapter 2) and intergroup encounter outcome depends on 
female numbers and subjective resource value (chapter 3). This implies BGC 
competition. Since the number of females seem to play a role in 
determining the outcome of encounters (chapter 3), crested macaques 
could increase their chances of winning intergroup encounters through 
coalitionary attacks against outgroup females. However, they live in 
cohesive multi-male multi-female societies without known raiding parties 
nor border patrols. Therefore, the imbalance-of-power hypothesis does not 
predict that crested macaques perform IGCA. Contrary to this hypothesis, 
here I report numerous cases of IGCA, resulting in injuries, loss of infants 
and death, in wild groups of crested macaques. I discuss these IGCA in 
relation to the imbalance-of-power and intergroup dominance hypotheses.  
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4.2. Methods  
Intergroup coalitionary aggressions were defined as simultaneous 
attacks by 2 or more members of a given group on a member of another 
group that lasted over a minute and included contact aggression (i.e. bites, 
hits, grabs and/or drags; Gros-Louis et al. 2003, Wilson et al. 2004, 
Rosenbaum et al. 2016).  
Events of IGCA were compiled from two different sources: (1) Personal 
records: Events filmed by my team and me in an all occurrence basis 
between October 2015-July 2016. (2) Back records: Events recorded by 
former members of the Macaca Nigra Project (MNP) from 2006-2015 by 
different means (e.g. notes, pictures, videos). 
 
4.2.1. PERSONAL RECORDS  
4.2.1.1. Study site and groups 
The data collection was carried out in Tangkoko-Batuangus Nature 
Reserve (1˚33’N, 125˚10’E), situated in North Sulawesi, Indonesia. At this 
site, temperatures are fairly constant, with an average range of 24-28 ºC 
(MNP, unpublished data), while fruit availability and rainfall is highly 
seasonal (O'Brien, Kinnaird 1997). The study area encompasses primary and 
secondary forests as well as regenerating gardens and heavily disturbed 
areas (O'Brien, Kinnaird 1997, Nailufar et al. 2015).  
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Table 4.1 Study groups, sample effort and number of adults, adolescent females and 
sub-adults 
Group Nº 
observation 
days 
Nº Adult 
Females 
Nº Adult 
Males 
Nº Adolescent 
Females 
Nº Sub-adult 
males 
Pantai batu   (PB1) 189 20-22 3-4 2-3 2-5 
Rambu satu (R1) 153 25-30 9-12 5-6 0-4 
Rambu dua (R2) 30 20-24 4-5 2-3 4-6 
  
I studied 3 habituated groups (Table 4.1) of crested macaques. Two of 
these groups, R1 and R2, were studied during the 1990s (e.g. O'Brien, 
Kinnaird 1997) and then again since 2006 up to this date by members of the 
MNP (Marty et al. 2016). PB1 has been followed continuously since 2008 by 
members of the MNP (Marty et al. 2016). The three groups were habituated 
without provisioning and relied mostly on natural food. However, R1 and 
particularly R2, occasionally ate foods of human origin, principally coconuts, 
papayas and other fruits obtained through crop raiding, but also processed 
food items found in the garbage. Provisioning by tourists is infrequent but 
known to happen.  
 
4.2.1.2. Data collection 
Two of the groups, PB1 and R1, were systematically followed from 
October 2015 until July 2016, 4-5 and 3-4 times on average per week, 
respectively. R2 was followed from April 2016 until July 2016, 1-2 days per 
week on average. On each observation day, each group was followed by 1-
3 observers of my team. Observers carried camcorders (1 JVC GZ-MG330HE 
Everio and 3 Sony HDR-CX405) whenever they were in the field. All 
observers were trained to collect all occurrence data during intergroup 
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encounters, as well as infrequent events (e.g. meat eating, miscarriage, 
predator mobbing). Intergroup coalitionary aggressions were one of such 
events. When recording, observers narrated as many actions as possible, 
identifying the individuals involved whenever feasible. This data collection 
yielded filmed information on a total of 7 independent IGCAs with 8 victims 
(Table 4.3).  
 
4.2.1.3.  Data analysis  
Videos on IGCA were viewed and coded with Behavioural Observation 
Research Interactive Software (BORIS; Friard, Gamba 2016). Information 
was coded whenever the victim was visible, reporting which individuals 
were on sight within 2 meters of the victim and which ones participated in 
the attack (i.e. were aggressive towards the victim). Events recorded as 
aggression were: dragging (i.e. pulling the victim displacing it), biting, 
pulling, hitting and chasing.  
According to the imbalance-of-power hypothesis, the philopatric sex, 
which in this case was females, is expected to be the most aggressive during 
IGCA and be similarly so across ages. Males would be expected to be less 
active, particularly once they are not living in their natal group. In order to 
test these predictions, I used a Generalized Linear Mixed Model (GLMM) 
with Poisson distribution and non-orthogonal planed contrasts (Field et al. 
2012) to compare whether the number of contact aggressions (i.e. bites, 
pull, drag, hit) differed between:  
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1) Females vs males: females included adult and adolescent females 
while males included adult and sub-adult males as well as a few 
juvenile males who could be individually identified. 
 2) Adults vs immatures: adult females and males on one side and sub-
adult and juvenile males plus adolescent females on the other.   
3) Adult females vs adolescent females.  
4) Adult males vs sub-adult males.  
 
In the model, the logarithm of minutes in which each individual was 
visible in proximity to the victims (≤2m) was used as an offset variable. 
Individual identity and attack were accounted for as nested random effects. 
The GLMM was conducted in R (R Core Team 2016) using the package lm4 
(Bates et al. 2016). Zero-inflation and over-dispersion were checked with 
the corresponding functions of the package DHARMa (Hartig 2018). 
Residuals were inspected with the function plotSimulatedResiduals of the 
same package. Cook’s distances were calculated using the model without 
random effects to reveal influential data points (cooks.distance function of 
the package “car”; Fox, Weisberg 2011). 
 
4.2.2. BACK RECORDS 
The same groups, R1, R2 and PB1, have been followed for about a 
decade by the MNP (see Study site and groups). During this period, a long-
term database has been compiled, including ad libitum information on 
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infrequent events. I systematically searched data on IGCA in the MNP long-
term database. The search yielded a total of 5 IGCAs (Table 4.4). Evidences 
were in the form of pictures, notes and videos. Information on age-sex class 
of the victim and the aggressors was extracted whenever possible, as well 
as any detail available on the attack. These back records have been added 
to this chapter to provide a more comprehensive picture of IGCAs but, since 
they contain gaps, they are not included in the GLMM below.  
4.3. Results 
I report information on a total of 12 coalitionary attacks with 13 victims 
(Table 4.3 and Table 4.4). Data on seven of the IGCA were collected by my 
team and me, yielding frequencies of intergroup coalitionary attacks of 1.93 
per year for PB1, 9.54 for R1 counting weaned individuals and 16.7 
attacks/year including infants and juveniles. There was no record of R2 
being involved in IGCA. Frequency for the back records is not calculated 
given that data on IGCA were not collected on an all occurrence basis. 
Intergroup coalitionary attacks took place when the victim was isolated 
from its own group, which was over twenty meters away from the victims. 
Ten of the 12 IGCA occurred when victims were isolated during intergroup 
encounters; the circumstances of the remaining 2 are unknown. In all cases 
the victims were greatly outnumbered, being alone or with their infants and 
surrounded by members of the attacking group (Figure 4.3, Figure 4.4 and 
Figure 4.5). Within my study period, the ratio between aggressors and 
victims was over 3:1. The exception was a short part of the attack on an 
Chapter 4: Intergroup coalitionary aggressions in crested macaques 
 
214 
 
adolescent female the 18th July 2016 in which aggressors and victims were 
equal in numbers (see Appendix for details). In all these events the ratio 
between bystanders and aggressors on one side and victims on the other 
was usually much higher than 5:1 (Table 4.3). Aggressors and victims were 
natal members of their respective groups in both my study period (Table 
4.3) and in all confirmed cases in the back records (Table 4.4). While victims 
were highly biased towards females of different ages (11/13 victims), 
aggressors accounted for every age-sex class except adult males and infants 
(Figure 4.1). Adult males were bystanders, that is, they were within 2 
meters of the victim but did not attack it (Figure 4.2).  
The Poisson GLMM used to compare IGCA participation across age-sex 
classes showed no significant differences in any of the planned contrasts 
(Table 4.2). The model did not present zero-inflation nor over-dispersion. 
The calculation of cook’s distances revealed two influential points. These 
were the cases of the adolescent female and juvenile male who participated 
more intensely in the attack of the 18th December 2015 (Table 4.3). Re-
running the model without these two observations did not affect the (non) 
significance of any contrast (Appendix).  
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Table 4.2 Results of multiple non-orthogonal planned contrast Poisson GLMM testing 
differences in aggression during IGCAs between sex and age classes. 
Fixed effects  Estimate  Std. Error Z value Pr(>|z|) 
(intercept) -4.56 231.89 -0.02 0.98 
Females vs Males 3.55 231.89 0.01 0.99 
Adults vs Immatures -8.37 463.78 -0.02 0.98 
Adult females vs adolescent females 9.70 579.73 0.02 0.99 
Adult males vs sub-adult males 1.84 1.06 1.73 0.08 
Random effects were attack nested into attacker ID (Attacker group individual’s 
ID:attack: Variance=1.70; SD= 1.30; attack: Variance=0.95; SD= 0.97). N=113, Nattacker 
group individuals’ ID: attacks=112, Nattacks=8. 
 
 
Figure 4.1. Box-plot showing contact-aggression rates during IGCAs by age-sex class.  
Bystanders are excluded. Attackers that could not be individually recognized are 
excluded. AF=Adolescent Females (N=11; attackers=5; IGCAs=8); F= Adult females 
(N=10; attackers=7; IGCAs=6); J=Juveniles (N=2; attackers=2; IGCAs=2); 
M=Males (N=0; attackers=0; IGCAs=0); SA= Sub-adult males (N=9; attackers=5; 
IGCAs=6). N=total number of observations of the age-sex class included in the graph; 
Attackers=number of different attackers whose attacks are presented; IGCAs=Number 
of IGCA in which the age-sex class was aggressive. 
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Figure 4.2 . Box-plot showing time spent by bystanders in proximity to the victims 
(≤2m). 
Bystanders are those individuals who stayed in proximity of the victim but did not 
attack her. Only individually recognized individuals are included. AF=Adolescent 
Females (N=7; bystanders=5; IGCAs=5); F= Adult females (N=65; bystanders =26; 
IGCAs=8); J=Juveniles (N=1; bystanders =1; IGCAs=1); M=Males (N=12; bystanders=8; 
IGCAs=6); SA= Sub-adult males (N=13; bystanders =5; IGCAs=7). N=total number of 
observations of the age-sex class included in the graph; Bystanders=number of 
different individuals seen as bystanders; IGCAs=Number of IGCA in which the age-sex 
class was seen as bystanders. 
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Most victims (7/9) whose attack was recorded in video, went through a 
period in which they did not struggle when attacked and were completely 
unreactive. The victims who did not show this period of inactivity were a 
juvenile female, who struggled throughout the attack, and an infant, who 
continued her activity whenever the attackers allowed her. 
All victims, except an adult female, survived the attacks. At least 4 
victims escaped with mild injuries. Four of the attacks were against females 
with infants. Two of these infants remained in the opponent group once 
their mother escaped. One of these two infants died the next day. No 
information was found about what happened to the other infant left on the 
opponent group (Table 4.4). The third infant escaped to his natal group, but 
he died few days later, presumably due to the injuries caused during the 
attack. Regarding the fourth infant, it is unknown what happened to it and 
its mother after the attack (Table 4.4). 
No injuries were reported on any of the attackers. 
 
  
(continued in next page) 
 
Table 4.3 Cases of coalitionary intergroup attacks recorded by the author and her team (October 2015-July 2016). 
 
Date Observation 
duration 
(minutes) 
Observers Victim 
(Group) 
 
Aggressor 
Group 
Bystanders Aggressors Outcome 
18/Dec/ 2015 27 LI Adult 
Female 
(NH) 
PB1 3 Females 
X Juveniles 
1 Adolescent female 
1 Female 
X Juveniles 
 
Death 
20/ Feb/2016 48 LI Juvenile 
Female 
(R2) 
 
R1 1 Adolescent females 
14 Females 
X Juveniles 
5 Males 
2 Sub-adults 
 
2 Adolescent females 
X Juveniles 
1 Sub-adult 
 
Unknown. She 
escaped and was 
chased. We were 
unable to locate her 
again 
 
29/Apr/2016 47 LI, JB Adult 
Female 
(NH) 
R1 2 Adolescent females 
9 Females 
X Juveniles 
2 Males 
3 Sub-adults 
3 Adolescent females 
2 Females 
X Juveniles 
1 Sub-adult 
 
Unknown. She 
escaped and was 
chased. We were 
unable to locate her 
again. 
 
Bystanders: Individuals seen within 2m of the victim without showing contact aggression nor affiliation towards it. Aggressors: 
Individuals displaying contact aggression (i.e. Bite, drag,pull and/or hit) towards the victim. NH= Non-habituated group (not 
necessarily the same in both occasions). LI= Laura Martínez-Íñigo; JB= Juliette Morgan Berthier. X= Unknown number  
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Table 4.4 (Cont.) 
 
 
  
Date Observation 
duration 
(minutes) 
Observers Victim (Group) Aggressor 
Group 
Bystanders Aggressors Outcome 
18/ Jul/2016 11 LI, JB Adult Female 
(PB1) 
R1 5 Females 
X Juveniles 
1 Male 
2 Adolescent females 
3 Females 
X Juveniles 
2 Sub-adults 
Escaped. Lost 
her infant 
18 LI Infant  
Female 
(PB1) 
R1 2 Adolescent females 
9 Females 
X Juveniles 
1 Male 
2 Sub-adults 
1 Female 
X Juveniles 
1 Sub-adult 
Adopted by a 
female in R1 
(Died the day 
after) 
3  
LI, JB 
Adult Female 
(PB1) 
R1 1 Adolescent female 
2 Females 
X Juveniles 
2 Sub-adults 
1 Adolescent female Escaped 
4 LI Juvenile 
Female (PB1) 
 
R1 1 Adolescent female 
2 Females 
X Juveniles 
1 Male 
1 Sub-adult 
1 Adolescent female 
2 Females 
X Juveniles 
1 Sub-adult 
Escaped 
10 JB Adolescent 
Female (PB1) 
R1 2 Adolescent females 
2 Females 
X Juveniles 
2 Males 
2 Sub-adults 
1 Adolescent female 
1 Female 
X Juveniles 
2 Sub-adults 
Escaped 
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Table 4.4 Cases of coalitionary intergroup attacks recorded by members of MNP before my study period (2006-2015).  
 
Date Observer Recording method Victim 
(Group) 
Aggressor 
Group 
Aggressors/Bystanders Outcome 
03/Aug/2006 AE Pictures and notes Adult Female 
(R2) 
R1 Several females, juveniles and sub-adults Escaped injured 
18/ Jul/2007 TF Pictures  and notes Adult Female 
with infant 
(R2) 
R1 UNK (Surrounded by females, juveniles, 
adolescent females and an adult male) 
UNK 
16/Feb/2008 TF Videos and notes Adult female 
with infant 
(NH) 
R1 3 Adult Females 
X Juveniles 
2 Sub-adults 
Escaped injured. 
Infant left in R1 
 
 
16/Jun/2008 JD, ML Notes and personal 
communication 
Infant 
male 
(R2) 
R1 X juveniles, X females Escaped injured 
(died the 21st June 
2008) 
02/Nov/2008 JE Pictures and notes 
 
 
Juvenile 
(R2 or R3) 
R1 
 
 
UNK (Surrounded by juveniles, sub-adults, adult 
females, adolescent females and an adult male) 
Escaped injured 
Aggressors: Individuals displaying contact aggression (i.e. Bite, drag and/or hit) towards the victim. Observers: AE=Antje Engelhardt; 
JD= Julie Dubosq; JE= Jerome Michelleta, ML= Meldy Tamengge; TF=Teija Febranouva. Abbreviations:NH= Non-Habituated group; 
UNK= Information not available2
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Figure 4.3 Pictures extracted from  videos recorded during intergroup coalitionary 
aggressions. 1) Lethal attack on adult female by PB1 (18th December 2015); 2) Attack 
on female juvenile by R1 (20th February 2016). 
V= Victim; F= Adult Female; AF=Adolescent female; SA=Sub-adult male; j=Juvenile. 
J=old juvenile. 
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Figure 4.4 Pictures extracted from  videos recorded during intergroup coalitionary 
aggressions. 1) Attack on an adult female with her infant by R1 (18th July 2016); 2) 
Attack on an adult female by R1 (29th April 2016).  
V= Victim; Vi= Victim’s infant; F= Adult Female; AF=Adolescent female; j=Juvenile. 
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Figure 4.5 Pictures extracted from  videos recorded during intergroup coalitionary 
aggressions. 1) Attack on an infant by R1 (18th July 2016); 2) Attack on an adult female 
by R1 (18th July 2016). 
V= Victim; F= Adult Female; SA=Sub-adult male; j=Juvenile. 
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4.4. Discussion  
Crested macaques formed coalitions among natal members of all age-
sex classes to attack members of other groups. The victims were primarily 
females of different age classes, who were attacked when they were greatly 
outnumbered and isolated from their groups. The attacks caused injuries, 
loss of infants and death to the victims. No injuries were reported for the 
aggressors. This is the first study to report severe intergroup coalitionary 
aggressions in crested macaques. In addition, to my knowledge, this is the 
second study to report a case of killing of an outgroup weaned individual of 
the philopatric sex during an IGCA in a primate species other than humans 
and chimpanzees (Payne et al. 2003b).  
 
Table 4.5 Predictions of the imbalance-of-power hypothesis (Manson, Wrangham 
1991, Wrangham 1999) supported and not supported by the data on crested macaques 
presented in this manuscript. 
Prediction Supported 
Aggressors have a high numerical superiority over the victims Yes 
The cost for the aggressors is low Yes 
Victims belong to the philopatric sex Yes 
Aggressors belong to the philopatric sex Yes* 
The species has a fission-fusion social organization No 
* Aggressors were all born in the attacker group, but in addition of females, sub-adult 
and juveniles males also participated. 
 
The observations presented in this study are mostly consistent with 
the predictions of the imbalance-of-power hypothesis (Table 4.5) regarding 
the skewed ratio between victims and aggressors, the sex of the majority of 
the victims and the low cost of the attacks for the aggressors (Manson, 
Wrangham 1991, Wrangham 1999). Attacks took place at a low cost for the 
aggressors, who were in great numerical advantage and who were never 
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wounded during IGCAs. Actually, most victims did not retaliate when 
attacked and, in fact, remained immobile. It is possible that they suffered 
from tonic immobility. Tonic immobility is a reversible and involuntary state 
of muscular rigidity with relative unresponsiveness to external stimuli 
(Hennig 1978, Marx et al. 2008, Volchan et al. 2011). Tonic immobility 
appears as a response to extreme fear when a threat cannot be escaped 
(Marx et al. 2008), and has been seen to inhibit the aggression of attackers 
(Thompson et al. 1981). Those crested macaque victims who seemed to 
enter tonic immobility eventually went out of their immobile state and fled, 
except the one who died during the attack. 
Victims were mostly females, the philopatric sex, as predicted by the 
hypothesis (Table 4.5). However, the bias towards female victims might be 
due to reasons other than those stated in the imbalance-of-power 
hypothesis. Crested macaques have a marked sexual dimorphism, males 
being 1.58-1.7 times heavier than females (Plavcan, Van Schaik 1997) and 
having elongated canines. Therefore, attacking females might be less risky 
than attacking males and, because of this, more individuals might be willing 
to participate in an attack against a female. Additionally, since group sex 
ratios are biased towards females (Table 4.1) it is possible that females are 
the more frequent victims simply because of their higher relative 
abundance.  
Aggressors were natal members of the attacking group but, contrary 
to the predictions of the imbalance-of-power hypothesis, they were not 
only females. Sub-adult males participated with the same intensity as did 
adult and adolescent females (Figure 4.1, Table 4.2). It is possible that sub-
adult males increase their inclusive fitness by participating in these attacks, 
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given that the costs are minimal and the potential benefits might improve 
the fitness of their matriline (Silk 2006). Notwithstanding, since the victims 
are females of neighbouring groups, it seems odd that they would risk the 
loss of potential mating partners if they decide to migrate into that group. 
This, however, might not be a cost for them for several reasons. First, sub-
adults might participate in the attacks against members of groups they do 
not aim to migrate to. However, future planning seems to be limited in 
macaques (Scarf et al. 2011, Bourjade et al. 2012, Dekleva et al. 2012), so 
this is unlikely. Another option might be that sub-adults males participate 
in IGCAs due to in-group social incentives (e.g. grooming) as seen in vervet 
monkeys during IGEs (Arseneau-Robar et al. 2016). Finally, since the attacks 
are overwhelmingly non-lethal, they do not reduce the number of potential 
mating partners. Actually, sexual intimidation might improve the chances 
of those sub-adults participating in IGCA of siring offspring if they migrate 
to the group of their victims (Feldblum et al. 2014, Baniel et al. 2017). 
Although adult males did not actively participate in any of the attack, this 
did not separate them statistically from other age-sex classes when 
controlling for time spent in proximity of the victims. This might be due to 
the fact that in all sex-classes, bystanders were more numerous than 
attackers (Table 4.3). 
 
 
 
 
 
Chapter 4: Intergroup coalitionary aggressions in crested macaques 
 
 
227 
 
 
Table 4.6 Information on non-human primates species with reported cases of severe 
and lethal outgroup coalitionary aggression on weaned individuals.  
Intergroup coalitionary killings have occurred in the Cayo Santiago rhesus macaque 
(M. mulatta) population (Ruiz-Lambides, pers. comm.). However, the age-sex class of 
victims and aggressors is not available 
 
A key prediction of the imbalance-of-power hypothesis which is not 
supported by my data is that IGCAs, particularly those leading to fatalities 
of weaned individuals, will only occur in species with fission-fusion social 
organization (Manson, Wrangham 1991). Nevertheless, this is not the first 
time that a case of severe and lethal coalitionary aggression against 
outgroup members is reported in a primate species living in cohesive groups 
(Table 4.6). Similar events have been described in Temminck's red colobus 
Species Social organization Dispersive sex Victim/s  Aggressors Reference 
Temminck's red 
colobus 
(Procolobus badius 
temminck) 
 
One/multi-male 
multi-female 
Female 
biased (but 
both) 
Males Females Starin 1994 
White-faced 
capuchin monkeys 
(Cebus capucinus) 
 
Multi-male multi-
female 
Males Males Males Gros-Louis et 
al. 2003 
Mountain gorilla 
(Gorilla beringei) 
One-male, multi-
female (But attacks 
occurred when  
multi-male multi-
female ) 
Female 
biased (but 
both) 
Males Males and 
females of 
all age-sex 
classes 
Rosenbaum 
et al. 2016 
Stairs's white-
collared  
monkey 
(Cercopithecus 
mitis erythrarchus) 
 
One -male multi-
female 
Males Female Females 
and 
juveniles 
Payne et al. 
2003b 
Chimpanzees 
(Pan troglodytes) 
 
Multi-male multi-
female 
Females Mostly 
males 
Mostly 
males 
Wilson et al. 
2014 
Crested macaques 
(Macaca nigra) 
Multi-male multi-
female 
Males Mostly 
females 
Females 
and 
philopatric 
immature 
males 
Present 
study 
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(Procolobus badius temminck, Starin 1994), white-faced capuchin monkeys 
(Cebus capucinus, Gros-Louis et al. 2003), Stairs's White-collared monkeys 
(Cercopithecus mitis erythrarchus, Payne et al. 2003b) and mountain gorillas 
(Gorilla beringei, Rosenbaum et al. 2016). All IGCAs reported in socially 
cohesive species of primates took place when there was a great imbalance 
of power between victims and aggressors. These imbalances happened 
when potential migrants were found traveling alone or in pairs in search of 
new groups (Starin 1994, Gros-Louis et al. 2003, Payne et al. 2003b, 
Rosenbaum et al. 2016) or when victims got isolated from their groups 
during intergroup encounters (Gros-Louis et al. 2003 and the present 
study). The highly skewed numerical odds seem to be the only feature 
consistent across species; given that social organization, sex-biased 
dispersal and age-sex class of victims and participants do not remain 
constant (Table 4.6). Thus, it might be that in primates coalitionary attacks 
on outgroup members happen whenever a large imbalance of power 
between aggressors and victims co-occur with a motivational factor that 
elicits the participation of several group members. These factors might vary 
across species (e.g. infanticide prevention (Starin 1994), maintenance of 
group stability (Rosenbaum et al. 2016), reduction of mating competition 
(Gros-Louis et al. 2003)).   
Intergroup coalitionary aggressions in mountain gorillas, Stair’s white-
collared monkeys, chimpanzees and crested macaques are the only ones in 
which most victims and aggressors belonged to the philopatric sex (Table 
4.6). However, in gorillas and white-collared monkeys, the victims seemed 
to be solitary, seeking to form a group (Rosenbaum et al. 2016) or in the 
process of an unusual migration (Payne et al. 2003). Chimpanzees and 
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crested macaques are the only non-human primates that attack philopatric 
individuals that are integral part of a multi-male multi-female group. Such 
attacks have the potential to influence long-term intergroup dominance 
relationships, something that IGCAs in other species (Table 4.6) have not.  
In chimpanzees, communities with more males tend to escalate in 
encounters (Wilson et al. 2012) and are involved in more intercommunity 
killings (Wilson et al. 2014), which in the long-term may lead to territory 
expansion (Mitani et al. 2010). Thus, IGCA in chimpanzees seem to affect 
intercommunity dominance.  
In crested macaques, groups with more females tend to win the 
encounters (chapter 3). Thus, it is possible that by targeting members of 
the resident sex, crested macaques are improving their chances of winning 
encounters in the future. It might be argued that the lethal aggression 
observed in crested macaques could be just a one-time observation under 
very particular circumstances and that it is unlikely to happen consistently. 
However, within-group coalitionary aggressions in crested macaques have 
been known to produce at least one more fatality of an adult female 
(Engelhardt, pers. comm.). Consequently, intergroup coalitionary attacks 
do seem to have a potential for being lethal. Since the frequencies of IGACs 
during my study period were relatively high (Table 4.3), we may expect new 
lethal cases to be reported in the future. In any case, lethal attacks might 
just be one of the mechanisms to reduce the number of active participants 
during intergroup encounters. IGCA might increase the potential costs for 
participants, hindering group defence by reducing the number of active 
participants. One of the costs of IGCA in crested macaques are wounds. 
Wounds can increase energy expenditure (Long et al. 1979, Biolo et al. 
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1997, Archie 2013) and chances of infection (Glass et al. 1988). Injuries can 
be particularly risky for lactating females who might see their healing 
slowed down because of the energetic demands of nursing (Archie et al. 
2014). Another costly outcome of IGCA for the victims is the loss of their 
infants. Losing an infant has a major impact in a female reproductive 
output. Infant death was the second most common outcome of IGCA after 
injuries (Table 4.3 and Table 4.4). Risk of injury and infanticide, together 
with the possibility of death, may deter female participation in intergroup 
encounters (Kitchen, Beehner 2007) enough as to increase the attacking 
group chances of winning encounters. 
Although chimpanzee and crested macaque IGCAs may have a similar 
effect (i.e. improving the ability of the attacking group to dominate the 
group of the victim), they may present fundamental differences. While IGCA 
in crested macaques are opportunistic and occur within or following an 
encounter, some chimpanzee IGCA seem to be proactive. Reactive 
aggression, which seems to be the type displayed by crested macaques, and 
proactive aggression, have different underlying physiological processes and 
might have followed different evolutionary paths (Wrangham 2017). 
Reactive aggression occurs as a response to a threat or other unpleasant 
stimulus that causes emotional arousal. In such case the aim of the 
aggression is to stop the stimulus. Proactive aggression, in contrast, 
involves planning, lack of emotional arousal and external or internal 
rewards (De Almeida et al. 2015). Chimpanzees participate in raids (Mitani, 
Watts 2005), in which a party of individuals, commonly males, travel into 
the territory of a neighbouring group silently and cautiously until they find 
the right situation to attack members of other groups without prior 
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immediate provocation (Wrangham 1999). The lack of immediate 
provocation is the reason why chimpanzee raids have been categorized as 
examples of proactive aggression (Wrangham 2017). Crested macaques 
have not been reported to participate in raids. They do male incursions in 
which sub-adult and/or adult males, either alone or in small groups, follow 
a neighbouring group (Sicotte, Macintosh 2004). In crested macaques, male 
incursions usually occur after intergroup encounters, in which cases old 
juveniles and more rarely females (Engelhardt, pers. comm.), might be 
involved as well. These incursions almost never involve aggression by the 
followers, are usually carried out by the dispersive sex and under 
circumstances in which the numerical odds are in favour of the group being 
followed. All these features contradict what would be expected of a 
proactively aggressive raid (Wrangham 1999), but match what would be 
expected from individuals of the dispersive sex assessing migration 
possibilities (Sicotte, Macintosh 2004). The fact IGCA in crested macaques 
occur after or during intergroup encounters, in which the other group is 
perceived like a threat, makes them to fit better into the reactive aggression 
category.   Thus, it is possible that IGCA have a different underlying basis in 
chimpanzees and crested macaques. However, it could be argued that IGCA 
in crested macaques occur once the threat (i.e. the opponent group) has 
mostly disappeared and thus the attacks on isolated victims are not aimed 
to eliminate the stimulus that was causing emotional arousal. In this view, 
IGCAs in crested macaques may also be seen as proactive. More detailed 
observations would be needed to understand what kind of aggression IGCA 
in crested macaques are.  
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Future research on IGCA would help us to understand the extent of 
their impact on the behaviour of the victims and the implications for 
intergroup dominance. For example, in order to establish whether non-
lethal IGCA suffice to change the behaviour of the victims, individual 
participation should be evaluated before and after an attack. This, however, 
is likely to be difficult since it would involve long-term data collection on 
intergroup encounters. An alternative less demanding in terms of data 
collection would be to test whether winning likelihood changes after a 
group member is victim of such attack. Furthermore, it could be explored 
whether there is a relationship between IGCAs and range expansions, as it 
has been reported in chimpanzees (Mitani et al. 2010) and/or to an increase 
in female reproductive rate (Williams et al. 2004).  
 
 
4.5. Conclusions 
 
4.5.1. MAIN FINDINGS 
 
Attacks 
 I reported twelve intergroup coalitionary attacks with thirteen 
victims in crested macaques in Tangkoko Nature Reserve.  
 Eight of the attacks were recorded between November 2015 and July 
2016. Five of these eight attacks took place after the same encounter. 
The four remaining attacks were recorded between 2006 and 2015.  
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Aggressors 
 The ratio between aggressors and victims was over 3:1. The ratio 
between members of the attackers’ group (i.e. aggressors + 
bystanders within 2 meters) and victims were 5:1.  
 Aggressors included adult and adolescent females, sub-adult males 
and juveniles. No age-sex class or sex differed on its rate of biting, 
which was the most frequent form of aggression during these 
attacks.  
 No aggressor was injured during the attacks. 
 
Victims 
 Most of the victims (11 of the 13 victims recorded) were females of 
different ages that were separated from their group during 
intergroup encounters. 
 Most victims (7 of the 9 IGCA video recorded) seem to enter into a 
tonic immobility state during the attack victims that were filmed).  
 Attacks caused injuries (at least in 4 victims), loss of infants (3 cases) 
and death (1 case).  
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Imbalance of power hypothesis  
 Attacks followed most of the predictions of the imbalance of power 
hypothesis: 1) Aggressors had a high numerical superiority over the 
victims; 2) The cost for the aggressors was low; 3) Victims and 
aggressors belonged mostly to the philopatric sex.  
 
4.5.2. SYNTHESIS  
Crested macaques show intergroup coalitionary attacks that closely 
follow the predictions of the imbalance-of-power hypothesis despite living 
in cohesive groups. The consequences of these attacks dramatically affect 
the fitness of female victims through injuries, loss of infants and death. By 
attacking individuals of other groups, aggressors may improve the chances 
of their own group to win future encounters and thus, their intergroup 
dominance status.   
My study adds to the evidence that severe and lethal coalitionary 
aggression against outgroup members can occur in species without fission-
fusion social organization. This might suggest that the origins of human 
lethal conflict could be traced back beyond human’s most recent common 
ancestor with chimpanzees and bonobos. However, while chimpanzees and 
humans coalitionary attacks are often proactive, those of other species 
might be reactive. Thus, intergroup coalitionary aggressions in chimpanzees 
and humans and other primates might be better understood as an 
analogous behavioural trait to those intergroup coalitionary aggressions in 
other primates, rather than a homologous trait. Further observations are 
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needed to understand the differences and similarities in IGCA between 
chimpanzees and humans in one side and the rest of primates in another.  
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5. General Discussion 
5.1.  Synthesis of results 
In my study, intergroup encounters in crested macaques usually were 
aggressive and ended with clear winners and losers. Encounters varied in 
duration from a few minutes to several hours. Contact aggression was 
uncommon and was favoured by situations in which attackers greatly 
outnumbered victims.   
The reason why some encounters ended in draw (21.28%) is not clear. 
Some evidence points towards the similarity of group sizes (chapter 2) and 
number of males as well as differences in the proportion of infants, 
tumescent females and sex ratios (chapter 3; Table 5.1). However, these 
findings were highly dependent on the inclusion of the two encounters 
observed between the group dyad PB1-R2. Once they were removed, the 
association between these factors and draw outcomes of the IGEs was no 
longer significant. Evolutionary game theory (Maynard-Smith, Parker 1976, 
Kokko 2013, Rusch, Gavrilets 2017), predicts the occurrence of draws when 
contestants are similar in resource holding potential and payoffs (see 
chapter 1 and chapter 2 for further explanations). My sample of intergroup 
encounters consisted mainly on situations in which RHP was usually highly 
unbalanced. This may explain why the models were so sensitive to inclusion 
of the two only recorded encounters of the dyad whose difference in group 
size and number of males was minimal and why the fit was weaker than 
that of the models for other response variables. Interestingly, evidence was 
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found of an interaction between the difference in the number of males and 
the proportion of females. It suggests that differences in maximum male 
RHP determines whether an encounter is decided, as long as the realized 
RHP is not biased against the group with more males due to higher 
proportion of females (and therefore, consorting and herding, Cowlishaw 
1995, Manson 1997). 
 
 
 
 
  
Table 5.1 Summary of results obtained in chapters 2 and 3. When the model for a given variable (e.g. winning) of one of the two chapters had 
much stronger support in terms of δAICc and evidence ratio, only the best fitted one is presented. δAICc stands for delta corrected  
Akaike Information criteria. It is the difference between two AICc, usually taking the highest ranking (lowest AICc) as a reference. δAICc ≥ 2 
indicates that the models are significantly different to each other, while lower values indicate that they are equivalent. Evidence ratio is the 
relative likelihood of a pair of models, meaning how much more likely is a given reference model to the one is being compared to.  
Summary of results 
Outcome Draw 21.28%  IGEs were draws  
Unclear results, highly dependent on the sample 
Factors linked to increasing probability of draw: similar group sizes, similar number of males, differences in the 
proportions of infants and sex ratio 
Factors linked to decreasing probability of draw: encounter starting in an area that is core for both groups involved 
Winner 78.52% IGEs were decided 
Intergroup hierarchy: Unresolved in most cases. R2=PB1; R1>PB1; R2≥R1 
Factors linked to increasing winning: Greater number of females and higher intensity of use of IGE location 
Factors  linked to decreasing probability of  winning: Greater proportion of tumescent females and lower sex ratio (f:m)  
Intergroup 
encounter 
intensity 
Presence of 
aggression 
Group 81.6% IGEs included aggression 
Factors increasing probability of aggression: Longer duration of IGE 
Female  50.7% of IGEs included female intergroup aggression 
Factors  linked to increasing probability of aggression: longer duration of encounter, greater number of observers, 
greater total number of females involved in the IGE and presence of male intergroup aggression 
Male 74.64% of IGEs included male intergroup aggression 
Factors  linked to increasing probability of  male aggression: longer IGE duration and presence of female intergroup 
aggression 
Herding 80.06% of IGEs included within-group herding 
Factors  linked to increasing probability of  within-group herding: longer IGE duration  
Contact aggression 28.22% of IGEs included contact aggression 
Factors linked to increasing probability of contact aggression: Greater IGE duration and similar group sizes. Possibly 
female participation.  
Duration Median duration of encounters was 77 minutes (range: 5 minutes-9 hours). 
Factors linked to an increase in intergroup encounter duration: Similar group size and female participation.  
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The likelihood of winning an IGE was heavily influenced by maximum 
female RHP and female payoffs in the form of RV (intensity of use of IGE area) 
and costs (male sexual coercion, chapter 3). Groups with more females and 
encountering opponents in areas highly used by the first were more likely to 
win, but chances decreased the greater the proportion of tumescent females. 
Tumescent females are the most frequent targets of sexual coercion in the 
form of herding and consortship in primates (Cowlishaw 1995, Manson 1997). 
The more females that are tumescent, the less individuals might be available 
to participate in an encounter for being involved in sexual coercion. In 
addition, groups with lower proportion of females per male tended to win. In 
such situation, a given male is less likely to be able to monopolize access to all 
tumescent females because the competition is higher, which decreases 
mating skew (Kappeler 2017). As more males in a group have access to mating 
opportunities, more males are likely to gain benefits from defending access to 
in-group females and protect infants by being aggressive towards 
encountered groups (i.e. act as “hired guns” , Rubenstein 1986).  
Male intergroup aggression is more common than female intergroup 
aggression, which raises the question on how between-group differences in 
the number of females is driving the probability of winning an encounter if 
females are aggressive less often than males. Female and male numbers are 
usually positively correlated. Thus, it would be feasible that male instead of 
female numbers are driving the probability of success. However, since the 
male models in chapter 3 included numbers of males as factors, is unlikely that 
the female models outcompeted them if the male-based factors were better 
predictors. Another possibility is that female numbers are representing group 
size, since in crested macaques, female numbers are closer to total group size 
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than male numbers (e.g. O'Brien, Kinnaird 1997; this thesis). Given that both 
males and females are usually aggressive in over half of encounters this option 
seems feasible. However, exchanging the relative number of females for 
relative number of adults does not improve the model (Appendix). Actually, 
such a model is worse than the model where only group size and intensity of 
use differences are accounted for. Then, it seems that the number of females 
on its own is important in determining the winner of an encounter. Since 
78.5% of encounters are decided but only 50.7% include female aggression, it 
is possible to infer that female aggression is not necessary to win an 
encounter. Thus, it might be that females use a different strategy to displace 
other groups (see 5.4.1). One possibility is that females maintain proximity 
with the opponent group when the encounter starts in an area valuable for 
them. By doing this, they may encourage adult and sub-adult males to interact 
with the other group in an aggressive way and gain more chances to be 
aggressive themselves. Another possibility is that females use social incentives 
to motivate males to fight (e.g. grooming and aggression,  Arseneau-Robar et 
al. 2016). 
If female numbers are important in determining intergroup encounter 
winner, directing severe coalitionary attacks to them could be advantageous 
for the attacker group since doing so would increase their chances of winning 
encounters against them. This would be particularly true for females of the 
attacker group, who would encounter the same groups their whole life. 
However, if the way in which females influence encounters does not always 
include overt aggression as proposed in the previous paragraph, would the 
threat of these attacks have any effect on the likelihood to displace the 
attacked group? As shown in chapter 4, one intergroup coalitionary 
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aggression ended with the death of a weaned female and three others led to 
the death of infants. Whether such mortality rate is enough as to influence 
the female numerical odds and change intergroup dominance relationships 
remains to be tested. Notwithstanding, intergroup coalitionary aggressions 
against females in crested macaques may have a greater impact at deterring 
female participation by increasing the potential costs of being involved in an 
encounter than at reducing maximum female RHP. Increasing potential costs 
may reduce the realized RHP by discouraging females from participating in 
encounters and maybe encouraging them to keep distance and retreat. Low 
level aggression and the threat of aggression itself can affect primate 
behaviours in numerous ways, one of the most conspicuous being social 
hierarchies and all the implications they have for life histories (Majolo et al. 
2012). Thus, it is possible that a high rate of mortality is not needed for 
intergroup coalitionary aggressions to be effective in improving the attacker 
group chances of winning future encounters (see 5.4.2).  
Females may play an important role as well in determining the intensity 
of intergroup encounters (chapter 3). Longer encounters tend to include 
female aggression and contact aggression. Whether the relationship stems 
from longer encounters facilitate the occurrence of more events and so, the 
likelihood of female aggression or whether female participation drives the 
prolongation of intergroup encounter duration would need to be investigated 
in future. Contact aggression is related to symmetries in group size, which is 
consistent with the finding that such encounters usually include both female 
and male aggression.  
In summary, my results suggest that female and male reproductive 
strategies play a significant role in determining intergroup relationships. 
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Female and male interests however are rarely aligned and male strategies may 
undermine female strategies. By doing this, males may be actively preventing 
the creation of a common good (e.g. territory) in order to protect their 
individual benefits (i.e. access to mates). Encounters between groups in 
crested macaques are better understood using models which assume 
different individual payoffs within groups than homogenous payoffs for all 
group members (Table 5.1).  
5.2. Broad implications 
By definition, socioecological models aim to use a limited number of 
ecological factors to predict social system variation (Wrangham 1980, van 
Schaik 1989, Sterck et al. 1997, Isbell, Young 2002). Some of the first 
socioecological models linked ecological variables such as habitat, diet and 
dial activity to social organization (Crook, Gartlan 1966, Clutton‐Brock, Harvey 
1977, Emlen, Oring 1977). Those early studies focused on explaining the 
variety of mating systems. Subsequently, Wrangham (1980), created a model 
focusing on female sociality. In mammals, females are expected to compete 
for food since they invest in offspring more than males, because of anisogamy, 
gestation, lactation and parenting (Trivers 1972, Stockley, Bro‐Jørgensen 
2011). Therefore, female grouping patterns are expected to be related to food 
temporal and spatial distribution, quality as well as other ecological factors. 
Because of this, females were considered the “ecological sex” and hence were 
seen as the logical starting point of socioecological models. Male grouping 
patterns would be a consequence of female grouping patterns (Wrangham 
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1980). Wrangham’s model started the tendency of focusing on female social 
relationships in multi-male-multi-female groups. It did mention how female 
strategies would determine male strategies which, in turn, could influence 
female strategies (Wrangham 1980, Wrangham 1982). However, subsequent 
refined versions of the socioecological model restricted their predictions to 
females with little mention of males (reviewed in Isbell 2017). Meanwhile, 
other authors developed independent models of male sociality linking it to 
female reproductive synchrony and female grouping patterns (reviewed in 
Koenig et al. 2013). Such factors influence the number of males in groups 
(Carnes et al. 2011), as well of their sociality (Ostner, Schülke 2014).   
Socioecological models have been widely used over the last decades as a 
framework to develop research questions (Clutton‐Brock, Janson 2012). 
However, a good amount of these studies showed that the socioecological 
models have fairly low predictive power (Thierry 2008). One of the realms in 
which this has been more evident are the predictions regarding intergroup 
interactions (e.g. Perry 1996, Fashing 2001, Cooper et al. 2004, Majolo et al. 
2005). In general lines, socioecological models predict that females should 
actively participate in encounters to defend valuable resources whenever this 
resources are scarce and defensible (Wrangham 1980, van Schaik 1989, Sterck 
et al. 1997, Isbell, Young 2002). However, as discussed in chapter 3, in most 
primate species males participate in IGEs more often than females (Fashing 
2001).  My study (chapter 3) offers a potential explanation for the lack of 
predictability of socioecological models in this sense. Male strategies may 
interfere with female strategies during intergroup encounters discouraging 
female participation. Therefore, a model that does not consider male 
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reproductive strategies is likely to be flawed and lacking of crucial information 
to make accurate predictions.  
There is extensive evidence that male reproductive strategies influence 
female behaviour in a wide range of animals. One of the most obvious 
examples are related to sexual coercion, male behaviour that restrict female 
mate choice by means of force or the threat of it (Smuts, Smuts 1993). Sexual 
coercion is present in a wide range of species (Muller et al. 2009, Palombit 
2014) and besides restricting mate choice, it can compromise female fitness 
by means of increased stress levels (Muller et al. 2007), reduced foraging 
efficiency (Rubenstein 1986), changes in behavioural ecology (Galimberti et 
al. 2000, Wallen et al. 2016), injuries (Scott et al. 2005, Baniel et al. 2017), 
infanticide (Lukas, Huchard 2014) and death (Le Boeuf, Mesnick 1991, Reale 
et al. 1996). 
In the case of intergroup encounters, male coercion can be achieved 
through herding, which may increase participation costs for females. Herding 
is commonly understood as males chasing females from their own group 
during intergroup encounters, pushing these females to move away from the 
neighbouring group and preventing them to mate with out-group males (e.g. 
baboons, Kitchen, Cheney et al. 2004). However, herding can also consist of  
threats (e.g. ‘flashy leaps’, guereza monkeys, Fashing 2001) or contact 
aggression (e.g. grabbing and biting in baboons, Byrne et al. 1987). Herding 
can be energetically costly for females if they need to flee or are injured and 
can directly prevent them from participating in encounters (Byrne et al. 1987). 
Actually, in species in which herding is absent, females seem to participate in 
intergroup encounters as often or more than males (e.g. ringed-tailed lemurs, 
Lemur catta, Sauther et al. 1999, Pride et al. 2006; blue monkeys, 
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Cercopithecus mitis, Payne et al. 2003a, Cords 2007; common marmosets, 
Callithrix jacchus, Lazaro-Perea 2001;  Verreaux’s Sifakas, Propithecus 
verreauxi,  Brockman et al. 1998, Benadi et al. 2008, Koch et al. 2016a).  
 Consortships are another reproductive strategy that may affect the 
likelihood of female and male participation on intergroup encounters. 
Consortships are a form of mate guarding consisting of temporary associations 
between a male and a receptive female, in which the male prevents the 
female from mating with other males. During intergroup encounters, males 
engaged in consortships have been found to participate more often in 
intergroup aggressions (Kitchen, Cheney et al. 2004) as well as herding 
(Kitchen et al. 2009). In other species, male participation decreased when 
oestrous females were present, which is being suggested to be a result of 
mate-guarding (Brown 2011, Wilson et al. 2012). 
 
Males might be propitiating female defection by participating themselves 
instead of directly interfering with female chances of approaching opponent 
groups. As discussed in chapter 3, females might be able to free-ride from 
males if these are actively displacing neighbours incentivised by direct or 
indirect mate access defence (Kitchen, Beehner 2007). Also, in species where 
females are much smaller than males, females may experience higher 
potential costs than benefits if participating in an encounter increases their 
chances of having to fight with a male (Cheney 1981). Moreover, if males are 
dominant over females, which is the case in most primate species (Kappeler 
1993), males would have priority of access to food, which is the main benefit 
females may attain from intervening in an intergroup encounter. Thus, 
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females would be more likely to lose in within group feeding competition 
against males, which means that the potential access to food derived from 
participating in an encounter would be lower than that of males (Koch et al. 
2016a). All of these circumstances could discourage female participation in 
intergroup encounters despite the presence of between-group competition 
for resources.  
Whether females are discouraged to participate in encounter due to 
herding, mate-guarding or the possibility of free-riding, it is clear that male 
presence and strategies are likely to be influencing female participation. This 
might explain why hypotheses from classical socioecological models regarding 
between-group contest competition are rarely supported. The impact of male 
behaviour on female intergroup relationships seems to follow similar patterns 
in social mammals other than primates. For example, females tend to 
participate equally or more than males when they are dominant or co-
dominant with them and are not herded by males (e.g. spotted hyenas, 
Crocuta crocuta, Boydston et al. 2001). Moreover, some evidence suggests 
that classical socioecological model predictions on between-group contest 
competition might be more closely followed by species in which males are not 
permanent group members (e.g. Asian elephants, Elephas maximus, Hansraj, 
Vidya 2017;  African elephants, Loxodonta africana, Wittemyer, Getz 2007) 
than in species in which males are permanent residents of social groups and 
therefore, can have a more consistent effect on female behaviour.  
Recurring calls have been made to consider female and male strategies 
and the interaction between them together in socioecological models (van 
Schaik 1996, Kappeler 1999, Kappeler, van Schaik 2002, Koenig 2002, Cooper 
et al. 2004, Thierry 2008, Brown 2011, Clutton‐Brock, Janson 2012). Despite 
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this, the only formal attempt to consider interactions between male and 
female strategies was the synthetic model by Sterck et al.(1997, but see 
Brereton 1995). They included infanticide as a factor influencing female 
grouping patterns. Yet, the newest socioecological model (Isbell 2004) does 
not consider any male strategy and its starting point is female dispersal costs. 
My study adds evidence in favour of considering male and female strategies 
together as well as the interaction between them when formulating 
socioecological hypotheses. Old socioecological models inspired plenty of 
research and have pointed out the need to consider male and female 
strategies together (Kappeler 1999) as well as phylogenetic constraints 
(Thierry et al. 2008). In the same way, a new model accounting for both factors 
may flag what we still need to know about primate and more broadly mammal 
socioecology and what we have misunderstood, providing a new fertile 
ground for research.  
Figure 5.1 Diagram of the synthesis of socioecological models and most supported 
additions. Based on ideas from: Crook, Gartlan 1966, Emlen, Oring 1977, Wrangham 
1980, Wrangham 1982, van Schaik 1989, Sterck et al. 1997, Kappeler 1999, Isbell, Young 
2002, Thierry et al. 2008, Clutton‐Brock, Janson 2012, Koenig et al. 2013)  
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5.3. Limitations of the study  
Every study has limitations and is important to reflect on them in order 
to evaluate the extent in which the findings could provide information on 
other systems and to highlight potential of further research. The main 
limitations of my study come from logistical and methodological constraints 
and are similar to those of studies of the same discipline. The limitations are: 
1) The small number of dyads included, 2) low variability of the differences in 
group size, 3) the potential instability of the results depending on the 
methodology used to measure intensity of use of space, 4) the binary coding 
of aggression and 5) the definitions of low and high level aggression.  
 
5.3.1. SMALL NUMBER OF GROUP DYADS 
 
My study included three group dyads (PB1-R1, R1-R2 and PB1-R2), one 
of which only encountered twice (PB1-R2). This sample size is small in 
statistical terms (Bolker 2017), which has several implications. When using 
GLMM, many authors recommend not using random factors with less than 5 
levels and suggest to use such factors as fixed effects instead (Bolker 2017). In 
my study, the random factor in chapter 2 and chapter 3 was “dyad” which are 
the experimental units. Using “dyads” as a fixed factor would treat 
independent encounters as the experimental units, which would amount to 
pseudoreplication (i.e. analysing as independent data that are not such). 
However, if the variance of the random effect is zero or close to zero, the 
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random factor can be dropped without any effect on the model or kept if the 
aim is to preserve the repeated-measures design (Pasch et al. 2013). The 
variance of “dyad” as a random factor was zero in all models and I decided to 
keep the random factor to account for pseudoreplication.  Such a measure 
should be enough to account for the statistical issues arising from the small 
number of dyads.  
Small sample sizes in studies on primate between-group relationships are 
common (e.g. Cooper et al. 2004, Sicotte, Macintosh 2004, Korstjens et al. 
2005) due to the high logistical demands of incorporating more groups. 
Increasing number of dyads may require habituation of new groups, longer 
timeframes, more funding and a higher number of researchers. Moreover, 
ethical concerns may arise when planning to habituate several neighbouring 
groups (Riley et al. 2014). Crested macaques are critically endangered due to 
human activities which include bush meat and pet trade (Supriatna, 
Andayani  2008, Hilser et al. 2013). Habituation can make groups more 
vulnerable to such threats. Therefore, habituating more groups cannot be 
ethically justified if there is no certainty that they can be monitored in the long 
term and protected from these potential hazards.  
 
5.3.2. LOW VARIABILITY IN GROUP SIZE DIFFERENCES 
 
Group size differences varied within and between dyads (Figure 5.2). 
However, the absolute between-group differences in group size correspond 
basically to the range between 10 and 17 individuals, with only the encounters 
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between PB1-R2 falling outside with 3 and 4 individuals of difference. The lack 
of examples in which groups sizes were equal to each other and slightly 
dissimilar might have influenced the capacity to produce models generalizable 
to other samples. Since the probability of draw and intergroup encounter 
escalation rely in part on how similar the opponents are in RHP (Hardy, Briffa 
2013), the fact that my sample lacked situations of similar RHP might explain 
why these models are less supported than those predicting the probability of 
winning, in which differences in RHP are almost a pre-requisite (although 
different maximum RHPs do not necessarily mean different realized RHP, see 
chapter 1).  
 
Figure 5.2 Box-plot showing the variability in absolute between-group difference in group 
size.  
Data points do not exactly correspond to the actual value to avoid over-plotting. Kruskal-
Wallis test χ2= 52.45, df=2, p<0.0001; Kruskal Wallis test on PB1R1-R1R2: χ2= 47.91, df=1, 
p<0.0001. 
 
An additional problem derived from the relatively small variability on 
group size differences and small number of dyads is that it makes difficult to 
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discern between the effect produced by differences on the factors of interest 
from those caused by particularities of the dyads. Different intergroup 
encounter patterns do exist between the dyads of my study, as I show in 0. 
Therefore, my results need to be interpreted with caution.  
 
5.3.3.  LOCATION-BASED PAYOFF PROXIES  
The location-based payoff proxies suffer from several shortcomings 
which need to be kept in mind in order to understand the limits of each study 
and to what extent can be compared to others. For starters, the timeframe 
chosen to calculate the intensity of use of space can impact on the result 
(Figure 5.3).  For example, if I had considered bimonthly or annual home 
ranges instead of monthly home ranges, the impact of intergroup encounter 
location would have been different. This is the case in blue monkeys 
(Cercopithecus mitis), where site occupancy was found to be important to 
explain intergroup aggression level if monthly occupancy was considered, but 
not if the time period was longer (Roth, Cords 2016). On the contrary, in 
baboons location played a role in intergroup encounter outcome if use was 
measured 9 and 12 months before the encounter but not if shorter periods 
were considered (Markham et al. 2012). In my case, I chose to use monthly 
home ranges for several reasons. First, I reasoned that one-month time 
frames would reflect more accurately the value of the location for crested 
macaques, given that they are mostly frugivorous and in Tangkoko fruit 
availability is highly seasonal (O'Brien, Kinnaird 1997).  
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Figure 5.3 Example of how considering different periods of time when calculating 
intensity of use of space can affect the values of the location-based payoff proxies used 
in this project.  
The example comprises PB1 home ranges for April 2016 and August 2015-July 2016. 
Enumerated starts denote random locations. These locations are the same in both home 
ranges. Colour of the cells (190x190m) indicates their intensity of use by PB1, from 
maximum use (white) to minimum use (black). Note that the intensity of use of each 
location changes depending on the time frame considered. In this example, the location 
2 suffers the most dramatic change from almost no use in April, to maximum use when 
the whole year is considered.  
 
Another issue to consider regarding location-based payoffs is the 
methodology used to calculate them. In recent papers examining the role of 
intergroup encounter location on the outcome, some authors have manually 
divided the study area in grids and counted the frequency of use of each 
(Crofoot et al. 2008, Roth, Cords 2016). Others have counted the proportion 
of relocations close to the location of each encounter (Markham et al. 2012). 
Finally, some used kernel density estimation (KDE) to calculate intensity of use 
(Scarry 2013, Koch et al. 2016b). Each of these methods are valid 
measurements of intensity of use. However, each of them can calculate 
different intensities of use for the same location and using the same data 
(Figure 5.4). This may impact whether location-based payoffs appear to 
contribute to intergroup encounter outcome and intensity or not.  Several 
studies have addressed how distinct methods to calculate home ranges results 
Chapter 5: General Discussion 
 
 
254 
 
in remarkable differences in size and use estimation (Boyle et al. 2009, Grueter 
et al. 2009, Walter et al. 2011, Fischer et al. 2013, Walter et al. 2015). These 
discrepancies may affect the degree in which home ranges of neighbour 
groups are perceived to overlap or even whether a location is being used more 
by one group than by another. Therefore, it is possible that differences 
between species are partially explained by methodological rather than 
ecological factors.  
 
 
Figure 5.4 Example of how different methodologies to estimate intensity of use can result 
in different estimations despite using the same data.  
Home ranges examples belong to PB1 in December 2015. Each has been calculated with 
a different methodology: Brownian Bridges Models (BBMM, as explained in Chapter 2) 
and kernel density estimation (KDE, calculated in QGIS with default parameters). Red 
stars indicate the same random locations in each home range for comparison purposes. 
Colours of the maps indicate intensity of use of each area, from maximum use (white) to 
minimum use (black). 
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Even using the same method to estimate intensity of use of space, 
parameter selection can highly affect the results obtained (Pebsworth et al. 
2012). In the case of my methodology, BBMM, such parameter is cell size (i.e. 
cell side length). I used cells of 190 meters because, after trying different sizes 
(see Appendix), it was the smallest size for which over 80% of pairs of IGE 
locations fell into the same cell. By pair of IGE location I mean two waypoints 
marked at the start of an encounter, each marked by a different observer, one 
in each group encountering. I judged that, by doing this, I would be averaging 
the value of the IGE location for both groups. In addition, since my study 
groups were usually spread for over 100m diameter (unpublished data), a 
smaller cell size might not be representative of how much the group, as a unit, 
values the area.  The choice of a different cell size, however, could have led to 
very different results (Figure 5.5).   
 
Figure 5.5 Example of how different cell sizes change the intensity of use value of each in 
intergroup encounter location. 
 The three home ranges correspond to R1 in December 2015. Calculations were made 
using BBMM (as in Chapter 2) using 3 different cell sizes (500m, 190m and 50m). Red stars 
represent the intergroup encounters between PB1 and R1 in January 2016, for 
comparison purposes. Cell colour indicates intensity of use of each area, from maximum 
use (white) to minimum use (black). 
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Finally, my study only considered the starting point of the intergroup 
encounter to calculate the potential payoffs. However, during intergroup 
encounters, crested macaques commonly keep travelling, even for hundreds 
of meters. In the example bellow (Figure 5.6), the straight distance between 
the starting and the ending points is 700m. This means that the end point of 
an encounter may have very different location-based payoffs than that in 
which it started. In the example, the starting point is unfrequently used by 
both groups and R2 is closer to a core area than R1. On the contrary, at the 
end of the encounter, R1 is closer to a core area than R2. Furthermore, 
encountering groups can maintain proximity in areas of different values along 
the same encounter. Thus, other factors being equal, payoffs for each group 
will vary depending of the exact location in which the encounter is taking place 
of a given time. Therefore, outcome and intensity of intergroup encounters 
might be better understood if a composite measurement of payoffs through 
the encounter is considered (e.g. mean difference in intensity of use 
throughout the encounter; whether the travelling direction made the groups 
go further or closer to the core areas of one of the groups, etc.).  
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5.3.4. CATEGORIZATION OF AGGRESSIVE BEHAVIOUR 
DURING ENCOUNTERS  
 
My study investigated aggression by recording whether it was present or 
not during an encounter and if so, whether it involved contact or non-contact 
aggression. This method was chosen due to time constraints as a useful first 
step towards a better understanding on what factors influence outcome and 
intensity of intergroup encounters in crested macaques. However, this 
approach has its shortcomings since it eliminates a significant amount of 
variability.  For example, in a species such as crested macaques, the alpha 
male, who monopolizes a high proportion of mating (Engelhardt et al. 2017) 
Figure 5.6  Example of two groups traveling through areas of different intensity of use 
during an intergroup encounter.  
The home ranges are those of R2 and R1 in May 2016 calculated by BBMM (as in Chapter 
2). The routes and intergroup encounter were recorded the 19th June 2016. This encounter 
ended in a draw. Cell colour indicates intensity of use of each area, from maximum use 
(white) to minimum use (black). 
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might be willing to participate more often than any other male. He would be 
expected to protect present and future mating opportunities as well as 
offspring by participating in almost every encounter (Figure 5.7). Participation 
of other males might be highly variable. In such situation, regardless of 
whether only the alpha male or all the males from the group have been 
involved in the encounter, the recorded result would be the same (i.e. 
presence of aggression, male aggression and if applicable, presence of 
contact-aggression). Such way of coding may obscure how the majority of 
males respond to the variability in payoffs between encounters and explain 
why the presence of male aggression was independent of all factors except 
encounter duration and presence of female aggression.   
 
 
Figure 5.7 Alpha males usually participate actively during intergroup encounters.  
In the video shot, Uye, the alpha male of PB1 at the time stares at the encountered group, 
R2. Taken by Rismayanti the 4th April 2016 
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5.3.5. DEFINITION OF LOW AND HIGH LEVEL AGGRESSION  
The way in which levels of aggression are divided may also influence the 
findings. A large amount of projects on intergroup encounters usually consider 
displays and threats as low level aggression whereas chases and fights are 
considered as high level aggression (e.g. Korstjens et al. 2005, Brown 2011). 
Others even divide aggression in further categories such as vocal threats, non-
vocal threats, contact aggression, etc. (Roth, Cords 2016). My decision to 
separate the encounters in my sample in the categories of non-contact 
aggression (i.e. presence of chase) and contact aggression, was based on the 
difficulty of reaching enough inter-observer reliability in subtler aggressive 
behaviours. My data collection included the recording a separate category of 
“non-contact aggression” for threats such as lunges, aggressive facial 
expressions, etc. that did not include chases. While lunges, support shake, etc. 
were easy to distinguish, some facial expressions proved to be a challenge. 
Crested macaques have a complex facial expression repertoire in which some 
expressions can be produced with a set of additional visual and acoustic 
components (Micheletta et al. 2013). The same facial expression can look very 
different depending on what additional components are present. In addition, 
some facial expressions with very different meanings have several 
components in common. For example, jaw movement and lip-smack share 
several common features such as scalp retraction, ears flattened, the lower 
jaw moves up and down rapidly and rhythmically and sometimes the teeth 
knock together (Thierry et al. 2000). Jaw movement is used in aggressive 
contexts whereas lip-smack occurs in affiliative situations. In intergroup 
encounters, affiliative and aggressive interactions between members of 
different groups occur close in time, sometimes intermingling. Thus, the 
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context might not be useful to understand what facial expression is being 
observed and the expression itself might seem ambiguous to the observer.  In 
any case, only one out of the 163 encounters analysed in chapters 2 and 
chapter 3 contained the original category “non-contact aggression” (i.e. 
including all forms of not contact aggression except chase) as the only sort of 
aggression being reported. Therefore, since it would be the lowest level of 
aggression and would be obscured whenever it happened in conjunction with 
chases and/or contact-aggression, including the data on non-contact 
aggression would not have altered the results in this case.  
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5.4. Further research questions 
My study of the crested macaques in Tangkoko Nature Reserve has 
highlighted several possible future research questions: 
5.4.1. HOW DO FEMALES INFLUENCE WHO WINS AN 
INTERGROUP ENCOUNTER? 
As I found in chapter 3, groups with more females tended to win 
intergroup encounters even when females are aggressive less frequently than 
males.  It is possible that females use a mechanism other than inter-group 
aggression to influence the outcome of intergroup encounters. Such 
mechanisms could include influencing group movements (Van Belle 2015) or 
using social incentives to promote male participation (Figure 5.8, Arseneau-
Robar et al. 2016). 
Figure 5.8 Females may use social incentives such as grooming and mating to encourage 
males to participate in intergroup encounters.  
In the picture, Vodka, a female, grooms Xero, a sub-adult male (front) while a female 
performs a mating presentation to a male (back). All macaques in the picture belonged 
to R1 and were in the first line of an encounter with R3. 3rd July 2016, Laura Martínez 
Íñigo.  
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5.4.2. DO INTERGROUP COALITIONARY AGGRESSIONS 
AFFECT PROBABILITY OF WINNING ENCOUNTERS?  
Intergroup coalitionary aggressions (IGCA) reported in crested macaques 
may have a function in improving long-term intergroup dominance (Crofoot, 
Wrangham 2010). Several approaches can be taken to address this hypothesis 
depending on resources and human power available. The most detailed 
method would involve individual focal follows in order to compare victim 
behaviour during encounters before and after being victim of an IGCA. Such 
study would provide information on whether non-lethal attacks do have an 
effect of realized RHP and the mechanism by which they do so. However, due 
to the infrequent occurrence of IGCAs, such study would require long-term 
data collection with systematic recording of these events, which can be 
extremely challenging in terms of logistics. Another possibility less demanding 
in terms of data collection will be to use long term data to investigate whether 
IGCAs lead to greater chances for the attacker group to displace the victims 
group. In the longer term, whether IGCAs lead to the attackers’ home range 
expansion over the victim’s group home range of the (Mitani et al. 2010). Such 
approach would require a systematic monitoring of IGCAs identifying to which 
groups the attackers and victims belong, keeping track of intergroup winners 
and losers and daily traveling routes.  
 
5.4.3. DO INTERGROUP ENCOUNTERS PLAY A ROLE IN MALE 
MIGRATION?  
My study has focused mostly on the roles of adults in intergroup 
encounters and how adult female and male strategies may help to influence 
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intergroup encounter outcome and intensity. However, as I emphasized in 
chapter 2, sub-adult males seemed to play a prominent role, being frequently 
involved in aggression and affiliation. Intergroup encounters can allow 
individuals to gain information on their neighbouring groups and assess the 
opportunities for mating, transfer and take over that they may offer. At the 
same time, it allows prospective migrants to convey information about 
themselves to other groups (Sicotte, Macintosh 2004) and to transfer without 
the need to roam alone (Cheney, Seyfarth 1983, Zhao 1994). Sub-adult and 
young adult crested macaque males seemed to use encounters for all these 
three functions. Actually, from the 149 in which some data were recorded on 
sub-adult participation, they were seen to be aggressive in 110 (74%) 
encounters and affiliative in 108 (72%). Such behaviours may allow them to 
evaluate their chances of migrating successfully, while gaining potential allies 
(Figure 5.9) before transferring. Studying the impact of their behaviour during 
intergroup encounters may help to further understand migration choices and 
success in male crested macaques.   
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5.4.4. WHY IS THERE FEMALE-FEMALE INTERGROUP 
AFFILIATION? 
Intergroup encounter studies on primates usually emphasize intergroup 
aggression. However, intergroup affiliation is reported very frequently as well, 
despite not being the focus of attention (e.g. Lar gibbon, Hylobates lar, 
Reichard, Sommer 1997;  white-faced capuchins, Cebus capucinus, Perry 1996; 
Japanese macaques, Macaca fuscata, Majolo et al. 2005 and bonobos, Pan 
paniscus, Itani 1990). Intergroup affiliation usually occurs between members 
of the dispersive sex (Itani 1990, Perry 1996, Majolo et al. 2005) or between 
females and males (Itani 1990, Korstjens, Noë 2004). In the first case it might 
Figure 5.9 Sub-adult and young adult male crested macaques are very active during 
intergroup encounters.  
In the image, Charlie (right corner), a sub-adult male from R2 exchanges affiliative facial 
expressions with 2 juveniles from R1 while Kameroon, an adult male from R1, presents 
his hindquarters to Charlie. Taken on the 20th April 2016 by Laura Martínez Íñigo. 
Chapter 5: General Discussion 
 
 
265 
 
form part of a strategy to facilitate migration (see 5.4.3) while in the second 
scenario is usually a way of increasing mating opportunities. Affiliation 
between members of the resident sex is usually absent.  
Crested macaques display intergroup affiliation among males, males and 
females and among females. Intergroup female affiliation included grooming 
bouts and other forms of contact affiliation such as embraces (Figure 5.10). 
R1, R2 and R3 were at some point members of the same group (Engelhardt, 
pers. comm.). Therefore, it is possible that the affiliation between females of 
different groups are a consequence of familiarity and previous bonds. 
However, the groups split over a decade ago and crested macaques have a life 
span of around 18 years (Cawthon Lang 2006). It seems unlikely that many of 
the females present at the time of the split were still alive during my research 
period.  
 
  
Figure 5.10 In crested macaques females affiliate with females from other groups during 
intergroup encounters.  
On the left, Tripod, a female from R3, and Cumi, a female from R1, exchange affiliative 
facial expressions. On the right, Tripod from R3 grooms Vodka, a female from R1. The 
encounter took place the 3rd of July 2016 and was recorded by Laura Martínez Íñigo. 
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5.4.5. WHO, WHY AND WHEN PARTICIPATES IN 
INTERGROUP ENCOUNTERS?  
Participation in intergroup encounters is very variable between and 
within individuals (Van Belle, Scarry 2015, Koch et al. 2016a, Arseneau-Robar 
et al. 2017). The number of participants in an encounter determines the 
realized RHP, which is likely to influence outcome and intensity more than 
maximum RHP.  
Individual participation in crested macaques is likely to depend in several 
factors such as rank, reproductive state, presence of kin, numerical odds, etc. 
(Kitchen, Beehner 2007). This is supported by the amount of variability 
unexplained in chapter 3 (Table 3.31). During my observations, I perceived 
that there were biases on individual participation. The dominant male was 
usually an active participant whereas the participation of other males was 
more variable. Among females, there were some particular individuals, usually 
low ranking, that tended to be in the front line more frequently than any other 
female and females in R2 seemed to be more involved in encounters than 
females of the two other groups. In addition, females that were usually away 
of the front-line during encounters tended to go there the days after giving 
birth, although were not seen participating actively in the encounters. Thus, 
investigating individual participation in crested macaques would offer a good 
opportunity to test hypotheses regarding individual participation in collective 
actions.  
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5.4.6. HOW DOES THE VARIATION OF LOCATION DURING 
INTERGROUP ENCOUNTERS AFFECT INTENSITY, 
PARTICIPATION AND OUTCOME? 
As discussed in section 5.3.3, when two groups of crested macaques 
encounter they often travel together for hundreds of meters before there is a 
resolution. The trajectories usually traverse areas with different intensity of 
use which, in principle, should vary the payoffs that individuals may obtain 
from participating in each different location. Based on my personal 
observations, I would suggest this might be one of the reasons why individual 
participation seem to vary across each intergroup encounter. Investigating 
whether level of aggression and individual participation varies within 
encounters according to the particular location in a given moment may offer 
a deeper insight on what groups are defending and by what means.  
 
5.4.7. HOW DOES RESOURCE AVAILABILITY AFFECT 
INTERGROUP ENCOUNTER FREQUENCY AND 
INTENSITY?  
In this study I used monthly intensity of use of home range areas as a 
proxy for resource value. This has several advantages such as being produced 
through easily collected data and accounting for effects other than resource 
availability that seem to be important to explain intergroup encounter 
outcome and intensity (e.g. residence effect, Haley 1994). However, given that 
my results suggests that groups compete for resources (Chapters 2 and 3: 
groups tend to win when they use the area where the encounter starts more 
often than their opponent), it would be interesting to test whether if such 
resources are food as it is assumed. Previous studies found that intergroup 
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encounters in crested macaques were more frequent and aggressive when 
fruit availability was low (Kinnaird, O’Brien 2000).  My data together with 
phenological data may allow us to replicate such analysis and investigate 
whether the outcome remains the same.  
Besides food, other resources less investigated may also influence 
intergroup encounter frequency and intensity. One of such resources is water. 
Tangkoko goes through two very different seasons. During the rainy season 
water is available virtually anywhere in the forest (e.g. tree holes, leaves, 
rocks, etc.).  However, during the dry season, fresh water could only be found 
in a handful of locations. It was my impression that encounters at water 
sources were much more frequent during the dry season than during the rainy 
season. Since lack of access to fresh water can potentially have more severe 
effects on the short term than the lack of access to food, intergroup 
competition for water might deserve a closer look.  
5.5. General conclusion 
Intergroup encounters in crested macaques are frequent, usually 
decided and aggressive, with durations ranging from minutes to hours. Males 
and females both participate aggressively but males do so more often than 
females. Intergroup encounter outcome and intensity follow more closely the 
models accounting for within-group differences in payoffs due to reproductive 
strategies than models assuming within-group payoff homogeneity. Female 
resource defence and male mate defence via intergroup encounter aggression 
and within-group sexual coercion are all at play during between-group 
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encounters in this species. Crested macaques form intergroup coalitionary 
aggressions targeting outgroup females and causing injuries, infant loss and 
death. These attacks closely match several key aspects of those observed in 
chimpanzees and humans. My study emphasizes the need to consider 
together female and male strategies and their interactions when investigating 
social behaviour in gregarious mammals.  
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