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ABSTRACT Phase change memories are emerging as a most promising technology for future nonvolatile,
solid-state, electrical storage. However, to compete effectively in mainstream storage applications, a
multilevel cell capability is most desirable. Unfortunately, phase-change memories exhibit a temporal
drift in programmed resistance (and in threshold switching voltage) which appears to be a fundamen-
tal and universal property of the amorphous or partially amorphous phase. Phase-change device models
should therefore include these drift effects in a realistic way so that circuit and systems designers can
assess the likely performance of multilevel phase-change memories in a variety of potential applica-
tions. In this paper, therefore, we present a comprehensive SPICE-based model for phase-change devices
that includes the capability for programming into multiple resistance levels, the prediction of the drift
of cell resistance (and threshold voltage) with time, and the capability for modeling the randomness
inherent to the resistance drift phenomenon. Simulations of multilevel programming and drift phenom-
ena using the model are presented and compared to experimental results, with which there is very
good agreement.
INDEX TERMS Nonvolatile memory, phase-change memory, memristors.
I. INTRODUCTION
Phase Change Memories (PCMs) are emerging as a
most promising technology for future non-volatile, solid-
state, electrical storage. PCMs offer excellent scalability,
good endurance (cyclability) and fast write/read speeds.
Furthermore, phase change memories can operate as true
random-access devices, meaning that individual cells can
be written, erased and re-written, unlike in conventional
CMOS flash memory architectures. Such capabilities have
been exploited in the commercial applications of PCMs in
mobile phones, such as the 45-nm node 1 Gbit PCM chips
produced by Micron with an erase time approximately ten
times faster than (NOR-type) flash memory [1]. However, to
compete effectively in mainstream mass-storage applications,
where CMOS (NAND-type) flash memory and magnetic
hard disk technologies currently dominate, it will be nec-
essary to increase significantly the storage density currently
achieved with phase-change technology. The main routes to
achieve this are: (i) by direct downscaling (i.e., moving to
smaller technology nodes) of single bit cells; (ii) by ver-
tical stacking (i.e., 3D device architectures) of single bit
cells; and (iii) by the implementation of multilevel (multi-bit)
cells. While progress via route (i) is expected as a matter of
course, such progress is relatively slow and costly, and to date
phase-change technology lags somewhat behind conventional
CMOS-flash memory technologies (already around the 20nm
node). Progress via route (ii) potentially requires complex 3D
device fabrication techniques, although significant advances
have been made by the integration of phase-change cells
and selector devices in a relatively simple stackable crossbar
architecture [2]. Increasing PCM storage capacity by route
(iii), the use of a multilevel cell (MLC) approach, is, on
the face of it, a simple and attractive proposition, and could
mean that phase-change devices would find applications not
only in mass storage (flash replacement) but also, in the
suggested “new” format of “storage-class memory” [3]–[5].
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Data are stored in phase-change memory cells by a pro-
grammed cell resistance, and with today’s materials and
cell architectures this programmed resistance can differ by
2-3 orders of magnitude between a fully crystallized (the
so-called “set” state) and a fully amorphized (the so-called
“reset” state) cell. This would seem to leave an ample “win-
dow” for the provision of multi-bit storage via the use of
partially amorphized (i.e., partially “reset”) or partially crys-
tallized (i.e., partially “set”) cells. However, it is found that
resistance of PCM cells in all but the fully-crystalline state
drifts (increases) with the “off” time toff (i.e., the time
between the end of the programming pulse and a subse-
quent read event), empirically described by a power law
dependence given by [6]–[10].
R = R0.
(
toff
/
t0
)νR
(1)
where R0 and t0 are constants and the exponent νR charac-
terizes the rate of drift and gives the slope of the straight
line obtained when log(R) is plotted versus log(t). Thus, a
cell written into a particular resistance state will exhibit a
different resistance at a later time, leading to the possibility
of readout errors and potentially limiting the viability and
usability of multilevel storage with phase-change technology.
Furthermore, the nature of the drift itself exhibits “random-
ness” in so much as the resistance varies in a “noisy” fashion
on short (∼ second) time scales while on longer time scales
the drift can be described by a monotonic increase in resis-
tance characterized by the exponent νR as in (1) (see [11]
for further details).
While significant progress has been made, experimen-
tally and theoretically, in understanding and characterizing
the physical processes that lie behind multilevel storage in
phase-change memories and the associated resistance drift
phenomenon, the development of circuit design models with
a multilevel capability that also includes realistic modeling
of the critical resistance drift effect has received relatively
little attention. In this paper therefore we propose a compre-
hensive SPICE model for multilevel PCM cells that includes:
(i) the capability for programming into multiple resistance
levels; (ii) the prediction of the drift of cell resistance (and
threshold voltage) with time; (iii) the capability for modeling
the randomness inherent to the resistance drift phenomenon.
This model can be used by circuit and systems designers
to provide realistic simulations of the likely performance of
MLC PCMs in a variety of potential applications.
II. PROPERTIES OF MULTILEVEL PHASE CHANGE
MEMORIES
The structure of an archetypal phase-change memory cell,
the so-called “mushroom-cell” design, is shown in Fig. 1.
Here, the active volume of phase-change material (typically
Ge2Sb2Te5 or GST for short) sits on top of a TiN “heater”
electrode whose lithographically-defined dimensions deter-
mine (along with the applied voltage and current) the size
of the switching volume, i.e., the region of the GST layer
that undergoes amorphous to crystal transformations. For
FIGURE 1. Schematic of a typical PCM “mushroom” cell design showing
the dome-shaped switching zone (active volume) in the GST layer.
FIGURE 2. Computational simulation of the characteristic
resistance-current “U” curve, in this case for a PCM cell of the type shown
in Fig. 1 (with a bottom heater electrode of 200 nm diameter and a GST
region of 400 × 150 nm). Also shown (inset) is the amorphous starting
(reset) state (blue region amorphous, brown region crystallized)
corresponding to the far left of the U curve, and the fully recrystallized
(set) state (each different color corresponds to a different crystallite grain).
binary switching, the active volume is switched, reversibly,
between completely amorphous and completely crystalline
states; for multilevel storage, partial amorphization or partial
crystallization of the active volume is required.
The capability for multilevel storage can perhaps be under-
stood most easily using the so-called “U” curve relating cell
resistance to programming current, an example of which is
shown in Fig. 2. Starting on the left hand side of the “U,”
the cell is in the amorphous high resistance (“reset”) state
and increasing the amplitude of the (pulsed) programming
current reduces the cell resistance, due to the onset of crys-
tallization (of course the programming voltage also needs to
be above the threshold voltage for conduction in the amor-
phous state - see [12]). When the cell is fully crystallized
the resistance reaches its minimum value (“set” state) at the
bottom of the “U.” Upon further increasing the programming
current the cell begins to re-amorphize until, at the far right
of the “U,” the cell is fully re-amorphized. Multilevel storage
can thus be programmed into the phase-change cell by vary-
ing the programming current to give intermediate resistance
states lying between the top and bottom of the “U” curve.
It is possible to use either the left-hand or right-hand side
of the “U” curve to provide a multilevel capability, but the
right-hand side is more commonly used since it produces
more reliable (i.e., repeatable) results [13], and it is this
approach that is used in this paper.
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FIGURE 3. Experimental R-I curve (circles–from [17]) and (solid line) as
simulated by SPICE model.
The “U” curve of Fig. 2 was generated by computer sim-
ulation of the response of a “mushroom” type phase-change
cell of the form shown in Fig. 1 for the case of a 200 nm
diameter bottom (heater) electrode and a 400 nm x 150 nm
thick GST layer. The phase-distribution of the GST layer is
shown inset for both the high-resistance starting amorphous
state (to write the starting amorphous dome a voltage pulse
of 2.5 V amplitude, 20 ns duration and fast fall-time was
used) and for the low-resistance, fully-recrystallized state
(written with 1.5 V amplitude, 100 ns duration pulse); these
two states (i.e., fully amorphous and fully crystalline) corre-
spond to those used in binary storage. For such simulations
of Fig. 1 a comprehensive physical model for the electrical,
thermal and phase-transformation processes at work in the
PCM cell was used (this physical model and its associated
material parameters has been described extensively in pre-
vious publications (see [12], [14], and [15]), to which the
reader is referred for further details). However, for this paper,
as already discussed in §I, we are concerned with the devel-
opment of a realistic PCM device model (in SPICE) that
incorporates multilevel capabilities and the effects of resis-
tance (and threshold voltage) drift. Such a device model
should of course provide results in good agreement with
both physical models and experimental data, which, as we
show below, is indeed the case for the SPICE-based device
model described herein.
The capability for multilevel storage in phase change
memories has been known for some time, and was demon-
strated using as many as 16-states per cell in both electrical
and optical phase- change memories by Ovshinsky [16] some
10 years ago. A typical experimental R-I “U” curve, taken
from the work of Ventrice et al. [17] is shown in Fig. 3;
here, the device geometry was also of the “mushroom” cell
type and the critical dimensions of the cell (electrode diam-
eter, GST thickness etc.) were similar to those used in the
computational simulations of Fig. 2, with which there is
good general agreement. Over the right-hand-side of the
“U” curve, the region of interest for multilevel applications,
the relationship between the programming current amplitude
FIGURE 4. Cell resistance as a function of programming current on the
right-hand side of the “U” curve taken from experiment (circles from [17]
and squares from [29]) and (solid line) according to the relationship in (2).
Ip (in μA) and the resistance Rcell (in k) of the phase
change cell can be approximated by the simple equation
Rcell = Rβ (Ip−I0)min (2)
where I0 is the programming current for minimum resis-
tance Rmin (in k) and β is a constant. A plot of (2) is
shown in Fig. 4 (for the case Rmin = 3k, I0 = 400 μA
and β = 0.027) where it is compared to experimental results
from [17] and [18] where good agreement is seen. The rela-
tionship of the form of (2) is therefore used in this work to
program a particular cell into one of a number of multilevel
resistance states.
While programming phase change cells into multiple
resistance levels is relatively straightforward, as already men-
tioned above the programmed resistance is observed to drift
with time, as described by (1). The origin of this drift has
been primarily explained in the literature by two different
mechanisms: (ii) stress release in the amorphous phase due
to the build up of hydrostatic pressure during the reset pro-
cess [6], [9] and (ii) a structural relaxation process involving
atomic rearrangement of the amorphous network and associ-
ated changes in the band structure [8], [10], [18]–[20]. While
there is still ongoing discussion as to which of these mech-
anisms is actually responsible for the observed drift, the
adverse effects of resistance drift on multilevel storage are
clear and potentially quite severe. A programmed resistance
state will exhibit a different resistance at a later time, leading
to the potential of readout errors and limiting the number of
states that can be used and/or length of time a cell can be left
without re-programming. Furthermore, as already pointed out
in §I (and shown for example in Fig. 5), superimposed on
the resistance drift described by (1) there is also a stochastic
variation on short (second) time scales. As a result the read-
resistance of a programmed multilevel state may go up or
down when read events are closely spaced (∼ seconds apart).
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FIGURE 5. Example of the drift of cell resistance with time for a cell
programmed into the (here partially) amorphous state. The solid line
shows experimental results taken from [11] in which the stochastic nature
of the drift on short-time scales is evident. The dashed line shows the drift
according to (1), with a drift factor νR in this case of 0.038.
This stochastic short-term nature of the resistance drift is also
included in the SPICE model presented here.
In addition to the drift of resistance, the threshold switch-
ing voltage for phase change cells is also observed to
drift [6]–[8]. The threshold switching voltage is the voltage
that needs to be applied to an amorphous cell to switch it
into the so-called “on” state. Above the threshold voltage the
conductivity of the amorphous phase suddenly increases and
sufficient current can then be driven through the cell to insti-
gate Joule heating and crystallization. Below the threshold
voltage the amorphous phase has a very small conductivity
and without the threshold effect extremely large (and imprac-
tical) voltages would be needed to force enough current
through the cell to induce crystallization. Thus, the thresh-
old voltage is also a critical parameter for operation of a
phase-change cell, and its variation with time should also be
included in any realistic simulation. Experimental measure-
ments by Ielmini et al. [6] of the drift of threshold voltage,
VT , found that it was closely correlated to the observed resis-
tance drift. Indeed, the variation of VT with time toff after
the end of the programming pulse could be expressed as
VT = VT0 + VT
(
toff
/
t0
)ν0
(3)
where VT0 and VT and t0 are constants and ν0 charac-
terizes the rate of drift and gives the slope of the straight
line obtained when log(VT − VT0) is plotted versus log(t).
Ielmini et al. [6] found that, for any individual cell, the drift
exponents for both R and VT were almost identical. The
facility for threshold voltage drift according to (3) is there-
fore included in the SPICE model presented here - see §III -
but it should be noted that (3) only applies after a short
transient “recovery time” (of around 30 ns) from the end
of the programming pulse. It should also be pointed out
that, in drift measurements carried out over nine decades of
time, Karpov et al. [7] found a slightly different behavior
for threshold voltage drift that suggested a logarithmic time
dependence. The reasons for this difference are not clear,
and in any case it would be a simple matter to modify the
SPICE models presented here to include a logarithmic rather
than power law dependence of VT with time.
III. MODELING OF MULTILEVEL PHASE-CHANGE
MEMORIES USING SPICE
It is clear from the experimental results presented in the liter-
ature (see [6]–[11], [18]–[20]) and the discussions above that
the drift of both resistance and threshold voltage appear to
be fundamental and universal properties of the amorphous or
partially amorphous phase in PCMs (at least those fabricated
with the commonly used chalcogenide alloys), and that such
drifts have a most important role to play in the achievement
of reliable multilevel operation. Models for phase-change
memory performance should therefore include these drift
effects in a realistic way so that circuit and systems design-
ers can assess the likely performance of multilevel PCMs in
a variety of potential applications - and this is the aim of
the SPICE model developed in this section.
Several authors have published SPICE type models for
multilevel PCM simulations, but none have to our knowl-
edge included the all important drift effects. Wei et al. [21],
for example, developed an HSPICE macromodel for binary
and multilevel storage in PCM cells. In Wei’s model the
multilevel capability was achieved using the left-hand side
of the “U” curve and by increasing the width of the set
pulse at constant current amplitude. A good correspon-
dence between experimental and simulated “U” curves was
obtained, but no simulated or experimental data on drift was
given. Lee et al. [22] published a compact HSPICE macro-
model for resistive memories, primarily for single bit cells
but also extendable to multilevel operation. An aim of their
model was to use the minimum number of circuit elements
to improve simulation speeds. Again, the multilevel capabil-
ity was achieved by using variable width current pulses and
drift effects were not included. Ventrice et al. [17] proposed a
compact model for multilevel applications based on a volt-
age controlled voltage source (VCVS) to model the basic
I-V characteristic of the cell, an equivalent thermal circuit
to compute the cell temperature and a time-integrating cir-
cuit to estimate the volume fraction of crystallized material.
The model was used to simulate the cell resistance for pro-
gramming from the reset state with increasing current pulse
amplitudes, and good agreement with measurements on real
devices was obtained. Although Ventrice’s model is extend-
able to multilevel simulation, no (simulated or experimental)
multilevel results were presented and drift was again not
included. Liao et al. [23] allowed for partial crystallization
in a PCM model implemented in HSPICE using Verilog-A.
Crystal fraction was determined using RC circuits with a
voltage controlled resistor and capacitor, and a linear rela-
tionship between crystallized fraction and cell resistance was
used. With appropriate calibration their model successfully
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FIGURE 6. Block diagram of the multilevel PCM SPICE model incorporating
drift effects.
simulated the “U” curves for test cells. Their model is also
capable of multilevel simulations, although no great detail
of such simulations was given and of course the drift effect
was not included. Interestingly Kwong et al. [24] introduced
intermediate resistance levels also in a voltage controlled
resistor circuit model for PCM operation, but in their case
this was to model the decrease in stored resistance value
for a PCM cell over very long durations (years) that result
from the long-term crystallization of amorphous (reset) cells
and affects data retention lifetimes, rather than the capabil-
ity and reliability of multilevel storage. Finally, a paper by
Jo et al. [25] reported on a compact Verilog-A model for
multilevel cells. Programming into either partial set (i.e., the
left hand side of the “U” curve) or partial reset (i.e., the
right hand side of the “U”) by variable amplitude current
pulses was simulated, but drift effects were not included.
To enable a proper simulation of multilevel storage in
phase change cells, including the all important drift effects,
we have developed a realistic SPICE model shown in block
diagram form in Fig. 6. The model shares some features
with a single-bit PCM SPICE model previously published
by us and based on a simple switchable two-phase resis-
tance, where the selected phase was determined by the
detected amplitude and duration of the programming cur-
rent pulse [26], [27]. The new model of Fig. 6 is far more
comprehensive and includes the capability for simulating
I-V curves, R-I curves, multilevel resistance states, resis-
tance drift and threshold voltage drift effects, together with
the stochastic nature of drift observed for short time scales.
Referring to Fig. 6, the model comprises four major sub-
blocks, namely an input detection module, Z-model module,
memory module and control module. The function of each of
these is described briefly below. Note that the current source
circuit in Fig. 6 provides the input signals for the PCM cell
and comprises simply of a set of program and read current
generators.
The input detection module, shown in Fig. 7, detects the
input programming or read current pulse, as Idev, applied to
the PCM device (cell) and generates as its output an appro-
priate input voltage for the memory module, in relation to
the voltages, Va or Vc (defined in Table 1). For conventional
binary operation, the input detection module outputs two
voltage states, VS and VR, corresponding to fully crystallized
and partially /fully amorphized states respectively, along with
a voltage output (Vm) that sets the amorphous resistance
FIGURE 7. Circuit details for the input detection module.
FIGURE 8. Circuit details for the memory module.
value. For multilevel operation the input detection module
additionally detects the intermediate programming current
amplitudes and outputs a voltage (Vp) for the appropriate
partially amorphous (“un-drifted”) resistance value.
The memory module, shown in Fig. 8, uses the voltages
VS and VR from the input detection module to select, via
the Z-model module, the programmed state of the cell as
crystalline or amorphous / partially amorphous. During static
I-V simulations, a feedback signal from the control module,
Vphase, also switches the internal memory to the crystalline
state.
The Z-model module, shown in Fig. 9, provides the
final PCM cell resistance appropriate to the programming
conditions and to any time delay between programming
and reading. The values of VvR, Vt and VRam0 in the
Z-model module (as supplied by the control module shown in
Fig. 10) provide for the variation of the programmed amor-
phous (or partially amorphous) resistance according to (1)
and the variation of the threshold voltage as described by (3).
A. MULTILEVEL RESISTANCE STATES
For the simulation of multilevel operation, four different
amplitude (but fixed-duration) programming current pulses
are fed into the input detection module which converts them
using an RC integrator (see Fig. 7) to a voltage source having
a value equivalent to the input “energy.” The output of the RC
integrator feeds a number of parallel-connected comparators
that generate output voltages corresponding to a fully crys-
talline state (VS), and amorphous/partially amorphous states
(VR and Vm, or Vp). VS and VR are used by the memory
circuit of Fig. 8 to generate the requisite outputs Vcrystal or
VOLUME 3, NO. 1, JANUARY 2015 19
COBLEY et al.: MODEL FOR MULTILEVEL PCMs INCORPORATING RESISTANCE DRIFT EFFECTS
FIGURE 9. Circuit details for the Z-model module.
FIGURE 10. Control module showing the circuits for (a) simulation of the
time delay (between programming and reading), (b) simulation of the drift
of the threshold voltage, (c) the selection of multilevel “un-drifted”
resistance states, and (d) simulation of the stochastic nature of the
resistance drift.
Vamorph, whereas Vm, and Vp are used to select the “un-
drifted” resistance (VRam0) of the amorphous states via the
amorphous control circuit of Fig. 10(c). Finally the appro-
priate PCM resistance, including drift effects, is selected by
the Z-model (of Fig. 9) using switches driven by the output
from the memory module.
B. MODELING RESISTANCE DRIFT
The resistance drift is modeled over time within the Z-model
circuit of Fig. 9. The “un-drifted” resistance signal [VRam0
from Fig 10(c)] is varied through an Algorithmic Behavioural
Module (ABM) by the time delay Vt [defined in the control
circuit of Fig. 10(a)] and by the drift factor νR defined in the
ABM as the voltage VνR - see Fig. 9. The “drifted” device
uses the relationship of (1).
C. MODELING THRESHOLD VOLTAGE DRIFT
The threshold voltage drift circuit is shown in Fig. 10(b),
where the threshold voltage signal (Vamth) from the Z-model
TABLE 1. Circuit parameters used in the spice model.
is compared to the “un-drifted” threshold voltage (VT0) added
to voltage (Vt) dependent on the time delay and a volt-
age (VV ) representing the threshold voltage drift factor (ν0).
If, during a programming pulse, the programming voltage
exceeds the drifted threshold (and the current is sufficiently
high – see Fig. 3), the state of the PCM is changed to
crystalline.
D. MODELING THE STOCHASTIC NATURE OF RESISTANCE
DRIFT
To model the stochastic nature of the resistance drift the
control circuit of Fig. 10(d) is used, adapted from a cir-
cuit design by Hageman [28]. Here a piecewise linear signal
source (Vpwl) references a text file of a series of randomly
generated voltages defined over a specific time range and
interval. The circuit elements Rpwl and Cpwl together with a
VCVS (voltage-controlled-voltage-source) condition the out-
put of the piecewise source. The VCVS output is then added
to a DC voltage (VνR0), representing the resistance drift fac-
tor νR, to form the required stochastic resistance drift (VνR),
which then feeds into the ABM in Fig. 9.
IV. RESULTS
The above model has been used to simulate the performance
of a typical PCM cell for use in multilevel storage appli-
cations and the results compared to published data from
practical devices [6], [11], [17], [29]–[31]. Details of the
various parameters used in the simulations are given in
Table 1.
The simulated (static) current-voltage characteristic for the
device is shown in Fig. 11. This is obtained in the simulation
by applying a ramped current input and plotting this current
against the voltage across the input to the Z-model module
of Fig. 9. It can be seen that the cell remains in the "off"
state until the threshold voltage is reached (1.2V in this
case), whereafter it switches to the conducting "on" state
and then further increases in the input signal put the cell
into the crystalline (set) state where it remains when the
current is removed. Also shown in Fig. 11 are experimental
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FIGURE 11. Static current-voltage characteristics simulated by the model
(solid line for the crystalline phase, dashed line for the amorphous phase)
and compared to experimental results (taken from [6]—circle symbols for
the amorphous phase, square symbols for the crystalline phase).
FIGURE 12. Simulated drift of resistance (solid line) and threshold
voltage in the form VT–VT0 (dashed line) compared to experimental
measurements (taken from [6]—circles show resistance drift, squares show
threshold voltage drift).
results from [6], with which the simulated results are in good
agreement.
Next we simulate the all important drift phenomenon
that is experimentally observed for both the programmed
resistance and the threshold voltage. The resistance drift is
simulated by programming the cell into the reset or partially-
reset state and then reading the cell resistance after a variable
time delay toff [set by the circuit of Fig. 10(a)] while varying,
as explained in the previous section, the resistance using the
ABM in the circuit of Fig. 9. Results are shown in Fig. 12,
for a νR factor of 0.077 and R0 = 380 k, over eight decades
of time delay, where they are also compared to experimen-
tal results from [6] and again good agreement is obtained.
Also shown in Fig. 12 are simulated and experimental
FIGURE 13. Simulated drift of resistance for a cell programmed into four
different resistance levels (solid lines). Also shown (symbols) are
experimental results taken from [30]. Note that the lowest resistance level
is for a fully crystalline cell, which does not exhibit drift.
(again from [6]) results for the drift of threshold voltage
(in the form VT - VT0) with the time toff after programming
the device into the reset state; these simulated and experi-
mental results also agree well over eight decades of time. As
explained in §III above, the circuit of Fig. 10(b) simulates
the drift by incorporating a voltage source implementing the
relationship of (3), in this case with the parameters νT , VT0
and VT of 0.074, 0.55V, 0.46V.
Combining the drift models of §III.B and §III.C with
the multilevel capability explained §III.A enables a realistic
simulation of the performance of PCMs in multibit applica-
tions. The existence of drift will impact on the selection of
the intermediate resistance values and/or the time after pro-
gramming that a multilevel cell can be left before it needs to
be reprogrammed to avoid read errors. Although the model
is extendable to an arbitrary number of resistance levels, as
an example we here use four (one “set” resistance and three
partially “reset”) programmed resistances, so representing
a 2-bit (4-level) memory cell. The intermediate resistance
levels are programmed according to the current-resistance
relationship in (2), and then each level is read at a time toff
(from 0.1s to 10,000s) after programming has been com-
pleted. The selection of the intermediate resistance values
was chosen to allow good separation of the final (drifted)
resistances, and to allow comparison to measurements on
real devices (taken from [30]). The results are shown in
Fig. 13 where it can be seen that very good agreement is
obtained between simulated and real devices.
As shown in Fig. 13, the drift factor νR is known to
increase with increasing resistance, in this case going from
zero for the 3k “set” state to 0.12 for the reset state with
an initial (in this case at 1 second after programming) value
of 3 M. Indeed, experimental studies have shown that
the resistance drift factor νR increases both with increas-
ing programmed resistance and with decreasing read current
VOLUME 3, NO. 1, JANUARY 2015 21
COBLEY et al.: MODEL FOR MULTILEVEL PCMs INCORPORATING RESISTANCE DRIFT EFFECTS
FIGURE 14. Simulated drift of resistance for three partially amorphous cell
states with starting resistances of 200 k (solid line), 400 k (dashed
line), and 500 k (dash-dot line). Two curves for each resistance state are
shown to illustrate the effects of the statistical spread of the drift factor νR
experimentally observed in real cells (see [8]). Note that the potential for
overlap of resistance states, in this case after only a few thousand
seconds, is clear.
amplitude [8], [19]. In addition there is a statistical spread
of observed drift factors between program-read measure-
ment cycles for any individual cell, and a statistical spread
between cells (explained in [8], [19] as a result of the statis-
tical fluctuations of defect annihilations). Thus, within any
real PCM device there is expected to be a potentially large
variation of drift behavior from programming cycle to pro-
gramming cycle and from cell to cell. This can be captured
in our model by using a suitable range of resistance drift
factors in the ABM of Fig. 9 (and these drift factors could
be linked to the initial resistance state of the cell to gener-
ate appropriate values for intermediate states, such as those
shown in Fig. 13). An example is shown in Fig. 14 using the
minimum and maximum values of νR observed for a real
device programmed into multilevel states [8]. The results
show clearly the potential problem of level intermixing due
to drift.
Next, we simulate the stochastic nature (with time) of
resistance drift. As outlined in §III.D this stochastic behavior
can be incorporated into the SPICE model of the PCM by the
piecewise linear voltage source in Fig. 10(d). As an example
we show in Fig. 15 the time evolution of resistance for
three different PCM cells each with an initial programmed
resistance of around 1 M, but each with a different νR
factor (reflecting the statistical variations of drift from cell
to cell) and each showing a stochastic time variation of
resistance - put simply the drift is “noisy”. Also shown in
the figure are experimental resistance measurements for the
three different cells (taken from [31]) which show clearly
the noisy nature of the drift and which agree well with the
simulations.
Finally, we note that the value of the “un-drifted” thresh-
old voltage (VT0 in (3)) also depends on the programmed
resistance of the PCM cell [29] (i.e., it is not a constant).
FIGURE 15. Simulated (solid lines) resistance drift, including the
short-term stochastic variation of drift, for three different cells each with
an initial programmed resistance around 1 M. Also shown (symbols) are
experimental measurements taken from [31].
Thus we note that this dependence can also be included in
our model by simple modification of the threshold voltage
module of Fig. 10(b).
V. CONCLUSIONS
A comprehensive SPICE model for simulation of the per-
formance of multilevel phase change memories has been
developed, incorporating the phenomena of resistance and
threshold voltage drift that are experimentally observed in
the amorphous and partially amorphous phase. In addition
the model includes the stochastic nature of resistance drift
that is observed over relatively short time scales, and the
capability for including statistical fluctuations in drift factors
that are experimentally observed from programming cycle to
programming cycle and from cell to cell. A detailed compar-
ison has been made between simulated results and published
experimental results for multilevel programming, resistance
and threshold voltage drift and stochastic effects, and the
agreement is very good. The model presented in this paper
therefore provides circuit and systems designers with a real-
istic way to assess the likely performance of multilevel PCMs
in a variety of potential applications, such as for conventional
Flash and DRAM replacements or for the “new” format of
storage-class memory.
REFERENCES
[1] C. Mellor. (2012, Dec.). Look Out, Flash! Phase-Change
RAM is Here in Nokia Mobiles [Online]. Available:
http://www.theregister.co.uk/2012/12/17/micron_pcm_asha
[2] D. C. Kau et al., “A stackable cross point phase change memory,”
in Proc. IEEE Int. Electron Devices Meeting, Baltimore, MD, USA,
2009, pp. 1–4.
[3] W. Mueller and M. Kund, “Future memory technologies,” in Proc.
SPIE Int. Soc. Opt. Eng. VLSI Circuits Syst. IV, 2009, p. 7363.
[4] S. J. Hudgens, “The future of phase-change semiconductor memory
devices,” J. Non-Cryst. Solids, vol. 354, nos. 19–25, pp. 2748–2752,
2008.
22 VOLUME 3, NO. 1, JANUARY 2015
COBLEY et al.: MODEL FOR MULTILEVEL PCMs INCORPORATING RESISTANCE DRIFT EFFECTS
[5] G. W. Burr et al., “An overview of candidate device technologies
for storage-class memory,” IBM J. Res. Develop., vol. 52, no. 4.5,
pp. 449–464, Jul. 2008.
[6] D. Ielmini, A. L. Lacaita, and D. Mantegazza, “Recovery and drift
dynamics of resistance and threshold voltages in phase-change mem-
ories,” IEEE Trans. Electron Devices, vol. 54, no. 2, pp. 308–315,
Feb. 2007.
[7] I. V. Karpov et al., “Fundamental drift of parameters in chalcogenide
phase change memory,” J. Appl. Phys., vol. 102, p. 124503, Dec. 2007.
[8] D. Ielmini, D. Sharma, S. Lavizzari, and A. L. Lacaita, “Reliability
impact of chalcogenide-structure relaxation in phase change mem-
ory cells Part I: Experimental study,” IEEE Trans. Electron Devices,
vol. 56, no. 5, pp. 1070–1077, May 2009.
[9] M. Rizzi, A. Spessot, P. Fantani, and D. Ielmini, “Role of mechanical
stress in the resistance drift of Ge2Sb2Te5 films and phase-change
memories,” Appl. Phys. Lett., vol. 99, no. 22, pp. 223513.1–223513.3,
Nov. 2011.
[10] P. Fantini, S. Brazzelli, E. Cazzani, and A. Mani, “Band gap widening
with time induced by structural relaxation in amorphous Ge2 Sb2Te5
films,” Appl. Phys. Lett., vol. 100, no. 1, pp. 013505.1–013505.4,
Jan. 2012.
[11] S. Lavizzari, “Numerical models of conduction, switching and
structure relaxation in phase change memories,” Doctoral thesis,
Dipartmento Electtronica e Informazione, Politechnico di Milano,
Milan, Italy, 2009.
[12] J. A. Vázquez Diosdado, P. Ashwin, K. I. Kohary, and C. D. Wright,
“Threshold switching via electric field induced crystallization in
phase-change memory devices,” Appl. Phys. Lett., vol. 100, no. 25,
p. 253105, Jun. 2012.
[13] N. Papandreou et al., “Drift-tolerant multilevel phase-change memory,”
in Proc. 3rd IEEE Int. Mem. Workshop (IMW), Monterey, CA, USA,
2011, pp. 1–4.
[14] P. Ashwin, B. S. V. Patnaik, and C. D. Wright, “Fast simulation
of phase-change processes in chalcogenide alloys using a Gillespie-
type cellular automata approach,” J. Appl. Phys., vol. 104, p. 084101,
Jan. 2008.
[15] C. D. Wright, K. Byluss, and P. Ashwin, “Master-equation approach
to understanding multistate phase-change memories and processors,”
Appl. Phys. Lett., vol. 90, no. 6, pp. 063113.1–063113.3, Feb. 2007.
[16] S. R. Ovshinsky, “Optical cognitive information processing—A new
field,” Jpn. J. Appl. Phys., vol. 43, p. 4695, Jul. 2004.
[17] D. Ventrice, P. Fantini, A. Redaelli, A. Benvenuti, and F. Pellizzer,
“A phase change memory compact model for multilevel applications,”
IEEE Electron Device Lett., vol. 28, no. 11, pp. 973–975, Nov. 2007.
[18] A. Pirovano et al., “Low field amorphous state resistance and threshold
voltage drift in chalcogenide materials,” IEEE Trans. Electron Devices,
vol. 51, no. 5, pp. 714–719, May 2004.
[19] S. Lavizzari, D. Ielmini, D. Sharma, and A. L. Lacaita, “Reliability
impact of chalcogenide-structure relaxation in phase change memory
cells Part II: Physics based modeling,” IEEE Trans. Electron Devices,
vol. 56, no. 5, pp. 1078–1085, May 2009.
[20] M. Boniardi et al., “A physics based model of electrical conduction
decrease with time in amorphous Ge2Sb2Te5,” J. Appl. Phys., vol. 105,
no. 8, pp. 084506.1–084506.5, Apr. 2009.
[21] X. Q. Wei et al., “HSPICE macromodel of PCRAM for binary and
multilevel storage,” IEEE Trans. Electron Devices, vol. 53, no. 1,
pp. 56–62, Jan. 2006.
[22] J. G. Lee, D. H. Kim, and K. S. Min, “A compact HSPICE macromodel
of resistive RAM,” IEICE Electron. Exp., vol. 4, no. 19, pp. 600–605,
2007.
[23] Y. B. Liao, Y. K. Chen, and M. H. Chiang, “An analytical compact
PCM model accounting for partial crystallization,” in Proc. IEEE Conf.
Electron Devices Solid-State Circuits (EDSSC), Tainan, Taiwan, 2007,
pp. 625–628.
[24] K. C. Kwong and M. Chan, “Circuit implementation to describe the
physical behavior of phase change memory,” in Proc. IEEE Int. Conf.
Electron Devices Solid-State Circuits (EDSSC), Hong Kong, 2008,
pp. 1–4.
[25] K. H. Jo, J. H. Bong, K. S. Min, and S. M. Kang, “A compact
Verilog—A model for multilevel cell phase change RAMs,” IEICE
Electron. Exp., vol. 6, no. 10, pp. 1414–1420, Oct. 2009.
[26] R. A. Cobley and C. D. Wright, “SPICE modeling of PCRAM
devices,” IEE Proc. Sci. Meas. Technol., vol. 150, pp. 237–239,
Sep. 2003.
[27] R. A. Cobley and C. D. Wright, “Parameterized SPICE model for a
phase change RAM device,” IEEE Trans. Electron Devices, vol. 53,
no. 1, pp. 112–118, Jan. 2006.
[28] S. C. Hageman, “Create analog random noise generators for PSPICE
simulation,” Microsim Corp. Newslett., pp. 3–6, Oct. 1993.
[29] A. L. Lacaita et al., “Electrothermal and phase-change dynamics in
chalcogenide-based memories,” in Proc. IEEE Int. Electron Devices
Meeting (IEDM), Dec. 2004, pp. 911–914.
[30] A. L. Lacaita, D. Ielmini, and R. Bez, “Characterization of relia-
bility and drift—Experimental data and impact of material proper-
ties,” Deliverable Report D13, European Commission Framework 6
CAMELS (ChAlcogenide MEmory with multiLevel Storage) Project,
Project Number 017106, 2007.
[31] A. Pirovano and R. Bez, “Optimized cell for multilevel
storage,” Deliverable Report D19, European Commission Framework
6 CAMELS (ChAlcogenide MEmory with multiLevel Storage)
Project, Project Number 017106, 2008.
ROSIE A. COBLEY (M’05) received the B.Eng.
and the Ph.D. degrees in electrical and elec-
tronic engineering from the Electronic Engineering
Department, University of Wales Institute of
Science and Technology, Cardiff, U.K., in
1973 and 1982, respectively.
From 1976 to 1983, she was with Lucas,
Birmingham, U.K., as a Systems Engineer on the
design of early commercial microprocessor-based
systems and as a Lecturer with the University
of Exeter, Exeter, U.K., from 1983. Her research
interests include the automated design and simulation of digital devices,
the design of telecommunication-based programmable logic circuits, VLSI
device design, and the field of characterization and modeling of advanced
electronic devices.
Dr. Cobley has been a Chartered Member of IET, since 1987.
C. D. WRIGHT (M’95) received the bachelor’s
degree in physics from the Imperial College
of Science and Technology, London, U.K., the
M.Sc. degree in solid state physics from Sheffield
University, Sheffield, U.K., and the Ph.D. degree
in theoretical and experimental study of perpen-
dicular magnetic recording from the Council for
National Academic Awards, in 1978, 1980, and
1984, respectively.
He was a Process Engineer with Philips
Electronics, Hazel Grove, UK, and was a Verbatim
Research Fellow on the preparation and characterization of rare-earth
transition-metal alloy films for magneto-optic data storage. In 1986, he was
appointed as Lecturer in Electrical Engineering with the University of
Manchester, Manchester, U.K., where he became a Reader in data storage
at the Department of Computer Science, in 1998. In 1999, he moved to the
University of Exeter, Exeter, U.K., where he was the Chair of Electronic
and Computer Engineering. His research interests include experimental
and theoretical characterization of the recording and readout processes in
optical, magnetic, and solid-state memory systems, and devices. He has
published over 150 papers and conference presentations, and notable book
contributions.
Prof. Wright is a fellow of the IET.
JORGE A. VÁZQUEZ DIOSDADO received the
Ph.D. degree in simulation of phase-change
devices and systems from the University of Exeter,
Exeter, U.K., in 2012.
He is currently a Post-Doctoral Researcher
with the Department of Mathematical Sciences,
University of Essex, Essex, U.K.
VOLUME 3, NO. 1, JANUARY 2015 23
