We show that the deletion theorem of a free arrangement is combinatorial, i.e., whether we can delete a hyperplane from a free arrangement keeping freeness depends only on the intersection lattice. In fact, we give an explicit sufficient and necessary condition for the deletion theorem in terms of characteristic polynomials. This gives a lot of corollaries including the existence of free filtrations. The proof is based on the result about the form of minimal generators of a logarithmic derivation module of a multiarrangement which satisfies the b 2 -equality.
Introduction
Let A be a central arrangement of hyperplanes in V = K ℓ for an arbitrary field K. In this section, we use the notation in §2 to explain the background of this article, and to state the main results. In the study of hyperplane arrangements, the most important problem is to determine whether some property of A depends only on its combinatorial data (i.e., the intersection lattice L(A)) or not. For example, when K = C, the cohomology ring of the complement of A is known to be combinatorial by Orlik-Solomon in [11] , but the fundamental group of it is known to be not combinatorial by Rybnikov in [13] . On the other hand, the freeness of arrangements, the most important algebraic property of arrangements, is not yet known to be combinatorial or not when ℓ ≥ 3. This problem is called Terao's conjecture. In general, whether some property is combinatorial or not is not known in most cases,
and they are open problems. The aim of this article is to determine the deletion theorem of free arrangements is combinatorial, by giving the explicit condition for it. To state it, let us recall Terao's addition-deletion theorem. 
Moreover, all the three hold true if A and A ′ are both free.
A lot of freeness have been checked and showed by using Theorem 1.1. In Theorem 1.1, if A is free, then to show the freeness of the deletion A ′ , it suffices to check the algebraic structure of D(A ′′ ) and the inclusion between two exponents. In fact, we can show that no algebra, but just a combinatorics is necessary for the deletion theorem. We summarize it as the main theorem in this article in the following. 
Theorem 1.2 follows immediately when ℓ ≤ 3 by [1] , so it can be regarded as a higher dimensional version of it. Though the statement in Theorem 1.2 is purely combinatorial, the proof heavily depends on algebra and algebraic geometry. An important corollary of Theorem 1.2 is the following.
Corollary 1.3
Assume that A is free and take H ∈ A. Then the freeness of A\{H} depends only on L(A).
Also, we have the following.
t). Then A is free if and only if A
H is free.
In [4] , a free filtration of an arrangement was introduced. Namely, A has a free filtration
if {A i } satisfies that |A i | = i, |A| = n and A i is free for all i. Naively, a free arrangement with a free filtration is the arrangement which can be constructed from the empty arrangement by only using Terao's addition theorem. Some free arrangements are known not to have any free filtration, the most famous one is the cone of the affine line arrangement consisting of all edges and diagonals of a regular pentagon, see [12] for example. We can make it clear that this property is combinatorial.
Corollary 1.5
For a free arrangement A, whether it has a free filtration or not depends only on L(A).
To show the results above, we need the b 2 -inequality with respect to H ∈ A which was shown in [2] and [3] :
It is easy to check that the b 2 -inequality becomes a equality if χ(A H ; t) | χ(A; t). This (in)equality played a key role in the proof of the division theorem in [2] . When the b 2 -equality holds, the following structure theorem on the logarithmic derivation modules holds, which is essential for the proof of our main results. 
The most important application of Theorem 1.6 is the following.
Corollary 1.7
Let A be an ℓ-arrangement and (A H , m H ) the Ziegler restriction of A onto H ∈ A. Assume that the b 2 -equatity 
and no other relation exists. In other words, we have a free resolution
where
We investigate several properties of D(A) by using Theorem 1.6 including the modified Orlik's conjecture (Problem 4.3).
The organization of this article is as follows: In §2 we introduce a notation and several results used for the proof. In §3 we prove Theorem 1.6 and show several related results. In §4 we prove main results.
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Preliminaries
In this section let us summarize several definitions and results used in this article. We refer [12] for a general reference in this section. Let K be an arbitrary field and A a central arrangement of hyperplanes in V = K ℓ , i.e., a finite set of linear hyperplanes in V . Assume that every hyperplane H ∈ A is defined by a linear form α H = 0. Let Q(A) := H∈A α H . Without any specification, we assume that A = ∅. Let S = K[x 1 , . . . , x ℓ ] be a coordinate ring of V and Der
D(A) is a reflexive module, and not free in general. We say that A is free
Next let us introduce combinatorics and topology of arrangements. Let
be the intersection lattice of A with a partial order induced from the reverse inclusion. Define
and the Poincaré polynomial π(A; t) by
For X ∈ L(A), the localization A X of A at X is defined by
and the restriction A X of A onto X is defined by
It is easy to check that A X is free if A is free for any X ∈ L(A). Also, we say that A is locally free if A X is free for any X ∈ L(A) with X = {0}. A is locally free if and only if the sheaf D H (A) is a vector bundle on P ℓ−1 = P(V * ) for any H ∈ A. Define the Euler restriction map ρ : D(A) → D(A H ) by taking modulo α H . Then it is known (e.g., see [12] ) that there is an exact sequence
The most useful inductive method to compute χ(A; t) is so called the deletionrestriction formula as follows:
We may apply this to compute χ(A; t) efficiently. Let χ(A; t) =
where dA is the deconing of A by any line H ∈ A. It is known that b i (A) is the i-th Betti number of V \ ∪ H∈A H when K = C. Then we may relate the exponents of free arrangements and the combinatorics and topology as follows: 
We may define the freeness and exponents of (A, m) in the same way as for m ≡ 1. Also, we can define the characteristic polynomial χ(A, m; t) = ℓ i=0 (−1) i b i (A, m)t ℓ−i of (A, m) in algebraic way, see [5] for details. Now let us introduce the fundamental method to determine the freeness of (A, m). We can construct the multiarrangement canonically from an arrangement A in the following manner:
Definition 2.3 ([18])
For an arrangement A in K ℓ and H ∈ A, define the Ziegler multiplicity Moreover, a converse of Theorem 2.4 holds true with additional conditions.
Theorem 2.5 (Yoshinaga's criterion, [17] , [7] ) In the notation of Definition 2.3, it holds that
Moreover, A is free if and only if the above inequality is the equality, and
An immediate consequense of Theorem 2.5 with the addition-deletion theorem for multiarrangements in [6] is the following inequality, which also induces the improvement of Terao's addition theorem, and the inequality is the key of this article. Theorem 2.6 (b 2 -inequality and the division theorem, [2] ) It holds that
which is equivalent to
The equality holds if and only if A X is free for all X ∈ L(A H ) with codim V X = 3. This equality holds true if χ(A H ; t) | χ(A; t). Moreover, A is free if the b 2 -inequality is an equality, and A H is free for some H ∈ A.
Definition 2.7
For H ∈ A, define the derivation θ
Not only the Ziegler restriction in Definition 2.3, but also we have the other restriction, called the Euler restriction. See [6] , Definition 0.2 for details. Let (A H , m * ) be the Euler restriction of (A, m) onto H. Then we have the following. 
Proof of Theorem 1.6 and related results
First let us show Theorem 1.6, which will play the key roles in the rest of this article.
Proof of Theorem 1.6. (1) Let θ E , θ 1 , . . . , θ s be a minimal generator for
where θ
We show by the induction on |m ′ |. When m ′ ≡ 1, then there is nothing to show. Assume that the statement holds true for m ′ , and we show the same is true for 
) by definition. Hence we may assume that
here g, g i ∈ S and we used the fact that ϕ m ′ , θ . Since D(A, m) is free with rank ℓ, Q ′ θ E , θ 1 , . . . , θ s is not a minimal generator for D(A, m). Assume that θ s is removable. Then θ E , θ 1 , . . . , θ s−1 form a generator for D(A), which contradicts the minimality of the generator. Hence Q ′ θ E is removable, and no θ i is. Hence θ 1 , . . . , θ s has to be a minimal generator (thus a free basis) for D(A, m), which contradicts s > ℓ. Hence s = ℓ, which completes the proof. (1, 3, 3, 3, 3) , but A H is not free with pd S D(A H ) = 2, which implies that A H is not nearly free in the sense of [9] .
form a basis for D(Aremovable from A keeping freeness, which is combinatorial by Theorem 1.2. Then apply the induction hypothesis to the deleted free arrangements.
Remark 4.7
The counter example to the original Orlik's conjecture in [10] 
