We study the asymptotic growth of the diameter of the graph obtained by adding sparse "long" edges to a square box in Z d . We focus on the cases when an edge between x and y is added with probability decaying with their Euclidean distance like |x − y| −s+o(1) as |x − y| → ∞. For s ∈ (d, 2d) we show that the graph diameter for a box of side L scales like (log L)
INTRODUCTION AND MAIN RESULT

Overview.
Consider the d-dimensional hypercubic lattice Z d and let us add a random collection of edges to Z d according to the following rule: A pair of distinct sites x and y is connected by an edge with probability p xy , independently of all other pairs, where p xy depends only on the difference x − y and decays like |x − y| −s+o (1) as the Euclidean norm |x − y| tends to infinity. Let D(x, y) denote the graph distance between x and y which is defined as the length of the shortest path that connects x to y using only edges that are available in the present (random) sample.
In [6] we studied the asymptotic of D(x, y) as |x − y| → ∞. In particular, it was shown that for s ∈ (d, 2d) this distance behaves like D(x, y) = log |x − y| ∆+o (1) , |x − y| → ∞, (
where ∆ = log 2 log 2d s .
(1.2) Technically, the above asymptotic holds with "o(1) tending to zero in probability" and thus represents the typical behavior for fixed x and y. (The results of [6] are actually more general because they allow for the possibility that even the nearest-neighbor edges are randomized-x and y are then restricted to the unique infinite connected component.) The purpose of this note is to determine the corresponding asymptotic for the maximal graph distance between two sites in a large, finite set. Explicitly, let us consider an L × · · · × L box Λ L c 2004 by M. Biskup. Reproduction, by any means, of the entire article for non-commercial purposes is permitted without charge.
in Z d and let us only consider random edges with both endpoints in Λ L . Let D L denote the diameter of the resulting random graph. Then, as we will show, the asymptotic
holds with the limit "o(1) → 0" again interpreted in probability. Thus, the diameter grows about as fast as the graph distance between two "typical" points in the box. This settles a question that was left open in [6] . The reader might wonder at this point about the motivations for studying the asymptotic (1.1) and (1.3). While we will not go into much detail-discussions of which can be found in [6] and [2] -let us just say that long-range percolation can for instance be used to model the geometry of "acquaintance chains"-the subject of the famous sociological study by Milgram [9] . In this context D(x, y) represents the minimal number of individuals one needs to line up between a person "at x" and a person "at y" so that any two neighboring people in this chain know each other, say, on a first-name basis. The quantity D L in turn represents to the worst-case situation in a spatially confined community (e.g., people in a large town or state).
Main result and discussion.
Let G (0) L be the undirected graph with vertices Λ L = {(n 1 , . . . , n d ) : 1 ≤ n i ≤ L} and an edge between each neighboring pair of sites. Given a collection of numbers p xy ∈ [0, 1], for each (unordered) pair of distinct sites x, y ∈ Λ L let us consider an independent random variable ω xy taking value one with probability p xy and zero with probability
L by adding an edge between every pair (x, y) for which ω xy = 1. Our main goal is to prove the following theorem:
Suppose that p xy depends only on x − y and that the limit
where ∆ is as in (1.2).
Remark 1.
The restriction to hypercubic graph is purely a matter of convenience; no part of the proof depends essentially on the details of the underlying lattice. (The only needed property is that the lattice is embedded in R d so that any square block of side L contains roughly L d sites.) Not unrelated is the fact that the result actually does not require that the p xy 's are translation invariant; an approximate homogeneity should be sufficient. However, since we will rely on the results of [6] for the proof of the lower bound on D L in (1.5), we have restricted ourselves to the setup assumed in that paper.
Before we set out to prove Theorem 1.1, let us comment on the situation in the regimes of decay (1.4) complementary to s ∈ (d, 2d). Generally, the smaller s the more connected is the resulting graph and the smaller is the diameter. The specific results are as follows: For s < d, a corollary to the main result of Benjamini, Kesten, Peres and Schramm [3] indicates that
where the limit is achieved in almost-sure sense. As s ↑ d, the right-hand side tends to infinity and so we expect D L → ∞. And, indeed, the precise growth rate has been established by Coppersmith, Gamarnik and Sviridenko [8] ,
where "≍" means that the ratio of left and right-hand side is a random variable that is bounded away from zero and infinity with probability tending to one. The present paper states that for s ∈ (d, 2d) we have (1.3). Here we note that ∆ tends to one as s ↓ d which is in agreement with (1.7). For s ↑ 2d we in turn have ∆ → ∞ and so (in light of the natural monotonicity in s) at s = 2d a polylogarithmic growth is no longer sustainable. Instead, for the case of the decay p xy ∼ β|x − y| −2d one expects that
where θ = θ(β) is a number in (0, 1). This claim is supported by upper and lower bounds in somewhat restricted one-dimensional cases (Benjamini and Berger [2] , Coppersmith, Gamarnik and Sviridenko [8] ) but the problem is pretty much open at this point. For s > 2d one expects [2] the same behavior as for the original graph, i.e., the linear asymptotic
which has recently been established by Berger [5] . The nearest-neighbor percolation case goes back to the work of Antal and Pisztora [1] ; the two-dimensional problem has been known since time immemorable [7] .
2. PROOF OF THEOREM 1.1
Lower bound.
As already noted in [6] , the lower bound in (1.5) is a direct consequence of the asymptotic (1.1). Indeed, for any x, y ∈ Λ L , let D L (x, y) be the graph distance between x and y measured on G L and let D(x, y) be the distance measured on the extension of
Now by Theorem 1.1 of [6] we know that, for every ǫ > 0,
Choosing x and y such that |x − y| ≈ L we immediately have the lower bound in (1.5).
Upper bound.
The upper bound requires an approach different from the original single-path strategy of [6] . Notwithstanding, as we will see, the principal idea remains more or less the same. First we restrict ourselves to the regime when the p xy 's are already described by their infinite-volume asymptotic: From (1.4) we know that for each s ′ > s there exists an R < ∞ such that
Fix an s ′ ∈ (s, 2d) and let γ be a number satisfying the inequalities
The common point with [6] is that we will use a multiscale argument along a sequence of scales which grow exponentially with integer powers of 1/γ. Let L be a large positive integer. We define a decreasing sequence (L k ) k≥0 of scales by putting
(2.5) (Of course, we will only be interested in those k for which L k ≫ 1.) Now let us consider the cubic box Λ L . We wish to partition Λ L into boxes of scale L 1 which in turn should be partitioned into boxes of scale L 2 , etc. Unfortunately, here we run into the obstruction that L 0 = L may not be divisible by L 1 (and, similarly, L k may not be divisible by L k+1 ). An easy way around is to partition into boxes which are only "nearly" square, i.e., of the form {(n 1 , . . . , n 2 ) : 1 ≤ n i ≤ k i } where either k i = ℓ or k i = ℓ + 1, independently in each lattice direction. We will call a box of this form an ℓ-block. Note that for any ℓ ′ < ℓ, any ℓ-block can be partitioned into ℓ ′ -blocks and so we will have no problem to iterate this to all scales.
Let S k denote the set of L k -blocks arising from Λ L by subdividing Λ L into L 1 -blocks, each of these into L 2 -blocks, etc, until we reach scale L k . For each v ∈ S k , let B(v) denote the set of L k+1 -blocks that v is partitioned into. Given a realization of the random graph G L , let us define a random graph K v with vertices B(v) and an edge between distinct w, w ′ ∈ B(v) whenever G L features an edge between some x in the L k+1 -block represented by w and some x ′ in the L k+1 -block represented by w ′ . Let diam K v denote the diameter of K v -using, of course, the graph metric on K v to measure distances.
Our upper bound is driven by the observation that diam K v = 1 (i.e., everybody connected to everybody) with high probability once L k ≫ 1. In order to prove this, we need to establish the following estimate:
Proof. Let v ∈ S k and note that diam K v > 1 implies that for some distinct w, w ′ ∈ B(v), the L k+1 -blocks V (w), V (w ′ ) ∈ B(v) corresponding to w and w ′ , respectively, are not directly connected by en edge from G L . Next we observe that once L k is sufficiently large, we have the following facts:
(1) If x is a site in V (w) and x ′ a site in V (w ′ ), then |x − x ′ | ≤ c 2 L k for some geometrical constant c 2 ∈ (0, ∞) (2) If x also satisfies dist(x, V (w) c ) ≥ L k+1 /2, and similarly for x ′ , then (2.3) and R 1 ≫ R guarantee that 1 − p xx ′ ≤ exp{−|x − x ′ | −s ′ } and thus (2) above, and similarly for V (w ′ ). Using independence, we thus have
which yields the desired claim.
Let E k denote the event
Our goal is to give conditions on k which guarantee that P(E k ) is small: Lemma 2.2 Let η > 1. Then there exist constants R 2 < ∞ and c 5 , c 6 ∈ (0, ∞) such that the following holds for all L ≥ R 2 : If k is an integer satisfying the bound k log(1/γ) ≤ log log L + η log log log L, (2.10)
Proof. From the definition of k it is easy to check that
and since the number of v ∈ S k is certainly no more than L d , Lemma 2.1 thus gives us
where c 7 absorbs c 1 and all corrections coming from the approximation of
. But η > 1 implies that the exponent on the right-hand side is eventually much larger than log L. This shows that the prefactor (k + 1)L d can be absorbed into the exponential at the cost of altering c 7 slightly-this gives rise to c 5 . Choosing c 6 = 2dγ − s ′ , which by (2.4) is strictly positive, the bound (2.11) is proved. Now we are ready to finish the proof of the upper bound:
Proof of Theorem 1.1, upper bound. A large part of the material has already been laid out; the final stage of the proof boils down to the argument that, on the complement of E k with k sufficiently large, any two points x, x ′ ∈ Λ L are joined by an occupied path shorter than (log L) ∆ ′ +o (1) , where
14)
The construction of the desired path is done hierarchically and is similar to the corresponding construction from [6] . Throughout we will adhere to the notation from that paper. We begin by letting z 0 = x, z 1 = x ′ and using Λ(z 0 ) and Λ(z 1 ) to denote the L 1 -blocks in the partition of Λ L which contain z 0 and z 1 . If Λ(z 0 ) = Λ(z 1 ), we use that on E c k the graph K Λ L has diameter one and so there exists an edge in G L which connects Λ(z 0 ) with Λ(z 1 ). We let z 01 ∈ Λ(z 0 ) and z 10 ∈ Λ(z 1 ) denote the endpoints of this edge; if Λ(z 0 ) = Λ(z 1 ), then we let z 01 = z 10 = z 1 . Next we denote z 00 = z 0 , z 11 = z 1 and noting that the pair (z 00 , z 01 ) belongs to the same L 1 -block, we perform the same argument on scale L 1 . This gives rise to the pair of sites (z 001 , z 010 ) connected by an edge from G L . Similarly we attend to the pair (z 10 , z 11 ).
Proceeding by induction along scales, on E c k we will have thus identified a collection of sites (z σ ), where σ is a hierarchical index from {0, 1} k+1 , such that the following properties hold:
For each σ ∈ {0, 1} k−1 , the pair (z σ00 , z σ01 ) lies in one of the L k+1 -blocks arising in the partition of Λ L , and similarly for the pair (z σ10 , z σ11 ).
Here (as in [6] ), adding digits behind σ represents concatenation of character strings. Note that the sites z σ are not required to be distinct. To turn the above "edge hierarchy" into a path, we note that by (3) and the fact that G L contains an a priori connected graph G (0) L , the pairs (z σ00 , z σ01 ) and (z σ10 , z σ11 ) can be connected by a path that does not leave the corresponding L k+1 -block. Since this path will not be longer than c 8 L k+1 for some geometrical constant c 8 ∈ (0, ∞), we have the bound
Here 2 k −1 counts the number of edges whose existence is required in (2) above, while 2 k c 8 L k+1 is a bound on the total length of the paths that make all pairs in (3) connected. It remains to link these observations to our estimate from Lemma 2.2. Let η > 1 and let k be the maximal integer satisfying the bound (2.10) The bound (2.15) holds uniformly in x, x ′ ∈ Λ L , so for c 9 = 2 max{1, c 8 } we now have that with probability (at least) complementary to the right-hand side of (2.11),
Here we used that L k+1 = (log L) o(1) for k as chosen above (where o(1) is a deterministic quantity). To finish the proof, it suffices to pick γ (and s ′ ) such that ∆ ′ < ∆ + ǫ and take L so large that ∆ ′ + o(1) < ∆ + ǫ in (2.16).
Remark 2. The above proof shows that the right-hand side of (2.11) dominates the probability that the upper bound in (1.5) fails. (Note, however, the dependence of c 6 and the whole setup on s ′ and γ.) The estimate in (2.11) is summable on L so we actually have an almost sure upper bound-for boxes containing the origin-once L is sufficiently large. Due to the a priori connectivity of G
L , the proof of the lower bound in [6] appears to yield a summable estimate also for the lower bound in (1.5). Unfortunately, modifications needed to establish the corresponding almost sure statement rigorously are far from cosmetic and so we will refrain from making any mathematical claims concerning this matter.
