Potential events involving biological or chemical contamination of buildings are of major concern in the area of homeland security. Tools are needed to provide rapid, onsite predictions of contaminant levels given only approximate measurements in limited locations throughout a building. In principal, such tools could use calculations based on physical process models to provide accurate predictions. In practice, however, physical process models are too complex and computationally costly to be used in a real-time scenario. In this paper, we investigate the feasibility of using machine learning to provide easily computed but approximate models that would be applicable in the field. We develop a machine learning method based on Support Vector Machine regression and classification. We apply our method to problems of estimating contamination levels and contaminant source location.
Introduction
Contamination of a building by intentional or accidental release of airborne biological or chemical agents can lead to rapid exposure of building occupants. In this situation, quick decisions must be made regarding the best course of action. Should the building be evacuated or should occupants remain inside? Should the ventilation system be shut down or purged? Where is the contaminant now and where did it originate? To provide answers to these questions, tools must be developed which can provide real-time information using only approximate measurements in limited locations throughout the building.
There are a few computational approaches available for modeling and predicting building contamination. The most detailed models come from computational fluid dynamics. While these models are too complex and expensive to model entire buildings, they have been used successfully on a per room basis when integrated with more approximate multizonal methods [10, 16] . Multizonal models treat rooms as well-mixed zones and model airflow between zones [18, 4] . Multizonal models have been widely used and are the best current compromise between accuracy and speed. Even so, multizonal models may still be too complex for use in a realworld scenario. For faster computations, statistical models have also been used, including methods based on Kriging [5] , Kalman filtering [3, 6] , and Bayesian Monte Carlo sampling [15] .
In this paper, we consider the feasibility of a machine learning approach for modeling building contamination using Support Vector Machines (SVMs) [2, 1] . Our method is similar to the Bayesian Monte Carlo approach [15] , in the sense that we break the calculation into two parts for improved real-time performance. In the pre-event calculation, we obtain a model of a particular building by training SVMs on different contamination scenarios. In the post-event calculation, we use the SVM model to predict contamination and source location.
Our paper is organized as follows: in Section 2 we describe the simulation data we generated to train and test our machine learning algorithm; in Section 3 we discuss our approach for making contaminant predictions; in Section 4 we present the results of our method benchmarked using crossvalidation; and in Section 5 we discuss our conclusions and potential future work.
Simulation Data
Machine learning generally proceeds in two steps: first, a model is trained using a database of examples; second, the model is used to make predictions on examples outside the database. In the case of building contamination, the database should consist of a variety of structures with a variety of contaminants in a variety of situations. Such a database, however, does not exist. Instead, we produced a less ambitious database using simulation data. Our database was generated using a simple 2D particle based transport model that we implemented in Matlab [9] . The simulation operates on a single floor of a 16 room office building as shown in Figure 1 Using our building simulator, we produced two datasets. For the first dataset, which we denote by A, we produced 120 simulations using the same amount and location of initial contaminant (left of center in hallway). For each simulation, the state of the building was configured at random, including diffusion rates, advection currents, and door positions. Diffusion coefficients for the entire building were drawn at random from a uniform distribution with a minimum of 0.5 and a maximum of 1.2. Units for the diffusion coefficients were in meters 2 /(time step). Advection currents for each of the five shaded rooms in Figure 1 were drawn at random from a normal distribution with mean 0 and standard deviation 1/3. Advection units were meters/(time step), consistent with diffusion units. The currents were subject to the following constraints: the hallway had only currents in the x direction (left or right); if the hallway current was to the right then the door to the lower right room was open; if the hallway current was to the left then the door to the upper left room was open; the two rooms above the hallway were sinks and could only have advection currents away (up) from the hallway; and the two rooms below the hallway were sinks and could only have advection currents away (down) from the hallway.
For each simulation, the doors into the hallway were opened and closed at random as follows (subject to the advection constraints). A random fraction between 0 and 1 was first drawn from a uniform distribution to determine the number of doors that were to remain closed. Dataset A consisted of 120 simulations with a fixed source location and was designed to test the feasibility of using a machine learning approach to approximate a continuous forward model, in this case the simulator. In the second dataset, which we denote by B, we varied both the building topology and the source location for each of 250 simulations. The building topology was varied as described for dataset A and the source location was varied at random throughout the building in a 2 meter by 2 meter box. If this box fell across multiple rooms then the source material was divided according to the area of intersection of the 2 meter by 2 meter box with the different rooms. Dataset B was designed to test the feasibility of using a machine learning approach to model the inverse problem of source location identification.
Machine Learning Approach
The first step in our machine learning approach for predicting building contamination is to train models using Support Vector Machines (SVMs) [2, 1] . A SVM is a binary classifier obtained by solving a quadratic programming problem. The SVM programming problem is given by
where datapoints are given by x i , labels are given by y i ∈ {±1}, C is a regularization constant (to account for mislabeled datapoints), and a kernel function k is supplied which gives the similarity of two datapoints x i and x j in terms of an inner product in some Hilbert space. Once the quadratic programming problem has been solved, the SVM classifier takes the form
where b is computed using the α i . A variant of the SVM programming problem can also be used to perform regression [14] . To solve the quadratic programming problem for both classification and regression, we used the SVM light package [7] .
In our problem, a datapoint x i represents the state of a building, and the label y i is the level of contamination of a room (-1 = uncontaminated, 1 = contaminated). When we use SVM regression, y i is the average contaminant value in a room. Since we have 17 rooms (16 plus the hallway), this means we must train 17 SVMs, one for each room. A potential alternative to this approach will be discussed in the Section 5.
A key to the successfull use of an SVM is the appropriate choice of kernel function [13] . Kernel functions have been developed for many applications, including text mining [8] , chemical informatics [11] , and bioinformatics [12] . In this paper we design kernels capable of comparing two building states x i and x j so that contaminant levels y i and y j can be predicted using the SVM.
Comparing Building Topology using Graph Kernels
In the case of dataset A, we want to train a SVM using the building state simulator input parameters (diffusion, advection, and topology) and make predictions on the amount of contaminant in each room at the end of the simulation. In other words, we want to train an SVM as a surrogate model for our simulator. To achieve this goal, we developed a SVM kernel function to compare two buildings based on the simulator inputs. Our kernel function is based on the idea of graph kernels used in chemical informatics [11] .
We represent our building using a graph structure, where each room corresponds to a node and two nodes are connected if there is a door between the two rooms. In our simulation, the building under consideration has a very long hallway so that we allocate additional nodes for the hallway. With the extra hallway nodes, there are 23 nodes in total, with a graph structure as shown in Figure 2 . Using the basic graph structure in Figure 2 , we can represent diffusion, advection, and topology in our building as three separate graphs, all with the same connections. The diffusion graph G 1 is an undirected weighted graph, with weights computed according to w = 1 |x|/Dx+|y|/Dy , where |x| and |y| are the x and y distances between the two nodes in question, and Dx and Dy are the diffusion coefficients in the x and y directions. Using this formula, w = 0 when two nodes are very far away and w > 0 when then nodes are closer. (Note that two nodes never overlap so w is always well defined.)
The
Using the diffusion, advection, and topology graphs G 1 , G 2 , and G 3 , we can fully describe the precontamination state of our building, or equivalently the inputs to our simulator. If we denote
as the pre-contamination state of simulation i and
as the pre-contamination state of simulation j, then we can compare building states i and j using the graph kernel given by 
Incorporating Partial Knowledge
In the case of dataset B, we want to train a SVM using both the simulator inputs (diffusion, advection, and topology) as well as partial knowledge of post-event contaminant levels. In this way, we should be able to make predictions about the source location of the contaminant. The kernel for this situation is a combination of the previously defined graph kernel (Section 3.1) and a simple partial knowledge vector kernel that we define here.
Use n to denote the number of rooms in our building (so n = 23). Let c i be a vector containing room contamination levels for the n rooms for simulation i. Let σ be the subset of {1, . . . , n} for which we know room contamination levels. Let c σ i be the vector containing known room contamination levels for the rooms in σ in simulation i. Our partial knowledge vector kernel will operate on vectors of the form c σ i . This will be accomplished using SVMs along with the kernel
.
There are in practice many cases when all the rooms in σ will be uncontaminated, making c for all i before computing k.
To combine the partial knowledge kernel with the previously defined graph kernel, we use the following formula
where k(H i , H j ) was defined in Section 3.1.
Results
Using the SVM kernels introduced in Section 3, we trained SVMs on the two datasets introduced in Section 2. In the case of dataset A, we trained SVMs using only the graph kernel from Section 3.1 for comparing precontamination building states. We then tried to predict contaminant levels in each room after the simulation had run. In the case of dataset B, we trained SVMs using the combined graph and partial knowledge kernel from Section 3.2. The combined kernel incorporates both building configuration before simulation and contaminant values after simulation so that we can predict initial contamination of the building (before simulation).
In both cases, we used SVM regression and SVM classification. For regression we predicted actual contamination values and for classification we predicted contamination values above or below a certain threshold. We validated our results using 10-fold cross-validation. In 10-fold crossvalidation, the dataset is split into 10 equally sized subsets. Each subset is held back as a test set while the SVM is trained on the remaining 9 subsets. SVM predictions are made on the test subset and used to compute performance statistics.
In the case of SVM regression, we computed q 2 to assess the accuracy of our predictions. q 2 is computed using the linear regression formula for r 2 , but using our predicted values on the test sets from cross-validation, instead of values produced by linear regression. For linear regression,
(ŷi−ȳ) 2 , where y i are the target values,ŷ i are the predicted values andȳ is the average target value. r 2 is between 0 and 1, with values closer to 1 being better. When using other types of regression, q 2 is still bounded above by 1 but can be negative for very poor results. In the case of SVM classification, we computed accuracy, sensitivity, and specificity using our predicted values. Accuracy is defined as (TP+TN)/(TP+TN+FP+FN), sensitivity is TP/(TP+FN), and specificity is TN/(TN+FP), where TP, TN, FP, and FN are true positives, true negatives, false positives, and false negatives. Sensitivity and specificity are used to measure the performance of a classifier in terms of error on positive predictions (sensitivity) and negative predictions (specificity).
Predicting Building Contamination (A)
We first used SVM regression to predict contamination. Our best results were obtained using a Gaussian kernel composed with the graph kernel from Section 3.1. The Gaussian kernel is given by g(
, where k refers to the graph kernel from Section 3.1. We used γ = 0.3, = 0.001, and C = 2 ( is the tube width for SVM regression -see [14] ). We obtained an average q 2 value of 0.64 over the 23 rooms (graph nodes) in the building.
We next used SVM classification to predict contamination using a threshold value below which a room was considered uncontaminated (and above which the room was considered contaminated). We varied this threshold and computed 10-fold cross-validation accuracy, sensitivity, and specificity. We obtained results as shown in Figure 3 , with average accuracy around 90%, and our best results using low thresholds. Together, these results demonstrate that machine learning can be used as an approximate surrogate for simulation. Although a q 2 of 0.64 is not very good, a prediction accuracy of 90% is encouraging. Upon further investigation, we found that the average q 2 was low because a number of individual rooms had very poor q 2 values. Most of these rooms were uncontaminated during one simulation and contaminated during another (i.e. the door was closed in some cases and open in others). This is a clearly a non-continuous attribute so is difficult to model using a continuous method (e.g. a regression). This fact explains why the classification results were much better than the regression results, since classification is designed to make non-continuous predictions.
Predicting Contaminant Source Location (B)
We again used SVM regression with a composite Gaussian kernel (Section 4.1) to predict contaminant source location. In this case, we replaced the graph kernel from Section 3.1 with the combined graph and partial knowledge kernel from Section 3.2. We chose at random ten subsets σ of each size from 1 to 23 (actually 2 to 22 incremented by 3) and predicted contaminant values in every room prior to simulation, i.e. source contaminant values. We computed an average q 2 over every room in the building and all ten subsets of a given size. Our results are shown in Figure 4 . Figure 4 demonstrates just how much more difficult it is to predict source location than post-simulation contamination. First, there is absolutely no predictive ability without partial knowledge. In other words, the simulator parameters (diffusion, advection, and topology) are completely ineffective for predicting source location, as should be expected. Second, even with some partial knowledge (say 6 measurements), we can not predict source location with much accuracy. However, as we include more and more partial knowledge, we are able to improve our predictions up to q 2 = 0.7 (but only if we measure contaminant in practically all rooms). Nevertheless, these results demonstrate that source location is possible using machine learning.
We also used SVM classification to predict source location, using 0 as a fixed threshold (0 = uncontaminated, >0 = contaminated). We computed average 10-fold crossvalidation accuracy, sensitivity, and specificity versus the size of the σ subset. These results are shown in Figure 5 . Amazingly, accuracy is relatively high even with minimal partial knowledge. However, sensitivity is very low (near 0). This is a reflection of the fact that most rooms are not sources. Therefore the classifier can do well just by guessing that every room is not a source. However, as partial knowledge increases, we see that sensitivity goes up towards 70%, which is real improvement over the absence of partial knowledge. These results again show that source location prediction works and is improved using partial knowledge.
Conclusions
In this paper, we have investigated the feasibility of a machine learning approach for predicting building contamination. Our approach requires the compilation of a database relevant to the building under consideration and SVM training time, but is much faster than methods based on physical process models after data has been obtained and SVMs have been trained. For key facilities, the physical process models can be run and the SVMs trained in preparation for any future contamination event.
Using a simulation to provide two datasets, we have shown that our machine learning approach can serve as a surrogate model to a simulation and can make accurate predictions about contaminant source location. Thus our method can be used to supplement a dataset by producing additional approximate simulation results and could also be used as a real-time tool for location of contaminant source location in real-time.
Future work for improving our approach may take at least two paths. First, accuracy of the method may be improved by putting additional effort into the selection of the various parameters used to train the SVMs. In the present work, most parameters were either defaults from SVM light or chosen to be the simplest possible (e.g. weights in the weighted sums when computing kernels). Second, individual SVMs were trained for each room in the building when making predictions. This is in obvious disregard of the fact that rooms in a building are not independent. Thus accuracy might be improved dramatically by training the SVM with output as the entire building at once. This type of SVM is known as a structured output SVM and has been recently invented and applied to biological sequence alignment and text mining [17] . 
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