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QUANTIZED VERSHIK–KEROV THEORY AND QUANTIZED CENTRAL MEASURES
ON BRANCHING GRAPHS
RYOSUKE SATO
Abstract. We propose a natural quantized character theory for inductive systems of compact quantum
groups based on KMS states on AF-algebras following Stratila–Voiculescu’s work [27] (or [8]), and give its
serious investigation when the system consists of quantum unitary groups Uq(N) with q ∈ (0, 1). The key
features of this work are: The “quantized trace” of a unitary representation of a compact quantum group
can be understood as a quantized character associated with the unitary representation and its normalized
one is captured as a KMS state with respect to a certain one-parameter automorphism group related to the
so-called scaling group. In this paper we provide a Vershik–Kerov type approximation theorem for extremal
quantized characters (called the ergodic method) and also compare our quantized character theory for the
inductive system of Uq(N) with Gorin’s theory on q-Gelfand–Tsetlin graphs [11].
1. Introduction
1.1. Preface. Voiculescu [34] initiated the study of extremal characters of the infinite-dimensional unitary
group U(∞) = lim−→U(N), and then Vershik and Kerov [32] proved based upon their so-called ergodic method,
among other things, that Voiculescu’s list of extremal characters is indeed complete (see also an independent
work due to Boyer [2]). The (extremal) characters precisely correspond to a certain class of (extremal) tracial
states on a certain AF-algebra, called the Stratila–Voiculescu AF-algebra (following Enomoto–Izumi [8] for
this name), canonically constructed from the inductive system of U(N) (see [27]). Thus the characters of
U(∞) can be investigated within the framework of operator algebras completely. This fact is analogous to
the well-known fact that any normalized character on a finite group Γ can be captured as a normalized trace
(tracial state) on the group algebra C[Γ], and hence the characters of Γ can be investigated by using the
group algebra C[Γ] rather than Γ itself. In this context, the Stratila–Voiculescu AF-algebra associated with
the inductive system of U(N) should be regarded as a natural topological group algebra of U(∞). Moreover,
Vershik and Kerov discovered that the above-mentioned class of tracial states (which precisely corresponds
to the family of characters of U(∞)) on the Stratila–Voiculescu AF-algebra precisely corresponds to the
family of central probability measures on the paths on the Gelfand–Tsetlin graph. By these correspondences
among characters, tracial states and central probability measures, the characters of U(∞) can be analyzed
in the framework of probability theory like Vershik–Kerov’s ergodic method ([32]) and Borodin–Olshanski’s
harmonic analysis ([24], [1] etc.). These works due to Vershik and Kerov, and Borodin and Olshanski form
an important part of the asymptotic representation theory of U(∞).
On the other hand, Gorin [11] introduced the concept of q-central probability measures on the paths on the
Gelfand–Tsetlin graph and obtained the complete classification for extremal points of the simplex consisting
of q-central probability measures. The concept of q-central probability measures comes from quantum traces
(of irreducible representations) of the quantized universal enveloping algebra Uǫ(gl(N)) as was remarked by
Gorin himself in [11, Remark 4], and it made him conjecture that the q-central probability measures are
precisely associated with the representation theory of a certain quantum group. In this paper, we will give
an answer to Gorin’s conjecture along the line of the asymptotic representation theory of U(∞), especially
Vershik and Kerov’s work mentioned above. Namely, we will introduce the notion of quantized characters of
inductive systems of compact quantum groups such as the inductive system of Uq(N) and investigate them
within the framework of operator algebras. Then we will prove that the quantized characters correspond to
Gorin’s q-central probability measures in an explicit way. In particular, we will give a representation-theoretic
interpretation of the weights of finite paths on the Gelfand–Tsetlin graph introduced by Gorin [11] to define
the q-centrality; these weights come from weights of irreducible representations of Uq(N). However there are
two apparent difficulties in the attempt to give an answer to Gorin’s conjecture. The first one is a formulation
of the “infinite-dimensional quantum unitary group Uq(∞) = lim−→Uq(N)” itself in the spirit of Woronowicz.
The second is what should be an appropriate notion of “quantized characters”. These two problems are
really non-trivial at all, and indeed nobody has worked on this natural attempt. For the first difficulty, the
quantum unitary group Uq(N) in the sense of Woronowicz is defined as a certain pair of unital C
∗-algebra
and coproduct. Note that this unital C∗-algebra should be regarded as the “continuous function algebra”
1
2 R. SATO
over Uq(N). Thus, the inductive system of Uq(N) is understood as the projective system of the C
∗-algebras
of Uq(N), and the infinite-dimensional quantum unitary group Uq(∞) has already been constructed in terms
of σ-C∗-algebras (see [17]). However, as explained in the first paragraph, we need a suitable group algebra
of Uq(∞), which should be like the Stratila–Voiculescu AF-algebra of U(∞) for our purpose. Hence we
will construct the “Stratila–Voiculescu AF-algebra” directly from the inductive system of Uq(N) rather than
Uq(∞), and regard it as a suitable group algebra of Uq(∞). We leave it as a future work to establish the
relationship (like the Hopf-Algebra duality) between the Uq(∞) itself and the Stratila–Voiculescu AF-algebra
that we will construct from the inductive system of Uq(N).
1.2. Concept of quantized characters. We will first discuss what should be an appropriate notion of
“quantized characters” for compact quantum groups rather than inductive systems of them. Since characters
of groups can be understood as traces on their group algebras, we should define a quantized character of a
compact quantum group to be a certain linear functional on the group algebra that is obtained via the quan-
tum group duality. However, it is known that U(N) and Uq(N) for example have the same “representation
theory”; namely, their group algebras must have the same structure. Thus, we cannot distinguish U(N) and
Uq(N) in terms of their group algebras, and hence we need to find an additional notion to define quantized
characters as linear functionals on group algebras. This is the heart of the problem here. Our idea is to focus
on the quantum dimensions of unitary representations and the so-called scaling groups of compact quantum
groups. The idea to focus on quantum dimensions is essentially the same idea as Gorin’s one for his definition
of q-central probability measures. On the other hand, the idea to use scaling groups is completely new and
essential in this paper, though it is quite natural in view of Woronowicz’s theory of quantum groups.
Let G be a compact quantum group and U a (finite-dimensional) irreducible unitary representation of G
(see Section 2.1 for the definition). As opposed to ordinary groups, the double contragredient representation
U cc is not unitary in general, that is, two representations U and U cc are not unitarily equivalent. However,
there exists a unique positive invertible intertwiner FU from U to U
cc such that Tr(FU ) = Tr(F
−1
U ), which
is the quantum dimension of U . Then we can define the quantized character assigned to U to be the
linear functional Tr(FU · ), which can be regarded as a linear functional on the group algebra of G precisely
formulated in this paper. In order to formulate general quantized characters, we use the scaling group of
G. The scaling group of G plays a special role in Woronowicz’s theory of quantum groups. Moreover, the
scaling group of G is determined by the intertwiners FU over all the irreducible unitary representations, which
turns to be the trivial one at least for ordinary groups. Observe that the “dual” of the scaling group of G
can be considered as a one-parameter automorphism group of the group algebra of G and characterizes the
normalized quantized character Tr(FU · )/Tr(FU ) assigned to an irreducible unitary representation U as an
extremal KMS state for this dual of the scaling group of G. In this way, we can define quantized characters of
G in terms of the dual of the scaling group of G. For our purpose, we will generalize this idea to the setting
of inductive systems of compact quantum groups based on their Stratila–Voiculescu AF-algebras.
1.3. Main results and connections with other works. In this paper, we will consider rather general
inductive systems of compact quantum groups, but our main example is the inductive system of Uq(N). For
the inductive system of Uq(N), a part of what we will obtain in this paper can be summarized as follows.
Theorem. There exists an explicit affine homeomorphism between the simplex of quantized characters of
the inductive system of Uq(N) and the simplex of Gorin’s q
2-central probability measures on the paths on
the Gelfand –Tsetlin graph.
This theorem gives a representation-theoretic interpretation of Gorin’s work on the q-Gelfand–Tsetlin
graph (modulo the change of parameter q 7→ q2). See Theorem 3.1 for more details. Moreover, we will
give a representation-theoretic interpretation of generating functions of probability measures on the sets of
signatures introduced by Gorin [11] to analyze q-central probability measures. Namely, Theorem 3.2 asserts
that these generating functions coincide with the restrictions of quantized characters to the maximal tori of
Uq(N). In this way, we will find a quantum group analogue of the so-called Voiculescu functions ([34]). We
will also establish the dynamical interpretation of q-central probability measures along the line of Vershik–
Kerov’s idea and construct the GNS representation of the Stratila–Voiculescu AF algebra associated with a
given quantized character of the inductive system of Uq(N) by using the corresponding q-central probability
measure and its dynamical interpretation. Concerning the harmonic analysis for the inductive system of
Uq(N), we would like to mention that the above theorem and Gorin’s work [11] together completely classify
all the extremal quantized characters of the inductive system of Uq(N), see Appendix A. On the other hand,
the decomposition problem of a given quantized character into extremal ones remains as a future work, and
it is also a future interesting problem to find any possible relationship between the present work and the
quantized harmonic analysis due to Gorin and Olshanski [12].
QUANTIZED VERSHIK–KEROV THEORY AND QUANTIZED CENTRAL MEASURES 3
1.4. Organization of the paper. This paper consists of two parts. The first one (Section 2) is a general
theory of quantized characters. Firstly, we review some basic definitions and some properties of compact
quantum groups and fix some notations used throughout this paper. In Section 2.2, we deal with the duals
of compact quantum groups in order to formulate their group (C∗ or von Neumann) algebras. In Section 2.3,
we discuss compact quantum groups and their quantum subgroups (remark that pairs of compact quantum
groups and quantum subgroups are basic building blocks of inductive systems of compact quantum groups).
The purpose of this section is an explicit intertwining formula (see Proposition 2.2 and Equation (2.8)) of the
duals of scaling groups of a compact quantum group and its quantum subgroup. In Section 2.4, we deal with
inductive systems of compact quantum groups and construct their Stratila–Voiculescu AF algebras (following
Enomoto–Izumi [8], but in a bit different way from theirs). Moreover, we introduce a canonical flow on the
Stratila–Voiculescu AF-algebra associated with a given inductive system of compact quantum groups, which
is essentially obtained as the inductive limit of the duals of scaling groups. Then a quantized character of
the given inductive system of compact quantum groups is defined in terms of this flow, or more precisely,
as a certain KMS state with respect to this flow. Section 2.5 devotes to the ergodic method for quantized
characters. Moreover, we investigate a natural dynamical system on the paths on the branching graph of a
given inductive system of compact quantum groups, and obtain that the extremity for q-central probability
measures coincides with the ergodicity for q-central probability measures when the given compact quantum
groups are Uq(N) (actually a more general assertion is given). In the second part of this paper (Section 3)
we study the inductive system of Uq(N). We calculate some representation-theoretic quantities (for instance,
Equation (3.2) and (3.3)) by using the Gelfand–Tsetlin basis. Moreover, we obtain the main theorem (see
Theorem 3.1) by using these quantities. Finally, we give a representation-theoretic interpretation of Gorin’s
generating functions of probability measures on the set of signatures.
There are two appendices. In Appendix A, we briefly explain Gorin’s boundary theorem (i.e., the complete
parametrization of extremal quantized characters of the inductive system of Uq(N), see [11]) as a corollary of
the ergodic method in Section 2. In Appendix B, we briefly touch Cuenca’s recent work [5] on (q, t)-central
probability measures on the paths of the Gelfand–Tsetlin graph from our point of view.
2. General theory
2.1. Compact quantum groups. We recall some basic definitions and some properties on compact quan-
tum groups to fix some notations used throughout this paper. A typical example is the quantum unitary
group Uq(N), which will be discussed in Section 3.
Let G = (A, δ) be a pair of a unital C∗-algebra and a unital ∗-homomorphism δ : A→ A⊗ A (called the
comultiplication), where ⊗ denotes the minimal (or spatial) tensor product. The pair G = (A, δ) is called a
C∗-algebraic compact quantum group (CQG) if it satisfies the following two conditions:
• (coassociativity) (id⊗ δ)δ = (δ ⊗ id)δ as homomorphisms from A to A⊗A⊗A,
• (cancellation property) the spaces δ(A)(A⊗ 1A) and δ(A)(1A ⊗A) is dense in A⊗A.
For two given f1, f2 ∈ A∗ we define f1∗f2 := (f1⊗f2)◦δ ∈ A∗. It is well known (see e.g. [21, Theorem 1.2.1])
that any CQG G = (A, δ) has the so-called Haar state h : A→ C, which enjoys that f ∗ h = h ∗ f = f(1A)h
for any linear functional f ∈ A∗, or equivalently (id⊗ h)δ(a) = (h⊗ id)δ(a) = h(a)1A for any a ∈ A.
Let G = (A, δ) be a CQG and V be a finite-dimensional vector space. An invertible element U ∈ B(V)⊗A
is called a representation of G if it satisfies (id⊗ δ)(U) = U12U13 in B(V)⊗A⊗A, where U12, U13, etc are leg
numbering notations, see [21, Section 1.3]. Let eij be a matrix unit system of B(V). An invertible element
U =
∑dimV
i,j=1 eij ⊗ uij ∈ B(V) ⊗ A is a representation of G if and only if δ(uij) =
∑dimV
k=1 uik ⊗ ukj holds for
any i, j = 1, . . . , dimV . The element uij is called the matrix coefficient of U with respect to the matrix unit
system eij (or the basis of V). The dimension of V is denoted by dim(U) (or dim(π) when U = Uπ) and
called the dimension of the representation U . If V is a Hilbert space, that is, V is equipped with an inner
product and U is a unitary, then U is called a unitary representation of G. For any two finite-dimensional
representations U, V on vector spaces VU ,VV , respectively, a linear map T : VU → VV is an intertwiner from
U to V if (T⊗id)U = V (T⊗id) holds. We denote by Mor(U, V ) the intertwiners from U to V . If there exists a
bijective intertwiner from U to V (or from V to U), then U and V are said to be equivalent, moreover if these
representations are unitary and there exists a unitary intertwiner then they are said to be unitarly equivalent,
we write U ∼ V in the case. We denote by Ĝ all the equivalence classes of irreducible unitary representations,
and call Ĝ the unitary dual of G. Let U be a finite-dimensional representation on a Hilbert space H. Let
J : H → H∗ be a conjugate linear map sending a basis to its dual basis and j : B(H) ∋ a 7→ Ja∗J−1 ∈ B(H∗).
Then a new representation U c := (j ⊗ id)U−1 ∈ B(H∗) ⊗ A is called the contragredient representation of
U . It is well known that, for any finite-dimensional unitary representation U , there exists a unique positive
4 R. SATO
invertible intertwiner FU ∈ Mor(U,U cc) such that Tr(FU · ) = Tr(F−1U · ) on End(U) := Mor(U,U). The
trace Tr(FU ) is called the quantum dimension of the representation U , denoted by dimq(U). In this paper,
we call the matrix FU the density matrix of the representation U . In what follows, we write Hπ := HUpi ,
dim(π) := dim(Hπ), Fπ := FUpi and dimq(π) := dimq(Uπ) when given representations Uπ have suffix π. For
a given unitary representation U , if End(U) is 1-dimensional, then U is said to be irreducible. It is well
known that every finite dimensional representation of a CQG becomes a direct sum of irreducible ones, see
[21, Theorem 1.3.7].
Let A ⊂ A be the subspace generated by matrix coefficients of finite-dimensional representations. By the
definition of tensor product representations and contragredient representations, the subspace A becomes a
∗-subalgebra of A, see [21, section 1.6]. Conversely, we always assume that A is the universal C∗-algebra
generated by A. For any z ∈ C, we have a linear functional fGz : A → C determined by (id ⊗ fGz )(U) = F zU
for any finite-dimensional unitary representation U . See [21, section 1.7]. These functionals {fGz }z∈C are
called the Woronowicz characters of the CQG G. By definition, we have F zU = [f
G
z (uij)]
dim(U)
ij=1 , where uij
are matrix coefficients of the representation U . For any a ∈ A and f, g ∈ A∗, we define f ∗ a := (id⊗ f)δ(a),
a ∗ f = (f ⊗ id)δ(a) and f ∗ a ∗ g := f ∗ (a ∗ g) = (f ∗ a) ∗ g. The Woronowicz characters {fGz }z induce
two actions σG, τG : C y A of the whole complex field C on A defined by σGz (a) := fG√−1z ∗ a ∗ fG√−1z and
τGz (a) := f
G
−√−1z ∗ a ∗ fG√−1z for any a ∈ A, and they are called the modular group (or modular action) and
the scaling group (or scaling action), respectively. Note that
(id⊗ σGz )(U) = (F
√−1z
U ⊗ 1A)U(F
√−1z
U ⊗ 1A), (id⊗ τGz )(U) = (F
√−1z
U ⊗ 1A)U(F−
√−1z
U ⊗ 1A) (2.1)
for any finite-dimensional unitary representation U . We remark that the Haar state h on A is σGz -invariant
for all z ∈ C and satisfies h(ab) = h(bσ−√−1(a)) for all a, b ∈ A, see [21, Theorem 1.7.3]. This fact is the
reason why σz is called the modular group.
In closing of this section we recall the notion of quantum subgroups. Let G = (A, δG) and H = (B, δH)
be CQGs. The CQG H is a quantum subgroup of the CQG G if there exists a surjective ∗-homomorphism
θ : A→ B which satisfies δHθ = (θ⊗θ)δG : A→ B⊗B. Since θ is a ∗-homomorphism, we have the following:
For any unitary representation U of G, it is easy to see that (id ⊗ θ)(U) is a unitary representation of the
quantum subgroup H , and this is called the restriction of U to H . When the U has a suffix π, that is,
U = Uπ, we denote the restriction of Uπ to H by π|H and write Uπ|H = (id⊗ θ)(Uπ).
2.2. Duals of compact quantum groups. Let G = (A, δ) be a CQG and A the ∗-subalgebra generated
by the matrix coefficients of all finite-dimensional representations of G. It is known that A becomes a Hopf
∗-algebra with comultiplication δ|A, counit ǫ and antipode S determined by ǫ(uij) = δi,j , S(uij) = u∗ji for
matrix coefficients uij of every finite-dimensional representation U . See [21, Theorem 1.6.4].
The dual U(G) := A∗ as a linear space becomes a ∗-algebra with multiplication
U(G) × U(G) ∋ (f1, f2) 7→ f1 ∗ f2 := (f1 ⊗ f2) ◦ δ ∈ U(G)
and involution U(G) ∋ f 7→ f∗ ∈ U(G) defined to be f∗(a) := f(S(a∗)), a ∈ A. In what follows, we choose
and fix a complete family, say {Uπ}π∈Ĝ, of representatives of members of Ĝ. It is known, see e.g. [21, Section
1.6], that for each π ∈ Ĝ the mapping f ∈ U(G) 7→ Uπ(f) := (id ⊗ f)(Uπ) ∈ B(Hπ) defines a surjective
∗-homomorphism and moreover that
UĜ : U(G) ∋ f 7→ UĜ(f) := (Uπ(f))π∈Ĝ ∈
∏
π∈Ĝ
B(Hπ)
becomes a bijective ∗-homomorphism. The surjectivity and the bijectivity of the mappings f 7→ Uπ(f) and
f 7→ UĜ(f), respectively, are bit non-trivial and follow from the following consideration: For each π ∈ Ĝ, we
set
aij(π) := dimq(π)
dim(π)∑
p=1
f−1(ujp(π))uip(π)∗
with Uπ =
∑dim(π)
i,j=1 eij(π)⊗ uij(π). Then we have
Uπ(aij(π)h) = eij(π)
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by the orthogonality relations for matrix coefficients, where [aij(π)h]( · ) := h( · aij(π)). See [21, Theorem
1.4.3]. It follows that f 7→ Uπ(f) and f 7→ UĜ(f) are surjective and moreover that
U−1
Ĝ
(( dim(π)∑
i,j=1
αij(π)eij(π)
)
π∈Ĝ
)
=
∑
π∈Ĝ
dim(π)∑
i,j=1
αij(π)aij(π)h, (2.2)
whose right-hand side involves an infinite sum over π ∈ Ĝ, but it is indeed a well-defined linear functional on
A, because
[aij(π)h](ukl(ρ)) = h(ukl(ρ)aij(π)) = δπ,ρδi,kδj,l,
that is, the aij(π)h form a dual basis of the uij(π).
Here is a simple (probably well-known) lemma, which immediately follows from (2.1).
Lemma 2.1. For every π ∈ Ĝ we have
Uπ(f ◦ τGt ) = F
√−1t
π Uπ(f)F
−√−1t
π , f ∈ U(G), t ∈ R.
Therefore, the dual scaling group τ̂G : R y U(G) defined by τ̂Gt (f) := f ◦ τGt for every f ∈ U(G) and t ∈ R
enjoys the formula
UĜ(τ̂
G
t (f)) =
(
F
√−1t
π Uπ(f)F
−√−1t
π
)
π∈Ĝ,
f ∈ U(G), t ∈ R,
and τˆGt (f) = f
G√−1t ∗ f ∗ fG−√−1t holds for every f ∈ U(G) and t ∈ R.
There are three canonical ∗-subalgebras of U(G) or∏π∈ĜB(Hπ). The collection of all elements (xπ)π∈Ĝ in∏
π∈ĜB(Hπ) such that supπ∈Ĝ ‖xπ‖∞ < +∞ becomes a unital ∗-subalgebra and is denoted by
⊕
π∈ĜB(Hπ).
Remark that this unital ∗-subalgebra becomes a von Neumann algebra in an obvious way and its image,
denoted by W ∗(G), in U(G) by the mapping f 7→ UĜ(f) is exactly the unital ∗-subalgebra consisting of
all f ∈ U(G) with supπ∈Ĝ ‖Uπ(f)‖∞ < +∞. We call W ∗(G) the group von Neumann algebra associated
with G in what follows. The algebraic direct sum
⊙
π∈ĜB(Hπ), which sits inside
⊕
π∈ĜB(Hπ), is also a
non-unital ∗-subalgebra, and its image, denoted by C[G], in W ∗(G) by the mapping f 7→ UĜ(f) is exactly
the non-unital ∗-subalgebra consisting of all linear combinations of the aij(π)h. This should be called the
group algebra associated with G. (Remark that the notation C[G] stands for A in [21] differently from here.)
Finally, we have the C∗-norm closures of
⊙
π∈ĜB(Hπ) and C[G] in
⊕
π∈ĜB(Hπ) and W ∗(G), respectively,
and the latter is denoted by C∗(G), a non-unital C∗-algebra, which we call the group C∗-algebra associated
with G. In what follows, we often identify C[G] ⊂ C∗(G) ⊂W ∗(G) ⊂ U(G) with⊙
π∈Ĝ
B(Hπ) ⊂
⊙
π∈Ĝ
B(Hπ)
C∗-norm
⊂
⊕
π∈Ĝ
B(Hπ) ⊂
∏
π∈Ĝ
B(Hπ)
via the mapping f 7→ UĜ(f). We remark that the above lemma guarantees that the action τ̂G : R y U(G)
naturally induces actions on C[G] ⊂ C∗(G) ⊂ W ∗(G) of the real line R as its restrictions to them, and we
still denote them by the same symbol.
We now introduce the notion of quantized characters of G.
Definition 2.1. A quantized character of a CQG G is a τˆG-KMS state on its group C∗-algebra C∗(G) with
inverse temperature −1 .
Note that C∗(G) is in general not unital, and hence a state on C∗(G) is defined as a positive linear
functional of norm 1. In particular, the quantized characters do not form a compact set in general. The
following lemma justifies this definition.
Lemma 2.2. Any quantized character χ a CQG G can be uniquely decomposed as
χ =
∑
π∈Ĝ
cπχπ (cπ ≥ 0), (2.3)
where χπ is defined to be χπ( · ) := Tr(Fπpπ( · ))/ dimq(π) and pπ : C∗(G) → B(Hπ) is the canonical pro-
jection. Conversely, a state on C∗(G) defined by the right-hand side of Equation (2.3) with
∑
π∈Ĝ cπ = 1
becomes a quantized character of the CQG G.
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Proof. Let ιπ : B(Hπ) → C∗(G) be the canonical injective ∗-homomorphism and ψπ := χ ◦ ιπ on B(Hπ).
Since B(Hπ) is finite-dimensional (and hence xπ ∈ B(Hπ) 7→ |ψπ(xπ)| takes the maximum over the unit ball)
and since ‖x‖ = supπ∈Ĝ ‖xπ‖ for every x = (xπ)π∈Ĝ ∈ C∗(G), it is easy to show that∑
π∈J
‖ψπ‖ ≤ ‖χ‖
for every finite subset J ⊂ Ĝ. Thus we have ∑π∈Ĝ ‖ψπ‖ ≤ ‖χ‖. Then we can define the bounded linear
functional ψ on C∗(G) by
ψ : x = (xπ)π∈Ĝ ∈ C∗(G) 7→
∑
π∈Ĝ
ψπ(xπ),
since ∑
π∈Ĝ
|ψπ(xπ)| ≤
∑
π∈Ĝ
‖ψπ‖‖xπ‖ ≤ ‖x‖
∑
π∈Ĝ
‖ψπ‖ ≤ ‖x‖‖χ‖ <∞.
It is easy to see that ψ agrees with χ on C[G], and hence ψ = χ since C[G] is norm-dense in C∗(G). Finally,
we obtain that ψπ/‖ψ‖ = χπ|B(Hpi) because they are KMS states on B(Hπ) for the action τ̂G|B(Hpi) thanks
to Lemma 2.1 and the uniqueness of KMS states on B(Hπ) (see [4, Exapmple 5.3.31]). 
2.3. Quantum subgroups and Their Duals. Let G = (A, δG) be a CQG and H = (B, δH) a quantum
subgroup of G with surjective ∗-homomorphism θ : A→ B. We fix complete families {Uπ}π∈Ĝ and {Uρ}ρ∈Ĥ
of representatives.
We will investigate the relation between the dual actions τ̂G, τ̂H of the scaling groups τG, τH . To do so,
we need to discuss the branching rule of irreducible representations of G, H . Recall that for any π ∈ Ĝ
the restriction Uπ|H = (id ⊗ θ)(Uπ) admits an irreducible decomposition, that is, there exist a finite subset
Fπ ⊂ Ĥ , natural numbers mπ(ρ), ρ ∈ Fπ, and Sπ,l,ρ ∈ Mor(Uρ, Uπ|H ), 1 ≤ l ≤ mπ(ρ), ρ ∈ Fπ, such that
S∗ρ,l,πSρ′,l′,π = δρ,ρ′δl,l′IHρ for every 1 ≤ l ≤ mπ(ρ) and ρ ∈ Fπ,
∑
ρ∈Fpi
∑mpi(ρ)
l=1 Sρ,l,πS
∗
ρ,l,π = 1Hpi and
Uπ|H =
∑
ρ∈Fpi
mpi(ρ)∑
l=1
(Sρ,l,π ⊗ 1B)Uρ(Sρ,l,π ⊗ 1B)∗. (2.4)
It is well known that the family Fπ as well as the multiplicities mπ(ρ) are uniquely determined and describe
the brunching rule. We write ρ ≺ π for (ρ, π) ∈ Ĥ × Ĝ, if ρ ∈ Fπ. The Sρ,l,π are not unique, and thus we
choose and fix them throughout this section.
We define the map Θ : U(H)→ U(G) by Θ(f) = f ◦ θ for any f ∈ U(H). It is easy to see that the map Θ
becomes a ∗-injective unital homomorphism. Note that the injectivity follows from the fact that θ sends the
linear span of all matrix coefficients associated with G onto that associated with H , see [28, Lemma 2.8(1)].
We need the next simple proposition latter.
Proposition 2.1. We have Θ(W ∗(H)) ⊂W ∗(G).
Proof. For any π ∈ Ĝ and f ∈ U(H) we have
Uπ(Θ(f)) =
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
Sρ,l,πUρ(f)S
∗
ρ,l,π , (2.5)
thus, it follows that ‖Uπ(Θ(f))‖ ≤ supρ∈Ĥ;ρ≺π ‖Uρ(f)‖. This immediately implies the desired assertion. 
We remark that both Θ(C[H ]) ⊂ Θ(C∗(H)) do not sit inside C∗(G) in general. This forces us to construct
a canonical C∗-algebra associated with a given inductive system of CQGs in an indirect way; see the next
section.
Formula (2.5) gives an explicit description of the embedding Θ. Indeed, we have
UĜ(Θ(f)) =
( ∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
Sρ,l,πUρ(f)S
∗
ρ,l,π
)
π∈Ĝ
, f ∈ U(H). (2.6)
We then investigate how Fπ = (id⊗ fG1 )(Uπ), π ∈ Ĝ are related to Fρ = (id⊗ fH1 )(Uρ), ρ ∈ Ĥ .
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Lemma 2.3. Let π ∈ Ĝ be arbitrarily given. Then
Fπ|H = (id⊗ fH1 )(Uπ|H ) = Uπ(Θ(fH1 )) =
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
Sρ,l,πFρS
∗
ρ,l,π ∈ Uπ(Θ(U(H))),
and there exists a unique positive invertible element Wπ ∈ End(Uπ|H ) = Uπ(Θ(U(H)))′ on Hπ such that
Fπ =WπFπ|H = Fπ|HWπ. (2.7)
Proof. The first formula is trivial.
Since U ccπ|H = (id⊗ θ)(U ccπ ), we observe that Fπ ∈Mor(Uπ, U ccπ ) ⊂Mor(Uπ|H , U ccπ|H ). Hence Wπ := F−1π|HFπ
falls in End(Uπ|H ). We observe that End(Uπ|H ) = Uπ(Θ(H))′ on Hπ , and hence Fπ = Fπ|HWπ =WπFπ|H =
F
1/2
π|HWπF
1/2
π|H and Wπ = F
−1/2
π|H FπF
−1/2
π|H is positive invertible. 
Remark 2.1. Remark that the Sρ,l,πS
∗
ρ,m,π, 1 ≤ l,m ≤ mπ(ρ), ρ ≺ π, form a matrix unit system of
End(Uπ|H ) = Uπ(Θ(U(H)))′ on Hπ . The above lemma shows, in particular, that one can re-choose, by
perturbing them by a suitable unitary in Uπ(Θ(U(H)))′ for each π, a complete family {Uπ}π∈Ĝ of repre-
sentatives and the intertwiners Sρ,l,π with keeping {Uρ}ρ∈Ĥ and {Uπ|H}π∈Ĝ in such a way that all Wπ are
“diagonalized”, that is,
Wπ =
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
w(ρ, l, π)Sρ,l,πS
∗
ρ,l,π
with w(ρ, l, π) not decreasing (or not increasing) in l. In this case, the branching formula of the density
matrix Fπ follows from Equation (2.7):
Fπ =
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
w(ρ, l, π)Sρ,l,πFρS
∗
ρ,l,π . (2.8)
This is an important observation to construct a canonical “weighted branching graph” for a given inductive
system of CQGs latter.
The next proposition seems fundamental in the study of quantum subgroups and might be well-known to
experts. Indeed, it follows from e.g. [18, Proposition 3.15]. However, we include the proof for the convenience
of the reader.
Proposition 2.2. We have θ ◦ τGt = τHt ◦ θ, and hence Θ ◦ τ̂Ht = τ̂Gt ◦Θ for every t ∈ R.
Proof. It suffices to confirm the first identity against any matrix coefficients. For every π ∈ Ĝ and t ∈ R we
have, by formula (2.1) and Lemma 2.3,
(id⊗ θ ◦ τGt )(Uπ) = (F
√−1t
π ⊗ 1B)Uπ|H (F−
√−1t
π ⊗ 1B)
=
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
(W
√−1t
π F
√−1t
π|H Sρ,l,π ⊗ 1B)Uρ(S∗ρ,l,πF
−√−1t
π|H W
−√−1t
π ⊗ 1B)
=
∑
ρ∈Ĥ;ρ≺π
mpi(ρ)∑
l=1
(W
√−1t
π Sρ,l,πF
√−1t
ρ ⊗ 1B)Uρ(F−
√−1t
ρ S
∗
ρ,l,πW
−√−1t
π ⊗ 1B)
= (W
√−1t
π ⊗ 1B)(id ⊗ τHt )(Uπ|H )(W−
√−1t
π ⊗ 1B)
= (id⊗ τHt )(Uπ|H ) = (id⊗ τHt ◦ θ)(Uπ),
where Lemma 2.3 guarantees that F
√−1t
π = W
√−1t
π F
√−1t
π|H as well as (W
√−1t
π ⊗ 1B)(id ⊗ τ̂Ht )(Uπ|H ) =
(id⊗ τ̂Ht )(Uπ|H )(W
√−1t
π ⊗ 1B). Hence we are done. 
In closing of this section, we give an observation about the choice of the intertwiners Sρ,l,π. Indeed, the
next proposition shows that they are essentially unique (for our purpose), once the representatives {Uρ}ρ∈Ĥ
and {Uπ}π∈Ĝ are fixed. The proof is not so hard and based on the same idea as in the proof of Lemma 2.3.
Hence we leave it to the reader.
Proposition 2.3. The family of intertwiners Sρ,l,π are uniquely determined up to left multiplication of
unitary elements in End(Uπ|H ) = Uπ(Θ(U(H)))′ on Hπ by Uπ|H and the Uρ with ρ ∈ Ĥ, ρ ≺ π.
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2.4. Stratila-Voiculescu AF-flows and Quantized Characters. For a given inductive system of com-
pact groups, Stratila and Voiculescu studied factor representations of its inductive limit group by using a
certain AF-algebra, see e.g. [27]. Following Enomoto–Izumi [8] we call this AF-algebra the Stratila–Voiculescu
AF-algebra. In this section, we introduce the same kind of AF-algebra with a certain one-parameter auto-
morphism group for a given inductive system of CQGs, which we call the Stratila–Voiculescu AF-flow.
Let G = (GN , θN )
∞
N=0 be an inductive system of CQGs, that is, each GN = (AN , δN ) is a CQG and also
a quantum subgroup of the next GN+1 with the surjective ∗-homomorphism θN : AN+1 → AN . We always
assume that ĜN is countable for every N ≥ 1 and G0 = (C, idC) throughout this paper. As we saw in the
previous section, we have the inductive system (W ∗(GN ),ΘN)∞N=0 with injective unital ∗-homomorphisms
ΘN : W
∗(GN )→W ∗(GN+1). Hence we can take the C∗-inductive limit M(G) := lim−→N (W
∗(GN ),ΘN ). Then
we can faithfully embed all C∗(GN ) ⊂ W ∗(GN ) into M(G) and denote by A(G) the unital C∗-subalgebra
generated by those C∗(GN ) inside M(G). Here we remark that C∗(G0) =W ∗(G0) = C. We call this unital
C∗-algebra A(G) the Stratila–Voiculescu AF-algebra associated with the inductive system G. Indeed, it
immediately follows from [3, Theorem 2.2] that A(G) is an AF-algebra. We remark that the inductive system
ΘN : W
∗(GN ) → W ∗(GN+1) as well as the structure of C∗(GN ) ⊂ W ∗(GN ) are completely determined by
the unitary duals ĜN and their branching rule. See Equation (2.6) and Proposition 2.3. Therefore, the AF-
algebra A(G) itself never remembers the effect of “q-deformation”. However, the dual actions τ̂GN certainly
remembers the q-deformation when one considers q-deformed classical groups like Uq(N), and also they are
known to be the modular actions associated with the dual Haar weights, see e.g. [26]. Fortunately, as we
saw before, the dual actions τ̂GN are compatible with the inductive system ΘN (see Proposition 2.2), and
hence we obtain the action τ̂G : R y A(G) as the restriction of lim−→N τ̂
GN
t , t ∈ R to A(G). It is rather easy
to see that τ̂G : R y A(G) is pointwise norm continuous. In what follows, we call this action τ̂G : R y A(G)
the Stratila–Voiculescu AF-flow associated with the inductive system G. We regard a certain class of KMS
states with respect to τ̂G as the characters of the inductive system G as follows.
Definition 2.2. A quantized character of the inductive system G is a τ̂G-KMS state χ on A(G) of inverse
temperature −1 such that the restriction of χ|C∗(GN ) to C∗(GN ) is of norm 1 for every N = 1, 2, . . . .
If the inductive system G comes from ordinary compact groups (or even compact Kac algebras), then the
dual scaling actions τ̂GN are all trivial and hence so is the Stratila–Voiculescu AF-flow τ̂G, implying that any
quantized characters are tracial in the case. It is quite natural to assume that the restriction of χ|C∗(GN ) to
C∗(GN ) is of norm 1 for every N = 1, 2, . . . in the above. In fact, this assumption clearly holds true in the
case of characters of ordinary compact groups. Conversely, if a tracial state satisfies this assumption, then
the norm of the restriction of the state to the closed ideal JN generated by
⋃
k≥N+1 C
∗(Gk) in A(G) is equal
to 1 for every N = 0, 1, . . . , and such a trace comes from some character on the inductive limit group, see
the proof of [8, Lemma 2.2(1)].
We denote the set of τˆG-KMS states of inverse temperature −1 by KMS(A(G), τˆG) and the set of quantized
characters by Ch(G). The former is equipped with the topology of weak∗ convergence and the latter is
equipped with the relative topology. Since the set KMS(A(G), τˆG) is a Choquet simplex, see e.g. [4, Thoerem
5.3.30(2)], the next proposition follows.
Proposition 2.4. All of extremal points in Ch(G) are also extremal in KMS(A(G), τˆG), that is,
ex(Ch(G)) = ex(KMS(A(G), τˆG)) ∩ Ch(G).
Furthermore, for any quantized character χ ∈ Ch(G) there exists a unique probability measure M on the set
of extremal points ex(Ch(G)) such that
χ =
∫
ex(Ch(G))
ǫ dM(ǫ),
that is,
χ(a) =
∫
ex(Ch(G))
ǫ(a) dM(ǫ)
for any a ∈ A(G).
Proof. The first statement is proved similarly to [8, Lemma 2.2 (2)] and the second statement is proved by
Choquet–Mayer theorem, see [25]. 
For any N = 1, 2, . . . and any π ∈ ĜN , by Lemma 2.1, we have τ̂GNt |B(Hpi) = Ad(F
√−1t
π ). Thus, the
state χπ on W
∗(GN ) defined to be χπ(x) := Tr(Fπpπx)/Tr(Fπ) is a KMS state on W ∗(GN ) for the action
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τ̂GN : R y W ∗(GN ), where pπ is the projection onto Hπ. See [4, Example 5.3.31]. The following lemma is
necessary in the next section and immediately follows from Lemma 2.2.
Lemma 2.4. For any χ ∈ KMS(A(G), τˆG) the restriction of χ to C∗(GN ) is decomposed as
χ|C∗(GN ) =
∑
π∈ĜN
cπχπ, cπ = χ(pπ).
2.5. Vershik-Kerov’s ergodic method. In this section, we will establish the ergodic method for quantized
characters of inductive system of CQGs. Firstly, we construct the (weighted) branching graph for a given
inductive system. Then, we investigate dynamical systems on the paths on a given weighted branching graph.
The goal of this section is Corollary 2.1.
2.5.1. Branching graphs and weighted central probability measures, weighted coherent systems. We recall the
concept of branching graphs (or Bratteli diagrams) and introduce a certain class of probability measures on
their path spaces.
Definition 2.3. Let G := (V,E, s, r) be a directed graph, that is, V is the vertex set, E is the edge
set and s, r : E → V are the source and the range maps. The graph G is called a branching graph if
V =
⊔∞
N=0 VN , E =
⊔∞
N=1EN , disjoint unions and G satisfies the following four conditions:
(1) V0 consists of only one element denoted by ∗,
(2) VN is a countable set for every N = 1, 2, . . . ,
(3) |r−1({v})| <∞ for every v ∈ V,
(4) s(EN ) = VN−1 and r(EN ) = VN for every N = 1, 2, . . . .
Typical examples of branching graphs are Bratteli diagrams as well as the following example:
Example 2.1 (The Gelfand–Tsetlin graph). Our main example of branching graph is the Gelfand-Tsetlin
graph GT. This graph is associated with the branching rule of (quantum) unitary groups U(N) (Uq(N)), see
[35], [22]. Let SignN be the set of signatures of size N , that is,
SignN := {ν = (ν1, . . . , νN ) ∈ ZN : ν1 ≥ · · · ≥ νN}.
We set Sign0 := {∗}. For each N ≥ 1, two signatures µ ∈ SignN and ν ∈ SignN+1 are joined by an edge if
and only if
ν1 ≥ µ1 ≥ ν2 ≥ · · · ≥ νN ≥ µN ≥ νN+1.
We write µ ≺ ν in this case. Moreover, we assume that ∗ ∈ Sign0 is joined to each vertex in Sign1 by only
one edge. Define
EGTN := {[µ, ν] : SignN−1 ∋ µ ≺ ν ∈ SignN}
for each N ≥ 1 and
Sign :=
⊔
N≥0
SignN , E
GT :=
⊔
N≥1
EGTN .
The source and the range maps s, r : EGT → Sign are defined as the projections onto the first and the second
components, respectively. In this way, we have obtained the branching graph GT := (Sign, EGT , s, r), called
the Gelfand-Tsetlin graph. Note that the number of the paths from ∗ to ν ∈ SignN is exactly the dimension
of the irreducible representation of U(N) with label ν.
Definition 2.4 (The branching graph associated with an inductive system of CQGs). For each inductive
system G = (GN , θN)
∞
N=0 with G0 = (C, id) we can construct the branching graph arising from the branching
rule of the irreducible representations in the following way: The vertex set VN , N = 1, 2, . . . , is exactly the
unitary dual ĜN . We set V0 = {∗}, consisting only of the trivial representation. For any pair (ρ, π) ∈
ĜN−1 × ĜN , we define mπ(ρ) to be the multiplicity of ρ in π|GN−1 . Then the edge set EN , N = 1, 2, . . . ,
is defined to be {[ρ, l, π] : 1 ≤ l ≤ mπ(ρ), ĜN−1 ∋ ρ ≺ π ∈ ĜN}. The source and the range maps
s, r : E :=
⊔
N≥1EN → V :=
⊔
N≥0 VN are the projections to the first and the third coordinates, respectively.
Then, the quadlet (V,E, s, r) is a branching graph. When all the multiplicitiesmπ(ρ) are equal to 1, we simply
denote each edge by [ρ, π].
We remark that the Gelfand–Tsetlin graph is the branching graph associated with the inductive system
of Uq(N).
For any K < N a sequence (tn)
N
n=K ∈
∏N
n=K En of edges is called a path on a branching graph G if
r(tn) = s(tn+1) for every n = K, . . . , N − 1. When N < ∞, the path is called a finite path; otherwise it is
called an infinite path. For any u ∈ VK , v ∈ VN with K < N we denote by Ω(u, v) the set of all (finite)
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paths from u to v, that is, the source of the first edge is u and the range of the final edge is v. We define
dim(u, v) := |Ω(u, v)|, the number of elements of Ω(u, v), called the relative dimension of u with respect to
v. When u = ∗ ∈ V0, we call the dimension of v and denote it by dim(v). When the branching graph G
associated with an inductive system of CQGs, the dimension of each vertex is nothing but the dimension of
the corresponding irreducible representation.
We introduce the notion of weighted branching graphs. Let G = (V,E, s, r) be a branching graph. A
weight function is a function w : E → (0,∞), and the branching graph G equipped with a weight function
w is called a weighted branching graph. For any finite path t = (tn)
N
n=K , its weight w(t) is defined to be
w(tK)w(tK+1) · · ·w(tN ) and the weighted dimension of each vertex v is defined to be
∑
t∈Ω(∗,v) w(t), denoted
by w-dim(v). Moreover, for any u ∈ VK , v ∈ VN with K < N the relative weighted dimension from u to v is
similarly defined to be
∑
ω∈Ω(u,v) w(ω) and denoted by w-dim(u, v).
Definition 2.5 (The weighted branching graph associated with an inductive system of CQGs). On the
branching graph G associated with an inductive system G of CQGs, we can construct a canonical weight
function as follows. By Remark 2.1 we can inductively select the sequence of families of representatives, say
{Uπ}π∈ĜN , N = 1, 2, . . . with intertwiners Sρ,l,π with (ρ, π) ∈ ĜN−1 × ĜN , ρ ≺ π, 1 ≤ l ≤ mπ(ρ), in such a
way that
Wπ =
∑
ρ∈ĜN−1;ρ≺π
mpi(ρ)∑
l=1
w(ρ, l, π)Sρ,l,πS
∗
ρ,l,π, π ∈ ĜN
with w(ρ, l, π) not decreasing in l for every N = 1, 2, . . . . These w(ρ, l, π) define a weight function w, i.e.,
w([ρ, l, π]) := w(ρ, l, π). In this way, we can define a canonical weight function w on G. Since the list
w(ρ, l, π) is nothing but the eigenvalues of Wπ, this weight function is essentially independent of the choice
of intertwiners Sρ,l,π.
Remark 2.2. By Formula (2.8), we have
w([ρ, l, π]) =
Tr(S∗π,l,ρFπSπ,l,ρ)
Tr(Fρ)
for every edge [ρ, l, π] ∈ EN , N = 1, 2, . . . . Let Se := Sρ,l,π for every edge e = [ρ, l, π] and St :=
StNStN−1 · · ·St1 for every finite path t = (tn)Nn=1. By Formula (2.8) again we have
Fπ =
∑
t∈Ω(∗,π)
w(t)StS
∗
t . (2.9)
The StS
∗
u, t, u ∈ Ω(∗, π) form a system of matrix units on B(Hπ).
Let Ω := Ω(G) be the space of infinite paths starting at ∗ on a branching graph G. For any finite path
t := (tn)
N
n=1 (starting at ∗), the cylinder set Ct is defined by
Ct := {(ωn)∞n=1 ∈ Ω : ωn = tn, n = 1, . . . , N}.
Let F be the σ-algebra generated by the collection of cylinder sets. It is easy to see that the measurable space
(Ω,F) is a unique standard Borel space. Following Gorin’s definition, see [11, Section 1.2], a probability
measure P on (Ω,F) is called w-central if the following holds: For any finite path t starting at ∗ and
terminating at v ∈ VN , N = 1, 2, . . .
P (Ct)
w(t)
=
P (XN = v)
w- dim(v)
,
where the measurable function XN : (Ω,F) → VN is defined by XN(ω) := r(ωN ). The set of w-central
probability measures is denoted by Cent(G, w), and it is clearly a convex set. A sequence of probability
measures PN on VN with N = 1, 2, . . . is called a w-coherent system if the following coherent relation holds:
PN (v) =
∑
v′∈VN+1
( ∑
e∈Ω(v,v′)
w(e)
)
w- dim(v)
w- dim(v′)
PN+1(v
′) (2.10)
for any v ∈ VN and N = 1, 2, . . . . The set of w-coherent systems is denoted by Coh(G, w), and it is also
a convex set. When a weighted branching graph (G, w) is associated with an inductive system G, we de-
note the set Coh(G, w) by Coh(G), also the set Cent(G, w) is denoted by Cent(G). There exists an affine
bijection between Coh(G, w) and Cent(G, w). The bijection is simply given by PN (v) = P (XN = v) for any
v ∈ VN , N = 1, 2, . . . . We consider the topology of weak convergence on Cent(G, w) and the topology of
component-wise weak convergence on Coh(G, w). The next proposition trivially holds true.
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Proposition 2.5. The convex sets Cent(G, w) and Coh(G, w) are (affine-)homeomorphic by the correspon-
dence P 7→ (PN )∞N=1 with PN (v) = P (XN = v) for any v ∈ VN , N = 1, 2, . . . .
Finally, we introduce a certain group of measurable transformations on (Ω,F). For any v ∈ VN , N =
1, 2, . . . , the group of all permutations of Ω(∗, v) is denoted by S0v. It is naturally embedded into the
measurable transformations on (Ω,F), that is, for any γ ∈ S0v and any ω = (ωn)n ∈ Ω, we define by
γ(ω) :=
{
(γ(ω1, . . . , ωN ), ωN+1, . . . ) (r(ωN ) = v)
ω (otherwise).
LetSv(Ω) be the embedding ofS
0
v and defineSN (Ω) to be the subgroup of all the measurable transformations
on Ω generated by
⋃
v∈VN Sv(Ω) which is isomorphic to
⊕
v∈VN Sv(Ω) as abstract groups. Trivially, the group
SN(Ω) is a subgroup of SN+1(Ω), and hence we obtain the transformation group S(Ω) := lim−→N SN (Ω)(=⋃
N≥1SN(Ω)) on Ω. For any γ ∈ S(Ω), any cylinder set C and any w-central probability measure P it
follows that P (C) = 0 if and only if P (γ(C)) = 0 from the definition of w-central probability measures. Thus
w-central probability measures are quasi-invariant under the transformation group S(Ω). Later, we will show
that when a weighted branching graph arises from an inductive system G of CQGs, a w-central probability
measure P is S(Ω)-ergodic if and only if P is extremal in Cent(G) (see Theorem 2.2).
2.5.2. w-central probability measures and quantized characters. For an inductive system G = (GN , θN )
∞
N=0
of CQGs with G0 = (C, id), we will investigate the relation between the set Ch(G) of quantized characters
and the set Cent(G) of w-central probability measures (or the set Coh(G) of w-coherent systems).
Proposition 2.6. There exists an affine homeomorphism between Ch(G) and Coh(G) such that the quantized
character χ corresponding to a w-coherent system (PN )N is decomposed as
χ|C∗(GN ) =
∑
π∈ĜN
PN (π)χπ
on the C∗-subalgebra C∗(GN ). Furthermore, there exists an affine homeomorphism between Ch(G) and
Cent(G) such that the quantized character χ corresponding to a w-central probability measure P is decom-
posed as ∑
π∈ĜN
P (XN = π)χπ
on the C∗-subalgebra C∗(GN ), where XN is the measurable function defined by XN (ω) = r(ωN ) for any
ω = (ωn)
∞
n=1 ∈ Ω.
Proof. For a given w-coherent system (PN )N , the KMS state χN on W
∗(GN ) is defined to be
χN :=
∑
π∈ĜN
PN (π)χπ .
We define pπ to be the projection onto Hπ. Since the net a(S) := (aπ(S))π∈Ĝ with a finite subset S of ĜN ,
where aπ(S) is defined by
aπ(S) :=
{
pπ (π ∈ S)
0 (π 6∈ S) ,
is an approximate unit of C∗(GN ), we have
‖χN‖ = lim
S→ĜN
χN (a(S)) = lim
S→ĜN
∑
π∈S
PN (π) = 1.
See e.g. [6, Lemma I.9.5]. For every x = (xρ)ρ∈ĜN ∈W ∗(GN ), by Formulas (2.5) and (2.8), we have
χN+1(ΘN (x)) =
∑
π∈ĜN+1
PN+1(π)χπ
( ∑
ρ∈ĜN
∑
e∈Ω(ρ,π)
SexρS
∗
e
)
=
∑
π∈ĜN+1
PN+1(π)
∑
ρ∈ĜN ;ρ≺π
( ∑
e∈Ω(ρ,π)
w(e)
)w- dim(ρ)
w- dim(π)
χρ(xρ)
=
∑
ρ∈ĜN
( ∑
π∈ĜN+1;ρ≺π
w- dim(ρ)
w- dim(π)
∑
e∈Ω(ρ,π)
PN+1(π)
)
χρ(xρ)
= χN (x),
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where we can freely change the order of sums since the above summations absolutely converge. Hence we
can construct the state χ on A(G) by χ|C∗(GN ) = χN on C∗(GN ). Recall
⋃
N≥0C[GN ] is a norm-dense in
A(G) and τ̂G-invariant. By Lemma 2.1, Formulas (2.5) and (2.8), we have χ(xτ̂G−√−1(y)) = χ(yx) for any
x, y ∈ ⋃N≥0C[GN ]. Thus, by [4, Section 5.3.1], χ is a τ̂G-KMS state. Since the norm of the restriction χ to
C∗(GN ) is equal to 1 for every N ≥ 1, the KMS state χ falls in Ch(G). Thus, we have the desired map from
Coh(G) to Ch(G).
Next, we consider the inverse map. By Lemma 2.4, every quantized character χ ∈ Ch(G) can be decom-
posed as
χ|C∗(GN ) =
∑
π∈ĜN
cπχπ
on C∗(GN ) for any N = 1, 2, . . . with non-negative coefficients cπ. Since the restriction χ|C∗(GN) to C∗(GN )
is of norm 1, we have ∑
π∈ĜN
cπ = lim
S→ĜN
χ(a(S)) = 1,
that is, the function PN defined to be PN (π) := cπ is a probability measure on ĜN . It suffices to show
that the sequence of probability measures (PN )N becomes a w-coherent system. Indeed, for any ρ ∈ ĜN , by
Formula (2.8), we have
PN (ρ) = χN (pρ)
= χN+1(ΘN (pρ))
=
∑
π∈ĜN+1;ρ≺π
PN+1(π)χπ
(mpi(ρ)∑
l=1
Sρ,l,πS
∗
ρ,l,π
)
=
∑
π∈ĜN+1;ρ≺π
( ∑
e∈Ω(ρ,π)
w(e)
)
w- dim(ρ)
w- dim(π)
PN+1(π),
and thus the sequence (PN )N satisfies the coherent relation (2.10). 
From this correspondence and Proposition 2.4, the next unique integral representation theorem for w-
central probability measures follows.
Theorem 2.1. For any w-central probability measure P ∈ Cent(G), there exists a unique Borel probability
measure m on Cent(G) supported on the extremal points ex(Cent(G)) such that
P =
∫
ex(Cent(G))
Qdm(Q).
Here we remark that the theorem was already proved by Gorin, see [11, Proposition 5.18]. However, we
gave a new approach to the unique integral representation theorem. We would like to emphasize that the
approach here is quite natural in view of the original work due to Vershik–Kerov [14].
2.5.3. Krieger constructions and GNS constructions. We assume that a weighted branching graph (G, w) is
associated with an inductive system G = (GN , θN )N of CQGs with G0 = (C, idC). In the section, we will
show the following theorem:
Theorem 2.2. A w-central probability measure P is S(Ω)-ergodic if and only if the corresponding quantized
character χ ∈ Ch(G) is factorial, namely, it is extremal. Therefore, P is S(Ω)-ergodic if and only if P is
extremal.
This equivalence has been known when the branching graph comes from an ordinary group. Indeed, w-
central probability measures coincide with S(Ω)-invariant probability measures in this case, and the equiv-
alence follows from Choquet’s theory (see [25]). A representation-theoretic interpretation of this fact is as
follows. Characters of an inductive limit group (or tracial states on the associated Stratila–Voiculescu AF-
algebra) correspond to central probability measures on the paths on the branching graph, and extremality
for characters (or tracial states) (or the ergodicity for probability measures) corresponds to the factoriality
for the corresponding representations of the inductive limit group. Here we prove Theorem 2.2 by identifying
the GNS representation of A(G) associated with a quantized character χ with a kind of crossed product
algebra associated with a certain dynamical system on Ω equipped with the w-central probability measure
P corresponding to χ. This is completely analogous to the study of AF (or LS)-algebras due to Vershik and
Kerov, see [33],[14].
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For the given w-central probability measure P , we will construct the von Neumann algebra of the dynamical
system (Ω,F , P,S(Ω)). The equivalence relation R is defined by
R := {(ω, ω′) ∈ Ω× Ω : ∃γ ∈ S(Ω), ω′ = γ(ω)}
and it is called the tail equivalence relation. We denote its equivalent classes by [·]. The projection pr : R→ Ω
is defined by pr(ω, ω′) := ω for any (ω, ω′) ∈ R. It is known that the set function Pl on the σ-algebra
B := (F × F) ∩R defined by
Pl(A) :=
∫
Ω
|A ∩ pr−1(ω)| dP (ω), A ∈ B
becomes a measure on (R,F), see [9, Theorem 2]. The measure Pl is called the left measure of P on R. The
following space of bounded “small support” functions
K(R) := {f ∈ L∞(R, Pl) : ess.sup|{ω′ : f(ω, ω′) 6= 0}| <∞, ess.sup|{ω : f(ω, ω′) 6= 0}| <∞}
becomes a ∗-algebra, whose multiplication and ∗-operation are defined by
fg(ω, ω′) :=
∑
ω′′∈[ω]
f(ω, ω′′)g(ω′′, ω′),
f∗(ω, ω′) := f(ω′, ω)
for any f, g ∈ K(R) and (ω, ω′) ∈ R. The ∗-representation ̟l of K(R) on the Hilbert space L2(R,B, Pl) is
defined by
[̟l(f)ξ](ω, ω
′) :=
∑
ω′′∈[ω]
f(ω, ω′′)ξ(ω′′, ω′)
for any f ∈ K(R) and ξ ∈ L2(R,B, Pl). The von Neumann algebra W ∗(R;P ) is defined to be the double
commutant ̟l(K(R))′′, that is, the closure with respect to the strong operator topology (see e.g. [6, Theorem
I.7.1]). This construction is called the Krieger construction. It is well known that the von Neumann algebra
W ∗(R;P ) is a factor if and only if P is S(Ω)-ergodic, see [10, Proposition 2.9(2)].
Next, we construct another von Neumann algebra which also acts on L2(R,B, Pl). The equivalence relation
RN is defined by
RN := {(ω, ω′) ∈ Ω× Ω : ∃γ ∈ SN (Ω), ω′ = γ(ω)}
and its equivalence classes are denoted by [ · ]N . For any ρ ∈ ĜN and t, u ∈ Ω(∗, ρ) we define ft,u to be
the characteristic function of (Ct × Cu) ∩ RN . Remark that ft,u ∈ K(R) by the definition. Every pair
(ω, ω′) ∈ (Ct ×Cu)∩RN can be written as (ω, ω′) = ((t, ωN+1, ωN+2, . . . ), (u, ωN+1, ωN+2, . . . )). Using this,
for any t, u ∈ Ω(∗, ρ), t′, u′ ∈ Ω(∗, ρ′) and any (ω, ω′) ∈ R we have
ft,uft′,u′(ω, ω
′) =
∑
ω′′∈[ω]
ft,u(ω, ω
′′)ft′,u′(ω′′, ω′)
= δρ,ρ′δu,t′1RN (ω, ω
′)1Ct(ω)1Cu′ (ω
′) = δρ,ρ′δu,t′ft,u′(ω, ω′)
and
f∗t,u(ω, ω
′) = ft,u(ω′, ω) = fu,t(ω, ω′).
Thus the functions ft,u, t, u ∈ Ω(∗, ρ), ρ ∈ ĜN form a matrix unit system and we obtain the ∗-homomorphism
̺N : W
∗(GN ) → W ∗(R;P ) defined by ̺N (StS∗u) := ̟l(ft,u) ∈ ̟l(K(R)), where StS∗u is a matrix unit of
B(ℓ2(Ω(∗, ρ))), see Remark 2.2.
Lemma 2.5. We have ̺N+1 ◦ΘN = ̺N on W ∗(GN ) for all N = 1, 2, . . . .
Proof. It suffices to show that ̺N+1(ΘN (StS
∗
u)) = ̺N (StS
∗
u) = ̟l(ft,u) for any t, u ∈ Ω(∗, ρ) and any
ρ ∈ ĜN , where StS∗u is a matrix unit, see Remark 2.2. By Formula (2.5), we have
̺N+1(ΘN (StS
∗
u)) =
∑
π∈ĜN+1;ρ≺π
∑
e∈Ω(ρ,π)
ρN+1(SeStS
∗
uS
∗
e )
=
∑
π∈ĜN ;ρ≺
∑
e∈Ω(ρ,π)
̟l(f(t,e),(u,e))
= ̟l(ft,u) = ̺N(StS
∗
u).
Hence we are done. 
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By the lemma, we obtain the representation ̺ of A(G) on L2(R,B, Pl) defined by ̺|C∗(GN ) = ̺N for
any N = 1, 2, . . . . By the construction, the double commutant ̺(A(G))′′ is a von Neumann subalgebra of
W ∗(R;P ). Furthermore, we have the following:
Theorem 2.3. The above two von Neumann algebras coincide, that is, ̺(A(G))′′ =W ∗(R;P ).
Proof. It suffices to show that ̟l(K(R)) ⊂ ̺(A(G))′′. For any function f ∈ L∞(Ω,F , P ) the function f˜
on R is defined to be f˜(ω, ω′) := δω,ω′f(ω). For any measurable bijection φ : (Ω,F) → (Ω,F) such that
{(ω, φ(ω)) : ω ∈ Ω} ⊂ R, the function Fφ on R is defined to be
Fφ(ω, ω
′) :=
{
1 (ω = φ(ω′))
0 (otherwise).
By [10, Proposition 2.4], every function inK(R) is a finite linear combination of functions of the form f˜Fφ with
a function f and a measurable bijection φ as above. Thus, our goal is to prove that ̟l(f), ̟(Fφ) ∈ ̺(A(G))′′
for any f ∈ L∞(Ω,F , P ) and any measurable bijection φ : (Ω,F)→ (Ω,F) such that {(ω, φ(ω)) : ω ∈ Ω} ⊂ R.
For any finite path t we have ̟l(1Ct) = ̟l(ft,t) = ̺(StS
∗
t ) ∈ ̺(A(G)) ⊂ ̺(A(G))′′. Note that the
collection of all cylinder sets and the empty set is a π-system and the collection of the set A such that
1A ∈ ̺(A(G))′′ is a λ-system. Thus, by the π-λ theorem, we have ̟l(1A) ∈ ̺(A(G))′′ for any A ∈ F . For
any f ∈ L∞(Ω,F , P ), there exists a sequence (ψn)n≥1 of simple functions such that ψn → f as n→∞ P -a.s.
with 0 ≤ |ψ1| ≤ |ψ2| ≤ · · · ≤ |f |. Then ̟l(ψ˜n) ∈ ̺(A(G)) and ‖̟l(ψ˜n)‖ ≤ ‖̟l(f˜)‖ for any n ≥ 1. Moreover,
for any η ∈ L2(R,B, Pl), by the dominated convergence theorem,
‖̟l(f˜ − ψ˜n)η‖2 =
∫
R
|(f(ω)− ψn(ω))η(ω, ω′)|2 dPl(ω, ω′)→ 0 as n→∞,
that is, ̟l(ψ˜n) converges to ̟l(f˜) in the strong operator topology. Thus, ̟l(f˜) ∈ ̺(A(G))′′.
For any measurable bijection φ : (Ω,F) → (Ω,F) such that {(ω, φ(ω)) : ω ∈ Ω} ⊂ R, by [9, Remark of
Proposition 3.3], there exists gn ∈ S(Ω) and Dn ∈ B with n = 1, 2, . . . such that the collection {Dn}n≥1 is
a partition of R and Dn ⊆ {(ω, φ(ω)) : φ(ω) = gn(ω)}. Then we have Fφ =
∑
n≥1 1˜gn(Dn)Fgn . Remark that
̟l(Fg) ∈ ̺(A(G)) ⊂ ̺(A(G))′′ for any g ∈ S(Ω). Thus, if the partition {Dn}n is finite, then the operator
̟l(Fφ) belongs to ̺(A(G))
′′. We suppose that the partition {Dn}n is infinite. Since 0 ≤
∑N
n=1 1˜gn(Dn)Fgn ր
Fφ as N →∞ Pl-a.s., we obtain∥∥∥∥∥̟l(Fφ −
N∑
n=1
1˜gn(Dn)Fgn)η
∥∥∥∥∥→ 0 as N →∞
for any η ∈ L2(R,B, Pl) by the dominated convergence theorem. Therefore, ̟l(
∑N
n=1 1˜gn(Dn)Fgn) converges
to ̟l(Fφ) in the strong operator topology, that is, ̟l(Fφ) also belongs to ̺(A(G))
′′. Hence we are done. 
Recall that for any ρ ∈ ĜN and any t, u ∈ Ω(∗, ρ) every pair (ω, ω′) ∈ (Ct × Cu) ∩ RN can be written as
(ω, ω′) = ((t, ωN+1, ωN+2, . . . ), (u, ωN+1, ωN+2, . . . )). Using this and Formula (2.9), we have
〈̺N (StS∗u)ηD, ηD〉 =
∫
Ω
∑
ω′∈[ω]N
[̺N (StS
∗
u)ηD](ω, ω
′)ηD(ω, ω′) dP (ω)
=
∫
Ω
ft,u(ω, ω) dP (ω)
= δt,uP (Ct)
= δt,u
w(t)P (XN = ρ)
w- dim(ρ)
= χ(StS
∗
u).
Therefore, we obtain that (L2(R,B, P ), ̺, ηD) is the GNS-triple of A(G) associated with χ. Then we can
prove Theorem 2.2.
Proof. (Theorem 2.2) By [4, Theorem 5.3.30(3)], the von Neumann algebra ̺(A(G))′′ = W ∗(R;P ) is factor
if and only if the KMS state χ is extremal in the simplex KMS(A(G), τ̂G). Therefore, by Proposition 2.4,
the von Neumann algebra W ∗(R;P ) is a factor if and only if the corresponding character χ is extremal in
Ch(G). Theorem 2.2 follows from this and the property of the Krieger construction mentioned in the first
half of this subsection, that is, a von Neumann algebra constructed by the Krieger construction is a factor if
and only if the corresponding probability measure is S(Ω)-ergodic. 
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2.5.4. The Ergodic method. Theorem 2.4 is a type of claim called the ergodic method. Let G = (V,E, s, r) be
a branching graph with a weight function w : E → (0,∞). We define XN : Ω → V by XN (ω) = r(ωN ) for
any ω = (ωN )N ∈ Ω.
Theorem 2.4 (the ergodic method). If P is S(Ω)-ergodic and w-central then there exists a path ω ∈ Ω such
that
P (XK = v)
w- dim(v)
= lim
N→∞,K≤N
w- dim(v,XN (ω))
w- dim(XN (ω))
for any v ∈ VK and k ≥ 1. In particular, if a weighted branching graph G associated with an inductive system
of CQGs, then this holds true for any extremal w-central probability measures.
The first part of this theorem is obtained by the standard method using the backwards martingale con-
vergence theorem and the ergodicity of probability measures. By Theorem 2.2, S(Ω)-ergodic w-central
probability measures coincide with extremal w-central probability measures. Thus, the second part follows.
Proof. We fix the vertex v ∈ VK . For any N ≥ K + 1, the σ-algebra EN is generated by XN , XN+1, . . . and
the random variables ZN on the probability space (Ω,F , P ) are defined by
ZN (ω) :=
w- dim(v,XN (ω))
w- dim(XN (ω))
for N = K + 1,K + 2, . . . . Note that EK+1 ⊃ EK+2 ⊃ · · · and |ZN | ≤ 1/w- dim(v) for any N . We claim
that the stochastic process (ZN )
∞
N=K+1 is a {EN}N -backward martingale. Clearly, ZN is EN -adapted and
integrable. Thus it suffices to show that E[ZN |EN+1] = ZN+1 P -almost surely. For any L ≥ N + 1 and any
un ∈ Vn with n = N, . . . , L let A := ∩Ln=N+1(Xn = un) ∈ EN+1 and assume A 6= ∅. It suffices to show that
E[ZN1A] = E[ZN+11A] where 1A denotes the characteristic function of A. Indeed, for each path t from uN+1
to uL along uN+2, . . . , uL−1, we have
E[ZN+11A] =
w- dim(v, uN+1)w(t)
w- dim(uL)
P (XL = uL) = E[ZN1A].
Therefore, by the backward martingale theorem, see e.g. [7, Section 5.6], ZN converges to E[ZK+1|E∞] P -
almost surely as well as in L1-norm, where E∞ := ∩∞N=K+1EN . Since the collection of all S(Ω)-invariant sets
forms a σ-algebra, every measurable set in E∞ is S(Ω)-invariant. Since P is S(Ω)-ergodic, we have
E[ZK+1|E∞] = E[ZK+1] = P (XK = v)
w- dim(v)
, P -a.s.
Therefore,
P (XK = v)
w- dim(v)
= lim
N→∞,K≤N
w- dim(v,XN (ω))
w- dim(XN (ω))
for P -almost sure ω ∈ Ω. Since the vertex set V is countable, we are done. The final part of the theorem
follows from Theorem 2.2. 
When the weighted branching graph (G, w) is associated with an inductive system G of CQGs, we have
the following corollary.
Corollary 2.1. For any extremal quantized character χ ∈ ex(Ch(G)), there exists a sequence π(1) ≺ π(2) ≺
· · · such that
χ|C∗(GK) = lim
N→∞,K≤N
χπ(N) ◦ΘN,K
on C∗(GN ), where ΘN,K := ΘN−1 ◦ΘN−2 ◦ · · · ◦ΘK .
Proof. Firstly, we give the following simple observation: Let PK , P
i
K , i = 1, 2, . . . be probability measures
on ĜK . If P
i
K converges to PK weakly, then we have
∑
π∈ĜK |PK(π) − P iK(π)| → 0 as i → ∞. In order to
show this, for any ǫ > 0 we take a finite subset A ⊂ ĜK such that PK(A) > 1− ǫ/3. (This can be done since
ĜK is at most countable.) Since A is a finite set, there exists i0 such that for any i ≥ i0 P iK(A) > 1 − ǫ/3
and |PK({π})− P iK({π})| < ǫ/3|A| for any π ∈ A. Then we have
∑
µ∈SignK |PK({π})− P iK({π})| < ǫ.
We show the corollary. Let (PK)
∞
K=1 be the w-coherent system corresponding to the extremal quantized
character χ. Remark that the corresponding w-central probability measure is S(Ω)-ergodic by Theorem 2.2.
Therefore, by the ergodic method (Theorem 2.4), there exists a path ω ∈ Ω such that
PK(π)
w- dim(π)
= lim
N→∞,K≤N
w- dim(π,XN (ω))
w- dim(XN (ω))
16 R. SATO
for any π ∈ ĜN . By Proposition 2.6, Formula (2.8) and the observation given in the first paragraph, for any
x = (xπ)π∈ĜK ∈ C∗(GK) we have
χ(x) =
∑
π∈ĜK
PK(π)χπ(xπ)
= lim
N→∞,K≤N
∑
π∈ĜK
w- dim(π)
w- dim(π,XN (ω))
w- dim(XN (ω))
χπ(xπ)
= lim
N→∞,K≤N
∑
π∈ĜK
χXN (ω)(ΘN,K(x)).
Hence we are done. 
3. The case of quantum unitary groups
3.1. Quantum unitary groups. In this section, we review some basic facts of the quantum universal
enveloping algebra Uq(gl(N)) and the quantum unitary group Uq(N). We suppose that q belongs to the
interval (0, 1) throughout the rest of the paper.
The quantum universal enveloping algebra Uq(gl(N)) is a unital algebra generated by the letters Qi, Q−1i ,
Ej , Fj , i = 1, . . . , N, j = 1, . . . , N − 1 with the following relations:
QiQj = QjQi, QiQ
−1
i = Q
−1
i Qi = 1,
QiEjQ
−1
i = q
δi,j/2−δi,j+1/2Ej , QiFjQ−1i = q
−δi,j/2+δi,j+1/2Fj ,
EiFj − FjEi = δi,j
Q2iQ
−2
i+1 −Q−2i Q2i+1
q − q−1 ,
EiEj = EjEi, FiFj = FjFi, |i− j| ≥ 2,
E2jEj±1 − (q + q−1)EjEj±1Ej + Ej±1E2j = 0,
F 2j Fj±1 − (q + q−1)FjFj±1Fj + Fj±1F 2j = 0.
Furthermore, the quantum unitary group Uq(N) = (AN , δN ) is a CQG whose unital C
∗-algebra AN is
generated by the letters det−1q (N) and uij(N), i, j = 1, . . . , N with the following relations:
uij(N)ukj(N) = qukj(N)uij(N), i < k,
uij(N)uil(N) = quil(N)uij(N), j < l,
uij(N)ukl(N) = ukl(N)uij(N), i < k, j > l,
uij(N)ukl(N)− quil(N)ukj(N) = ukl(N)uij(N)− q−1ukj(N)uil(N), i < k, j < l
xij(N)det
−1
q (N) = det
−1
q (N)xij(N), detq(N)det
−1
q (N) = det
−1
q (N)detq(N) = 1,
where detq(N) is the so-called quantum determinant. See for instance [29], [22] or [15].
It is known that every finite dimensional irreducible left Uq(gl(N))-module V has a highest weight vector
and its weight becomes of the form (ω1q
ν1/2, . . . , ωNq
νN/2), where ωi ∈ {±1,±
√−1} and ν = (ν1, . . . , νN ) ∈
SignN , see [30, Proposition 1.2] or [15, Chapter 7]. Conversely, every weight of this form is a highest weight of
some finite dimensional irreducible left Uq(gl(N))-module and every finite dimensional left Uq(gl(N))-module
with highest weight vector must be irreducible. Let Hν be an irreducible left Uq(gl(N))-module with the
highest weight (qν1/2, qν2/2, . . . , qνN/2) for a signature ν ∈ SignN . Then we can obtain a concrete basis of
finite dimensional irreducible left Uq(gl(N))-module Hν . In fact, there exists a basis (vt)t∈Ω(∗,ν) of Hν whose
indices are the paths on the Gelfand–Tsetlin graph from ∗ to ν, and each vectors vt is a weight vector with
the weight
(q|r(t1)|/2, q(|r(t2)|−|r(t1)|)/2, . . . , q(|r(tN )|−|r(tN−1)|)/2). (3.1)
This basis is called the Gelfand–Tsetlin basis. See [29], [30], [15, Section 7.3] for more details.
Let AN be the dense ∗-subalgebra generated by the letters det−1q (N) and uij(N) with i, j = 1, . . . , N , and
hence the C∗-algebra AN is the universal enveloping unital C∗-algebra generated by AN . Then this algebra
AN has a Hopf ∗-algebra structure with the coproduct δN |AN . We denote this Hopf ∗-algebra by Uq(N) and
call it the algebraic quantum unitary group. It is known that there exists a dual pairing between Uq(gl(N))
and Uq(N), that is,
( · , · ) : Uq(gl(N))×AN → C,
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see [22, Proposition 1.3]. This pairing naturally induces the representation of the algebra Uq(gl(N)) from
a right coaction of Uq(N). Indeed, for any right coaction π : V → V ⊗ AN we obtain the representation
πˆ : Uq(gl(N)) → B(V ) defined by πˆ(x) := (id ⊗ fx)π, where fx : AN → C is defined by fx( · ) = (x, · ).
Thus, (highest) weights and (highest) weight vectors of right Uq(N)-comodules make sense. One of the
fundamental facts in the representation theory of Uq(N) is that the (equivalence classes of) irreducible unitary
representations are parametrized by signatures in SignN , and the irreducible representation Uν corresponding
to ν ∈ SignN has the highest weight (qν1/2, qν2/2, . . . , qνN/2). See [22, Theorem 2.12, Theorem 3.7]. Therefore,
using the weights in Equation (3.1) as well as [22, Theorem 3.7], we can explicitly compute the density matrix
Fν as
[Fν ]tu = δt,uq
−(N−1)|ν|+2∑N−1
n=1 |r(tn)|, (3.2)
where t, u ∈ Ω(∗, ν) and t = (tn)Nn=1.
The unitary quantum group Uq(N) can be regarded as a quantum subgroup of Uq(N+1) with the surjective
unital ∗-homomorphism θN : AN+1 → AN defined by
θN (uij(N + 1)) :=
{
uij(N) (1 ≤ i, j ≤ N)
δi,j1 (otherwise),
θN (det
−1
q (N + 1)) := det
−1
q (N).
Thus, the inductive system of Uq(N) is well defined and denoted by Uq. It is knwon that this inductive
system Uq and the inductive system of U(N) have the same branching rule, that is, the restriction of the irre-
ducible representation corresponding to ν = (ν1, . . . , νN+1) ∈ SignN+1 contains the irreducible representation
corresponding to µ = (µ1, . . . , µN) ∈ SignN if and only if
ν1 ≥ µ1 ≥ ν2 ≥ · · · ≥ νN ≥ µN ≥ νN+1,
and this rule is independent of the q-deformation. See [22, Section 4]. Therefore, the branching graph
associated with the inductive system Uq also becomes the Gelfand–Tsetlin graph GT.
3.2. Main theorem. By Equation (3.2), the weighted branching graph associated with Uq consists of the
Gelfand–Tsetlin graph GT and the weight function w defined by
w((µ, ν)) = qN |µ|−(N−1)|ν|, (3.3)
for µ ∈ SignN−1 and ν ∈ SignN . Recall that the rational Schur polynomial sν(x1, . . . , xN ) suffixed by a
signature ν ∈ SignN is defined as
sν(x1, . . . , xN ) :=
det
[
x
νj+N−j
i
]N
i,j=1∏
1≤i<j≤N (xi − xj)
,
and satisfies the following branching rule:
sν(x1, . . . , xN ) =
∑
µ∈SignN−1:µ≺ν
x
|ν|−|µ|
N sµ(x1, . . . , xN−1).
Thus, we have
w- dim(ν) =
∑
t∈Ω(∗,ν)
N∏
n=1
qn|s(tn)|−(n−1)|r(tn)| = sν(qN−1, qN−3, . . . , q−N+1) = dimq(ν).
See [22, Section 3] for the latter equation. On the other hand, a probability measure P on the paths on the
Gelfand–Tsetlin graph GT is w-central if and only if for any signature ν and any finite path t from ∗ to ν
the probability measure P satisfies that
P (Ct) =
w(t)
dimq(ν)
P (XN = ν) =
q2(|r(t1)|+···+|r(tN−1)|)∑
s∈Ω(∗,ν) q2(|r(s1)|+···+|r(sN−1)|)
P (XN = ν),
where XN is the random variable on (Ω, P ) defined by XN (ω) = r(ωN ) for any ω = (ωn)
∞
n=1 ∈ Ω. Therefore,
we arrive at the main theorem.
Theorem 3.1. There exists an affine homeomorphism between the simplex of quantized characters of the
inductive system Uq and the simplex of q
2-central probability measures on the paths on the Gelfand–Tsetlin
graph GT. Moreover, this affine homeomorphism is determined by
χ|C∗(Uq(N)) =
∑
ν∈SignN
P (Xn = ν)χν
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where χν is the natural extension of Tr(Fν · )/ dimq(ν) to C∗(Uq(N)).
3.3. Quantized characters of the inductive system Uq of quantum unitary groups. In this final
section, we propose a representation-theoretic interpretation of Gorin’s generating functions of probability
measures on the sets SignN of signatures.
Let PN be a probability measure on SignN . Then the generating function S(x1, . . . , xN ;PN ) of PN is
defined to be
S(x1, . . . , xN ;PN ) :=
∑
ν∈SignN
PN ({ν}) sν(x1, . . . , xN )
sν(1, q−2, . . . , q−2(N−1))
.
It is known that this generating function S converges uniformly on
TN := {(x1, . . . , xN ) : |xi| = q−2(i−1), i = 1, . . . , N}
and captures several important properties of PN :
• A sequence of probability measures PN on SignN for each N = 1, 2, . . . becomes a q-coherent system
if and only if
S(x1, . . . , xN , q−2N ;PN+1) = S(x1, . . . , xN ;PN )
for every N = 1, 2, . . . , see [11, Proposition 4.6].
• A sequence of probability measures P iN on SignN converges to a probability measure PN weakly if
and only if the functions S(x1, . . . , xN ;P iN ) uniformly converge to the function S(x1, . . . , xN ;PN ) on
TN , see [11, Proposition 4.10, Proposition 4.11].
Remark that the generating functions S are main tool in Gorin’s analysis of q-central probability measures,
see [11].
In what follows, we will observe that the restriction of an arbitrary quantized character of Uq to the
maximal torus of each Uq(N) is exactly one of Gorin’s generating functions. We think that this observation
explains why Gorin’s generating functions plays a key role in Gorin’s work on q-central probability measures.
We firstly introduce the quantum group TN := (C(TN ), δTN ) of the compact group T
N , see [21, Example
1.1.2]. The continuous functions t1, . . . , tN , t
−1
1 , . . . , t
−1
N : T
N → C are defined to be
ti(z1, . . . , zN) := zi, t
−1
i (z1, . . . , zN ) := zi
for any i = 1, . . . , N . Then the functions t1, . . . , tN , t
−1
1 , . . . , t
−1
N generate C(T
N ) and we have δTN (ti) = ti⊗ti.
Remark that TN is a quantum subgroup of the quantum unitary groupGN by the surjective ∗-homomorphism
πTN : AN → C(TN ) defined by
πTN (uij(N)) := δi,jti, πTN (det
−1
q (N)) := t
−1
1 · · · t−1N .
Furthermore, TN is a quantum subgroup of the quantum group TN+1 by the surjective ∗-homomorphism
θTN : C(T
N+1)→ C(TN ) defined by
[θTN f ](z1, . . . , zN) := f(z1, . . . , zN , 1)
for any f ∈ C(TN+1). Remark that θTN ◦ πTN+1 = πTN ◦ θN for any N ≥ 1.
Let
VN := (Uν)ν∈ĜN ∈
⊕
ν∈ĜN
B(Hν)⊗AN ∼=W ∗(GN )⊗AN .
Then we have the following theorem.
Theorem 3.2. For any ν ∈ SignN and the state χν on W ∗(Uq(N)) defined to be Tr(Fνpν ·)/ dimq(ν) (see
Section 2.4) we have
Φ(N)χν (z1, . . . , zN ) := (χν ⊗ πTN )(VN )(z1, . . . , zN) =
sν(z1, q
−2z2, . . . , q−2(N−1)zN)
sν(1, q−2, . . . , q−2(N−1))
. (3.4)
Moreover, for any probability measure PN on SignN and the character χ :=
∑
ν∈ĜN PN (ν)χν we also have
Φ(N)χ (z1, . . . , zN) := (χ⊗ πTN )(VN )(z1, . . . , zN) =
∑
ν∈SignN
PN (ν)Φν(z1, . . . , zN). (3.5)
Therefore, we obtain that
Φ(N)χ (x1, . . . , xN ) = S(z1, q−2z2 . . . , q−2(N−1)zN ;PN ).
Proof. Equation (3.4) follows from [22, Section 3.2] and Equation (3.4) is immediate from Equation (3.4). 
The following corollary is immediate from properties of the generating function S.
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Corollary 3.1. For any quantized character χ, χn ∈ Ch(Uq), n = 1, 2, . . .
• Φ(N+1)χ (z1, . . . , zN , 1) = Φ(N)χ (z1, . . . , zN ) for any N ≥ 1,
• if χn → χ as n→∞ in the weak∗ topology, then the functions Φ(N)χn converge to Φ(N)χ uniformly on
TN as n→∞ for any N ≥ 1,
By the former property, we obtain the function Φχ on
T := {(z1, . . . , zN , 1, . . . ) : zi ∈ T, i = 1, . . . , N,N ≥ 1} ∼= lim→ T
N
defined by Φχ(z1, . . . , zN , 1, . . . ) := Φ
(N)
χ (z1, . . . , zN). Furthermore, by these properties and the ergodic
method (Corollary 2.1), we have the following proposition:
Proposition 3.1. For any extremal quantized character χ ∈ ex(Ch(Uq)), there exists a sequence ν(1) ≺
ν(2) ≺ · · · of signatures such that
Φχ(z1, . . . , zN , 1, . . . ) = lim
L→∞,N≤L
Φ(L)χν(L)(z1, . . . , zN , 1 . . . , 1)
= lim
L→∞,N≤L
sν(L)(z1, q
−2z2, . . . , q−2(N−1)zN , q−2N , . . . , q−2(L−1))
sν(L)(1, q−2, . . . , q−2(L−1))
for any (z1, . . . , zN , 1, . . . ) ∈ T and any N ≥ 1.
Remark that we can describe an explicit formula of Φχ for any extremal quantized character of the
inductive system Uq by [13, Theorem 6.5]. In this section we have considered, in a more direct fashion, the
generating functions S of probability measures on the set of signatures defined by Gorin in [11] in relation to
quantized characters of the inductive system Uq. We hope that the consideration here is also useful for the
representation theory of the σ-C∗-quantum group Uq(∞) introduced in [17].
Appendix A. Boundary theorem
In this appendix we briefly explain of the boundary theorem of the q-Gelfand–Tsetlin graph below as an
application of the ergodic method. Let N := {θ = (θi)∞i=1 ∈
∏∞
i=1 Z : θ1 ≤ θ2 ≤ · · · } endowed with the
topology of component-wise convergence.
Theorem A.1. There exists a homeomorphism from the set of extremal quantized characters ex(Ch(Uq))
of the inductive system Uq to the set N .
The correspondence from ex(Ch(Uq)) to N is immediately obtained by the ergodic method. Indeed, by the
ergodic method (Corollary 2.1), for any extremal quantized character χ ∈ ex(Ch(Uq)) there exists a sequence
ν(1) ≺ ν(2) ≺ · · · such that χ|C∗(Uq(K)) = limN→∞,K≤N χν(N) ◦ ΘN,K. Then, using [11, Theorem 1.3.1 (or
Theorem 5.1)], we can conclude that this sequence (ν(N))∞N=1 is stable, that is, the number ν
(N)
N−i+1 converges
as N →∞ for any i ≥ 1. Therefore, we obtain the corresponding parameter (θi)∞i=1 by θi := limN→∞ ν(N)N−i+1.
Remark that this parameter does not depend on the sequence (ν(N))∞N=1 that we have chosen and depends only
on the given extremal quantized character χ. See [11] for more details as well as the converse correspondence.
Remark A.1. A finer classification of extremal quantized characters of the inductive system Uq seems
possible by using the Murray–von Neumann–Connes type classification for von Neumann factors. In fact,
we have obtained the following: Let χ be the extremal quantized character corresponding θ = (θi)
∞
i=1 ∈ N .
Then the GNS representation ̺χ of the Stratila–Voiculescu AF-algebra A(Uq) for χ is type I, that is, the von
Neumann factor ̺χ(A(Uq))
′′ is type I, if and only if the parameter θ = (θi)∞i=1 is bounded. The details on
this classification of other cases will be discussed elsewhere.
Appendix B. (q, t)-Central probability measures
Cuenca [5] introduced the concept of (q, t)-central probability measures on the paths on the Gelfand–
Tsetlin graph GT. However, we do not know at the present moment whether or not these (q, t)-central
probability measures come from some quantum group deformation of U(N). This is indeed an interesting
question. Nevertheless, the (q, t)-central probability measures can still be dealt with in our framework without
appealing quantum groups. Namely, in this appendix, we will introduce the corresponding (q, t)-analogue
Fν(q, t) of the density matrices Fν in Equation (3.2) (by slightly changing parameters for convenience), and
this (q, t)-analogue gives a new Stratila–Voiculescu AF-flow successfully on the same Stratila–Voiculescu
AF-algebra as that of Uq.
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Cuenca’s idea to introduce the concept of (q, t)-central probability measures is replacing the quantum
dimension dimq(ν) = Sν(q
N−1, qN−3, . . . , q−N+1) of the signature ν ∈ SignN with
Pν(t
N−1, tN−3, . . . , t−N+1; q, t2),
where Pν is the (rational) Macdonald polynomial assigned to ν, and q, t ∈ (0, 1) are the Macdonald pa-
rameters. Using the branching rule for the Macdonald polynomials (see [16] or [5, Theorem 2.5]), we can
interpret these values Pν(t
N−1, tN−3, . . . , t−N+1; q, t2) as the weighted dimensions of the vertices ν of the
Gelfand–Tsetlin graph with the weight function wq,t defined by
wq,t((µ, ν)) := ψν/µ(q, t
2)tN |µ|−(N−1)|ν|, SignN−1 ∋ µ ≺ ν ∈ SignN ,
where ψν/µ(q, t
2) is the branching coefficient (see [16] or [5, Theorem 2.5] for its explicit form). Moreover,
any wq,t-central probability measure M satisfies that for any finite path u from ∗ to ν ∈ SignN
M(Cu) =
wq,t(u)
P (tN−1, tN−3, . . . , t−N+1; q, t2)
M(XN = ν)
= t2(|r(u1)|+···+|r(uN−1)|)
ψr(u1)/r(u0)(q, t
2) · · ·ψr(uN )/r(uN−1)(q, t2)
Pν(1, t2, . . . , t2(N−1); q, t2)
M(XN = ν),
where the SignN -valued random variable XN is defined by XN (ω) = r(ωN ) for any ω ∈ Ω. This is nothing
but a (q, t2)-central probability measure (see [5, Definition 6.4]).
With these preparations, by Formula (2.9), we define the (q, t)-analogue Fν(q, t) to be
Fν(q, t) =
∑
u∈Ω(∗,ν)
wq,t(u)SuS
∗
u,
that is, its matrix representation becomes
[Fν(q, t)]uv = δu,v
N∏
k=1
ψr(uk)/s(uk)(q, t
2)tK|µ|−(K−1)|ν|, u, v ∈ Ω(∗, ν).
Using the branching rule for Macdonald polynomials, we can confirm that
Tr(Fν(q, t)) = Pν(t
N−1, tN−3, . . . , t−N+1; q, t2).
Moreover, we can construct the Stratila–Voiculescu AF-flow form the Fν(q, t) successfully on the same
Stratila–Voiculescu AF-algebra as in the case of Uq. Then we can easily confirm that Theorem 2.2 and
Theorem 2.4 still hold in this case too. In particular, the extremity for (q, t2)-central probability measures
coincides with the ergodicity for (q, t2)-central probability measures as in Section 2.5. It may be important
to notice that the consideration here suggests that any Stratila–Voiculescu AF-flow on the same Stratila–
Voiculescu AF-algebra as that of Uq (or equivalently that U(∞)) can be interpreted as a possible deformation
of the Gelfand–Tsetlin graph in the algebraic level. On the other hand, according to the consideration here,
we can regard a generating function of extremal (q, t2)-central probability measure (see Theorem 5.5 (or
Section 6) in [5]) as (q, t)-analogue of Voiculescu function.
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