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Résumé — La surveillance automatique de systèmes et la prévention des pannes sont
des enjeux majeurs dans de nombreux secteurs et l’industrie spatiale ne fait pas exception.
Par exemple, le succès des missions des satellites suppose un suivi constant de leur état de
santé réalisé à travers la surveillance de la télémesure. Les signaux de télémesure sont des
données issues de capteurs embarqués qui sont reçues sous forme de séries temporelles décri-
vant l’évolution dans le temps de différents paramètres. Chaque paramètre est associé à une
grandeur physique telle qu’une température, une tension ou une pression, ou à un équipement
dont il reporte le fonctionnement à chaque instant.
Alors que les approches classiques de surveillance atteignent leurs limites, les méthodes d’ap-
prentissage automatique (machine learning en anglais) s’imposent afin d’améliorer la sur-
veillance de la télémesure via un apprentissage semi-supervisé : les signaux de télémesure
associés à un fonctionnement normal du système sont appris pour construire un modèle de
référence auquel sont comparés les signaux de télémesure récemment acquis. Les méthodes
récentes proposées dans la littérature ont permis d’améliorer de manière significative le suivi
de l’état de santé des satellites mais elles s’intéressent presque exclusivement à la détection
d’anomalies univariées pour des paramètres physiques traités indépendamment. L’objectif de
cette thèse est de proposer des algorithmes pour la détection d’anomalies multivariées ca-
pables de traiter conjointement plusieurs paramètres de télémesure associés à des données
de différentes natures (continues/discrètes), et de prendre en compte les corrélations et les
relations qui peuvent exister entre eux.
L’idée motrice de cette thèse est de supposer que la télémesure fraîchement reçue peut être
estimée à partir de peu de données décrivant un fonctionnement normal du satellite. Cette
hypothèse justifie l’utilisation de méthodes d’estimation parcimonieuse et d’apprentissage de
dictionnaires qui seront étudiées tout au long de cette thèse. Une deuxième forme de par-
cimonie propre aux anomalies satellites a également motivé ce choix, à savoir la rareté des
anomalies satellites qui affectent peu de paramètres en même temps. Dans un premier temps,
un algorithme de détection d’anomalies multivariées basé sur un modèle d’estimation parcimo-
nieuse est proposé. Une extension pondérée du modèle permettant d’intégrer de l’information
externe est également présentée ainsi qu’une méthode d’estimation d’hyperparamètres qui a
été developpée pour faciliter la mise en oeuvre de l’algorithme. Dans un deuxième temps, un
modèle d’estimation parcimonieuse avec un dictionnaire convolutif est proposé. L’objectif de
cette deuxième méthode est de contourner le problème de non-invariance par translation dont
souffre le premier algorithme. Les différentes méthodes proposées sont évaluées sur plusieurs
cas d’usage industriels associés à de réelles données satellites et sont comparées aux approches
de l’état de l’art.
Mots clés : Surveillance de la Télémesure Satellites, Détection d’Anomalies, Estimation
Parcimonieuse, Apprentissage de Dictionnaire.

Abstract — Spacecraft health monitoring and failure prevention are major issues in many
fields and space industry has not escaped to this trend. Indeed, the proper conduct of satel-
lite missions involves ensuring satellites good health and detect failures as soon as possible.
This important task is performed by analyzing housekeeping telemetry data using anomaly
detection methods. Housekeeping telemetry consist of sensors data recorded on board and
received as time series describing the time evolution of various parameters. Each parameter
is associated with physical quantity such as a temperature, a voltage or a pressure, or an
equipement status.
As conventional monitoring methods reach their limits, statistical machine learning methods
have been studied to improve satellite telemetry monitoring via a semi-supervised learning :
telemetry associated with normal operations of the spacecraft is learned to build a reference
model. Then, more recent data is compared to this model in order to detect any potential
anomalies. Most of the methods recently proposed focus on univariate anomaly detection for
continuous parameters and handle telemetry parameters independently remove. The purpose
of this thesis is to propose algorithms for multivariate anomaly detection which can handle
mixed telemetry parameters jointly and take into account the correlations and relationships
that may exist between them in order to detect univariate and multivariate anomalies.
In this work we assume that telemetry signals can be approximated using few telemetry si-
gnals associated with normal satellite operations. This first hypothesis of sparsity justifies the
use of sparse representation methods that will be studied throughout this thesis. This choice is
also motivated by a second form of sparsity which is specific to satellite anomalies and reflect
the fact that anomalies are rare and affect few parameters at the same time. In a first time, a
multivariate anomaly detection algorithm based on a sparse estimation model is proposed. A
weighted extension of the method which integrates external information is presented as well
as a hyperparameter estimation method that has been developed to facilitate the operation-
nal use of the algorithm. In a second step, a sparse estimation model with a convolutional
dictionary is proposed. The objective of this second method is to exploit the shift-invariance
property of convolutional dictionnaries and improve the detection. The proposed methods are
finally evaluated on industrial use cases associated with real telemetry data and are compared
to state-of-the-art approches.
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Introduction
Contexte et problématique de la thèse
Cette thèse s’inscrit dans une volonté de la part du CNES et Airbus d’améliorer le suivi de
l’état de santé des satellites en exploitation. Les succès récents des techniques d’apprentissage
automatique dans de nombreux domaines ont motivé leur application pour la surveillance des
satellites et plus précisément pour la détection d’anomalies dans la télémesure. La plupart
des méthodes de l’état de l’art assurent une détection d’anomalies univariées et s’intéressent
presque exclusivement aux paramètres physiques qu’elles traitent de manière indépendante.
Cette thèse étudie l’intérêt des méthodes de détection d’anomalies multivariées capables de
traiter conjointement plusieurs signaux de télémesure de différentes natures. L’objectif de ces
approches est d’offrir une surveillance plus globale du satellite par la prise en compte des
corrélations et relations qui peuvent exister entre les différents paramètres et qui décrivent le
contexte opérationnel des satellites.
Une première idée a été de supposer que la nouvelle donnée acquise peut être estimée à l’aide
de peu de données associées à un fonctionnement normal du satellite. Cette hypothèse justifie
l’application de méthodes d’estimation parcimonieuse et d’apprentissage de dictionnaires qui
seront étudiées tout au long de cette thèse. Un premier algorithme, appelé ADDICT (pour
Anomaly Detection using a DICTionary), basé sur un modèle d’estimation parcimonieuse a
été proposé pour la détection d’anomalies dans des données de télémesure mixtes (discrètes
et continues). Par la suite, plusieurs pistes d’amélioration de la méthodes ont été étudiées
pour :
• Limiter les fausses alarmes à l’aide d’une pondération adaptée ou d’une généralisation
du modèle proposé.
• Assurer une reconstruction invariante par translation via l’introduction d’un diction-
naire convolutif.
• Régler les hyperparamètres du modèle de manière automatique.
Ce travail de thèse a été mené au laboratoire TéSA et a fait l’objet d’un co-financement
du CNES et de Airbus Defence and Space.
Organisation du manuscrit
Le premier chapitre pose le contexte de cette thèse. Après avoir présenté les satellites
artificiels, leurs applications, et surtout les données de télémesure qu’ils génèrent pour assu-
rer la surveillance du bon déroulement des opérations, ce chapitre passe en revue quelques
algorithmes récents de détection d’anomalies satellites qui reposent sur des techniques d’ap-
prentissage semi-supervisé et qui ont été développés par différents acteurs du spatial.
Le deuxième chapitre étudie une nouvelle méthode de détection d’anomalies multivariées
1
capable de traiter conjointement plusieurs paramètres de télémesure de différentes natures.
En particulier, ce chapitre présente l’algorithme ADDICT, un nouvel algorithme qui repose
sur un modèle d’estimation parcimonieuse permettant de représenter la nouvelle donnée ac-
quise à partir d’un dictionnaire de données passées associées à un fonctionnement normal
(sans anomalies) du satellite, et d’en déduire la présence ou l’absence d’anomalies dans ces
nouvelles données. Le modèle mathématique proposé introduit alors une double contrainte de
parcimonie afin de 1) limiter la quantité de données utilisées pour l’estimation à l’aide d’une
norme `l, et 2) formaliser le problème de détection d’anomalies à l’aide d’une pénalisation `2
de type group-LASSO. L’introduction de cette parcimonie structurée est motivé par le fait
que les anomalies satellites sont rares et affectent peu de paramètres en même temps. Des
variantes de l’algorithme sont également présentées comme par exemple une version pondérée
permettant d’améliorer les performances de détection par l’introduction d’une pondération
adaptée construite à l’aide d’informations externes. Par ailleurs, une méthode d’estimation des
hyperparamètres basée sur la théorie des machines à vecteurs supports est également étudiée
afin d’assurer un réglage automatique de ces derniers et faciliter l’utilisation de l’algorithme.
Les résultats obtenus sur une base de données de test composées d’anomalies diverses et mu-
nie de sa vérité terrain sont encourageants et compétitifs vis à vis des méthodes de l’état de
l’art. Cependant, les méthodes classiques d’estimation parcimonieuse souffrent d’un manque
d’invariance par translation et retournent de nombreuses fausses alarmes. Ce problème a pu
être partiellement réglé dans ce chapitre en introduisant une option d’invariance par transla-
tion. L’objectif du prochain chapitre est d’étudier l’intérêt d’un dictionnaire convolutif pour
résoudre ce problème et assurer une détection d’anomalies multivariées plus efficace.
Le troisième chapitre présente une extension de l’algorithme ADDICT permettant d’assu-
rer une invariance par translation et de traiter conjointement, et selon une unique stratégie,
plusieurs signaux de télémesure mixtes. Plus précisément, ce chapitre s’intéresse aux mé-
thodes d’estimation parcimonieuse convolutive et d’apprentissage de dictionnaire convolutif.
Le modèle convolutif proposé a permis d’améliorer de manière significative les performances
de détection de l’algorithme. Par ailleurs, il a pu être étendu au problème d’apprentissage
de dictionnaires. Ces travaux ont été menés en collaboration avec Gustavo Silva et Paul
Rodriguez de la Pontificia Universidad Catolica del Peru (PUCP).
Le dernier chapitre, plus applicatif, traite plusieurs cas d’usage industriels associés à des
données réelles de télémesure satellite. D’une part, l’objectif de ce chapitre est de tester et
d’évaluer les performances des méthodes proposées dans des contextes opérationnels variés
décrivant un réel besoin métier. D’autre part, une stratégie d’apprentissage séquentiel ou "en
ligne" est étudiée pour l’algorithme ADDICT et ses extensions afin de prendre en compte le
retour d’expérience des utilisateurs et leur expertise métier et de limiter les fausses alarmes.
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Principales contributions
Les principales contributions de cette thèse sont exposées ci-dessous.
Chapitre 1
Ce chapitre présente les satellites artificiels ainsi que les données de télémesure permet-
tant d’assurer le bon déroulement de leur mission et la prévention des anomalies. Dans un
second temps, plusieurs méthodes récentes de détection d’anomalies basées sur des techniques
d’apprentissage semi-supervisé sont détaillées.
Chapitre 2
Ce chapitre formule le problème de la détection d’anomalies multivariées sous la forme
d’un problème d’estimation parcimonieuse qui impose une double parcimonie : une parcimo-
nie assurée par une pénalisation `1 et une parcimonie de groupe assurée par une pénalisation
de type `2. Ces travaux ont abouti au développement de l’algorithme ADDICT (Anomaly
Detection using a DICTionary) qui a fait l’objet d’une publication dans un revue scienti-
fique Pilastre et al. (2020a). D’autre part, plusieurs variantes de l’algorithme proposé ont
été étudiées telles qu’une version pondérée permettant d’intégrer de l’information externe et
d’améliorer les performances de détection à l’aide d’une pondération adaptée. Cette dernière
a fait l’objet d’une communication dans une conférences francophone Pilastre et al. (2019b)
et une conférence internationale Pilastre et al. (2019c) lors de laquelle elle a été récompensée
(paper award). Par ailleurs, une généralisation du problème mathématique et une méthode
d’estimation des hyperparamètres du modèle sont étudiées.
Chapitre 3
Ce chapitre étudie l’intérêt des méthodes d’estimation parcimonieuse convolutive pour
la détection d’anomalies multivariées et présente une extension invariante par translation
de l’algorithme ADDICT. Le modèle proposé à pu être étendu au problème d’apprentissage
de dictionnaire convolutif. Ces travaux, menés en collaboration avec Gustavo Silva et Paul
Rodriguez de la Pontificia Universidad Catolica del Peru (PUCP) ont fait l’object d’une
publication dans une conférence internationale Pilastre et al. (2020b).
Chapitre 4
Ce chapitre présente quelques résultats expérimentaux obtenus pour les algorithmes pro-
posés dans cette thèse appliqués à différents cas industriels de surveillance de la télémesure
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satellite. Ces cas d’usage métier, associés à des données réelles satellite, sont autant d’occa-
sions d’évaluer l’intérêt et les performances de ces méthodes dans des contextes qui décrivent
les besoins industriels de suivi de l’état de santé des satellites. En particulier, ce chapitre
aborde le problème d’apprentissage séquentiel ou "en ligne" pour la détection d’anomalies et
tente d’y répondre à l’aide de l’algorithme ADDICT et de ses extensions.
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Chapitre 1
Suivi de l’état de santé des
satellites en exploitation
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1.1 Introduction
Ce chapitre a pour objectif de décrire le contexte d’application de cette thèse, à savoir
le suivi de l’état de santé des satellites en exploitation à travers la surveillance de la téléme-
sure par l’application de méthodes d’apprentissage automatique (ou machine learning). Après
une présentation générale des satellites et de leurs applications, nous nous intéresserons aux
données qu’ils génèrent afin de permettre un suivi permanent du bon déroulement de leurs
missions. Enfin, nous passerons en revue quelques méthodes récentes basées sur des tech-
niques d’apprentissage semi-supervisé et développées par différents acteurs du spatial pour la
surveillance de la télémesure satellite.
1.2 Les satellites artificiels
1.2.1 Historique
Figure 1.1 – Illustration de l’évolution du nombre de satellites actifs en orbite terrestre entre 1957 et 2018.
Par définition, un satellite est un corps qui gravite autour d’une étoile ou d’une planète. Il
en existe deux types : les satellites naturels, telle que la Lune qui est un satellite de la Terre,
et les satellites artificiels construits par l’homme et porteurs d’équipements à des fins scien-
tifiques, industrielles, militaires etc. Nous nous intéresserons dans cette thèse aux satellites
artificiels de la Terre.
L’idée de placer un satellite en orbite émerge dès la fin de la seconde guerre mondiale. Les
applications imaginées sont alors militaires. En effet, un rapport de faisabilité de 1946 Clauser
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et al. (1946), resté longtemps classifié, évoquait l’intérêt d’un satellite pour la reconnaissance
des territoires ennemis et l’acquisition de données météorologiques utiles à la planification
des opérations militaires. Il faut attendre le 4 octobre 1957 pour que le premier satellite ar-
tificiel, Spoutnik 1, soit lancé par l’URSS qui devient alors première puissance spatiale. Cet
évènement historique marque le début de l’ère spatiale et de la course entre l’URSS et les
États-Unis pour la conquête de l’espace (voir Lehot and Clervoy (2015) pour plus d’informa-
tion sur le contexte historique).
Aujourd’hui, l’utilisation des satellites s’est banalisée et le nombre de satellites en orbite
autour de la Terre ne cesse de croître, notamment ces dernières années durant lesquelles
l’évolution du nombre de satellites actifs autour de la Terre a pris une allure exponentielle.
En effet, comme présenté dans la figure 1.1, le nombre de satellites actifs en orbite terrestre
était de 2181 en 2018 contre 997 en 2010. Ce chiffre devrait encore augmenter avec l’arrivée de
gigantesques flottes de satellites telle que la méga-constellation du projet Starlink de SpaceX
qui envisage l’envoi de 42 000 micro-satellites afin de créer un accès internet mondial depuis
l’espace.
1.2.2 Les orbites
L’orbite d’un satellite artificiel gravitant autour de la terre correspond à sa trajectoire
autour de cette dernière. Elle définit son altitude, sa vitesse ou encore sa période de révolution
et est donc choisie afin de répondre au mieux aux besoins de sa mission. Le choix de l’orbite
dicte la façon dont va pouvoir être assuré le suivi, notamment au sol, de l’état de santé du
satellite car il fixe par exemple les conditions de réception par les stations au sol des données
acquises à bord. Les stratégies de surveillance peuvent alors varier d’un satellite à l’autre.
Par ailleurs, outre les spécificités liées à la mission du satellite qui peuvent requérir une
orbite particulière, les données produites peuvent dépendre de l’environnement du satellite,
ce dernier étant caractéristique de l’orbite choisie. Á titre d’exemple nous pouvons citer les
mesures de température fortement influencées par le niveau d’ensoleillement du satellite qui
dépend lui-même de l’orbite choisie. Parmi les orbites les plus utilisées nous citerons les orbites
basses et l’orbite géostationnaire :
• Les orbites basses (aussi appelées LEO pour Low Earth Orbit) sont des orbites si-
tuées entre 180 et 2 000km d’altitude. Ce sont des orbites privilégiées par les satellites
d’observation car il permettent de bénéficier d’une haute résolution optique. Enfin, ces
orbites permettent de profiter des orbites héliosynchrones qui assurent un éclairement
identique de la scène lorsque le satellite passe au-dessus d’un point donné de la Terre.
Cette propriété est particulièrement intéressante pour la surveillance de zones précises.
On trouve sur des orbites basses des satellites d’observation, certains satellites de télé-
communication, mais également des satellites scientifiques, météorologiques ou encore
la station spatiale internationale (ISS). Quelques orbites basses actuellement utilisées
sont présentées dans la figure 1.2. La communication avec un satellite en orbite basse
ne peut être établie que lorsque que celui-ci survole une station au sol. Cependant,
la communication est rarement établie à chaque passage car seuls quelques passages
par jour suffisent pour mener à bien la mission du satellite et récupérer les données
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acquises à bord. De plus, la liaison nécessite de réserver les créneaux d’utilisation
des antennes et leur télégestion, ce qui a un coût. Le nombre de passages nécessaires
à la récupération des données dépend du volume de données et du débit de la voie
descendante.
• Les orbites géostationnaires (aussi appelés GEO) sont des orbites circulaires autour de
la terre, d’inclinaison orbitale nulle (dans le plan de l’équateur) et de vitesse de rotation
égale à celle de la Terre (soit 23H 54min 4s). Un satellite placé sur l’orbite géostation-
naire Terrestre est situé à exactement 35 786km d’altitude (on parlera couramment de
satellite à 36 000 km) et reste en permanence au-dessus du même point de l’équateur.
Cette propriété est intéressante pour couvrir une zone fixe, ce qui en fait l’orbite pri-
vilégiée des satellites de télécommunication et de certains satellites d’observation tels
que les satellites météo. Du fait de son altitude, un satellite geostationnaire couvre un
tiers de la surface du globe ce qui peut être intéressant pour étudier de larges zones.
Cependant, la mise à poste d’un satellite sur une orbite géostationnaire nécessite des
lanceurs puissants et la résolution optique est logiquement moins bonne que celle des
orbites basses. L’orbite géostationnaire est présentée dans la figure 1.2. Les satellites
geostationnaires, fixes par rapport à la surface de la terre sont en visibilité constante.
En théorie, la communication peut donc être établie à tout moment et la récupération
des données acquises est moins contraignante.
Figure 1.2 – Illustration de quelques orbites satellite (Image : Cmglee, Geo Swan/Wikimedia Commons,
Licence CC).
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1.2.3 Les applications satellite
Les applications des satellites artificiels ne cessent de se multiplier avec les avancées tech-
nologiques qui transforment notre société. Ils convient de distinguer deux types de satellites
artificiels : les satellites scientifiques destinés à la recherche scientifique et les satellites d’appli-
cations, devenus indispensables à notre quotidien. Parmi les différents satellites d’applications
nous nous intéresserons dans cette thèse aux satellites d’observation de la Terre et aux satel-
lites de télécommunications.
1.2.3.1 Satellite d’observation de la Terre
Comme évoqué précédemment, l’observation de la Terre représente la première application
des satellites artificiels. D’abord imaginés à des fins militaires, les satellites d’observation font
aujourd’hui l’objet d’une exploitation commerciale pour la météorologie, l’inventaire et la
gestion des ressources naturelles, l’étude et la modélisation du climat, la prévention et le suivi
des catastrophes naturelles, etc. (voir Dubois et al. (2014) pour plus d’informations concernant
les enjeux liés à l’observation de la terre). Ces satellites peuvent être très différents les uns
des autres selon les instruments qu’ils embarquent (instrument optique, radar, multi-spectral,
etc.) et leur résolution. La plupart de ces satellites circulent en orbite basse pour une meilleure
résolution optique et ont une période de révolution d’environ 100 minutes. Certains satellites
d’observation, notamment météorologique, circulent cependant sur l’orbite géostationnaire,
fixe, afin d’assurer une surveillance permanente en temps réel d’une même zone.
Dans cette thèse, des données issues d’un satellite d’observation de la Terre opéré par la
CNES ont pu être étudiées. La liaison avec ce satellite est établie en général 4 fois par jour
pendant environ 10 minutes. C’est durant ce laps de temps que lui sont transmis sous forme
de télécommandes les ordres concernant sa mission et/ou la récupération des données acquises
à bord. Dans ce contexte, il est évident qu’une surveillance au sol en quasi temps réel n’est
pas envisageable.
1.2.3.2 Satellite de télécommunication
Avec le lancement du premier satellite de télécommunication Intelsat I en 1965, la télé-
communication par satellite représente la première application commerciale de l’ère spatiale.
Initialement développés pour les télécommunications téléphoniques longue distance, les satel-
lites de télécommunication ont aujourd’hui pour mission d’assurer les liaisons téléphoniques
et satellitaires, la transmission de données et des programmes télévisés, l’accès à internet ou
encore le positionnement GPS. La majorité de ces satellites circulent sur l’orbite géostation-
naire et sont donc en visibilité permanente des stations de réception. Les données peuvent
alors être reçues dès leur acquisition et une surveillance au sol en quasi-temps réel pourrait
être imaginée. Dans ces travaux, certaines expérimentations ont été réalisées sur des données
issues de satellites de télécommunication conçus par Airbus.
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Figure 1.3 – SES-10, un satellite de télécommunication conçu par Airbus (droite), Pléiade 1, un satellite
d’observation de la Terre conçu par le CNES.
1.3 La télémesure satellite
1.3.1 Définition
La télémesure satellite représente un ensemble de signaux acquis à bord par des capteurs
embarqués. Reçue sous forme de séries temporelles, la télémesure satellite décrit l’évolution
dans le temps de différents paramètres associés à une grandeur physique (une température,
une tension, une pression, etc.), ou au fonctionnement d’un équipement (ex : statut ON/OFF
ou position d’antenne). La télémesure satellite décrit le fonctionnement général du satellite, de
ses systèmes, de ses sous-systèmes et de ses équipements. Il existe deux types de télémesures :
• La télémesure de servitude. Elle est constituée de signaux décrivant l’état global du sa-
tellite. Elle est systématiquement transmise, enregistrée en station puis reçue en temps
différé par le centre de commande contrôle. Deux types de télémesure de servitude sont
à distinguer : la télémesure temps réel (aussi appelée HKTMP pour HouseKeeping Te-
leMetry Pass) qui n’est acquise que lorsque l’émetteur du satellite est allumé, c’est à
dire pendant un passage au-dessus d’une station, et la télémesure temps différé (aussi
appelée HKTMR pour HouseKeeping TeleMetry Recorded) qui est enregistrée en per-
manence. Les données HKTMR sont stockées à bord dans une mémoire interne pour un
téléchargement ultérieur. De ce fait, la télémesure HKTMR représente un volume de
données beaucoup plus important que la télémesure HKTMP. C’est pourquoi les mé-
thodes d’apprentissage automatique proposées pour la détection d’anomalies satellites
sont appliquées à la télémesure HKTMR.
• La télémesure charge utile. Cette télémesure contient les données scientifiques, les
données images (pour les satellites d’observation) et les données de fonctionnement de
la charge utile, c’est à dire les équipements du satellite qui remplissent sa mission (les
antennes et systèmes d’amplification du signal pour un satellite de télécommunications
par exemple). Elle est enregistrée à bord hors et pendant les passages.
Un comportement atypique inattendu d’un ou plusieurs paramètres de télémesure reflète bien
souvent un problème. C’est donc à partir de ces données qu’est réalisé le suivi et la surveillance
de l’état de santé des satellites. Des extraits de télémesures satellites sont représentés dans la
figure 1.4.
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Figure 1.4 – Exemple de trois signaux télémesure satellite.
1.3.2 Les caractéristiques de la télémesure
Les données de télémesure satellite sont bien souvent numérisées de manière a optimi-
ser leur stockage à bord (on parle alors de données brutes). Après réception, les données
brutes sont converties au sol à l’aide d’une fonction de transfert correspondant à une gran-
deur physique (Ampère, mode d’équipements, etc) afin de pouvoir être traiter. Comme dans
de nombreux domaines d’application, un traitement efficace des données de télémesure né-
cessite de cerner leurs caractéristiques afin d’appliquer les méthodes les mieux adaptées. Les
principales caractéristiques des données de télémesures que nous avons étudiées dans cette
thèse sont les suivantes :
1. De gros volumes de données.
Selon la complexité et la taille du satellite, la télémesure peut compter plusieurs milliers
de paramètres dont les mesures sont acquises à une fréquence élevée. En effet, au moins
une mesure par minute est acquise pour chaque paramètre.
2. Des données quasi-périodiques.
Les signaux de télémesure, très influencés par l’environnement du satellite, sont souvent
caractérisés par une forte répétitivité avec une période correspondant à la période de
révolution du satellite. Cette caractéristique peut être intéressante car elle rend possible
l’application de méthodes adaptées aux données périodiques avec présence d’un bruit
de mesure.
3. Des données hétérogènes.
Comme évoqué précédemment, les paramètres de télémesure peuvent être associés à
une grandeur physique (on parlera de paramètres "analogiques"), ou à un fonctionne-
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ment d’équipement (on parlera de paramètres "symboliques"). Les paramètres sym-
boliques prennent peu de valeurs différentes et peuvent être considérés comme des
variables aléatoires discrètes tandis que les paramètres analogiques peuvent être consi-
dérés comme des variables aléatoires continues. Un exemple de signal discret (signal
rouge) et deux exemples de signaux continus (signaux bleu et orange) sont représentés
dans la figure 1.4. Les signaux continus sont également très hétérogènes car ils repré-
sentent l’évolution dans le temps de grandeurs physiques différentes, mesurées dans
des unités et des intervalles de mesure différents.
4. Des données liées et/ou corrélées.
Certains paramètres de télémesure sont très corrélés du fait notamment de la redon-
dance des capteurs. Par ailleurs, il peut exister des relations de dépendance entre
plusieurs paramètres de télémesure. C’est le cas par exemple de deux équipements qui
fonctionnent de pair ou d’un capteur de température qui enregistre des valeurs plus
ou moins élevées selon qu’un équipement proche est allumé ou éteint.
5. Des données numérisées.
Certains signaux de télémesure associés à un paramètre continu ne sont pas convertis
et sont alors reçus sous forme de signaux numérisés dont le nombre de valeurs possibles
a été réduit à un ensemble fini (par une opération de quantification) afin de permettre
le codage en binaire du signal et son stockage à bord. La figure 1.5 représente la télé-
mesure d’un paramètre analogique reçu sous forme de signal numérisé. Ces signaux, à
mi-chemin entre discrets et continus, peuvent faire l’objet d’un pré-traitement spéci-
fique selon le traitement à réaliser.
Figure 1.5 – Exemple d’un signal de télémesure numérisé associé à une grandeur physique.
6. Des données asynchrones.
Á priori, les mesures d’un paramètre de télémesure sont acquises à une fréquence
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donnée. Cependant, selon les besoins des opérations, la période d’échantillonage peut
varier ponctuellement comme en témoigne la figure 1.6 qui représente la télémesure
d’un paramètre dont la fréquence d’échantillonnage à été multipliée par deux pendant
une courte période (figure 1.6, fond rouge). Par ailleurs, les mesures des différents
paramètres ne sont pas toutes acquises aux mêmes instants et à la même fréquence.
Un traitement conjoint de plusieurs paramètres de télémesure suppose donc un pré-
traitement adapté.
Figure 1.6 – Exemple de changement ponctuel de la fréquence d’échantillonnage d’un paramètre de télé-
mesure. Durant la période marquée par un fond rouge, la fréquence d’échantillonage a été multipliée par deux
afin de créer un zoom.
7. Des données aberrantes.
Il se peut que quelques mesures très aberrantes apparaissent dans les données mais
ne correspondent pas à une réelle anomalie. Il s’agit bien souvent d’erreurs lors de la
conversion et/ou de la transmission des données.
8. Des données bruitées.
De nombreux signaux de télémesure satellite sont bruités, comme en témoigne la figure
1.4. Des étapes de débruitage peuvent alors être intéressantes à effectuer selon la
détection réalisée.
1.3.3 Les anomalies satellites
Ce qui caractérise les anomalies satellites est qu’elles sont rares et difficiles à répertorier
étant donné la complexité des systèmes. Cependant, comme présenté dans la figure 1.7, nous
pouvons distinguer deux catégories d’anomalies : les anomalies univariées et les anomalies
multivariées. Les anomalies univariées affectent un unique paramètre pour lequel un compor-
tement atypique est observé. Notons que lorsqu’une anomalie satellite se produit, plusieurs
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anomalies univariées peuvent être observées au même moment sur différents paramètres de
télémesure. Les anomalies univariées peuvent être classées en trois catégories Chandola et al.
(2009) :
• Les anomalies locales : une anomalie locale correspond à une valeur aberrante ou
extrême d’un paramètre de télémesure.
• Les anomalies contextuelles : une anomalie contextuelle correspond à une mesure ou
une séquence de mesures déjà observée dans ce même signal mais anormale étant donné
le contexte (décrit par le reste du signal) dans lequel elle est observée.
• Les anomalies collectives : une anomalie collective correspond à une séquence de me-
sures jamais observée pour le paramètre étudié.
Des exemples d’anomalies univariées locale, contextuelle et collective sont représentées dans la
figure 1.7 (encadrés bleus). Les anomalies univariées peuvent être détectées par des méthodes
de détections d’anomalies univariées qui traitent les paramètres de télémesure indépendam-
ment les uns des autres.
Figure 1.7 – Les anomalies de la télémesure satellite
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Les anomalies multivariées correspondent à l’observation d’un changement dans les rela-
tions entre plusieurs paramètres. Dans l’exemple de la figure 1.7 les deux paramètres étudiés
sont clairement liés. En effet, il apparaît qu’en fonctionnement normal (données saines) la
moyenne du signal continu diminue lorsque l’équipement, dont le fonctionnement est décrit
par le signal discret, est éteint. Ce phénomène n’est pas observé dans les données affec-
tées (encadré rouge), ce qui représente une anomalie multivariée. La détection des anomalies
multivariées suppose l’application de méthodes capables de traiter conjointement plusieurs
paramètres de télémesure de manière à prendre en compte les relations qu’ils entretiennent.
1.3.4 Surveillance classique
1.3.4.1 Surveillance Bord
De nombreuses protections matérielles (hardware) existent à bord du satellite afin de le
protéger des courts-circuits, des pics de courant ou encore des radiations. Une surveillance
logicielle, appelée fonction FDIR (Failure Detection Isolation and Recovery), est également
embarquée et directement intégrée au logiciel de vol . Cette dernière permet la détection temps
réel des mesures aberrantes des paramètres et la gestion autonome des éventuelles anomalies
par le satellite. Plus précisément, cette surveillance repose généralement sur une méthode de
détection d’anomalies par seuils, aussi appelée méthode OOL pour Out Of Limit, qui consiste
à définir pour chaque paramètre de télémesure continu un intervalle de valeurs attendues
du paramètre. Les bornes de cet intervalle jouent alors un rôle de seuils de détection et une
anomalie est détectée lorsque qu’une ou plusieurs valeurs successives hors de l’intervalle sont
enregistrées. En cas de détection par la FDIR et selon la gravité de l’anomalie détectée sur le
ou les paramètres impactés, le satellite est capable d’agir de manière autonome. Il peut alors
reconfigurer ou isoler un de ses équipements ou de ses sous-systèmes, ou, dans les cas les plus
critiques, arrêter sa mission en attendant l’intervention des équipes au sol.
1.3.4.2 Surveillance Sol
La surveillance au sol est également réalisée en grande partie à l’aide de la méthode OOL.
Cependant, il s’agit d’une surveillance plus fine qu’à bord avec des intervalles de valeurs
attendues réduits. La détection au sol, réalisée en temps différé, n’entraîne pas de réaction
autonome du satellite. Elle permet aux équipes d’ingénieurs bord d’être informés de l’état de
santé du satellite et de prévenir la détection des anomalies à bord en intervenant en amont.
Des actions correctives peuvent alors être réalisées afin d’empêcher l’anomalie et assurer le
bon déroulement de la mission du satellite. La méthode OOL représente un standard pour la
détection d’anomalies dans la télémesure satellite mais elle connaît des limites. En effet, elle
ne permet de détecter que des anomalies univariées locales, c’est à dire des valeurs extrêmes
qui sortent des seuils, et ne détecte pas les comportements atypiques observés à l’intérieur
de l’intervalle. La figure 1.8 représente un exemple d’une anomalie satellite réelle qui n’a
pas été détectée par la méthode OOL. Peu de temps après, une anomalie plus sévère s’est
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produite avec des valeurs sortant des seuils provoquant l’arrêt de la mission du satellite
pendant plusieurs jours. Ce type d’évènement a motivé de nombreux acteurs du spatial à
rechercher de nouvelles méthodes de détection d’anomalies pour la télémesure satellite. La
majorité des études menées jusqu’à maintenant concerne la surveillance au sol car elle permet
l’application de méthodes plus gourmandes en capacités de calcul et/ou en mémoire, des
ressources limitées à bord.
Figure 1.8 – Exemple d’anomalie non détectée par la surveillance par seuil OOL.
1.4 État de l’art
La détection d’anomalies est un vaste domaine de recherche tant ses applications sont
nombreuses Chandola et al. (2009, 2012); Pimentel et al. (2014); Markou and Singh (2003b,a)
Dans le domaine du spatial par exemple il est primordial d’assurer le suivi et le bon dérou-
lement de la mission des satellites en exploitation à travers la surveillance de la télémesure.
Ces dernières années ont vu naître un réel intérêt pour les méthodes de machine learning
qui ont été appliquées avec succès pour la détection d’anomalies dans la télémesure satellite
Martínez-Heras et al. (2012); Verzola et al. (2016); O’Meara et al. (2016); Fuertes et al. (2016);
O’Meara et al. (2018); Hundman et al. (2018); Barreyre (2018); Takeishi and Yairi (2014).
Cette section passe en revue quelques algorithmes récents proposés par différents acteurs du
spatial.
1.4.1 Apprentissage semi-supervisé
Les méthodes de détection d’anomalies récemment proposées pour la surveillance de la
télémesure satellite reposent, pour la grande majorité d’entre elles, sur des techniques d’ap-
prentissage automatique semi-supervisé Zhu (2008); Engelen and Hoos (2019). L’aspect semi-
supervisé est privilégié car il est particulièrement adapté au contexte de surveillance de la
télémesure pour lequel : 1) la télémesure associée à un fonctionnement normal et attendu du
satellite est connue et peut être fournie par les experts pour construire un modèle de référence,
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et 2) les anomalies ne sont pas toutes répertoriées et ne peuvent donc pas être apprises afin
de détecter les nouvelles occurrences, ce qui exclut un apprentissage supervisé. La détection
d’anomalies satellite à l’aide de méthodes d’apprentissage semi-supervisé peut être résumée
en deux étapes : l’apprentissage et la détection. La première étape consiste à construire un
modèle de référence à partir de données saines, sans anomalie, et la seconde étape compare
au modèle appris les nouvelles données reçues afin de détecter tout comportement atypique.
1.4.2 Prétraitement
Au-delà du choix de la méthode de détection d’anomalies, c’est le prétraitement appliqué
aux données de télémesure qui caractérise les différents algorithmes développés et qui permet
d’optimiser l’efficacité de la détection. Des étapes classiques de normalisation des données par
exemple sont alors largement réalisées et ce, quelque soit la détection choisie. Par ailleurs,
les séries temporelles sont souvent découpées en fenêtres de taille fixe W (ce découpage est
souvent appelé “segmentation” ou “fenêtrage”). La taille des fenêtres est un paramètre fixé
par l’utilisateur et dépend de la stratégie de surveillance adoptée (surveillance orbitale, quo-
tidienne, hebdomadaire, etc.).
Figure 1.9 – Illustration du principe d’extraction de descripteurs à l’aide d’un auto-encoder.
Compte tenu du volume important de données que représente la télémesure, il peut être
intéressant de chercher à résumer l’information pour faciliter le traitement. Il s’agit alors de
réduire la dimension des fenêtres obtenues suite à la segmentation. Ces problématiques de
réduction de dimension sont récurrentes en statistique et comptent de nombreuses solutions.
Parmi celles appliquées à des données de télémesure satellite, la plus simple à mettre en
oeuvre consiste à calculer sur chaque fenêtre des statistiques classiques tels que la moyenne,
l’écart-type ou encore le minimum Fuertes et al. (2016); Verzola et al. (2016); Martínez-Heras
et al. (2012); O’Meara et al. (2016). Une autre idée est d’utiliser une projection sur une base
adaptée et d’extraire les premiers coefficients. De nombreuses bases et méthodes de détection
d’anomalies ont été étudiées et comparées dans et une méthode de sélection automatique de
coefficients pertinents pour la détection d’anomalies a été développée Barreyre et al. (2019).
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Par ailleurs l’intérêt des réseaux de neurones artificiels et plus précisément des auto-encodeurs
à également été étudié. Comme illustré dans la figure 1.9, tiré de O’Meara et al. (2018),
l’idée est de construire un réseaux de neurones artificiel dont la couche centrale renvoie une
représentation du signal dans un espace de dimension réduit. Outre quelques étapes de pré-
traitement des données telles que celles présentées précédemment, l’application de méthodes
d’apprentissage semi-supervisé suppose de construire un ensemble de données d’apprentissage
à partir duquel sera appris le modèle de référence. Dans notre contexte, il s’agit de fournir
une quantité suffisante de télémesure associée à un fonctionnement normal du satellite. Cela
suppose une lourde étape de nettoyage de la télémesure afin de supprimer les données liées
à des évènements ponctuels ou à des opérations particulières (une manoeuvre de correction
d’orbite ou d’évitement par exemple) qui ne doivent pas être appris. Ce travail est souvent
réalisé manuellement par les experts. Pourtant, certains algorithmes proposent de construire
le jeux de données d’apprentissage de manière automatique. C’est le cas par exemple de
l’algorithme Sybil Verzola et al. (2016), utilisé pour la surveillance du module Columbus de
la station spatiale internationale (aussi appelée ISS pour International Space Station), ou de
l’algorithme ATHMoS O’Meara et al. (2016, 2018) développé par le DLR (l’agence spatiale
allemande), qui utilisent une méthode de classification non supervisée : l’algorithme DBSCAN
Ester et al. (1996). L’algorithme DBSCAN repose sur la recherche du ε-voisinage de chaque
point (fenêtre), c’est-à-dire qu’il détermine pour chaque point l’ensemble de ses voisins situés à
une distance inférieure à ε, où ε est un paramètre fixé par l’utilisateur. Les points ayant moins
de M voisins sont considérés comme comportements atypiques ou bruit et ne sont affectés à
aucun groupe. Les points ayant un ε–voisinage assez grand et donc atteignable de proche en
proche sont regroupés dans un même groupe. Le fonctionnement de l’algorithme DBSCAN
est représenté de manière schématique dans la figure 1.10. Dans le cadre de la détection
d’anomalies Sybil ou ATHMoS, seuls les données classées dans des groupes qui représentent
plus de 5% des données d’apprentissage sont utilisées pour l’apprentissage.
Figure 1.10 – Représentation schématique du fonctionnement de l’algorithme de classification DBSCAN.
18
1.4.3 Détection d’anomalies univariées
1.4.3.1 Facteur d’anormalité locale
Le facteur d’anormalité locale ou facteur LOF (Local Outlier Factor) Breunig et al. (2000)
est un score d’anomalie qui repose sur l’étude des densités locales des observations, estimées
à l’aide de calculs de distance entre plus proches voisins. L’hypothèse clé de cette approche
est que les anomalies sont localisées dans les régions de faible densité. Dans un contexte de
détection d’anomalies semi-supervisée il s’agit de comparer la densité locale d’une nouvelle
observation à celles de ses k plus proches voisins issus d’un ensemble d’apprentissage composé
d’observations saines (sans anomalie). L’étape d’apprentissage consiste alors en la construction
et le stockage de l’ensemble de données associées à un fonctionnement normal du satellite. Le
calcul du facteur LOF d’une nouvelle observation x ∈ RN associée à la télémesure fraîchement
acquise suppose de définir les notions suivantes
• La k-distance de x, notée Distk(x) est la distance entre x et son kème plus proche
voisin. Nous considérerons ici la distance euclidienne, notée d(x,y) =
√∑
i(xi − yi)2.
• Le k-voisinage de x, noté Vk(x), est l’ensemble de ses k plus proches voisins. Il peut
être défini comme suit
Vk(x) = {y ∈ D|d(x,y) ≤ Distk(x)} (1.1)
où D désigne l’ensemble d’apprentissage.
• La distance atteignable entre deux observations x et y, notée RDistk(x,y) est définie
comme suit
RDistk(x,y) = max(Distk(y), d(x,y)) (1.2)
La densité locale de x, notée lrk(x), est définie par l’inverse de la moyenne des distances





où #Vk(x) est le cardinal du k-voisinage de x. Le facteur LOF de x est obtenu en comparant









Plus x est éloigné de ses voisins au sens de la densité locale, plus le facteur LOF est élevé.
La détection d’anomalies à l’aide du facteur LOF consiste à considérer comme atypique toute
observation dont le LOF est supérieur à un seuil, noté SPFA fixé par l’utilisateur, i.e
Une anomalie est détectée si LOFk(x) > SPFA. (1.5)
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Le facteur LOF n’est pas borné ce qui le rend difficile à interprété et peut rendre difficile
la détermination du seuil de détection SPFA. Par ailleurs il peut être sensible au choix du
nombre k de plus proches voisins. Afin de contourner ces limites, plusieurs variantes ont été
proposées tel que le score LoOP (pour Local Outlier Probability), une version probabiliste et
normalisé du score LOF Kriegel et al. (2009). En effet, le score LoOP est compris entre 0 et 1
et peut être directement interprété comme la probabilité qu’un point soit atypique. La figure
1.11 tiré de Kriegel et al. (2009) compare les indicateurs LOF et LoOP d’un nuage de points
2D. Les résultats présentés dans la figure 1.11 illustrent l’efficacité de ces scores (représentés
par des cercles rouges de taille proportionnelle au score) pour discriminer les points isolés et
témoignent de leur intérêt pour la détection d’anomalies.
Figure 1.11 – Comparaison des indicateurs LOF et LoOP d’un nuage de point 2D. k = 20.
L’algorithme NOVELTY Martínez-Heras et al. (2012) developpé par l’agence spatiale
européenne (aussi appelée ESA pour European Space Agency) fonde sa détection d’anomalies
dans la télémesure continue sur le score LoOP. Après avoir normalisé les données, NOVELTY
réalise un pré-traitement en deux étapes. La première étape est une étape de segmentation lors
de laquelle les signaux de télémesure satellite sont découpés en fenêtres temporelles de taille
fixe correspondant à une durée de 90 minutes. La seconde étape est une étape de réduction
de dimension lors de laquelle des descripteurs classiques (moyenne, écart-type, minimum et
maximum) sont calculés pour chaque fenêtre temporelle. En ce qui concerne la détection,
l’idée est de calculer le score LoOP pour différentes valeurs de k plus proches voisins, à savoir
k ∈ {10, 20, 30}. C’est alors le score minimal parmi les scores obtenus à la suite des différentes
exécutions qui est retenu et comparé à un seuil de détection fixé à SPFA = 0.9, i.e
Une anomalies est detectée simin(LoOP10(x),LoOP20(x),LoOP30(x)) > 0.9. (1.6)
Largement inspiré de NOVELTY, l’algorithme SYBIL Verzola et al. (2016) développé par le
GSOC (le centre des opérations de l’agence spatiale allemande), repose également sur l’étude
du score LoOP et adopte un pré-traitement et une détection similaires à celle de NOVELTY.
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Cependant il réalise la construction de l’ensemble d’apprentissage automatiquement à l’aide
de l’algorithme de classification non supervisé DBSCAN (voir la section précédente) tan-
dis que la construction de l’ensemble d’apprentissage NOVELTY est réalisée manuellement.
Ces deux algorithmes sont résumés dans la tableau 1.1 où #gk signifie le cardinal du kème
groupe, D désigne l’ensemble d’apprentissage et mean, std, min et max sont respectivement
la moyenne, l’écart-type, le minimum et le maximum calculés sur chaque fenêtre de données.
La détection d’anomalies NOVELTY ou SYBIL est facile à mettre en oeuvre et est humai-
nement interprétable. Cependant, elle suppose de stocker les données d’apprentissage qui
représentent souvent un volume important de données. Par ailleurs, la détermination des k
plus proches voisins d’une nouvelle observation suppose de nombreux calculs, ce qui peut être
très coûteux si aucun moyen de parallélisation n’est disponible.
Table 1.1 – Les algorithmes NOVELTY (ESA) et SYBIL (GSOC/DLR)
Paramètres Continus Continus
Pré-traitement 1- Normalisation Normalisation
2- Ségmentation : W = 90′ 1- Ségmentation : W = 90′
2- Descripteurs :{mean, std, min, max} 2- Descripteurs :{mean, std, min, max}






k = {10, 20, 30} k = {10, 20, 30}
Score min(LoOP10(x),LoOP20(x),LoOP30(x)) min(LoOP10(x),LoOP20(x),LoOP30(x))
Détection LoOP(x) > 0.9 LoOP(x) > 0.9
1.4.3.2 Dimension intrinsèque locale
La dimension intrinsèque d’un ensemble de données correspond à la dimension de l’espace
dans lequel vivent les données. Elle est bien souvent inférieure à la dimension d’acquisition des
données et est étroitement liée au nombre de degrés de liberté du processus qui les a généré.
Le problème d’estimation de la dimension intrinsèque est souvent lié à des applications de
réduction de dimension. Cependant, dans des travaux récents Houle (2013), Houle introduit la
notion de dimension intrinsèque locale, très intéressante pour des applications de classification
ou de détection d’anomalies par exemple. Il démontre que si l’on considère les distances
entre les points d’un sous-ensemble donné comme des réalisations d’une variable aléatoire X
sur [0,∞), alors la dimension intrinsèque d’un sous-ensemble de rayon x, appelée dimension





où fX(x) est la densité de probabilité et FX(x) la fonction de répartition associées à la
variable aléatoire X. Á partir de cette définition, Amsaleg et al. (2015) proposent plusieurs














où les xi sont des observations ordonnées de X telles que x1 ≤ x2 ≤ ... ≤ xk.
Ces résultats ont été utilisés pour la détection d’anomalies dans la télémesure satellite. En
effet, la détection de l’algorithme ATHMoS O’Meara et al. (2016), développé par le DLR
(l’agence spatiale allemande), repose sur l’étude de cet indicateur calculé à partir des mesures
de distance entre une observation de référence q associée à la nouvelle télémesure acquises
et ses k plus proches voisins issus de l’ensemble d’apprentissage (sans anomalie). Un score







où Vk(q) est le k-voisinage de q défini à la section 1.4.3.1. Á l’image du facteur LOF, le score
PIDOS peut être normalisé pour appartenir à l’intervalle [0,1]. La normalisation proposée du











où PIDOSSTD(q) correspond à l’écart-type des scores PIDOS des k plus proches voisins de
q, erf est la fonction d’erreur de Gauss, et λ est un paramètre d’échelle fixé par l’utilisateur.
La détection ATHMoS est réalisée à partir de ce score et une anomalie est détectée si le score
excède un seuil de détection fixé par l’utilisateur, i.e
Une anomalie est détectée si OPVID(q) > SPFA. (1.11)
Le fonctionnement de l’algorithme ATHMoS est décrit dans le tableau 1.2 où D, DSmooth et
DNoise désignent respectivement l’ensemble d’apprentissage d’origine, l’ensemble d’apprentis-
sage dont les signaux ont subi un lissage et le bruit correspondant à la différence des deux
premiers ensembles.
Table 1.2 – L’algorithme ATHMoS (DLR)
Paramètres Continus
Pré-traitement 1- Segmentation sur 3 ensembles : D,DSmooth,DNoise, W = 90′
2- Descripteurs : classiques (mean, std, min, max, etc.) + auto-enccodeur
3- Concaténation
Apprentissage Automatique : DBSCAN






Score OPVID10(x) ∈ [0, 1]
Détection OPVID(x) > SPFA
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De même que pour la détection d’anomalies à l’aide du score LOF ou LoOP, la détection
à partir du score OPVID est simple et facile à mettre en oeuvre mais demande de réaliser
beaucoup de calculs et suppose de disposer d’une capacité de stockage suffisante.
1.4.3.3 One-Class Support Vector Machine
Appliqué pour la détection d’anomalies dans la télémesure satellite, l’algorithme One-Class
Support Vector Machine (OC-SVM) Schölkopf et al. (2001) consiste à plonger les données de
l’ensemble d’apprentissage décrivant un fonctionnement normal du satellite (sans anomalies)
dans un espace de plus grande dimension H à l’aide d’une transformation ϕ, et à trouver dans
cet espace un hyperplan qui sépare les données de l’origine avec une marge maximale notée γ.
Cet hyperplan peut être vu comme une frontière délimitant l’espace occupé par les données










Ei − ρ s.t. 〈w, ϕ(xi)〉H ≥ ρ− Ei∀i = 1, ..., n, Ei ≥ 0 i = 1, ..., n
(1.12)
où w est le vecteur normal à la frontière, ρ est le biais, Ei, i = 1, ..., N sont des variables
ressort (slack variables en anglais), qui sont égales à 0 lorsque y satisfait la contrainte (i.e,
y est à l’intérieur de la frontière) et sont strictement positives lorsque la contrainte n’est
pas satisfaite (i.e, y est à l’extérieur de la frontière), ν est un paramètre de relaxation fixé
par l’utilisateur qui correspond à la proportion des données autorisées à être en dehors de la
frontière et < ., . > est un produit scalaire. Ce problème peut être résolu par la méthode des













αi = 1 (1.13)
où les paramètres αi sont les multiplicateurs de Lagrange. Le calcul des produits scalaires
dans un espace de grande dimension peut être coûteux et la transformation ϕ est parfois
difficile à déterminer. L’astuce pour résoudre la problème (1.13) est de définir un noyau




−σ ‖ x− y ‖2
)
(1.14)
avec σ un paramètre fixé par l’utilisateur qui contrôle la régularité de la frontière. Pour la
détection, un nouvel individu x associé à la télémesure fraîchement acquise est jugé atypique
s’il est situé à l’extérieur de la frontière, i.e.,
Une anomalie est détectée si sign[K(w,x)− ρ] = −1 (1.15)
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où sign(.) est une fonction définie par
sign(y) =

−1 si y < 0
0 si y = 0
1 si y > 0
(1.16)
Figure 1.12 – Comparaison de la frontière séparatrice OC-SVM en faisant varier la valeur du paramètre
ν : ν = 0.01 (a), ν = 0.05 (b) et ν = 0.1 (c) avec σ = 0.18.
Figure 1.13 – Comparaison de la frontière séparatrice OC-SVM en faisant varier la valeur du paramètre
σ : σ = 0.01 (a) et σ = 1 (b) avec ν = 0.01.
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L’algorithme OC-SVM impose de régler deux hyperparamètres : ν et σ qui contrôlent
la proportion de points d’apprentissage autorisés à être à l’extérieur de la frontière et la
régularité de la frontière. Le premier permet de se prémunir contre la présence d’éventuels
comportements atypiques dans les données d’apprentissage. Les figures 1.12 et 1.13 illustrent
l’influence de ces paramètres sur la construction de la frontière séparatrice. On observe que
plus la valeur de ν est élevée, plus le nombre de points d’apprentissage situés à l’extérieur de
la frontière est élevé. Par ailleurs, plus la valeur de σ est élevée, plus la forme de la frontière
est irrégulière et le risque de sur-apprentissage est important.
L’algorithme de détection d’anomalies univariées NOSTRADAMUS Fuertes et al. (2016) pro-
posé par le CNES repose sur la méthode OC-SVM. Les signaux de télémesure sont découpés
en fenêtres temporelles de taille fixe correspondant à une durée de 24h. Des descripteurs
(moyenne, minimum, écart-type etc.) sont ensuite calculés sur chaque fenêtre. La méthode
NOSTRADAMUS est capable de traiter des paramètres continus et des paramètres discrets
en utilisant des descripteurs adaptés. Le paramètre ν à été fixé à ν = 0.01 et le paramètre σ
est donné par l’heuristique de Jaakola Luus and Jaakola (1973). Par ailleurs, afin de nuancer




γ si (K(w,x)− ρ) < 0
0 sinon
. (1.17)
L’algorithme NOSTRADAMUS est résumé dans le tableau 1.3 ci-dessous.
Table 1.3 – L’algorithme NOSTRADAMUS (CNES)
Paramètres Continus & Discrets
Pré-traitement 1- Segmentation , W = 24hH
2- Calcul de Descripteurs





Score NOSTRADAMUS(x) ∈ [0, 1]
Détection NOSTRADAMUS(x) > 0.4
1.4.3.4 Distance à noyaux
Une autre approche proposée par Airbus Barreyre et al. (2019); Barreyre (2018) pour la
détection d’anomalies dans la télémesure satellite fonde sa détection sur l’étude d’un indice de
dissimilarité appelé TNND pour Temporal Nearest Neighbours Dissimilarity. L’indice TNND
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où dK(x,yj) est une distance à noyau telle que
dK(x,yj) = K(n, j)× d(x,yj), (1.19)
j = 1, ..., n− 1, K(n, j) est un noyau tel que ∀i, j, h ∈ R,K(i, j) = K(i+ h, j + h), et d(x,yj)
est la distance euclidienne telle que d(x,y) =
√∑
i(xi − yi)2.
L’indice TNND permet de mesurer la dissimilarité entre une nouvelle entrée x et des données
de référence yj , j = 1, ..., n−1 en accordant plus de poids aux derniers éléments. La détection
d’anomalies à partir de cet indice consiste à définir un seuil SPFA et la règle de décision
suivante :
Anomalie détectée si TNNDx > SPFA. (1.20)
Dans un contexte général de détection d’anomalies semi-supervisée, nous pouvons imaginer
calculer cet indice pour une nouvelle observation x à partir de ses n− 1 plus proches voisins
yj , j = 1, ..., n− 1 issus de l’ensemble d’apprentissage. Afin de donner plus de poids aux pre-
miers plus proches voisins, on notera yj , j = 1, ..., n − 1 tel que d(x,y1) > ... > d(x,yn−1).
Pour la détection d’anomalies dans la télémesure satellite Barreyre et al. (2019); Barreyre
(2018), les auteurs proposent de tirer partie de la périodicité de la télémesure et de com-
parer plusieurs périodes consécutives d’un même signal de télémesure afin de détecter les
changements brutaux. L’indice TNND associé à la nème période du signal mesure alors la
dissimilarité entre ce dernier et les n− 1ème dernières périodes du signal en accordant plus de
poids aux périodes les plus récentes.
Cette méthode de détection d’anomalies a été appliquée a des données réelles de satellites géo-
stationnaires en utilisant un noyau Laplacien. Les signaux de télémesure de ces satellites sont
périodiques et leur période correspond à peu près à une journée de télémesure (soit la période
de révolution du satellite). Le prétraitement proposé se décompose en deux étapes : 1) Les
signaux de télémesures sont découpés en fenêtres de 24h, et 2) les fenêtres sont projetées sur
une base connue afin d’extraire les premiers coefficients. Chaque fenêtre est alors représentée
par un vecteur de coefficients à partir duquel est réalisée la détection. Plusieurs bases ont été
étudiées telles que des bases fixes de Fourier ou d’ondelettes ou des bases construites à partir
de données d’apprentissage (ACP, KACP). L’algorithme de détection d’anomalies univariées
à l’aide l’indice TNND est résumé dans le tableau 1.4.
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Table 1.4 – L’algorithme TNND (Airbus)
Paramètres Continus
Pré-traitement 1- Segmentation , W = 24h
2- Projection
3- Sélection automatique des coefficients
Apprentissage Manuel
Méthode Distance à noyau
Noyau Laplacien
Score TNND(x)
Détection TNND(x) > SPFA
1.4.4 Détection d’anomalies multivariées
1.4.4.1 MPPCAD
L’algorithme MPPCAD Tipping and Bishop (1999) (Mixture of Probabilistic principal
component Analyzers) est un algorithme de classification qui a été appliqué à la détection
d’anomalies multivariées dans la télémesure satellite par la JAXA Yairi et al. (2017), l’agence
spatiale japonaise. Il repose sur un apprentissage semi-supervisé de modèles de mélanges de
lois de probabilité et a l’avantage de pouvoir traiter conjointement des données continues et
discrètes.
Considérons deux vecteurs xC,t ∈ RPC et xD,t ∈ RPD composés des mesures de PC paramètres
continus et PD paramètres discrets acquis à un même instant t. Chaque paramètre discret
xD(j)(j = 1, ..., PD) prend ses valeurs dans l’ensemble {1, ...,Mj} contenant Mj valeurs dif-
férentes. L’algorithme MPPCAD proposé pour la détection d’anomalies satellite repose sur
l’hypothèse que les données de xD,t associées aux paramètres discrets sont distribuées selon
un mélanges de lois discrètes ou lois catégorielles, et que les données de xC,t associées aux
paramètres continus sont distribuées selon un mélange de lois gaussiennes. De plus, la dimen-
sion intrinsèque L des données continues est supposée inférieure à la dimension d’acquisition
correspondant au nombre de paramètres continus étudiés. La distribution associée à chaque
groupe peut alors être contrainte dans un espace de dimension réduit L < PC. La densité de





où ΘC = {πg, µg,Wg, σ2g , g = 1, ..., G} est l’ensemble des hyperparamètres du modèle continu,
µg est la moyenne et Cg = WgWTg + σ2gIPC est la matrice de covariance associée à la gème
distribution gaussienne avec Wg la matrice de facteurs estimés à l’aide des L premières valeurs
propres et vecteurs propres de la matrice de covariance empirique, σ2g la variance du bruit,
IPC la matrice identité de taille PC × PC et πg la probabilité a priori d’appartenir au gème
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où ΘD = {θg,j , g = 1, ..., G, j = 1, ...,Mj} est l’ensemble des hyperparamètres du modèle
discret, Cat(.) est une distribution discrète, xD(j) est la jème composante de xD et θg,j =
[θg,j,1, ..., θg,j,Mj ] est le vecteur composé des hyperparamètres des distributions discrètes, i.e.,
P (xD(j) = l|g) = θg,j,l. Enfin, la distribution conjointe des données mixtes est obtenue en
supposant l’indépendance des vecteurs yC et yD
p(yC,yD|Θ) = p(yC|ΘC)p(yD|ΘD) (1.23)
où Θ = {ΘTC,ΘTD}T . La phase d’apprentissage de l’algorithme MMPCAD consiste à déterminer
les hyperparamètres de Θ à partir de données de télémesure saines, notées xt, t = 1, ..., T , et





La maximisation de la log-vraisemblance peut être réalisée à l’aide de l’algorithme Espérance-
Maximisation (EM) Dempster et al. (1997) qui à chaque itération alterne entre estimation de
l’espérance de la vraisemblance à l’aide des observations et en considérant les hyperparamètres
de Θ fixes (E-step), et estimation du maximum de vraisemblance des hyperparamètres en
maximisant l’espérance déterminée à l’étape précédente. Notons que pour la première itération
de l’algorithme EM, une initialisation des hyperparamètres de Θ est nécessaire.
Pour la détection d’anomalies, un score MPPCAD(xC,t,xD,t|Θ̂) est défini par
MPPCAD(xC,t,xD,t|Θ̂) = −ln p(xC,t,xD,t|Θ̂). (1.25)
Ce score est comparé à un seuil de détection fixé par l’utilisateur et une anomalie est détectée
si le score est supérieur au seuil, i.e
Anomalie détectée si MPPCAD(xC,t,xD,t|Θ̂) > SPFA. (1.26)
L’algorithme MMPCAD a été appliqué à des données réelles de télémesure satellite. Les ré-
sultats obtenus après deux ans d’étude sur 89 paramètres continus et 356 paramètres discrets
du satellite SDS-4 sont présentés dans Yairi et al. (2017). L’algorithme MPPAD impose de
régler deux hyperparamètres, à savoir K le nombre de groupes et L la dimension intrinsèque
des données continues. Après avoir réalisé une analyse en composantes principales (ACP) sur
les données d’apprentissage, la dimension intrinsèque des données L est déterminée en recher-
chant "le coude" dans les valeurs propres de l’ACP appliqué au données d’apprentissage. Le
nombre de groupes K est fixé manuellement en étudiant les nuages de points des composantes
principales de l’ACP. Pour la phase d’apprentissage de l’algorithme, les auteurs préconisent
d’initialiser les hyperparamètres de Θ afin d’éviter les minimums locaux. Pour se faire, il
proposent une initialisation de l’algorithme EM Dempster et al. (1997) qui peut être décrite
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en deux étapes : 1) application de l’algorithme de classification k-means pour déterminer les
groupes, 2) exécution du M-step de l’algorithme EM pour l’estimation des hyperparamètres
initiaux. L’algorithme MPPCAD pour la détection d’anomalies satellite est résumé dans le
tableau 1.5. Les avantages et limites de cette méthodes seront étudiés plus en détail dans les
chapitres suivants.
Table 1.5 – L’algorithme MPPCAD (JAXA)
Paramètres Continus & Discrets
Pré-traitement 1- Suppression données aberrantes (OOL) + normalisation
2- Segmentation , W = 1
Apprentissage Manuel
Méthode MPPCAD
K nombre de groupes : "règle du coude" ACP
L dimension intrinsèque : étude des composantes principales de l’ACP
Θ0 initialisation : k −means + M-step
Score MPPCAD(xC,t,xD,t|Θ̂)
Détection MPPCAD(xC,t,xD,t|Θ̂) > SPFA
1.4.4.2 Tests d’égalité de matrices de covariance
L’aspect multivarié de la télémesure satellite a également été étudié à travers l’étude des
covariances entre les paramètres. Un test statistique d’égalité de deux matrices de covariance
a été proposé par Airbus pour la détection d’anomalies multivariées Barreyre et al. (2017);
Barreyre (2018). Ce test considère deux matrices de covariance Γ(1),Γ(2) ∈ Rm×m et cherche
à tester les hypothèses suivantes
H0 :Γ(1) = Γ(2) = Γ (1.27)
H1 :Γ(1) 6= Γ(2) (1.28)
où Γ est une matrice de référence. En pratique, les matrices Γ(1) et Γ(2) sont estimées em-
piriquement à partir des données de télémesure satellite. On notera Γ̂(1) et Γ̂(2) les matrices
de covariance empirique associée à Γ(1) et Γ(2) et calculée à partir des n mesures de m para-
mètres de télémesure différents acquises sur une même période de temps donnée. La matrice
Γ est alors estimée par la moyenne des matrices Γ̂(1) et Γ̂(2). La matrice Γ est exprimée par
sa décomposition en valeurs singulières telle que
Γ = ϕΛϕT (1.29)
où les d première valeurs propres, Λi,i = λi, i = 1, ..., d, sont supposées strictement décrois-
santes. la matrice ϕ issue de la décomposition de Γ est utilisée pour construire les matrices
29
∆(1) et ∆(2) telles que
∆(1) = ϕΓ(1)ϕ (1.30)
∆(2) = ϕΓ(2)ϕ (1.31)






i,i . La statistique de test
















Comme démontré dans Barreyre et al. (2017); Barreyre (2018), sous l’hypothèse nulle H0, la
statistique de test T converge en loi vers une loi du χ2 lorsque le nombre de mesures n de




La règle de détection d’anomalies associée est définie par
Rejet de H0 si T ≥ χ2d,1−α (1.34)
où α désigne le risque, consenti par l’utilisateur, de rejeter à tort l’hypothèse nulle H0.
Ce test statistique a été testé sur des données réelles de télémesure de satellites géostation-
naires pour détecter les changements brutaux entre deux fenêtres de télémesure consécutives
de 24h. Cette stratégie de détection s’appuie sur le fait que les données de télémesure sont
périodiques et repose sur l’hypothèse que deux fenêtres consécutives décrivent des comporte-
ments similaires des signaux. Ce test a été comparé à plusieurs autres tests de l’état de l’art
et s’est montré très compétitif. Il est aujourd’hui intégré aux outils internes de Airbus et est
utilisé pour diverses applications liées à la détection d’anomalies dans la télémesure satellite.
Son exécution est peu coûteuse et il a l’avantage de pouvoir traiter conjointement plusieurs
centaines de paramètres de télémesure. Cependant, il ne considère que des paramètres de
télémesure continus et n’est pas facilement adaptable à lla détection d’anomalies dans des
données discrètes ou des données mixtes. La détection d’anomalies à l’aide de ce test est
résumée dans le tableau 1.6
Table 1.6 – Détection d’anomalies multivariées (Airbus)
Paramètres Continus
Pré-traitement 1- Segmentation , W = 24H
2- Calcul de matrices de covariance empiriques
Méthode Test statistique d’égalité de matrice de covariance













Détection T ≥ χ2d,1−α
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1.5 Conclusion
Cette section nous plonge au coeur des opérations spatiales et plus précisément de la
surveillance des satellites en exploitation à l’aide de méthodes de détection d’anomalies appli-
quées à la télémesure satellite. Conscients des limites des méthodes classiques, de nombreux
acteurs du spatial tels que le CNES, Airbus, la JAXA ou encore le DLR se sont intéressés
à de nouvelles approches basées sur un apprentissage semi-supervisé afin d’améliorer le suivi
de l’état de santé de leurs satellites. Nous l’avons vu, plusieurs techniques ont été étudiées
mais la majorité des algorithmes développés repose sur des méthodes de détection d’anomalies
univariées qui traitent les paramètres de télémesure indépendamment les uns des autres. La
détection des anomalies multivariées est un problème plus compliqué qui fait l’objet de cette
thèse. Par ailleurs peu de méthodes ont considéré ce problème de détection d’anomalies pour
des paramètres de télémesure discrets. Enfin, quelques solutions seulement ont été proposées
pour prendre en compte le caractère multivarié de la télémesure satellite comme c’est le cas de
l’algorithme MPPCAD utilisé par la JAXA ou le test statistique d’égalité de deux matrices de
covariance proposé par Airbus. La détection d’anomalies multivariées dans la télémesure sa-
tellite reste donc un sujet de recherche largement ouvert. Cette thèse s’inscrit dans une volonté
du CNES et de Airbus d’explorer ce thème et a pour objectif de proposer des algorithmes de
détection d’anomalies multivariées capables de traiter de manière conjointe plusieurs signaux
de télémesure de différentes natures (continu/discret) et de prendre en compte les corréla-
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2.1 Introduction
À l’heure où l’acquisition de données n’est plus un problème, la question se pose de pouvoir
traiter efficacement la masse de données accumulée pour en extraire le maximum d’informa-
tion : bienvenue dans l’ère du Big Data ! Ce problème peut être simplifié en cherchant à prendre
en compte non pas toute l’information disponible mais l’information la plus pertinente. Les
méthodes d’estimation parcimonieuse et d’apprentissage de dictionnaires s’inscrivent dans
cette logique. Elles consistent à décrire la donnée en contraignant la quantité d’information
à utiliser. Plus concrètement, l’idée est de construire un dictionnaire uniquement composé
des éléments les plus représentatifs à partir desquels il est possible de décrire toute nouvelle
entrée par une combinaison linéaire de quelques éléments. Ces méthodes ont été appliquées
avec succès pour de nombreuses applications telles que le débruitage Elad and Aharon (2006);
Dong and Li (2010); Xu et al. (2017), la classification Huang and Aviyente (2006); Mei and
Ling (2011); Oktar and Turkan (2018), la reconnaissance faciale Wright et al. (2009); Zhang
and Li. (2011); Cheng et al. (2013) et plus récemment la détection d’anomalies univariées
Adler et al. (2015). Cette thèse étudie l’intérêt de ces méthodes pour la détection d’anomalies
multivariées dans des données mixtes de télémesure satellites.
Les sections qui suivent abordent quelques points théoriques relatifs à ces méthodes et pré-
sentent l’algorithme ADDICT (Anomaly Detection using a DICTionnary), une nouvelle mé-
thode de détection d’anomalies multivariées qui repose sur un modèle d’estimation parcimo-
nieuse inspiré de travaux menés dans Adler et al. (2015). Développée dans le but d’améliorer
la surveillance de la télémesure satellite, la méthode ADDICT a l’avantage de pouvoir traiter
conjointement plusieurs signaux de télémesure mixtes afin de prendre en compte les éven-
tuelles corrélations et relations que peuvent entretenir les différents paramètres entre eux
Pilastre et al. (2020a, 2019a). L’algorithme proposé nécessite de construire au préalable un
dictionnaire composé de télémesures saines décrivant le fonctionnement normal du satellite.
La nouvelle télémesure fraîchement acquise est ensuite décomposée sur ce dictionnaire et la
détection d’anomalies est réalisée en analysant l’erreur d’estimation issue de la décomposition.
Ce chapitre est organisé comme suit
• la section 2.2 rappelle les principes de base de l’estimation parcimonieuse et de l’ap-
prentissage de dictionnaire.
• la section 2.3 détaille la méthode ADDICT qui a été évaluée et comparée à d’autres
méthodes concurrentes de l’état de l’art sur une base de données composée d’anomalies
connues et identifiées par des experts.
• la section 2.4 présente une version généralisée et une version pondérée de l’algorithme
ADDICT permettant d’adapter la méthode au cadre multivarié et d’y intégrer de
l’information externe afin d’en améliorer ses performances de détection.
• la section 2.5 s’intéresse au réglage des hyperparamètres ADDICT à l’aide de données
d’apprentissage associées à un fonctionnement normal du satellite.
34
2.2 Estimation parcimonieuse et apprentissage de dictionnaires
2.2.1 Estimation parcimonieuse
L’estimation parcimonieuse consiste à exprimer un signal observé y ∈ RN comme une
combinaison linéaire de quelques éléments, appelés atomes, d’une base connue appelée dic-
tionnaire Φ ∈ RN×L, i.e.,
y = Φx (2.1)
où x ∈ RL est un vecteur parcimonieux composé de peu de valeurs non nulles. On suppose
ici que le dictionnaire Φ est connu et l’on cherche à estimer le vecteur x (l’apprentissage du
dictionnaire sera abordé dans un second temps).
De manière classique, le problème d’estimation parcimonieuse consiste à trouver le vecteur x
satisfaisant (2.1) et composé d’un minimum de valeurs non nulles, ce qui revient à résoudre
le problème de minimisation suivant :
x̂ = arg min
x
‖x‖0 s.c. y = Φx (2.2)
où s.c signifie sous contrainte et ‖x‖0 = #{xi, i = 1, ..., L : xi 6= 0} (# désignant le cardinal
d’un ensemble) est la norme `0 renvoyant le nombre de valeurs non nulles de x. Dans la
réalité, les données sont souvent affectées par un bruit additif. L’équation (2.1) peut alors
être reformulée :
y = Φx+ b (2.3)
où b ∈ RN est un bruit additif. Le problème d’estimation parcimonieuse (2.2) devient Soubies
et al. (2015) :
x̂ = arg min
x





i correspond à la norme euclidienne d’un vecteur u. L’objectif de ce nouveau
problème est d’estimer le vecteur x parcimonieux pour lequel l’erreur d’estimation associée,
donnée par ‖y−Φx‖22, n’excède pas le seuil ε > 0 fixé par l’utilisateur. La contrainte permet
ici d’assurer la qualité de l’estimation tout en acceptant la présence d’un bruit additif.
Il est également possible de contraindre explicitement le nombre de valeurs non nulles de x
en fixant un nombre maximal k de valeurs non nulles autorisées, ce qui revient à résoudre
x̂ = arg min
x
‖y −Φx‖22 s.c. ‖x‖0 ≤ k. (2.5)
Enfin, il peut être intéressant de travailler avec un forme non pénalisée de ce problème
x̂ = arg min
x
‖y −Φx‖22 + λ‖x‖0 (2.6)
où λ est un paramètre de régularisation qui contrôle la parcimonie de x. La mécanique est
telle que, plus la valeur de ce paramètre est élevée, plus l’effort de minimisation est porté sur
le vecteur x, jusqu’à l’annuler (x̂ = 0) pour une valeur trop élevée de λ. À l’inverse, plus
la valeur de λ est petite, plus l’effort de minimisation est porté sur le terme d’attache aux
données, à savoir ‖y −Φx‖22, qui contrôle la qualité de l’estimation.
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2.2.2 Algorithmes d’estimation parcimonieuse
La présence de la norme `0 dans les problèmes de minimisation présentés à la section
précédente mène à des problèmes appelés NP-complets ou NP-difficiles car ils correspondent
à des problèmes combinatoires qui nécessitent de tester toutes les configurations possibles
de x. Ceci est lié au fait qu’il s’agit de problèmes non-convexes pour lesquels l’unicité de la
solution n’est pas garantie. Il existe alors deux grandes familles de solutions pour résoudre ces
problèmes : les algorithmes gloutons et les algorithmes de résolution de problèmes convexes
applicables après relaxation de la norme `0 par la norme `1 par exemple.
2.2.2.1 Les algorithmes gloutons
Les algorithmes gloutons tels que l’algorithme Matching Poursuit (MP) Mallat and Zhang
(1993) ou sa variante orthogonale, l’algorithme Orthogonal Matching Poursuit (OMP) Pati
and Rezaiifar (1993) permettent de résoudre les problèmes classiques d’estimation parcimo-
nieuse présentés ci-dessus. L’algorithme MP consiste à trouver à chaque itération l’atome du
dictionnaire le plus corrélé au signal d’entrée y. La projection de y sur l’espace vectoriel en-
gendré par les atomes du dictionnaire sélectionnés à chaque itération lui est ensuite soustraite.
L’opération est répétée jusqu’à satisfaire un critère d’arrêt associé à la contrainte imposée.
L’algorithme OMP est détaillé dans l’annexe A.1.
2.2.2.2 Relaxation de la norme `0
Une autre idée pour résoudre les problèmes (2.4),(2.5) et (2.6) est de relaxer la parcimonie
en remplaçant la norme `0 par la norme `1 définie par ‖x‖1 =
∑n
i=1 |xi|. Cette astuce permet
de se ramener à un problème convexe dont l’unicité de la solution est assurée. Si l’on reprend
les problèmes énumérés plus haut, nous obtenons pour (2.4)
x̂ = arg min
x
‖x‖1 s.c. ‖y −Φx‖22 ≤ ε (2.7)
et pour (2.5)
x̂ = arg min
x
‖y −Φx‖22 s.c. ‖x‖1 ≤ k. (2.8)
Ces deux problèmes sont connus sous le nom de Basis Poursuit Chen et al. (1998) et Basis
Poursuit Denoising et peuvent être résolus par l’algorithme du simplex Dantzig (1990); Chen
et al. (1996) ou par un algorithme du premier ordre si la dimension considérée est trop grande
Nesterov and Nemirovski (2013). En remplaçant la norme `0 par la norme `1 dans le problème
non pénalisé (2.6), on se ramène au problème bien connu du Least Absolute Shrinkage Operator
(LASSO) Tibshirani (1996)
x̂ = arg min
x
‖y −Φx‖22 + λ‖x‖1. (2.9)
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Le problème LASSO peut être résolu par un algorithme de descente de gradient Beck and
Teboulle (2009a); Figueiredo and Nowak (2003); Fu (1998); Pendse (2011) ou par l’algorithme
ADMM (Alternative Direction Method of Multipliers) Boyd et al. (2011). L’algorithme ADMM
est itératif et met à jour les différentes composantes à estimer de manière alternée par mini-
misation du Lagrangien augmenté. Plus précisément il permet de résoudre des problèmes de
minimisation convexe de la forme
min
X,z
f(X, z) s.c AX + Bz = C (2.10)
où X, z,A,B,C sont des matrices de tailles appropriées et f(X, z) = g(X) + h(z) est une
fonction de coût séparable par rapport à X et z. Le Lagrangien augmenté du problème (2.10)
est défini par
LA(X, z,M, µ) = f(y, z) + 〈M,AX + BZ−C〉+
µ
2 ‖ AX + BZ−C ‖
2
F . (2.11)
À partir de ces considérations, en introduisant une variable auxiliaire notée z et une contrainte




2 ‖ y −Φx ‖
2
2 +λ ‖ z ‖1 s.c z = x. (2.12)
Cette reformulation nous permet de simplifier l’optimisation de x, rendue difficile dans (2.9)
par le facteur Φ. L’introduction de la variable z permet de découpler le terme d’attache
aux données, à savoir ‖ y − Φx ‖22, du terme en norme `1 et ainsi de séparer le problème
initial en deux problèmes distincts plus simples à résoudre. Le Lagrangien augmenté associé





2 + λ‖z‖1 + mT (z − x) +
µ
2 ‖z − x‖
2
2 (2.13)
où m est un vecteur contenant les multiplicateurs de Lagrange et µ est un paramètre de
régularisation fixant le niveau de pénalité de l’écart entre z et x par rapport à la contrainte
d’égalité. La minimisation du Lagrangien augmenté par l’algorithme ADMM impose d’ini-
tialiser les variables z et m afin d’assurer la mise à jour itérative et alternée des différentes
variables x, z et m dont l’expression à l’itération i+ 1 sont détaillées ci-dessous
• Mise à jour de x :
La mise à jour de x consiste à résoudre le problème de minimisation suivant





2 + mi(zi − x) +
µi
2 ‖z
i − x‖22, (2.14)
ce qui conduit à l’aide de calculs algébriques simples à la solution suivante
xi+1 = (ΦΦT + µiI)−1(ΦTyi + mi + µizk). (2.15)
• Mise à jour de z :
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La mise à jour de z consite à résoudre le problème de minimisation suivant
zi+1 = arg min
z
λ‖z‖1 + (mi)T (z − xi+1) +
µi
2 ‖z − x
i+1‖22. (2.16)
Le problème (2.16) peut être reformulé pour se ramener à un problème de la forme





2 + γi+1‖z‖1. (2.17)


















0 si |gi+1k | ≤ γi+1




La reformulation du problème (2.16) est détaillée dans l’annexe A.2 et une représentation
graphique de l’opérateur de seuillage par éléments Sγ(gk) est donnée dans la figure 2.1
Figure 2.1 – Représentation graphique de l’opérateur de seuillage par groupe
• Mise à jour de m :
La mise à jour de m est donnée par
mi+1 = mi + µi(zi+1 − xi+1).
La convergence de l’algorithme ADMM est assurée si le Lagrangien augmenté à minimiser
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est convexe. Cette condition est satisfaite étant donné que (2.13) est une somme de fonctions
convexes positives Boyd et al. (2011); Eckstein and Bertsekas (1992). L’algorithme ADMM
sera appliqué à d’autres problèmes de minimisation posés dans ces travaux.
2.2.3 Parcimonie structurée : Group-LASSO
Dans certains cas, il peut être judicieux d’imposer une parcimonie de groupe si une infor-
mation a priori est disponible quant à la structure du vecteur parcimonieux solution x̂. Ce
problème a été défini dans Yuan and Lin (2006) sous le nom de Group-LASSO
x̂ = arg min
x




où wj est le poids associé au groupeGj et xGj est un sous-vecteur de x composé des coefficients
du groupe Gj . Le problème (2.19) peut être résolu par les mêmes méthodes que celles utilisées
pour résoudre le problème LASSO. Nous verrons par la suite que cette parcimonie structurée
est très intéressante pour les applications qui nous occupent, à savoir la détection d’anomalies
multivariées dans les données de télémesure satellite.
2.2.4 Relaxation pondérée (reweighted `1)
Figure 2.2 – Illustration en dimension 3 : (a) vecteur parcimonieux x0, contrainte y = Φx et boule `1 de
rayon ‖x0‖1, (b) il existe un vecteur x1 6= x0 tel que ‖x1‖1 < ‖x0‖1 et satisfaisant la contrainte, (c) boule
‖x0‖1 pondérée de sorte qu’il n’existe pas de vecteur x1 6= x0 tel que ‖Wx1‖1 < ‖Wx0‖1 avec W une matrice
de pondération.
Nous l’avons vu, la relaxation de la norme `0 par la norme `1 est une astuce classique
pour résoudre un problème simple d’estimation parcimonieuse. Elle permet de se ramener à
un problème convexe plus facile à résoudre et pour lequel l’unicité de la solution est assu-
rée. Cependant, il n’est pas garanti que la solution retournée corresponde à la solution la
plus parcimonieuse au sens strict. En effet, la norme `1 a tendance à privilégier la présence
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de nombreux petits coefficients au détriment de la parcimonie associée à la norme `0. Par
exemple, il est possible de trouver pour solution du problème LASSO, un vecteur de coeffi-
cients x1 6= x0 tel que ‖x1‖1 < ‖x0‖1 et ‖x1‖0 > ‖x0‖0. La figure 2.2 tiré de Candès et al.
(2008) permet d’illustrer ce phénomène. Pour pallier ce problème, Candès dans Candès et al.
(2008) propose une version pondérée du problème LASSO (2.9) pouvant s’écrire
x̂ = arg min
x
‖y −Φx‖22 + λ‖Wx‖1 (2.20)
où W = diag(wi)i=1,...,n est une matrice diagonale de pondération. Les poids de la matrice
W sont actualisés à chaque itération à partir des valeurs des coefficients comme détaillé dans
l’algorithme 1. L’introduction de ces poids permet d’ajouter de l’information au modèle et
d’améliorer l’estimation du vecteur x. Cette idée sera étudiée pour la détection d’anomalies
dans la section 2.3. L’algorithme de relaxation pondérée (reweighted `1) est rappelé ci-dessous
Algorithm 1 Algorithme Reweighted-`1
Initialiser W
for ` = 0, . . . , `max do
Résoudre x(`) = argminx∈RN 12‖y −Φx‖
2
2 + λ‖W(`)x‖1 (voir section 2.2.2)
Mettre à jour les poids
for i = 1, . . . , N do
w
(`+1)
i = 1x(`)i +ε
end for
end for
2.2.5 Apprentissage de dictionnaire
Le dictionnaire constitue une base sur laquelle tout nouveau vecteur de données peut être
décomposé. La qualité de l’estimation des nouvelles données repose donc en grande partie la
qualité de cette base. Il existe deux types de dictionnaires : les dictionnaires paramétriques
(base de Fourier, d’ondelettes etc.) et les dictionnaires appris à partir des données elles-mêmes
(data-driven en anglais) qui se sont révélés très intéressants pour de nombreuses applications
Tosic and Frossard (2011). Ces derniers peuvent être appris par une méthode d’analyse de
données telle que l’analyse en composantes principales (ACP) ou par un algorithmes d’appren-
tissage de dictionnaires. Cette section s’intéresse à l’apprentissage de dictionnaires à partir
des données d’apprentissage.
2.2.6 Formulation du problème
L’apprentissage de dictionnaire cherche à résoudre l’un des problèmes suivants




‖xi‖0 s.c. ‖yi −Φxi‖22 ≤ ε, ∀ i (2.21)
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‖yi −Φxi‖22 s.c. ‖xi‖0 ≤ k, ∀ i (2.22)









C = {Φ ∈ RN×L, ‖φl‖2 ≤ 1, ∀ l}
et yi et xi correspondent respectivement au ième signal d’apprentissage et au ième vecteur de
coefficient qui lui est associé. La contrainte sur Φ permet de lever l’ambiguïté d’échelle entre
les atomes et le vecteur x. Cette contrainte est importante pour que les atomes n’atteignent
pas des valeurs arbitrairement élevées, ce qui permet d’obtenir des valeurs faibles (mais non
nulles) de x. Notons que la normalisation des atomes du dictionnaire peut être réalisée,
de manière sous-optimale, à posteriori après la mise à jour du dictionnaire. Les problèmes
(2.21), (2.22) et (2.23) peuvent être découplés en deux sous-problèmes plus simples à résoudre
de manière itéartive et alternée. À chaque itération, une première étape estime le vecteur
x en considérant les atomes φl fixes, et une seconde étape met à jour les atomes avec le
vecteur x fixe, estimé à l’étape précédente. La première étape revient à résoudre l’un des
problèmes d’estimation parcimonieuse présenté à la section précédente. La seconde étape
cherche à résoudre le problème suivant
Φ̂ = arg min
Φ∈C
‖y −Φx‖22 s.c ‖φl‖2 ≤ 1, , ∀ l. (2.24)
qui peut être reformulé de manière non pénalisée
Φ̂ = arg min
Φ∈C
‖y −Φx‖22 + IC(Φ) (2.25)
en introduisant la fonction indicatrice IC telle que
IC(Φ) =
0 si Φ ∈ C∞ sinon (2.26)
La mise à jour des atomes du dictionnaire peut être réalisée à l’aide d’une décomposition en
valeur singulière (SVD)Aharon et al. (2006) ou par un algorithme de descente de gradient
Mairal et al. (2009); Barthélemy et al. (2013).
2.2.7 Quelques algorithmes d’apprentissage de dictionnaires
Plusieurs algorithmes ont été proposés pour répondre au problème d’apprentissage de
dictionnaire Engan et al. (1999); Aharon et al. (2006); Mairal et al. (2009); Barthélemy et al.
(2013); W. Dong and Shi (2011); Zhang and Li. (2011). Dans ces travaux nous nous sommes
principalement intéressés à deux algorithmes d’apprentissage de dictionnaires proposés dans
la littérature : l’algorithme K-SVD et l’algorithme ODL (Online Dictionary Learning). Cette
section présente de manière succincte la stratégie adoptée par chacun d’eux.
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2.2.7.1 L’algorithme K-SVD
L’algorithme K-SVD, proposé par Aharon et al. (2006), est un algorithme d’apprentis-
sage de dictionnaires inspiré du célèbre algorithme de classification K-Means. L’algorithme
K-Means est un algorithme de classification non-supervisé qui permet de classer tous les élé-
ments d’un nuage de points en K groupes les plus homogènes possibles. Une fois affecté à un
groupe, chaque élément est représenté par l’élément moyen du groupe auquel il appartient.
L’algorithme K-SVD peut être vu comme une généralisation de l’algorithme K-Means dans le
sens où l’on cherche ici à représenter des signaux, non pas par un élément (l’élément moyen),
mais par plusieurs éléments (quelques atomes du dictionnaire). À chaque itération de l’algo-
rithme K-Means, les éléments moyens qui représentent chaque groupe sont actualisés selon les
réaffectations. Par analogie, à chaque itération de l’algorithme K-SVD, les atomes sont mis à
jour selon leur intervention dans la décomposition sur le dictionnaire des signaux d’appren-
tissage. Pour résoudre le problème d’estimation parcimonieuse (première étape), l’algorithme
K-SVD utilise l’algorithme glouton OMP. Dans la deuxième étape, le dictionnaire Φ ainsi que
les coefficients de la combinaison linéaire x sont mis à jour à l’aide d’une décomposition en
valeurs singulières (SVD). L’algorithme K-SVD est détaillé dans l’annexe A.1
2.2.7.2 L’algorithme ODL
L’algorithme ODL (Online Dictionary Learning) proposé par Mairal et al. (2009) est un
algorithme d’apprentissage dit “en ligne” car à chaque itération le dictionnaire est actualisé
en prenant en compte les informations des itérations précédentes (grâce à une reformulation
astucieuse du problème de minimisation associé à la mise à jour du dictionnaire). L’algorithme
ODL a été conçu pour apprendre des dictionnaires à partir de gros volumes de données
d’apprentissage. Il utilise l’algorithme LARS-LASSO Efron et al. (2004); Osborne et al. (2000)
pour la première étape de résolution du problème d’estimation parcimonieuse. La mise à jour
du dictionnaire à la deuxième étape est effectuée par un algorithme de descente de gradient
stochastique. L’algorithme ODL est détaillé dans l’annexe A.2.
2.3 L’algorithme ADDICT
Cette section présente l’algorithme ADDICT (Anomaly Detection using a DICTionary).
Inspiré de travaux menés dans Adler et al. (2015), cet algorithme repose sur une méthode
d’estimation parcimonieuse développée pour la détection d’anomalies dans des données mixtes
de télémesure satellite. Ces travaux ont été publiés dans Pilastre et al. (2020a, 2019a).
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2.3.1 Pré-traitement
Figure 2.3 – Pré-traitement ADDICT.
Comme nous avons pu le voir précédemment, l’exploitation de données de télémesure
satellite implique souvent en amont quelques étapes de pré-traitement (voir section 1.4.2).
L’utilisation de l’algorithme ADDICT impose un pré-traitement en deux étapes : une étape
de segmentation et une étape de vectorisation.
Dans un premier temps, les signaux de télémesure acquis sous forme de séries temporelles
sont découpés en fenêtres de données multivariées de taille fixe W (ce découpage est souvent
appelé “segmentation”). Ce découpage peut être réalisé de manière glissante afin d’extraire
des fenêtres chevauchantes en segmentant les fenêtres avec un décalage fixe ∆. La période de
chevauchement de deux fenêtres est alors de W −∆. Chaque fenêtre représente un intervalle
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de temps durant lequel les mesures des différents paramètres considérés ont été acquises
simultanément. La taille des fenêtres est un paramètre fixé par l’utilisateur et dépend du
contexte opérationnel et /ou de la stratégie de surveillance adoptée (surveillance orbite par
exemple).
Les fenêtres obtenues à l’issue de la segmentation sont des matrices composées d’autant de
lignes que de paramètres et d’autant de colonnes que de mesures de chacun d’eux. Chaque
matrice de données multivariées est ensuite vectorisée en ligne, c’est-à-dire que les séquences
de télémesure de chacun des paramètres étudiés (lignes de la matrice) sont concaténées les
unes à la suite des autres pour former un vecteur colonne de données multivariées. Le pré-
traitement de l’algorithme ADDICT est résumé dans la figure 2.3.
2.3.2 Formulation du problème
À partir d’un dictionnaire Φ ∈ RN×L composé de L atomes (formant les colonnes de Φ)
décrivant le fonctionnement normal du satellite, la stratégie ADDICT consiste à décomposer
le signal multivarié associé à une nouvelle fenêtre de télémesure acquise, noté y ∈ RN , comme
une somme de trois signaux : un signal nominal issu de la décomposition sur le dictionnaire,
un signal d’anomalie e ∈ RN décrivant le caractère atypique du signal d’intérêt et un bruit
additif b ∈ RN , i.e.,
y = Φx+ e + b (2.27)
où Φx ∈ RN représente le signal nominal associé à y avec x ∈ RL un vecteur parcimonieux.
Cette décomposition suppose qu’un signal y sain (sans anomalie) peut être correctement
estimé par une combinaison linéaire de quelques atomes du dictionnaire. L’erreur d’estimation
d’un signal sain ou résidu de la décomposition parcimonieuse sur le dictionnaire s’apparente
alors à un bruit additif b et le signal d’anomalie e est nul. Lorsqu’une anomalie affecte le
signal étudié, le modèle (2.27) suppose que le résidu peut être divisé en deux parties : un
signal d’anomalie e 6= 0 et un signal de bruit additif b.
Étant donné le cadre multivarié dans lequel nous nous plaçons et le pré-traitement appliqué,
chaque signal peut être divisé en K sous-signaux, où K est le nombre de paramètres de
télémesure étudiés, i.e., y = [yT1 , ...,yTK ]T et e = [eT1 , ..., eTK ]T , k = 1, ...,K. De plus, dans
le cas de données mixtes contenant des paramètres continus et discrets, il convient de noter
que les ND premières composantes sont associées à des paramètres discrets tandis que les NC
dernières composantes sont associées à des paramètres continues (avec N = ND +NC). Ainsi
par exemple, le signal y est composé d’une partie discrète, notée yD, et d’une partie continue,
notée yC, tel que y = (yTD,yTC)T . Enfin, ces deux signaux se divisent respectivement en KD
et KC sous-signaux tels que yD = [yT1 , ...,yTKD ]
T ∈ RND et yC = [yT1 , ...,yTKC ]
T ∈ RNC avec
KD et KC les nombres de paramètres discrets et continus.
L’originalité de l’algorithme ADDICT réside dans sa capacité à traiter conjointement des
séries temporelles discrètes et continues et à détecter à la fois des anomalies univariées et








où ΦD et ΦC sont respectivement composés d’atomes discrets et d’atomes continus. Les deux
dictionnaires ΦD ∈ RND×L et ΦC ∈ RNC×L ont été extraits d’un dictionnaire composé de L
atomes mixtes. En d’autres termes, le lème atome discret de ΦD et le lème atome continu de
ΦC sont issus d’un même atome mixte composé de mesures des différents paramètres acquises
aux mêmes instants. L’algorithme ADDICT propose deux stratégies distinctes selon la nature
des données et cherche à résoudre les problèmes suivants
x̂D, êD = arg min
xD∈B,eD∈RND





x̂C, êC = arg min
xC,eC
1
2‖yC −ΦMxC − eC‖
2





où ΦM est un sous-dictionnaire de ΦC utilisé pour représenter le signal continu yC de manière
à prendre en compte les relations entre les données discrètes et continues (la construction et
l’intérêt de ΦM seront explicités dans les sections qui suivent), bD, aC et bC sont les hyperpa-
ramètres du modèle permettant de contrôler respectivement la parcimonie de eD,xC et eC, B
représente l’espace canonique ou base naturelle de RL, c’est-à-dire que B = {εl, l = 1, · · · , L},
avec εl un vecteur dont la lème composante est égale à 1 et dont les autres composantes sont
égales à 0. Le vecteur eD,k, k = 1, ...,KD (resp. eC,k, k = 1, ...,KC) correspond au kème sous-
signal de eD (resp. de eC) associé au kème paramètre discret (resp. continu).
Chacun de ces deux problèmes (2.28) et (2.29) impose une double parcimonie : une sur les
vecteurs de coefficients xD et xC et une sur les signaux d’anomalie eD et eC. La première
correspond à notre hypothèse de départ selon laquelle un signal qui n’est pas affecté par une
anomalie peut être correctement estimé par une combinaison linéaire de quelques atomes du
dictionnaire associés au fonctionnement normal du satellite. On notera que cette contrainte
de parcimonie ne se formalise pas de la même manière selon que les données soient discrètes
ou continues. Pour les données continues, le problème s’apparente à un problème classique
d’estimation parcimonieuse et la parcimonie est assurée par la norme `1, tandis que pour
les données discrètes une parcimonie spécifique est introduite. En effet, l’estimation parcimo-
nieuse discrète proposée ici consiste à estimer le signal discret d’intérêt yD par un seul atome
du dictionnaire. Cette contrainte est assurée par l’appartenance du vecteur xD à l’espace
canonique de RL. Cette stratégie s’est montrée plus efficace que les méthodes d’estimation
parcimonieuse classiques pour les données discrètes. La deuxième contrainte de parcimonie
concerne les signaux d’anomalies eD et eC et traduit le fait que les anomalies satellite sont
rares et affectent peu de paramètres en même temps. En théorie et sous réserve d’hyperpa-
ramètres bien choisis, l’estimation des signaux d’anomalies mène donc souvent à des signaux
nuls, ou à des signaux parcimonieux par groupe. Cette parcimonie est assurée par le der-
nier terme de (2.28) et (2.29) qui s’apparente à une parcimonie de type Group-LASSO dans
laquelle les poids associés à chaque groupe sont tous égaux à 1 (voir section 2.2.3). La stra-
tégie de décomposition de l’algorithme ADDICT ainsi décrite est résumé dans la figure 2.4.
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La stratégie d’estimation parcimonieuse ADDICT de données mixtes consiste à découpler
le problème en deux sous-problèmes plus adaptés à la nature des données. Cependant, afin
d’assurer la détection des anomalies multivariées, notamment entre les paramètres discrets et
les paramètres continus, il est important de ne pas totalement dissocier l’estimation discrète
de l’estimation continue et de pouvoir prendre en compte les relations qui peuvent exister
entre les paramètres. Dans la méthode ADDICT, la conservation des liens entre les para-
mètres discrets et continus et donc de la détection des anomalies multivariées est assurée par
une sélection d’atomes. Cette dernière est réalisée lors de la première étape de l’algorithme,
à savoir la résolution du problème d’estimation parcimonieuse discrète et permet de réaliser
l’estimation des données continues uniquement à partir des atomes les plus représentatifs au
regard du signal discret yD. La résolution des problèmes (2.28) et (2.29) et la sélection des
atomes sont détaillées dans la section suivante.
Figure 2.4 – Illustration de la stratégie de décomposition ADDICT.
2.3.3 Résolution du problème
2.3.3.1 Estimation parcimonieuse discrète
Étant donné la contrainte de parcimonie imposée au vecteur xD, le problème de mini-
misation (2.28) associé à l’estimation parcimonieuse discrète est un problème combinatoire
qui nécessite de résoudre pour tous les atomes discrets, notés φD,l, l = 1, ..., L, le problème
suivant







où φD,l est la lème colonne de ΦD. La solution du problème (2.30) est classiquement donnée




‖hD,l,k‖2 hD,l,k si ‖hD,l,k‖2 > bD
0 sinon
(2.31)
où hD,l,k est le kème sous-signal de hD,l associé au kème paramètre discret avec k = 1, ...,KD. À
l’issue de la résolution du problème (2.30), l’atome φD,l est sélectionné si le signal d’anomalie
êD,l qui lui est associé est nul 1. Cela revient à construire un ensembleM défini par
M = {l ∈ {1, · · · , L}| ‖êD,l‖2 = 0}. (2.32)
Il convient de noter queM contient les valeurs de l, l = 1, ..., L, associées aux atomes discrets
de ΦD les plus proches de yD au sens de l’erreur d’estimation ‖hD,l‖2 et pour l’hyperparamètre
bD fixé. L’ensemble M permettra dans un second temps de construire le dictionnaire ΦM,
composé des atomes φC,l, qui sera utilisé pour résoudre le problème d’estimation des données
continues. Le paramètre de régularisation bD joue un rôle important dans la détection des
anomalies. En effet, plus la valeur de bD est faible, plus il y aura de détections sur les données
discrètes (au risque de retourner de nombreuses fausses alarmes), et plus le nombre d’atomes
sélectionnés pour estimer le signal continu yC sera faible. Cependant, un nombre insuffisant
d’atomes sélectionnés rend plus difficile l’estimation du signal continu et peut être source
de fausses alarmes. Inversement, plus la valeur de bD est élevée, plus un nombre important
d’atomes est sélectionné et meilleure est l’estimation de yC. En revanche, le risque de rater
certaines anomalies augmente.
2.3.3.2 Estimation parcimonieuse continue
Le problème d’estimation parcimonieuse continue (2.29) s’apparente à un problème clas-
sique d’estimation parcimonieuse de type LASSO dans lequel le signal d’intérêt est estimé
par une combinaison linéaire de quelques atomes du dictionnaire. Le dictionnaire ΦM consi-
déré pour ce problème, ne contient que les atomes continus φC,l, l = 1, ..., L dont la partie
discrète φD,l a été sélectionnée à l’étape précédente (c’est-à-dire, l ∈ M) de façon à prendre
en compte les liens entre les paramètres discrets et continus. Ce problème peut être résolu par
l’algorithme ADMM (voir section 2.2.2.2) après avoir introduit une variable auxiliaire notée
z et une contrainte d’égalité menant au problème suivant :
1. On pourrait généraliser cette approche en conservant les atomes associés à un signal d’anomalie de norme
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s.c. z = xC. (2.33)
Le Lagrangien augmenté associé au problème (2.33) est donné par
LA(xC, z, eC,m, µ) =
1






‖eC,k‖2 + mTC(z − xC) +
µC
2 ‖z − xC‖
2
2 (2.34)
où m est un vecteur contenant les multiplicateurs de Lagrange et µ est un paramètre de
régularisation fixant le niveau de pénalité de l’écart entre z et xC par rapport à la contrainte
d’égalité. Les mises à jour des composantes xC, z et m à l’itération i + 1 sont détaillées ci-
dessous
• Mise à jour de xC :
La mise à jour de xC découle du problème de minimisation suivant
x̂i+1C = arg minxC
1
2‖yC −ΦMxC − e
i
C‖22 + miC(zi − xC) +
µiC
2 ‖z
i − xC‖22. (2.35)
De simples calculs algébriques mènent à la solution suivante
x̂i+1C = (ΦMΦ
T
M + µiCI)−1(ΦTM(yC − eiC) + miC + µiCzk) (2.36)
• Mise à jour de z :
La mise à jour de z est issue du problème de minimisation suivant
ẑi+1 = arg min
z
aC‖z‖1 + (miC)T (z − xi+1C ) +
µiC





La solution du problème (2.37) est donnée par l’opérateur de seuillage par élément tel que
zi+1k = Sγi+1(g
i+1




k respectivement la kème composante de zi+1 et gi+1,
gi+1 = xi+1 − 1
µi









0 si |gi+1k | ≤ γi+1





• Mise à jour de eC :
La mise à jour du signal d’anomalie continu est identique à celle du signal d’anomalie discret
et revient à résoudre le problème de minimisation suivant
êi+1C = arg mineC
1
2 ‖ y −Φx
i+1 − e ‖22 + b
KC∑
k=1
‖ eC,k ‖2 . (2.39)
De manière analogue au problème d’estimation parcimonieuse discret, la solution du pro-
blème (2.39) est donnée par l’opérateur de seuillage par groupe êC = TbC(h
i+1
C ), avec h
i+1
C =
yC −ΦCx̂i+1C (la définition de l’opérateur d seuillage par groupe est donnée dans la section
précédente).
• Mise à jour de m :
La mise à jour de m est donnée par
m̂i+1 = mi + µi(zi+1 − xi+1). (2.40)
La résolution du problème d’estimation parcimonieuse continu (2.29) par l’algorithme ADMM
est détaillée dans Boyd et al. (2011) et résumée dans l’algorithme 2. La convergence de l’algo-
rithme ADMM est assurée si le Lagrangien augmenté à minimiser est convexe. Cette condition
est satisfaite ici étant donné que (2.34) est une somme de fonctions convexes positives Boyd
et al. (2011); Eckstein and Bertsekas (1992) .
Algorithm 2 x̂, ê, ẑ =ADMM(y,Φ)
Initialiser i=1, z0, e0,m0, µ0, ρ, aC, bC
repeat
xi+1 = (ΦTΦ + µiI)−1[ΦT (y − ei) + mi + µizi]
zi+1 = Sγi+1(xi+1 − 1µi m
i), γ = a
µi
ei+1 = Tb(y −Φx)




2.3.3.3 Règle de décision
Un score d’anomalie, noté s(y) est défini à partir des signaux d’anomalies êD et êC tel
que
s(y) =
−1 si ‖êD‖2 > 0 (i.e.,M = ∅)‖ êC ‖2 sinon. (2.41)
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La règle de décision appliquée au score est la suivante
Anomalie détectée si

s(y) = −1 (anomalie discrète)
ou
s(y) > SPFA (anomalie continue/multivariée)
(2.42)
où SPFA est un seuil fixé par l’utilisateur. Ce seuil peut être déterminé à l’aide de carac-
téristiques opérationnelles du récepteur (CORs) si une vérité terrain est disponible, ou par
l’expert de manière à respecter certaines contraintes relatives aux non-détections ou aux
fausses alarmes. L’algorithme ADDICT est résumé dans l’algorithme 3
Algorithm 3 x̂D, êD, x̂C , êC ,M=ADDICT(y,Φ)
1- Estimation parcimonieuse discrète et sélection d’atomes






M = {l ∈ {1, ..., L}|‖êD,l‖2 = 0}
Une anomalie discrète est détectée siM = ∅
2- Estimation parcimonieuse continue si M 6= ∅
ΦM = {ΦC,l | l ∈M}
êC, x̂C, z = ADMM(yC ,ΦM)
Une anomalie continue ou multivariée est détectée si ‖êC‖2 > SPFA
Notons que, étant donnée la structure par groupe des signaux d’anomalies êD et êC, la
détection d’anomalies peut être découplée en KD et KC sous problèmes et la règle de décision
peut être appliquée paramètre par paramètre à partir des signaux êD,k, k = 1, ...,KD et
êC,k, k = 1, ...,KC.
2.3.4 Option d’invariance par translation
Figure 2.5 – (a) signal discret d’intérêt yD et atome du dictionnaire φD,l, (b) signal discret d’intérêt yD
et atome du dictionnaire φD,l décalé de 1.
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L’algorithme ADDICT intègre une option d’invariance par translation permettant de ré-
gler un éventuel problème de décalage temporel entre le signal étudié et les atomes du diction-
naire. L’idée est de construire un dictionnaire redondant en appliquant des décalages à tous
les atomes du dictionnaire. En d’autres termes, chaque atome φl est décalé de τ instants pour
créer un nouvel atome φl−τ , avec τ ∈ {−τmax,−(τmax − 1), ...,−1, 0, 1, ..., τmax − 1, τmax}. Le
décalage maximal τmax est fixé par l’utilisateur. En activant l’option d’invariance par trans-
lation, la taille du dictionnaire augmente (le nombre d’atomes passe de L à 2Lτmax +L) ainsi
que la complexité de calcul. Pour cette dernière raison, l’option n’a été appliquée dans ces
travaux qu’aux données discrètes. L’intérêt de cette option est illustré par la figure 2.5 qui
représente un signal discret (signal bleu) et un atome du dictionnaire discret (signal orange)
lorsque l’option n’est pas activée (a) et lorsque qu’elle est activée et que l’atome est décalé
de τmax = 1 (b). Dans le premier cas (a),il apparaît que la différence entre les deux signaux
(‖yD−φD,l) est élevée et donc que l’atome φD,l ne peut être sélectionné que pour une valeur
suffisamment grande de l’hyperparamètre bD. Or, comme nous avons pu l’évoquer plus haut,
le choix d’une trop grande valeur pour cet hyperparamètre peut compromettre la détection
des anomalies. En recanche, en activant l’option d’invariance par translation et en décalant
l’atome φD,l de 1 (b), les deux signaux yD et φD,l sont presque égaux et l’atome discret pourra
être sélectionné même pour une faible valeur de bD. Cette option est donc intéressante car
elle assure une sélection plus exhaustive d’atomes et permet ainsi d’améliorer l’estimation des
signaux et la détection d’anomalies.
2.3.5 Résultats expérimentaux
2.3.5.1 Apprentissage de dictionnaire
Il est évident que la qualité de l’estimation des données et par conséquent les performances
de détection d’anomalies de l’algorithme ADDICT reposent en grande partie sur le diction-
naire. Malheureusement, l’apprentissage de dictionnaires de données mixtes est un problème
qui a été encore peu exploré et les méthodes classiques d’apprentissage de dictionnaires tels
que les algorithmes K-SVD ou ODL (voir section 2.2.7 et annexe A.1 et A.2) ne permettent
pas d’apprendre des atomes discrets, ou des atomes ayant certaines de leurs composantes dis-
crètes. L’apprentissage de dictionnaire à partir de données mixtes et un sujet très intéressant
qui mériterait d’être étudié dans le futur. Dans ces travaux, les premières expérimentations
ont été réalisées à partir d’un dictionnaire composé de L atomes sélectionnés parmi les signaux
sains de l’ensemble d’apprentissage. Dans un premier temps, le dictionnaire est initialisé en
sélectionnant de manière aléatoire L signaux d’apprentissage. Les signaux continus issus des
signaux mixtes non sélectionnés sont ensuite décomposés sur le dictionnaire continu initialisé
en résolvant le problème LASSO (2.9) à l’aide de l’algorithme ADMM (voir section 2.2.2.2).
Les L signaux dont l’erreur d’estimation est la plus élevée sont sélectionnés. Ce processus
est répété 100 fois et les L signaux qui ont été les plus souvent sélectionnés constituent les
atomes du dictionnaire mixte noté Φ. Cette stratégie de construction du dictionnaire est ins-
pirée de l’implémentation du célèbre algorithme K-SVD pour lequel les auteurs préconisent
par exemple d’éliminer à chaque itération les atomes trop corrélés ou les atomes les moins
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utilisés et de les remplacer par les signaux d’apprentissage les moins bien représentés. Ces
astuces permettraient souvent d’éviter les minimas locaux et le sur-apprentissage.












Figure 2.6 – Extraits des signaux d’apprentissage issus de 10 paramètres de télémesure dont 3 paramètres
discrets (1 à 3) et 7 paramètres continus (4 à 10).
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Afin d’évaluer les performances de l’algorithme proposé, des tests ont pu être menés sur
de données réelles de télémesure satellite. On considère dans ces expérimentations K = 10
paramètres de télémesure dont KD = 3 paramètres discrets décrivant le mode de fonction-
nement (ON/OFF) d’équipements et KC = 7 paramètres continus. Le dictionnaire Φ a été
construit à partir de deux mois de télémesure nominale (sans anomalie), ce qui représente,
après pré-traitement, environ 30000 signaux mixtes pour l’apprentissage. Le pré-traitement
évoqué correspond au pré-traitement ADDICT (voir section 2.3.1) appliqué avec une taille de
fenêtre fixée à W = 50 (la dimension des signaux mixtes est alors de N = 500) et un décalage
de chevauchement fixé à δ = 5. Pour une fréquence d’échantillonnage classique de 1/32Hz,
cela signifie que le signal mixte correspond à la concaténation des 10 signaux acquis sur une
même période d’environ 26 minutes (50*32 secondes). Un extrait de télémesure des différents
paramètres étudiés associé à un fonctionnement normal du satellite est représenté dans la
figure 2.6 dans laquelle les trois premiers signaux correspondent aux paramètres discrets et
les 7 derniers aux paramètres continus. Pour la détection et l’évaluation des performances,
une base d’anomalies a été construite. Il s’agit d’une base de test dont la vérité terrain est
connue et qui se compose d’anomalies réelles ou fictives identifiées par des experts. Cette base
compte 1000 signaux mixtes de test dont 90 sont affectés par une anomalie. Les signaux affec-
tés peuvent être regroupés en 7 périodes d’anomalies représentées dans la figure 4.1 (cadres
rouges). Chaque période d’anomalies peut contenir un ou plusieurs signaux mixtes anormaux
contigus. Elles constituent la vérité terrain sur laquelle nous allons pouvoir nous appuyer pour
évaluer les performances de l’algorithme. La base d’anomalies étudiée se compose d’anomalies
très diverses telles que des anomalies locales (figure 4.1 #3 et #5), des anomalies collectives
observées sur des paramètres discrets et continus (figure 4.1 #1, #2 et #4), des anomalies
contextuelles univariées (figure 4.1 #6) ou encore des anomalies multivariées (figure 4.1 #4
et #7). La première anomalie multivariée étudiée ici correspond à une désynchronisation du
fonctionnement de deux paramètres discrets décrivant le mode de fonctionnement (ON/OFF)
de deux équipements. Cette anomalie peut également être vue comme une anomalie collec-
tive si l’on considère uniquement la durée anomale en position "ON" de l’équipement dont le
fonctionnement est décrit par le signal du haut dans la figure 4.1 #4. La deuxième anomalie
multivariée implique un paramètre continu et un paramètre discret. En fonctionnement nor-
mal (à l’extérieur du cadre rouge), on constate que la variance des données acquises pour le
paramètre continu chute lorsque que l’équipement est actif. Ce phénomène n’est pas observé

















Figure 2.7 – Périodes d’anomalies de la vérité terrain composée de 7 périodes d’anomalie diverses et de
durée variable. La vérité tarrain compte deux anomalies locales (#3 et #5 ), trois anomalies collectives (#1 ,
#2 et #4), une anomalie contextuelle (#6) et une anomalies multivariée entre impliquant un paramètre discret
et un paramètre continus (#7) 54
2.3.5.3 Performances
Les performances de détection de l’algorithme ADDICT enregistrées sur nos données de
télémesure satellite ont été comparées à celles de trois autres méthodes de l’état de l’art,
à savoir l’algorithme NOSTRADAMUS Fuertes et al. (2016), l’algorithme MPPCAD Yairi
et al. (2017) et l’algorithme OC-SVM Schölkopf et al. (2001). Ce dernier a été appliqué à
des signaux mixtes obtenus à l’aide du pré-traitement ADDICT (voir section 2.3.1). Ces trois
approches ont été présentées en détail dans la section 1.4. Les scores d’anomalies retournés
par chacune d’elles pour les différents signaux de la base d’anomalies sont représentés dans
la figure 2.8. Notons que les scores retournés par l’algorithme ADDICT (figure 2.8(d)) ont
été obtenus avec l’option d’invariance par translation inactive (i.e., τmax = 0). Les périodes
d’anomalies connues de la vérité terrain sont indiquées par les fonds rouges. Chaque période
d’anomalie est numérotée de manière à pouvoir être identifiée dans la figure 4.1.
L’analyse des scores de la figure 2.8 montre que les anomalies locales #3 et #5 sont bien
détectées par toutes les méthodes. En effet, les scores attribués aux signaux affectés par ces
anomalies sont significativement plus élevés que la moyenne. La deuxième période d’anomalie
correspondant à une anomalie collective est également bien détectée par toutes les méthodes.
En revanche, la première anomalie collective qui affecte un paramètre discret n’est détectée
que par NOSTRADAMUS. C’est également le cas de l’anomalie #4 qui affecte deux para-
mètres discrets. Cette non détection par l’algorithme MPPCAD s’explique en partie par le fait
que cette approche traite des signaux multivariés composés d’une seule mesure par paramètre
(i.e., la taille des fenêtres temporelles étudiées est égale àW = 1) alors que ce type d’anomalie
nécessite de prendre en compte des collections de mesures (voir section 1.4.4.1 pour plus de
d’étails sur le méthode MPPCAD).
D’une manière générale, il apparaît que les anomalies observées sur les paramètres discrets sont
moins bien détectées par les méthodes de détection d’anomalies multivariées et l’algorithme
ADDICT ne fait pas exception. Cependant, rappelons que dans ces premiers tests l’option
d’invariance par translation de l’algorithme ADDICT n’a pas été activée. La période d’ano-
malie #6 est une anomalie contextuelle univariée qui touche un paramètre continu. Elle n’est
détectée que par l’algorithme ADDICT. La non-détection de cette anomalie par la méthode
MPPCAD s’explique par les mêmes arguments que ceux avancés pour la non détection de
l’anomalie collective #4. Par ailleurs, cette anomalie n’est pas détectée par NOSTRADAMUS
car elle n’affecte pas de manière significative les statistiques qui composent le vecteur d’en-
trée de cet algorithme (voir le pré-traitement NOSTRADAMUS détaillé à la section 1.4.3.3).
L’anomalie #7 correspondant à une anomalie multivariée est bien détectée par l’algorithme
ADDICT et par l’algorithme OC-SVM. La non détection de cette anomalie par l’algorithme
MPPCAD est moins nette. Enfin, la non-détection de cette anomalie par NOSTRADAMUS
était prévisible car cette méthode est univariée et traite les paramètres indépendamment les
uns des autres. Cette approche ne permet donc pas de prendre en compte les relations entres
les paramètres et d’y détecter tout changement.
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Figure 2.8 – Comparaison de scores d’anomalie retournés pour les différents signaux tests de la base
d’anomalies par les algorithmes NOSTRADAMUS, OC-SVM, MPCCAD et ADDICT pour lequel l’option
d’invariance par translation n’a pas été activée. La vérité terrain est représentée par les fonds rouges. Chaque
période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure 4.1.
56
Figure 2.9 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
ADDICT (avec l’option d’invariance par translation active et τmax = 5), NOSTRADAMUS, MPPCAD et
OC-SVM.
Table 2.1 – Résultats de détection en termes de probabilité de détection (PD), de probabilité de fausse
alarme (PFA) et d’aire sous la courbe COR (AUC) de l’algorithme OC-SVM, MPPCAD, NOSTRADAMUS
et ADDICT avec l’option d’invariance par translation inactive (τmax = 0) et active (avec τmax = 5). Le seuil
SPFA correspond au seuil pour lequel le couple (PFA,PD) est le plus proche du point optimal (0,1).
Méthode SPFA PD PFA AUC
OC-SVM 0.0016 89% 12.3% 0.94113
MPPCAD 12 80% 13% 0.8779
NOSTRADAMUS 29 79.6% 6% 0.88
ADDICT (τmax = 0) 3.8 84.6% 9.8% 0.9246
ADDICT (τmax = 5) 3.7 89% 10.2% 0.937
Les performances de détection en termes de probabilité de détection PD et de probabilité
de fausse alarme PFA calculées pour les différentes méthodes évaluées sur notre base d’ano-
malies sont représentées sous forme de courbes CORs dans la figure 2.9. La courbe COR d’un
détecteur représente les probabilités de détections (en ordonné) et les probabilités de fausses
alarmes (en abscisses) estimées pour tous les seuils de détection. Elle ne peut être calculée
que si une vérité terrain est disponible. Les résultats présentés dans la figure 2.9 décrivent
les meilleures performances enregistrées sur nos données pour chacune des méthodes étudiées
et sont associés à un réglage optimal de leurs hyperparamètres obtenus à l’aide de la vérité
terrain. Notons qu’une méthode de réglage automatique des hyperparamètres ADDICT sera
détaillée à la section 2.5. Quelques résultats quantitatifs, résumés dans la table 2.1 où le seuil
SPFA correspond au seuil pour lequel le couple (PFA,PD) est le plus proche du point optimal
(0,1), mènent aux conclusions suivantes :
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• L’algorithme MPPCAD retourne peu de fausses alarmes mais ne détecte que les anoma-
lies locales présentes dans la base d’anomalies étudiée. Il serait intéressant d’appliquer
cette méthode à des fenêtres temporelles de plus grande taille (queW = 1) pour tenter
de détecter les autres anomalies.
• L’algorithme NOSTRADAMUS détecte la majorité des anomalies univariées mais re-
tourne de nombreuses fausses alarmes. Cette étude confirme le fait qu’un traitement
indépendant des différents paramètres (comme c’est le cas de la méthode NOSTRA-
DAMUS) ne permet pas de détecter les anomalies multivariées.
• L’algorithme OC-SVM appliqué à des signaux mixtes détecte la plupart des anomalies
univariées qui affectent des paramètres continus et l’anomalie multivariée qui touche un
paramètre discret et un paramètre continu. Cependant aucune des anomalies de notre
base qui affecte uniquement des paramètres discrets n’est détectée par cette méthode.
• Les résultats obtenus avec l’algorithme ADDICT sont très encourageants notamment
lorsque l’option d’invariance par translation est activée.
Comme nous avons pu le voir précédemment, l’algorithme de détection d’anomalies AD-
DICT repose sur l’étude des signaux d’anomalies discret êD et continu êC. Comme évoqué à
la section 2.3.1, la structure par groupe de ces signaux permet de découpler la détection en
KD et KC détections et la règle de décision peut être appliquée paramètre par paramètre.
La figure 2.10 représente les scores univariés, calculés pour chaque paramètre à partir des
sous-signaux êk, k = 1, ...,K. Les périodes d’anomalie connues de la vérité terrain sont indi-
quées par les fonds rouges. Chaque période d’anomalie est numérotée de manière à pouvoir
être identifiée dans la figure 4.1. L’analyse de ces scores peut constituer un point de départ
à l’investigation en cas de détection par l’algorithme ADDICT, notamment pour identifier
les paramètres affectés par l’anomalie. En effet, au regard de la figure 2.10, il apparaît que
les scores des différents paramètres sont bien supérieurs à la moyenne, ou négatifs, presque
exclusivement lorsque qu’ils sont touchés par une anomalie. Par ailleurs, cette représentation
met en évidence les relations, parfois méconnues, qui peuvent exister entre les paramètres.
En effet, on observe que les scores attribués aux paramètre 2 et 3 sont très corrélés, de même
que les scores attribués aux paramètres 4 et 5. La nature des relations qu’entretiennent ces
paramètres est visible à la figure 2.6.
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Figure 2.10 – Scores d’anomalie univariés retournés par l’algorithme ADDICT lorsque l’option d’invariance
par translation est activée avec τmax = 5.
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2.3.5.4 Option d’invariance par translation
Cette section s’intéresse à l’option d’invariance par translation qui a été intégrée à l’al-
gorithme ADDICT afin de corriger les éventuels décalages temporels entres les atomes du
dictionnaire et les signaux tests. La figure 2.11 représente les scores retournés par l’algo-
rithme ADDICT pour les signaux de la base d’anomalies lorsque l’option d’invariance par
translation est activée avec une invariance maximale fixée à τmax = 5. Les périodes d’anoma-
lies connues de la vérité terrain sont indiquées par les fonds rouges. Chaque période d’anomalie
est numérotée de manière à pouvoir être identifiée dans la figure 4.1. On observe que toutes
les anomalies de la base sont bien détectées notamment les anomalies #1 et #4 qui affectent
des paramètres discrets. Ces anomalies ne sont pas détectées lorsque l’option n’est pas activée
(voir figure 2.8 (d)). De plus, l’activation de cette option a permis de sélectionner un plus
grand nombre d’atomes et donc d’améliorer l’estimation des signaux continus nominaux et de
réduire le nombre de fausses alarmes. Ces résultats confirment l’intérêt de cette option pour
notre problème. En revanche, la question se pose de régler l’hyperparamètre τmax qui fixe
l’invariance maximale autorisée. La figure 2.12 représente les courbes CORs associées à l’al-
gorithme ADDICT pour différentes valeurs de τmax. Ces résultats montrent qu’une invariance
maximale τmax = 5 représente, pour ces données, un bon compromis en terme de perfor-
mances de détection et de complexité de calcul (plus τmax est élevé, plus le temps d’exécution
est important).
Figure 2.11 – Scores d’anomalie retournés par l’algorithme ADDICT lorsque l’option d’invariance par
translation est active avec τmax = 5. La vérité terrain est représentée par les fonds rouges. Chaque période
d’anomalie est numérotée de manière à pouvoir être identifiée dans la figure 4.1.
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Figure 2.12 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
ADDICT pour plusieurs valeurs du paramètre τmax.
2.3.5.5 Choix du nombre d’atomes
Tout comme la construction du dictionnaire, le choix du nombre d’atomes qui le com-
pose est important car il influence les performances du détecteur. De manière intuitive, plus
le nombre d’atomes dans le dictionnaire est élevé, meilleure est la représentation des si-
gnaux nominaux et plus faible est la probabilité de fausse alarme. Cependant, plus le nombre
d’atomes du dictionnaire est élevé, plus la complexité de calcul est importante. Le choix du
nombre d’atomes représente donc un compromis entre qualité d’estimation et complexité de
calcul. La figure 2.13 représente les probabilités de détection PD et les probabilités de fausses
alarmes PFA retournées par l’algorithme ADDICT pour les signaux de notre base d’anomalies
en faisant varier le nombre d’atomes du dictionnaire. Pour chaque valeur du nombre d’atomes,
le dictionnaire a été construit à partir de signaux sains (sans anomalie) selon la procédure
détaillée à la section 2.3.5.1. Les couples (PFA,PD) représentés ici pour chaque valeur du
nombre d’atomes ont été déterminés à l’aide de la vérité terrain disponible. Dans un premier
temps, les performances de détection s’améliorent à mesure que le nombre d’atomes du dic-
tionnaire augmente. Par exemple, avec dictionnaire de 100 atomes il faut accepter un taux
de fausses alarmes de 26% pour pouvoir détecter 77, 78% des anomalies alors que l’utilisation
d’un dictionnaire de 2000 atomes permet d’atteindre une probabilité de détection PD de 89%
et un probabilité de fausse alarme PFA de 10.2%. Au-delà de 2000 atomes les performances
de détection ne s’améliorent pas de manière significative. Ces résultats justifient notre choix
de construire un dictionnaire composé de 2000 atomes.
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Figure 2.13 – Comparaison des performances de détection ADDICT en termes de probabilités de détection
PD et de probabilités de fausses alarmes PFA pour différentes valeurs de L, le nombre d’atomes du dictionnaire.
2.3.5.6 Normalisation des données
Lorsque l’on traite des données multivariées, il est naturel de normaliser les données afin
de les convertir vers un format standard commun et de limiter l’effet d’échelle lié à leur
hétérogénéité. L’objectif de cette section est d’étudier l’influence de la normalisation sur les
performances de détection de l’algorithme ADDICT. Deux techniques ont été explorées : la
normalisation par centrage-réduction (aussi appelé standardisation) et la normalisation Min-











où Yk ∈ RW×M est une matrice composée de signaux univariés associés au paramètre
k, k = 1, ...,K et extraits d’une matrice Y ∈ RN×M de signaux multivariés. La matrice
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Y′k ∈ RW×M est la matrice de signaux univariés associée au paramètre k obtenue par nor-
malisation de la matrice Yk. Les paramètres Ymax,k et Ymin,k correspondent aux valeurs du
maximum et du minimum de Yk et mean(Yk) et std(Yk) renvoient respectivement la moyenne
et l’écart-type calculés sur les données de Yk. Dans cette étude, les données d’apprentissage
et les données de test ont été normalisées avec les mêmes valeurs de Ymin,k,Ymax,k,mean(Yk)
et std(Yk) calculées pour chaque paramètre k sur les données d’apprentissage associées à un
fonctionnement normal du satellite. Les performances de détection de l’algorithme ADDICT
appliqué à des données normalisées selon ces deux techniques et non normalisées sont re-
présentées dans la figure 2.14 sous forme de courbes CORs. Dans les trois cas, les courbes
CORs sont associées à un réglage optimal des hyperparamètres réalisé à l’aide de la vérité
terrain. Pour nos données, la standardisation a détérioré les performances de détection. En
effet, pour atteindre une probabilité de bonne détection de 90%, il faut accepter 35.75% de
fausses alarmes avec les données standardisées contre 6.5% avec les données normalisées selon
la normalisation Min-Max et 10% avec les données non normalisées. La normalisation des
données à l’aide d’une normalisation Min-Max ou par standardisation n’a pas permis d’amé-
liorer de manière significative les performances de détection de l’algorithme ADDICT. De
plus, ces résultats sont difficiles à interpréter. Dans la suite de cette étude, nous proposons
de ne pas utiliser de normalisation.
Figure 2.14 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
ADDICT appliqué à des données normalisées selon une normalisation par centrage-réduction (Stand) et une
normalisation Min-Max (Min-Max), et à des données non normalisées.
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2.4 Les extensions ADDICT
2.4.1 L’algorithme G-ADDICT
Cette section propose de généraliser la méthode d’estimation parcimonieuse ADDICT afin
l’adapter d’avantage au cadre multivarié et de réaliser une détection d’anomalies efficace mal-
gré l’hétérogénéité des données étudiées. Pour cela nous définissons les problèmes d’estimation
parcimonieuse ADDICT généralisés comme suit
x̂D, êD = arg min
xD∈B,eD∈RND




Estimation parcimonieuse discrète généralisée
x̂C, êC = arg min
xC,eC
1
2‖yC −ΦMxC − eC‖
2




Estimation parcimonieuse continue généralisée
La stratégie proposée ici consiste à estimer les signaux d’anomalies eD et eC non plus à
l’aide d’un unique hyperparamètre par type données (bD et bC) comme c’est le cas dans la
version de base de l’algorithme ADDICT, mais à l’aide d’autant d’hyperparamètres qu’il y a
de paramètres de télémesure. La résolution des problèmes (2.45) et (2.46) par minimisation
du Lagrangien augmenté à l’aide de l’algorithme ADMM est équivalente à celles des pro-
blèmes non généralisés (2.28) et (2.29) détaillées à la section 2.3.2. Par exemple, l’estimation
à l’itération i + 1 du kème signal d’anomalie continu est donnée par l’opérateur de seuillage
par groupe (voir section 2.3.3.1) tel que êi+1C,k = TbC,k(h
i+1
C,k ), avec h
i+1
C,k le kème sous-signal de
hi+1C = yC − ΦCx̂
i+1
C . De même, l’estimation du signal d’anomalie discret est donnée par
l’opérateur de seuillage par groupe tel que êD,k = TbD,k(hD,k), avec h
i+1
C,k le kème sous-signal
de hi+1C = yD − φDx̂D. La figure 2.15 représente le score retourné par l’algorithme ADDICT
généralisé pour tous les signaux multivariés qui composent notre base d’anomalies. Les pé-
riodes d’anomalies connues de la vérité terrain sont indiquées par les fonds rouges. Chaque
période d’anomalie est numérotée de manière à pouvoir être identifiée dans la figure 4.1. Tous
les hyperparamètres ont été déterminés à l’aide de la vérité terrain disponible. On observe
que les scores obtenus sont non nuls presque exclusivement en présence d’anomalies ce qui
témoigne d’une détection d’anomalies efficace. Par ailleurs, le seuil de détection SPFA est plus
facile à déterminer que pour le modèle non généralisé. L’examen des scores univariés (calculés
pour chaque paramètre à partir des sous-signaux d’anomalie ek) représentés dans la figure 2.17
mène aux mêmes conclusions. Pour chaque période d’anomalie, l’identification des paramètres
de télémesure affectés par l’anomalie est immédiate. Une comparaison des performances de
l’algorithme ADDICT et de sa version généralisée en termes de probabilités de détection et
de probabilités de fausses alarmes peut être réalisée à travers l’étude des courbes CORs re-
présentées dans la figure 2.16. Ces résultats sont résumés dans la table 2.2 et démontrent
de l’intérêt de la généralisation du problème ADDICT pour ces données. En effet, le modèle
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ADDICT généralisé détecte 94.7% des anomalies et ne retourne que 4.6% de fausses alarmes
contre 89% de détections et 10.2% de fausses alarmes retournées par l’algorithme ADDICT.
La généralisation du problème proposée a permis d’améliorer les performances de détection
de l’algorithme ADDICT grâce à une parcimonie plus adaptée au cadre multivarié du fait
de l’introduction d’hyperparamètres bien choisis. La détection d’anomalies est moins soumise
à l’effet d’échelle lié à l’hétérogénéité des données traitées, ce qui engendre des résultats de
détection intéressants. Cependant, le modèle généralisé impose de régler un grand nombre
d’hyperparamètres. Selon le nombre de paramètres de télémesure étudiés et la disponibilité
d’une vérité terrain, le réglage de ces hyperparamètres peut s’avérer très difficile. Plusieurs
méthodes de réglage de ces hyperparamètres seront présentées et discutées dans la section 2.4
dédiée à ce problème.
Figure 2.15 – Scores d’anomalie retournés par l’algorithme ADDICT généralisé avec l’option d’invariance
par translation active et τmax = 5. La vérité terrain est représentée par les fonds rouges.Chaque période
d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure 4.1
Table 2.2 – Résultats de détection en termes de probabilités de détection (PD), de probabilités de fausse
alarme (PFA) et d’aire sous la courbe COR (AUC) de l’algorithme ADDICT et de sa version généralisée.
Méthode SPFA PD PFA AUC
ADDICT 3.7 89% 10.2% 0.937
G-ADDICT ε > 0 93.6% 3.3% 0.9775
65
Figure 2.16 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
les algorithmes ADDICT et G-ADDICT.
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Figure 2.17 – Scores d’anomalies paramètre par paramètre retournés pas l’algorithme ADDICT généralisé
avec l’option d’invariance par translation active. La vérité terrain est représentée par les fonds rouges.Chaque
période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure 4.1.
2.4.2 L’algorithme W-ADDICT
Inspiré des algorithmes Reweighted-`1 et Group-LASSO, l’algorithme Weighted-ADDICT
(W-ADDICT) est une extension pondérée de l’algorithme ADDICT. Il a l’avantage de per-
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mettre l’intégration d’informations externes par l’intermédiaire d’une pondération appropriée
permettant d’améliorer les performances de détection obtenues avec ADDICT. L’intérêt d’une
telle extension a été étudié dans ces travaux pour l’estimation parcimonieuse de signaux conti-
nus à travers un exemple simple d’information externe issue du coefficient de corrélation entre
le signal testé et sa décomposition sur le dictionnaire. Ces travaux ont fait l’objet de deux
communications Pilastre et al. (2019b,c).
2.4.2.1 Formulation du problème
Figure 2.18 – Illustration de la stratégie de décomposition W-ADDICT.
La méthode de détection d’anomalies ADDICT pour un signal de données continues multi-
variées y ∈ RN repose sur l’erreur d’estimation issue de sa décomposition sur un dictionnaire.
L’algorithme W-ADDICT propose d’améliorer la détection en intégrant de l’information ex-
terne issue de la connaissance métier ou d’autres indicateurs de présence d’anomalies que
l’erreur d’estimation. L’objectif principal de cette extension est de limiter les fausses alarmes
retournées par l’algorithme ADDICT. Les fausses alarmes observées sur nos données de test
sont exclusivement associées à des paramètres continus. Pour cette raison, l’algorithme W-
ADDICT présenté ici traite uniquement des données continus. Cependant, une telle extension
peut également être appliquée à des données discrètes. Le modèle de représentation parcimo-
nieuse pondérée proposé ici pour la détection d’anomalies multivariées attribue un poids par
groupe, en considérant ici qu’un groupe réunit l’ensemble des mesures associées à un paramètre
de télémesure donné. Les poids seront actualisés à chaque itération comme dans l’algorithme










où y ∈ RN est un signal multivarié de tailleN composé des dernières mesures deK paramètres
continus de télémesure satellite, Φ ∈ RN×L est un dictionnaire connu composé de L atomes
(formant les colonnes de Φ), x ∈ RL est un vecteur parcimonieux de coefficients, e ∈ RN est
un vecteur d’anomalie et b ∈ RN est un bruit additif. Étant donné le cadre multivarié dans
lequel nous nous plaçons et le pré-traitement appliqué (voir section 2.3.1.1), le signal test y,
ainsi que le signal d’anomalie e peuvent être divisés en K sous-signaux, où K correspond au
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nombre de paramètres étudiés, i.e., y = [yT1 , ...,yTK ]T et e = [eT1 , ..., eTK ]T , k = 1, ...,K. La
décomposition W-ADDICT associée au problème (2.47) est présentée de façon schématique
dans la figure 2.18. Le problème (2.47) peut être résolu par l’algorithme ADMM après avoir




2 ‖ y −Φx− e ‖
2
2 +a ‖ z ‖1 +b
K∑
k=1
wk ‖ ek ‖2 s.c. z = x. (2.48)
Le lagrangien augmenté associé au problème (2.48) est défini par
LA(x, z, e,m, µ) =
1
2 ‖ y −Φx− e ‖
2




wk ‖ ek ‖2 +mT (z − x) +
µ
2 ‖ z − x ‖
2
2 . (2.49)
La minimisation du Lagrangien augmenté pour la mise à jour des variables x et z mène
aux mêmes expressions que celles obtenues pour les mises à jour des variables xC et z de
l’algorithme ADDICT (voir section 2.3.1.3). Les poids wk, k = 1, ...,K interviennent dans la
mise à jour du signal d’anomalie e. Son expression à l’itération i+1 est obtenue par la solution
du problème suivant




i+1 − e ‖22 + b
K∑
k=1
wk ‖ ek ‖2 (2.50)
où hi+1 = y−Φxi+1. Le problème (2.50) peut être découplé enK sous-problèmes qui estiment
les sous-vecteurs ei+1k séparément




k − ek ‖
2
2 + bwk ‖ ek ‖2 . (2.51)
De manière analogue à l’algorithme non pondéré, la solution du problème (2.51) est donnée
par l’opérateur de seuillage par groupe êi+1k = Tbwk(h
i+1
k ), avec h
i+1










hi+1k si ‖ h
i+1
k ‖22 > bwk
0 sinon.
(2.52)
L’opérateur Tbwk fonde l’estimation des signaux d’anomalies ek sur l’erreur d’estimation don-
née par ‖hk‖2 et fait intervenir les poids de manière à favoriser la détection lorsque wk est
inférieur à 1 et inversement à limiter la détection lorsque wk est supérieur à 1 (quand wk est
supérieur à 1, la première inégalité est plus difficile à respecter d’où un signal d’anomalie êk
plus souvent égal à 0).
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2.4.2.2 Construction des poids
L’étude des résultats retournés par l’algorithme ADDICT sur les données de télémesure
satellite présentées à la section 2.3.5 a permis d’examiner les erreurs commises, à savoir
les anomalies de la vérité terrain qui n’ont pas été détectées et les anomalies détectées sur
des signaux sains (fausses alarmes). La figure 2.19 représente pour deux paramètres k et
k′ différents, les signaux yk et yk′ associés à ces détections ainsi que leur reconstruction
[Φx̂]k et [Φx̂]k′ obtenues par décomposition sur le dictionnaire. Cette figure présente un
exemple d’anomalie non détectée (a) et un exemple d’anomalie détectée à tort (b). Dans le
premier cas (a), il apparaît nettement que le signal yk n’a pas pu être estimé correctement
par décomposition sur le dictionnaire. Ce constat visuel est confirmé par la faible valeur du
coefficient de corrélation (estimée à 0.14) entre ce dernier et sa reconstruction. Cependant,
étant données les petites valeurs prises par le paramètre k, l’erreur d’estimation estimée
est faible et ne permet pas la détection. Dans le deuxième cas (b), le signal testé yk′ et sa
reconstruction [Φx̂]k′ ont la même allure. Le coefficient de corrélation enregistré entre les deux
signaux est d’ailleurs de 0.98. Cependant, l’amplitude du signal yk′ est telle que la valeur de
l’erreur d’estimation (estimée à 2.88) favorise, à tort, la détection d’une anomalie. Au regard
de ces éléments, c’est tout naturellement que nous nous sommes intéressés à l’intérêt du
coefficient de corrélation comme indicateur de la présence d’anomalies, en supposant que plus
la valeur du coefficient de corrélation entre le signal testé et sa reconstruction est faible, plus
la probabilité que les données soient affectées par une anomalies est élevée.
Figure 2.19 – Illustration d’une anomalie non détectée et d’une anomalie détectée à tort par l’algorithme
ADDICT à travers la représentation d’un signal yk affecté par une anomalie (a) et d’un signal yk′ sain (b) et
de leur reconstruction [Φx̂]k et [Φx̂]k′ .
Comme nous avons pu le voir dans la section précédente, les poids wk, k = 1, ...,K inter-
viennent dans l’estimation des signaux ek. La détection d’anomalie pour le paramètre k, est
pénalisée si le poids associé wk est élevé et est favorisée si ce poids est faible. De manière à
respecter cette propriété, nous proposons de considérer la fonction suivante
fα : [−1, 1] → R+
ck 7→ wk = 1((1+α)−ck)2
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qui est une fonction croissante de ck, où ck est le coefficient de corrélation entre le signal
testé du paramètre k considéré et sa reconstruction, et α est un paramètre fixé. Le choix
de cette fonction f est motivé par le fait que c’est une fonction simple qui ne dépend que
d’un paramètre α. Notons que pour ck = α, on a wk = 1 (ce qui correspond à l’algorithme
non pondéré), que pour ck < α, on a wk < 1 (l’algorithme pondéré favorise la présence
d’une anomalie par rapport à l’algorithme non pondéré), et enfin que pour ck > α, on a
wk > 1 (l’algorithme pondéré limite la présence d’une anomalie par rapport à l’algorithme
non pondéré). De plus, nous avons observé que faire varier α dans l’intervalle ] − 1,+1[
était suffisant dans nos applications pratiques. Un exemple de représentation graphique de la
fonction fα pour ck ∈]− 1,+1[ et α = 0.8 est représenté dans la figure 2.20.
Figure 2.20 – Fonction de construction des poids utilisée dans l’algorithme W-ADDICT.
2.4.2.3 Résultats expérimentaux
L’algorithme ADDICT et sa version pondérée W-ADDICT ont été évaluées à l’aide d’une
base de données composée de 7 paramètres de télémesure satellite continus affectés par des
anomalies connues. Le dictionnaire a été appris à l’aide de l’algorithme K-SVD Aharon et al.
(2006) à partir de deux mois de télémesures décrivant un fonctionnement normal du système.
Les données de test se composent de 1000 signaux dont 82 sont affectés par une anomalie et
répertoriés dans la vérité terrain. Les anomalies ont été observées sur 5 périodes de différentes
durées. Les 5 périodes d’anomalies sont visibles dans la figure 2.21.
Les périodes d’anomalie connues de la vérité terrain sont indiquées par les fonds rouges.
Chaque période d’anomalie est numérotée de manière à pouvoir être identifiée dans la figure
2.21. Les seuils de détection donnés dans la table 2.3 sont représentés par les droites hori-
zontales rouges et ont été fixés à l’aide de courbes CORs calculées grâce à la vérité terrain.
On observe que des scores supérieurs à la moyenne ont été retournés pour toutes les périodes
anomalies, ce qui témoigne d’une détection efficace des anomalies et notamment de l’anomalie
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multivariée correspondant à l’anomalie #5 visible dans la figure 2.21. D’une manière générale,
on observe que l’intégration de l’information portée par le coefficient de corrélation entre entre
chaque signal et sa reconstruction (par l’intermédiaire d’une pondération adaptée) a permis
de fait un grande majorité des scores retournés. De plus, il est désomrais possible de détermi-
ner une seuil de détection pour lequel certains scores en dehors des périodes d’anomalies sont
inférieurs et donc de limiter les fausses alarmes. C’est le cas par exemple des signaux tests
237, 535 et 921 repérables par des flèches bleues. Certaines fausses alarmes subsistent encore
















Figure 2.21 – Anomalies univariées (1,2,3,4) et multivariée (5) affectant des paramètres continues de
télémesure satellites.
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Les performances de détection en termes de probabilités de détection (PD) et de proba-
bilités de fausses alarmes (PFA) sont représentées sous forme de courbes CORs dans la figure
2.24. Pour chacune des méthodes, la courbe COR est associée à un réglage optimal des hy-
perparamètres obtenus à l’aide de la vérité terrain. Au regard des deux courbes CORs, le
gain apporté par la pondération semble marginal. Cependant, si l’on s’intéresse aux résultats
reportés dans la table 2.3, on observe que la probabilité de fausse alarme est passée de 9.84%
pour le modèle non pondéré à 3.06% pour le modèle pondéré pour une probabilité de détec-
tion de plus de 90%. La réduction de la probabilité de fausse alarme représente un enjeux
opérationnel important de mobilisation de ressources car chaque anomalie détectée doit être
examinée par les experts afin de determiner s’il s’agit réellement d’une anomalies ou d’une
fausse alarme. Cette section montre que l’introduction d’information externe est intéressante
pour réduire le nombre de fausses alarmes.
Figure 2.22 – représentation des scores d’anomalie retournés par l’algorithme ADDICT pour les signaux
de la base d’anomalies. La vérité terrain est représentée par les fonds rouges et est numérotée de manière à
pouvoir être identifiée dans la figure 2.21. Le seuil de détection a été déterminé à l’aide de courbes CORs et
est représenté par une droite horizontale rouge. Certaines fausses alarmes sont identifiables par leur index et
repérables par une flèche bleue.
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Figure 2.23 – Représentation des scores d’anomalie retournés par l’algorithme W-ADDICT pour les signaux
de la base d’anomalies. La vérité terrain est représentée par les fonds rouges et est numérotée de manière à
pouvoir être identifiée dans la figure 2.21. Le seuil de détection a été déterminé à l’aide de courbes CORs et
est représenté par une droite horizontale rouge. Certaines fausses alarmes sont identifiables par leur index et
repérables par une flèche bleue.
Figure 2.24 – Comparaison des courbes CORs calculées à partir des résultats de détection retournés par
l’algorithme ADDICT et sa version pondérée W-ADDICT.
Table 2.3 – Résultats de détection en termes de probabilité de détection (PD), de probabilité de fausses
alarmes (PFA) et d’aire sous la courbe COR (AUC) pour l’algorithme ADDICT et sa version pondérée W-
ADDICT.
Méthode Seuil PD PFA AUC
ADDICT 4.7 90.48% 9.84% 0.937
W-ADDICT 3.9 90.48% 3.06% 0.96
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2.5 Réglage des hyperparamètres
2.5.1 Les hyperparamètres de l’algorithme ADDICT
Figure 2.25 – Comparaison des courbes CORs calculées à partir des résultats de détection retournés par
l’algorithme ADDICT en faisant varier la valeur de aC (a) et en faisant varier la valeur de bC (b).
L’algorithme ADDICT dans sa version de base compte trois hyperparamètres, à savoir bD,
aC, bC, et un seuil de détection SPFA. Ce dernier dépend de la probabilité de fausse alarme fixée
par l’utilisateur. Le choix du seuil de détection est souvent lié au contexte d’application car il
représente un compromis entre détection et fausses alarmes. Au regard des résultats présentés
par la figure 2.25 il est évident que les hyperparamètres aC et bC intervenant dans l’estimation
parcimonieuse des données continues influencent les performances de détection. Il en est de
même pour l’hyperparamètre bD qui intervient dans le problème d’estimation parcimonieuse
des données discrètes. La figure 2.26 représente les scores associés aux courbes CORs de la
figure 2.25 (a) qui décrivent les performances de détection de l’algorithme ADDICT pour
plusieurs valeurs de aC et une valeur de bC fixée à 0.8. Les périodes d’anomalies connues de la
vérité terrain sont indiquées par les fonds rouges. Chaque période d’anomalie est numérotée
de manière à pouvoir être identifiée dans la figure 4.1. On observe que plus la valeur de aC
est faible, plus les scores d’anomalies retournés sont faibles. Ceci s’explique par le fait qu’une
faible valeur de aC contraint moins la parcimonie de la combinaison linéaire qui offre alors
une meilleure estimation du signal testé. Cependant, une trop faible valeur de aC rend plus
difficile la détection des anomalies car les signaux affectés peuvent eux aussi être très bien
estimés par une combinaison linéaire peu parcimonieuse. Pour ce qui est des anomalies de
notre vérité terrain, il est clair que les performances de détection présentées dans la figure
2.25(a) se dégradent à mesure que la valeur de aC diminue. Mais d’après l’analyse des scores
de la figure 2.26 il apparaît que même avec une très faible valeur de aC, il est possible de
trouver un seuil de détection pour lequel peu de fausses alarmes sont retournées et au moins
un signal affecté par période d’anomalie est détecté. À l’inverse, une valeur trop grande de aC
impose une trop forte parcimonie de la combinaison linéaire et les signaux sains, au même titre
que les signaux affectés, sont très mal estimés. Des scores d’anomalie élevés sont retournés
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et le taux de fausse alarmes augmente. La même expérience a été réalisée en faisant varier
bC et en fixant la valeur de aC à 0.05. Les résultats sont présentés dans la figure 2.27 qui
présente les scores d’anomalies retournés et la figure 2.25 (b) qui décrit les performances de
détection de l’algorithme ADDICT sous forme de courbes CORs. On observe que pour une
trop faible valeur de bC (2.27 (a) et (b)), une proportion importante des anomalies de notre
vérité terrain n’est pas détectée. C’est le cas notamment des anomalies #1 et #6. Par ailleurs,
une trop grande valeur de ce paramètre mène à l’annulation du signal d’anomalie continu et
empêche la détection. Ces résultats témoignent de la difficulté de régler l’hyperparamètre bC
car l’intervalle de valeur pour ce paramètre permettant d’assurer la détection est a priori
inconnu. Ces résultats peuvent être extrapolés à la détection d’anomalies dans les données
discrètes même si les résultats ne sont pas présentés dans ce manuscrit.
Figure 2.26 – Comparaison de scores d’anomalie retournés par l’algorithme ADDICT pour différentes
valeurs de aC et pour bC = 0.8, bD = 4 et τmax = 5. (a) aC = 0.001, (b) aC = 0.01, (c) aC = 0.05, (d) aC = 1.5.
La vérité terrain est représentée par les fonds rouges. Chaque période d’anomalies est numérotée de manière à
pouvoir être identifiée dans la figure 4.1.
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Figure 2.27 – Comparaison de scores d’anomalie retournés par l’algorithme ADDICT pour différentes
valeurs de bC et pour aC = 0.05, bD = 4 et τmax = 5. (a) bC = 0.01, (b) bC = 0.1, (c) bC = 0.05, (d) bC = 4.
La vérité terrain est représentée par les fonds rouges. Chaque période d’anomalies est numérotée de manière à
pouvoir être identifiée dans la figure 4.1.
2.5.2 Utilisation de la vérité terrain
La base d’anomalies sur laquelle nous avons mené nos expérimentations nous a permis
de réaliser une première évaluation de la méthode proposée et de comparer ses performances
à celles d’approches concurrentes. Cette évaluation a été possible grâce à la vérité terrain
disponible à partir de laquelle des probabilités de détection et de fausse alarme ont pu être
calculées. Au delà de cela, la vérité terrain a également permis de déterminer par une recherche
exhaustive (aussi appelée méthode “grid search” d’optimisation d’hyperparamètre) la valeur
des hyperparamètres optimaux pour ces données. Le réglage des hyperparamètres par une
recherche exhaustive consiste à tester l’algorithme pour un ensemble de combinaisons de
valeurs possibles des hyperparamètres et de calculer pour chacune d’elle les performances de
l’algorithme obtenues sous forme de courbes CORs. Les courbes CORs ainsi obtenues sont
comparées entre elles afin de déterminer la combinaison d’hyperparamètres qui enregistre
les meilleures performances. Il existe de nombreuses façons de comparer des courbes CORs.
Dans cette étude, la courbe COR retenue correspond à celle admettant un seuil pour lequel
le point de coordonné (PFA,PD) est le plus proche du point optimal (0,1). Sous réserve d’une
vérité terrain suffisamment exhaustive et représentative, le réglage des hyperparamètres à
l’aide de la vérité terrain par une recherche exhaustive assure un réglage au plus juste des
hyperparamètres. Cependant la représentativité de la vérité terrain est rarement assurée. Par
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ailleurs, plus le nombre d’hyperparamètres à déterminer est important, plus la complexité de
calcul est élevée. En effet, si l’on considère par exemple 10 paramètres de télémesure et que
l’on souhaite appliquer la méthode G-ADDICT cela suppose de régler 11 hyperparamètres.
Le réglage de ces hyperparamètres à l’aide de la vérité terrain par la méthode de la recherche
exhaustive pour 20 valeurs différentes de chaque hyperparamètre à tester représente 2.048×
1014 vecteurs d’hyperparamètres à étudier. Cette méthode n’est donc pas toujours applicable.
En conclusion, la méthode de recherche exhaustive est intéressante mais nécessite d’utiliser
une base de données expertisée et elle peut conduire à une complexité calculatoire importante.
La suite de cette partie présente plusieurs méthodes permettant d’estimer les hyperparamètres
directement à partir des données.
2.5.3 Réglage automatique : OC-SDT
Cette partie présente une méthode d’estimation des hyperparamètres à partir de don-
nées saines (sans anomalie). Pour simplifier le problème, nous proposons de nous concentrer
sur les hyperparamètres bD et bC pour lesquels le réglage peut être réalisé de manière indé-
pendante. Pour ce qui est du réglage de aC, nous nous appuyons sur les résultats obtenus
à la section 2.5.1 et préconisons de choisir une faible valeur afin d’assurer la détection au
moins partielle des périodes d’anomalie. À défaut d’avoir une vérité terrain disponible, nous
supposons que nous disposons d’une quantité suffisante de données saines (sans anomalie)
pour apprendre le dictionnaire et estimer les hyperparamètres bD et bC. Initialement, ces don-
nées étaient exclusivement réservées à l’apprentissage du dictionnaire. Nous proposons ici de
découper l’ensemble de données saines en deux sous-ensembles : un sous-ensemble d’appren-
tissage utilisé pour l’apprentissage du dictionnaire et un sous-ensemble d’estimation pour le
réglage des hyperpramètres bD et bC. Notons que le sous-ensemble d’apprentissage représente
une proportion beaucoup plus importante de données que le sous-ensemble d’estimation. À
partir d’un dictionnaire appris précédemment, les signaux multivariés discrets et continus du
sous-ensemble d’estimation sont décomposés sur leur dictionnaire respectif selon la stratégie
ADDICT. Cependant, étant donné que l’on traite des données saines, le signal d’anomalie est
supposé nul. La décomposition des données d’estimation s’écrit alors
x̂D = arg min
xD∈B
‖ yD −ΦDxD ‖22 (2.53)
Estimation parcimonieuse discrète (cas sain)





2 + aC‖xC‖1 (2.54)
Estimation parcimonieuse continue (cas sain)
L’idée de cette section est d’estimer les hyperparamètres bD et bC à partir des erreurs de
reconstruction hD,i = ‖yC − ΦCx̂C‖22 et hD,i = ‖yC − ΦCx̂C‖22, i = 1, ..., I issus de la dé-
composition des signaux d’estimation discrets et continus sur les dictionnaires ΦD et ΦC. Ce
choix est motivé par le fait que l’esstimation des signaux d’anomalies eD et eC est donnée
par l’opérateur de seuillage par groupe tel que êD = TbD(hD), avec hD = yD − φDx̂D et
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êC = TbC(hC), avec hC = yC − φMx̂C. D’une manière générale, sans tenir compte de la na-
ture des données (afin de simplifier les notations) l’estimation du signal d’anomalies e associé
à un signal multivarié d’intérêt y (discret ou continu) est obtenue par l’opérateur de seuillage




‖hk‖2 hk si ‖hk‖2 > b
0 sinon
(2.55)
où hk est le kème sous-signal de h associé au kème paramètre k = 1, ...,K. L’hyperparamètre
b joue alors un rôle de seuil de manière à annuler le signal d’anomalie associé au paramètre
k si l’erreur d’estimation ‖hk‖2 est inférieur à b. Un signal d’anomalie nul suppose que le
signal associé au paramètre k a pu être correctement estimé par une combinaison linéaire
parcimonieuse des atomes du dictionnaire et donc que le paramètre n’est pas affecté par une
anomalie. L’idée des méthodes étudiées dans cette partie pour le réglage de l’hyperapramètre
b est d’étudier les erreurs d’estimation issues de la décomposition de données saines sur un dic-
tionnaire. De manière naïve, étant donnée la définition de l’opérateur de seuillage par groupe,
la première idée est d’estimer l’hyperpramètre b par le maximum des erreurs d’estimation uni-
variées ‖hi,k‖, calculées pour chaque paramètre k, k = 1, ...,K de chaque signal d’estimation
i pour i = 1, ..., I. Cependant, cette stratégie a montré quelques limitations car elle n’est pas
du tout robuste à la présence de signaux atypiques dans l’ensemble d’estimation.
2.5.3.1 Formulation du problème OC-SDT
Figure 2.28 – Illustration de la stratégie OC-SDT d’estimation des hyperparmètres.
Inspirée des méthodes OC-SVM Schölkopf et al. (2001) et SVDD Tax and Duin (2004),
l’approche proposée, appelée One-Class Support Data Thresholding (OC-SDT), est une mé-
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thode robuste d’estimation de l’hyperparamètre b. À partir de I signaux multivariés supposés
majoritairement sains, l’idée est d’estimer l’hyperparamètre b par le majorant des erreurs
d’estimation univariées ‖hi,k‖2, i = 1, ..., I, k = 1, ...,K tout en tenant compte de la présence
éventuelle de quelques signaux plus atypiques dans l’ensemble d’estimation, c’est à dire en au-
torisant quelques signaux à enregistrer une erreur d’estimation supérieure à b. Afin de limiter
la complexité de calcul, nous proposons de rechercher un seuil multivarié, noté bM, qui majore
les erreurs d’estimation multivariées ‖hi‖22 =
∑
k ‖hi,k‖22 et d’en déduire le seuil univarié b. Le
caractère robuste de la méthode proposée repose sur l’hypothèse qu’une certaine proportion
(inconnue) des signaux d’estimation ont des erreurs d’estimation supérieures à bM . D’un point







s.c. ‖hi‖22 < bM + wiξi (2.57)
ξi ≥ 0 (2.58)
où ‖hi‖22 est l’erreur d’estimation du ième signal multivarié décomposé sur le dictionnaire tel
que ‖hi‖22 < ‖hi+1‖22, i = 1, ..., I, ξi, i = 1, ..., I sont des variables ressort (slack variables en
anglais) introduites afin d’autoriser certain signaux à être mal estimés et donc à enregistrer une
erreur d’estimation supérieur au seuil bM, wi est le poids associé au ième signal d’estimation




correspond à la plus grande valeur de wi enregistrée. La stratégie proposée pour estimer le
seuil bM est illustrée par la figure 2.28 dans laquelle b∗M représentent la valeur de bM recherchée.
L’introduction des contraintes (2.57) et (2.58) dans (2.56) par la méthode des multiplicateurs
de Lagrange mène à l’expression suivante












où αi ≥ 0 et λi ≥ 0 correspondent aux multiplicateurs de Lagrange. L’annulation des dérivées









αi = 1 (2.61)
αi ∈ [0, Cwi]. (2.62)
Le problème dual obtenu est un problème simple de programmation linéaire pouvant être
résolu par l’algorithme du simplex Dantzig (1990) par exemple. Ce nouveau problème met
en lumière le rôle des poids wi et de l’hyperparamètre C. En effet, un poids élevé du ième
signal d’estimation signifie que ce dernier a été beaucoup moins bien estimé que le signal qui
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enregistre la première erreur d’estimation inférieure. Ceci peut laisser penser que malgré sa
présence dans le sous-ensemble d’estimation supposé exempt d’anomalie, ce signal ne décrit
pas réellement un fonctionnement normal du satellite. Dans un réel contexte de détection,
il doit donc être détecté par l’algorithme et la valeur du seuil bM doit alors être inférieure
à son erreur d’estimation. Par ailleurs plus le poids du ième signal est élevée, plus la valeur
retournée pour le seuil bM a de chance de correspondre à l’erreur d’estimation du signal (i-1).
L’hyperparamètre C joue également un rôle important dans l’estimation du seuil bM. En effet,
une valeur trop grande de C revient à toujours estimer le seuil par la deuxième plus forte erreur
d’estimation ‖hI−1‖22. D’autre part, plus la valeur de C sera élevée, plus le seuil bM retourné
sera élevé. Pour nos premières expérimentations, il nous a paru judicieux de déterminer C
à l’aide du poids maximal car il représente “la frontière” entre les sains et les signaux les
signaux les plus atypiques de l’ensemble de signaux d’estimation. Par cette méthode il est
possible de distinguer les signaux atypiques présents dans l’ensemble d’apprentissage sans
avoir à connaitre quelle proportion ils représentent. Enfin, notons que afin de satisfaire les
contraintes (2.61) et (2.62), l’hyperparamètre C ne peut être inférieur à 1. L’estimation du






avec K le nombre de paramètres de télémesure étudiés. La méthode OC-SDT peut également
être appliquée pour déterminer les hyperparamètres du modèle G-ADDICT. Il s’agit alors de
résoudre pour chaque paramètre k le problème (2.56) sous les contraintes (2.57) et (2.58) à
partir des erreurs d’estimation univariées (calculées pour chaque paramètre) notées ‖hi,k‖2, et
non plus à partir des erreurs ‖hi‖22. L’estimation du paramètre bk associé au kème paramètre
de télémesure est alors directement donné par résolution du problème OC-SDT pour le kème
paramètre.
2.5.3.2 Méthode concurrente : SURE
Cette section s’intéresse à une méthode concurrente de l’état de l’art permettant d’estimer
l’hyperparamètre b à l’aide de l’estimateur non biaisé de Stein ou Stein’s Unbiased Risk Esti-
mator (SURE) Stein (1981). Cette méthode a été appliquée avec succès pour de nombreuses
applications Donoho and Johnstone (1994); Luisier et al. (2011); Giryes et al.; Pesquet et al.
(2009); Eldar (2009). Par ailleurs, le choix d’étudier cette approche est motivé par le fait
que son application ne nécessite de régler aucun hyperparamètre. Cependant elle impose de
travailler avec des données issues d’une distribution normale, ce que nous supposerons pour
les erreurs d’estimation ‖hi‖22.
On considère le vecteur d’anomalie Q ∈ RI inconnu, associé aux données saines du sous-
ensemble d’estimation et défini tel que Q(i) = ‖ei‖22, i = 1, ..., I où Q(i) représente la ième
composante de Q et ei correspond au signal d’anomalie inconnu associé au ième signal du
sous-ensemble d’estimation. L’idée est alors d’estimer le vecteur Q à partir du vecteur h com-
posé des erreurs d’estimation des différents signaux multivariés du sous-ensemble d’estimation
tel que h(i) = ‖hi‖22. La méthode SURE suppose que les erreurs d’estimation qui composent
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le vecteur h sont supposées indépendantes et approximativement distribuées selon une loi
normale de variance σ2 = 1 et de moyennes µi inconnues. Étant donné que l’on traite des
signaux sains, les signaux d’anomalie ei, i = 1, ..., I associés à ces derniers sont souvent nuls
et le vecteur Q compte alors de nombreuses valeurs nulles. Un estimateur pertinent de ce
vecteur est alors donné par Q̂ = SbM(h) où SbM(h) correspond à l’opérateur de seuillage par
élément dont nous rappelons la définition
[SbM(h)]i =

h(i)− bM si h(i) > bM
0 si |h(i)| ≤ bM
h(i) + bM si h(i) < −bM
(2.64)
où [SbM(h)]i est la ième composante de SbM(h) et h(i) est la ième composante de h. La stratégie
étudiée ici consiste à déterminer la valeur du seuil bM permettant d’estimer au mieux le vecteur
Q à l’aide de la méthode SURE. Cette dernière consiste à trouver la valeur de bM qui minimise
l’erreur quadratique moyenne, ou Mean Square Error (MSE) an anglais, de l’estimateur Q̂
définie comme suit




Comme démontré par Stein dans Stein (1981), le MSE peut être estimé par
MSE(Q̂) = EQ[SURE(Q)] (2.67)
où





avec g(h) = SbM(h)−Q et gi(h) la ième composante de g(h). D’après Donoho and Johnstone
(1994) l’expression de l’estimateur SURE pour l’opérateur de seuillage par élément est donnée
par




La minimisation de l’estimateur SURE défini par (2.69) mène à la valeur du seuil bM qui
minimise l’erreur quadratique moyenne (2.66). L’estimation du paramètre b à partir du seuil






avec K le nombre de paramètres de télémesure étudiés. La méthode SURE peut également
être appliquée pour de déterminer les hyperparamètres du modèle G-ADDICT. Il s’agit alors
de minimiser l’estimateur SURE Tibshirani and Wasserman (2015) à partir des erreurs d’es-
timation notées ‖hi,k‖2 et non plus des erreurs ‖hi‖22. L’estimation du paramètre bk associé
au kème paramètre de télémesure est alors directement donné par le seuil bM,k issue de la
résolution du problème SURE pour le kème paramètre.
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2.5.3.3 Expérimentations
La méthode proposée OC-SDT et la méthode SURE ont été appliquées aux erreurs d’es-
timation de 1000 signaux multivariés sains décomposés sur un dictionnaire. L’algorithme
ADDICT a ensuite pu être évalué avec les valeurs des hyperparamètres obtenues par ces mé-
thodes. La figure 2.29 représente les courbes CORs décrivant les performances sur notre base
d’anomalies de l’algorithme ADDICT lorsque les hyperparamètres bD et bC ont été réglés à
l’aide de la méthode OC-SDT, de la méthode SURE et de la vérité terrain disponible (VT).
On observe que les méthodes étudiées permettent un réglage automatique des paramètres
pour lesquels les performances enregistrées sont proches des performances obtenues avec les
hyperparamètres obtenus à l’aide la vérité terrain. Notons par ailleurs que l’application des
méthodes OC-SDT et SURE est beaucoup moins coûteuse en temps de calcul que la mise en
place de la recherche exhaustive.
Comme évoqué dans les sections précédentes, les méthodes SURE et OC-SDT peuvent égale-
ment permettre de régler les nombreux hyperparamètres du modèle G-ADDICT et ainsi faci-
liter son utilisation. La figure 2.30 représente les courbes CORs décrivant les performances sur
notre base d’anomalies de l’algorithme G-ADDICT avec des hyperparamètres bk, k = 1, ...,K
estimés à l’aide la méthode OC-SDT, de la méthode SURE et de la vérité terrain (VT). On ob-
serve que les performances de l’algorithme avec les hyperparamètres OC-SDT correspondent
à celles obtenues avec les hyperparamètres optimaux déterminés à l’aide de la vérité terrain.
Des mesures de performances quantitatives sont données dans la table 2.4 qui montre des
probabilités de détection de 93.6% et 94.7% et des probabilités de fausses alarmes de 3.3%
et 4.6%. Avec les hyperparamètres déterminés par la méthode SURE, la probabilité de fausse
alarme est inférieur à 1% mais 25% des signaux affectés par une anomalies ne sont pas dé-
tectés. Les scores d’anomalie retournés par la méthode G-ADDICT à partir desquels ont été
calculées les performances de détection de la figure 2.30 sont représentés dans la figure 2.31.
On observe que les scores sont non nuls presque exclusivement en période d’anomalie ce qui
témoigne d’une détection d’anomalies efficace. Il apparaît également que la méthode retourne
plus de fausses alarmes avec le réglage OC-SDT qu’avec le réglage SURE. Cependant, une
proportion importante des signaux affectés de la période d’anomalies #5 ne sont pas détectés
avec un réglage réalisé à l’aide de la méthode SURE ce qui explique les résultats reportés
dans la figure 2.30 et la table 2.4.
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Figure 2.29 – Comparaison des courbes CORs obtenus à partir des résultats de détection retournés par
ADDICT dont les hyperparamètres ont été réglés à l’aide de la vérité terrain, de la méthode OC-SDT et de la
méthode SURE.
Figure 2.30 – Comparaison des courbes CORs obtenus à partir des résultats de détection retournés par
G-ADDICT dont les hyperparamètres ont été réglés à l’aide de la vérité terrain, de la méthode OC-SDT et de
la méthode SURE.
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Figure 2.31 – Comparaison des scores d’anomalie retournés par l’algorithme G-ADDICT avec des hyper-
paramètres estimés à l’aide de la méthode OC-SDT (a) et SURE (b). La vérité terrain est représentée par les
fonds rouges. Chaque période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure
4.1.
Table 2.4 – Résultats de détection en termes de probabilité de détection (PD), de probabilité de fausse
alarme (PFA) et d’aire sous la courbe COR (AUC) de la méthode G-ADDICT dont les hyperparamètres ont
été déterminés à l’aide de la méthode OC-SDT, SURE et de la vérité terrain.
Méthode SPFA PD PFA AUC
G-ADDICT (VT) ε > 0 93.6% 3.3% 0.9775
G-ADDICT (OC-SDT) ε > 0 94.7% 4.6% 0.9452
G-ADDICT (SURE) ε > 0 74.5% 0.6% 0.8851
2.6 Conclusion
Ce chapitre présente l’algorithme ADDICT, une nouvelle méthode de détection d’anoma-
lies multivariées qui repose sur un modèle d’estimation parcimonieuse. L’originalité de cette
méthode réside dans le fait qu’elle est capable de traiter conjointement des séries temporelles
discrètes et continues et de prendre en compte les relations et corrélations qui existent entre
elles. Les premiers résultats obtenus sur une base de test composée de diverses anomalies
connues ont confirmé l’intérêt des méthodes d’estimation parcimonieuse et d’apprentissage de
dictionnaires pour la détection d’anomalies et ont démontré la compétitivité de l’algorithme
proposé vis à vis de plusieurs méthodes de l’état de l’art évaluées sur les mêmes données.
Il est également apparu que l’activation de l’option d’invariance par translation semble in-
dispensable pour représenter efficacement les données, notamment discrètes, à l’aide d’une
décomposition parcimonieuse.
Par la suite, plusieurs extensions ont été étudiées. Tout d’abord, une version généralisée
appelée G-ADDICT permettant d’adapter la stratégie ADDICT au cadre multivarié a été
étudiée. Les premiers résultats obtenus témoignent de l’intérêt de la version généralisée qui
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assure une détection d’anomalies plus juste et facilite le choix du seuil de détection, ce que n’a
pas permis la normalisation des données. Celle-ci autorise un réglage plus fin de l’algorithme,
au niveau de chaque paramètre de télémesure. En effet, rappelons que la généralisation du
problème ADDICT a permis de détecter presque 95% des anomalies de notre base pour moins
de 5% de fausses retournées, tandis qu’il faut accepter presque 10% de fausses alarmes pour
assurer 90% de détection avec l’algorithme ADDICT. Cependant l’application de la méthode
généralisée impose de régler un nombre important d’hyperparamètres. Étant donné le défi
que cela peut représenter dans certains cas, cette méthode n’est pas toujours applicable.
Une version pondérée appelé W-ADDICT a été proposée afin d’intégrer de l’information ex-
terne par l’intermédiaire d’une pondération adaptée à chaque paramètre. Plus précisément,
nous avons étudié l’intérêt du coefficient de corrélation entre le signal mesuré et sa reconstruc-
tion pour la détection d’anomalies. La pondération proposée utilise ce coefficient de corrélation
pour tirer profit des dynamiques différentes de chaque signal ce qui permet d’améliorer les
performances.
Enfin, nous nous sommes intéressés au réglage des hyperparamètres de l’algorithme AD-
DICT qui peut s’avérer plus ou moins difficile selon que l’on dispose ou non d’une vérité
terrain et de capacité de calcul suffisante. Nous avons alors proposé une nouvelle méthode
d’estimation des hyperparamètres, appelée OC-SDT, qui permet de déterminer simplement
certains hyperparamètres ADDICT à l’aide de données saines décrivant un fonctionnement
normal du satellite. Ces mêmes paramètres ont également été estimés à l’aide d’une méthode
de l’état de l’art appliquée aux mêmes données. Les premiers résultats obtenus témoignent
de l’intérêt de ces méthodes qui facilitent considérablement l’utilisation de l’algorithme et
notamment de l’algorithme G-ADDICT et assure une détection efficace des anomalies.
Au regard des résultats expérimentaux obtenus dans cette étude, nos recommandations d’uti-
lisation de l’algorithme ADDICT sont les suivantes :
• Si les données sont très hétérogènes, nous conseillons d’utiliser l’algorithme G-ADDICT
car il semble plus adapté au cadre multivarié et facilite le réglage du seuil de détection.
• Pour la mise en oeuvre de l’algorithme choisi, nous préconisons d’initialiser les hy-
perparamètres à l’aide de la méthode OC-SDT. Cette méthode a l’avantage de ne pas
avoir d’hyperparamètre à régler, de ne pas avoir besoin d’une vérité terrain. Les hyper-
paramètres pourront par la suite être ajustés compte tenu de l’expérience des premiers
résultats obtenus et des contraintes opérationnelles.
• Nous pensons qu’il peut être judicieux de combiner les extensions G-ADDICT et W-
ADDICT avec des poids construits à partir du coefficient de corrélation car ces derniers
permettent d’améliorer les performances de détection de l’algorithme sans complexifier
les calculs. Par ailleurs, il peut être intéressant d’étudier l’intérêt d’une pondération
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3.1 Introduction
Nous nous intéressons dans ce chapitre aux méthodes d’estimation parcimonieuse convolu-
tive et proposons l’algorithme C-ADDICT, une extension de l’algorithme ADDICT. Contrai-
rement aux approches d’estimation parcimonieuse classiques telle que celle sur laquelle repose
l’algorithme ADDICT, ces méthodes sont par définition invariantes par translation et peuvent
donc s’avérer très intéressantes pour notre problème de détection d’anomalies multivariées
dans des données mixtes. Les travaux présentés dans cette partie ont été menés en collabo-
ration avec Gustavo Silva et Paul Rodriguez de la Pontificia Universidad Catolica del Peru
(PUCP) et ont été publiés dans Pilastre et al. (2020b).
Le premier modèle d’estimation parcimonieuse invariant par translation à été formulé par Le-
wiski and Sejnowski (1999) en utilisant un dictionnaire convolutif d’éléments prédéfinis. Plus
tard, une formulation du problème d’apprentissage de dictionnaire pour l’estimation parcimo-
nieuse invariante par translation, appelée maintenant estimation parcimonieuse convolutive
(Convolutional Sparse Coding, CSC en anglais), a été proposée dans Grosse et al. (2007). Ces
approches ont été étudiées pour de nombreuses applications de traitement du signal et des
images Barthélemy et al. (2013); Zeiler et al. (2010); Heide et al. (2010); Wohlberg (2016a);
Moreau (2017); Dupre la Tour (2018) telle que la détection d’anomalies Carrera et al. (2015).
Les sections qui suivent présentent succinctement les aspects théoriques relatifs au problème
non contraint d’estimation parcimonieuse convolutive et présente l’algorithme C-ADDICT.
De par sa propriété d’invariance par translation, l’approche C-ADDICT permet de traiter
conjointement des signaux de télémesure mixtes selon une unique stratégie qui prend en
compte les liens possibles entres les paramètres et assure la détection des anomalies multi-
variées. De plus, contrairement au modèle ADDICT, le modèle C-ADDICT proposé pour la
détection d’anomalies a pu être étendu au problème d’apprentissage de dictionnaire convo-
lutif de données mixtes. Les performances de détection de l’algorithme C-ADDICT ont été
évaluées sur la même base d’anomalies utilisée pour l’étude de l’algorithme ADDICT et ses
extensions, et ses performances de détection ont été comparées à celles de plusieurs méthodes
de l’état de l’art.
3.2 Estimation parcimonieuse convolutive et apprentissage de
dictionnaire
3.2.1 Estimation parcimonieuse convolutive
L’estimation parcimonieuse convolutive consiste à exprimer un signal y ∈ RN comme une
somme de convolutions entre les éléments, appelés filtres, d’un dictionnaire Φ ∈ RM×L, et
les cartes de coefficients parcimonieuses, notées xl ∈ RN (coefficient maps en anglais), avec




φl ∗ xl + b (3.1)
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où * indique un produit de convolution, φl ∈ RM , l = 1, ..., L est le lème filtre du dictionnaire
et b est un bruit additif. La manière la plus courante d’estimer les cartes de coefficients est
d’utiliser une extension du problème LASSO telle que










où λ est un paramètre de régularisation (ou hyperparamètre) contrôlant la parcimonie des
cartes de coefficients xl à l’aide d’une pénalisation `1. Sous réserve d’un dictionnaire com-
posé de filtres représentatifs des données étudiées, le modèle convolutif permet d’estimer tout
nouveau signal y de manière invariante par translation par activation des filtres φl (de taille
inférieure à celle du signal d’entrée y) à l’instant exact où ils sont observés dans le signal à
estimer. La figure 3.1 permet d’illustrer l’intérêt de l’invariance par translation pour l’estima-
tion parcimonieuse à travers un exemple simple dans lequel le signal à estimer est une image
composée de chiffres. Les trois chiffres présents sur l’image ont été appris et composent les
filtres d’un dictionnaire convolutif et les atomes d’un dictionnaire fixe. Á partir de ces filtres, le
modèle convolutif est capable de reconstruire parfaitement l’image. Cependant, faute d’avoir
appris la bonne position du chiffre 7 dans l’image, l’estimation parcimonieuse à l’aide du dic-
tionnaire fixe est plus difficile. Comme présenté dans la figure 3.2, l’estimation parcimonieuse
convolutive classique peut être adaptée afin d’estimer conjointement et de manière invariante
par translation des signaux de télémesure multivariés, ce qui a motivé cette étude.
Figure 3.1 – Illustration de l’intérêt de l’estimation parcimonieuse convolutive, invariante par translation,
par rapport à l’estimation parcimonieuse classique.
Figure 3.2 – Illustration de l’estimation parcimonieuse convolutive appliquée à des signaux de télémesure
satellite.
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Figure 3.3 – Illustration de la reformulation du problème d’estimation parcimonieuse convolutive (gauche)
comme un problème d’estimation parcimonieuse non contraint (droite) en introduisant des matrices de Toeplitz.
Le problème (3.2) est convexe et peut donc être résolu efficacement par l’algorithme FISTA
Beck and Teboulle (2009b); Chalasani et al. (2013), par un algorithme de descente de coordon-
nées adapté Kavukcuoglu et al. (2010) ou encore par l’algortihme ADMM Boyd et al. (2011).
Rappelons que l’algorithme ADMM est itératif et met à jour les différentes composantes à
estimer de manière alternée par minimisation du Lagrangien augmenté. Il peut être appliqué
pour résoudre (3.2) après avoir introduit les variables auxiliaires zl et les contraintes d’égalité
telles que






φl ∗ xl − y‖22 + λ
∑
l
‖zl‖1 s.c. xl = zl ∀l. (3.3)
Comme illustré dans la figure 3.3, le problème (3.3) peut être reformulé comme un pro-
blème d’estimation parcimonieuse classique faisant intervenir un dictionnaire fixe correspon-
dant à une concaténation des matrices de Toeplitz Φl ∈ RN×N telles que Φlxl = φl ∗ xl et
les matrices Φ ∈ RN×NL et x ∈ RNL définies ci-dessous
Φ =
[









Le problème (3.3) devient alors





2 + λ‖z‖1 s.c. x = z (3.5)
qui correspond au problème LASSO (3.5) dont la résolution à l’aide de l’algorithme ADMM
est détaillée dans la section 2.2.2.2. Rappelons cependant que la mise à jour de x à l’itération
(i+1) nécessite de résoudre le problème de minimisation suivant





2 +mi(zi − x) +
µi
2 ‖z
i − x‖22, (3.6)
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menant à l’équation
(ΦTΦ + ρI)x = ΦTy + µi(zi −mi). (3.7)
Étant donné la taille importante de la matrice ΦTΦ et la complexité de calcul qu’implique
son inversion, l’estimation des cartes de coefficients est coûteuse. En revanche, à l’aide du
théorème de convolution, il est facile de montrer que le problème (3.7) est équivalent au
problème
(Φ̃T Φ̃ + ρI)x̃ = Φ̃T ỹ + ρ(z̃ − m̃). (3.8)
où Φ̃ correspond à la transformée de Fourier discrète de Φ. La mise à jour des cartes de
coefficients peut alors être réalisée dans le domaine fréquentiel comme cela a pu être étudié
dans Garcia-Cardona and Wohlberg (2018); Silva and Rodríguez (2018); Silva and Rodriguez
(2018); Wohlberg (2016b, 2014).
3.2.2 Apprentissage de dictionnaire convolutif
L’apprentissage d’un dictionnaire convolutif à partir des données consiste à capturer les
comportements récurrents observés dans les signaux d’apprentissage à partir desquels tout
nouveau signal peut être estimé par une somme de convolutions entre quelques filtres du dic-
tionnaire et les cartes de coefficients associées. À partir d’un ensemble de signaux d’appren-
tissage, notés yt,= 1, ..., T , le problème d’apprentissage d’un dictionnaire convolutif consiste
à résoudre le problème suivant














C = {φl ∈ RM , ‖φl‖2 ≤ 1, l = 1, ..., L}
La contrainte sur les filtres φl est importante car elle évite que les filtres aient des valeurs
arbitrairement élevées et que les cartes de coefficients tendent vers 0. Notons que cette norma-
lisation des filtres du dictionnaire est parfois, et de manière sous-optimale, réalisée à posteriori,
après la mise à jour du dictionnaire. Le problème (3.9) est non convexe si l’on considère les
variables φl et xl conjointement. Cependant, il peut être découplé en deux sous-problèmes
convexes. L’idée est alors d’estimer les filtres du dictionnaire et les cartes de coefficients de
manière itérative et alternée : à chaque itération, une première étape consiste à estimer les
cartes de coefficients xl en considérant les filtres φl fixes, et une seconde étape à mettre à jour
les filtres avec les cartes de coefficients connues, estimées à l’étape précédente. La première
étape revient à résoudre le problème d’estimation parcimonieuse convolutive suivant













qui peut être reformulé comme un problème classique d’estimation parcimonieuse en introdui-
sant les matrices de Toeplitz Φl ∈ RN×N telles que Φlxl = φl∗xl et les matrices Φ ∈ RN×NL,












x1,1 x2,1 . . . xT,1
x1,2 x2,2 . . . xT,2
...
...
xT,L x2,L . . . xT,L
 .
(3.11)
On se ramène ainsi au problème LASSO
X̂ = arg min
X
1
2‖ΦX − Y ‖
2
2 + λ‖X‖1 (3.12)
qui peut être résolu à l’aide de l’algorithme ADMM comme détaillé dans la section 2.2.2.2.
La seconde étape cherche à résoudre le problème suivant









φl∗xt,l − yt‖22 (3.13)
qui peut être reformulé de manière non pénalisée après avoir défini la fonction indicatrice IC
IC(φl) =
0 si φl ∈ C∞ sinon (3.14)
tel que











Figure 3.4 – Illustration de la reformulation du problème d’estimation parcimonieuse convolutive pour la
mise à jour des filtres du dictionnaire.
De même que pour l’estimation des cartes de coefficients, le problème de mise à jour des
filtres du dictionnaire peut être reformulé comme un problème de mise à jour des atomes d’un
dictionnaire fixe en introduisant les matrices Xt,l ∈ RN×M telles que xt,lφl = xt,l ∗ φl et les
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matrices X, φ et y telles que
X =

X1,1 X1,2 . . . X1,L
X2,1 . . .
. . . . . .














La reformulation proposée est représentée de manière schématique par la figure 3.4. Le pro-
blème (3.15) admet alors une forme simplifiée





2 + IC(φ) (3.17)
La mise à jour des filtres du dictionnaire peut être réalisée à l’aide d’une décomposition en
valeurs singulières à l’image du célèbre algorithme K-SVD adapté au problème d’apprentissage
de dictionnaires convolutifs dans Yellin et al. (2017), ou par un algorithme de descente de
gradient tel que l’algorithme de descente de gradient proximal détaillé dans l’algorithme 4
ou par sa version accélérée détaillée dans l’algorithme 5 Nesterov (1983) où L > 0 est un
hyperparamètre qui contrôle le pas de la descente de gradient, i désigne l’indice de l’itération,
proxC(φi+1) est le projecteur de φi+1 sur l’ensemble C et ∇φf(φi) désigne le gradient de la
fonction f au point φi avec f(φ) = ‖xφ−y‖22. Une extension de l’algorithme 5 a été proposée
afin de résoudre le problème (3.17) dans le domaine fréquentiel et de limiter la complexité de
calcul Silva and Rodriguez (2018).
Algorithm 4 Algorithme de descente de gradient proximal




φ′ = φi − 1L∇φf(φ
i)
φi+1 = proxC(φi+1) = φ
′
max(‖φ′‖2,1)
i = i+ 1
until ‖φi − φi+1‖2 < ε
Par ailleurs, l’algorithme ADMM a également été appliqué pour résoudre le problème
de la mise à jour des filtres du dictionnaire Garcia-Cardona and Wohlberg (2018) après
l’introduction d’une variable auxiliaire d et d’une contrainte d’égalité telles que





2 + IC(d) s.c d = φ. (3.18)
La mise à jour des différentes variables est obtenue par minimisation du Lagrangien augmenté
dont l’expression est donnée par
L(φ,d,m, µ) = 12‖xφ− y‖
2






Algorithm 5 Algorithme de descente de gradient proximal accéléré
Input X, y, hyperparamètre L
Init φ0,γ0,a0 = φ
i=0
repeat
Étape de calcul du Gradient
φ′ = ai − 1L∇af(φ
i)
φi+1 = proxC(φ′) = φ
′
max(‖φ′‖2,1)





Étape du momentum de Nesterov




i = i+ 1
until ‖φi − φi+1‖2 < ε
Par exemple, la mise à jour des filtres découle du problème de minimisation suivant
φ̂








qui revient à résoudre le problème linéaire suivant
φ̂
i+1 = (xi+1xi+1T + µiI)−1(xi+1Ty +mi + µidi). (3.21)
La résolution de (3.21) a été étudiée dans le domaine fréquentiel dans Silva and Rodriguez
(2018) afin de limiter sa complexité de calcul.
3.3 L’algorithme C-ADDICT
Cette partie présente l’algorithme C-ADDICT, une extension de l’algorithme ADDICT
basée sur des méthodes d’estimation parcimonieuse convolutive et d’apprentissage de diction-
naires convolutif, qui est par nature un algorithme invariant par translation.
3.3.1 Prétraitement
Les signaux de télémesure reçus sous forme de séries temporelles sont découpés en fenêtres
de données multivariées de taille fixe W . Chaque fenêtre représente un intervalle de temps
durant lequel les mesures des différents paramètres considérés ont été acquises simultanément.
La taille des fenêtres doit être supérieure à la taille des filtres (i.e, W > M) qui composent le
dictionnaire. La taille des filtres et des fenêtres sont deux paramètres fixés par l’utilisateur et
dépendent du contexte d’application. Par exemple, si l’on souhaite surveiller le bon fonction-
nement d’un satellite en orbite basse, il peut être opérationellement intéressant de réaliser la
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détection d’anomalies tous les jours mais de construire des filtres dont la taille correspond à
la durée d’une orbite (environ 100 minutes). Les fenêtres obtenues à l’issue de la segmentation
sont des matrices composées d’autant de lignes que de paramètres et d’autant de colonnes
que de mesures.
3.3.2 Formulation du problème
Figure 3.5 – Illustration de la stratégie de décomposition C-ADDICT à l’aide d’un dictionnaire convolutif.
À partir d’un dictionnaire Φ ∈ RK×M×L composé de L filtres multivariés, notés Φl ∈
RK×M , la stratégie C-ADDICT consiste à décomposer chaque nouvelle fenêtre de données
multivariées Y ∈ RK×W (avec W>M), comme une somme de trois matrices : une matrice
nominale issue de la décomposition sur le dictionnaire, une matrice d’anomalie E ∈ RK×W
décrivant le caractère atypique des signaux de télémesure étudiés et une matrice de bruit




Φl ∗ xl +E +B (3.22)
où
∑
l Φl ∗ xl représente la matrice nominale associée à Y et les xl ∈ RK×W , l = 1, ..., L
sont les cartes de coefficients parcimonieuses. Notons que ce modèle correspond au modèle
ADDICT dans lequel la combinaison linéaire d’éléments du dictionnaire a été remplacée par
une somme de produits de convolution. L’intérêt de l’introduction des produits de convolution
est qu’ils permettent d’exprimer les signaux de télémesure sains (sans anomalie) comme une
superposition d’éléments d’un dictionnaire (appelés ici filtres) de manière invariante par trans-
lation. Comme illustré dans la figure 3.5, les données de télémesure sont alors décomposées
selon une unique stratégie, et ce, quelque soit leur nature (discrète ou continue). L’estimation
conjointe des différents signaux de télémesure qui composent Y revient à résoudre le problème
de minimisation suivant













où Ek,n ∈ RM est le signal d’anomalie associé à la nème sous-fenêtre du kème paramètre de
télémesure. De même que dans le modèle ADDICT, le modèle C-ADDICT impose une double
contrainte de parcimonie : une sur les cartes de coefficients xl et une sur la matrice d’anomalies
E. La première correspond à notre hypothèse de départ selon laquelle des signaux qui ne sont
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pas affectés par une anomalie peuvent être correctement estimés par une somme de produits
de convolution entre les cartes de coefficients et quelques filtres du dictionnaire associés au
fonctionnement normal du satellite. La deuxième contrainte de parcimonie concerne la matrice
d’anomalie E et traduit le fait que les anomalies sont rares, qu’elles n’affectent pas tous les
paramètres de télémesure en même temps, et qu’elles ne durent pas nécessairement pendant
toute la fenêtre temporelle étudiée. Cette parcimonie structurée a donc un double intérêt car
elle permet d’identifier automatiquement les paramètres touchés par l’anomalie et de localiser
précisément les périodes d’anomalies en estimant un signal d’anomalie par paramètre et par
sous-fenêtre dont la taille correspond à celle des filtres. Le problème (3.23) permet de traiter
conjointement, par une unique stratégie invariante par translation, les signaux de télémesure
continus et discrets. Cependant, selon le nombre de paramètres de télémesure étudiés, il peut
être coûteux à résoudre.
Étant donné leur structure, les matrices Y , Φ, E et B peuvent être divisées en K sous-
matrices où K est le nombre de paramètres de télémesure étudiés. Par ailleurs, rappelons
que le dictionnaire multivarié Φ a été appris de manière à prendre en compte les relations
qu’entretiennent les paramètres entre eux. En d’autres termes, le lème filtre du dictionnaire
décrit les comportements des différents paramètres de télémesure observés aux mêmes ins-
tants. À partir de ces considérations et afin de réduire la complexité de calcul de (3.23), nous
proposons de découpler le problème en K sous-problèmes et de résoudre le problème suivant
















s.c. x1,l = x2,l = · · · = xK,l ∀l = 1, ..., L (3.24)
où yk ∈ RW est le signal test associé au kème paramètre de télémesnure, ek ∈ RW le signal
d’anomalie associé, φk ∈ RM×L le dictionnaire convolutif pour ce kème paramètre et xl ∈
RW×L les cartes de coefficients associées au kème paramètre de télémesure. Comme présenté
dans (3.25), les problèmes (3.23) et (3.24) sont équivalents. Notons que la contrainte dans
(3.24) est très importante car elle permet de conserver les liens entres les paramètres et donc
d’assurer la détection des anomalies multivariées. Le problème d’estimation parcimonieuse
convolutive découplé (3.24) est inspiré du problème consensus présenté dans Boyd et al.
(2011), Chap 7. Ce dernier a également été étudié dans Garcia-Cardona and Wohlberg (2018)
pour un problème similaire d’apprentissage de dictionnaire convolutif. Les deux approches















s.c. x1 = x2. (3.25)
3.3.3 Résolution du problème
Le problème (3.24) peut être reformulé comme un problème d’estimation parcimonieuse
avec un dictionnaire fixe en introduisant les matrices de Toeplitz Φk,l ∈ RW×W telles que
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Φk,lxk,l = φk,l ∗ xk,l et les deux matrices
Φk =
(









Le problème (3.24) devient :













s.c. x1 = x2 = · · · = xK (3.27)
Le nouveau problème (3.27) peut être résolu à l’aide de l’algorithme ADMM après avoir
introduit une variable auxiliaire z et une contrainte d’égalité telles que










s.c. xk = z, ∀k. (3.28)
Le Lagrangien augmenté associé au problème précédent est donné par

















‖z − xk‖22 (3.29)
où mk est un vecteur contenant les multiplicateurs de Lagrange et µ est un paramètre de
régularisation fixant le niveau de pénalité de l’écart entre z et xk par rapport à la contrainte
d’égalité. Les mises à jour des composantes xk, z, ek etmk à l’itération (i+ 1) sont détaillées
ci-dessous
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• Mise à jour de xk :
La mise à jour de xk découle du problème de minimisation suivant














‖zi − xk‖22. (3.30)
Le problème (3.30) peut être découplé en K sous-problèmes permettant d’estimer les cartes
de coefficients xk, k = 1, ...,K de manière indépendante tel que




k − yk‖22 +mik
T (zi − xk) +
µ
2 ‖z
i − xk‖22. (3.31)
L’estimation des cartes de coefficients est alors donnée par la solution du problème suivant
xi+1k = (Φ
T
kΦk + ρI)[ΦTk yk + µi(zi −mik)]. (3.32)
qui peut être résolu dans le domaine fréquentiel Garcia-Cardona and Wohlberg (2018) afin
de limiter la complexité de calcul liée à la taille de la matrice ΦTkΦk.
• Mise à jour de ek :
La mise à jour des signaux d’anomalie ek consiste à résoudre le problème de minimisation
suivant











La solution du problème (3.33) est donnée par l’opérateur de seuillage par groupe Tβ tel que
êi+1k = Tβ(h
i+1









‖hn‖2 hn si ‖hn‖2 > β
0 sinon
(3.34)
où hn ∈ RM correspond au nème sous-signal de h.
• Mise à jour de z :
La mise à jour de z consiste à résoudre le problème de minimisation suivant











‖z − xi+1k ‖
2
2 (3.35)

















mi+1k et γi =
λ
µi
. La définition de l’opérateur de seuillage doux par
élément est rappelée ci-dessous
[Si+1γ (gi+1)]j =





0 si |gi+1j | ≤ γi+1




où gj est la jème composante de g.
• Mise à jour de mk :
La mise à jour de mk est donnée par
mi+1k = m
i
k + xi+1k − z
i+1 (3.38)
3.3.4 Détection d’anomalies
De manière opérationnelle, la détection d’anomalies est réalisée à partir d’un score d’ano-
malie, noté s(Y n) est défini à partir des signaux d’anomalies Ên tel que
s(Y n) = ‖Ên‖2F . (3.39)
où Y n est la nème sous-fenêtre de Y . La règle de détection d’anomalie proposée est définie
par
Anomalie détectée sur la période n si s(Y n) > SPFA (3.40)
où SPFA est un seuil fixé par l’utilisateur. Ce seuil peut être déterminé à l’aide de caractéris-
tiques opérationnelles du récepteur (CORs) si une vérité terrain est disponible, ou par l’ex-
pert de manière à respecter certaines contraintes relatives aux non-détections ou aux fausses
alarmes. L’algorithme C-ADDICT est résumé dans l’algorithme 6. Notons que, la détection
d’anomalies peut être réalisée paramètre par paramètre à partir des signaux d’anomalies
ên,k, k = 1, ...,K de manière à pouvoir identifier les paramètres affectés par l’anomalie.
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Algorithm 6 x̂k, êk=C-ADDICT(yk,Φk), k = 1, ...,K





kΦk + ρI)[ΦTk yk + µi(zi −mik)]











mik, γi+1 = λµi
ei+1k = Tβ(yk −Φkx
i+1
k )







Une anomalie est détectée dans la sous-fenêtre n du paramètre k si ‖Ên‖22 > SPFA
3.3.5 Apprentissage du dictionnaire C-ADDICT
Le problème d’estimation parcimonieuse convolutive C-ADDICT pour la détection d’ano-
malies multivariées a pu être étendu au problème d’apprentissage de dictionnaires convolutifs
de données mixtes prenant en compte les relations et corrélations entre les différents para-
mètres. À partir d’un ensemble de T signaux sains acquis pour chaque paramètre aux mêmes
instants et noté yt,k, t = 1, ..., T, k = 1, ...,K, l’apprentissage du dictionnaire consiste à ré-
soudre le problème de minimisation suivant













s.c. xt,1,l = xt,2,l = · · · = xt,K,l, ∀t, l (3.41)
dans lequel les signaux d’anomalies sont absents (i.e, ek = 0). Le problème (3.41) n’est pas
convexe si l’on considère conjointement les cartes de coefficients xt,k,l et les filtres φt,k,l. Il est
alors classique de le découpler en deux problèmes convexes qui peuvent être résolus de manière
itérative et alternée. À chaque itération, une première étape permet d’estimer les cartes de
coefficients en considérant les filtres fixes, et une deuxième étape met à jour les filtres avec les
cartes de coefficients fixes estimées à l’étape précédente. L’estimation des cartes de coefficients
revient à résoudre le problème suivant













s.c. xt,1,l = xt,2,l = · · · = xt,K,l,∀t, l (3.42)
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qui peut être reformulé comme un problème d’estimation parcimonieuse avec un dictionnaire
fixe en introduisant les matrices de Toeplitz Φk,l ∈ RM×M telles que Φk,lxt,k,l = φk,l ∗ xt,k,l
et les matrices Φk ∈ RW×WL, xk ∈ RWL×T et yk ∈ RWT
Φk =
(










x1,k,1 x2,k,1 . . . xT,k,1
x1,k,2 x2,k,2 . . . xT,k,2
...
...
x1,k,L x2,k,L . . . xT,k,L

(3.43)
Le problème (3.42) devient










s.c. X1 = X2 = · · · = XK , (3.44)
qui correspond au problème d’estimation parcimonieuse convolutive de l’algorithme C-ADDICT
pour lequel on ne considère pas les signaux d’anomalies (i.e, ek = 0, k = 1, ...,K). Il peut être
résolu à l’aide de l’algorithme ADMM comme détaillé dans la section 3.3.3.
La mise à jour des filtres du dictionnaire avec les cartes de coefficients connues consiste à
résoudre le problème de minimisation suivant









φk,l ∗ xt,k,l − yt,k‖22 (3.45)
qui peut être découplé en K sous problèmes afin de mettre à jour les filtres associés aux
différents paramètres de télémesure de manière indépendante à l’aide des cartes de coeffi-
cients estimées à l’étape précédente. La mise à jour à l’itération (i+ 1) des filtres associés au
paramètre k revient à résoudre le problème suivant
φ̂
i+1












Nous nous sommes ramenés à un problème classique de mise à jour des filtres d’un dictionnaire
convolutif. Comme présenté précédemment (voir section 3.2.2), il existe plusieurs méthodes
pour le résoudre. Dans ces travaux, nous avons choisi d’utiliser l’algorithme de descente de
gradient proximal accéléré détaillé dans l’algorithme 5.
3.3.6 Convergence de l’algorithme proposé
La convergence de l’algorithme ADMM utilisé pour la détection C-ADDICT est assu-
rée si le Lagrangien augmenté à minimiser est convexe. Cette condition est satisfaite étant
donné que (3.29) est une somme de fonctions convexes positives Boyd et al. (2011); Eckstein
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and Bertsekas (1992). Pour ce qui est de l’algorithme d’apprentissage d’un dictionnaire C-
ADDICT, la convergence à chaque itération de l’algorithme de descente de gradient proximal
pour la mise à jour des filtres du dictionnaire et de l’algorithme ADMM pour la mise à jour
des cartes de coefficients est assurée pour les même raisons que celles évoquées précédemment.
La convergence de l’algorithme d’apprentissage de dictionnaire convolutif est donc garantie.
3.4 Résultats Expérimentaux
















Figure 3.6 – Périodes d’anomalies de la vérité terrain
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Dans ces travaux, un dictionnaire convolutif a été appris à l’aide de l’algorithme d’ap-
prentissage de dictionnaire C-ADDICT à partir de 3 mois de données de télémesure réelles
décrivant le fonctionnement normal d’un satellite à travers 10 paramètres de télémesure dont 3
discrets et 7 continus. Afin de pouvoir comparer les performances de l’algorithme C-ADDICT
à celles de ADDICT, la taille des filtres correspond à celle des atomes construits dans nos
précédentes expérimentations, i.e, M = 50. Bien que le modèle C-ADDICT soit invariant par
translation, les signaux de test sont estimés par superposition de filtres plus ou moins déca-
lés les uns par rapport aux autres. De même que pour l’algorithme ADDICT, cela implique
qu’une quantité suffisante de filtres est nécessaire pour assurer la qualité de la représentation
des signaux sains et ainsi limiter le nombre de fausses alarmes. Pour ces premières expérimen-
tations, nous avons fait le choix de construire un dictionnaire composé de L = 100 filtres. Ce
choix représente un compromis entre complexité de calcul et qualité d’estimation. Un extrait
des signaux d’apprentissage et des exemples de filtres appris par notre algorithme sont repré-
sentés dans la figure 3.7. L’algorithme a été capable de tenir compte de la nature des données
et de capturer les corrélations et relations entre les différents paramètres de télémesure pour
construire des filtres mixtes fidèles aux données.
L’évaluation de l’algorithme C-ADDICT a été réalisée à partir de données issues des 10 mêmes
paramètres de télémesure que ceux utilisés pour apprendre le dictionnaire. Les signaux de cette
base de test représente environ 18 jours de télémesure durant lesquels 7 périodes d’anomalies
connues et identifiées par des experts ont été observées. Les périodes d’anomalies que nous
étudions dans ces travaux sont représentées dans les encadrés rouges de la figure 2.6 qui sont
rappelés ci-dessus pour faciliter la lecture.
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Figure 3.7 – Extraits de signaux d’apprentissage associés à un fonctionnement normal du satellite et
représentation de cinq filtres du dictionnaire convolutif appris à l’aide des signaux d’apprentissage.
3.4.2 Comparaison de modèle
Cette section revient sur la définition du modèle C-ADDICT pour la détection d’anomalies
multivariées et compare les performances de détection et de calcul du problème non contraint














et de sa version découplée
















s.c. x1,l = x2,l = · · · = xK,l ∀l = 1, ..., L (3.49)
où Y ∈ RK×W est une matrice de signaux test telle que yk ∈ RW est le signal test du
kème paramètre, E ∈ RK×W est une matrice d’anomalies telle que ek ∈ RW est le signal
d’anomalie associé au kème paramètre, Φ ∈ RK×M×L est un dictionnaire convolutif composé
de L filtres mixtes, notés Φl ∈ RK×M , tels que φk,l ∈ RM est le lème filtre associé au kème
paramètre, xl ∈ RW est la lème carte de coefficients associée au lème filtre, xk,l est la lème
carte de coefficients univariée associée au kème paramètre et λ et β sont deux paramètres de
régularisation contrôlant respectivement la parcimonie de xl ou xk,l et de E ou ek. D’un point
de vue théorique, le problème (3.48) est équivalent au problème (3.47). Rappelons que (3.47)
a simplement été découplé en K sous problèmes plus faciles à résoudre et que la contrainte
(3.49) a été ajoutée afin d’assurer la préservation des liens entres les paramètres et la détection
des anomalies multivariées.
Nous avons évalué ces deux approches sur nos données de télémesure satellite. En termes de
temps de calcul, le modèle découplé s’est montré plus performant pour surveiller 10 paramètres
de télémesure. En effet, la détection sur une journée de télémesure a été réalisée en 58 secondes
pour le modèle contraint contre 369 secondes pour le modèle non contraint (voir tableau
2.1). En terme de performances de détection, les scores retournés par les deux approches et
représentés dans les figures 3.8 et 3.9 témoignent de l’intérêt du modèle découplé qui retourne
des scores d’anomalies positifs presque exclusivement en période d’anomalie (fonds rouges)
et les detecte presque en totalité. Le modèle non contraint ne détecte que partiellement les
périodes d’anomalie, comme c’est le cas de l’anomalie #5 par exemple, et retourne plus
de fausses d’alarmes. Découpler le problème en introduisant une contrainte adaptée a alors
permis : 1) de limiter la complexité de calcul, et 2) d’améliorer les performances de détection
de la méthode. Ce dernier point s’explique en partie par le fait que l’égalité imposée aux
cartes de coefficients des différents paramètres de télémesure est en réalité rarement parfaite.
Cette souplesse assure une bonne estimation des signaux sains et la détection des anomalies,
notamment multivariées.
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Figure 3.8 – Scores d’anomalie obtenus par minimisation du problème non contraint d’estimation par-
cimonieuse convolutive pour la détection d’anomalies dans des données mixtes (3.47). La vérité terrain est
représentée par les fonds rouges. Chaque période d’anomalie est numérotée de manière à pouvoir être identifiée
dans la figure 4.1.
Figure 3.9 – Scores d’anomalie obtenus par minimisation du problème découplé d’estimation parcimonieuse
convolutive pour la détection d’anomalies dans des données mixtes (3.48). La vérité terrain est représentée par
les fonds rouges. Chaque période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure
4.1
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Méthode Seuil PD PFA Temps
(en secondes)
Classique(3.47) ε > 0 47.9% 9.2% 369’
Découplé (3.48) (3.49) ε > 0 94.7% 1.7% 58’
Table 3.1 – Résultats de détection en termes de probabilités de détection (PD) et de probabilités de fausses
alarmes (PFA) obtenues par minimisation du problème non contraint d’estimation parcimonieuse convolutive
et du problème contraint.
3.4.3 Comparaison à l’état de l’art
Figure 3.10 – Comparaison de scores d’anomalie retournés pour les différents signaux tests de la base
d’anomalies par les algorithmes OC-SVM (a), MPCCAD (b), ADDICT (c) et W-ADDICT pour lesquels
l’option d’invariance par translation est active avec τmax = 5. La vérité terrain est représentée par les fonds
rouges. Chaque période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure 4.1.
Les performances de détection enregistrées pour l’algorithme C-ADDICT sur notre base
de test ont été comparées à celles de quatre méthodes que nous avons déjà eu l’occasion d’étu-
dier : l’algorithme OC-SVM appliqué à des signaux mixtes obtenus à l’aide du prétraitement
ADDICT (voir section 2.3.1), l’algorithme MPPCAD, l’algorithme ADDICT et sa version
pondérée W-ADDICT dont les poids ont été construits à partir des coefficients de corrélation
calculés pour chaque paramètre entre le signal testé et sa reconstruction obtenue par décom-
107
position sur un dictionnaire fixe (voir section 2.4.2). Au regard des scores représentés dans les
figures 3.9 (C-ADDICT) et 3.10 (état de l’art), il apparaît que l’algorithme C-ADDICT offre
une détection plus efficace des anomalies de notre vérité terrain que les autres méthodes de
l’état de l’art. En effet on observe que les scores d’anomalie retournés par C-ADDICT sont
positifs uniquement en présence d’anomalies. Par ailleurs, le seuil de détection est plus facile
à régler pour la méthode C-ADDICT. Notons que dans ces expérimentations, les hyperpa-
ramètres des différentes méthodes ont été déterminés de manière optimale pour ces données
à l’aide de la vérité terrain. Un inconvénient de l’algorithme C-ADDICT est que l’anomalie
#6, bien détectée par les algorithmes ADDICT et W-ADDICT n’a pas été détectée par C-
ADDICT. L’étude des courbes CORs obtenues pour chacune des méthodes à partir de leurs
résultats de détection sur les données test confirment ces premières conclusions. En effet,
l’algorithme C-ADDICT détecte presque 95% des anomalies pour moins de 2% de fausses
alarmes qui correspondent souvent aux fenêtres saines situées juste avant ou juste après les
périodes d’anomalies.
Ces résultats encourageants obtenus pour l’algorithme C-ADDICT s’expliquent en grande
partie par le fait que la méthode proposée est invariante par translation. Les motifs associés
à un fonctionnement normal du satellite ont été appris dans le dictionnaire et tout nouveau
signal sain peut alors être estimé par activation des filtres à l’instant exact où les motifs
correspondants sont observés dans le signal d’entrée. Nous avons pu observer ce phénomène
sur nos données en étudiant les cartes de coefficients représentées dans la figure 3.12 qui sont
associées aux dix premiers filtres de notre dictionnaire pour l’estimation d’une journée de
télémesure. On constate que les cartes de coefficients sont très parcimonieuses et qu’il est
possible de déterminer à quel moment précis les différents filtres ont été activés. En effet, les
cartes de coefficients sont composées de très peu de valeurs non nulles (traits de couleurs). La
position de ces valeurs dans les cartes indique à quel moment les différents filtres sont observés
dans le signal étudié. Notons que les données étudiées ici se composent de peu de motifs diffé-
rents. L’apprentissage du dictionnaire et l’estimation des signaux sains est donc plus simple.
L’efficacité de la méthode sur des données plus complexes mériterait d’être étudiée.
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Figure 3.11 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
MPPCAD, OC-SVM, C-ADDICT, ADDICT et W-ADDICT (avec l’option d’invariance par translation active
et τmax = 5).
Méthode Seuil PD PFA AUC
OC-SVM 0.019 80.9% 7% 0.9413
MPPCAD 76 81.9% 25.9% 0.8779
ADDICT 4.1 81% 3% 0.937
W-ADDICT 4.5 85.1% 2.7% 0.9703
C-ADDICT ε > 0 94.7% 1.7% 0.9706
Table 3.2 – Résultats de détection en termes de probabilités de détection (PD), de probabilités de fausses
alarmes (PFA) et d’aire sous la courbe COR (AUC) pour les algorithmes OC-SVM, MPPCAD, ADDICT,
W-ADDICT et C-ADDICT.
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Figure 3.12 – Réprésentation des cartes de coefficients associés aux dix premiers filtres du dictionnaire
convolutif pour l’estimation convolutive d’une journée de télémesure. Le valeurs non nulles sont représentées
par un trait de couleur et leur position dans les cartes indique la position dans le signal étudié où sont observés
les différents filtres.
3.4.3.1 Identification des paramètres affectés
L’algorithme C-ADDICT traite les signaux de télémesure mixtes de manière conjointe
afin de prendre en compte les relations entre les paramètres et de détecter les anomalies
multivariées. Cependant, étant donné la définition du modèle C-ADDICT et la parcimonie
imposée aux signaux d’anomalie ek, k = 1, ..., L, la détection peut être réalisée de manière
univariée. La figure 3.13 représente les scores d’anomalies obtenus pour chaque signal de la
base de test associé à un paramètre de télémesure. Il apparaît que les scores sont positifs
presque exclusivement en présence d’anomalies et pour les paramètres affectés. Ces résultats
confirment la compétitivité de l’algorithme C-ADDICT qui offre une détection efficace et
précise des anomalies en permettant l’identification des paramètres affectés. Ce dernier point
est important d’un point de vue opérationnel.
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Figure 3.13 – Scores d’anomalies univariés retournés pas l’algorithme C-ADDICT. La vérité terrain est
représentée par les fonds rouges. Chaque période d’anomalies est numérotée de manière à pouvoir être identifiée
dans la figure 4.1
.
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3.4.4 Normalisation des données
De même que pour l’évaluation de l’algorithme ADDICT, la question de la normalisation
des données s’est posée. Cette section présente les résultats de détection de l’algorithme C-
ADDICT appliqué aux données de test normalisées par la méthode Min-Max. L’étude des
scores d’anomalie de la figure 3.14 et des performances de détection représentées sous forme
de courbes CORs dans la figure 3.15 et reportées dans le tableau 3.3 mène aux conclusions
suivantes : appliqué à des données non normalisées, l’algorithme C-ADDICT détecte la ma-
jorité des anomalies de notre vérité terrain avec des scores positifs en présence d’anomalies.
Cependant, il retourne beaucoup plus de fausses alarmes que les données sont pas normalisées.
En effet, pour un même seuil de détection, il faut accepter 13.7% de fausses alarmes (contre
1.7% avec des données normalisées) pour détecter 83% des signaux affectés (contre 94.5%
avec des données normalisées).
Figure 3.14 – Scores d’anomalie obtenus par l’algorithme C-ADDICT appliqué à des données de télémesure
non normalisées (a) et normalisées selon la méthode Min-Max (b). La vérité terrain est représentée par les
fonds rouges. Chaque période d’anomalies est numérotée de manière à pouvoir être identifiée dans la figure 4.1
Méthode seuil PD PFA
C-ADDICT (Min-Max) ε > 0 94.5% 1.7%
C-ADDICT ε > 0 83% 13.7%
Table 3.3 – Résultats de détection en termes de probabilité de détection (PD) et de probabilité de fausse
alarme (PFA) pour l’algorithme C-ADDICT appliqué à des données normalisées par la méthode Min-Max et à
des données non normalisées.
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Figure 3.15 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
l’algorithme C-ADDICT appliqué à des données de télémesure normalisées par la méthode Min-Max et non
normalisées.
3.4.5 Réglage des hyperparamètres
L’utilisation de l’algorithme C-ADDICT nécessite de régler deux hyperparamètres : λ et
β qui contrôlent respectivement la parcimonie des cartes de coefficients xk,l et des signaux
d’anomalies ek. Nous étudions dans cette section l’intérêt d’un réglage automatique de l’hy-
perparamètre β à l’aide de la méthode OC-SDT présentée au chapitre précèdent. Appliquée
à des signaux sains (sans anomalie), la méthode OC-SDT pour l’estimation de β a mené au
résultat suivant : β̂ = 0.3. Notons que la valeur de β obtenue à l’aide de la vérité terrain est de
β = 0.5. La valeur de l’hyperparamètre λ a été fixée à λ = 0.2, ce qui correspond à la valeur
optimale obtenue à l’aide la vérité terrain. Les scores retournés par l’algorithme C-ADDICT
avec ce réglage sont représentés dans la figure 3.16 (a). En comparaison avec les scores retour-
nés par l’algorithme C-ADDICT avec β = 0.5 (voir figure 3.16 (b)), on observe que le seuil
de détection est plus difficile à régler, et ce, malgré une valeur estimée de β très proche de
la valeur optimale. Ces résultats témoignent de la sensibilité de l’algorithme C-ADDICT au
choix de cet hyperparamètre. Cependant, cela n’entrave en rien la détection des anomalies.
En effet, on observe que des scores biens supérieurs à la moyenne ont été enregistrés presque
exclusivement en période d’anomalie. Le choix d’un seuil de détection adapté permet alors
de détecter les anomalies de manière efficace. L’étude des courbes CORs de la figure 3.17 et
la lecture du tableau 3.4 vérifient ces conclusions. En effet, avec une valeur estimée de β et
un seuil de détection adapté, l’algorithme C-ADDICT détecte 92.5% des signaux affectés par
une anomalie et ne retourne que 3% de fausses alarmes. Ces performances sont très proches
de celles obtenues avec un réglage optimal des hyperparamètres. L’intérêt de la méthode
OC-SDT pour le réglage de l’hyperparamètre β se confirme pour l’algorithme C-ADDICT.
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Figure 3.16 – Scores d’anomalie obtenus par l’algorithme C-ADDICT avec λ = 0.2 et β réglé de manière
automatique par la méthode OC-SDT (a, β = 0.3), ou à l’aide de la véritré terrain (b, β = 0.5). La vérité
terrain est représentée par les fonds rouges. Chaque période d’anomalie est numérotée de manière à pouvoir
être identifiée dans la figure 4.1
Figure 3.17 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
l’algorithme C-ADDICT pour lequel l’hyperparamètre β a été réglé à l’aide de la méthode OC-SDT ou de la
vérité terrain.
Méthode seuil PD PFA AUC
C-ADDICT (VT) ε > 0 94.5% 1.7% 0.9706
C-ADDICT (OCSDT) 1 92.5 % 3% 0.9784
Table 3.4 – Résultats de détection en termes de probabilités de détection (PD), de probabilités de fausse
alarme (PFA) et d’aire sous la courbe COR (AUC) pour l’algorithme C-ADDICT dont l’hyperparamètre β a
été déterminé à l’aide de la méthode OC-SDT ou de la vérité terrain (VT).
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3.5 Conclusion
Ce chapitre présente l’algorithme C-ADDICT, une méthode de détection d’anomalies mul-
tivariées capable de traiter conjointement des données mixtes. Il s’agit d’une extension de
l’algorithme ADDICT qui a l’avantage d’être invariante par translation grâce à l’utilisation
d’un dictionnaire convolutif. L’introduction d’un tel dictionnaire a permis de traiter des don-
nées mixtes selon une unique stratégie, ce qui est, comme nous avons pu le voir, plus difficile
avec un dictionnaire fixe. Par ailleurs, la stratégie d’estimation parcimonieuse développée a
pu être étendue afin de répondre au problème d’apprentissage du dictionnaire convolutif de
données mixtes. Ce dernier point représente un avantage certain de la méthode vis à vis de
l’algorithme ADDICT pour lequel l’apprentissage d’un dictionnaire fixe de données mixtes
représente un problème complexe qui n’a pas encore été résolu.
L’algorithme C-ADDICT a été évalué avec une base de données de test composée
de données de télémesure réelles affectées par des anomalies connues et identifiées par
des experts. Les premiers résultats obtenus sont très encourageants. En effet, avec 94.7% de
détection et 1.7% de fausses alarmes, les performances de l’algorithme C-ADDICT sont très
compétitives par rapport à celles des méthodes de l’état de l’art considérées dans cette thèse.
Ces premiers résultats ont également mis en évidence la capacité de l’algorithme à identifier
les paramètres affectés par les anomalies. Notons toutefois qu’une normalisation des données
est nécessaire pour atteindre de telles performances. Par ailleurs, malgré une grande sensi-
bilité au choix des hyperparamètres, et notamment de β, il a été démontré sur ces données
qu’un réglage automatique de ce dernier à l’aide des méthodes OC-SDT était possible et ne
dégradait que très peu les performances de détection.
Au-delà des aspects quantitatifs, l’algorithme C-ADDICT compte de nombreux avantages
comparé à l’algorithme ADDICT. L’atout principal de la méthode est sans doute son al-
gorithme d’apprentissage qui, ayant été développé autour de la stratégie de détection C-
ADDICT, permet de construire un dictionnaire de données mixtes de qualité. Un deuxième
avantage concerne la taille du dictionnaire. En effet, alors que la surveillance de 10 paramètres
de télémesure (K = 10) à l’aide d’un dictionnaire fixe nécessite 2000 atomes (détection AD-
DICT), seuls 100 filtres sont nécessaires pour la détection C-ADDICT. Ce point peut être
important en cas de contraintes de stockage souvent présentes pour les systèmes embar-
qués par exemple. Nous l’aurons compris, l’algorithme C-ADDICT s’impose sur de nombreux
points face à l’algorithme ADDICT. Cependant, un point négatif de l’algorithme C-ADDICT
est toutefois à noter et concerne son temps d’exécution supérieur à celui de l’algorithme AD-
DICT. En effet, l’utilisation d’un dictionnaire convolutif complexifie le problème de détection
et rend impossible la parallélisation de la détection, qui peut être mise en oeuvre avec un
dictionnaire fixe. En conséquence, la détection pour une journée de données et 10 paramètres
de télémesure est réalisée en 58 secondes avec l’algorithme C-ADDICT, contre 9 secondes avec
l’algorithme ADDICT. Ces temps d’exécution restent raisonnables pour 10 paramètres mais
risque de croître de manière exponentielle si l’on considère plusieurs dizaines voir centaines
de paramètres de télémesure. La comparaison des algorithmes ADDICT et C-ADDICT d’un
point de vue quantitatif et qualitatif est résumée dans le tableau 3.5.
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ADDICT C-ADDICT
Détection PD ADDICT : 81%
W-ADDICT :85.1% 94.7%
G-ADDICT : 93.6%
Fausses alarmes PFA ADDICT : 3%




Algorithme d’apprentissage X X
de dictionnaire adapté (10h pourΦ ∈ R10×50×100)
Algorithme d’apprentissage X X
de dictionnaire
Nombre d’atomes/filtres 2000 100
(K = 10, W = 50)
Temps de calcul 9’ 58’
(Détection 1 jour, en seconde) (parallélisation)
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4.1 Introduction
Les deux chapitres précédents introduisent l’algorithme ADDICT et ses extensions, des
méthodes innovantes de détection d’anomalies multivariées qui reposent sur des modèles d’es-
timation parcimonieuse et d’apprentissage de dictionnaire. Ce dernier chapitre applique ces
solutions à de réels cas d’usage industriels de surveillance de la télémesure satellite et reporte
les résultats expérimentaux obtenus. Le premier cas d’application étudié considère dix para-
mètres de télémesure pour lesquels une vérité terrain composées d’anomalies variées identifiées
par des experts est disponible. Cet exemple a déjà été traité dans les précédents chapitres et
a permis d’évaluer les performances des algorithmes proposés. Les premiers résultats obtenus
sont satisfaisants et compétitifs vis à vis des méthodes de l’état de l’art mais la présence de
fausses alarmes est à noter. Rappelons que dans un contexte opérationnel chaque détection
par l’algorithme entraîne une investigation de la part des experts afin de confirmer la présence
de l’anomalie ou d’invalider la détection qui est alors considérée comme une fausse alarme.
Cette procédure mobilise des moyens importants ce qui la rend coûteuse et fait de la limi-
tation des fausses alarmes un enjeu important. Dans ce chapitre nous proposons d’adresser
ce problème à l’aide d’une approche d’apprentissage séquentiel ou "en ligne" permettant de
prendre en compte le retour utilisateur au fur et à mesure des détections, de mettre à jour le
modèle de référence, et de limiter le nombre de fausses alarmes retournées par l’algorithme.
Cette stratégie d’apprentissage "en ligne" a déjà été étudiée pour plusieurs méthodes de détec-
tion d’anomalies dans Raginsky et al. (2012); Laxhammar and Falkman (2014); Ahmed et al.
(2007). La version "en ligne" de l’algorithme ADDICT, appelée Online ADDICT, consiste à
mettre à jour le dictionnaire par l’actualisation de ses éléments et/ou l’ajout de nouveaux
éléments dans le dictionnaire. Par ailleurs, ce premier cas d’usage et sa vérité terrain dispo-
nible sont exploités dans ce chapitre afin de réaliser un passage à l’échelle et d’étudier les
performances de détection des méthodes proposées dans un contexte plus proche des besoins
opérationnels où plusieurs dizaines de paramètres sont traités conjointement.
Les deux cas d’usage suivants décrivent des situations particulières de surveillance de la té-
lémesure satellite durant lesquelles ont eu lieu des manoeuvres de correction d’orbite ou des
éclipses. Ces évènements affectent de manière significative la télémesure satellite mais ils sont
très peu observés (quelques occurences par an). En conséquence, une quantité suffisante de
télémesure associée est rarement disponible en début de vie du satellite et ces évènements
ne sont donc pas pris en compte pour lors de l’apprentissage du modèle de référence. En
conséquence, chacune de leur réalisation génère de nombreuses fausses alarmes. De manière
analogue au premier cas d’usage, une solution intéressante pour limiter la présence des fausses
alarmes liées à ce genre d’évènements est d’adopter une stratégie d’apprentissage "en ligne"
permettant de les intégrer séquentiellement au modèle et de s’affranchir d’un nouvel ap-
prentissage complet. Ces cas d’usage sont alors deux occasions supplémentaires d’évaluer les
performances des algorithmes proposés et d’étudier une version adaptative de l’algorithme
ADDICT (également étudiée pour le premier cas d’usage) pour limiter les fausses alarmes
liées à l’apparition de nouveaux évènements.
Dans le dernier cas d’usage traité dans ce chapitre, les algorithmes développés dans cette thèse
sont appliqués pour la surveillance de la télémesure satellite affectée par un évènement connu
mais imprévisible qui peut avoir de lourdes conséquences sur le fonctionnement du satellite
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et le bon déroulement de sa mission. L’objectif de ce cas d’application est alors d’étudier sur
un exemple réel l’intérêt des approches de détection d’anomalies multivariées proposées pour
étudier un évènement particulier et tenter de le comprendre et/ou prévenir son apparition.
4.2 Surveillance de la télémesure satellite
















Figure 4.1 – Périodes d’anomalies de la vérité terrain
Le premier cas d’application auquel nous nous intéressons dans ce chapitre s’appuie sur
une base de données de test composée d’anomalies diverses et munie d’une vérité terrain
119
permettant de mesurer quantitativement les performances de détection des méthodes tes-
tées en termes de probabilités de fausse alarme et de probabilités de détection. Dans cette
base d’anomalies, 7 paramètres de télémesure différents connaissent une ou plusieurs périodes
d’anomalies. Les périodes d’anomalies de la vérité terrain sont représentées dans la figure 4.1
(encadrés rouges). Notons que parmi ces 7 paramètres, 3 sont discrets et 4 sont continus.
Comme évoqué précédemment, ce cas d’application a été traité dans les précédents cha-
pitres en considérant conjointement 10 paramètres de télémesure (les 7 paramètres de la
vérité terrain et 3 paramètres continus supplémentaires pour lesquels aucune anomalie n’a
été observée). Ces données ont permis d’évaluer les performances des différentes méthodes de
détection d’anomalies proposées ainsi que celles de l’état de l’art et les résultats obtenus sont
encourageants. Cependant, la présence de fausses alarmes est à noter. Par ailleurs, rappelons
que la télémesure satellite peut compter plusieurs milliers de paramètres de télémesure et que
dans un contexte opérationnel de surveillance de la télémesure l’objectif est de pouvoir trai-
ter conjointement au moins quelques dizaines de paramètres. Les résultats obtenus dans les
chapitres précédents sur cet exemple avec 10 paramètres traités conjointement ne nous per-
mettent donc pas de conclure quant à la capacité de l’algorithme ADDICT et ses extensions
à répondre à un tel besoin. Les anomalies de la vérité terrain sont donc à nouveau considérées
dans cette section pour : 1) étudier l’intérêt d’un apprentissage "en ligne“ par les algorithmes
ADDICT et W-ADDICT afin de limiter les fausses alarmes, et 2) évaluer les performances
de l’algorithme ADDICT avec plusieurs dizaines de paramètres. Notons que les données de
ce premier cas d’usage sont majoritairement issues d’un satellite d’observation opéré par le
CNES.
4.2.2 Détection d’anomalies séquentielle
Nous reprenons dans cette section les expérimentations menées dans les chapitres précé-
dents et étudions l’intérêt d’une approche d’apprentissage séquentielle pour la prévention des
fausses alarmes retournées par l’algorithme ADDICT et ses extensions. Une première stratégie
naïve de détection d’anomalies séquentielle par l’algorithme ADDICT consiste à ajouter au
dictionnaire les signaux testés identifiés comme fausses alarmes par les experts. Cette piste
a été explorée pour ce cas d’application avec l’algorithme ADDICT et sa version pondérée
Weighted-ADDICT (W-ADDICT, voir section 2.4.2 pour plus de détails).
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Figure 4.2 – Scores d’anomalie retournés par l’algorithme ADDICT pour les signaux de la base d’anoma-
lies. La vérité terrain est représentée par les fonds rouges. Les périodes d’anomalie de la vérité terrain sont
représentées dans la figure 4.1. Le seuil de détection SPFA est représenté par une droite horizontale rouge.
Figure 4.3 – Scores d’anomalie retournés pour les signaux de la base d’anomalies par l’algorithme Online
ADDICT (i.e., l’algorithme ADDICT après mise à jour du dictionnaire par ajout des fausses alarmes). Les
périodes d’anomalie de la vérité terrain sont représentées dans la figure 4.1. Le seuil de détection SPFA est
représenté par une droite horizontale rouge.
Cette expérimentation traite 10 signaux dont 7 continus et 3 discrets. Le dictionnaire a
été construit à partir de 2 mois de télémesure de ces signaux décrivant un fonctionnement
normal du satellite (sans anomalie). Les scores d’anomalies retournés par l’algorithme AD-
DICT pour les différents signaux de la base de test sont représentés dans la figure 4.2. Le seuil
de détection fixé à SPFA = 3.7 est représenté par une droite horizontale rouge. Il s’agit du
seuil pour lequel le couple (PD, PPFA) associé est le plus proche du point optimal (0,1). Une
anomalie est détectée par l’algorithme lorsque le score excède ce seuil. Les scores supérieurs au
seuil fixé situés en dehors des périodes d’anomalie connues de la vérité terrain (fonds rouges)
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correspondent à des fausses alarmes.
Afin d’évaluer la capacité de l’algorithme à intégrer ces fausses alarmes et prévenir leur dé-
tection, les fausses alarmes (i.e ;, les signaux test dont le score excède le seuil de détection
fixé à 3.7, soit 152 signaux multivariés) ont été ajoutées au dictionnaire et l’algorithme a
été appliqué aux mêmes données de test. En comparant les scores d’anomalies avant (figure
4.2, ADDICT) et après (figure 4.3, Online ADDICT) mise à jour du dictionnaire, il apparaît
que l’intégration des fausses alarmes dans le dictionnaire a permis d’empêcher de détecter
à nouveau certaines fausses alarmes. C’est notamment le cas des signaux tests #113, #223
et #283 par exemple. Les résultats quantitatifs représentés sous formes de courbes CORs
dans la figure 4.7 et résumés dans le tableau 4.1 confirment ces premières conclusions avec
10.2% de fausses alarmes retournées initialement contre 7.7% après mise à jour du diction-
naire pour 89% de signaux atypiques détectés. Cependant, à seuil fixé SPFA = 3.7, l’ajout
des fausses alarmes au dictionnaire a également fait chuter le taux de bonnes détections qui
passe de 89% à 83% après la mise à jour du dictionnaire. Il faut alors abaisser le seuil de
détection à SPFA = 3.5 pour atteindre le taux de détection initial de 89% des anomalies. Par
ailleurs, on s’aperçoit qu’une proportion importante des fausses alarmes est toujours détectée
par l’algorithme. C’est le cas notamment des signaux #78, #337 et #741 par exemple.
Figure 4.4 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
l’algorithme ADDICT avant et après mise à jour du dictionnaire.
Méthode seuil PD PFA AUC
ADDICT 3.7 89% 10.2% 0.937
Online ADDICT 3.7 83% 1.2% 0.947
Online ADDICT 3.5 89% 7.7% 0.947
Table 4.1 – Résultats de détection en termes de probabilités de détection (PD), de probabilités de fausse
alarme (PFA) et d’aire sous la courbe COR (AUC) pour les algorithmes ADDICT et Online ADDICT (i.e.,
l’algorithme W-ADDICT après mise à jour du dictionnaire par ajout des fausses alarmes.
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La même expérimentation a été réalisée avec la version pondérée de l’algorithme ADDICT,
W-ADDICT (voir section 2.4.2 pour plus de détails). Les scores d’anomalie retournés par
l’algorithme avant et après l’ajout des fausses alarmes au dictionnaire sont représentés dans
les figures 4.5 et 4.6 et témoignent de l’intérêt de la mise à jour du dictionnaire pour la
prévention des fausses alarmes. C’est notamment le cas des signaux #113, #741 et #883 par
exemple. Les résultats quantitatifs représentés sous forme de courbes CORs et résumés dans
le tableau 4.2 appuient ces conclusions. On y découvre que pour un seuil de détection fixé
à SPFA = 3.5, l’ajout des fausses alarmes dans le dictionnaire a fait chuter la probabilité de
fausses alarmes qui passe de 9.9% à 4.4% et que la probabilité de bonne détection reste stable
(88.3%). Rappelons que dans la première expérimentation menée avec l’algorithme ADDICT,
l’ajout des fausses alarmes au dictionnaire avait fait chuter le taux de fausse alarme mais
également le taux de bonne détection. La pondération semble assurer une certaine robustesse
de l’algorithme à la mise à jour du dictionnaire et au choix du seuil de détection.
Figure 4.5 – Scores d’anomalie retournés par l’algorithme W-ADDICT pour les signaux de la base d’ano-
malies. La vérité terrain est représentée par les fonds rouges. Les périodes d’anomalie de la vérité terrain sont
représentées dans la figure 4.1. Le seuil de détection SPFA est représenté par une droite horizontale rouge.
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Figure 4.6 – Scores d’anomalie retournés pour les signaux de la base d’anomalies par l’algorithme Online
W-ADDICT (i.e., l’algorithme W-ADDICT après mise à jour du dictionnaire par ajout des fausses alarmes). La
vérité terrain est représentée par les fonds rouges. Les périodes d’anomalie de la vérité terrain sont représentées
dans la figure 4.1. Le seuil de détection SPFA est représenté par une droite horizontale rouge.
Méthode seuil PD PFA AUC
W-ADDICT 3.5 88.3% 9.9% 0.96
Online W-ADDICT 3.5 88.3% 4.4% 0.9766
Table 4.2 – Résultats de détection en termes de probabilités de détection (PD) et de probabilités de fausses
alarmes (PFA) pour les algorithmes W-ADDICT et Online W-ADDICT (i.e., l’algorithme W-ADDICT après
mise à jour du dictionnaire par ajout des fausses alarmes).
Figure 4.7 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
l’algorithme ADDICT avant et après mise à jour du dictionnaire.
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Les résultats présentés dans cette section mettent en évidence l’intérêt d’une stratégie de
détection séquentielle par l’algorithme ADDICT. En effet, l’approche naïve d’intégration des
fausses alarmes dans le dictionnaire a permis dans de nombreux cas d’empêcher une nouvelle
détection de fausses alarmes observées par le passé. Cependant une proportion importante de
fausses alarmes est toujours détectée malgré leur intégration dans le dictionnaire. L’intérêt
de l’approche testée dans cette section reste donc limitée et la stratégie de mise à jour du
dictionnaire est une piste qui mérite d’être approfondie afin de développer une méthode de
détection plus efficace.
4.2.3 Passage à l’échelle
Cette section teste la capacité de l’algorithme ADDICT à détecter des anomalies qui
affectent un ou plusieurs paramètres de télémesure parmi plusieurs dizaines de paramètres
traités conjointement. L’algorithme ADDDICT a ainsi été appliqué à 10, 20 et 30 paramètres
en ajoutant aux 7 paramètres de la vérité terrain 3, 13 et 23 paramètres continus issus du même
satellite et pour lesquels aucune anomalie n’a été observée. Les performances de détection en
termes de probabilités de fausse alarme et de probabilités de détection sont représentées sous
forme de courbes CORs dans la figure 4.8.
Figure 4.8 – Comparaison des courbes CORs obtenues à partir des résultats de détection retournés par
l’algorithme ADDICT considérant conjointement 10, 20 et 30 paramètres de télémesure.
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Table 4.3 – Comparaison en termes de taille du dictionnaire et de temps de calcul de l’algorithme ADDICT
appliqué à 10, 20 et 30 paramètres de télémesure.
Au regard de ces résultats, il apparaît que jusqu’à 30 paramètres les performances de
détection de l’algorithme ADDICT sont équivalentes. Il s’agit ici d’un passage à l’échelle limité
étant donné les moyens importants en termes de capacité de calcul et de mémoire que requiert
un passage à l’échelle de plus grande envergure. En effet, augmenter le nombre de paramètres
à traiter conjointement n’est pas sans conséquences. La principale conséquence concerne la
taille du dictionnaire et plus précisément le nombre d’atomes et leur taille. Rappelons que
selon la taille W des fenêtres temporelles étudiées et le nombre K de paramètres surveillés,
la taille des signaux multivariés et des atomes est de N = W × K (voir le pré-traitement
ADDICT décrit dans la section 2.3.1 pour plus de précisions). Par ailleurs, comme nous
avons pu le constater précédemment, une détection d’anomalies efficace à l’aide d’une méthode
d’estimation parcimonieuse n’est possible que si le dictionnaire compte un nombre suffisant
d’atomes (voir section 2.3.5.5). Pour l’exemple étudié ici, les chiffres reportés dans le tableau
4.3 ci-dessus illustrent ce phénomène : un traitement conjoint de 20 signaux de télémesure
nécessite de construire un dictionnaire de 8 000 atomes pour atteindre les performances de
détection obtenues avec 10 signaux et un dictionnaire de 2 000 atomes. Avec 30 signaux, 15
000 atomes permettent d’atteindre ces performances. Notons que dans ces expérimentations,
la taille des fenêtres temporelles est W = 50. La taille des atomes (nombre de points de
chaque élément du dictionnaire) est alors de 500, 1000 et 1500 pour 10, 20 et 30 signaux.
Nécessairement, de tels volumes de données complexifient les calculs et rallongent le temps
d’exécution de l’algorithme qui passe de 3 secondes pour traiter 10 signaux à 134 secondes
pour 20 signaux et à 205 secondes pour 30 signaux. Faute de temps et de ressources disponibles
cette étude n’a pas pu être étendue à plus que 30 paramètres de télémesure ni réalisée pour
les extensions de l’algorithme ADDICT.
4.3 Détection de manoeuvre de correction d’orbite
4.3.1 Présentation du cas d’usage
Ce deuxième cas d’application s’intéresse à la surveillance de la télémesure en période
de manoeuvre de correction d’orbite et soulève l’intérêt de : 1) l’utilisation d’une méthode
de détection d’anomalies multivariées pour prendre en compte le contexte opérationnel des
satellites et limiter les fausses alarmes liées aux manoeuvres, et 2) la mise à jour séquentielle
de l’algorithme afin d’intégrer les nouvelles manoeuvres réalisées. Cet exemple traite 5 pa-
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ramètres de télémesure dont 4 continus et 1 discret issus d’un satellite d’observation opéré
par le CNES. Un extrait de télémesure de ces paramètres est représenté dans la figure 4.9.
L’information concernant la réalisation des manoeuvres est portée par le paramètre discret
(signal vert) qui prend la valeur 1 en période de manoeuvre et 0 sinon. Comme nous pouvons
le voir, la télémesure enregistre en périodes de manoeuvre (fond gris) des comportements aty-
piques comparés à ceux associés à un fonctionnement courant du satellite (hors manoeuvre).
Dans un contexte de manoeuvre ces signatures ne représentent pas une anomalie. Cependant,
si elles sont enregistrées dans un contexte de fonctionnement courant du satellite (hors pé-
riode de manoeuvre), elles peuvent traduire la présence d’une anomalie (fond rouge). L’intérêt
d’une méthode de détection d’anomalies multivariées pour cet exemple est donc de pouvoir
détecter ces comportements atypiques si aucune manoeuvre n’a été programmée et d’éviter
la détection de fausses alarmes en période de manoeuvre. Cela suppose de traiter conjointe-
ment plusieurs paramètres de télémesures discrets et continus afin de prendre en compte le
contexte opérationnel du satellite. Rappelons que l’algorithme de détection d’anomalies NO-
STRADAMUS développé par le CNES est un algorithme de détection d’anomalies univariées
qui traite les paramètres de télémesure indépendamment les uns des autres. En conséquence,
aucune information de contexte n’est prise en compte et les comportements atypiques liés
aux manoeuvres déclenchent systématiquement la détection d’une anomalie par l’algorithme.
Notons que l’apprentissage des ces signatures par l’algorithme est risqué car une anomalie qui
affecte la télémesure de manière analogue à une manoeuvre pourrait ne pas être détectée. Par
ailleurs, comme évoqué précédemment, cet exemple s’intéresse à l’apprentissage séquentiel
des manoeuvres considérées comme de nouveaux évènements à prendre en compte au cours
de la vie du satellite. L’enjeu de ce cas d’application est alors de déterminer dans quelle me-
sure les méthodes proposées dans cette thèse sont capables d’intégrer les manoeuvres au fur
et à mesure de leur réalisation pour limiter la détection des prochaines manoeuvres tout en
assurant la détection des potentielles anomalies.
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Figure 4.9 – Télémesure de 5 paramètres dont 4 continus et un discret (signal vert). L’information concer-
nant la programmation des manoeuvres est portée par le paramètre discret binaire prenant la valeur 1 en
périodes de manoeuvre et 0 sinon. Les périodes de manoeuvre sont marquées par les fonds gris et la période
d’anomalie par un fond rouge.
Les données présentées dans la figure 4.9 constituent une base de données de test dont
la vérité terrain recense les périodes de manoeuvre (fond gris) et une période d’anomalie
multivariée (fond rouge). Les périodes en dehors des périodes de manoeuvre ou d’anomalies
sont associées à un fonctionnement courant du satellite. L’anomalie considérée ici est fictive
et se définie par des comportements atypiques observés pour certains paramètres continus
et analogues à ceux enregistrés en périodes de manoeuvre. Cependant le paramètre discret,
prenant des valeurs nulles sur cette période, n’indique pas qu’une manoeuvre a été réalisée. Il
s’agit donc d’une anomalie multivariée. La détection d’une telle anomalie suppose de traiter
conjointement plusieurs paramètres de télémesure discrets et continus. Les algorithmes AD-
DICT et C-ADDICT ont été appliqués à ces données et les résultats obtenus selon plusieurs
scénarios sont présentés à la section suivante.
4.3.2 Résultats expérimentaux
Afin d’évaluer les algorithmes ADDICT et C-ADDICT pour ce cas d’application, ces
derniers ont été testés selon plusieurs scénarios. Un premier scénario consiste à construire
le dictionnaire à partir de données associées à un fonctionnement courant du satellite. Les
manoeuvres sont considérées comme de nouvelles opérations encore jamais menées et la té-
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lémesure associées exclut ces périodes de manoeuvre pour l’apprentissage. Pour ce premier
scénario, il s’agit de s’assurer qu’une anomalie est bien détectée par les différentes méthodes
pour toutes les périodes de manoeuvre ainsi que pour la période d’anomalie. Dans les scé-
narios suivants, les manoeuvres ont été progressivement intégrées au dictionnaire. Les scores
d’anomalie retournés pour chacun des scénarios par les algorithmes ADDICT et C-ADDICT
sont représentés dans les figures 4.10 et 4.11. Nos commentaires et conclusions concernant les
résultats obtenus par l’algorithme ADDICT et C-ADDICT pour les différents scénarios sont
les suivants :
• Scénario 1 :
Les scores retournés par les algorithmes ADDICT et C-ADDICT pour le premier scé-
nario sont bien supérieurs à la moyenne exclusivement en période de manoeuvre ou
d’anomalie. Ces résultats témoignent de la capacité des méthodes proposées à détecter
tout nouveau comportement atypique dans les données de télémesure.
• Scénario 2 :
Pour le deuxième scénario, la première période de manoeuvre a été intégrée au diction-
naire construit pour le premier scénario. Au regard des scores d’anomalie retournés à
partir du dictionnaire actualisé il apparaît que cette manoeuvre n’est plus détectée.
Par ailleurs, d’après les résultats de détection Online C-ADDICT (i.e, C-ADDICT avec
un dictionnaire mis à jour), il est possible de fixer un seuil de détection permettant de
détecter l’anomalie multivariée sans retourner de fausses alarmes pour les manoeuvres
suivantes. Ce n’est pas le cas avec l’algorithme Online ADDICT étant donné des scores
encore élevés retournés en périodes de manoeuvre. Ces résultats traduisent le fait que
la prise en compte d’une seule manoeuvre n’est pas suffisant pour empêcher la détec-
tion des manoeuvres suivantes par l’algorithme ADDICT.
• Scénario 3 :
Dans ce troisième scénario réalisé pour l’algorithme ADDICT, la première et la deuxième
période de manoeuvre ont été intégrées au dictionnaire. On observe que ces deux pé-
riodes de manoeuvre ne sont plus détectées par l’algorithme. Par ailleurs, il apparaît
que l’intégration de ces deux périodes de manoeuvre a permis de faire chuter les scores
d’anomalie associés aux périodes de manoeuvres suivantes. Il est alors possible de fixer
un seuil de détection permettant de détecter uniquement l’anomalie multivariée.
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Figure 4.10 – Comparaison des scores d’anomalie retournés par l’algorithme ADDICT et sa version "en
ligne", Online ADDIC,T appliqués selon plusieurs scénarios aux données de télémesure associées au cas d’ap-
plication des manoeuvres de correction d’orbite.
130
Figure 4.11 – Comparaison des scores d’anomalie retournés par l’algorithme C-ADDICT et sa version
"en ligne", Online C-ADDICT, appliqués selon plusieurs scénarios aux données de télémesure associées au cas
d’application des manoeuvres de correction d’orbite.
Les résultats présentés dans cette section témoignent de l’intérêt de traiter conjointement
plusieurs paramètres de télémesure discrets et continus et de prendre en compte le contexte
opérationnel des satellites afin de limiter les fausses alarmes liées à des évènements ou à un
contexte opérationnel connu. Par ailleurs, ces résultats démontrent l’intérêt des méthodes d’es-
timation parcimonieuse pour la détection séquentielle. En effet, notons qu’avec l’algorithme
ADDICT l’intégration des deux premières manoeuvres seulement a permis d’empêcher la dé-
tection des 5 manoeuvres suivantes. Pour l’algorithme C-ADDICT, cet objectif a été atteint
dès l’intégration de la première manoeuvre.
4.4 Surveillance de la télémesure en période d’éclipse
4.4.1 Présentation du cas d’usage
Ce troisième cas d’application étudie l’intérêt de l’apprentissage séquentiel de nouveaux
modes de fonctionnement des satellites. Plus précisément, l’exemple traité dans cette sec-
tion concerne l’intégration du mode de fonctionnement en période d’éclipse d’un satellite
géostationnaire. Cette étude est réalisée à partir des données de télémesure de deux para-
mètres continus acquises sur une durée totale ayant connue 19 périodes d’éclipse. Les données
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traitées dans cette section sont représentées dans la figure 4.12 et sont issues d’un satellite
géostationnaire conçu par Airbus. Les périodes associées au nouveau mode de fonctionne-
ment (mode éclipse) sont repérables par leur fond gris dans la figure 4.12. De même que
pour le cas d’application précédent, nous avons fait le choix pour cet exemple de tester les
algorithmes ADDICT et C-ADDICT capables de traiter conjointement plusieurs paramètres
de télémesure et d’intégrer facilement de nouveaux évènements par l’ajout d’éléments dans le
dictionnaire. Ces deux méthodes ont été appliquées aux données représentées dans la figure
4.12 selon plusieurs scénarios. Les résultats obtenus sont présentés dans la section suivante.
Figure 4.12 – Télémesure de 2 paramètres continus représentant deux modes de fonctionnement du satellite.
4.4.2 Résultats expérimentaux
Le protocole de test suivi pour ce cas d’application est le même que celui du cas d’appli-
cation précédent. Dans un premier temps, un dictionnaire a été appris à partir de données de
télémesure associées à un unique mode de fonctionnement connu du satellite (hors éclipse).
Ce premier scénario consiste à évaluer la capacité des méthodes testées à détecter le nouveau
mode de fonctionnement. Par la suite, le fonctionnement du satellite en mode éclipse a été
intégré au dictionnaire.
Les scores d’anomalie retournés par les algorithmes ADDICT et C-ADDICT pour les dif-
férents scénarios sont présentés dans les figures 4.13 et 4.14. Ces résultats expérimentaux
mènent aux conclusions suivantes :
• Les scores d’anomalie retournés pour le premier scénario témoignent de la capacité
des deux méthodes proposées à détecter le nouveau mode de fonctionnement satellite.
En effet des scores supérieurs à la moyenne ont été retournés par les deux méthodes
presque exclusivement en période d’éclipse ce qui traduit une détection efficace.
• Les scores d’anomalie retournés pour les deuxième et troisième scénarios démontrent
qu’une détection "en ligne" à l’aide d’une méthode d’estimation parcimonieuse est pos-
sible.
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• Comme pour le cas précédant la détection "en ligne" est plus efficace avec l’algorithme
C-ADDICT qu’avec l’algorithme ADDICT. En effet, la prise en compte d’une seule
période d’éclipse suffit à empêcher la détection des prochaines occurrences tandis que
deux périodes d’éclipse sont nécessaires pour atteindre cet objectif avec l’algorithme
ADDICT.
Figure 4.13 – Comparaison des scores d’anomalie retournés par l’algorithme ADDICT et sa version "en
ligne", Online ADDICT appliqués selon plusieurs scénarios aux données de télémesure associées au cas d’ap-
plication des nouveaux mode de fonctionnement satellite.
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Figure 4.14 – Comparaison des scores d’anomalie retournés par l’algorithme C-ADDICT et sa version
"en ligne", Online C-ADDICT appliqués selon plusieurs scénarios aux données de télémesure associées au cas
d’application des nouveaux mode de fonctionnement satellite
4.5 Détection d’évènements dans la télémesure satellite
4.5.1 Présentation du cas d’usage
Ce dernier cas d’usage étudie l’intérêt des méthodes de détection d’anomalies multiva-
riées développées pendant la thèse pour détecter, et pourquoi pas anticiper, l’apparition d’un
évènement particulier, connu, mais imprévisible, et qui peut affecter le fonctionnement d’un
satellite. Cette étude a été menée à partir de données réelles de télémesure issues de 3 sa-
tellites conçus par Airbus. Pour chacun d’eux, la télémesure d’une vingtaine de paramètres
sélectionnés par des experts décrivant un fonctionnement courant du satellite sur 100 orbites
consécutives a été mise à disposition pour l’apprentissage du dictionnaire. L’évaluation des
algorithmes a été réalisée à partir de la télémesure de ces mêmes paramètres pour 100 orbites
consécutives durant lesquelles l’évènement étudié s’est produit et a été identifié par les ex-
perts.
Un extrait de la télémesure des paramètres considérés pour chacun des trois satellites est
représenté dans les figures 4.15, 4.16 et 4.17. Notons que les paramètres traités ne sont pas
nécessairement les mêmes pour chacun des trois satellites. Au regard de ces figures, l’appa-
rition de l’évènement, marqué par un fond rouge, se traduit par un changement de mode de
fonctionnement de quelques équipements (paramètres discrets) et à son maintien prolongé
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(e.g., figure 4.15 paramètres 1 à 9, figure 4.16 paramètre 1, figure 4.17 paramètre 5), ou par
une chute brutale et/ou une stabilisation (variance nulle) des valeurs enregistrées pour cer-
tains paramètres continus (e.g., figure 4.15 paramètres 13 à 19, figure 4.16 paramètres 11 à
19, figure 4.17 paramètres 11 à 19).
Figure 4.15 – Télémesure de 19 paramètres dont 12 discrets et 7 continus associée au premier satellite étudié.
La télémesure décrit le fonctionnement courant du satellite sur 10 orbites (gauche) et le fonctionnement du
satellite sur 10 orbites autour de l’évènement (droite). Le début de l’évènement est marqué par un fond rouge.
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Figure 4.16 – Télémesure de 19 paramètres dont 10 discrets et 9 continus associée au deuxième satellite
étudié. La télémesure décrit le fonctionnement courant du satellite sur 10 orbites (gauche) et le fonctionnement
du satellite sur 20 orbites autour de l’évènement (droite). Le début de l’évènement est marqué par un fond
rouge.
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Figure 4.17 – Télémesure de 18 paramètres dont 10 discrets et 8 continus associée au troisième satellite
étudié. La télémesure décrit le fonctionnement courant du satellite sur 10 orbites (gauche) et le fonctionnement
du satellite sur 20 orbites autour de l’évènement (droite). Le début de l’évènement est marqué par un fond
rouge.
4.5.2 Détection d’évènement
Pour ce cas d’usage, les algorithmes ADDICT et C-ADDICT ont été appliqués aux don-
nées présentées dans la section précédente qui ont été rééchantillonnées afin de limiter la taille
des signaux multivarié à 100 mesures par paramètre et par orbite. Pour l’algorithme ADDICT
la télémesure a été découpée en fenêtres de taille W = 100 (voir section 2.3.1 pour plus de
détails sur le pré-traitement) et les dictionnaires construits pour chaque satellite comptent
8000 atomes de taille N = 100K (où K est le nombre de paramètres étudiés). Le dictionnaire
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C-ADDICT compte 200 filtres de taille M = 100. Rappelons que les différents dictionnaires
ont été construits à partir de données de télémesure associées à un fonctionnement courant du
satellite observé pendant 100 orbites consécutives. Pour chaque orbite, un score d’anomalie
ADDICT et un score d’anomalie C-ADDICT est retourné et représenté dans les figures 4.18,
4.19 et 4.20. L’orbite lors de laquelle a débuté l’évènement selon les experts est marquée par
un fond rouge. Dans les trois cas, on observe que les scores retournés par les deux méthodes à
l’apparition de l’évènement et pour les orbites suivantes sont bien supérieurs à ceux retournés
pour les premières orbites ce qui témoigne d’une détection efficace de l’apparition de l’évène-
ment. Par ailleurs, on s’aperçoit que des scores plus élevés que la moyenne des précédents ont
été retournés avant le début de l’évènement pour le deuxième et le troisième satellites. Ces
scores témoignent peut-être d’un changement de fonctionnement léger et précoce du satellite
du fait de l’apparition imminente de l’évènement. Pour aller plus loin dans l’investigation et
tenter de mieux comprendre l’évènement étudié, il convient de s’intéresser aux scores univa-
riés et d’identifier les paramètres qui ont pu influencer les scores d’anomalies multivariés des
figures 4.19 et 4.20.
Figure 4.18 – Comparaison des scores retournés par ADDICT (a) et C-ADDICT (b) pour les signaux de
télémesure issus du premier satellite étudié.
Figure 4.19 – Comparaison des scores retournés par ADDICT (a) et C-ADDICT (b) pour les signaux de
télémesure issus du deuxième satellite étudié.
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Figure 4.20 – Comparaison des scores retournés par ADDICT (a) et C-ADDICT (b) pour les signaux de
télémesure issus du troisième satellite étudié.
4.5.3 Détection univariée
L’étude des scores univariés permet d’identifier immédiatement les paramètres affectés par
une anomalie ou un évènement particulier. Les scores d’anomalies univariées retournés par
l’algorithme ADDICT pour les signaux de test issus du deuxième et du troisième satellite sont
représentés dans les figures 4.21 et 4.22. Il apparaît que des scores supérieurs à la moyenne
sont observés pour certains paramètres à l’apparition de l’évènement (fonds rouges) et sur les
orbites suivantes. Ces paramètres correspondent aux paramètres pour lesquels un changement
de comportement est visible dans les figures 4.16 et 4.17 (droite, apparition d’évènement). Ces
résultats témoignent une fois de plus de la capacité de l’algorithme ADDICT à identifier les
paramètres affectés. Par ailleurs, on observe que pour le deuxième satellite des scores élevés
sont enregistrés pour les paramètres #11 et #13. L’étude de la reconstruction des signaux de
test par décomposition sur le dictionnaire a mis en évidence le fait que ces résultats étaient
dus aux valeurs extrêmes mesurées pour ces deux paramètres sur les orbites qui précèdent
l’évènement (voir figure 4.16, paramètres #11 et #13, droite, apparition d’évènement). Pour
le troisième satellite, des scores supérieurs à la moyenne sont enregistrés pour tous les para-
mètres continus, quelques orbites avant l’apparition de l’évènement. Cependant les scores les
plus élevés sont retournés pour le paramètre #15. Le signal de test de ce paramètre est repré-
senté dans la figure 4.17 et décrit une hausse brutale de ses valeurs juste avant l’apparition de
l’évènement ce qui explique les scores retournés. Les scores élevés retournés pour les autres
paramètres continus sont dus à l’estimation parcimonieuse réalisée conjointement pour les
différents paramètres continus et/ou peuvent témoigner du fait que les différents paramètres
sont corrélés ou liés entre eux.
Ces expérimentations ont permis d’identifier quelques paramètres susceptibles d’indiquer l’ap-
parition de l’évènement étudié. Pour confirmer ces résultats, une étude plus approfondie et une
investigation de la part des experts est nécessaire. Par ailleurs, notons que les changements dé-
tectés dans les signaux de test de ces paramètres sont à priori univariés. Ces expérimentations
n’ont pas permis de démontrer l’intérêt d’une méthode de détection d’anomalies multivariées
pour ce cas d’usage.
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Figure 4.21 – Scores d’anomalies univariés retournés par l’algorithme ADDICT pour les signaux de télé-
mesure issus du deuxième satellite.
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Figure 4.22 – Scores d’anomalies univariés retournés par l’algorithme ADDICT pour les signaux de télé-
mesure issus du troisième satellite.
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4.6 Conclusion
Ce chapitre nous plonge au coeur du contexte opérationnel dans lequel s’inscrit cette
thèse et soulève les enjeux métier qui y sont liés telles que la détection d’anomalies multiva-
riés avec un nombre important de signaux de télémesure ou la limitation des fausses alarmes
qui engendrent des vérifications très couteuses. Les différents cas d’application traités dans ce
chapitre sont autant d’occasions d’évaluer les différentes méthodes proposées dans cette thèse
et les premiers résultats expérimentaux obtenus confirment l’intérêt des méthodes d’estima-
tion parcimonieuse pour la détection d’anomalies, et plus particulièrement de l’algorithme
ADDICT et de ses extensions. En effet, les performances enregistrées sur une base composée
d’anomalies diverses munie de sa vérité terrain, ou sur un ensemble de données décrivant
un contexte opérationnel de manoeuvres satellite, témoignent de la force de ces approches à
traiter conjointement de nombreux paramètres de télémesure pour détecter différents types
d’anomalies et limiter les fausses alarmes. Par ailleurs, ces expérimentations mettent en lu-
mière un réel avantage de ces méthodes, à savoir leur capacité à intégrer le retour utilisateur
de manière séquentielle pour prévenir les fausses alarmes. La stratégie naïve de détection "en
ligne" ADDICT testée ici consiste à ajouter de nouveaux éléments au dictionnaire suite à
l’identification de fausses alarmes. Les premiers résultats obtenus à l’aide de cette méthode
sont satisfaisants mais quelques limites apparaissent. En effet, l’ajout des fausses alarmes
dans le dictionnaire ne garantit pas qu’une nouvelle occurrence de ces dernières ne sera pas
détectée. Par ailleurs, cette stratégie fait croître le nombre d’éléments du dictionnaire et la
complexité de calcul de l’algorithme. Pour faire suite à ces travaux, plusieurs perspectives
pourraient alors être envisagées :
• Faute de temps, la recherche d’une stratégie de mise à jour du dictionnaire réellement
efficace n’a pu être menée mais mériterait d’être étudiée pour permettre une meilleure
prévention des fausses alarmes connues et un contrôle de la taille du dictionnaire. Des
stratégies d’apprentissage "en ligne" de dictionnaire telle que celle proposée dans Mai-
ral et al. (2009) pourraient être adaptées pour répondre à ce problème.
• En plus de la mise à jour des éléments du dictionnaire, on pourrait envisager un réglage
séquentiel des hyperparamètres du modèle et/ou du seuil de détection comme cela a
pu être étudié dans Raginsky et al. (2012).
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Conclusion et perspectives
Cette thèse avait pour objectif de proposer une méthode de détection d’anomalies permet-
tant d’améliorer le suivi de l’état de santé de satellites et plus précisément la surveillance de
la télémesure. Le premier chapitre décrit la télémesure satellite et présente une méthode clas-
sique de surveillance par seuil ainsi que quelques algorithmes récents de détection d’anomalies
univariées basés sur des techniques d’apprentissage semi-supervisé. L’objectif des chapitres
suivants est d’étudier des méthodes de détection d’anomalies multivariées capables de traiter
conjointement plusieurs signaux de télémesure mixtes (discrets et continus), et de prendre en
compte les corrélations et relations qui peuvent exister entre eux.
Le deuxième chapitre formule le problème de détection d’anomalies multivariées comme un
problème d’estimation parcimonieuse et présente l’algorithme ADDICT développé pour le ré-
soudre. La stratégie de détection adoptée consiste en un apprentissage semi-supervisé et repose
sur l’hypothèse que la nouvelle télémesure décrivant un fonctionnement normal du satellite
peut être estimée en utilisant quelques signaux sains de la télémesure passée (sans anoma-
lie). Plus précisément, l’idée est de se constituer une base, appelée dictionnaire et construit à
partir de données saines, et de formuler le problème de détection d’anomalies comme un pro-
blème d’estimation parcimonieuse qui décrit la nouvelle donnée par une combinaison linéaire
d’éléments du dictionnaire dont le nombre de coefficients non nuls du vecteur à estimer est
contraint par une norme `1. Une seconde contrainte de parcimonie est également introduite
pour traduire le fait que les anomalies satellites sont rares et affectent peu de paramètres en
même temps. Cette parcimonie structurée, assurée par une norme `2, permet notamment de
pouvoir identifier les paramètres affectés par une anomalie et ceux qui ne le sont pas. L’al-
gorithme ADDICT proposé a été testé sur des données réelles de télémesure satellite munies
d’une vérité terrain composée d’anomalies diverses. Les résultats obtenus démontrent l’inté-
rêt et la compétitivité de la méthode proposée par rapport aux approches de l’état de l’art.
Ce chapitre présente également plusieurs extensions telles qu’une généralisation du problème
posé afin de s’adapter au contexte multivarié et à l’hétérogénéité des données traitées, et une
version pondérée permettant d’intégrer de l’information externe au modèle et d’améliorer les
performances de détection. La pondération étudiée a été construite à partir du coefficient de
corrélation calculé entre le signal testé et sa reconstruction et a permis de limiter le nombre
de fausses alarmes retournées. Enfin, ce chapitre s’intéresse au réglage des hyperparamètres
du modèle et présente une méthode d’estimation qui semble prometteuse.
Le deuxième chapitre propose de remplacer le dictionnaire fixe du modèle ADDICT par un
dictionnaire convolutif afin d’exploiter ses propriétés d’invariance par translation. La combi-
naison linéaire peut alors être réécrite comme une somme de produits de convolution entre des
cartes de coefficients et les éléments du dictionnaire convolutif. Cette extension convolutive
de l’algorithme ADDICT, appelée C-ADDICT, a permis d’améliorer de manière significative
les performances de l’algorithme ADDICT. Par ailleurs, le problème d’estimation parcimo-
nieuse convolutive proposé a pu être étendu au problème d’apprentissage de dictionnaire.
Cependant, l’introduction d’un dictionnaire convolutif a complexifié le problème rendant sa
résolution plus coûteuse.
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Le quatrième chapitre met en application les différentes méthodes proposées dans cette thèse
pour répondre à de réels besoins industriels de détection d’anomalies multivariées avec un
nombre important de signaux de télémesure, ou de limitation des fausses alarmes. Pour ce
faire, un passage à l’échelle a été réalisé à partir de données de télémesure satellite réelles
associées à une vérité terrain composée d’anomalies connues et identifiées par des experts.
Ces expérimentations ont permis de démontrer la capacité de l’algorithme ADDICT proposé
à traiter conjointement plusieurs dizaines de signaux de télémesure et y détecter efficacement
les anomalies. En ce qui concerne la limitation des fausses alarmes, l’intérêt d’une version
séquentielle ou "en ligne" a été étudié. Une méthode naïve de mise à jour du dictionnaire par
ajout séquentiel des fausses alarmes a été testée pour limiter la présence de fausses alarmes
liées à des opérations de manoeuvre de correction d’orbite ou à l’entrée du satellite en mode
éclipse par exemple. Les premiers résultats obtenus sont encourageants mais certaines fausses
alarmes sont toujours détectées et la complexité de l’algorithme n’est pas maîtrisée et aug-
mente au fur et à mesure des mises à jour, ce qui peut, à terme, être problématique.
Plusieurs perspectives peuvent être envisagées pour faire suite à ces travaux. Le premier
chapitre formule le problème de détection d’anomalies multivariées comme un problème d’esti-
mation parcimonieuse dans lequel l’estimation des données discrètes et des données continues
est réalisée selon deux stratégies distinctes. Le modèle proposé pour l’estimation parcimo-
nieuse discrète mène à un problème combinatoire dont la résolution est coûteuse. Il serait
alors intéressant d’essayer de se ramener à un problème de minimisation plus simple à ré-
soudre. Les signaux de télémesure discrets peuvent être vus comme des signaux “clippés” ou
numérisés pour lesquels des modèles d’estimation parcimonieuse et d’apprentissage de dic-
tionnaires ont été étudiés Rencker et al. (2019, 2018). Il serait alors intéréssant de pouvoir
adapter ces derniers pour le traitement de données mixtes. Une autre piste qui pourrait éga-
lement être explorée consiste à adopter une stratégie d’estimation parcimonieuse discrète à
l’aide d’un modèle probabiliste permettant de contraindre les coefficients de la décomposi-
tion à prendre des valeurs discrètes Hennings et al. (2010); Exarchakis and Lücke (2017).
Par ailleurs, s’affranchir d’une résolution combinatoire pourrait permettre de traiter conjoin-
tement les données continues et les données discrètes et de résoudre un unique problème de
minimisation. Le problème de détection d’anomalies pourrait alors être plus facilement étendu
au problème d’apprentissage de dictionnaire qui n’a pas été adressé dans ce chapitre et repré-
sente un point important à traiter.
Les algorithmes proposés dans les chapitres 2 et 3 reposent sur des modèles d’estima-
tion parcimonieuse qui imposent de régler deux hyperparamètres. Une méthode basée sur la
théorie des machines à vecteurs support a été proposée et permet d’estimer efficacement l’un
d’entre eux. Pour aller plus loin, on pourrait envisager d’étudier d’autres techniques d’estima-
tion d’hyperparamètres, telles les approches d’estimation Bayesienne, et d’essayer de trouver
une méthode capable d’estimer conjointement plusieurs hyperparamètres Mohammad-Djafari
(1993). Par ailleurs, la détection d’anomalies suppose de fixer un seuil de détection auquel sont
comparés les scores retournés par l’algorithme de manière à détecter une anomalie lorsque la
score excède le seuil fixé. Ce seuil représente un compromis entre le taux de bonnes détections
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exigé et le taux de fausses alarmes accepté. Cependant, le score d’anomalie ADDICT n’est
pas borné ce qui le rend difficile à interpréter (e.g., un score d’anomalie compris entre 0 et 1
peut être interprété comme la probabilité qu’une anomalie se produise) et donc à régler de
manière intuitive dans le respect des contraintes métiers. Si une vérité terrain est disponible,
les performances de l’algorithme peuvent être calculées pour différentes valeurs du seuil et
il est alors possible d’en déduire sa valeur optimale pour les données traitées. Cependant,
dans un contexte opérationnel, il est rare qu’une vérité terrain existe. Afin de contourner
ce problème de réglage du seuil de détection, on pourrait envisager adopter une approche
de "prédiction conforme" (conformal prediction en anglais) Laxhammar and Falkman (2011);
Shafer and Vovk (2008); Gammerman and Vovk (2006) qui s’inscrit dans une logique de tests
statistiques et consiste à estimer une p-valeur (i.e., la probabilité d’observer un score égal ou
supérieur à celui retourné, sous l’hypothèse que le signal testé est associé à un fonctionnement
normal du satellite) pour chaque signal testé. La détection est alors réalisée à partir de cette
p-valeur estimée (comprise entre 0 et 1) qui est comparée à un seuil de sorte qu’une anoma-
lie est détectée si elle est supérieure à ce seuil. Ce nouveau seuil peut alors être interprété
comme une probabilité de fausses alarmes autorisées et peut être fixé selon les contraintes
opérationnelles. La mise en place d’une stratégie de prédiction conforme permet alors de
s’affranchir de la construction d’une vérité terrain pour fixer la valeur du seuil de détection
et de maitriser le nombre de fausses alarmes retournées ce qui représente un enjeux important.
Le dernier chapitre évalue les algorithmes proposés dans de réels contextes industriels de
surveillance de la télémesure. Ces applications ont mis en évidence les limites des méthodes
proposées qu’il serait intéressant d’essayer de surmonter. Tout d’abord, le passage à l’échelle
a permis de quantifier en termes de taille du dictionnaire et de temps de calcul le niveau
de complexité de l’algorithme lorsque le nombre de signaux de télémesure considérés aug-
mente. Afin de pouvoir traiter conjointement de nombreux paramètres de télémesure tout en
limitant la compléxité, une première idée serait de réaliser un pré-traitement adapté pour ré-
duire la dimension de séries temporelles Barreyre (2018). Par ailleurs, ce chapitre a testé une
approche naïve de mise à jour séquentielle du dictionnaire permettant de limiter les fausses
alarmes. Cependant, la stratégie adoptée ne permet pas d’éliminer toutes les fausses alarmes
connues ni de contrôler la taille du dictionnaire. La recherche d’une méthode plus efficace
de mise à jour du dictionnaire mériterait donc d’être menée afin d’actualiser les éléments du
dictionnaire et/ou d’en ajouter de nouveaux lorsque cela est nécessaire. Certains algorithmes
d’apprentissage de dictionnaire de la littérature pourraient être adaptés dans ce sens Mairal
et al. (2009); Aharon et al. (2006); Barthélemy et al. (2013). De plus, un réglage séquentiel
des hyperparamètres du modèle et/ou du seuil de détection pourrait également être envisagé
Raginsky et al. (2012) pour limiter la présence des fausses alarmes, prendre en compte l’évo-







L’algorithme K-SVD, proposé par Aharon et al. (2006), est un algorithme d’apprentis-
sage de dictionnaire inspiré du célèbre algorithme de classification K-Means. L’objectif de
l’algorithme K-Means est de former K groupes homogènes en affectant tous les éléments d’un
nuage de points à un groupe. Une fois placés dans un groupe, chaque élément est alors re-
présenté par l’élément moyen du groupe auquel il appartient. L’algorithme K-SVD peut être
vu comme une généralisation du K-Means dans le sens où l’on cherche ici à représenter des
signaux multivariés, non pas par un élément (l’élément moyen), mais par plusieurs éléments
(les atomes du dictionnaire). A chaque itération du K-Means, les éléments moyens qui repré-
sentent chaque groupe sont actualisés selon les réaffectations. Par analogie, à chaque itération
de K-SVD, les atomes sont actualisés selon leur intervention dans la décomposition des si-
gnaux d’apprentisssage.
Nous noterons Y ∈ RN×V la matrice des signaux d’apprentissage, et X ∈ RL×V les vecteurs
de coefficients des combinaisons linéaires d’atomes d’un dictionnaire Φ.
La première étape de l’algorithme qui consiste à résoudre le problème d’estimation parcimo-
nieuse et déterminer la matrice X est réalisée par l’algorithme OMP décrit par l’algorithme
8. Pour la seconde étape, les atomes sont actualisés les uns après les autres comme décrit par
l’algorithme 7.
L’algorithme K-SVD réalise l’apprentissage du dictionnaire en reformulant la décomposition
comme suit







Φ.jXj.)−Φ.lX l. ‖2F (A.2)
=‖ El −Φ.lX l. ‖2F (A.3)
Où xj. correspond à la jème ligne de la matrice des coefficients X (la ligne contenant les
coefficients relatifs au lème atome) et Φ.l le lème atome de Φ. On note El la matrice d’erreur
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lorsque l’atome l à actualiser n’est pas pris en compte dans la représentation du signal, et
ERl la matrice d’erreur correspondant à la matrice El dans laquelle on ne conserve que les
signaux d’apprentissage dont la représentation fait intervenir l’atome l considéré. Les indices
de ces derniers sont stockés dans un vecteur noté ωl. Les mises à jour de Φ.l ainsi que de
Xl. sont obtenues par une décomposition en valeur singulière de la matrice d’erreur réduite :
ERl = U4VT . L’actualisation de Φ.l est donnée par la première colonne de U notée U.1 et
celle de Xl. est donnée par la première colonne de V multiplié par le premier élément de la






Actualisation de Φ et X
for l = 1 to L do




ER.l ← {El.i|i ∈ ωkl }




k ← k + 1
until critère d’arrêt
Algorithm 8 X= OMP(Y,Φ)
Require: k=1, ε0 = Y,Φ0 = 
repeat
for l = 1 to L do




Sélection : lk ← arg maxl |Ck.l|
Dictionnaire : Φk ← [Φk−1,Φ.l]
Coefficients : xk ← arg minX ‖Y−ΦkX‖22
Résidu : εk ← Y−Φkxk




L’algorithme ODL (Online Dictionary Learning) proposé par Mairal et al. (2009) est un
algorithme d’apprentissage dit « en ligne », c’est-à-dire que, à chaque itération, le dictionnaire
est actualisé en prenant en compte les informations des itérations précédentes. Par ailleurs
l’algorithme ODL a été developpé pour permettre l’apprentissage de dictoinnaire à partir de
gros volume de données.
A chaque itération, un élément de l’ensemble d’apprentissage est selectionné de manière aléa-
toire. Nous noterons noté y ∈ RN le signal sélectionné à l’itération k. Dans une première
étape, le problème d’estimation parcimonieuse du signal selectionné sur le dictionnaire (A.4)
est résolu à l’aide de l’algorithme LARS Efron et al. (2004); Osborne et al. (2000).
Le caractère « en ligne » de la méthode intervient dans la deuxième étape d’actualisation du
dictionnaire qui consiste à mettre à jour le dictionnaire en résolvant le problème de minimi-
sation suivant







k −Φk−1xk ‖22 +a ‖ xk ‖1 (A.4)
Où k correspond à la kème itération. On introduit les matrices A et B
Ak ← Ak−1 + 12x
kxkT
Bk ← Bk−1 + ykxkT
Avec xkT la matrice transposée de x à l’itération k. Nous pouvons reformuler à partir de
ces matrices le problème de minimisation (A.4) . L’algorithme ODL est décrit ci-dessous par
l’algorithme 4.















Require: k = 1,Y,Φ0
for k = 1 to K do
Actualisation de x :
x← LARS(yk,Φk−1)
Actualisation de Φ
Ak ← Ak−1 + 12x
kxkT
Bk ← Bk−1 + ykxkT
for l = 1 to L do
ul ← 1All (B.l −ΦA.l) + D.l
d.l ← 1max(‖ul‖2,1)ul
end for





B.1 Mise à jour de la variable auxilaire z
Cette section détaille la mise à jour de la variable auxiliaire z introduite avec une contrainte




2 ‖ y −Φx ‖
2
2 +λ ‖ z ‖1 s.c z = x. (B.1)
La mise à jour de z à l’itération k + 1 est donnée par
zk+1 = arg min
z
[
α ‖ z ‖1 +〈mk, z − xk+1〉+
µk
2 ‖ z − x
k+1 ‖22
]





‖ z ‖1 +
1
µ
〈mk, z − xk+1〉+ 12 ‖ z − x
k+1 ‖22
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‖ z ‖1 +
1
µ










‖ z ‖1 +
1
µ
〈mk, z − xk+1〉+ 12〈z − x
k+1, z − xk+1〉+ 12µ2 〈m,m〉
]










mk − z ‖22
]
On pose g = xk+1 − 1
µk
mk et γ = α
µk
pour se ramener au problème suivant




2 ‖ g− z ‖
2
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