Abstract We establish Korn's interpolation inequalities and the rigidity results of the strain tensor of the middle surface for the parabolic and elliptic shells and show that the best constant in Korn's inequalities scales like h 3/2 for the parabolic shell and h for the elliptic shell, removing the main assumption that the middle surface of the shell is given by one single principal coordinate in the literature and, in particular, including the closed elliptic shell.
Introduction and Main Results
Korns inequalities have arisen in the investigation of the boundary value problem of linear elastostatics, [19, 20] and have been proven by different authors, e.g., [7, 16, 17, 18, 28] . Some generalized versions of the classical second Korn inequality have been recently proven in [1, 5, 26, 27] . The optimal exponential of thickness in Korn's inequalities for thin shells represents the relationship between the rigidity and the thickness of a shell when the small deformations take place since Korn's inequalities are linearized from the geometric rigidity inequalities under the small deformations ( [6] ). Thus it is the best Korn constant in the Korn inequality that is of central importance (e.g., [4, 21, 22, 23, 24, 25] ). Moreover, it is ingenious that the best Korn constant is subject to the Gaussian curvature. The one for the parabolic shell scales like h 3/2 ( [10, 11] ), for the hyperbolic shell, h 4/3 ( [14] ) and for the elliptic shell, h ( [14] ). All those results were derived under the main assumption that the middle surface of the shell is given by a single principal coordinate system in order to carry out some necessary computation. This assumption is
where the properties ∇ ∂z n = κ z ∂z, ∇ ∂θ n = κ θ ∂θ for p ∈ S hold. In the case of the parabolic or hyperbolic shell, a principal coordinate only exists locally (Proposition 2.1). There is even no such a local existence for the elliptic shell. However, the assumption (1.1) in [10, 11, 14] can be removed if the Bochner technique is employed to perform some necessary computation. The Bochner technique provides us the great simplification in computation, for example, see [31] or [33] . Here we remove the assumption (1.1) to obtain that the optimal exponentials are 3/2 and 1 for the parabolic shell and the elliptic shell, respectively. In particular, the closed elliptic shell is included here. The case of the hyperbolic shell is treated in [35] where we show that the optimal exponential is 4/3 without the assumption (1.1).
Let M ⊂ IR 3 be a C 3 surface with the induce metric g and a normal field n. Let S ⊂ M be an open bounded set with a regular boundary ∂S. We consider a shell with thickness h > 0 Ω = { x + t n(x) | x ∈ S, −h < t < h }.
Let κ be the Gaussian curvature of M. We say that Ω is parabolic if
where Π = ∇ n is the second fundamental form of M. If
then Ω is said to be elliptic. Set
Here it can happen that ∂S = ∅, for example, to a closed elliptic shell, for which
All the norm · in this paper is that of L 2 (Ω), unless it is specified. Theorem 1.1 (Korn's interpolation inequalities) There are C > 0, h 0 > 0, independent of h > 0, such that
for all h ∈ (0, h 0 ) and y ∈ H 1 (Ω, IR 3 ) with y, n | Σ 0 = 0 where
We have the following.
for all h ∈ (0, h 0 ) and y ∈ H 1 0 (Ω, IR 3 ).
In particular, we have
If Ω is a closed elliptic shell, then there is C > 0 such that
for any y ∈ H 1 (Ω, IR 3 ), where so (3) is the set of all 3 × 3 skew matrices.
Theorem 1.4
The exponentials of the thickness in (1.5) and (1.6)-(1.7) are optimal, respectively, for the parabolic shell and the elliptic shell, respectively. Remark 1.1 The interpolation inequality (1.4) is given in [10, 11, 14] under the assumption (1.1) and extended in [12] to the case that there is a local principal coordinate for each p ∈ S. The inequalities (1.5) and (1.6) are given in [11, 12] and [14] , respectively, under the assumption (1.1).
Proofs of Main Results

Proof Theorem 1.1
Let (M, g) be a Riemanniann manifold. Let T be a 2-order tensor field on (M, g) and let X be a vector field on (M, g). We define the inner multiplication of T with X to be another vector field, denoted by i (X)T, given by
For any y ∈ H 1 (Ω, IR 3 ), we decompose y into
where u = y, n and U (·, t) is a vector field on S for |t| < h. It follows from (2.1) that
2)
where ∇ and D are the covariant differentials of the dot metric in IR 3 and of the induced metric in S, respectively, and W t = ∂ t W and w t = ∂ t w. We need to deal with the relations between ∇ and D carefully. By defining ∇ n n = 0, we introduce an 2-order tensor p(y) on IR 3 x by
We have
where
Proof Let x ∈ S be given. Let τ 1 , τ 2 be an orthonormal basis of S x . Then τ 1 , τ 2 , and n(x) forms an orthonormbal basis of IR 3
x . From (2.3) and (2.3), we have
✷ Remark 2.1 Υ(y) and DX are called the strain tensor and the curvature tensor of the middle surface, respectively, see [15] . Lemma 2.2 Let w ∈ H 2 (Ω) be a function. Then the following formulas hold true.
, where ∆ and div are the Laplacion and the divergence of the dot metric in IR 3 , respectively, and tr g is the trace of the induced metric g in S. Moreover, ∆ n is a vector field on S.
Proof Let x ∈ S be given. Let E 1 , E 2 be a frame field normal at x in S, i.e., E i , E j = δ ij in some neighbourhood of x on S, (2.8)
10)
In addition, we obtain
which yields the formula in (ii). Using the symmetry of ∇ 3 w and the formulas (2.8)-(2.11), we have
from which it follows that
where the following formula has been used
Finally, we have
that is, ∆ n ∈ S x . ✷ Lemma 2.3 Let y ∈ H 2 (Ω, IR 3 ) be given in (2.1) and let Υ(y) and X(y) be given in (2.7). Then
12)
for z = x + t n ∈ Ω, where div is the divergence of the dot metric in IR 3 .
Proof Let x ∈ S be given. Let E 1 , E 2 be a frame field normal at x in S such that (2.8)-(2.11) hold. Then E 1 , E 2 , and n(x) forms an orthonormal frame at z = x + t n(x). Using (i) in Lemma 2.2 and
we have
where the following formulas have been used
✷ We need the following lemma from [13] . 
where κ is the Gaussian curvature. It follows that
In the sequel, we sometimes use the norm
The next lemma is the key to our analysis that is the 3-dimensional version of [12, Lemma 4.5] . In the 2-dimensional case [12, Lemma 4.5] establishes the inequality (2.17) without the assumption (2.16) below. Lemma 2.5 There is a constant C > 0, independent of h > 0, such that any harmonic function w ∈ C 1 (Ω) with
fulfills the inequality
Proof Using (2.16) and (2.14), we have
We integrate (2.18) in t over (h/2, h) to obtain, by (2.14),
Using (ii) in Lemma 2.2, we have
Applying f to Lemma 2.4 with λ = 1/2, a = 0, and b = h, we obtain
Integrating the above inequality in x over S yields, by (2.19),
It follows from (iii) in Lemma 2.2 that
from which we obtain, by (vi) in Lemma 2.2,
Thus we have 
A similar argument yields
Thus (2.17) follows. ✷
Proof of Theorem 1.1 Let 22) where p(y) is given in (2.4).
Step 1 Letŵ be the solution to problem ∆ŵ = 0 in Ω, w = w on ∂Ω.
It follows from (2.12) that
We integrate the above identity over Ω in z = x + t n to have, by (2.6),
that is,
Using (2.24), (2.17), (2.23) and (2.6), we obtain
Thus we have
From [2, Theorem 1.1], there is a constant C > 0 such that
It follows from (2.25)-(2.27) and (2.5)-(2.6) that
Step 2 From (2.4), we have |p(y)| ≤ C|∇y| for z = x + t n ∈ Ω.
sym ∇y − Ch ∇y ≤ sym I(y) ≤ sym ∇y + Ch ∇y .
Thus the inequality (1.4) follows from (2.28). ✷
Proofs Theorems 1.2 and 1.3
Let X (S) be the set of all vector fields on S. For any X, Y ∈ X (S), the curvature operator R XY is defined by
where [·, ·] is the Lie product. The Ricci identity reads
where T is a k-order tensor field. This formula can help us to exchange the order of the second-order covariant differential of a k-order tensor field.
Let x ∈ S be given and let e 1 , e 2 be an orthonormal basis of M x with the positive orientation in the induced metric g. For any W ∈ H 1 (S, X (S)), we denote a 2-form σ(W ) on S by
where ∧ g is the exterior product of the induced metric g on S. Then σ(W ) is well defined. In fact, letê 1 ,ê 2 be another orthonormal basis with the positive orientation. Suppose that
where I is the identity matrix in IR 2 . It follows that
Then there is a function ϕ on S, independent of the choice of orthonormal base, such that
where E is the volume element of the induced metric g. Lemma 2.6 For any W ∈ H 1 (S, X (S)), we have
31)
where ϕ is given in (2.30) and µ and τ are the outside normal and the tangential along the boundary ∂S in the induced metric g, respectively.
Proof For W given, we denote a vector field B(W ) on S by
where e 1 , e 2 is an orthonormal basis of M x and D T W is the transpose of DW. It is easy to check that the definition of B(W ) is independent of the choice of e 1 , e 2 .
Since D τ µ = D τ µ, τ τ and D τ τ = − D τ µ, τ µ on the boundary ∂S, we have
Let x ∈ S be given. Let E 1 , E 2 be a frame field normal at x with the positive orientation. Then
It follows (2.30), (2.29), and (2.32) that
Thus (2.31) follows from (2.35) and (2.33) . ✷
In the sequel, for a vector field W ∈ X (S), we denote
where E 1 , E 2 is an orthonormal frame on S. From (2.34), we have
where ϕ is given in (2.30). Moreover, if f is a function, we denote
We need the following.
Lemma 2.7 Let M be of C 3 . Let λ(q) be a principal curvture for each q ∈ M. Let p ∈ M be given. Suppose that there is a neighbourhood N of p such that the following assumptions hold.
(ii) the algebraic multiplicity of λ(q) = the geometric multiplicity = 1 for all q ∈ N .
Then there exists locally a C 1 vector field X such that
Proof Let ψ : N → IR 2 be a local coordinate at p with ψ(q) = (x 1 , x 2 ) and ψ(p) = 0. Consider the matrices
From (ii) rank λ(x)δ ij − a ij (x) = 1 for x in a neighbourhood of 0.
We may assume that λ(0) − a 11 (0), −a 12 (0) = 0.
Thus λ(x) − a 11 (x), −a 12 (x) = 0 for x in a neighbourhood of 0.
Obviously, the above X meets our need. ✷ For each p ∈ M, we denote by Q : M p → M p the rotation by π/2 along the clockwise direction, which is very useful in the case of the negative curvature, see [34] . For any α ∈ M p , α, Qα forms an orthonormal basis on M p . Proposition 2.1 Let p ∈ M be given. Suppose that there are two different principal curvatures, λ 1 = λ 2 , at p. Then there exists a local principal coordinate ψ = x around p, i.e., ∇ ∂x i n = λ i ∂x i in a neighbourhood of p for i = 1, 2.
Proof From Lemma 2.7 there is a vector field X with |X| = 1 such that
Let Y = QX. Then X, QX forms an orthonormal basis. Thus
We claim there exist functions f 1 and f 2 such that
We define a curve by
Then for t ∈ (−ε, ε) given, we solve problem
the map ψ(β(t, s)) = (t, s) forms a local coordinate at p with (2.40) true. We let
Similarly, there is a function f 2 such that
(2.39) follows from (2.41) and (2.42).
Next, we define a curve by
Then (2.39) implies thatψ(η(t, s)) = (t, s) is a local coordinate such that
✷ Next, we consider a rigidity lemma on the strain tensor of the middle surface. In the case of the parabolic or the hyperbolic, it has established in [10] - [14] when the middle surface is given by a single principal coordinate. In the case of the elliptic shell, it has been given in [3] if the middle surface consists of a single coordinate. Here we treat it coordinates free, which particularly includes the case of the closed elliptic shells.
Proposition 2.2
Suppose Ω is a parabolic shell. Then there is C > 0 such that
for any y = W + w n ∈ H 1 0 (S, IR 3 ).
Proof LetŜ be a bounded open region on M such that
For y ∈ H 1 0 (S, IR 3 ), we extend y ∈ H 1 0 (Ŝ, IR 3 ) by y = 0 for x ∈Ŝ/S.
In the above sense, we have
Thus (2.43) follows from Lemma 2.8 below. ✷ Lemma 2.8 LetŜ ⊂ M be such that (2.44) hold. Let p ∈Ŝ be given and γ > 0 be given small. Then exist a neighbourhood N of p and constants C > 0, independent of γ, and
Proof From Lemma 2.7 there is a vector field X with |X| = 1 such that (2.37) and (2.38) hold for x in a neighbourhood of p, where λ 1 = tr g Π, λ 2 = 0, and Y = QX. It follows from (2.38) that 
Then we define β : (−ε, ε) × (−ε 1 , ε 1 ) by
the map ψ(β(t, s)) = (t, s) forms a coordinate at p. We set
where ε > 0 and ε 1 > 0 are small enough.
Step 1 We claim that, for each t ∈ (−ε, ε) fixed,
(1) the curve β(t, ·) has no self-intersection point for s ∈ (−ε 1 , ε 1 ); (2) the vector fields X and Y and the curve β(t, ·) can be simultaneously extended to outside ofŜ from both directions, i.e., there are s − (t) < 0 and s + (t) > 0 satisfying β(t, s ± (t)) ∈ ∂Ŝ;
For convenience, we denote β(s) = β(t, s). Let
Using (2.38) and (2.46), we have
On the other hand, using the formula
and from (2.37) and (2.38), we obtain
that is, a = 0, since λ 1 = 0. It follows from (2.47) that
which proves (1) and (2) by Lemma 2.7.
Step 2 Let ϕ be given in (2.30) . From (2.37), (2.38), and (2.36), we have
Step 3 For t ∈ (−ε, ε) given, from Step 1, we have
for γ > 0 small. We integrate the above inequality in (t, s) over (−ε, ε) × (−ε 1 , ε 1 ) to have, by (2.48) and (2.31),
The proof is complete. ✷ Proposition 2.3 Let S be elliptic. Then there is C > 0 such that
for any y = W + w n ∈ H 1 (S, IR 3 ).
It follows from Proposition 2.3 immediately that
Corollary 2.1 Let S be elliptic.
for any y = W + w n ∈ H 1 0 (S, IR 3 ). (ii) If S is a closed surface, then there is C > 0 such that, for any y = W + w n ∈ H 1 (S, IR 3 ), there exists an infinitesimal identity y 0 ∈ H 1 (S, IR 3 ), satisfying
Proof of Proposition 2.3 Let p ∈ S be given. Let e 1 , e 2 be an orthonormal basis of M p with the positive orientation such that
Let E 1 , E 2 be a frame field normal at p such that
Then E i , E j = δ ij a neighbourhood of p, and
Using the above formulas, we compute at p, for ε > 0 and ς > 0 small, 
where W ij = DW (E i , E j ), ϕ is given in (2.36), and σ > 0 is given through the formula
when ε > 0 and ς > 0 are small enough. We integrate (2.52) over S to obtain (2.49) from Lemma 2.6. ✷ Proofs of Theorems 1.2 and 1.3 By a similar argument as in [10, 14] , we combine Theorem 1.1 with (2.43) and (2.51), respectively, to complete the proofs. ✷
Proof Theorem 1.4; Ansatz
Here we use the norm (2.15).
(i) Let Ω be parabolic. From Proposition 2.1, a local principal coordinate exists on S. In such a principal coordinate an ansatz has been constructed in [10, Theorem 3.3] .
(ii) Let Ω be elliptic. Set κ 0 = sup p∈S κ(p).
Let p 0 ∈ S be given and let σ 0 > 0 be such that
where B(p 0 , σ 0 ) is the geodesic plate in the induced metric g centered at p 0 with radius σ 0 . Let ϕ ∈ C 2 0 (S) be such that ϕ(p) = 1 for p ∈ B(p 0 , σ 0 ).
Let ρ(p) = d g (p, p 0 ) be the distance from p ∈ S to p 0 in the induced metric g on M. We set y = W + w n, w = ϕ cos(φρ), W = −tDw, φ = 1 h 1/2 . Denote B(σ 0 ) by the plate in M p 0 centered at the origin with radius σ 0 . 
✷
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