Various versions of the shortest common superstring (in short: S C S ) problem play important roles in data compression and DNA sequencing. For example, in laboratories DNA sequencing is routinely done by sequencing large numbers of relatively short fragments, and then heuristically finding a short common superstring.
size of the alphabet. We also write 1x1 for the length of x.
We define their overlap o(x,y) by o(x,y) = max{j : yi = z,-;+l, 1 5 i 5 j } . If x # y and k = o(x,y), then x @ y = 2 1 2 2 . . . 2rYk+lYk+2.. . ys. Let S be a set of all superstrings built over the strings xl,. . . , xn. Then, OEpt = cy=, Ix'I -
We study the following algorithm: its input is the n strings xl, x2, . . . , X" over C. It outputs a string z which is a superstring of the input.
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We consider three variants:
GREEDY: In Step 3, choose x # y in order to maximise RGREEDY: In Step 3, x is the string 1; produced in the previous iteration, while y is chosen in order to maximise o(x,y) = o ( z , y ) . Our initial choice for x is xl. Thus, in RGREEDY we have one "long" string z which grows by addition of strings at the right hand end.
MGREEDY: In
Step 3 choose x , y in order to maximise o(x, y). If x # y proceed as in GREEDY. If x = y, then I i-I \ {x}, O r is not incremented, and
where the set C is initially empty. Here, C is a set of strings, and we see later that C corresponds to a set of cycles in an associated digraph. On termination we add the final string left in I to C (cf. In GREEDY and RGREEDY the output is the final string left in the set I. In MGREEDY the output is an arbitrary catenation of the strings in C.
We will assume that the input strings are independently generated, and we adopt the following mixing model for the underlying probabilistic model of strings generation: (M) MIXING MODEL Let F: be a a-field generated by for i 5 j . There exists a function a(.) of g such that:
< 1, and (iii) for any m, and two events A E Fim and B E 3p"++, the following holds
(1 -49))P(A)P(B) I P(AB) I (1 + Q(S))P(A)P(B).
(1) In such a model, we define the so called R h y i second order entropy which can be proved to exist (cf. 
