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Let Md(C) be the space of d_d complex matrices, and Xd be the subspace of
hermitian matrices. We study the SegalBargmann transform of functions on Xd ,
with values in Md(C), which are given by functional calculus. We show that when
d  , the transform of such a map becomes close to the space of holomorphic
functional calculus on Md(C), and that this yields, in the limit, an isometry between
the L2 space of Wigner’s semi-circle distribution and the Hardy space of the disk.
We relate this isometry to Voiculescu’s theory of circular and semi-circular systems,
and we study its analogue when the SegalBargmann transform is replaced by the
Hall transform on unitary groups of large dimensions.  1997 Academic Press
INTRODUCTION
The SegalBargmann transform is an integral operator which intertwines
the Fock and the Schro dinger models for the irreducible representations of
the Heisenberg group, it is a useful tool in quantum field theory as well as
in some parts of analysis (see, e.g., [F]). This transform yields a unitary
isomorphism between the L2 space of a gaussian measure on some finite
dimensional real Hilbert space and the space of holomorphic functions on
the complexification of this Hilbert space, which are square integrable with
respect to a gaussian measure on this space.
In this paper we will investigate the limit of the classical SegalBargmann
transform acting on functions which are given by functional calculus on
matrix spaces of large dimension. More precisely, let Xd be the space of
hermitian d_d matrices, we shall consider maps from Xd to the space
Md(C) of d_d complex matrices, with the Hilbert space structure given by
(A, B) =(1d) tr(AB*). The SegalBargmann transform of such a map
will be a holomorphic map from Md(C), the complexification of Xd , to
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itself. A particular class of such functions is given by the functional
calculus, namely, for any Borel function f on R, there is a well defined
function %df from Xd to Md(C) given by the functional calculus, and
similarly, on Md(C), holomorphic functional calculus can be defined, and
for any entire function F on C, there is a function 3dF from Md(C) to
Md(C). The spaces given by functional calculus are very small subspaces of
the space of matrix valued functions, square integrable with respect to the
gaussian measure on Xd , or Md(C), nevertheless, we shall see that, as
d   these spaces are asymptotically mapped one into another by the
SegalBargmann transform, and that this gives rise in the limit to an
integral transform which is a Hilbert space isomorphism between the L2
space of a semi-circular distribution and the Hardy space of a disk whose
radius is equal to the square root of the variance of the semi-circular dis-
tribution. This integral transform has the explicit form
Ft f (z)=|
2 - t
&2 - t
tf (x)
t&xz+z2
+t(dx)
for f # L2(+t) and z in the disk of radius - t, where +t is the semi-circular
distribution of variance t, see Section 1.1.7 below.
In the recently developed theory of free random variables (see [VDN]
for an introduction to that subject), circular and semi-circular systems have
been shown to be suitable non-commutative analogues of the gaussian
families, respectively complex and real gaussian, and some realizations of
them on free Fock space have been developped. In this context, there is a
natural analogue of the SegalBargmann transform, which can be infor-
mally described as a unitary isomorphism between the space of square
integrable ‘‘functions’’ of a semi-circular system and the space of square
integrable ‘‘holomorphic functions’’ of a circular system, where the term
function here refers to the functional calculus of operators, and operator
algebra theory. We shall see that the transform Ft can be interpreted as
the one-dimensional free analogue of the SegalBargmann transform. We
shall also extend this result to the case of functional calculus of several
independent gaussian matrices and recover, in the d   limit, the multi-
dimensional version of the free SegalBargmann isomorphism. This result
should not come as a surprise, indeed, as Voiculescu [V2] has shown,
large gaussian matrices can be used to approximate semi-circular and cir-
cular systems, so the fact that the SegalBargmann transform goes to the
limit is quite natural.
Recently, a remarkable extension of the SegalBargmann isomorphism
was introduced by Hall [Ha], in which the gaussian measure on a Hilbert
space is replaced by the heat kernel measure on a compact Lie group.
In this context the SegalBargmann isomorphism becomes a unitary
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isomorphism between the L2 space of this heat kernel measure and the
space of holomorphic functions on the complexification of the group,
square integrable with respect to a suitable heat kernel on this complex
group. The SegalBargmann and Hall’s transforms can in fact be brought
together in the context of Lie groups of compact type (see Driver [Dr]).
As shown by Gross and Malliavin [GM], Hall’s transform can be
recovered from an infinite dimensional version of the SegalBargmann
transform, by imbedding the L2 space of the heat kernel measure on a com-
pact type Lie group into the L2 space of the Wiener measure associated
with brownian motion with values in its Lie algebra. We shall show in this
paper that an analogue of the GrossMalliavin result holds in the free case
and that it yields an interesting unitary isomorphism between two Hilbert
spaces. One of these Hilbert spaces is the L2 space of a measure on the unit
circle, which is the multiplicative analogue of the semi-circular distribution,
whereas the other one is a Hilbert space of analytic functions in some
domain of the complex plane, which is a subspace, with a different norm
however, of the Hardy space of this domain. These spaces depend on a
parameter, which comes from the time parameter in the heat kernel, and
the nature of the domain depends of this parameter, since for t4 the
domain is simply connected, while for t>4, it is conformally equivalent to
an annulus.
This paper is organized as follows. In Section 1 we recall the definition
of the SegalBargmann transform, we study some properties of Gaussian
measures on matrix spaces, and we introduce the transform Ft, then we
prove that Ft is the limit of the SegalBargmann transform for functional
calculus on matrix spaces. Results are stated in Subsection 1.1, while proofs
are given in 1.2. The second section deals with Hall’s extension of the
SegalBargmann transform. We give an overview of Hall’s transform then
state the theorem of Gross and Malliavin, and we explain our strategy for
finding the analogue of the transform Ft for the functional calculus on
unitary groups. This strategy relies upon the theory of semi-circular and
circular systems, which we review in Section 3. We extend the results of
Section 1 to the polynomial functional calculus of several independent
gaussian matrices, thus recovering the free analogue of the SegalBargmann
isomorphism. Finally, in Section 4, we introduce the stochastic calculus on
free Fock space, due to Ku mmerer and Speicher [KS] and use it to con-
struct free multiplicative brownian motions, by solving an exponential
stochastic differential equation. Then we prove an analogue of the Gross
Malliavin theorem. Note that the way we prove this result is by explicit
computations, whereas Gross and Malliavin use abstract arguments from
quasi sure analysis. These computations allow us to give explicit descrip-
tions of the Hilbert spaces and the integral transforms arising from Hall’s
transform on unitary groups.
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1. SEGALBARGMANN TRANSFORM FOR FUNCTIONAL
CALCULUS IN MATRIX SPACES OF LARGE DIMENSION
1.1. Preliminaries and Statement of the Results
1.1.1. Let H be a finite dimensional real Hilbert space, and denote
H C=HR C its complexification. Unless the contrary is explicitly stated,
the Hilbert spaces we consider, in particular L2 spaces, will be assumed to
be complex.
Let pt and qt be the Gaussian densities on H and HC such that
|
H
ei(x, y) pt( y) dy=e&t(x,x) and |
HC
ei(z, w)qt(w) dw=e&t2(z, z)
for all x # H, z # HC, where dy and dw are the standard Lebesgue measures
on H and HC respectively. Let L2(H, pt) be the space of square integrable
functions for the measure pt(x) dx on H and L2hol(H
C, qt) be the space of
holomorphic functions on HC, square integrable for the measure qt(w) dw.
Theorem 1. Let f # L2(H, pt), then the integral
|
H
f ( y) pt(x&y) dy (1.1.1)
converges for all x # H and this function has a unique analytic continuation
to HC, denoted by St( f ). The map f [ St( f ) is an isometry from L2(H, pt)
onto L2hol(H
C, qt).
This result is one way of introducing the transformation St, known as
the SegalBargmann transform, see [Ba], [F] or [GM] for a proof. We
brought this point of view from the paper [GM], to which we refer for a
thorough discussion of the SegalBargmann transform and the Hall trans-
form.
1.1.2. Let L be a finite dimensional complex Hilbert space, we can
identify the space L2(H, pt , L) of square integrable functions on H, with
values in L, and the tensor product L2(H, pt)L. Also there is an
isomorphism between L2hol(H
C, qt , L), the space of holomorphic square
integrable functions on HC, with values in L, and L2hol(H
C, qt)L. Using
these identifications we can dilate the isometry St to an isometry StIdL
from L2(H, pt , L) onto L2hol(H
C, qt , L).
We now take for H the space Xd of d_d complex hermitian matrices,
with the real Hilbert space structure given by the inner product (A, B) =
trd(AB), where trd denotes the normalized trace (i.e., the normalized trace
of the identity matrix is 1). The decomposition of d_d complex matrices
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into hermitian and skew hermitian parts gives a natural identification of
XCd with Md(C) the space of complex d_d matrices, with inner product
(A, B) =trd(AB*). We shall also take L to be equal to Md(C), we
shall denote by St the SegalBargmann transform from L2(Xd , pt) to
L2hol(Md (C), qt) and by T
t
d its dilation to L
2(Xd , pt , Md(C)).
1.1.3. Let f be a complex Borel function on R, for every hermitian
matrix A, there is a normal matrix f (A) # Md(C) obtained by functional
calculus so we get a map %df : A [ f (A) from Xd to Md(C). There is a
unique probability measure +td on R such that, for every bounded Borel
function f on R, one has
|
R
f (x) d+td (x)=|
Xd
trd(%df (A)) pt(A) dA.
Of course, for d=1, +t1 is just a gaussian measure on R, of variance t. The
map f [ %df is an isometry from L
2(+td) into L
2(Xd , pt , Md(C)). The
measures +td have a strictly positive density with respect to Lebesgue
measure on R, which can be computed explicitly in terms of Hermite func-
tions, see subsection 1.2.1 below. Since the measures +td belong to the class
of Lebesgue measure, one can identify functions in these spaces with their
class with respect to Lebesgue null sets. We shall prove
Lemma 1. For every integer d1, and t # R*+ , one has a continuous
inclusion with dense range L2(+t1)/L
2(+td).
1.1.4. Let F be an entire function on C, by holomorphic functional
calculus we have a map 3dF : A [ F (A) from Md(C) to Md(C). Consider
the inner product
(F, G) td=|
Md (C)
trd(3F(w) 3G(w)*) qt(w) dw
on the space of Etd of entire functions such that
|
Md (C)
trd(3F(w) 3F(w)*) qt(w) dw<
Let *t1 be the gaussian measure on C with density (1?t) e
& |z|
2
t with respect
to Lebesgue measure, identifying M1(C) with C one has L2hol (*
t
1)=E
t
1 .
Lemma 2. For every integer d1, and t # R*+ , the space (Etd , ( . , . )
t
d) is
a Hilbert space, one has & }&Etd& }&L2hol (*t1) , and L
2
hol (*
t
1)/E
t
d is a continuous
inclusion with dense range.
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By construction, the map 3d is an isometry from E td into L
2
hol (Md(C),
pt , Md(C)), and thus 3d(Etd) is a closed subspace of L
2
hol (Md(C), pt ,
Md(C)).
1.1.5. The subspaces of L2(Xd , pt , Md(C)) and L2hol (Md(C), qt ,
Md(C)) given by functional calculus are very small subspaces (they are of
infinite codimension), but nevertheless we shall see that, when d  , the
SegalBargmann transform maps asymptotically these subspaces one into
another.
By Lemmas 1 and 2, for every f # L2(+t1) the map %
d is in L2(Xd , pt ,
Md(C)), and similarly, for F # L2hol(*
t
1), the map 3
d
F is in L
2
hol (Md(C), qt ,
Md(C)), for all d1.
Theorem 2. (1) Let f # L2(+t1), then the distance of T
t
d(%
d
f ) to the space
3d(E td) goes to zero as d  .
(2) Let F # L2hol (*
1
t ), then the distance of (T
t
d)
&1(3dF) to the space
%d(L2(+td)) goes to zero as d  .
1.1.6. We shall give a more precise formulation of this result for a
suitable class of functions, namely we shall see that the transforms T td ,
acting on the subspaces of functional calculus actually converge to a
certain integral transform between two Hilbert spaces of functions.
Let us first recall that, as d  , the measures +td converge weakly
towards the semi-circular distribution
+t(dx)=
1
2?t
- 4t&x2 dx
on the interval [&2 - t, 2 - t] (this is a well-known result of Wigner, see
e.g. [M]). The parameter t is the variance of the distribution.
Analogously, we shall see that
Lemma 3. For any entire functions F, G one has
(F, G) td 
1
2? |
2?
0
F(- t ei%) G (- t ei%) d% when d  .
Recall that the completion of the space of entire functions for the limit
inner product in Lemma 3 is the Hardy space H 2t of the disk of radius - t.
1.1.7. We see that the spaces L2(+t) and H2t appear as limiting
objects of the spaces L2(+td) and E
t
d , as d  . Let us now define the trans-
form that plays the role of the SegalBargmann transform for functional
calculus, and which exchanges these two spaces.
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Proposition 1. Let f # L2(+t) then the integral
Ft f (z)=|
2 - t
&2 - t
tf (x)
t&xz+z2
+t(dx) (1.1.7)
converges for all z # C such that |z|<- t, and the function Ft f belongs to
the Hardy space of the disk with radius - t. Furthermore, Ft is an isometry
from L2(+t) onto this Hardy space.
Proof. Observe that, if |z| 2<t, then the function
x [
t
t&xz+z2
is bounded on the interval [&2 - t, 2 - t]. This implies that Ft f (z) is well
defined and analytic in the open disk of radius - t. Let Tm be the mth
Tchebycheff polynomial defined by
Tm(2 cos *)=
sin(m+1) *
sin *
and let Tm(t, x)=t
m
2Tm(x- t). The polynomials Tm(t, } ) form an orthogonal
basis of the space L2(+t), and have norms &Tm(t, } )&2L2(+t)=t
m. Any function
f # L2(+t) has an L2-convergent expansion
f = :

n=0
anTn(t, } )
where
an=t&m |
2 - t
&2 - t
f (x) Tm(t, x) +t(dx)
and
|
2 - t
&2 - t
| f (x)| 2 +t(dx)= :

n=0
|an| 2 tm.
The generating function for Tchebycheff polynomials (see e.g., Szego [Sz]),
yields the identity
t
t&xz+z2
= :

n=0
znTn(t, x) for |z| 2<t,
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where the convergence is uniform for x on the interval [&2 - t, 2 - t]. It
follows from Parseval identity that
|
2 - t
&2 - t
tf (x)
t&xz+z2
+t(dx)= :

n=0
anzn
for z in the disk of radius - t. This proves the proposition, since the func-
tions z [ zm form an orthogonal basis of the Hardy space of the disk with
radius - t, with norms &zm&2Ht2=t
m. Observe that from the proof we have
Ft(Tm(t, } ))(z)=zm. K
The map Ft is a free counterpart to the SegalBargmann transform. It
has been considered in [LM], as well as some q-deformations of it. We
shall come back to this in more details in Section 3, and explain how the
formula (1.1.7) is the free counterpart of the convolution formula defining
de SegalBargmann transform on a Gaussian space.
1.1.8. Let f # L2(+t1) be such that F
t f has an analytic continuation
to all of C, which belongs to L2hol(*
t
1). This is true, for example, if f is a
polynomial hence this property holds for f in a dense subspace of L2(+t1).
The transform Ttd(%
d
f ) is then well defined for all d1, and we can take
its orthogonal projection onto the closed subspace 3d(E td). By Theorem 2,
we know that the distance of Ttd(%
d
f ) to this projection, measured in E
t
d
norm, goes to zero as d  . Taking the inverse image, by 3d, of this pro-
jection we obtain an element F td f in E
t
d . We now come to the main result
of this section.
Theorem 3. Let f # L2(+t1) be such that F
t f has an analytic continua-
tion to all of C, which is in L2hol(*
t
1), then
&Ftd f &F
t f &Etd  0 when d  .
This result means that the map Ft is the limit of the maps T td acting on
the maps given by functional calculus. It can also be expressed by saying
that the following diagram is asymptotically commutative
L2(+td) ww
%d L2(Xd , pt , Md(C))
Ft Ttd
E td ww
3d L2hol(Md(C), qt , Md(C))
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This means that for an f # L2(+td), satisfying the assumptions of Theorem 3,
the distance between the two images in L2hol(Md(C), qt , Md(C)) goes to
zero as d  . Note that three of the maps in the diagram are isometries.
1.2. Proof of the Results
We keep the notations of Section 1.1.
1.2.1. We shall start with some information on the measures +td .
According to Mehta [M], the measure +td has a density 
t
d with respect to
Lebesgue measure, which can be expressed in terms of Hermite functions.
Namely, let
,j(x)=(2 j j ! - ?)&12 ex
22(&ddx) j e&x2
be the j th Hermite function, then one has
td(x)=(2dt)
12 :
d
j=0
,2j ((2dt)
12x)
=(2dt)12 ,2d((2dt)
12 x)
&(2(d+1)t)12 ,d&1((2dt)12 x) ,d+1((2dt)12 x)
see formula 5.2.16 in [M] (note that we use a different scaling of the
measure). The second equality in this identity is the ChristoffelDarboux
formula.
Lemma 4. The spaces L2(+td) form a scale of Hilbert spaces, which means
that the identification of class functions gives continuous embeddings with
dense range @d, d $ : L2(+td)  L
2(+td $), for dd $, furthermore, for every d, the
norms of the embedding @d, d $ for d $d are uniformly bounded.
Proof. Since each measure +td has a strictly positive continuous density
td , it is enough to prove that supx # R (
t
d $(x)
t
d(x)) is bounded independ-
ently of d $. We shall use this result only when d=1, in which case it
amounts to proving that
sup
d1
sup
x # R
td $(x) e
x22t<+.
It is easy to check, using the asymptotic formula of Plancherel-Rotach type
for Hermite polynomials, that
sup
d1
sup
x # [&2 - t+=, 2 - t&=]
td $(x)<+
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and
sup
d1
sup
x # [2 - t+=, A]
td $(x) e
x22t<+
for any =>0 and A>2 - t, (see 8.22.12 and 8.22.13 in [Sz]). In order to
extend the estimate to the whole of R, one needs the more refined estimates
given by Erdelyi [E]. This is rather cumbersome but does not present any
difficulty. K
We observe that Lemma 1 is a direct consequence of Lemma 4.
1.2.2. We now pass to Lemma 2 and some further information on
the spaces Etd .
Lemma 5. Let d1 and m, n0 be integers, then one has
|
Md (C)
trd(wn(w*)m) qt(w) dw=0 if n{m
tnd&nn!|
Md (C)
trd(wn(w*)n) qt(w) dwtnn!. (1.2.2a)
Proof. The first equation follows at once from the fact that
qt(ei%w)=qt(w) for every complex number with modulus one ei%. For the
inequalities of the second line we expand
|
Md (C)
trd(wn(w*)n) qt(w) dw
=
1
d |Md (C) :
1j1 , ..., jnd
1i1 , ..., ind
wi1 i2 wi2 i3 } } } win j1w j2 j1 } } } w i1 jn qt(w) dw. (1.2.2b)
Under the measure qt(w) dw the coordinates wij have independent Gaussian
complex distribution, and
|
Md (C)
wkijw
l
ijqt(w) dw=$kld
&ktkk!.
In particular, all terms in the sum are nonnegative. The sum is thus larger
than the sum of terms corresponding to i1=i2= } } } in= j1= } } } = jn which
is equal to d&ntnn!, hence the first inequality.
Each term in the sum (1.2.2b) can be written as
1
d |Md (C) w:1 w:2 } } } w:n w ;1 } } } w ;n dw,
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where the :k and ;k are pairs of indices among i1 , i2 , ..., jn&1 , jn . The
term is non zero only if each pair ij appears among ;1 , ..., ;n with same
multiplicity kij as in :1 , ..., :n . In this case, the term has the value
d&n&1tn >ij kij !. For each choice of (:1 , ..., :n) there are at most n!>ij kij !
values of (;1 , ..., ;n) which can produce a nonzero term, corresponding to
the different ways of placing the pairs ij with the required multiplicities.
Since the total number of choices for :1 , ..., :n is d n+1, we see that the sum
is less than tnn! as claimed. K
1.2.3. Using Lemma 5 we now have
Proof of Lemma 2. Let F(z)=n=0 anz
n be an entire function, then
(F, F) td= sup
K>0
|
(w,w)K
trd(3dF(w) 3
d
F(w)*) qt(w) dw.
One has again (w, w)K trd(wk(w*) l) qt(w) dw=0 if k{l, hence using
Fubini theorem to interchange summation and integration,
(F, F) td= sup
K>0
:

n=0
|an| 2 |
(w, w) K
trd(wn(w*)n) qt(w) dw
= :

n=0
|an| 2 |
Md (C)
trd(wn(w*)n) qt(w) dw.
It follows from Lemma 5 that
(F, F) td :

n=0
d&ntn |an| 2 n!=
d
?t |C |F(z)|
2 e&
d
t |z|
2
dz.
A standard argument using Cauchy’s formula shows that for each R>0
there exists a constant CR such that |F(z)| 2CR(F, F) td for all entire func-
tion F, and all z with |z|R, and this implies that the space E td is a Hilbert
space. Furthermore, by (1.2.2a) again, we have the inequality
(F, F) td :

n=0
tn |an| 2 n!=
1
?t |C |F(z)|
2 e&
|z|2
t dz=&F&L2(*t1)
which shows that there is a contractive embedding L2hol (*
t
1)/E
t
d . K
Remark. We do not know wether there exists a probability measure *td
on C, such that (F, F) td=C |F(z)|
2 d*td(z) for all F # E
t
d .
1.2.4. Lemma 3 follows from a more general result of Voiculescu on
the approximation of circular systems by random gaussian complex
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matrices (see [V2]). For the convenience of the reader, we give the follow-
ing simple proof.
Proof of Lemma 3. Using the estimates in the proof of Lemma 5, we see
that it is enough to prove that Md (C) trd(w
n(w*)n) qt(w) dw  tn for each n,
as d  . Using again the expansion (1.2.2b), suppose that a non zero
term in this expansion corresponds to indices i1 , ...., in , j1 which take
n+1 distinct values. This happens if and only if one has i2= jn ,
i3= jn&1 , ..., in= j2 , and the value of this term is equal to tnd&n&1. The
total contribution of such terms is thus tnd&n&1d(d&1) } } } (d&n) which
converges to tn as d  . Let us count now the number of non zero terms
which correspond to a given sequence of indices i1 , ..., in , j1 which takes at
most n distinct values. The sequence of pairs ( j2 , j1) } } } ( j1 , jn) must be a
permutation of the sequence (i1 , i2)..., (in , j1), hence there are at most n!
such terms. Since each term in the sum (1.2.2b) is less than tnn!d&n&1, and
there are less than n2d n sequences i1 , ..., in , j1 , which take at most n distinct
values, we see that the total contribution of such sequences is O(1d) as
d  . K
1.2.5. Denote by Xij , Zij , for 1i, jd, the coordinate functions
on Xd and Md(C) respectively, and X, Z the matrix-valued corre-
sponding functions. We shall now prove the Theorem 3 in the particular
case where f is a polynomial. By linearity, it is enough to consider the
case where f (x)=Tm(t, x), the m th rescaled Tchebycheff polynomial.
Since Ft(Tm(t, } ))=zm, we see that what we have to prove is that
&Ttd(Tm(t, X))&Z
m&L2hol(Md (C), qt , Md(C))  0 as d  , or, since T
t
d is
unitary, &Tm(t, X)&(T td)
&1(Zm)&L2(Xd(C), pt , Md(C))  0 as d  . Let us
start with the following two lemmas.
Lemma 6. Let i, j, k, l be integers between 1 and d, and let m, n be
integers, with m1, n0, then one has
(St)&1(Zij)=Xij
and
(St)&1 (Zmij Z
n
kl)=(S
t)&1 (Zij)(St)&1 (Zm&1ij Z
n
kl)
&
nt
d
$il$jk(St)&1 (Zm&1ij Z
n&1
kl ).
Proof. Let H(t, x) be the normalized Hermite polynomials, such that
:

m=0
ym
m!
Hm(t, x)=e
txy&t
y2
2 .
243SEGALBARGMANN TRANSFORM
Let (x1 , ..., xn) denote the coordinates in Rn with its standard Hilbert space
inner product, (z1 , ..., zn) the coordinates in the complexification Cn, and
St the SegalBargmann transform on Rn, then for any integers
k1 , k2 , ..., kn one has
St(Hk1(t, x1) } } } Hkn(t, xn))(z1 , ..., zn)=z
k1
1 } } } z
kn
n
Furthermore, the Hermite polynomials satisfy the following recursion
formula
Hm(t, x)=xHm&1(t, x)&(m&1) tHm&2(t, x).
The random variables Re(Xij) and Im(Xij) (for i< j) are independent
gaussian variables, of variance t2d, which are independent of all (Xkl)kl
for (i, j){(k, l). The formula of Lemma 6 follows from these facts, after
some straightfoward computation. K
1.2.6. From Lemma 6 we deduce
Lemma 7. Let r0, and m, k1 , ..., kr1 be integers, then
(T td)
&1 (Zmtrd(Zk1) } } } trd(Zkr ))
=(T td)
&1 (Z)(T td)
&1 (Zm&1trd(Zk1) } } } trd(Zkr ))
&t(Ttd)
&1 (Zm&2trd(Zk1) } } } trd(Zkr))
&t :
m&2
k0=1
(T td)
&1 (Zm&2&k0trd(Zk0 ) trd(Zk1) } } } trd(Zkr))
&
t
d 2
:
r
j=1
kj(T td)
&1 (trd(Zk1) } } } trd(Zkj&1)
_Zm+kj&2 trd(Zkj+1) } } } trd(Zkr)).
Proof. For simplicity we consider only the case r=1, k1=k1, the
other cases being similar. The ij coordinate of the matrix Zmtrd(Zk) is
equal to
1
d
:
1u1 , ..., ukd
1i1 , ..., im&1d
Zii1 Zi1 i2 } } } Zim&1 jZu1u2 } } } Zuku1 . (1.2.6)
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Let A be the matrix function such that
(St)&1 \1d :
1u1 , ..., ukd
1i1 , ..., im&1d
Zii1Zi1 i2 } } } Zim&1 jZu1u2 } } } Zuk u1+
=
1
d
:
1u1 , ..., ukd
1i1 , ..., im&1d
(St)&1 (Zii1)(S
t)&1 (Zi1 i2 } } } Zim&1 jZu1u2 } } } Zuk u1)
+(St)&1(Aij).
We have
(T td)
&1 (Zmtrd(Zk))=(T td)
&1 (Z)(T td)
&1 (Zm&1trd(Zk))+(Ttd)
&1 (A)
and we must evaluate (Ttd)
&1(A) using Lemma 6. Let us write Z:1 } } } Z:m+k ,
a typical term occuring in the sum (1.2.6), and let :u1 , ..., :ur , with 2u1<
u2< } } } <ur , be the indices which are equal to the pair i1 i. According to
Lemma 6, the contribution of such a term to the coefficient Aij will be
&
t
d 2
:
r
a=1
Z:2 Z:3 } } } Z:ua@ } } } Z:m+k ,
where the hat means that we have ommitted the term in the product. It
follows that one has
Aij=
&
t
d 2
:
m&1
r=1
:
1u1 , ..., ukd
1i1 , ..., ir&1 , ir+2 , ..., im&1d
Zi1 i2 } } } Zir&1 i1 Ziir+2 } } } Zim&1 jZu1u2 } } } Zuku1
&
t
d 2
:
k
r=1
:
1u1 , ..., ur&1 , ur+2, ..., ukd
1i1 , ..., im&1d
Zi1 i2 } } } Zim&1 jZu1u2 } } } Zur&1 i1 Ziur+2 } } } Zuk u1 .
It is now easy to recognize the term Aij as the ij coefficient of the matrix
&t :
m&2
r=0
Zm&2&rtrd(Zr) trd(Zk)&k
t
d 2
Zm+k&2. K
1.2.7. The Tchebycheff polynomials verify the recursion relations
Tm+1(t, x)=xTm(t, x)&tTm&1(t, x). (1.2.7)
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By Lemma 1 one has (T td)
&1(Z)=X, and we deduce from Lemma 2 and
(1.2.7) that for m2 one has
(T td)
&1 (Zm)&Tm(t, X)=X((T td)
&1 (Zm&1)&Tm&1(t, X))
&t((Ttd)
&1 (Zm&2)&Tm&2(t, X))
&
t
d 2
:
m&2
k=1
k(Ttd)
&1 (Zm&2&k).
By induction on m, using Lemma 7, we see that (T td)
&1 (Zm)&Tm(t, X) is
equal to a sum of terms of the form
C(d, t) Xk0(St)&1(trd(Zk1) } } } trd(Zkr))
with k00, r0, k1 ,..., kr1, where the coefficient C(d, t) is O(1d 2) for
r=0, and is bounded in every case. We shall prove that the norm in
L2(Xd , pt , Md(C)) of each of these terms goes to zero as d  , and this
will prove the Theorem 3 for polynomials.
Lemma 8. (1) For all m1, Xd trd(X
m(x))2 pt(x) dx is bounded
uniformly in d.
(2) For all k1, one has Md(C) |trd(Z(w)
k)| 2 qt(w) dw=O(1d 2) as
d  .
Proof. (1) One has trd(Xm)2trd (X2m), by Cauchy-Schwarz inequality,
and the integral Xd trd(X
2m(x)) pt(x) dx=R x
2m+td(dx) converges to
R x
2m+t(dx) as d  , hence is bounded.
(2) One has
|
Md(C)
|trd(Z(w)k)| 2 qt(w) dw
=
1
d 2 |Md(C) :
1j1 , ..., jkd
1i1 , ..., ikd
Zi2 i2 } } } Zik i1Z j1 j2 } } } Z jk j1(w) qt(w) dw. (1.2.8)
Orthogonality relations for the Zij imply that a term of the form (1.2.8) is
nonzero only if for each variable Zij appearing in the product, the variable
Z ij appears as many times, so that for each choice of i2 , i2 , ..., ik there are
at most k! choices of j1 , ..., jk which yield a non zero term. All these
terms are bounded by 1d 2 Md (C) |Zij|
2kqt(w) dw=d&k&2tkk! by Ho lder’s
inequality, and there are d k of them, so we see that the total sum is less
than (tkd 2)k!. K
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1.2.8. We can now give an estimate of the expression
&Xm(St)&1 (trd(Zk1) } } } trd (Zkr))&L2(Xd , pt , Md (C))
namely, one has
&Xm(St)&1 (trd(Zk1) } } } trd(Zkr))&2L2(Xd , pt , Md (C))
=|
Xd
trd(X2m) |(St)&1 (trd(Zk1) } } } trd(Zkr))| 2 pt(x) dx
&trd(X 2m)&L2(Xd , pt) &(S
t)&1 (trd(Zk1) } } } trd(Zkr))&2L4(Xd , pt) .
The map trd(Zk) is a polynomial function on Md(C), of degree k, hence
the map (St)&1 (trd(Zk1) } } } trd(Zkr)) on Xd is a polynomial of degree
k1+ } } } +kr . It is a well known consequence of the hypercontractivity
of the OrnsteinUhlenbeck semi-group that, for each N1, the Lp norms,
for 2 p<, are equivalent on the space of polynomials of degree less
than N in a gaussian space, with constants independant of the dimension
of the gaussian space, so that the L4 norm of (St)&1(trd(Zk1) } } } trd(Zkr))
is controlled by its L2 norm, which is equal to the L2 norm of
trd(Zk1) } } } trd(Zkr). Using Ho lder’s inequality and hypercontractivity again
we see that the L2 norm of trd(Zk1) } } } trd(Zkr) is controlled by the product
of the L2 norms of trd(Zk1), ..., trd(Zkr), so by Lemma 8, the quantities
&Xk(St)&1(trd(Zk1) } } } trd(Zkr))&L2(Xd , pt , Md (C)) are uniformly bounded in d
and converge to 0 as soon as r1. We deduce Theorem 3 for polynomial
functions from this.
1.2.9. End of proof of Theorem 3. Let now f # L2(+t1) satisfy the
assumptions of Theorem 3, and let =>0, then there exists a polynomial P
such that & f &P&L2(+t1)<=. By Lemma 4, there exists a constant K>0,
independent of d and =, such that & f &P&L2(+td)<K= for all d1, hence
since F td is a contraction from L
2(+td) to E
t
d , one has &F
t
d f &F
t
d P&Etd
& f &P&L2(+td)<K=. On the other hand, by Lemma 5, we know that
&Ft f &FtP&Etd  &F
tf &FtP&Ht2=& f &P&L2(+t)K & f &P&L2(+t1)
as d  , so that &Ft f &FtP&Etd2K= for d large enough. Using the
triangle inequality we have
&Ftd f &F
t f &Etd&F
t
d f &F
t
d P&Etd+&F
t
dP&F
tP&Etd+&F
tP&Ft f &Etd
3K=+&FtdP&FtP&Etd
for d large enough. Since P is a polynomial, by what we have proved
before, the term &FtdP&F
tP&Etd goes to zero as d  , hence
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lim sup &F td f &F
tf &Etd3K=, as d  , and since = was arbitrary, we
have the result. K
1.2.10. Proof of Theorem 2. The argument is almost the same as
in Section 1.2.9. Let f # L2(+t1), and choose a polynomial P such that
& f &P&L2(+t1)<=, then & f &P&L2(+td)<K= for all d1. Since T
t
d is an
isometry, the distance of Ttd (%
d
f ) to the space 3
d(E td)) is less than [K=+the
distance of T td(%
d
P) to the same space)], and this last distance goes to zero
as d  . This proves part (1) of Theorem 2.
The argument for part (2) is analogous, using Lemma 5 to approximate
an entire function by polynomials, uniform in all spaces Etd . K
2. HALL’S TRANSFORM AND A THEOREM OF
GROSS AND MALLIAVIN
In this section we introduce Hall’s transform, which is an extension of
the SegalBargmann transform to compact type Lie groups. We shall be
interested in a theorem of Gross and Malliavin which reduces the proof of
the unitarity of Hall’s transform to that of the infinite dimensional version
of the SegalBargmann transform. The material in this section, except that
in 2.3, is discussed in details in [GM], so we shall be rather sketchy and
refer to this paper for a more thorough discussion.
2.1. Hall's Transform
Let K be a compact type Lie group, so K is a Lie group, whose Lie
algebra has an Ad K-invariant inner product. Let 2 be the Laplace
operator associated to this inner product, and let pt , for t>0, be the
density of the integral operator e
t
2
2
, with respect to the Haar measure.
Let k be the Lie algebra of K. The group K has a complexification G,
with Lie algebra k i k. On this Lie algebra, put the metric \\ where \
is the Ad K invariant metric on k, and consider the associated Laplace
operator 2c . Let qt(x) be the density of the integral operator e
t
4
2c.
Theorem 4. Let f # L2(K, pt(x) dx), then the integral
|
K
f ( y) pt(xy&1) dy
converges for every x # K, and has a unique analytic continuation Htf to the
group G, which belongs of the space L2(G, qt(x) dx). The map Ht is a unitary
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isomorphism between the two spaces L2(K, pt(x) dx) and L2hol(G, qt(x) dx),
which is the subspace of L2(G, qt(x) dx) consisting of holomorphic functions.
This result was first proved by Hall [Ha] for compact Lie groups, and
then extended by Driver [Dr] to Lie groups of compact type. When
K=Rn, this result is just Theorem 1 above, thus the transform Ht is an
extension of the SegalBargmann isomorphism to more general compact
type Lie groups.
2.2. Infinite Dimensional SegalBargmann Transform and the Theorem of
Gross and Malliavin
2.2.1. Gross and Malliavin [GM], have shown that the Hall trans-
form can in fact be obtained from the SegalBargmann transform in infinite
dimension, using probabilistic ideas. Let K be as above, and consider a k
valued brownian motion X. This is a gaussian process based on the infinite
dimensional Hilbert space L2(R+) k, where k has its Ad-K invariant inner
product.
Let L2(X) be the L2 space of random variables which are measurable
with respect to the _-field generated by the brownian motion X. We shall
consider also a brownian motion Z with values in g=k i k, whose real
and complex parts are brownian motion on k, but whose variance is half
the variance of the brownian motion X. We let L2hol(Z) be the space of
holomorphic, square integrable functions of this brownian motion (see
[GM] for that notion).
The SegalBargmann isomorphism can be extended to the setting of
infinite dimensional gaussian spaces, and yields in this case a unitary
isomorphism S of L2(X) with L2hol(Z).
We refer to the paper [GM] for the exact definitions and the proofs of
the statements above.
2.2.2. Using the brownian motions X and Z, we can construct
brownian motions on K and G respectively, namely, let us consider the
stochastic differential equation, in Stratonovitch form,
dUt=Ut b dXt U0=I (2.2.2a)
The solution to this equation is a diffusion process on K, with infinitesimal
generator 22, defined on the same probability space as X, measurable with
respect to the _-field of X, and furthermore the map f [ f (Ut) defines an
isometric embedding of the space L2(K, pt) into L2(X), the space of square
integrable functions, measurable with respect to the _-field of X.
Analogously, the stochastic differential equation, in Stratonovitch form,
d4t=4t b dZt 40=I (2.2.2b)
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has a unique solution which is a diffusion process on G, with infinitesimal
generator 2c4, defined on the same probability space as Z, measurable
with respect to the _-field of Z, and furthermore the map f [ f b 4t defines
an isometric embedding of the space L2(G, qt) into L2(Z), the space of
square integrable functions, measurable with respect to the _-field of Z. In
this embedding, the holomorphic functions on G are sent into the space
L2hol(Z), which is the range of the infinite dimensional SegalBargmann
transform.
2.2.3. Theorem 5. The following diagram is commutative
L2(K, pt) ww
Ht L2hol(G, qt)
Ut 4t
L2(X) wwS L2hol(Z)
In this diagram the horizontal arrows are the Hall transform Ht and the
infinite dimensional SegalBargmann transform S, respectively, while the
vertical arrows denote the maps f [ f b Ut and f [ f b 4t respectively.
Since the three other arrows are isometric, it follows that Ht is isometric.
Theorem 5 tells us that the Hall transform can be recovered from the
infinite dimensional SegalBargmann transform, through the embedding
into the L2-space of brownian motion on the Lie algebra of the group.
This theorem is proved in [GM].
2.3. Some Additionnal Remarks
2.3.1. Let U(d) be the group of unitary d_d matrices. The Lie
algebra of U(d) is the space of skew adjoint d_d matrices. We shall endow
it with the inner product trd(AB*), and consider the corresponding Hall
transform. It maps L2(U(d), pt) onto L2hol(GL(d, C), qt). Let T be the unit
circle in C. Since the unitary matrices are normal, for any Borel function
on T, one can define a map %df : U(d)  Md(C), by functional calculus. As
in 1.1.3, there exists a unique probability measure &td on T such that, for
every bounded Borel function f on T, one has
|
T
f (x) d&td(x)=|
U(d )
trd(%df ( g)) pt( g) dg
where dg is the Haar measure on U(d ). The map f [ %df is an isometry
from L2(&td) into L
2(U(d ), pt , Md(C)). It is proved in [Bi1] that the
measures &td converge weakly, as d  , to a probability measure &
t on the
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unit circle. We shall give a quite precise description of this measure below,
see section 4.2.
Let F be a function holomorphic on C"[0], by holomorphic functional
calculus we have a map 3dF : A [ F(A) from GL(d, C) to Md(C). Consider
the inner product
(F, G) td=|
GL(d,C)
trd(3F(w) 3G(w)*) qt(w) dw
on the space A td of functions, holomorphic on C"[0], such that
|
GL(d, C)
trd(3F(w) 3F(w)*) qt(w) dw<
We shall investigate in section 4 the limit of this inner product, as well as
the corresponding Hilbert space, obtained by completion.
2.3.2. Having defined the spaces L2(&td) and A
t
d , it is natural to
investigate wether similar results as Theorems 2 and 3 hold, when the
SegalBargmann transform is replaced by the Hall transform on unitary
groups. One can show that indeed a result like Theorem 3 holds for func-
tions which are Laurent polynomials on T. Since the analysis is rather
complicated, we shall not do it here, (see however the remark at the end
of 4.1.4), and the rest of this paper is devoted to finding the integral trans-
form which plays the role of the map Ft in Theorem 3. Our strategy to
find this transform is the following, we shall consider semi-circular and cir-
cular systems, and the associated free brownian motions, which are in some
sense the limits of brownian motion on matrices (hermitian matrices for
semi-circular brownian motion, and arbitrary complex matrices for the
circular brownian motion), considered as non-commutative stochastic pro-
cesses, see [Bi1]. There is an analogue of the SegalBargmann transform
which maps ‘‘non-commutative function’’ of the semi-circular brownian
motion to ‘‘non-commutative holomorphic functions’’ of the circular brow-
nian motion, which can be seen as higher dimensional generalization of the
transform Ft of Theorem 3. Using these free brownian motions we shall
consider the stochastic differential equations (2.2.2a) and (2.2.2b), where X
and Z are now the semi-circular and the circular brownian motions, and
whose solutions are non-commutative processes of operators on a free
Fock space. Then we shall prove the analogue of the GrossMalliavin
result, that the free SegalBargmann transform maps functions of Ut to
holomorphic functions of 4t . Furthermore, we shall give an explicit
integral formula for this transform.
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3. THE FREE SEGAL-BARGMANN TRANSFORM
In this section we shall explain how the transform Ft defined in
Proposition 1 is the natural analogue of the SegalBargmann transform in
the theory of semi-circular and circular systems due to Voiculescu. Indeed
Ft is the one dimensional instance of a family of isomorphisms between
circular and semi-circular systems of arbitrary dimensions.
3.1. Circular and Semi-circular Systems
3.1.1. We shall first recall some notions from the free probability
theory of Voiculescu. Our main reference is [VDN].
Let A be a von Neumann algebra and { a normal faithful trace on A. We
call W*-probability space such a couple (A, {). Let T be a normal element
in A, the distribution of T in the state { is the unique probability measure
+T on C such that {( f (T))=C f (*) d+T(*) for any bounded Borel func-
tion f on C, actually, the measure +T is supported by the spectrum of T.
3.1.2. We now come to the definition of freeness, which is a non-
commutative analogue of the notion of independence in probability theory.
Definition 1. Let (A, {) be a W*-probability space, let I be a set of
indices, and Bi , for i # I, be a family of von Neumann subalgebras of A.
The family (Bi) i # I is called free if for all a1 , ..., an # A such that {(aj)=0
for j=1, ..., n and aj # Bij for some indices i1{i2{ } } } {in , one has
{(a1 } } } an)=0.
A family (Bi) i # I of subsets of A is called free if the family of algebras
(Bi) i # I , where Bi is the von Neumann algebra generated by Bi , form a free
family.
A family (ai) i # I of elements of A is called free if the family of subsets
([ai])i # I , is free.
3.1.3. Let (A, {) be a W*-probability space and H a real Hilbert
space, with inner product ( . , . ) .
Definition 2. A linear map h [ s(h) from H to A is called a semi-
circular system if
(1) For each h # H, the element s(h) is self-adjoint and has semi-
circular distribution of variance (h, h).
(2) For each orthogonal system h1 , ..., hn in H, the family (s(hj))nj=1
is free.
Definition 3. A linear map h [ c(h) from H to A is called a circular
system if
(1) For each h # H, the maps h [ (1- 2)(c(h)+c*(h)) and
h [ (1- 2 i)(c(h)&c*(h)) are semi-circular systems.
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(2) The subsets [(1- 2)(ch+ch*) | h # H] and [(1- 2 i)(ch&ch*) |
h # H] are free in (A, {).
Note that replacing freeness by independence, and semi-circular distribu-
tion by gaussian, we recover the classical notion of a gaussian family.
3.1.4. We shall review now a canonical construction of semi-
circular and circular systems on a free Fock space, parallel to the classical
construction of gaussian variables on boson Fock spaces. Let T be a com-
plex Hilbert space, and denote by F(T) the free Fock space built on T,
namely F(T) is the Hilbert space orthogonal direct sum
F(T)= 

n=0
Tn
where T0 is by definition the one dimensional Hilbert space generated by
a unit vector 0. For each h # T, we let lh and lh* be the left annihilation
and creation operators defined as
lh(0)=0
lh(h1 } } } hn)=(h1 , h) h2 } } } hn
lh*(h1 } } } hn)=hh1  } } } hn
For each h # T, lh and hh* are bounded operators adjoint of each other on
F(T).
3.1.5. Let now H be a real Hilbert space with complexification
HC, and F(HC) the associated free Fock space. For each h # H we let
X(h)=lh+lh*. Let SC(H) be the von Neumann algebra of operators on
F(HC) generated by X(h)h # H , and let { be the restriction to SC(H) of
the pure state associated to the vector 0, i.e. {(T )=(T0, 0) for
T # SC(H).
Proposition 2. The state { is a faithful normal trace on SC(H), and
the map h [ X(h), from H to the W*-probability space (SC(H), {) is a
semi-circular system.
Proof. See, e.g., [VDN].
3.1.6. Let L2(SC(H), {) be the Hilbert space completion of SC(H)
for the inner product (A, B)={(AB*).
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Proposition 3. Let (Tk)k=0 be the Tchebycheff polynomials, and let
(ej)j=1 be an orthonormal basis of H, for any choice of integers k1 , ..., kn
and j1 , ..., jn such that j1{ j2{ j3 } } } { jn&1{ jn , one has
Tk1(X(ej1)) Tk2(X(ej2)) } } } Tkn(X(ejn)) 0=e
k1
j1
 } } } eknjn .
The map X [ X(0) extends to a unitary isomorphism from L2(SC(H), {)
to F(HC).
Proof. See Voiculescu [V1].
3.1.7. Let H =HH, be the double of H, with complexification
H C. For each h # H, let Z(h)=l(h, 0)+l*(0, h) . The operators Z(h)h # H act on
F(H C). Let C(H) be the von Neumann algebra generated by the
operators Z(h)h # H , and we denote again by { the state on C(H) obtained
by restriction of the pure state associated with the vector 0.
Proposition 4. The state { is a faithful normal trace on C(H), and the
map h [ Z(h) from H to the W*-probability space (C(H), {) is a circular
system.
Proof. See [VDN].
We shall denote Chol(H) the Banach algebra in C(H) generated by the
elements Z(h)h # H , and we let L
2(Chol(H), {) be the completion of this
space under the Hilbert space inner product (A, B)={(AB*). As a
Banach algebra, Chol(H) can be endowed with holomorphic functional
calculus. We do not know wether it is stable by holomorphic functional
calculus inside C(H) (this would mean that every element in Chol(H),
invertible in C(H) has its inverse in Chol(H)).
Using the embedding h [ (0, h) of H into H we have an isometric
embedding of F(HC) into F(H C).
Proposition 5. Let (ej)j=1 be an orthonormal basis of H, for any choice
of integers k1 , ..., kn and j1 , ..., jn such that j1{ j2{ j3 } } } { jn&1{ jn , one
has
(Z(ej1))
k1 } } } (Z(ejn))
kn 0=ek1j1  } } } e
kn
jn .
The map X [ X(0) extends to a unitary isomorphism from L2(Chol(H), {)
to F(HC) (where F(HC) is considered as a subspace of F(H C)).
Proof. That X [ X0 is an isometry follows from the definition of the
inner product. The formula is easy to check, and the result follows.
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3.1.8. Definition 4. The free SegalBargmann transform is the
unitary isomorphism FH, obtained by composition of the isometries of
Propositions 3 and 5.
F(HC)
L2(SC(H), {) wwF
H
L2(Chol(H), {).
Remark. A similar construction yields the SegalBargmann transform,
namely, replacing the free Fock space by a Boson Fock space and the left
creation and annihilation operators by Boson creation and annihilation
operators one obtains a construction of a gaussian family indexed by H.
Proposition 3 and 5 have analogues, where the Tchebycheff polynomials
are replaced by Hermite polynomials, and the SegalBargmann isomor-
phism is given by the same token as in the definition above.
3.2. The One-Dimensional Case
3.2.1. We investigate the isometry FH when H is one-dimen-
sional.
Let H=R.e where e is a unit vector, then X(e) is a semi-circular element
and thus SC(H) is isomorphic to L(+1) by the map f [ f (X(e)), where
functional calculus of self-adjoint operators is used. This map entends to an
isometry between L2(+1) and F(HC), in which the Tchebycheff polynomial
Tk corresponds to e} k, by Proposition 3.
On the other hand, the norm of the element Z(e) in Chol(H) is equal
to 2, hence for every function F holomorphic in a neighboughhood of the
disk of radius 2, there is a well defined element F(Z(e)) of Chol(H),
obtained by holomorphic functional calculus. Since the vectors (Z(e)k)k=0
form an orthonormal basis of the space L2(Chol(H), {), by Proposition 5,
the map F [ F(Z(e)) extends to a unitary isomorphism of the Hardy
space of the disk of radius 1 onto L2(Chol(H), {). Observe that, since the
norm of Z(e) is 2, not every element in the Hardy space corresponds to an
unbounded operator affiliated to Chol(H). Clearly, with the identifications
that we have made, the free SegalBargmann transform coincides with the
isometry F1 of section 1. The case of Ft for an arbitrary t>0 can be
treated by a scaling transformation.
3.2.2. We shall now explain how the formula (1.1.7) for the Ft-
transform can be interpreted as a free analogue of the formula (1.1.1) for
the SegalBargmann transform.
Recall first that the free convolution +  & of two probability measures
+ and & on the real line is defined as the distribution of the sum X+Y,
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where X and Y are free self-adjoint elements in some W*-probability space,
with respective distributions + and &. The free convolution of measures is
not a linear operation, and so the free convolution of a function and a
measure has no meaning, contrary to the case of classical convolution of
probability measures on the line, nevertheless, it is possible to define a con-
venient substitute for this in the following way. We first quote a result of
[Bi2].
Theorem 6. Let (A, {) be a W*-probability space, B be a von Neumann
subalgebra of A, and denote by {( } | B) the conditional expectation on B. Let
X, Y be selfadjoint elements in A, with X # B, and Y free with B. Denote by
+ and & the distributions of X and Y, then there exists a Feller Markov kernel
K=k( y, dx) on R_R and an analytic function F on C"R such that
(1) for any Borel bounded function f on R,
{( f (X+Y) | B)=K f (X)
(where K f ( y)=R f (x) k( y, dx))
(2) for all ‘ # C"R one has
|
R
(‘&x)&1 k( y, dx)=(F(‘)&y)&1.
By Theorem 6, we can association a Feller Markov kernel to any pair
of probability measures + and & on R. Although the kernel k( y, dx) is used
only for y in the support of +, it can be defined through (2) for all y # R,
and gives a natural candidate for the ‘‘free convolution operator by the
measure &,’’ which is linear. In general this kernel depends also on the
starting measure +, and not only on &. If we choose +=$0 and &=+t, the
semicircular distribution, then we have (see [Bi2]) F(‘)= 12(‘+- ‘2&4t)
and
k( y, dx)=
1
2?
t - 4t&x2
y2&xy+t
1[&2 - t, +2 - t](x) dx.
We see that for all f # L2(+t), the integral 2 - t&2 - t f ( y) k(x, dy) converges for
all x # ]&- t, - t[, and extends to an analytic function in the disk of
radius - t, which is equal to Ftf.
3.3. Polynomial Calculus of Matrices and of Circular and
Semi-circular Systems
3.3.1. We shall extend to the multidimensional case of the free
SegalBargmann transform some of the results of section 1. Indeed, we
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shall prove an extension of Theorem 3 but only for polynomial functional
calculus.
Let H be a finite dimensional real Hilbert space, and (e1 , ..., en) an
orthonormal basis. For any polynomial P, in n non-commuting indeter-
minates, there is another polynomial U(P), in n non-commuting indeter-
minates such that
F(P(X(e1), ..., X(en))=U(P)(Z(e1), ..., Z(en))
Indeed, by Propositions 3 and 5, if P(x1 , ..., xn)=Tk1(xj1) Tk2(xj2) } } } Tkr(xjr),
where j1{ j2{ } } } { jr and k1 , ..., kr1, then U(P)(z1 , ..., zn)=zk1j1 z
k2
j2
} } } zkrjr
hence FH induces a bijective linear transformation on the space of polyno-
mials in n non-commuting variables.
3.3.2. On the space Xd H, let us consider the n maps with values
in Md(C) given by X ( j)=I( } , ej). Similarly, on the space Md (C)HC,
let us consider the n maps with values in Md(C) given by Z( j)=I( } , ej) ,
and let S1 be the SegalBargmann transform from L2(XdH, p1 , Md(C))
to L2(Md(C)HC, q1 , Md(C)). The maps X ( j) and Z ( j), considered as
families of non-commutative random variables, give approximations to
semi-circular and circular systems, when d  , indeed this is the content
of the main result of [V2]. The following result states that the Segal
Bargmann transform also goes to the limit as d  .
Theorem 7. For every polynomial P in n non-commuting indeterminates,
one has
&S1(P(X (1), ..., X (n)))&U(P)(Z (1), ..., Z (n))&L2hol (Md (C)HC, q1 , Md(C))  0
as d  .
Proof. The proof is very similar to the computations done in Subsec-
tions 1.2.51.2.8, so we shall only give the mainlines. It is enough to
consider the case when the polynomial P has the form P(x1 , ..., xn) =
Tk1(xj1) Tk2(xj2) } } } Tkr(xjr) in which case U(P)(z1 , ..., zn)=z
k1
j1
zk2j2 } } } z
kr
jr .
So let (Z ( j1))k1 (Z ( j2))k2 } } } (Z ( jr))kr # L2hol(Md (C)H
C, q1 , Md(C)), where
j1{ j2{ } } } { jr and k1 , ..., kr1. We can, without loss of generality,
assume that j1=1, and we let
(Z ( j1))k1 (Z ( j2))k2 } } } (Z ( jr))kr=(Z (1))u1 Q1(Z (1))u2 Q2 } } } (Z (1))us Qs ,
where Q1 , ..., Qs are monomials in the Z ( j) for j{1, these monomials being
nontrivial except posibly Qs . Using Lemma 6, as in the proof of Lemma 7
we can see that
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(S1)&1 ((Z ( j1))k1 (Z ( j2))k2 } } } (Z ( jr))kr)
=(S1)&1 (Z ( j1))(S1)&1 ((Z ( j1))k1&1 (Z ( j2))k2 } } } (Z ( jr))kr)
&t(S1)&1 ((Z ( j1))k1&2 (Z ( j2))k2 } } } (Z ( jr))kr)&t(St)&1
_ :
s
r=2
:
ur
k=1
trd[(Z (1))u1 Q1 } } } Qr&1(Z (1))k&1](Z (1))ur&kQr } } } Qs& .
A similar, more complicated formula holds for (St)&1 evaluated on the
product of (Z ( j1))k1 (Z ( j2))k2 } } } (Z ( jr))kr with terms of the form trd(R(Z (1),
Z (2), ..., Z (n))) for polynomial R. Using induction on the total degree of the
polynomial P, and estimates analogue to Lemma 8 one can then check that
Theorem 7 holds. Details are left to the reader. K
4. HALL’S TRANSFORM AND GROSSMALLIAVIN
THEOREM ON THE FREE FOCK SPACE
In this last part of the paper we shall describe the analogue of the Gross
Malliavin Theorem, and of the Hall transform, which will be the subject of
the main result of this part, namely Theorem 7 in Section 4.3. But first we
shall review stochastic calculus in the free Fock space.
4.1. Free Stochastic Calculus
4.1.1. With the notations of 3.1, let H=L2(R+), and let Xt=
X(1[0, t]) for t # R+. The family of operators (Xt) t # R+ is a free brownian
motion in the noncommutative probability space (SC(L2(R+)), {), which
means that its time ordered increments form free families, distributed
according to semi-circular distributions (see [Sp1, Bi1, Bi2]). We shall also
consider the circular brownian motion Zt=Z(1[0, t]) in (C(L2(R+)), {).
A stochastic calculus parallel to stochastic calculus for brownian motion
can be developped for circular and semi-circular brownian motions. This
stochastic calculus was considered in the paper [KS, Sp2], where in fact
it was constructed with respect to the creation and annihilation processes.
We shall follow a slightly different approach, since we will need to integrate
L2 processes. We shall need however some results of [KS] which will be
recalled below.
4.1.2. Let us denote by SC(t)=SC(L2([0, t]))/SC(L2(R+))
the von Neumann algebra generated by the operators (Xs)st , and simi-
larly C(t) = C(L2([0, t])) / C(L2(R+)) and Chol(t) = Chol(L2([0, t])) /
Chol(L2(R+)).
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Definition 5. A semi-circular biprocess on [0, t], is a weakly
measurable map s [ Ws from [0, t] to L2(SC(t), {)L2(SC(t), {). It is
called square integrable if
&W&2#|
t
0
&Ws&2L2(SC(t), {)L2(SC(t), {) ds<.
A circular biprocess on [0, t] is a weakly measurable map s [ Ws from
[0, t] to L2(C(t), {)L2(C(t), {). It is called square integrable if
&W&2#|
t
0
&Ws&2L2(C(t), {)L2(C(t), {) ds<.
The norm &W& defines a Hilbert space norm on the space of equivalence
classes of semi-circular (or circular) biprocesses, modulo biprocesses which
are almost surely zero. This Hilbert space is naturally isomorphic to
L2([0, t])L2(SC(t), {)L2(SC(t), {) (or L2([0, t])L2(C(t), {)
L2(C(t), {) for circular biprocesses). We shall denote it by SCI(t) for semi-
circular biprocesses and CI(t) for circular biprocesses.
Definition 6. A biprocess is simple if it is a linear combination of
biprocesses of the form s [ Ws=FG1[s1 , s2](s) for some interval
[s1 , s2]/[0, t], and F, G # SC(t) for semi-circular biprocesses, F, G # C(t)
for circular biprocesses.
Definition 7. A semi-circular (resp. circular) biprocess s [ Ws is
adapted if Ws # L2(SC(s), {) (resp. L2(C(s), {)), for all s # [0, t].
The simple adapted biprocesses (either semi-circular or circular) form a
dense subspace of the space of all square integrable adapted biprocesses.
Definition 8 (Stochastic integral of simple biprocesses). For a simple
adapted semi-circular biprocess s [ Ws=FG1[s1 ,s2](s), let
|
t
0
Ws > dXs=F(Xs2&Xs1) G.
For a simple adapted circular biprocess s [ Ws=FG1[s1 , s2](s), let
|
t
0
Ws > dZs=F(Zs2&Zs1) G
|
t
0
Ws > dZs*=F(Z*s2&Z*s1) G.
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Note that the composition of operators is well defined since we have taken
F and G bounded. We extend these definitions by linearity to all simple
adapted biprocesses, it is easy to check that this extension is well defined.
Lemma 9. For any simple adapted biprocesses W and W$, one has
{ _|
t
0
Ws > dXs \|
t
0
W $s > dXs+*&=|
t
0
(Ws , W $s ) L2(SC(t), {)L2(SC(t), {) ds
=(W, W $)SCI(t)
for semi-circular biprocesses, and
{ _|
t
0
Ws > dZs \|
t
0
W $s > dZs+*&=|
t
0
(Ws , W $s ) L2(C(t),{)L2(C(t), {) ds
=(W, W $) CI(t)
{ _|
t
0
Ws > dZs* \|
t
0
W $s > dZs*+*&=|
t
0
(Ws , W $s ) L2(C(t), {)L2(C(t), {) ds
=(W, W $) CI(t)
for circular biprocesses.
Proof. The verification of the lemma is straightforward, using the
freeness of the increments of the process X or Z, and the adaptedness con-
dition. K
Lemma 9 shows that the stochastic integral map defined on the space of
simple adapted semi-circular biprocesses has a unique isometric extension
to the space of square integrable adapted semi-circular biprocesses, with
values in L2(SC(t), {). Also a similar result holds for circular biprocesses.
In the sequel we shall use the notations t0 Ws > dXs , 
t
0 Ws > dZs and
t0 Ws > dZs* to denote these extensions.
If W is a square integrable circular biprocess such that Ws # L2(Chol(s), {)
L2(Chol(s), {) for all s # [0, t], then t0 Ws > dZs # L2(Chol(t), {).
Lemma 10. Let W be a square integrable biprocess then {(t0 Ws > dXs)
=0, in the semi-circular case, {(t0 Ws > dZs)=0 and {(
t
0 Ws > dZs*)=0 in
the circular case.
Proof. This is easily verified on simple biprocesses, and this passes to
the limit for arbitrary square integrable one. K
We shall be particularly interested in stochastic integrals of biprocesses
of the forms s [ FsGs where Fs , Gs # L2(SC(s), {) or L2(C(s), {) for
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s # [0, t], and we shall denote by t0 Fs dXsGs or 
t
0 Fs dZsGs , 
t
0 Fs dZs*Gs
the corresponding stochastic integrals.
4.1.3. We shall now state some results of [KS] concerning
stochastic integrals of bounded biprocesses.
For an integer n, let 6n be the orthogonal projection onto L2(R+)} n,
for n0, and 6n=0 for n<0. For A # SC(t), n # Z, let A(n)=
k=& 6kA6k+n , and for a measurable map s [ Fs from [0, t] to SC(t)
let
&F&t, = :
n # Z
sup
st
&F (n)s &SC(t)
for all t0. The space of processes with &F&t, < is denoted by = in
[KS]. One has sups<t &Fs&SC(t)|F&t,  .
We define similarly &F&t,  for a map from [0, t] to C(t) using the
orthogonal projections on (L2(R+)L2(R+))n in the free Fock space
F(L2(R+)L2(R+)).
Definition 9. A strongly bounded adapted semi-circular (resp. cir-
cular) process on [0, t] is a measurable map s [ Fs from [0, t] to SC(t)
(resp. C(t)) such that Fs # SC(s) (resp. C(s)) for all s # [0, t], and
&F&t, <.
Given F and G two adapted strongly bounded processes, stochastic
integrals with respect to the creation and annihilation processes are con-
structed in [KS], denoted by t0 Fs dlsGs and 
t
0 Fs dls*Gs . It is easy to see
that the stochastic integrals that we have constructed are given by
|
t
0
Fs dXsGs=|
t
0
Fs dlsGs+|
t
0
Fs dls*Gs .
Proposition 6. The strongly bounded processes form a *-algebra for
pointwise multiplication, and pointwise adjoint. Furthermore, one has the
following inequality for any pair of strongly bounded processes F and G
"\|
t
s
Fs dXsGs+
(n)
"
SC(t)
2(t&s)12 :

k=&
sup
st
&F (k)s & sup
st
&G (n&1&k)s &.
Proof. This follows from the estimates in Section 2 of [KS].
For any pair of strongly bounded, adapted processes, one has
"|
t
s
Fu dXuGu"
SC(t)
2(t&s)12 &F&t,  &G&t, 
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and
"s [ |
s
0
Fu dXuGu" t, 2 - t &F&t,  &G&t,  .
It follows from this that the process s [ s0 Fu dXu Gu is continuous in
norm, and is again a strongly bounded process. This allows one to consider
multiple stochastic integrals.
Analogous results hold also for pairs of circular strongly bounded
adapted processes.
Proposition 7. Let F, G be strongly bounded adapted processes then
\|
t
0
Fs dXsGs+*=|
t
0
Gs* dXs F s*
in the semi-circular case, and
\|
t
0
FsdZs Gs+*=|
t
0
G s* dZs*F s*
in the circular case.
Proof. This is easily checked for simple processes and then extended to
arbitrary processes (see [KS]).
4.1.4. An Ito formula can be stated for stochastic integrals with
respect to free brownian motions.
Proposition 8. Let F 1, G1 be strongly bounded adapted processes, and
let s [ F 2s G 2s be a square integrable adapted biprocess, then one has
|
t
0
F 1s dXs G
1
s |
t
0
F 2s dXsG
2
s
=|
t
0
F 1s dXs _G 1s |
s
0
F 2u dXuG
2
u&
+|
t
0 _|
s
0
F 1u dXu G
1
u& F 2s dXsG 2s +|
t
0
F 1s {(G
1
s F
2
s ) G
2
s ds
in the semi-circular case
|
t
0
F 1s dZsG
1
s |
t
0
F 2s dZs G
2
s =|
t
0
F 1s dZs _G 1s |
s
0
F 2u dZu G
2
u&
+|
t
0 _|
s
0
F 1u dZu G
1
u& F 2s dZsG 2s
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and
|
t
0
F 1s dZs G
1
s |
t
0
F 2s dZ s*G
2
s
=|
t
0
F 1s dZs _G 1s |
s
0
F 2u dZ u*G
2
u&
+|
t
0 _|
s
0
F 1u dZu G
1
u& F 2s dZs*G 2s +|
t
0
F 1s {(G
1
s F
2
s ) G
2
s ds
in the circular case.
Similar statements hold also if one exchanges the roles of (F 1, G 1) and
(F 2, G 2), or Z and Z*.
Proof. The case where F 2s , G
2
s are also strongly bounded processes is
treated in Section 4 of [KS]. The general case follows from an approxima-
tion argument. Since the product of an element in L2(SC(t), {) by an
element in SC(t) makes sense as an element of L2(SC(t), {), all terms in
the formula have a meaning as stochastic integrals of square integrable
biprocesses. K
Remark. The above Ito formula can be seen as the limit of Ito formula
for matrix valued brownian motion, namely let (Xt) t # R+ be a brownian
motion with values in Xd , and let F 1, G1, F 2, G2 be adapted stochastic
processes with values in d_d matrices, then one can consider the matrix
stochastic integrals t0 F
1
s dXsG
1
s and 
t
0 F
2
s dXs G
2
s , and the corresponding
Ito formula reads
|
t
0
F 1s dXs G
1
s |
t
0
F 2s dXs G
2
s
=|
t
0
F 1s dXs _G 1s |
s
0
F 2u dXu G
2
u&
+|
t
0 _|
s
0
F 1u dXuG
1
u& F 2s dXsG 2s +|
t
0
F 1s trd (G
1
s F
2
s ) G
2
s ds.
Replacing the normalized trace trd by { yields the Ito formula for free
brownian motion. Using this Ito formula as well as some concentration of
measure estimates, which allow one to replace trd by its expectation, when
d  , it is possible to show that the exact computations done below for
the free brownian motion (namely Proposition 9, Lemmas 19 and 20), can
indeed be done asymptotically for matrix valued brownian motion, and
this yields an analogue of Theorem 3 for Hall’s transform. Since the
analysis is rather long, we shall not carry it out here.
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4.1.5. The free SegalBargmann transform behaves nicely with
respect to the stochastic integral.
Proposition 9. Let s [ Ws # L2(SC(s), {)L2(SC(s), {) be an
adapted square integrable semi-circular biprocess, then one has
F \|
t
0
Ws > dXs+=|
t
0
FF(Ws) > dZs
where F: L2(SC(t), {)  L2(Chol (t), {) is the free SegalBargmann trans-
form (see Section 3.1.8).
Proof. This is easily checked for simple adapted biprocesses, and this
extends to arbitrary biprocesses by the isometry property. K
It follows in particular that, for a pair of adapted strongly bounded semi-
circular processes one has
F \|
t
0
Fs dXsGs+=|
t
0
F(Fs) dZs F(Gs)
and for adapted strongly bounded circular processes
|
t
0
F&1(Fs) dXsF&1(Gs)=F&1 \|
t
0
Fs dZsGs+ .
Observe that in this equation, the operators on the right hand side are not
necessarily bounded, this is why we need to consider integrals of square
integrable biprocesses.
4.2. Free Multiplicative Brownian Motions
4.2.1. We use the notations of Section 4.1. According to Section 5
of [KS] there exists a unique family of unitary operators (Ut) t # R+, solu-
tion to the stochastic differential equation
dUt=i dXt Ut& 12 Ut dt U0=1.
This means that t [ Ut is a strongly bounded semi-circular adapted
process and
Ut=1+i |
t
0
dXs Us& 12 |
t
0
Us ds (4.2.1)
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for all t0. The expression t0 dXsUs denotes the stochastic integral of the
biprocess 1Us , we shall use similar notations in the sequel.
The process (Ut) t # R+ is a multiplicative free brownian motion (see
Theorem 2.3 in [Bi1]), and can be seen indeed, as the limit of brownian
motion on the unitary group U(d ), as d  . Observe that Eq. (4.2.1) is
the Ito form of the Stratonovitch equation (2.2.a), and also that we have
exchanged right and left (this is only a matter of convenience, to keep with
the notations we used in [Bi1]).
By Proposition 7, the adjoint of Ut satisfies the equation
dUt*=&iUt* dXt & 12Ut* dt.
Let L2(Ut , {) denote the closure of the space of operators f (Ut) for f
bounded Borel function on T, in L2(SC(t), {), then the map f [ f (Ut)
extends to a unitary isomorphism between L2(&t ) and L2(Ut , {), where &t
is the distribution of Ut .
Let (4t) t # R+ be the solution to the free stochastic differential equations
d4t=i dZt 4t 40=1.
Existence and uniqueness of the solution to this equation follows from the
same techniques as in Section 3 of [KS]. In particular, the 4t are bounded
operators, but they are not normal. Using Ito’s formula one can check that
4t has a bounded inverse and that this inverse is solution to the free
stochastic differential equation
d4&1t =&i4
&1
t dZt 4
&1
0 =1,
see [Bi1]. Also the adjoints 4t* and (4&1t )* satisfy
d4t*=&i4t* dZt* (4&1t )*=i dZ t*(4
&1
t )*.
Since these equations are solved using Picard iteration scheme, which
converges in the norm topology, it follows that 4t and 4&1t belong to
Chol (t) for all t>0.
Let F be a holomorphic function in C"[0], then an operator F(4t) #
Chol (t) is defined by holomorphic functional calculus, and we let L2hol (4t , {)
be the completion of the space of operators of the form F(4t) in
L2(Chol (t), {). We shall see that the free SegalBargmann transform from
L2(SC(t), {) to L2(Chol (t), {) sends L2(Ut , {) to L2hol (4t , {), isomorphi-
cally, and can be expressed, between these two spaces, as an integral
operator, with a formula similar to (1.1.7). But first we shall give a more
precise description of the spaces L2(Ut , {) and L2hol (4t , {).
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4.2.2. We shall compute the distribution of Ut , i.e. the probability
distribution &t on T such that T |
n d&t(|)={(U nt ) for all n0. Let
}(t, z)=|
T
|+z
|&z
d&t(|).
The function }(t, } ) is analytic in D, the open disk or radius 1 in C, and
has positive real part there.
Lemma 11. One has
} (t, z)&1
}(t, z)+1
e
t
2
}(t, z)
=z (4.2.2.a)
for all z # D.
Proof. This lemma is an immediate consequence of the computations in
[Bi1]. We give the main line of these computations for the reader’s
convenience.
Let Vt=e
t
2Ut*, then Vt is solution of the equation
Vt=1&i |
t
0
Vs dXs . (4.2.2.b)
Using Ito’s formula and Eq. (4.2.2.b) it follows, by induction on n, that for
all n0 and t0 one has
Vnt =1&i :
n
k=1
|
t
0
V ks dXsV
n&k
s & :
n&1
k=1
|
t
0
kV ks {(V
n&k
s ) ds.
Evaluating the trace { on both sides of this equation, and using the fact
that the trace of a stochastic integral is zero (see Lemma 10), we get
{(V nt )=1& :
n&1
k=1
k |
t
0
{(V ks ) {(V
n&k
s ) ds.
Let us introduce the generating function
’(t, z)= :

n=1
zn{(V nt ).
We have
’(t, z)=
z
1&z
&|
t
0
z’(s, z)
’(s, z)
z
ds
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for z in a neighbourhood of zero. This implies that
’(t, z)
1+’(t, z)
et’(t, z)=z,
in a neighbourhood of zero. Since
}(t, z)=1+2 :

n=1
zn |
T
|&n&t(d|)=2’(t, e
& t
2z)+1,
Eq. (4.2.2.a) follows for z in a neighbourghood of zero. It holds in all D,
by analytic continuation, since the function } takes values with positive
real part in D, and thus cannot take the value &1. K
Remark. The moments of the distribution &t were computed in [Bi1],
one has
|
T
|n&t(d|)=Qn(t) e
&n
2
t
where
Qn(t)= :
n&1
k=0
(&1)k
t k
k !
nk&1 \ nk+1+ .
The polynomials Qn can be expressed in terms of Laguerre polynomials,
namely one has
Qn(t)=
1
n
L (1)n&1(nt)
where L (1)n are the Laguerre polynomials (see [Sz]). The probability
distributions &t form a semi-group for the free multiplicative convolution of
measures on T (see [VDN] and [Bi1]).
4.2.3. Let us define the following regions in C, for t>0,
1t={z # C | z+z >0; } z&1z+1 e
t
2
z }<1= .
In order to describe more precisely the regions 1t , we shall consider the
cases t4 and t>4 separately.
Suppose first that t4, and let
,t(x)= }x&1x+1 } e
t
2
x
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for x>0, then there exists x(t)>1 such that ,t(x)<1 for 0<x<x(t) and
,t(x)>1 for x>x(t). For any complex number z=x+iy with x>0, one
has
} z&1z+1 e
t
2
z }
2
=
(x&1)2+y2
(x+1)2+y2
etx,t(x)2;
hence the points in the region 1t have real part in the interval ]0, x(t)[.
For any x # ]0, x(t)[ the inequality
(x&1)2+y2
(x+1)2+y2
etx<1
is satisfied by y # ]&kt(x), +kt(x)[, where
kt(x)= (x+1)
2&(x&1)2 etx
etx&1
.
Observe that kt(x) is a well-defined positive real number since x #
]0, x(t)[, and
kt(x) 4t &1.
as t  0+. The conclusion of this discussion is that 1t is a Jordan domain
in C, whose boundary is the closed Jordan curve which is the union of the
curves y=kt(x) for x # ]0, x(t)], y=&kt(x) for x # ]0, x(t)], and x=0,
y # _&4t &1, 
4
t
&1& .
When t>4, the function ,t is <1 on some interval ]x&(t), x+(t)[, with
0<x&(t)<1<x+(t), and similar considerations show that 1t is the region
bounded by the curves y=\kt(x) for x # [x&(t), x+(t)], whose union is
a closed Jordan curve in C.
The regions 1t , for several values of t, are depicted in the figures at the
end of the paper.
Lemma 12. For every t>0, the map }(t, } ) defines a conformal one to
one map from the disk D to the region 1t . Furthermore, the function }(t, } )
extends continuously to the boundary of D and defines a homeomorphism of
D with the closure of 1t .
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Proof. The map }(t, } ) is clearly injective on D, since it has a left inverse
by equation (4.4.2.a), hence it is a conformal one to one mapping from D
to its image. Let us prove that this image is 1t . For any r<1, it is easy to
see that the set of z # C, with positive imaginary part, such that
} z&1z+1 e
t
2
z }=r
is a closed Jordan curve #t, r of the form y=\kt, r(x) for x in some interval
around 1. The image of the circle of radius r by }(t, } ) is a curve included
in #r, t , and since }(t, } ) is injective, it follows that the image of the circle
of radius r is exactly #r, t . Since the domain 1t is the union of the point 1
and all the curves #r, t for r>0, we see that the image of D is 1t . The
second part of the lemma follows from Caratheodory theorem since 1t is
a Jordan domain (see, e.g., Pommerenke [P]). K
Remark that one has
(&z)&1
(&z)+1
e
t
2
(&z)
=
1
z&1
z+1
e(t2) z
hence the map
z [
z&1
z+1
e
t
2
z
is a conformal one to one map from the region &1t onto the complement
of D in the Riemann sphere, and this maps extends homeomorphically to
the boundary of 1t .
If t<4, then the boundaries of the regions 1t and &1t meet on the
imaginary axis. The map }(t, } ) extends to a one to one conformal mapping
of the interior of 1 t _ (&1 t) onto the complement in C of the interval
{ei% } &12 - (4&t) t &arccos \1&
t
2+%
1
2
- (4&t) t +arccos \1& t2 += .
Note also that the points \i - 4t&1 are the only points where the
derivative of
z [
z&1
z+1
e
t
2
z
vanishes, so that the map } has an analytic continuation in a neighbour-
hood of D "[at , a t ], where at , a t are the endpoints of the interval above.
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When t>4, the map }(t, } ) has an analytic continuation in a
neighbourghood of D .
4.2.4. We can now describe precisely the measure &t.
Proposition 10. For every t>0, the measure &t is absolutely continuous
with respect to the Haar measure on T. Its support It is equal to T for t>4,
and is equal to the interval
{ei% } &12 - (4&t) t &arccos \1&
t
2 +%
1
2
- (4&t) t +arccos \1& t2 +=
for t4, where arccos # [0, ?]. The density is positive on the interior of the
interval It (except at &1 for t=4) and is equal, at the point | # It , to the
real part of }(t, |), where }(t, |) is the only solution, with positive real part,
of the equation
z&1
z+1
e
t
2
z
=|.
Proof. We have seen in Lemma 12 that the function }(t, } ) extends
continuously to the boundary of D, it follows that
}(t, z)=|
T
|+z
|&z
R(}(t, |)) d|,
where d| is the normalized Haar measure on T, and R denotes the real
part. The uniqueness of Herglotz representation shows that the measure &t
is equal to R(}(t, |)) d|. The rest of the proposition follows easily from
this. In particular, the assertions concerning the support of &t are derived
by looking at the image by
z [
z&1
z+1
e
t
2
z
of the part of the boundary of 1t which is on the imaginary axis. K
4.2.5. Let us now show similar considerations allow us to describe
the distribution of the self-adjoint positive element 4t*4t # C(t). We shall
not need the result in the sequel, but it will yield the exact expression of the
norm of 4t .
Let ?t be this distribution, this is a probability measure with compact
support on ]0, +[. Let
\(t, z)=|
R+
x+z
x&z
?t(dx)
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for z complex, outside the support of ?t, then \(t, z) has positive imaginary
part for z in C+, the open upper half plane in C.
Lemma 13. For all t>0 and z # C+, one has
\(t, z)&1
\(t, z)+1
e&t\(t, z)=z.
Proof. Let us define the process Rt=e&t4&1t (4
&1
t )*. From the equa-
tions verified by 4 and 4&1 we deduce, using Ito’s formula, that R satisfies
dRt=ie&t4&1t (dZ t*&dZt)(4
&1
t )*.
By Ito’s formula again, it follows by induction on n that
dRnt = :
n&1
k=0
Rkt dRt R
n&1&k
t +2 :
n&1
k=1
kRkt {(R
n&k
t ) dt.
Taking the trace on both sides of this equation, we obtain that the gener-
ating function #(t, z)=n=1 z
n{(Rnt ) satisfies the equation
#(t, z)
t
=2z#(t, z)
#(t, z)
z
,
and this implies that
#
1+#
e&2t#=z.
Hence the result since
\(t, z)=
#(t, e&tz)&1
2
. K
For t>0, let y(t) be the smallest positive zero of the function
y [ 1&y2+2y cot(2ty). Let 0t be the region
0t=[x+iy # C | 0<y<y(t); x21&y2+2y cot(2ty)].
The boundary of the region 0t is a closed Jordan curve whose intersection
with R is the interval
_&1+1t , 1+
1
t& .
We have the analogue of Lemma 12.
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Lemma 14. The map \(t, } ) is a conformal one to one map from C+ to
the region 0t , which extends homeomorphically to the boundary R _ [] of
C+ in the Riemann sphere.
Proof. The proof of this lemma is similar to Lemma 12 and is left to the
reader.
We can now describe the measure ?t explicitly.
Proposition 11. For every t>0, the measure ?t is absolutely continuous
with respect to Lebesgue measure on R+. Its support Jt is equal to the interval
[(2t+1&2 - t(1+t)) e&- t(1+t), (2t+1+2 - t(1+t)) e- t(1+t) ].
The density is positive on the interior of the interval Jt and is equal, at the
point x # Jt , to (12?x) I(\(t, x)) where \(t, x) the only solution on 0t of
the equation
z&1
z+1
e&tz=x
(I denotes the imaginary part).
Proof. The proof uses the inversion formula for the Cauchy transform
of a probability measure on the line, and is similar to the proof of Propo-
sition 10. K
From this we deduce that the norms of 4t and 4&1t are both equal to
.(t)=- (2t+1+2 - t(1+t)) e- t(1+t)
so that the spectrum of 4t is included in the annulus 1.(t)|z|.(t).
4.2.6. We shall now describe the integral transform Gt which plays
the role of the transform Ft in part 1. In order to motivate the formula for
the integral transform we shall follow the remark at the end of Section 3.2.2.
First we quote the following result from [Bi2], which is the multiplicative
analogue of Theorem 6.
Theorem 8. Let (A, {) be a W*-probability space, B/A be a von
Neumann sub-algebra, and U, V # A such that U and V are unitary, with
respective distributions + and &, one has U # B, and V is free with B, then
there exists a Feller Markov kernel K=k(!, dw) on T_T and an analytic
function F, defined on D, such that
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(1) for any bounded Borel function f on T,
{( f (UV ) | B)=K f (U)
(2) for all z # D
|
T
z|
1&z|
k(!, d|)=
F(z) !
1&F(z) !
.
Let us take for + the measure $1 on T and for & the measure &t, then we
obtain by Theorem 8 a kernel kt(!, d|) of probability measures on T. Let
/(t, z)=
}(t, z)&1
}(t, z)+1
for z # D.
One has kt(1, d|)=&t(d|) by (1), hence
|
T
z|
1&z|
&t(d|)=
F(z)
1&F(z)
and thus F(z)=/(t, z ). It follows from (2) that the kernels satisfy
|
T
|+z
|&z
kt(!, d|)=
!+/(t, z)
!&/(t, z)
for z # D.
We shall now define a new family of regions in C. For t>0, let 7t be the
image, by the Mo bius transformation
z [
z&1
z+1
,
of the complement of 1 t _ (&1 t) in the Riemann sphere. Let us recall the
discussion of the regions 1t in 4.2.3. Let t<4, then the boundary of the
compact set 1 t _ (&1 t) is the union of the curves y=\kt(x); 0xx(t),
and their symmetric with respect to the imaginary axis. These curves are
exactly the images of the interval It , support of &t, by the maps }(t, } ) and
&} (t, } ), so they are analytic except perhaps at the intersection with the
imaginary axis. It follows that for t<4, the region 7t is bounded, simply
connected, with a piecewise analytic, C1 boundary. Furthermore, this
region is invariant under conjugation and under the map z [ 1z, and its
boundary consists in the images of It by the maps /(t, } ) and 1/(t, } ). The
map /(t, } ) sends the interior of It in the disk D. The intersection of 7t with
T consists in the two points in T with real part 1&t2.
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Similar considerations show that for t>4, the region 7t is bounded by
two analytic disjoint curves, which are the images of T by the maps /(t, } )
and 1/ (t, } ), respectively. These curves are simple, and |/(t, |)|<1 for
| # T. In particular, the region 7t has the conformal type of an annulus.
Finally, for t=4, the images of It by the two maps /(t, } ) and 1/ (t, } )
have a common point &1. The region 7t is the region bounded by these
two curves, so its boundary is a curve with one double point. The region
74 is simply connected, but the complement of 7 4 has two connected
components.
The regions 7t , for various values of t, are pictured at the end of the
paper.
Proposition 12. For every t>0 and ! # 7t & T, the measure kt(!, d|) is
absolutely continuous with respect to the measure &t, with density
|1&/(t, |)| 2
(!&/(t, |))(!&1&/ (t, z))
.
Proof. One has, for all z # D, and ! # T,
!+/(t, z)
!&/(t, z)
=
!&1
!+1
+}(t, z)
1+}(t, z)
!&1
!+1
for !{&1
=
1
}(t, z)
for !=&1
and (!&1)(!+1) is a purely imaginary number. The Mo bius transfor-
mation
‘ [
!&1
!+1
+‘
1+‘
!&1
!+1
maps the right half plane into itself. If ! # 7t & T, the functions
z [
!+/(t, z)
!&/(t, z)
remains bounded in D , and is a homeomorphism of D with a bounded
region in the half plane R(z)>0, hence by the same argument as in the
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proof of Proposition 10, we have that kt(!, d|) is absolutely continuous,
with respect to d|, with density
R \!+/(t, |)!&/(t, |)+=
1&|/(t, |)| 2
(!&/(t, |))(!&1&/ (t, |))
.
Since the density of &t=kt(1, d|), is
1&|/(t, |)| 2
|1&/(t, |)| 2
we see that kt(!, d|) is absolutely continuous with respect to &t, with the
required density. K
By analogy with Section 3.2.2 we now define an integral transform. We
shall show, in Section 4.4, that it plays the role of the transform Ft, in the
free analogue of the Hall transform.
Proposition 13. Let f # L2(&t), then the integral
Gtf (‘)=|
T
f (|)
|1&/(t, |)| 2
(‘&/(t, |))(‘&1&/ (t, z))
&t(d|)
converges for all ‘ # 7t , and defines an analytic function there.
Proof. The boundary of 7t is exactly the set of values taken by the
functions /(t, } ) and 1/ (t, } ) in the interval It , support of the measure &t,
it follows that the function
| [
|1&/(t, |)|2
(‘&/(t, |))(‘&1&/ (t, z))
is bounded on It if ‘ # 7t , and the result follows by standard arguments. K
4.2.7. We shall compare the range of the integral transform Gt with
the Hardy space of the region 7t . Since the boundary 7t is piecewise
analytic, one can consider _, the arc length measure on 7t , and for any
f # L2(_), its Cauchy integral
Cf (‘)=
1
2?i |7t
f (z)
z&‘
dz
defines an analytic function of ‘ in 7t . It is well known that the map
f [ Cf is bounded from L2(_) to the Hardy space H 2(7t) (see, e.g., [CM]
or [Da]).
275SEGALBARGMANN TRANSFORM
Lemma 15. Let f # L2(&t), then for any ‘ # 7t one has
Gtf (‘)=
1
2?i |7t f (ze
t
2
z+1
1&z) \ zt(z&1)2+1+
dz
z&‘
where the orientation of the curve 7t is such that 7t is on the left.
Proof. Let ht= 12 - (4&t) t +arccos(1&(t2)), if t4, ht=? if t>4,
then we have
Gtf (‘)=
1
2? |
ht
&ht
f (ei%)
1
2 \
‘+/(t, ei%)
‘&/(t, ei%)
+
‘&1+/ (t, ei%)
‘&1&/ (t, ei%)+ d%
=
1
2? |
ht
&ht
f (ei%)
/(t, ei%)
‘&/(t, ei%)
d%
&
1
2? |
ht
&ht
f (ei%)
/(t, e&i%)&1
!&/(t, e&i%)&1
d%.
The map % [ /(t, ei%); % # [&ht , ht] is a parametrisation of the part of the
curve 7t which is in D , while
% [
1
/(t, e&i%)
% # [&ht , ht]
is a parametrization of the part of the curve 7t which is outside D. The
result follows by a change of variable, using the fact that
/(t, ei%) e
t
2
1+/(t, ei%)
1&/(t, ei%)=ei% in [&ht , ht]
to compute the Jacobian. K
Lemma 16. Let f # L2(&t), then the function
Zf (z)=f (ze
t
2
z+1
1&z) \1+ zt(z&1)2+
on 7t is in L2(_), furthermore, if t{4, there are constants c, C such that
c & f &L2(&t)&Zf &L2(_)C & f &L2(&t )
for all f # L2(&t). If t=4, there is a constant C such that
&Zf &L2(_)C & f &L2(&t )
for all f # L2(&t).
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Proof. The image of the measure &t by the map /(t, } ) is absolutely
continuous with respect to _, with density
}1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+ }
on 7t & D , and similarly the image of the measure &t by the map / (t, } )&1
is absolutely continuous with respect to _, with density
}1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+ }
on 7t & (C"D). Let f # L2(&t) then
& f &L2(&t )=
1
2 |7t | f (ze
t
2
z+1
1&z)| 2 } 1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+ } _(dz)
=
1
2 |7t |Zf (z)|
2 } 1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+
&1
} _(dz).
If t>4 the numerator and denominator of the function
}1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+
&1
}
do not vanish on 7t , so that this quantity is bounded above and below
by some constants 0<c<C<, and we get the result. If t<4, one has
1+
zt
(z&1)2
=
(z&bt)(z&b t)
(z&1)2
,
where bt and b t are the intersections of 7t with T. Since the curve 7t
intersects T orthogonally, as can be checked, we see that (1&|z| )( |z&bt | )
is bounded above and below for z # 7t , and similarly for b t , so that
0<c< } 1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+
&1
}<C<
for z # 7t , for some constants c and C. For t=4, one only has an
inequality
0<c< } 1&|z|
2
|1&z| 2 \1+
zt
(z&1)2+
&1
} . K
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From Lemmas 15 and 16 we infer that the map Gt is a bounded map
from L2(&t) to the Hardy space H 2(7t).
Lemma 17. The map Gt: L2(&t)  H 2(7t) is injective, for all t{4.
Proof. We shall distinguish the cases t>4 and t<4, and give quite
distinct arguments for these two cases. Unfortunately, none of these
arguments seems to work for t=4, so we shall leave this case aside. We
start with the easiest case, which is t>4. In this case, the function /(t, } )
takes values in D, so that
R \!+/(t, |)!&/(t, |)+=1+ :

n=1
!&n/(t, |)n+!n/ n(t, |)
and the sum is uniformly convergent for !, | # T. The measure &t is equiv-
alent with the Haar measure, so that they have the same L2 space. If
f # L2(d|) is such that Gtf #0 on T, then in particular all its Fourier coef-
ficients are zero, so that T f (|) /
n(|) d|=T f (|) /
&n(t, |) d|=0 for
all n0. The polynomials in /(t, } ) and / (t, } ) form a total space in
L2(T, d|) (this follows from the fact that /(t, } ) is continuous, separates the
points of T and the Stone Weierstrass Theorem), so that necessarily f #0.
Let us now consider the case t<4. Suppose that Gtf #0, this means that
the Cauchy transform of the function Zf (z) (cf. Lemma 16) is identically
zero. By Ca lderon’s Theorem (see again [CM] or [Da]) this implies that
Zf is the boundary value of the function
‘ [
1
2?i |7t f (ze
t
2
z+1
1&z) \ zt(z&1)2+1+
dz
z&‘
‘ # C"7 t
which vanishes at infinity and is in the Hardy space of the region C"7 t .
Let us define four maps h1 , h2 , h3 , h4 , such that
(1) h1(z)=ze
t
2
1+z
1&z,
is a conformal one to one map from C"7 t onto C"It .
(2) h2(z)=2
z&1
z+1
at+1
at&1
,
where at=h1(bt), bt being as in the proof of Lemma 16. This function is a
one-to-one conformal map from (C _ [])"It onto (C _ [])"[&2, 2]
(3) h3(z)= 12 (z+- z2&4),
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where the square root is chosen so that this defines a one-to-one conformal
transformation of (C _ [])"[&2, 2] onto (C _ [])"D
(4) h4(z)=
1+zc t
z&ct
,
where ct=h3 b h2().
Then one can check that the map 8=h4 b h3 b h2 b h1 defines a conformal
one-to-one map from (C _ [])"7 t onto (C _ [])"D such that (i)
8()=, (ii) 8$ and 18$ are bounded on C"7t , (iii) 8 has an analytic
continuation to a neighbourghood of (C _ [])"7t , (iv) 8(z )=8 (z) for
all z. One deduces that , [ , b 8&1 is a bounded map, with bounded
inverse from the Hardy space H2((C _ [])"7 t) onto H2((C _ [])"D ),
so that Zf b 8&1 is the boundary value of some function in
H2((C _ [])"D ). The map z [ Zf b 8&1(1z) is the boundary value of
some function in H2(D) which vanishes at zero. Let h5 be the Mo bius
transformation which maps D into itself and such that the images of 8(bt)
and 8(b t) are 1 and &1, and 9(z)=h5(18(z)), then one has 9(1z )=
9 (z) for all z # (C _ [])"7 t , and 9(bt)=&1, 9(b t)=1. Since one has
\1+ t9
&1(z)
(9&1(z)&1)2+=
(9&1(z)&bt)(9&1(z)&b t)
(9&1(z)&1)2
,
the function
\1+ t9
&1(z)
(9&1(z)&1)2+
&1
(1&z2)
is holomorphic and bounded on D, so that the function
g(z)=Zf b 9&1(z) \1+ t9
&1(z)
(9&1(z)&1)2+
&1
(1&z2)
is the boundary value of a function in H2(D) which vanishes at 9().
By the definition of this function, and the properties of 9 we see that it
satisfies g(e&i%)=&e&2i%g(ei%) on T. Since g(ei%)=n=0 an e
in%, an=0 for
n{0, 2, and a0=&a2 . Since g is the boundary value of a function which
vanishes at some point in D we see that g#0, hence that f #0. K
We arrive now at the explicit description of the range of the transform Gt.
Proposition 14. For all t{4, the function
K(z, ‘)=|
T
|1&/(t, |)| 2
(z&/(t, |))(z&1&/ (t, |))
|1&/(t, |)| 2
(‘ &/(t, |))(‘ &1&/ (t, |))
&t(d|)
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is the reproducing kernel of a Hilbert space of analytic functions on 7t . The
map Gt is a unitary isomorphism of Hilbert spaces between L2(&t) and this
Hilbert space.
Proof. The function K(z, ‘) is a sesqui-analytic kernel, which is positive
definite, by construction. The first part of the claim follows from general
results on such kernels (see, e.g., [Do]). The second part is a direct conse-
quence of the fact that the map Gt is injective. K
We shall denote by At the Hilbert space of analytic functions given by
the reproducing kernel of Proposition 14. It plays the same role, with
respect to the spaces Atd as the Hardy space H
2
t with respect to the spaces
Etd . Note that, by Lemma 16, one has A
t/H 2(7t). We do not know
wether the spaces actually coincide, but one can show that the scalar
product on At is not the same, indeed, there is no measure on C such that
C F(z) G (z) dm(z)=(F, G)A t for all F, G entire functions on C.
4.3. The Analogue of GrossMalliavin Theorem
Theorem 9. (1) The map F [ F(4t) from the space of holomorphic
functions in C"[0] to Chol (t) extends to an isometry from At onto L2hol (4t).
(2) The free SegalBargmann transform on L2(SC(t), {) sends
L2(Ut , {) onto L2hol (4t , {).
(3) There is a commutative diagram
L2(&t) wwUt L2(Ut , {)
Gt F
At ww4t L2hol (4t , {)
where all maps are unitary isomorphisms.
The proof of Theorem 9 occupies the rest of this section.
Let Pn(t, x) be the polynomials determined by the generating series
:

n=0
unPn(t, x)=
1
1&
u
1+u
e
t
2
(1+2u)
x
.
Lemma 18. For all n0, t>0, one has
Gt(Pn(t, x))(‘)=‘n
Gt(Pn(t, x ))(‘)=‘&n.
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Proof. Using computations analogous as the ones after Theorem 7, we
see that the kernels kt(!, d|) satisfy
|
T
u|
1&u|
kt(!, d|)=
!@(t, u)
1&!@(t, u)
,
where @(t, } ) is the inverse function of z [ (z(1+z)) e
t
2
(1+2z)
near the
origin, so that
|
T
z
1+z
e
t
2
(1+2z)
|
1&
z
1+z
e
t
2
(1+2z)
|
kt(!, d|)=
z!
1&z!
.
The first result follows by expanding both sides in power series of z near
zero, and identifying coefficients, then making analytic continuation to 7t ,
and the second result is similar. K
Note that the preceding lemma implies that the range of the integral
transform Gt contains all Laurent polynomials, hence that the space At is
dense in H2(7t).
Lemma 19. For all n1, one has
Pn(t, Ut)=Pn(0, 1)+i :
n&1
k=0
|
t
0
Pk(s, Us) dXs Pn&k(s, Us)
Proof. Let Vt=et2Ut . One has Pn(t, Ut)=Rn(t, Vt) where the poly-
nomials Rn(t, } ) have the generating series
:

n=0
znRn(t, x)=
1
1&
z
1+z
etzx
.
Let us apply Ito formula to the expression
z
1+z
etzVt
1&
z
1+z
etzVt
=
h(t, z) Vt
1&h(t, z) Vt
.
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We obtain
h(t, z) Vt
1&h(t, z) Vt
= :

n=1
h(t, z)n V nt
=z+i :

n=1
:
n&1
k=0
|
t
0
h(s, z)n V ks dXs V
n&k
s
& :

n=1
:
n&1
k=1
|
t
0
h(s, z)n kV ks {(V
n&k
s ) ds
+ :

n=1
|
t
0
nh(s, z)n&1
h(s, z)
s
V ns ds
=z+i |
t
0 \ :

n=0
h(s, z)n V ns+ dXs \ :

n=1
h(s, z)n V ns+
&|
t
0
:

n=1
nh(s, z)n V ns’(s, h(s, z)) ds
+ :

n=1
|
t
0
nh(s, z)n&1
h(s, z)
s
V ns ds
where ’ is as in the proof of Lemma 11
=z+i |
t
0 \ :

n=0
h(s, z)n V ns+ dXs \ :

n=1
h(s, z)n V ns+
since ’(s, h(s, z))=z and
h(s, z)
s
=zh(s, z).
The formula follows by expanding in power series of z and by identifying
the coefficient of zn in the two sides of the formula. K
Lemma 20. For all n0 and t>0 one has
F&1(4nt )=Pn(t, Ut) and F
&1(4&nt )=Pn(t, Ut*)
Proof. Let Mn(t)=F&1(4nt ), Ito’s formula for the circular brownian
motion Zt yields easily
4nt =1+i :
n&1
k=0
|
t
0
4ks dZs4
n&k
s .
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. .
By Proposition 9 one has
Mn(t)=1+i :
n&1
k=0
|
t
0
Mk(s) dXs Mn&k(s).
Thus, the Mn statisfy the same equations as Pn(t, Ut), by Lemma 19.
Applying Ito’s formula to the product Ln(t)=e&tUt*Mn(t), one obtains
Ln(t)=1+i :
n&1
k=1
|
t
0
Lk(s) dXs esUs Ln&k(s)
+ :
n&1
k=1
|
t
0
Lk(s) {(esUsLn&k(s)) ds
so that the sequence of processes Ln can be computed by induction on n.
It follows that Mn(t)=Pn(t, Ut) for all n0 and t>0. The formula for
F&1(4&nt ) is obtained by similar arguments. K
End of proof of Theorem 9. We start with (3). By Lemma 18 and 19,
we see that the two sides of the diagram coincide on polynomials in ! and
!&1. Since polynomials are dense in L2(&t) and the maps are isometries, we
get the result. Parts (1) and (2) of the theorem follow from (3). K
REFERENCES
[Ba] V. Bargmann, On a Hilbert space of analytic functions and an associated integral
transform, Part I, Comm. Pure Appl. Math. 24 (1961), 187214.
[Bi1] P. Biane, Free brownian motion, free stochastic calculus and random matrices, Fields
Institute Commun., to appear.
[Bi2] P. Biane, Processes with free increments, Math. Zeit., to appear.
[CM] R. R. Coifman and Y. Meyer, ‘‘Ondelettes et ope rateurs III, ope rateurs multi-
line aires,’’ Hermann, Paris, 1991.
[Da] G. David, Ope rateurs inte graux singuliers sur certaines courbes du plan complexe,
Ann. Sci. E cole Norm. Sup. 17 (1984), 157189.
[Do] W. F. Donoghue, Jr., ‘‘Monotone Matrix Functions and Analytic Continuation,’’
Springer-Verlag, BerlinNew York, 1974.
[Dr] B. Driver, On the KakutaniIto^SegalGross and the SegalBargmannHall
isomorphisms, J. Funct. Anal. 133 (1995), 69128.
[E] A. Erdelyi, Asymptotic forms for Laguerre polynomials, J. Indian Math. Soc., Golden
Jubilee Commemoration 24 (1960), 235250.
[F] G. B. Folland, ‘‘Harmonic Analysis in Phase Space,’’ Princeton Univ. Press,
Princeton, NJ, 1989.
[GM] L. Gross and P. Malliavin, Hall’s transform and the SegalBargmann map, in
‘‘Ito’s Stochastic Calculus and Probability Theory’’ (N. Ikeda, S. Watanabe,
M. Fukushima, and H. Kunita, Eds.), Springer, Tokyo, 1996, pp. 73113.
[Ha] B. Hall, The SegalBargmann ‘‘coherent state’’ transform for compact Lie groups,
J. Funct. Anal. 122 (1994), 103151.
285SEGALBARGMANN TRANSFORM
[KS] B. Ku mmerer and R. Speicher, Stochastic integration on the Cuntz algebra, J. Funct.
Anal. 103 (1992), 372408.
[LM] H. van Leeuwen and H. Maassen, A q-deformation of the gaussian measure, J. Math.
Phys. 36 (1995), 47434756.
[M] M. L. Mehta, ‘‘Random Matrices,’’ 2nd ed., Academic Press, New York, 1990.
[P] C. Pommerenke, Boundary behaviour of conformal maps, Springer-Verlag, Berlin
New York, 1992.
[Sp1] R. Speicher, A new example of ‘‘independence’’ and ‘‘white noise’’, Probab. Theory
Related Fields 84 (1990), 141159.
[Sp2] R. Speicher, Stochastic integration on the full Fock space with respect to a kernel
calculus, Publ. Res. Inst. Math. Sci. 27 (1991), 149184.
[Sz] G. Szego , ‘‘Orthogonal Polynomials,’’ Amer. Math. Soc., New York, 1959.
[V1] D. V. Voiculescu, Symmetries of some reduced free product C*-algebras, in
‘‘Operator Algebras and Their Connection with Topology and Ergodic Theory,’’
Lecture Notes in Mathematics, Vol. 1135, Springer-Verlag, Heidelberg, 1985.
[V2] D. V. Voiculescu, Limit laws for random matrices and free products, Invent. Math.
104 (1991), 201220.
[VDN] D. V. Voiculescu, K. Dykema, and A. Nica, ‘‘Free Random Variables,’’ CRM
Monograph Series No. 1, Amer. Math. Soc., Providence, RI, 1992.
Printed in Belgium
286 PHILIPPE BIANE
