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Abstract. An important theorem by Beilinson describes the bounded derived
category of coherent sheaves on Pn, yielding in particular a resolution of every
coherent sheaf on Pn in terms of the vector bundles Ωj
Pn
(j) for 0 ≤ j ≤ n.
This theorem is here extended to weighted projective spaces. To this purpose
we consider, instead of the usual category of coherent sheaves on P(w) (the
weighted projective space of weights w = (w0, . . . ,wn)), a suitable category
of graded coherent sheaves (the two categories are equivalent if and only if
w0 = · · · = wn = 1, i.e. P(w) = Pn), obtained by endowing P(w) with a
natural graded structure sheaf. The resulting graded ringed space P(w) is
an example of graded scheme (in chapter 1 graded schemes are defined and
studied in some greater generality than is needed in the rest of the work).
Then in chapter 2 we prove for graded coherent sheaves on P(w) a result
which is very similar to Beilinson’s theorem on Pn, with the main difference
that the resolution involves, besides Ωj
P(w)
(j) for 0 ≤ j ≤ n, also O
P(w)(l) for
n−
∑n
i=0 wi < l < 0.
This weighted version of Beilinson’s theorem is then applied in chapter 3
to prove a structure theorem for good birational weighted canonical projections
of surfaces of general type (i.e., for morphisms, which are birational onto the
image, from a minimal surface of general type S into a 3–dimensional P(w),
induced by 4 sections σi ∈ H0(S,OS(wiKS))). This is a generalization of a
theorem by Catanese and Schreyer (who treated the case of projections into
P3), and is mainly interesting for irregular surfaces, since in the regular case a
similar but simpler result (due to Catanese) was already known. The theorem
essentially states that giving a good birational weighted canonical projection
is equivalent to giving a symmetric morphism of (graded) vector bundles on
P(w), satisfying some suitable conditions. Such a morphism is then explicitly
determined in chapter 4 for a family of surfaces with numerical invariants
pg = q = 2, K2 = 4, projected into P(1, 1, 2, 3).
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Introduction
A classical method to study algebraic surfaces of general type is to consider the
behaviour of pluricanonical maps (see e.g. the important paper [Bo]). If S0 is a
(smooth, projective) minimal surface of general type (over an algebraically closed
field K), denoting by KS0 the canonical divisor on S0 and by ωS0 = OS0(KS0) the
canonical sheaf, the mth canonical map is the rational map ϕ|mKS0 | : S0 99K P
N
determined by the linear system |mKS0 |. More generally, one can consider a map
into a weighted projective space, induced by sections of different multiples of KS0.
More precisely, given positive numbers w = (w0, . . . ,wn), we denote by P(w) (or
simply by P) the weighted projective space of weights w, which is defined as ProjP,
where P = P(w) is the polynomial ring K[x0, . . . , xn] graded by deg(xi) = wi. Then
the choice of sections σi ∈ H0(S0, ωwiS0 ) determines a rational map φ0 : S0 99K P,
called a weighted canonical projection. φ0 is called good birational if it is a morphism
which is birational onto its image Y0 ⊂ P. Such a map always factors through the
canonical model X0 of S0 (which is defined as ProjR, whereR :=
⊕
d≥0H
0(S0, ω
d
S0
)
is the canonical ring of S0):
S0
φ0 //
π0
  A
AA
AA
AA
A
Y0 ⊂ P
X0
ψ0
;;wwwwwwwww
X0 is a surface with only rational double points as singularities (the birational
morphism π0 contracts (−2)–curves of S0), which essentially behaves like S0. The
advantage of considering ψ0 instead of φ0 is that it is a finite morphism, induced
by the morphism of graded rings
̺ : P(w)→R
xi 7→ σi
It follows from known results on pluricanonical maps that every surface of general
type admits a good birational weighted canonical projection to a 3–dimensional
weighted projective space with weights w0,w1 ≤ 2, w2 ≤ 3 and w3 ≤ 5.
So let’s assume that φ0 : S0 → P is a good birational weighted canonical
projection with dimP = 3. If S0 is regular (i.e. q(S0) := h1(S0,OS0) = 0) good
results can be obtained by looking for (graded) free resolutions of the canonical ring
R, regarded as a graded P–module via the morphism ̺ defined before. In [C1] it
is proved that R always admits a length 1 resolution of the form
0→
h⊕
j=1
P(lj − |w| − 1) α−→
h⊕
i=1
P(−li)→R→ 0
1
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(with |w| := ∑3i=0wi) where α is a minimal symmetric matrix of homogeneous
polynomials αi,j ∈ P|w|+1−lj−li for some integers 0 = l1 < l2 ≤ · · · ≤ lh; α being
minimal means that αi,j = 0 if li + lj > |w|. Moreover, α satisfies the following
properties:
(1) f := det(α) is an irreducible homogeneous polynomial defining Y0 =
ProjP/(f) ⊂ P;
(2) (rank condition) denoting by β the matrix of cofactors of α,
(β1,i | i = 1, . . . , h) = (βi,j | i, j = 1, . . . , h)
as ideals of P.
This last condition is seen to be equivalent to the fact that cokerα carries a
natural structure of P/(f)–algebra (“rank condition = ring condition”). Then the
important fact is that, conversely, if α is a minimal symmetric matrix satisfying
the two conditions above (so that cokerα is a ring) and if moreover Proj(cokerα)
is a surface with only rational double points as singularities, then cokerα is the
canonical ring of a surface of general type.
Using this result Catanese could prove interesting applications to moduli prob-
lems: for instance, he showed that the surfaces with numerical invariants K2 = 7,
pg = 4 (and q = 0, of course) such that the canonical map is base point free, have
a unirational irreducible moduli space.
The reason why this method works well only for regular surfaces is that only in
this case is R a Gorenstein ring (hence it has a resolution of length 1 as graded P–
module). On the other hand, a closely related approach is possible also in the case
of irregular surfaces: the idea is to look for locally free resolutions of the coherent
sheaf R∼ ∼= φ0∗OS0 on P. In particular, for projections into P3 the following
theorem is proved in [CS] (see also [C2]).
Theorem (Catanese–Schreyer). Let S0 be a minimal surface of general
type with pg(S0) = pg, q(S0) = q and K
2
S0
= K2, let φ0 : S0 → Y0 ⊂ P3 be a good
birational canonical projection, and consider the vector bundle
E := O(−2)pg−q+K2−9 ⊕ Ω1(−1)q ⊕ (Ω2)pg−4
on P3. Then there exists an exact sequence of coherent sheaves on P3
0→ (O ⊕ E)∨(−5)
α=
α(1)
α′

−−−−−−−→ O ⊕ E → φ0∗OS0 → 0,
such that α is a minimal morphism which satisfies the following properties:
(1) α is symmetric, i.e. α = α∨(−5);
(2) f = det(α) is an irreducible polynomial (defining Y0 = ProjP/(f));
(3) Ir(α) = Ir(α′) (where r := rk(E) and, if β : E1 → E2 is a morphism of
vector bundles, Ik(β) denotes the sheaf of ideals defined by the image of
the natural map Λk(E1)⊗ Λk(E2)∨ → OP3 induced by Λk(β));
(4) X0 := Spec(cokerα) is a surface with only rational double points as sin-
gularities.
Conversely, if α : (O ⊕ E)∨(−5) → O ⊕ E is minimal and satisfies properties
1, 2, 3, then cokerα is in a natural way a coherent sheaf of commutative OY0–
algebras, and if 4 also holds, then, denoting by π0 : S0 → X0 a minimal resolution
of singularities of X0, S0 is a minimal surface of general type with pg(S0) = pg,
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q(S0) = q and K
2
S0
= K2, X0 is its canonical model and φ0 : S0
π0−→ X0 → Y0 is a
good birational canonical projection.
The main purpose of this work is to extend the above result to the weighted
case. Before we can say how this is done, we have to discuss briefly the main
elements in the proof of the above theorem. The essential ingredient is a famous
theorem by Beilinson ([B1]), which (in its more concrete version) gives, for every
coherent sheaf F on Pn, a two–sided resolution (i.e., a complex Y• = Y•(F) whose
cohomology is F in position 0 and 0 elsewhere) in terms of the vector bundles of
twisted differential forms Ωj
Pn
(j). One can always take a minimal such resolution,
and then it is explicitly given by
Yi =
⊕
0≤j≤n
Ωj(j)⊗K Hi+j(Pn,F(−j)).
In our case Beilinson’s theorem is applied to the coherent sheaf F := φ0∗OS0(2)
on P3: the complex Y•(F)(−2) is then a resolution of φ0∗OS0 , which is easily seen
to be quasi–isomorphic to one of the form 0 → (O ⊕ E)∨(−5) α−→ O ⊕ E → 0
(with α not necessarily symmetric). The fact that α can be actually chosen to
be symmetric is a consequence of the birationality of φ0. Then the rest of the
proof is rather straightforward, using a result which says that (under quite general
assumptions) the condition Ir(α) = Ir(α′) (which is just the sheafified version of
the rank condition already discussed for modules) is equivalent to the fact that
cokerα has a natural structure of a sheaf of commutative OY0–algebras .
The principal difficulties in trying to extend both theorems to the weighted case
reside in the fact that weighted projective spaces are singular varieties, presenting
several pathologies: in particular, the sheaves of the form O(i) or Ωj(i) are not
locally free in general. The technique used to overcome such problems is to consider,
instead of the usual category of sheaves of modules on P, a category of graded
sheaves, which we are now going to describe, and which turns out to be much
better behaved (a similar method is used in [B] and [GL], where however a different
graduation is used).
Let R =
⊕
d≥0Rd be a noetherian positively graded ring (R = P and R = R
are the examples we are interested in): one can consider a “graded scheme” ProjR
(we will write P for ProjP), which is equal to ProjR as a topological space, but
which has a Z–graded structure sheaf
OProjR :=
⊕
d∈Z
OProjR(d).
In other words, ProjR is defined as ProjR, except that in the definition of the
structure sheaf one takes as stalk at a point p (p is a homogeneous, non maximal
prime ideal of R) the whole local Z–graded ring Rp := S−1R (where S denotes
the set of homogeneous elements of R \ p), instead of its degree 0 part R(p). It
is clear that there is a natural notion of graded sheaf of modules on ProjR; in
particular, if M is a graded R–module, one can consider the associated graded
sheaf M∼ :=
⊕
d≥0M(d)
∼ (as before, the stalk at p of M∼ is Mp instead of M(p)).
Denoting ProjR by Z and ProjR by Z0, we will use the (abelian) categoryMod(Z)
of graded sheaves ofOZ–modules, instead of the usual categoryMod(Z0) of sheaves
of OZ0–modules (similar considerations can be made for the subcategories of quasi–
coherent and coherent sheaves, of which natural definitions can be given also in the
4 INTRODUCTION
graded case). The two categories are in any case closely related: sending a graded
sheaf F to F0 clearly defines an exact functor
−0 :Mod(Z)→Mod(Z0).
Moreover, it is easy to see that there exists (not unique) a functor
F :Mod(Z0)→Mod(Z)
such that −0 ◦ F ∼= id. This is important for us, because if G is a sheaf on Z0 and
C• is a resolution of F (G), then C•0 will be a resolution of G. One can also prove
that −0 is an equivalence if and only if ∀p ∈ ProjR the graded ring Rp contains an
invertible element of degree 1. This is always the case if R = R (the canonical ring
of a surface of general type), whereas if R = P(w) this condition is satisfied if and
only if w = (1, . . . , 1).
As we mentioned before, the categoryMod(Z) is usually nicer thanMod(Z0),
mainly because in the graded case there is a natural way to define twist functors:
if F is a graded sheaf and d ∈ Z, one sets, as usual, F(d)i := Fd+i. These functors
satisfy all the good properties one expects: they are exact, (d) ◦ (d′) = (d+ d′), (d)
is isomorphic to −⊗OZ OZ(d), if M is a graded R–module then M(d)∼ ∼=M∼(d),
and so on. On the contrary, there is not a good notion of twist functors on Z0 in
general (for instance when Z0 = P(w) is not isomorphic to a Pn): one can define
(d) as − ⊗OZ0 OZ0(d) or as HomOZ0 (OZ0(−d),−) (which is usually better), but
in either case they are not well behaved. Moreover, the sheaves OZ(j) are always
locally free by definition.
It was pointed out by the referee that (at least when R0 is a field) our category
of graded (quasi)coherent sheaves on Z is equivalent to the category considered in
[AKO] (which appeared on the web after the submission of the present paper) of
(quasi)coherent sheaves on the quotient algebraic stack of SpecR \ {R+} by the
action of the multiplicative group Gm induced by the graduation of R.
The use of graded sheaves allows us to prove a version of Beilinson’s theorem
on a (graded) weighted projective space P = P(w), which is much better than the
one of [Ca1]. As in the case of Pn, we prove it first in an abstract form (as an
equivalence between the bounded derived category of graded coherent sheaves and
a suitable homotopy category of graded modules, see 2.2.4; similar results are also
proved in [B] and [AKO]) and then give the explicit form of the minimal resolution
of every (graded coherent) sheaf, or, more generally, of every bounded complex of
sheaves (2.5.8). Such a resolution involves, besides the sheaves Ωj
P
(j) (which can
be defined in a natural way, and which are locally free), also the sheaves O
P
(j)
for n − |w| < j < 0. While the coefficients of the Ωj(j) in the resolution of a
(graded coherent) sheaf F are again given by the dimensions of cohomology groups
of twists of F (the same as in the case of Pn), the coefficients of the O(j) are more
complicated, since they are expressed as the dimensions of cohomology groups of
F tensored with suitably defined complexes of sheaves.
This weighted version of Beilinson’s theorem can be usefully applied to extend
the theorem by Catanese and Schreyer to the case of weighted projections. Before
one can do that, however, it is necessary to generalize somehow the graded theory
we have considered so far, mainly because we need an analogue, in the graded
case, of the definition of Spec of a sheaf of algebras on P3. Without entering into
details, we will just say that we give a general definition of graded scheme (which
includes both the ProjR defined before and usual schemes as particular cases),
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such that every graded scheme is locally isomorphic to what we denote by Spec of
a Z–graded ring A (as a set, it consists of homogeneous prime ideals of A, and it
is just Spec if A = A0). Then one can define, as usual, a sheafified version Spec
of Spec for graded sheaves of algebras on a graded scheme. We need moreover to
extend also the surfaces X0, Y0 and S0 to graded schemes X, Y and S: this is done
by setting (obviously) X := ProjR, Y := ProjP/(f), whereas S is equal to S0 as a
topological space and has structure sheaf OS :=
⊕
d∈Z ω
d
S0
. Also the maps π0, φ0
and ψ0 extend naturally to morphisms of graded schemes π, φ and ψ. As we have
already said, X has the property that the categories of graded sheaves and of usual
sheaves are equivalent, and the same is true for S. Our main theorem (3.5.1) is then
quite similar to that of Catanese and Schreyer, except that everything is graded (of
course, if w = (1, 1, 1, 1), our version coincides with theirs, modulo the equivalences
of categories mentioned before). The general case is however more complicated,
since the vector bundle E now contains some extra terms of the form O
P
(j) (coming
from the Beilinson resolution), whose coefficients are no more uniquely determined
by the numerical invariants of the surface, but depend on the projection φ. Apart
from that, everything is very similar to the not weighted case, also in the proof
(where, again, the point which requires more care is the explicit determination of
E = E(φ)).
It must be said that our result, though interesting from a theoretical point of
view (since it provides, in principle, a description as locally closed algebraic sets
of the moduli spaces of surfaces of general type together with a good birational
weighted canonical projection), doesn’t seem to be of great practical utility. The
problem is that for irregular surfaces (as we are interested in) the vector bundle E
has always a high rank, and then the conditions to impose on the morphism α (in
particular the rank condition) become almost intractable. However, to illustrate our
result we explicitly compute the resolution for a class of surfaces with pg = q = 2
and K2 = 4, namely the double covers of a principally polarized abelian surface
(A,Θ), branched on a divisor of |2Θ|. In order to do that, we need (among other
things) to determine the structure of the ring of theta functions of an abelian
surface.
As for the contents of the single chapters (hopefully clear from the table of con-
tents and from what we said) we just want to say that chapter 1 contains also some
material on graded schemes which is not needed in the sequel, and which has been
included for the sake of completeness; a short description of the relation between
graded schemes and algebraic stacks is also present. The appendix mainly con-
tains the essential facts about derived categories and derived functors; the notation
introduced there is freely used in the text, especially from chapter 2.
Acknowledgements. This work originates from my Ph. D. thesis. It is
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the problem and helping me in several ways to solve it in the course of the years.
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CHAPTER 1
Graded schemes
By the word graded we will always mean Z–graded. If X is a graded object
(ring, module, sheaf,. . . ) we will write it as
⊕
d∈ZXd, where Xd is the component
of degree d. We will denote by Xhom the set of homogeneous elements of X .
As we said in the introduction, the main motivation for this chapter came from
the necessity of defining, given a noetherian positively graded ring R, the “graded
scheme” ProjR (by which we mean a topological space equal to ProjR and a
graded structure sheaf given by OProjR =
⊕
d∈ZOProjR(d)). On the other hand,
since such an object is not a scheme in the usual meaning of the word, we need to
give a definition of graded scheme. This can be done in a quite natural way (at
least with noetherian hypotheses, which we put, for simplicity, in the definition of
graded scheme): first of all, a graded scheme will be a locally graded ringed space
(X,OX), i.e. a (noetherian) topological space X , together with a structure sheaf
of graded rings OX such that every stalk OX,x is a local graded ring (a graded
ring with a unique maximal homogeneous ideal). Moreover, we require X to be
locally isomorphic to SpecA for some noetherian graded ring A, where we denote
by SpecA the following locally graded ringed space: as a topological space, SpecA
is given by the homogeneous prime ideals of A (with the obvious topology), and
the graded structure sheaf OSpecA is defined in such a way that the stalk at a point
p ∈ SpecA is given by the localization Ap := (Ahom \ p)−1A.
With this definition ProjR is indeed a graded scheme: it is locally isomorphic
to SpecRr for some r ∈ Rhom+ (Rr := {rn |n ∈ N}−1R). Notice also that graded
schemes include usual (noetherian) schemes. It is clear that one can extend many
aspects of the theory of schemes to graded schemes, but here we are not much
interested in that. Again influenced by the example of ProjR, where our aim is to
compare the category of graded sheaves on ProjR with the category of sheaves on
ProjR, we are rather interested in those graded schemes where a similar comparison
is possible, i.e. graded schemes X such that X0 := (X, (OX)0) is a scheme. This
is certainly the case if X is locally isomorphic to SpecA, with A a graded ring
such that SpecA and SpecA0 are homeomorphic: we call such schemes (and such
rings) good. Examples of good rings are graded rings containing an invertible
element of positive degree (such as Rr above), which we call quasi–standard (we
call standard, instead, those containing an invertible element of degree 1), and
graded rings such that every element of degree 6= 0 is nilpotent, which we call
quasi–trivial (we call trivial, instead, those concentrated in degree 0). Then we
prove that a good noetherian local graded ring is either quasi–standard or quasi–
trivial, so that a connected good graded scheme is also either quasi–standard or
quasi–trivial.
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As we said before, given a good graded scheme X we can compare the category
Mod(X) of graded sheaves of OX–modules and the categoryMod(X0) of sheaves
of OX0–modules. There is an obvious exact functor −0 : Mod(X) → Mod(X0),
and we prove that it admits a right and a left adjoint, which are both right inverse
of it, and that it is an equivalence of categories if and only if X is standard. Similar
results hold also for the subcategories of (quasi)coherent graded sheaves, which can
be defined in the usual way.
When X is of the form ProjR (with R0 a field) it turns out that the category
of (quasi)coherent graded sheaves on X is equivalent to the category (considered
in [AKO]) of (quasi)coherent sheaves on the quotient algebraic stack naturally
associated to ProjR, and we show that a similar result holds for more general
graded schemes.
1.1. Graded rings and modules
Definition 1.1.1. Let A be a graded ring.1 The topological space SpecA is
the set of homogeneous prime ideals of A with topology defined in the following
way: a subset of SpecA is closed if and only if it is of the form
V (a) := {p ∈ SpecA | a ⊆ p}
for some homogeneous ideal a of A.
As usual this is well defined, and the open subsets of the form D(a) := SpecA\
V ((a)) (for a ∈ Ahom) form a base of the topology of SpecA. A morphism of
graded rings (i.e. a morphism of rings preserving degrees) ϕ : A → B induces a
continuous map f : SpecB → SpecA (defined by f(p) := ϕ−1(p)), so that Spec
is a contravariant functor from the category of graded rings to the category of
topological spaces.
Of course, SpecA = SpecA if Ad = 0 for d 6= 0.
Lemma 1.1.2. Let A be a graded ring. The natural map
f : SpecA→ SpecA0
p 7→ p0
is continuous, closed and surjective.
Moreover, ∀q ∈ SpecA0 ∃!q ∈ f−1(q) such that p ⊆ q ∀p ∈ f−1(q).
If p ∈ SpecA then p = p0 if and only if the following condition is satisfied
∀d ∈ Z: pd = Ad ⇐⇒ p−d = A−d.
Proof. f is clearly continuous (it is the map induced by the morphism of
graded rings A0 →֒ A).
∀q ∈ SpecA0 the homogeneous ideal q of A defined by
qd := {a ∈ Ad | (a)0 ⊆ q} ∀d ∈ Z
is prime: indeed, if a, b ∈ Ahom \ q, by definition of q there exist c, d ∈ Ahom such
that ac, bd ∈ A0 \ q. Since q is prime this implies that abcd ∈ A0 \ q = (A \ q)0,
whence ab /∈ q. Now it is clear that q satisfies the required property, and so, in
particular, f is surjective.
1Unless otherwise stated, all rings are assumed to be (strictly) commutative with unit.
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In order to prove that f is closed, it is enough to show that for every homoge-
neous ideal a of A, f(V (a)) = V (a0). Obviously f(V (a)) ⊆ V (a0), and conversely
∀q ∈ V (a0) we have q = f(q) and q ∈ V (a).
As for the last statement, if p ∈ SpecA satisfies p = p0 and pd = Ad for some
d, then ∀a ∈ A−d we have (a)0 ⊆ p0, which implies that p−d = A−d. Conversely,
if p ( p0 then ∃a ∈ (p0 \ p)d for some d ∈ Z, whence pd ( Ad and p−d = A−d
(∀b ∈ A−d we have ab ∈ (p0)0 = p0). 
Definition 1.1.3. A graded ringA is good if the natural map SpecA→ SpecA0
is injective (and hence a homeomorphism by 1.1.2).
Remark 1.1.4. It follows from 1.1.2 that a graded ring A is good if and only if
p = p0 ∀p ∈ SpecA, which is true if and only if the following condition is satisfied
∀d ∈ Z: pd = Ad ⇐⇒ p−d = A−d.
Definition 1.1.5. A graded ring A is trivial (respectively quasi–trivial) if every
element of A6=0 is zero (respectively nilpotent).
Definition 1.1.6. A graded ring is standard (respectively quasi–standard) if it
contains an invertible homogeneous element of degree 1 (respectively > 0).
Lemma 1.1.7. A graded ring A is quasi–trivial if and only if A6=0 ⊂ p ∀p ∈
SpecA.
Proof. It is an immediate consequence of the following algebraic fact: if a is
a homogeneous ideal of a graded ring A, then
√
a =
⋂
p∈V (a) p. 
Lemma 1.1.8. A graded ring A is standard if and only if it is isomorphic to
A0[t, t
−1], where deg(t) = 1.
Proof. One implication is obvious, since t is invertible and of degree 1 in
A0[t, t
−1]. Conversely, if A is a graded ring and a ∈ A1 is invertible, then the
morphism of graded rings ϕ : A0[t, t
−1] → A defined by ϕ(t) = a is easily seen to
be an isomorphism. 
Lemma 1.1.9. For a graded ring A the following implications are true:
A standard =⇒ A quasi–standard =⇒ A good,
A trivial =⇒ A quasi–trivial =⇒ A good.
Proof. The implications on the left are obvious.
If A is quasi–standard, by 1.1.4 we have to prove that if p ∈ SpecA is such that
pd = Ad for some d ∈ Z, then also p−d = A−d. Now, if s ∈ An (n > 0) is invertible
and a ∈ A−d, then sdan−1 ∈ Ad ⊂ p, whence n > 1 and a ∈ p.
If A is quasi–trivial, then A6=0 ⊂ p ∀p ∈ SpecA by 1.1.7, whence A is good by
1.1.4. 
If A is a graded ring, S ⊂ Ahom will be called a homogeneous multiplicative
system if 0 /∈ S and a, b ∈ S =⇒ ab ∈ S. As usual, one can define the localized
graded ring S−1A and, for every graded A–module M , the graded S−1A–module
S−1M . If S = {an |n ∈ N} for some a ∈ Ahom not nilpotent and T = Ahom \ p for
some p ∈ SpecA, we will write Aa, Ma and Ap, Mp instead of S−1A, S−1M and
T−1A, T−1M .
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Example 1.1.10. If R is a positively graded ring (i.e. Rd = 0 if d < 0) and
r ∈ Rn (n > 0) is not nilpotent, then clearly the localization Rr is a quasi–standard
(and also standard if n = 1) graded ring.
On the other hand, R itself is never quasi–standard, and it is good if and only
if it is quasi–trivial (this follows easily from 1.1.4 and 1.1.7).
Lemma 1.1.11. Let A be a graded ring, M a graded A–module and S ⊂ A
a homogeneous multiplicative system such that ∀d ∈ Z Sd = ∅ ⇐⇒ S−d =
∅. Then the natural morphism of S−10 A0–modules f : S−10 M0 → (S−1M)0 is an
isomorphism.
Proof. f is injective: if m ∈ M0 and s ∈ S0 are such that m/s = 0 in
(S−1M)0, there exist d ∈ Z and t ∈ Sd such that tm = 0. By hypothesis there exist
t′ ∈ S−d, and so t′tm = 0, which implies that m/s = 0 in S−10 M0 because t′t ∈ S0.
f is surjective: given m/s ∈ (S−1M)0 (with m ∈ Md and s ∈ Sd for some
d ∈ Z) by hypothesis there exists s′ ∈ S−d, whence m/s = f((s′m)/(s′s)). 
Corollary 1.1.12. If A is a good graded ring and M a graded A–module,
then ∀p ∈ SpecA the natural morphism of (A0)p0–modules (M0)p0 → (Mp)0 is an
isomorphism.
Proof. By 1.1.4 the multiplicative system Ahom \ p satisfies the condition of
1.1.11. 
Proposition 1.1.13. Let A be a graded ring and S ⊂ A a homogeneous mul-
tiplicative system. If A is good or quasi–standard or standard or quasi–trivial or
trivial, then so is S−1A.
Proof. Obvious if A is quasi–standard or standard or trivial; if A is quasi–
trivial, the statement follows immediately from the fact that S ⊂ A0.
If A is good, given q, q′ ∈ Spec(S−1A) such that q 6= q′, we have to show that
q0 6= q′0. Since there is a one to one correspondence between {p ∈ SpecA | p∩S = ∅}
and Spec(S−1A) (given by p 7→ S−1p), there exist (unique) p, p′ ∈ SpecA such that
p∩S = p′ ∩S = ∅, q = S−1p, q′ = S−1p′ and p 6= p′. This implies p0 6= p′0 because
A is good, and we can assume that p0 ( p′0. So let a ∈ p0 \ p′0: then clearly a ∈ q0
and a /∈ q′0. 
Lemma 1.1.14. Given a graded ring A and p ∈ SpecA, consider the ideal of Z
I(p) := (i ∈ Z | pi 6= Ai).
Then Ap is standard (respectively quasi–standard) if and only if I(p) = (1) (respec-
tively I(p) 6= (0), i.e. A6=0 * p).
Proof. If Ap is standard (respectively quasi–standard), then there exist x ∈
(Ap)d invertible with d = 1 (respectively d > 0). x can be written in the form
x = a/s with a, s ∈ Ahom \ p and deg(a) = deg(s) + d. Since deg(a), deg(s) ∈ I(p),
also d ∈ I(p).
Conversely, if I(p) = (d) with d = 1 (respectively d > 0), then there exist
elements ai ∈ Adi \ p (i = 1, . . . , n) such that (d1, . . . , dn) = (d). Therefore there
exist m1, . . . ,mn ∈ Z such that d =
∑n
i=1midi, whence x :=
∏n
i=1 a
mi
i ∈ Ap is an
invertible element of degree d, i.e. Ap is standard (respectively quasi–standard). 
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Proposition 1.1.15. If A is a graded ring such that Ap is good ∀p ∈ SpecA,
then A is good, too. The same statement holds with quasi–trivial or trivial in place
of good.
Proof. By 1.1.4 given p ∈ SpecA we have to prove that p = p0, or, equiva-
lently, that pAp0 = p0Ap0 . Since Ap0 is good, this is true if and only if (pAp0)0 =
(p0Ap0)0. Now, given a/s ∈ (p0Ap0)0 (where a ∈ (p0)d and s ∈ (A \ p0)d),
by 1.1.2 there exists t ∈ (A \ p0)−d, whence a/s = (at)/(st) ∈ (pAp0)0 because
at ∈ (p0)0 = p0.
If p ∈ SpecA is such that Ap is quasi–trivial, then A6=0 ⊂ p by 1.1.14. Therefore
if Ap is quasi–trivial ∀p ∈ SpecA, then A is quasi–trivial by 1.1.7.
If Ap is trivial ∀p ∈ SpecA, let a ∈ A6=0: ∀p ∈ SpecA ∃s ∈ A\p = A0 \p0 such
that sa = 0, which implies that a = 0, whence A is trivial. 
On the other hand, if Ap is quasi–standard (respectively standard) ∀p ∈ SpecA,
then A need not be quasi–standard (respectively standard), too, as the following
example shows.
Example 1.1.16. There exists a graded ring A which is not quasi–standard,
but such that Ap is standard ∀p ∈ SpecA. To see this, let B be a noetherian ring
andM a B–module such that Mq is a free Bq–module of rank one ∀q ∈ SpecB and
∀n > 0 M⊗n is not a free B–module (this is equivalent to require that M∼ is an
invertible sheaf on SpecB whose equivalence class in Pic(SpecB) is not a torsion
element). Setting M⊗n := HomB(M
⊗(−n), B) for n < 0, it is then clear that
A :=
⊕
d∈ZM
⊗d is a graded ring (with A0 = B) in a natural way. By construction
each Ap is standard, but A is not quasi–standard: assume on the contrary that
there is n > 0 and a ∈ An, b ∈ A−n such that ab = 1. Regarding b as a morphism
b : M⊗n → B of B–modules, b is surjective (since b(a) = 1) and hence it is an
isomorphism (because M⊗n and B are both projective B–modules of rank one),
which contradicts the hypothesis on M .
Lemma 1.1.17. Let A be a graded ring. If p ∈ SpecA is such that Ap is quasi–
standard (respectively standard), then there exists t ∈ Ahom \ p such that At is also
quasi–standard (respectively standard). If moreover A is good, then t can be taken
in A0 \ p0.
Proof. If a/s ∈ (Ap)n (with s ∈ Ad \ p, a ∈ Ad+n and n > 0) is an invertible
element, it is enough to prove that (At)n contains an invertible element for some
t ∈ Ahom \ p. By hypothesis there exist s′ ∈ Ad′ \ p, a′ ∈ Ad′−n and s′′ ∈ Ad′′ \ p
such that aa′s′′ = ss′s′′. Then, setting t := ss′s′′ ∈ Ad+d′+d′′ \ p, as′s′′/t ∈ (At)n
is an invertible element (its inverse is a′ss′′/t).
If moreover A is good, then (by 1.1.4) ∀u ∈ Ahom \ p there exists u′ ∈ Ahom \ p
such that uu′ ∈ A0, and this implies that in the above argument we can assume
d = d′ = d′′ = 0, whence t ∈ A0 \ p0. 
Definition 1.1.18. A is a local graded ring if A is a graded ring with a unique
maximal homogeneous ideal.
Proposition 1.1.19. Let ϕ : A→ B be a morphism of graded rings.
(1) If A is quasi–standard (respectively standard), then B is quasi–standard
(respectively standard), too.
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(2) If A is local graded and ϕ is surjective (whence B is also local graded),
then A is quasi–standard (respectively standard) if and only if B is quasi–
standard (respectively standard).
Proof. (1) Clear, since ϕ preserves degrees and ϕ(a) is invertible if a is
invertible.
(2) Just observe that, denoting by m and n the maximal homogeneous ideals
of A and B, ∀d ∈ Z we have md = Ad if and only if nd = Bd.

Proposition 1.1.20. For a graded ring A the following conditions are equiva-
lent:
(1) A0 is a noetherian ring and A is a finitely generated A0–algebra;
(2) A is a noetherian ring;
(3) A satisfies the ascending chain condition for homogeneous ideals, or, equiv-
alently, every homogeneous ideal of A is finitely generated.
If the above conditions are satisfied and M is a finitely generated graded A–module,
then Md is a finitely generated A0–module ∀d ∈ Z.
Proof. (A proof of 2 ⇐⇒ 3 can also be found in [NO]). First we show
that 3 implies the last statement. ClearlyM satisfies the ascending chain condition
for graded A–submodules. Since moreover for every A0–submodule N of Md we
have (AN)d = N , it follows that Md is a noetherian (hence finitely generated)
A0–module. Notice that, in particular, A0 is a noetherian ring.
The implication 1 =⇒ 2 follows from Hilbert’s base theorem, whereas 2 =⇒
3 is obvious. So let’s prove that 3 =⇒ 1. We have already proved that A0
is noetherian. Let A+ and A− be the ideals of A generated by A>0 and A<0
respectively: the hypothesis clearly implies that there exist a1, . . . , an ∈ Ahom>0
and b1, . . . , bm ∈ Ahom<0 such that A+ = (a1, . . . , an) and A− = (b1, . . . , bm). Let
r, s ∈ Z be such that r > deg(ai) for i = 1, . . . , n and s < deg(bi) for i = 1, . . . ,m.
Since each Ad is a finitely generated A0–module, there exist homogeneous elements
c1, . . . , cl which generate
⊕
s<d<r Ad as an A0–module. Then it is easy to see that
a1, . . . , an, b1, . . . , bm, c1, . . . , cl generate A as an A0–algebra. 
Proposition 1.1.21. Let A be a noetherian local graded ring. If A is good,
then A is either quasi–standard or quasi–trivial.
Proof. Assume on the contrary that A is good and neither quasi–standard nor
quasi–trivial: then, denoting by m the maximal homogeneous ideal of A, A6=0 ⊂ m
and ∃p ∈ SpecA such that A6=0 * p (by 1.1.7). As A is noetherian, we can also
choose p in such a way that ∄q ∈ SpecA such that p ( q and A6=0 * q. Let
B := A/p and n := m/p: clearly B is again a good noetherian local graded ring
with maximal homogeneous ideal n 6= (0). Let 0 6= b ∈ n0 (notice that n0 6= (0)
because n 6= (0) and B is a good domain): by the choice of p we have√(b) ⊃ B 6=0,
and this easily implies (since B is a finitely generated B0–algebra by 1.1.20) that
there exists l ∈ N such that Bd ⊂ (b) for |d| > l. Hence for |d| > l we have
Bd = n0Bd, so that Bd = (0) by Nakayama’s lemma (Bd is a finitely generated B0–
module again by 1.1.20). As B is a domain, this actually implies that B 6=0 = (0),
whence A6=0 ⊂ p, a contradiction. 
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Example 1.1.22. If A is a good noetherian graded ring, then it is not true
in general that A is quasi–trivial or Ap is quasi–standard ∀p ∈ SpecA. Take for
instance
A = Z/6Z[x, y]/(2x, 2y, xy − 3) deg(x) = − deg(y) = 1.
It is easy to see that A0 = Z/6Z and SpecA = {(2), (x, y)} (so that A is good), but
A(2) is standard and A(x,y) is trivial.
Proposition 1.1.23. Let A be a good noetherian graded ring. Then
QT (A) := {p ∈ SpecA |Ap quasi–trivial},
QS(A) := {p ∈ SpecA |Ap quasi–standard}
are closed and open in SpecA and SpecA = QT (A) ⊔QS(A).
Proof. Notice first that the last statement follows from 1.1.21. Then, since
QT (A) = SpecA\QS(A) = V ((A6=0)) by 1.1.14, it is enough to prove that QT (A) is
open. Now, if p ∈ QT (A), then ∀a ∈ A6=0 there exist n ∈ N and t ∈ A\p ⊂ A0 such
that tan = 0. Since A is a finitely generated A0–algebra by 1.1.20, this implies that
there exists s ∈ A\p such that ∀a ∈ A6=0 ∃n ∈ N with san = 0. Therefore, q ∈ D(s)
and a ∈ A6=0 imply a ∈ q, so that q ∈ QT (A). This proves that D(s) ⊂ QT (A),
and so QT (A) is open. 
With a proof completely analogous to that of the not graded case (see [H1,
prop. II.3.2]), one can prove the following result.
Lemma 1.1.24. Let A be a graded ring and M a graded A–module. If there
exist a1, . . . , an ∈ Ahom such that (a1, . . . , an) = (1) and each Mai is a noetherian
Aai–module, then M is a noetherian A–module.
1.2. Modules versus graded modules
If A is a graded ring, we will denote by Mod(A) the (abelian) category of
graded A–modules (with morphisms preserving degrees) and by mod(A) its full
subcategory of finitely generated graded A–modules. Mod(A) and mod(A) will
denote instead the categories of A–modules and of finitely generated A–modules
respectively. Notice that if A = A0 then Mod(A) can be identified with a full
subcategory of Mod(A) (by regarding a module as concentrated in degree 0).
∀n,m ∈ Z the natural functors (n) :Mod(A)→Mod(A) (defined byM(n)d =
Mn+d) are exact autoequivalences and (n) ◦ (m) = (n+m).
Mod(A) has both enough projectives (∀n ∈ Z the free graded A–module A(n)
is obviously projective) and enough injectives (this can be easily seen slightly adapt-
ing the standard proof that Mod(A) has enough injectives).
If M and N are (finitely generated) graded A–modules, so is M ⊗A N . As
usual M ⊗A − : Mod(A) → Mod(A) is right exact and ∀n ∈ Z the functors (n)
and A(n)⊗A − are isomorphic.
We will write HomA(M,N) instead of HomMod(A)(M,N), and we will denote
by HomA(M,N) the graded A-module defined by
HomA(M,N)d := HomA(M,N(d)) = HomA(M(−d), N) ∀d ∈ Z.
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Clearly HomA(M,N)0 = HomA(M,N) and the functor HomA(A(−n),−) is iso-
morphic to (n). The functors
HomA(−,−) :Mod(A)◦ ×Mod(A)→Mod(A0),
HomA(−,−) :Mod(A)◦ ×Mod(A)→Mod(A)
are left exact in both arguments. Notice that HomA(M,N) = HomMod(A)(M,N)
(as A–modules) if M is finitely generated, and that HomA(M,N) ∈ mod(A) and
HomA(M,N) ∈mod(A0) if M,N ∈mod(A) and A is noetherian.
A morphism of graded rings ϕ : A→ B induces functors
B ⊗A − :Mod(A)→Mod(B), HomA(B,−) :Mod(A)→Mod(B).
If M ∈ mod(A) then B ⊗A M ∈ mod(B) and HomA(B,M) ∈ mod(B) if A
is noetherian and ϕ is finite. As in the not graded case (see [E, p. 693]) it is
straightforward to prove the following result.
Lemma 1.2.1. B ⊗A − and HomA(B,−) are respectively left and right adjoint
of the natural forgetful functor Mod(B)→Mod(A).
Now we are going to study the relation betweenMod(A) andMod(A0), where
A is a graded ring. Clearly taking the degree 0 component defines an exact functor
−0 :Mod(A)→Mod(A0),
which sends mod(A) into mod(A0) if A is noetherian (by 1.1.20).
Proposition 1.2.2. The functors
A⊗A0 − :Mod(A0)→Mod(A), HomA0(A,−) :Mod(A0)→Mod(A)
are respectively left and right adjoint of −0, and they are both right inverse of −0,
i.e.
−0 ◦A⊗A0 − ∼= −0 ◦HomA0(A,−) ∼= id.
A ⊗A0 − sends mod(A0) into mod(A), and the same is true for HomA0(A,−) if
A is good and noetherian.
Proof. Taking into account that given M ∈ Mod(A) and N ∈Mod(A0) ⊂
Mod(A0)
HomA0(M0, N) = HomA0(M,N) and HomA0(N,M0) = HomA0(N,M),
by 1.2.1 everything is clear except the last statement.
If A is good and noetherian, then there exist a1, . . . , an ∈ A0 such that each Aai
is either quasi–standard or quasi–trivial and with (a1, . . . , an) = (1): taking into
account that SpecA is quasi–compact because A is noetherian, this follows imme-
diately from 1.1.23, 1.1.17 and 1.1.15 (just notice that if a ∈ Ahom is such that Aa
is quasi–trivial, then a ∈ A0). By 1.1.24 it is enough to prove that HomA0(A,N)ai
is a finitely generated Aai–module ∀N ∈ mod(A0) and ∀i = 1, . . . , n. Since
HomA0(A,N)ai
∼= Hom(A0)ai (Aai , Nai) (by [E, prop. 2.10]) and since (A0)ai ∼=
(Aai)0 (by 1.1.11), this means that we can assume that A is either quasi–standard
or quasi–trivial. If M := HomA0(A,N) for some N ∈ mod(A0), ∀d ∈ Z we have
Md = HomA0(A−d, N) ∈ mod(A0) (because A−d ∈ mod(A0) by 1.1.20), whence
it is enough to show that ∃m > 0 such that M is generated by ⊕−m≤d≤mMd as
an A–module. Now, if A is quasi–standard we can take m such that there exists
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s ∈ A2m invertible (because then ∀d ∈ Z multiplication by s is bijective between
Md and Md+2m), whereas if A is quasi–trivial we can take m such that Ad = (0)
for |d| > m (such an m exists because A is a finitely generated A0–algebra by
1.1.20). 
Proposition 1.2.3. −0 :Mod(A)→Mod(A0) is an equivalence of categories
if and only if Ap is standard ∀p ∈ SpecA.
If this is the case, then A⊗A0 − ∼= HomA0(A,−) and they are quasi–inverse of
−0 and exact. Moreover, the restrictions of these functors give an equivalence of
categories between mod(A) and mod(A0) if A is noetherian.
Proof. By 1.2.2 it is clear that −0 is an equivalence of categories if and only if
A⊗A0 − is quasi–inverse of −0 (and in this case A⊗A0 − ∼= HomA0(A,−) and they
are exact since −0 is). Therefore −0 is an equivalence if and only if ∀M ∈Mod(A)
the natural morphism (in Mod(A)) α(M) : A ⊗A0 M0 → M is an isomorphism,
i.e. if and only if the morphism of A0–modules
α(M)d : Ad ⊗A0 M0 →Md
is an isomorphism ∀d ∈ Z. First we notice that if −0 is an equivalence, then A is
good: ∀d ∈ Z we have (A(d)/(Ad)A(d))0 = 0, whence (Ad) = A, which implies that
pd 6= Ad ∀p ∈ SpecA, so that A is good by 1.1.4. Therefore we can assume that A
is good, and so (taking into account 1.1.12) α(M)d is an isomorphism if and only if
α(Mp)d : (Ap)d ⊗(Ap)0 (Mp)0 → (Mp)d
is an isomorphism ∀p ∈ SpecA. Now, if Ap is standard, then clearly α(Mp)d is an
isomorphism, since if t ∈ (Ap)1 is invertible, then multiplication by td induces an
isomorphism between (Mp)0 and (Mp)d (and between (Ap)0 and (Ap)d). Conversely,
if −0 is an equivalence, then, in particular, the natural multiplication map
α(Ap(1))−1 : (Ap)−1 ⊗(Ap)0 (Ap)1 → (Ap)0
is an isomorphism ∀p ∈ SpecA. So there exist a ∈ (Ap)1 and b ∈ (Ap)−1 such that
ab /∈ pAp (otherwise imα(Ap(1))−1 ⊆ pAp), whence a is invertible. Therefore Ap is
standard ∀p ∈ SpecA.
The last statement follows from the fact that if A is noetherian, then −0
sends mod(A) into mod(A0) and A⊗A0 − and HomA0(A,−) send mod(A0) into
mod(A). 
1.3. Graded schemes
If X is a topological space and F a sheaf of graded abelian groups on X , we
will denote by Γ(U,F) the graded abelian group of sections of F over an open
subset U of X . Notice that if Fd (d ∈ Z) are sheaves of abelian groups on X , then
the presheaf F := ⊕d∈ZFd is not a sheaf in general. However, F is certainly a
sheaf if every open subset of X is quasi–compact (which is true if and only if X is
noetherian).
Definition 1.3.1. A graded ringed space X = (X,OX) is a topological space
X with a sheaf of graded rings OX =
⊕
d∈Z(OX)d on X .
A morphism of graded ringed spaces f = (f, f#) : X → Y is a continuous map
f : X → Y together with a morphism (of degree 0) f# : OY → f∗OX of sheaves of
graded rings on Y .
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If X is a graded ringed space, we will denote by Mod(OX), or simply by
Mod(X), the (abelian) category of sheaves of graded OX–modules on X . With
a proof completely analogous to that of the not graded case, one can show that
Mod(X) has enough injectives.
∀n ∈ Z the natural twist functors (n) : Mod(X) → Mod(X) (defined by
F(n)d := Fn+d) are exact autoequivalences and (n) ◦ (m) = (n+m).
Definition 1.3.2. A sheaf of graded OX–modules F is locally free if it is locally
isomorphic to a sheaf of the form
⊕
i∈I OX(ni) (where ni ∈ Z). #I (if finite and
constant) is the rank of F .
As in the case of graded modules over a graded ring, one can define the following
functors (the first right exact and the other two left exact in both arguments):
−⊗X − := −⊗OX − :Mod(X)×Mod(X)→Mod(X),
HomX(−,−) := HomMod(X)(−,−) :Mod(X)◦ ×Mod(X)→Mod(Γ(X,OX)0),
HomX(−,−) :=
⊕
d∈Z
HomX(−,−(d)) :Mod(X)◦ ×Mod(X)→Mod(Γ(X,OX)).
One can consider moreover the functors
HomX(−,−) :Mod(X)◦ ×Mod(X)→Mod((OX)0),
HomX(−,−) =
⊕
d∈Z
HomX(−,−(d)) :Mod(X)◦ ×Mod(X)→Mod(X),
where, for every open subset U of X , HomX(−,−)(U) := HomU (−|U ,−|U ) and
HomX(−,−)(U) := HomU (−|U ,−|U ). By definition we have HomX(−,−)0 =
HomX(−,−) and HomX(−,−)0 = HomX(−,−), and clearly ∀n ∈ Z the functors
(n), OX(n) ⊗X − and HomX(OX(−n),−) are isomorphic. If L is a locally free
graded sheaf of finite rank, we will write L∨ for HomX(L,OX). More generally, if
L• is a complex of locally free graded sheaves of finite rank, (L•)∨ will denote the
complex HomX(L•,OX) (which in position i has (L−i)∨).
Given F ∈Mod(X) and i ∈ N, the ith right derived functor of HomX(F ,−),
HomX(F ,−), HomX(F ,−) and HomX(F ,−) will be denoted by ExtiX(F ,−),
Ext
i
X(F ,−), ExtiX(F ,−) and Ext
i
X(F ,−), respectively. Notice that Ext
i
X(F ,−) ∼=⊕
d∈Z Ext
i
X(F ,−(d)) and that ∀n ∈ Z there are natural isomorphisms
Ext
i
X(F ,−)(n) ∼= Ext
i
X(F ,−(n)) ∼= Ext
i
X(F(−n),−)
(whence, in particular, also ExtiX(F ,−(n)) ∼= ExtiX(F(−n),−)). Analogous re-
sults hold, of course, also for ExtiX(F ,−) and ExtiX(F ,−). It is also clear that
ExtiX(OX(n),−) = 0 if i > 0. Moreover, if L is a locally free graded sheaf of finite
rank, ∀i ∈ N there are natural isomorphisms
Ext
i
X(F ⊗ L,−) ∼= Ext
i
X(F ,−⊗ L∨),
ExtiX(F ⊗ L,−) ∼= Ext
i
X(F ,−⊗ L∨) ∼= Ext
i
X(F ,−)⊗ L∨.
Hi(X,−) (i ∈ N) will denote the ith right derived functor of the degree zero
global section functor Γ(X,−)0 : Mod(X) → Mod(Γ(X,OX)0). Since clearly
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HomX(OX(−n),−) ∼= Γ(X,−)n, there are natural isomorphisms Hi(X,−(n)) ∼=
ExtiX(OX(−n),−) ∀n ∈ Z. We define more generally ∀i ∈ Z
Hi(X,−) := RiΓ(X,−)0 : D+(Mod(X))→Mod(Γ(X,OX)0).
As usual, a morphism f : X → Y of graded ringed spaces induces a left exact functor
f∗ : Mod(X) → Mod(Y ) and a right exact functor f∗ : Mod(Y ) → Mod(X),
which is left adjoint of f∗.
Definition 1.3.3. A locally graded ringed space is a graded ringed space X
such that ∀x ∈ X the stalk OX,x is a local graded ring.
A morphism of locally graded ringed spaces f : X → Y is a morphism of graded
ringed spaces such that ∀x ∈ X the induced map on stalks f#x : OY,f(x) → OX,x is
a local graded homomorphism of local graded rings.
Given a noetherian graded ring A one can consider the graded ringed space X
such that X = SpecA as a topological space and with structure sheaf OX that we
are going to define. In general, for every graded A–module M one can consider the
graded sheaf M∼A (usually denoted simply by M∼) such that if U ⊆ X is open,
M∼(U) is the set of functions s : U → ⊔p∈UMp satisfying the following conditions
∀p ∈ U :
(1) s(p) ∈Mp;
(2) there exist V ⊆ U neighbourhood of p and a ∈ Ahom, m ∈ M such that
∀q ∈ V , a /∈ q and s(q) = m/a in Mq.
Notice that since A is noetherian, U is quasi–compact, and this implies that
M∼(U) =
⊕
d∈ZM
∼(U)d, where M
∼(U)d is the subset of M
∼(U) consisting of
those sections which are locally of the form m/a with m ∈Md+deg(a).
Then OX := A∼ is a sheaf of graded rings, so that X is a graded ringed space,
and M∼ is a sheaf of graded OX–modules for every graded A–module M . Clearly
A(n)∼ ∼= OX(n) ∀n ∈ Z.
As in the not graded case, it is not difficult to prove the following facts.
(1) ∀p ∈ X the stalk OX,p is isomorphic to Ap, whence X is a locally graded
ringed space; more generally, (M∼)p ∼=Mp if M is a graded A–module.
(2) Denoting (for a ∈ Ahom) by D(a) the open subset X \ V ((a)) of X ,
(D(a),OX |D(a)) is isomorphic (as locally graded ringed space) to SpecAa,
and under this identification (M∼A)|D(a) ∼= (Ma)∼Aa .
(3) A morphism ϕ : A → B of noetherian graded rings induces a morphism
f : SpecB → SpecA of locally graded ringed spaces.
Definition 1.3.4. An affine graded scheme is a locally graded ringed space
which is isomorphic to SpecA for some noetherian graded ring A.
A graded scheme is a locally graded ringed space X which is noetherian as a
topological space and in which every point has an open neighbourhood U such that
(U,OX |U ) is an affine graded scheme.
A morphism of graded schemes is just a morphism of locally graded ringed
spaces.
Remark 1.3.5. Of course the category Sch of graded schemes includes as a
full subcategory the category of noetherian schemes (whose structure sheaves are
considered concentrated in degree 0).
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Remark 1.3.6. If X is a graded scheme, one can also define in the obvious way
the category SchX of graded schemes over X . If A is a noetherian graded ring,
SchSpecA will be usually denoted by SchA.
Much of the theory of (noetherian) schemes extends naturally (with some ob-
vious modifications) to graded schemes. Here we just give the definitions and state
the results that we will need. Unless otherwise stated, the proofs are completely
analogous to those in the not graded case.
Definition 1.3.7. Let X be a graded scheme. A sheaf of graded OX–modules
F is quasi–coherent (respectively coherent) if for some (and hence any) open cover
of X by affine graded schemes Ui ∼= SpecAi, there exist graded Ai–modules (re-
spectively finitely generated graded Ai–modules) M i such that F|Ui ∼= (M i)∼ .
If X is a graded scheme, Qcoh(X) (respectively Coh(X)) will be the full
subcategory of Mod(X) whose objects are quasi–coherent (respectively coherent)
graded sheaves. As usual, kernels, cokernels, images and extensions of quasi–
coherent (respectively coherent) graded sheaves are also quasi–coherent (respec-
tively coherent), so that Qcoh(X) and Coh(X) are abelian categories. Qcoh(X)
has enough injectives.
The restrictions of the twist functors, of − ⊗X − and of HomX(−,−) to
Qcoh(X) (respectively Coh(X)) have image contained in Qcoh(X) (respectively
Coh(X)).
If f : X → Y is a morphism of graded schemes, then f∗(Qcoh(Y )) ⊆ Qcoh(X),
f∗(Coh(Y )) ⊆ Coh(X) and f∗(Qcoh(X)) ⊆ Qcoh(Y ) (but, of course, it is false
in general that f∗(Coh(X)) ⊆ Coh(Y )).
Remark 1.3.8. A locally free graded sheaf is quasi–coherent, and also coherent
if it is of finite rank. In the latter case it will be often called vector bundle.
It is easy to prove that a sheaf of graded OX–modules F is quasi–coherent
(respectively coherent) if and only if it is locally isomorphic to the cokernel of a
morphism of (locally) free sheaves (respectively of vector bundles).
Remark 1.3.9. A sheaf of graded OX–modules F is locally free if and only if
∀x ∈ X the stalk Fx is a free graded OX,x–module.
Proposition 1.3.10. The contravariant functor Spec induces an antiequiva-
lence between the category of noetherian graded rings and the category of affine
graded schemes. Its quasi–inverse is defined on objects by X 7→ Γ(X,OX). More-
over, if X is a graded scheme and A is a noetherian graded ring, the natural map
HomSch(X, SpecA)→ HomRing(A,Γ(X,OX))
f 7→ f#(SpecA)
(where Ring denotes the category of graded rings) is bijective.
Proposition 1.3.11. If A is a noetherian graded ring, the associated graded
sheaf functor ∼A : Mod(A) → Mod(SpecA) is exact and its right adjoint is the
global sections functor Γ(SpecA,−) : Mod(SpecA) →Mod(A). These two func-
tors induce quasi–inverse equivalences of categories between Mod(A) (respectively
mod(A)) and Qcoh(SpecA) (respectively Coh(SpecA)).
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Proposition 1.3.12. Let ϕ : A → B be a morphism of noetherian graded
rings and let f : Y := SpecB → X := SpecA be the induced morphism of graded
schemes.
(1) If M,N ∈Mod(A), then (M ⊗A N)∼ ∼=M∼ ⊗X N∼ .
(2) If M ∈Mod(A) and N ∈Mod(B), then f∗(M∼A) ∼= (M ⊗A B)∼B and
f∗(N
∼B ) ∼= N∼A .
Lemma 1.3.13. Let X be a graded scheme, f ∈ Γ(X,OX)d (d ∈ Z) and let Xf
be the open subset of X defined by Xf := {x ∈ X | fx /∈ mx} (where mx ⊂ OX,x is
the maximal homogeneous ideal). Then ∀F ∈ Qcoh(X) we have:
(1) ∀s ∈ Γ(X,F) such that s|Xf = 0, ∃n > 0 such that fns = 0;
(2) ∀t ∈ Γ(Xf ,F) ∃n > 0 and ∃s ∈ Γ(X,F) such that s|Xf = fnt.
Proof. The proof is similar (but easier, since the graduation is already in the
structure sheaf, and there is no need of an extra line bundle) to that of [H1, II,
lemma 5.14].2 
Lemma 1.3.14. Let X be a graded scheme and I ∈Mod(X) an injective object.
Then I is flasque (i.e., the restriction map Γ(U, I)→ Γ(V, I) is surjective if V ⊆ U
are open subsets of X).
Definition 1.3.15. A morphism f : X → Y of graded schemes is affine if for
some (and then for any) open affine cover {Ui | i ∈ I} of Y , f−1(Ui) is affine ∀i ∈ I.
f is finite if moreover the induced maps of graded rings OY (Ui) → OX(f−1(Ui))
are finite. f is a closed immersion if, as a map of topological spaces, it gives a
homeomorphism between X and a closed subset of Y , and if f# is surjective.
Given a graded scheme Y and a quasi–coherent sheaf of graded OY –algebras
A, there exist unique (up to isomorphism) a graded scheme X and a morphism f :
X → Y such that f−1(U) ∼= SpecA(U) and f |f−1(U) is the morphism corresponding
to the natural map OY (U)→ A(U) for every open affine subset U of Y , and such
that the inclusion morphism f−1(V ) →֒ f−1(U) corresponds to the restriction map
A(U) → A(V ) if V ⊆ U are open affine subsets of Y . The graded scheme X will
be denoted by SpecA.
Proposition 1.3.16. (1) If A is a quasi–coherent (respectively coherent)
sheaf of graded OY –algebras, then the natural morphism of graded schemes
f : X := SpecA → Y is affine (respectively finite) and A ∼= f∗OX . Con-
versely, if f : X → Y is an affine (respectively finite) morphism of graded
schemes, then A := f∗OX is a quasi–coherent (respectively coherent) sheaf
of graded OY –algebras and X ∼= SpecA.
(2) Let f : X → Y be an affine morphism of graded schemes and let A :=
f∗OX . Then
f∗ : Qcoh(X)→ Qcoh(Y ) ∩Mod(A)
is an exact equivalence of abelian categories. If moreover f is finite, then
f∗ restricts to an equivalence f∗ : Coh(X)→ Coh(Y ) ∩Mod(A).
2Actually this result can be viewed as a generalization of the cited lemma, which just deals
with the particular case of standard graded schemes (see 1.4.9).
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Lemma 1.3.17. Let X be a graded scheme and let φ : G → F be a surjective
morphism in Qcoh(X) with F ∈ Coh(X). Then there exists a morphism ψ : H →
G in Qcoh(X) such that H ∈ Coh(X) and φ ◦ ψ is surjective.
Lemma 1.3.18. Let X be a graded scheme and let F ,G ∈ Coh(X). Then
ExtiX(F ,G) ∈ Coh(X) ∀i ∈ N.
1.4. Good graded schemes
Definition 1.4.1. Let X be a graded scheme. A point x ∈ X is called good or
quasi–standard or standard or quasi–trivial or trivial if the noetherian local graded
ring OX,x has the same property.
X is called good or quasi–standard or standard or quasi–trivial or trivial if
every point of X has the same property.
Remark 1.4.2. It follows from 1.1.13, 1.1.15 and 1.1.17 that a graded scheme
X has one of the properties of 1.4.1 if and only if ∀x ∈ X there is an open neigh-
bourhood U of x which is isomorphic to SpecA for some noetherian graded ring A
with the same property. Moreover, if X is good or quasi–trivial or trivial, and if U
is any open subset of X such that U ∼= SpecA for some noetherian graded ring A,
then A has the same property.
From now on we will consider only good graded schemes.
Remark 1.4.3. Since a trivial graded scheme is just a noetherian scheme, we
see that (usual) noetherian schemes are good graded schemes.
Proposition 1.4.4. If X is a good graded scheme, then X0 := (X, (OX)0) is
a noetherian scheme. If f : X → Y is a morphism of good graded schemes, then
f0 := (f, f
#
0 ) : X0 → Y0 is a morphism of noetherian schemes.
Proof. If U ⊆ X is an open subset such that U ∼= SpecA for some good
noetherian graded ring A, then U0 ∼= SpecA0: this follows immediately from 1.1.12.
The last statement is obvious. 
Remark 1.4.5. If A is a good noetherian graded ring, then (SpecA)0 ∼=
SpecA0.
Proposition 1.4.6. Let f : X → Y be a morphism of graded schemes.
(1) If x ∈ X is such that f(x) is quasi–standard (respectively standard), then
x is also quasi–standard (respectively standard). In particular, if Y is
quasi–standard or standard, then so is X.
(2) If f is a closed immersion, then x ∈ X is quasi–standard (respectively
standard) if and only if f(x) is quasi–standard (respectively standard).
Proof. It follows immediately from 1.1.19. 
Proposition 1.4.7. Let X be a good graded scheme. Then
QT (X) := {x ∈ X |x quasi–trivial}, QS(X) := {x ∈ X |x quasi–standard}
are closed and open in X and X = QT (X) ⊔ QS(X). In particular, a connected
good graded scheme is either quasi–standard or quasi–trivial.
Proof. It follows immediately from 1.1.23, taking into account 1.4.2. 
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Remark 1.4.8. We have already noticed that a trivial graded scheme is just
a usual noetherian scheme, and it is very easy to see that a graded scheme X is
quasi–trivial if and only if X0 is a noetherian scheme and (OX)d = 0 for |d| >> 0.
Also standard graded schemes are easy to characterize, as the following result
shows.
Proposition 1.4.9. If X is a noetherian scheme and L an invertible sheaf
on X, then (X,
⊕
d∈Z L⊗d) is a standard graded scheme, which will be denoted by
X(L).
Conversely, if Z is a standard graded scheme, then there is an invertible sheaf
L on Z0 such that Z ∼= Z0(L).
If X(L) and Y (M) are standard graded schemes, then to give a morphism of
graded schemes from X(L) to Y (M) is equivalent to giving a morphism of schemes
f : X → Y together with an isomorphism ϕ : f∗M ∼−→ L of invertible sheaves on
X.
Proof. If X is a noetherian scheme and L is an invertible sheaf on X , then
∀x ∈ X there is an affine open neighbourhood U ∼= SpecA of x where L is trivial.
Then X(L)|U ∼= SpecA[t, t−1] (with deg(t) = 1), whence X(L) is standard.
Conversely, if Z is standard, then L := (OZ)1 is an invertible sheaf on Z0
and the natural morphism (OZ)−1 → L⊗−1 = HomZ0(L,OZ0 ) is an isomorphism
(because it is an isomorphism on each stalk). It follows that there is a natural
morphism of sheaves of graded rings
⊕
d∈Z L⊗d → OZ , which is an isomorphism
(again, because it is an isomorphism on each stalk), so that Z ∼= Z0(L) as graded
schemes.
If g : X(L) → Y (M) is a morphism of standard graded schemes, then f :=
(g, g#0 ) : X → Y is a morphism of schemes and the morphism of OY –modules g#1 :
M→ f∗L corresponds by adjunction to a morphism ϕ : f∗M→ L of OX–modules,
which is easily seen to be an isomorphism. Conversely, given f : X → Y and an
isomorphism ϕ : f∗M ∼−→ L, we can naturally extend ϕ to an isomorphism ϕ˜ :⊕
d∈Z f
∗(M⊗d) ∼= f∗(⊕d∈ZM⊗d) ∼−→⊕d∈Z L⊗d of sheaves of graded rings on X ,
which, by adjunction, corresponds to a morphism α :
⊕
d∈ZM⊗d → f∗
⊕
d∈Z L⊗d
of sheaves of graded rings on Y , thus yielding a morphism of graded schemes g =
(f, α) : X(L)→ Y (M). 
In the following we will be mainly interested in quasi–standard graded schemes.
Even when we have an ordinary noetherian scheme, we will often regard it as a
standard graded scheme by choosing a line bundle on it (in the problems we are
going to consider, there will be a natural way of making such a choice).
For the rest of this section X will be a good graded scheme: we are going
to study the relation between graded sheaves on X and sheaves on X0. We will
denote byMod(X0) the category of sheaves ofOX0–modules and byQcoh(X0) (re-
spectively Coh(X0)) its full subcategory of quasi–coherent (respectively coherent)
sheaves.
Sending a graded sheaf of OX–modules F to F0 defines an exact functor
−0 :Mod(X)→Mod(X0).
In analogy with the case of graded modules over a graded ring, we can prove the
following result.
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Proposition 1.4.10. The functors
OX ⊗OX0 − :Mod(X0)→Mod(X), HomX0(OX ,−) :Mod(X0)→Mod(X)
are respectively left and right adjoint of −0, and they are both right inverses of −0.
Moreover, −0 sends Qcoh(X) (respectively Coh(X)) into Qcoh(X0) (respec-
tively Coh(X0)). OX ⊗OX0 − and HomX0(OX ,−) send Qcoh(X0) (respectively
Coh(X0)) into Qcoh(X) (respectively Coh(X)).
Proof. It follows easily from 1.2.2. 
Remark 1.4.11. By A.1.6 the above result implies thatMod(X0) is equivalent
to Mod(X)/C, where C is the full subcategory of Mod(X) whose objects are the
graded sheaves F such that F0 = 0. Notice that C is both left and right localizing.
The same result holds, of course, also for quasi–coherent and coherent sheaves.
Corollary 1.4.12. OX ⊗OX0 − and HomX0(OX ,−) identify Mod(X0) (re-
spectively Qcoh(X0), respectively Coh(X0)) with an additive (but not abelian in
general) subcategory of Mod(X) (respectively Qcoh(X), respectively Coh(X)).
Corollary 1.4.13. −0 :Mod(X)→Mod(X0) is essentially surjective. The
same is true for its restriction to quasi–coherent and coherent sheaves.
Proposition 1.4.14. −0 : Mod(X) → Mod(X0) is an equivalence of cate-
gories if and only if X is standard.
If this is the case, then the restriction of −0 also gives an equivalence between
Qcoh(X) (respectively Coh(X)) and Qcoh(X0) (respectively Coh(X0)). More-
over, OX ⊗OX0 − and HomX0(OX ,−) are isomorphic, exact and quasi–inverse of−0.
Proof. By 1.4.10−0 is an equivalence if and only if ∀F ∈Mod(X) the natural
morphism of OX–modules F0 ⊗OX0 OX → F is an isomorphism. Then everything
follows easily from 1.2.3. 
Proposition 1.4.15. ∀F• ∈ D+(Mod(X)) and ∀i ∈ Z there is a natural
isomorphism Hi(X,F•) ∼= Hi(X0,F•0 ).
Proof. Let I• ∈ D+(Mod(X)) be an injective resolution of F•, so that (by
definition)
Hi(X,F•) ∼= Hi(Γ(X, I•)0) ∼= Hi(Γ(X0, I•0 )).
On the other hand, since each Ij is flasque by 1.3.14 and since−0 is an exact functor
which sends flasque sheaves into flasque sheaves, I•0 is a flasque resolution of F•0
on X0, which can be used to compute cohomology. Therefore H
i(Γ(X0, I•0 )) ∼=
Hi(X0,F0). 
1.5. Proj of a noetherian positively graded ring
We will denote by PRing the full subcategory of the category of graded rings
whose objects are noetherian positively graded rings (i.e., noetherian graded rings
R such that Rd = 0 for d < 0).
Remark 1.5.1. It follows from 1.1.20 that R ∈ PRing is isomorphic to a quo-
tient of a polynomial ring R0[x0, . . . , xn], where deg(xi) > 0 and R0 is a noetherian
ring.
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If A is a noetherian ring and w = (w0, . . . ,wn) ∈ Nn+1+ , the noetherian posi-
tively graded ring A[x0, . . . , xn] where deg(xi) = wi will be denoted by PA(w) (or
simply by P(w) if there can be no doubt about A).
Definition 1.5.2. Given R ∈ PRing, ProjR is the open graded subscheme
SpecR \ V (R+) of SpecR.
Remark 1.5.3. Since ProjR =
⋃
r∈Rhom+
D(r) and (if r is not nilpotent) D(r) ∼=
SpecRr, we see that ProjR is a quasi–standard graded scheme (actually it is just
the open graded subscheme of SpecR consisting of quasi–standard points). It is
also clear that (ProjR)0 = ProjR and OProjR =
⊕
d∈ZOProjR(d).
Example 1.5.4. If R = PA(w) for some noetherian ring A and some w =
(w0, . . . ,wn) ∈ Nn+1+ , ProjR will be denoted by PA(w) and ProjR by PA(w) (again,
we will simply write P(w) and P(w) if A is clear from the context). It will be
called (graded) weighted projective space (over A) of weights w. Of course, if
w = (1, . . . , 1), it will be denoted by P
n
or Pn.
Remark 1.5.5. Clearly ProjR is a standard graded scheme if R is generated
by R1 as an R0–algebra. The converse is false in general (examples are given by
the canonical rings of surfaces of general type, see 3.1.1), but it is true if R is of
the form P(w), as the following result shows.
Proposition 1.5.6. Let A be a noetherian ring and w = (w0, . . . ,wn) ∈ Nn+1+ .
Then p ∈ PA(w) is standard if and only if gcd(wi |xi /∈ p) = 1. In particular,
PA(w) is standard if and only if w = (1, . . . , 1).
Proof. By 1.1.14 it is enough to prove that I(p) = (wi |xi /∈ p). Obviously
wi ∈ I(p) if xi /∈ p. Conversely, if d > 0 is such that pd 6= PA(w)d, then there exists
a monomial xm00 · · ·xmnn ∈ PA(w)d \ p. It follows that d =
∑n
i=0miwi ∈ I(p), since
xi /∈ p if mi > 0.
The last statement follows at once, taking into account that ∀i = 0, . . . , n there
exists p ∈ PA(w) such that (x0, . . . , xˆi, . . . , xn) ⊆ p. 
Remark 1.5.7. The above result says that the (open) subset of standard points
in a weighted projective space coincides with the regular locus which was first
considered in [M]: it is the locus where “everything behaves well”(see also [BR]),
and it is contained in the smooth locus (in general strictly, e.g. it is empty if
gcd(w0, . . . ,wn) 6= 1).
Proposition 1.5.8. Let A be a noetherian ring, let X ∈ SchA and, for i =
0, . . . , n, let si ∈ Γ(X,OX)wi for some w = (w0, . . . ,wn) ∈ Nn+1+ . Then the si
induce a rational map f : X 99K PA(w) in SchA, defined on the open subset
U := {x ∈ X | ((s0)x, . . . , (sn)x) = OX,x} ⊆ X,
such that f∗(xi) = si|U for i = 0, . . . , n. In particular, f is a morphism (i.e.
U = X) if and only if {s0, . . . , sn} generate OX (and conversely, of course, given
a morphism g : X → PA(w) in SchA, the sections {g∗(x0), . . . , g∗(xn)} generate
OX).
Proof. The si clearly determine a morphism of graded A-algebras ϕ : P(w) =
PA(w) → Γ(X,OX) (defined by ϕ(xi) := si), which (by 1.3.10) corresponds to a
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morphism f ′ : X → SpecP(w) in SchA. Since f ′, as a map of topological spaces, is
defined by f ′(x) := {a ∈ P(w) |ϕ(a)x ∈ mx}, it is easy to see that f ′−1(P(w)) = U ,
and then everything follows. 
Remark 1.5.9. U is quasi–standard (even standard if w = (1, . . . , 1)) by 1.4.6,
and in this case the sections si also determine a rational map f0 : X0 99K PA(w)
(over A), defined on U0. Notice that if X is standard (say, by 1.4.9, X ∼= Y (L) for
some noetherian scheme Y and some invertible sheaf L on Y ), then si ∈ Γ(Y,Lwi).
Therefore 1.5.8 implies in particular the well known result that to give a morphism
of (noetherian) schemes over A from Y to PnA is equivalent to giving an invertible
sheaf on Y and n+ 1 global sections which generate it.
If R ∈ PRing and M ∈ Mod(R), by abuse of notation we will denote
M∼R |ProjR again by M∼R (or simply by M∼ , if there is no doubt about the ring).
Also, if F ∈Mod(ProjR), we will usually write Γ(F) instead of Γ(ProjR,F).
A morphism ϕ : R → S in PRing induces a rational map of graded schemes
f : ProjS 99K ProjR, defined on the open subset U := {p ∈ ProjS |ϕ(R+) * p}
of ProjS (f is just the restriction of the induced morphism f ′ : SpecS → SpecR).
Notice that f is affine, since f ′ is. Observe also that f is a morphism (i.e. U =
ProjS) if and only if
√
(ϕ(R+)) ⊇ S+. The following result is an immediate
consequence of 1.3.12.
Proposition 1.5.10. Let ϕ : R→ S be a morphism in PRing and let f : U ⊆
ProjS → X := ProjR be the induced morphism of graded schemes.
(1) If M,N ∈Mod(R), then (M ⊗R N)∼ ∼=M∼ ⊗X N∼ .
(2) If M ∈Mod(R) and N ∈Mod(S), then f∗(M∼R) ∼= (M ⊗R S)∼S |U and
f∗(N
∼S |U ) ∼= N∼R .
Remark 1.5.11. The above result (except that f∗(N
∼S |U ) ∼= N∼R still holds)
is not true in general with Proj instead of Proj.
Proposition 1.5.12. Let ϕ : R → S be a morphism in PRing and let f :
ProjS 99K ProjR be the induced rational map. Then the following conditions are
equivalent:
(1) ϕ : R→ S is finite;
(2) f is a morphism and ϕ0 : R0 → S0 is finite.
If these conditions are satisfied, then f : ProjS → ProjR (and also f0 : ProjS →
ProjR) is finite.
Proof. 1 =⇒ 2: By hypothesis there exist s1, . . . , sn ∈ Shom which
generate S as an R–module. Now ∀s ∈ Shom+ we can choose m > 0 such
that m deg(s) > deg(si) for i = 1, . . . , n. Then there exist r1, . . . , rn ∈
Rhom+ such that s
m =
∑n
i=1 risi, whence s ∈
√
(ϕ(R+)), which proves
that f is a morphism. Moreover, the si of degree 0 generate S0 as an
R0–module.
2 =⇒ 1: Since S is a finitely generated S0–algebra and
√
(ϕ(R+)) ⊇ S+, it
is easy to see that there exists m > 0 such that (ϕ(R+))>m = S>m. By
1.1.20 and since ϕ0 is finite, there exist s1, . . . , sn ∈ Shom which generate⊕
0≤d≤m Sd as an R0–module, and then it is not difficult to prove that
s1, . . . , sn generate S as an R–module.
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As for the last statement, it is enough to observe that ∀r ∈ Rhom+ non nilpotent
f |f−1(D(r)) : f−1(D(r)) = D(ϕ(r)) ∼= SpecSϕ(r) → D(r) ∼= SpecRr
is the morphism of affine graded schemes induced by the finite morphism of graded
rings ϕr : Rr → Sϕ(r). 
For the rest of this section R will be a noetherian positively graded ring, ProjR
will be denoted by X and R0 by A. We are going to see that a generalized version
of Serre’s correspondence holds between (finitely generated) graded R–modules and
(quasi)coherent sheaves on X (see also [B] and [AKO]).
Proposition 1.5.13. (1) Γ(−) :Mod(X)→Mod(R) is right adjoint of
the exact functor ∼ :Mod(R)→Mod(X).
(2) If M ∈Mod(R) (respectively mod(R)), then M∼ is quasi–coherent (re-
spectively coherent).
(3) If F ∈ Qcoh(X), then the natural map Γ(F)∼ → F is an isomorphism.
Proof. As for 1, denoting by j : X →֒ SpecR := Y the inclusion, ∀M ∈
Mod(R) and ∀F ∈Mod(X) there are natural isomorphisms
HomR(M,Γ(F)) ∼= HomR(M,Γ(Y, j∗F)) ∼= HomY (M∼ , j∗F) ∼= HomX(M∼ ,F)
(using the fact that Γ(Y,−) is right adjoint of ∼ and j∗ is left adjoint of j∗). 2 is
clear, since the same is true for M∼ on Y , and the proof of 3 is similar to that of
[H1, II, prop. 5.15] (using 1.3.13 instead of [H1, II, lemma 5.14]). 
If F ∈ Coh(X), it is not true in general that Γ(F) ∈ mod(R) (it can happen
that Γ(F)d 6= 0 ∀d ∈ Z, for instance if F is supported at a point), but, as we are
going to see, the truncations Γ(F)>d are finitely generated.
Lemma 1.5.14. Given w ∈ Nn+1+ , let P(w) = PA(w) and P(w) = PA(w).
(1) The natural map P(w)→ Γ(O
P(w)) is an isomorphism in Mod(P(w)); in
particular, H0(P(w),O
P(w)(m))
∼= P(w)m ∀m ∈ Z.
(2) Hi(P(w),O
P(w)(m)) = 0 for 0 < i < n and ∀m ∈ Z.
(3) Hn(P(w),O
P(w)(m))
∼= P(w)−m−∑ni=0 wi .
Proof. Since Hi(P(w),O
P(w)(m))
∼= Hi(P(w),OP(w)(m)) by 1.4.15, one can
just consider ordinary weighted projective spaces, and then the result is proved, for
instance, in [D, thm. 3.1]. 
Using 1.5.14 one can then prove the following result, with a proof similar to
those of [H1, II, prop. 5.17 and III, thm. 5.2].
Proposition 1.5.15. Every F ∈ Coh(X) satisfies the following properties:
(1) F is generated by a finite number of homogeneous global sections;
(2) Hi(X,F) is a finitely generated A–module ∀i ∈ N;
(3) ∃m0 ∈ Z such that Hi(X,F(m)) = 0 for m ≥ m0 and ∀i > 0.
Corollary 1.5.16. If F ∈ Coh(X), then Γ(F)>d ∈mod(R) ∀d ∈ Z.
Proof. R = P(w)/I for some n ∈ N, some w ∈ Nn+1+ and some ideal I ⊂
P(w) := PA(w), and (by 1.5.12) the projection R→ P(w) induces a finite morphism
f : X → P(w) (which is actually a closed immersion), whence f∗F ∈ Coh(P(w)).
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Moreover, since Γ(X,F) ∼= Γ(P(w), f∗F) and since an R–module is finitely gen-
erated if and only if it is finitely generated as a P(w)–module, we can assume
R = P(w) and X = P(w).
By part 1 of 1.5.15 there is an exact sequence of the form
0→R→ E → F → 0
with E = ⊕rj=1OP(w)(−mj) for some r ∈ N and some mj ∈ Z. Since R is also
coherent, by part 3 of 1.5.15 ∃m0 ∈ Z such that H1(P(w),R(m)) = 0 for m ≥ m0,
so that the map H0(P(w), E(m)) → H0(P(w),F(m)) is surjective. From this and
from part 1 of 1.5.14 it follows that M := Γ(F) is generated by M<l, where l > mj
for j = 0 . . . , r. Now, ∀d ∈ Z take d′ ∈ Z such that d′ ≥ l and d′ > d + wj for
j = 0 . . . , n. Then it is clear thatM>d is generated by
⊕
d<j<d′ Mj , hence is finitely
generated (because every Mj ∈mod(A) by part 2 of 1.5.15). 
We include here also a result which will be needed later, and whose proof is
completely similar to that of [H1, III, prop. 6.9].
Lemma 1.5.17. ∀F ,G ∈ Coh(X) and ∀i ∈ N there exists m ∈ Z such that
ExtiX(F ,G(d)) ∼= H0(X, Ext
i
X(F ,G(d))) ∀d > m.
We are now ready to prove the generalized version of Serre’s correspondence; see
A.1 for the notion of localizing subcategory and of quotient of an abelian category
by a localizing subcategory.
Proposition 1.5.18. Let Z(R) (respectively z(R)) be the full right localiz-
ing subcategory of Mod(R) (respectively mod(R)) whose objects are the mod-
ules M such that M∼ = 0, and let T : Mod(R) → Mod(R)/Z(R) (respec-
tively T ′ : mod(R) → mod(R)/z(R)) be the natural functor. Then the func-
tor ∼ : Mod(R) → Mod(X) induces an exact equivalence of categories F :
Mod(R)/Z(R) → Qcoh(X) (respectively F ′ : mod(R)/z(R) → Coh(X)), whose
quasi–inverse is the functor T ◦ Γ(−) (respectively T ′ ◦ Γ(−)>0).
Proof. The statement about Mod(R) and Qcoh(X) is an immediate conse-
quence of A.1.6 and 1.5.13. The other statement follows from 1.5.16, if one observes
that (by definition of quotient category)mod(R)/z(R) can be identified with a full
subcategory of Mod(R)/Z(R) and that ∀M ∈ Mod(R) the inclusion M>0 →֒ M
is an isomorphism in Mod(R)/Z(R). 
Remark 1.5.19. It is not difficult to prove (using the fact that R is a noetherian
ring) that ∀M,N ∈Mod(R)
HomMod(R)/Z(R)(M,N)
∼= lim
M ′∈I(M)
HomMod(R)(M
′, N),
where I(M) := {M ′ ⊆ M |M/M ′ ∈ Z(R)}. It follows (since if L ∈ mod(R),
L ∈ z(R) if and only if Ld = 0 for d >> 0) that if M ∈mod(R) then
HomMod(R)/Z(R)(M,N)
∼= lim
n∈N
HomMod(R)(M>n, N).
Therefore, in the particular case X = P
n
(and more generally when X is standard),
considering the equivalence (given by 1.4.14) between Coh(X) and Coh(X0), we
obtain the usual description of Coh(X0), as proved in [S].
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Now we will give also a graded version of Serre duality. Still denoting ProjR
by X (and ProjR by X0), we assume now that R0 is a field K and that dimX0 = n.
We recall that on X0 there exists unique (up to isomorphism) a dualizing sheaf ωX0
(see [H1, III, prop.7.5]).
Definition 1.5.20. A dualizing sheaf on X is a coherent graded sheaf ωX
together with a map t : Hn(X,ωX)→ K such that ∀F ∈ Coh(X) the bilinear map
HomX(F , ωX)×Hn(X,F)→ Hn(X,ωX) t−→ K
is a perfect pairing of K–vector spaces (i.e., the induced map HomX(F , ωX) →
Hn(X,F)∨ is an isomorphism).
Proposition 1.5.21. A dualizing sheaf on X exists unique (up to isomor-
phism), and it is given by ωX = HomX0(OX , ωX0). If moreover X0 is Cohen–
Macaulay and equidimensional and ExtiX0 (OX0(m), ωX0) = 0 for i > 0 and ∀m ∈ Z,
then ∀i ≥ 0 there are natural isomorphisms ExtiX(F , ωX) ∼= Hn−i(X,F)∨.
Proof. Uniqueness follows as usual from the uniqueness of an object repre-
senting a functor. Since, given F ∈ Coh(X), we have Hn(X,F) ∼= Hn(X0,F0)
by 1.4.15 and HomX(F , ωX) ∼= HomX0(F0, ωX0) by 1.4.10, it is clear that ωX is a
dualizing sheaf.
As for the last statement, remember that (by [H1, III, thm. 7.6]) X0 is Cohen–
Macaulay and equidimensional if and only if ∀G ∈ Coh(X0) there are natural
isomorphisms ExtiX0(G, ωX0) ∼= Hn−i(X0,G)∨. As before, if F ∈ Coh(X) then
Hn−i(X,F) ∼= Hn−i(X0,F0), so that it is enough to prove that ExtiX(F , ωX) ∼=
ExtiX0(F0, ωX0). Let I• be an injective resolution of ωX0 , and observe that then
J • := HomX0(OX , I•) is an injective resolution of ωX (it is injective because
HomX0(OX ,−) preserves injective objects, as it is easy to check, and it is a resolu-
tion because ExtiX0(OX , ωX0) ∼=
⊕
m∈Z ExtiX0 (OX0(m), ωX0) = 0 for i > 0). Then,
again by 1.4.10, we have
ExtiX(F , ωX) ∼= Hi(HomX(F ,J •)) ∼= Hi(HomX0(F0, I•)) ∼= ExtiX0(F0, ωX0).

1.6. Graded schemes and algebraic stacks
We assume the reader is familiar with algebraic stacks (see e.g. [LM]); here we
just recall that, if a (smooth) algebraic group G acts on a scheme Z, the quotient
stack [Z/G] is algebraic (the projection Z → [Z/G] is a smooth presentation) and
Coh([Z/G]) (respectively Qcoh([Z/G])) is equivalent to G–Coh(Z) (respectively
G–Qcoh(Z)), the category of (quasi)coherent G–equivariant sheaves on Z.
If R ∈ PRing and R0 = K is a field, 1.5.18 and [AKO, prop. 2.3] im-
ply that the category Coh(ProjR) (respectively Qcoh(ProjR)) is equivalent to
Coh([(SpecR \ {R+})/Gm]) (respectively Qcoh([(SpecR \ {R+})/Gm])), where
the action of Gm := SpecK[x, x−1] is the natural one induced by the graduation of
R (such that the quotient scheme is the usual ProjR). We are going to see briefly
how this result can be generalized; a more accurate study of the relation between
graded schemes (considered in a more general sense, namely allowing the grading
group to be different from Z) and algebraic stacks will appear in a future paper.
Let X be a graded scheme, which we assume for simplicity of finite type over
a field K: we are going to define a scheme Xˆ together with an action of Gm on it.
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Assume first that X is affine, say X = SpecA for some graded finitely generated
K–algebra A. To avoid confusion, we denote by Aˆ the ring obtained from A by
forgetting the graduation (i.e., Aˆ = Aˆ0 = A). The graduation of A yields an action
Gm × Spec Aˆ ∼= Spec Aˆ[x, x−1] → Spec Aˆ of Gm on Xˆ := Spec Aˆ (induced by the
morphism of rings Aˆ→ Aˆ[x, x−1] defined by a 7→ axdeg(a) for a ∈ Ahom). It is then
easy to see that for general X we can take an open cover of X by affine graded
schemes Ui and glue the schemes Uˆi to a scheme Xˆ with an action ρ0 : Gm×Xˆ → Xˆ:
this is possible (and the result does not depend, up to isomorphism, on the chosen
cover) because the above construction is compatible with localization, in the sense
that, if a ∈ Ahom (so that SpecAa can be identified with an open graded subscheme
of SpecA), then Spec Aˆa can be identified with an open subscheme of Spec Aˆ and
the action of Gm on Spec Aˆa is the restriction of the action on Spec Aˆ. It is also
clear that, if X = ProjR, then Xˆ = Spec Rˆ \V (R+) and ρ0 is the restriction of the
action on Spec Rˆ.
Proposition 1.6.1. There is an equivalence of categories between Coh(X)
(respectively Qcoh(X)) and Coh([Xˆ/Gm]) (respectively Qcoh([Xˆ/Gm])).
Proof. We claim that ρ0 : Gm × Xˆ → Xˆ can be extended to an action
ρ : Gm × X˜ → X˜ of Gm on the standard graded scheme X˜ := Xˆ(OXˆ) and that
there is a morphism of graded schemes p : X˜ → X such that the diagram
Gm × X˜ ρ−−−−→ X˜
π
y yp
X˜ −−−−→
p
X
(where π is the projection) is cartesian in SchK (and also cocartesian, so that X is
the quotient X˜/Gm as graded scheme). If X = SpecA is affine, X˜ ∼= Spec Aˆ[t, t−1],
Gm × X˜ ∼= Spec Aˆ[t, t−1, x, x−1] (with deg(t) = 1 and deg(x) = 0) and π and ρ are
induced by the morphisms of graded rings ι, ϕ : Aˆ[t, t−1]→ Aˆ[t, t−1, x, x−1] defined
by ι(ati) := ati and ϕ(ati) := atixdeg(a)−i for a ∈ Ahom and i ∈ Z. We take as p the
morphism induced by the morphism of graded rings α : A → Aˆ[t, t−1] defined by
a 7→ atdeg(a) for a ∈ Ahom. Indeed, it is straightforward to check that the diagram
of graded rings
Aˆ[t, t−1, x, x−1]
ϕ←−−−− Aˆ[t, t−1]
ι
x xα
Aˆ[t, t−1] ←−−−−
α
A
is cocartesian (and also cartesian), and the general claim follows easily from this.
Then, extending classical results of faithfully flat descent theory to the graded
setting, the fact that p is faithfully flat (and even smooth) because the same is true
for α (since Aˆ[t, t−1], as a graded A–module via α, is isomorphic to
⊕
i∈ZA(i))
implies that p∗ gives an equivalence of categories between Coh(X) (respectively
Qcoh(X)) and Gm–Coh(X˜) (respectively Gm–Qcoh(X˜)). As X˜ is standard,
the natural generalization of 1.4.14 to the case of Gm–equivariant sheaves al-
lows to conclude that Gm–Coh(X˜) (respectively Gm–Qcoh(X˜)) is equivalent to
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Gm–Coh(Xˆ) (respectively Gm–Qcoh(Xˆ)), hence to Coh([Xˆ/Gm]) (respectively
Qcoh([Xˆ/Gm])). 
Remark 1.6.2. If X is quasi–standard (in particular, ifX is of the form ProjR)
then [Xˆ/Gm] is a Deligne–Mumford stack (and even a scheme if X is standard), at
least if K is algebraically closed of characteristic 0. In fact, we can reduce to the
case X = SpecA with A quasi–standard, say s ∈ Ad is invertible for some d > 0.
Denoting by µd := SpecK[x]/(xd − 1) ∼= Z/dZ the subgroup of Gm of dth roots of
unit, the above described action of Gm induces an action of µd on Spec(Aˆ/(s− 1))
(which can be again extended to an action of µd on Spec(Aˆ/(s− 1)[t, t−1])), and it
can be proved that [Spec Aˆ/Gm] is isomorphic to [Spec(Aˆ/(s− 1))/µd] (for which
the projection Spec(Aˆ/(s−1))→ [Spec(Aˆ/(s−1))/µd] is an e´tale presentation, and
obviously an isomorphism if d = 1). Observe that the morphism of graded rings
(induced by α) A→ Aˆ/(s− 1)[t, t−1] ∼= A[t]/(td− s) is e´tale because s is invertible.
In particular, in the case of weighted projective space P(w) one obtains a smooth
Deligne–Mumford stack locally isomorphic to [An/µwi ] (this is the point of view of
[K], where important results about bounded derived categories of coherent sheaves
are extended from smooth varieties to smooth Deligne–Mumford stacks).
CHAPTER 2
Beilinson’s theorem on P(w)
Throughout this chapter we will consider (graded) weighted projective spaces
over a fixed fieldK.1 Therefore, given n ∈ N and w ∈ Nn+1+ , we will write P(w), P(w)
and P(w) (or simply P, P and P if no confusion is possible) instead of PK(w) =
K[x0, . . . , xn] (with deg(xi) = wi), PK(w) = ProjP(w) and PK(w) = ProjP(w).
∀m ∈ Z we set moreover pm = pm(w) := dimK P(w)m. w is called normalized
if gcd(w0, . . . , wˆi, . . . ,wn) = 1 for i = 0, . . . , n. We recall that P(w) is always
isomorphic to P(w′) for some w′ normalized (of course, this is not true for P(w)).
If I ⊆ {0, . . . , n}, we set |wI | :=
∑
i∈I wi; |w{0,...,n}| will be usually denoted by |w|.
We will write Ic for {0, . . . , n} \ I.
We will extend to weighted projective spaces a classical theorem by Beilin-
son (see [B1]), which gives equivalences between Db(Coh(Pn)) (the bounded de-
rived category of coherent sheaves on Pn) and two homotopy categories of modules.
More precisely, let P := P(1, . . . , 1) and let Λ =
⊕
i∈Z Λi be the graded (skew–
commutative) ring defined by Λi := Λ
i(P∨1 ). Moreover, if A is a graded ring, we
will denote by M[−n,0](A) the full subcategory of mod(A) whose objects are finite
direct sums of graded A–modules of the form A(j) for −n ≤ j ≤ 0. Then the
theorem can be stated in the following way.
Beilinson’s theorem. The natural additive functors M[−n,0](P)→ Coh(Pn)
and M[−n,0](Λ) → Coh(Pn) (defined on objects by P(j) 7→ O(j) and Λ(j) 7→
Ω−j(−j) for −n ≤ j ≤ 0) extend to exact functors between triangulated categories
FP : K
b(M[−n,0](P))→ Db(Coh(Pn)), FΛ : Kb(M[−n,0](Λ))→ Db(Coh(Pn)).
FP and FΛ are equivalences of categories.
In particular, Db(Coh(Pn)) is generated (as a triangulated category) by each
of the following two sets of vector bundles:
O := {OPn(j) | − n ≤ j ≤ 0}, D := {ΩjPn(j) | 0 ≤ j ≤ n}.
This means that ∀F• ∈ Db(Coh(Pn)) there exist bounded complexes X • = X •(F•)
and Y• = Y•(F•) isomorphic to F• (in Db(Coh(Pn))) and with each X i (respec-
tively Yi) isomorphic to a finite direct sum of sheaves of O (respectively D). X •
and Y• are also unique up to isomorphism in Cb(Coh(Pn)) if we require them to
be minimal, and in this case their terms are given explicitly by
X i =
⊕
0≤j≤n
O(−j)⊗K Hi+j(Pn,F• ⊗ Ωj(j)),
Yi =
⊕
0≤j≤n
Ωj(j)⊗K Hi+j(Pn,F•(−j)).
1Probably much of what follows is still true if K is replaced by an arbitrary noetherian ring.
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As we said in the introduction, it turns out that, in order to get a good version
of this theorem on weighted projective spaces, it is better to consider Coh(P(w))
instead of Coh(P(w)) (remember that, by 1.4.14 and 1.5.6, these two categories
are equivalent if and only if w = (1, . . . , 1)). The reason of this is that working
with graded sheaves on P one avoids all the pathologies of P (basically because
the sheaves of the form O
P
(j) are always invertible, whereas the OP(j) are not, in
general).
In the weighted case the two sets of vector bundles defined above will be re-
placed by the following two sets
O := {O
P
(j) | − |w| < j ≤ 0},
D := {O
P
(j) |n− |w| < j < 0} ∪ {Ωj
P
(j) | 0 ≤ j ≤ n}
(notice that they are the same as before in the particular case w = (1, . . . , 1)),
where Ωj
P
are defined as the graded sheaves associated to the P–modules obtained
as syzygies of the Koszul complexK• of the regular sequence (x0, . . . , xn). Then one
can define similar functors to FP and FΛ, which one must prove to be equivalences.
As in the case of Pn, fully faithfulness follows from the fact that Exti
P
(A,B) = 0
for i > 0, ∀A,B ∈ O and ∀A,B ∈ D (here it is essential to use Coh(P(w)) instead
of Coh(P(w))), whereas essential surjectivity corresponds to the fact that O and
D generate Db(Coh(P)) as a triangulated category. Now, this last fact follows
easily from Hilbert’s syzygy theorem, but it must be said that Beilinson proved
it using a resolution of the diagonal in Pn × Pn, and we don’t know if a similar
resolution exists also in the weighted case. The drawback of this fact is that we
cannot apply the technique used in [AO] to obtain the explicit form of the minimal
resolutions. On the other hand, once one knows that they exist unique, they can
be determined in another way (in the case of Pn, this was already observed by
Beilinson in [B2]). For instance, the fact that the coefficient of O(−j) (0 ≤ j ≤ n)
in X i(F•) is given by Hi+j(Pn,F• ⊗ Ωj(j)) is a formal consequence of the fact
that ∀A ∈ O and ∀k ∈ Z we have Hk(Pn,A ⊗ Ωj(j)) = 0, except for A = O(−j)
and k = j, when it is K. Therefore, also in the weighted case it is enough to find
objects of Db(Coh(P)) with similar properties of cohomology vanishing as Ωj(j) in
the example above. It turns out that such objects are given by suitable complexes
obtained from K•, except for those which determine the coefficients of the Ωj(j),
which are again O(−j). The presence of these complexes makes it less easy to
compute the minimal resolution in general. As for the problem of determining the
differentials of the minimal resolutions, we can prove very little: in the case of Pn,
a method to construct them has been found recently (see [EFS]), but it doesn’t
seem easy to extend it to the weighted case.
Our approach is close to those of [B] (see also [GL]) and of [AKO], where
P(w) is replaced, respectively, by a different graded variety (it is obtained grading
P(w) not over Z, but over an abelian group depending on w), and by its associated
algebraic stack (having an equivalent category of coherent sheaves, as we have seen
in 1.6). In both papers, however, only the case of O (and not of D) is treated,
and the explicit form of the minimal resolution is not given. In [AKO] (where
noncommutative deformations of weighted projective spaces are also considered)
another generating set for Db(Coh(P)) (“dual” to O) is found, and we prove that
it coincides (up to twists and shifts) with the above mentioned set of complexes
which appear in the explicit form of the minimal resolution given by O.
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Our result also allows to obtain (minimal) resolutions of every coherent sheaf
on P (although they are no more unique in general), and it is applied to prove a
generalization of Horrock’s splitting criterion for vector bundles on Pn.
Much of the contents of this chapter is summarized (without proofs) in [Ca2].
2.1. Koszul complex and sheaves of differentials
Let ΩP := ΩP/K be the P = P(w)–module of K–differentials of P and ∀j ∈ Z
let ΩjP := Λ
j(ΩP) (of course, Ω
j
P = 0 if j < 0 or j > n+1); denoting by d : P→ ΩP
the universal derivation, ΩjP is a free P–module with basis
{dxI | I ⊆ {0, . . . , n}; #I = j}
(where dxI := dxi1 ∧ · · · ∧ dxij if I = {i1, . . . , ij} with 0 ≤ i1 < · · · < ij ≤
n), which is naturally graded by deg(dxI) = |wI | (so that ΩjP =
⊕
#I=j PdxI
∼=⊕
#I=j P(−|wI |)). Setting K−j := ΩjP and considering the morphisms (of degree
zero)
K−j = ΩjP → K1−j = Ωj−1P
dxI 7→
∑
i∈I
(−1)#{i′∈I | i′<i}xidxI\{i}
we obtain a complex K• = K•(w) ∈ Cb(mod(P)). Since K• is just the Koszul
complex of the regular sequence (x0, . . . , xn), it is exact everywhere, except that
H0(K•) = P/(x0, . . . , xn) ∼= K (in degree zero). We will consider also the sheafi-
fication K• = K•(w) := (K•)∼ : since ∼ is an exact functor and K∼ = 0, K• ∈
Cb(Coh(P)) is an exact complex.
Lemma 2.1.1. There are natural isomorphisms of complexes
K•∨ ∼= K•(|w|)[−n− 1], K•∨ ∼= K•(|w|)[−n− 1].
Proof. Clearly it is enough to consider the case of modules. Let L• :=
K•∨(−|w|)[n+ 1]: ∀j ∈ Z we have by definition
Lj = (K−n−1−j)∨(−|w|) = (
⊕
#I=n+1+j
PdxI)
∨(−|w|) = (
⊕
#I=−j
PdxIc)
∨(−|w|).
Since (PdxIc)
∨(−|w|) ∼= PdxI , we see that there is a natural isomorphism Lj ∼= Kj.
It is easy to see that, with these identifications, the differential of L• is given by
djL•(dxI) = (−1)n+1
∑
i∈I
(−1)#{j /∈I | j<i}xidxI\{i},
and then it is straightforward to check that the maps f j : Kj → Lj defined by
f j(dxI) := (−1)j(n+1)+
∑
i∈I idxI
determine an isomorphism of complexes f• : K• → L•. 
∀j ∈ Z let Syzj := ker d−jK• and ΩjP := (Syzj)∼ = ker d
−j
K• = im d
−j−1
K• . There-
fore we have short exact sequences
Sj 0→ Ωj
P
αj−→ K−j ∼=
⊕
#I=j
O
P
(−|wI |) β
j
−→ Ωj−1
P
→ 0
such that d−jK• = α
j−1 ◦ βj .
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Remark 2.1.2. Ωj
P
:= (Syzj)∼ = (Ωj
P
)0 is the sheaf of regular differential
j–forms (see [Do] or [BR]). It is reflexive but not locally free in general.
Lemma 2.1.3. Ωj
P
is a locally free sheaf of rank
(
n
j
)
. In particular, Ω0
P
∼= OP
and Ωn
P
∼= O
P
(−|w|). Moreover, (Ωj
P
)∨ ∼= Ωn−j
P
(|w|).
Proof. The first statement follows easily by induction on j, using the exact
sequences Sj (notice that Ω
j
P
= 0 if j < 0 or j > n). It is also clear from the defi-
nition that Ω0
P
∼= O
P
and Ωn
P
∼= O
P
(−|w|). The last statement follows immediately
from 2.1.1. 
Proposition 2.1.4. ω
P
:= Ωn
P
∼= OP(−|w|) is the dualizing sheaf on P. More-
over, ∀F ∈ Coh(P) and ∀i > 0 there are natural isomorphisms Exti
P
(F , ω
P
) ∼=
Hn−i(P,F)∨.
Proof. One could easily adapt the standard proof for Pn (see [H1, III, thm.
7.1]). Alternatively, observe that OP(−|w|) is the dualizing sheaf on P (by [BR,
cor. 6B.8]) and that O
P
(−|w|)) ∼= HomP(OP,OP(−|w|)): this is a consequence of
the fact that OP(−m − |w|)) ∼= HomP(O(m),O(−|w|)) ∀m ∈ Z (we can clearly
assume gcd(w0, . . . ,wn) = 1, and then this is true by [D, lemma 4.1] if w is nor-
malized, whereas in general, if P(w) ∼= P(w′) with w′ normalized, it is easy to
check, using [BR, prop. 3C.7], that ∃m′ ∈ Z such that OP(w)(m) ∼= OP(w′)(m′),
OP(w)(−|w|) ∼= OP(w′)(−|w′|) and OP(w)(−m − |w|) ∼= OP(w′)(−m′ − |w′|)). Since
moreover Exti
P
(O(m),O(−|w|)) = 0 for i > 0 and ∀m ∈ Z (as usual, one can reduce
to the case w normalized, and then this is proved in [D, prop. 5.4]), everything
follows from 1.5.21. 
Lemma 2.1.5. ∀w ∈ Nn+1+ and ∀l ∈ Z the following formula holds:∑
I⊆{0,...,n}
(−1)#Ipl−|wI |(w) = δl,0.
Proof. The statement being trivial for l ≤ 0, we can assume l > 0. In this case
∀I ⊆ {0, . . . , n} by 1.5.14 we have pl−|wI | = h0(P,O(l− |wI |)) = χ(P,O(l− |wI |)).
Therefore, as K•(l) is an exact complex,
∑
I
(−1)#Ipl−|wI | =
n+1∑
j=0
(−1)j
∑
#I=j
χ(P,O(l − |wI |))
=
n+1∑
j=0
(−1)jχ(P,K−j(l)) = χ(P,K•(l)) = 0.

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Lemma 2.1.6. ∀j, l ∈ Z the cohomology of Ωj
P
(l) is given by the following for-
mulas:
hi(P,Ωj(l)) = δi,jδl,0 if 0 < i < n;
h0(P,Ωj(l)) =
∑
#I≤j
(−1)j−#Ipl−|wI | − (−1)jδl,0(1− δj,0)
=
∑
#I>j
(−1)j+1−#Ipl−|wI | + (−1)jδl,0δj,0;
hn(P,Ωj(l)) = h0(P,Ωn−j(−l)).
Proof. It can be easily proved using the exact sequences Sj and 1.5.14.
Alternatively, since Hi(P,Ωj(l)) ∼= Hi(P,Ωj(l)) by 1.4.15, the result follows
from [Do, thm. 2.3.2]. Notice that the last equality in the second equation follows
from 2.1.5 and the third equation is a consequence of Serre duality and of the fact
that (Ωj
P
)∨ ∼= Ωn−j
P
(|w|). 
Corollary 2.1.7. ∀j ∈ Z we have h0(P,Ωj(l)) = 0 if l < j and hn(P,Ωj(l)) =
0 if l > j − n. If moreover j 6= 0, n, then also h0(P,Ωj(j)) = hn(P,Ωj(j − n)) = 0.
2.2. The theorem as equivalence of categories
Lemma 2.2.1. ∀j, j′, l, l′ ∈ Z and ∀i > 0 we have the following results:
(1) Exti
P
(O(l),O(l′)) = 0 if l′ > l − |w|;
(2) Exti
P
(O(l),Ωj(j)) = 0 if l < i;
(3) Exti
P
(Ωj(j),O(l)) = 0 if l > n− |w| − i;
(4) Exti
P
(Ωj(l),Ωj
′
(j′)) = 0 if l < j + i;
(5) Exti
P
(Ωj(l),Ωj
′
(j′)) = 0 if j′ < i < n− j.
Proof. 1, 2 and 3 follow from 2.1.6, since Exti
P
(O(l),O(l′)) ∼= Hi(P,O(l′− l)),
Exti
P
(O(l),Ωj(j)) ∼= Hi(P,Ωj(j − l)) and (in view of 2.1.3) Exti
P
(Ωj(j),O(l)) ∼=
Hi(P,Ωn−j(|w|+ l − j)). Now we prove 4 and 5 by induction on j ≥ 0. If j = 0, 4
coincides with 2 and 5 follows again from 2.1.6. If j > 0, applying Hom
P
(−,Ωj′(j′))
to Sj(l) yields the exact sequence
Exti
P
(
⊕
#I=j
O
P
(l− |wI |),Ωj′(j′))→ ExtiP(Ωj(l),Ωj
′
(j′))→ Exti+1
P
(Ωj−1(l),Ωj
′
(j′)).
We have Exti
P
(
⊕
#I=j OP(l−|wI |),Ωj
′
(j′)) = 0 by what we have just proved (|wI | ≥
j if #I = j) and Exti+1
P
(Ωj−1(l),Ωj
′
(j′)) = 0 by the inductive hypothesis, whence
Exti
P
(Ωj(l),Ωj
′
(j′)) = 0. 
Corollary 2.2.2. If A,B ∈ O or A,B ∈ D, then Exti
P
(A,B) = 0 for i > 0.
Lemma 2.2.3. ∀j, j′, l, l′ ∈ Z the functor ∼ induces an isomorphism
HomP(Syz
j(l), Syzj
′
(l′))
∼−→ Hom
P
(Ωj(l),Ωj
′
(l′)).
Proof. First we prove the case j = 0 (and l = 0, which we can always
assume), namely that Syzj
′
(l′)0 ∼= HomP(P, Syzj′(l′)) ∼−→ HomP(O,Ωj
′
(l′)) ∼=
H0(P,Ωj
′
(l′)). The statement being trivial for j′ < 0, we can assume j′ ≥ 0
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and we proceed by induction on j′. Since Syz0 ∼= P, the case j′ = 0 follows from
1.5.14. If j′ > 0, from the exact sequence
0→ Syzj′(l′)→ K−j′(l′) ∼=
⊕
#I=j′
P(l′ − |wI |)→ Syzj′−1(l′)
we obtain a commutative diagram with exact rows
0 −−−−→ HP(Syzj′(l′)) −−−−→ HP(K−j′(l′)) −−−−→ HP(Syzj′−1(l′))y y y
0 −−−−→ H
P
(Ωj
′
(l′)) −−−−→ H
P
(K−j′ (l′)) −−−−→ H
P
(Ωj
′−1(l′))
(where HP(−) := HomP(P,−) and HP(−) := HomP(O,−)). Since the vertical
arrows on the right and in the middle are isomorphisms by induction, the one on
the left is also an isomorphism by the five–lemma.
Now we pass to the general case. As before, we can assume j ≤ n and we
proceed by descending induction on j, the case j = n following from what we have
just proved, since Syzn(l) ∼= P(l− |w|). If j < n the exact sequence
0→ Syzj+1(l)→ K−j−1(l) ∼=
⊕
#I=j+1
P(l − |wI |)→ Syzj(l)
yields a commutative diagram with exact rows
0 −−−−→ H ′P(Syzj(l)) −−−−→ H ′P(K−j−1(l)) −−−−→ H ′P(Syzj+1(l))y y y
0 −−−−→ H ′
P
(Ωj(l)) −−−−→ H ′
P
(K−j−1(l)) −−−−→ H ′
P
(Ωj+1(l))
(where H ′P(−) := HomP(−, Syzj
′
(l′)) and H ′
P
(−) := Hom
P
(−,Ωj′(l′))). The result
then follows, as before, from the inductive hypothesis using the five–lemma. 
Given S ⊆ Z, we will denote by MS =MS(P) the full subcategory of mod(P)
whose objects are of the form
⊕
l∈S P(l)
al (al ∈ N) and by M̂S the full subcategory
of mod(P) whose objects are of the form
⊕
0≤j≤n Syz
j(j)bj ⊕X with bj ∈ N and
X ∈ MS (notice that M̂S = M̂S∪{n−|w|,0}). Similarly, OS (respectively ÔS) will
denote the full subcategory of Coh(P) whose objects are of the form
⊕
l∈S O(l)al
(respectively
⊕
0≤j≤n Ω
j(j)bj ⊕X with X ∈ OS); we will write O and Ô instead
of OZ and ÔZ. By 2.2.3 it is clear that
∼P induces an equivalence of categories
between MS (respectively M̂S) and OS (respectively ÔS). If a, b ∈ Z, we set
]a, b[:= {m ∈ Z | a < m < b} and ]a, b] := {m ∈ Z | a < m ≤ b} (and similarly for
[a, b[ and [a, b]).
Theorem 2.2.4. The functors ∼P :M]−|w|,0] → Coh(P) and ∼P : M̂]n−|w|,0[ →
Coh(P) extend naturally to exact functors between triangulated categories
FP : K
b(M]−|w|,0])→ Db(Coh(P)), GP : Kb(M̂]n−|w|,0[)→ Db(Coh(P)).
FP and GP are equivalences of categories.
Proof. Clearly ∼P induces exact and fully faithful functors fromKb(M]−|w|,0])
(respectively Kb(M̂]n−|w|,0[)) to K
b(Coh(P)), which, composed with the natural
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exact functor Kb(Coh(P)) → Db(Coh(P)), define the exact functors FP and GP.
In order to prove that they are fully faithful it is therefore enough to show that
given F•,G• ∈ Kb(O]−|w|,0]) (respectively Kb(Ô]n−|w|,0[)), the natural map α :
HomKb(Coh(P))(F•,G•) → HomDb(Coh(P))(F•,G•) is an isomorphism. Consider
the natural commutative diagram
HomKb(Coh(P))(F•,G•)
α−−−−→ HomDb(Coh(P))(F•,G•)yβ yβ′
HomKb(Qcoh(P))(F•,G•)
α′−−−−→ HomDb(Qcoh(P))(F•,G•)
where β is obviously an isomorphism. By 1.3.17 the abelian categoriesQcoh(P) and
Coh(P) satisfy the hypotheses of A.5.2, whence β′ is an isomorphism. Moreover,
it follows from 2.2.2 that Exti
P
(F l,Gm) = 0 for i > 0 and ∀l,m ∈ Z, so that α′ is
an isomorphism by A.5.3. Thus α is an isomorphism, too.
It remains to prove that FP and GP are essentially surjective. As D
b(Coh(P))
is generated (as a triangulated category) by the complexes concentrated in position
0 and since every object of Coh(P) has a finite resolution with sheaves of the form
O(j) (by Hilbert’s syzygy theorem), it is enough to show that the O(j) (j ∈ Z) are in
the essential images imFP and imGP. First we prove by descending induction on j
that O(j) ∈ imGP for −|w| < j ≤ 0 (this is true by hypothesis for n−|w| ≤ j ≤ 0).
Now, if −|w| < j < n− |w|, O(j)[n + 1] is quasi–isomorphic to the complex
0→ K−n(|w|+ j)→ · · · → K−|w|−j−1(|w|+ j)→ Ω|w|+j(|w|+ j)→ 0,
every term of which is in imGP by induction. Therefore imGP ⊇ imFP and we can
consider only the case of FP. Again, since O(j) is quasi–isomorphic to K<0(j)[−1],
it follows by induction that O(j) ∈ imFP for j > 0 (in a similar way one proceeds
for j ≤ −|w|). 
Remark 2.2.5. If w = (1, . . . , 1), this result coincides with Beilinson’s theo-
rem (taking into account that Coh(P
n
) is equivalent to Coh(Pn) by 1.4.14 and
1.5.6), except that, in order to identify GP with FΛ, it is also necessary to con-
sider the equivalence between M̂]n−|w|,0[ = M̂∅ andM[−n,0](Λ) (defined on objects
by Syzj(j) 7→ Λ(−j)). That this is an equivalence follows from the fact that
HomPn(Ω
j(j),Ωj
′
(j′)) ∼= Λj−j′ (P∨1 ). Since this is not true in the weighted case
(although it still holds in a weaker form, see 2.3.6), and also because of the pres-
ence of P(l) for n− |w| < l < 0, we don’t think it is possible to give in general an
alternative simple description of M̂]n−|w|,0[.
Remark 2.2.6. By 2.2.2, together with the fact that Hom
P
(O(j),O(l)) = 0
for j > l and Hom
P
(O(j),O(j)) ∼= K, the sequence (O(1 − |w|), . . . ,O) (hence
also (O(k), . . . ,O(k + |w| − 1)) ∀k ∈ Z) of Db(Coh(P)) is strong exceptional (see
A.2.2), and also full, since O generates Db(Coh(P)), as we proved before. On the
other hand, while (Ωn(n), . . . ,Ω0(0) = O) is a full and strong exceptional sequence
if w = (1, . . . , 1), the objects of D usually do not form an exceptional sequence,
because in general dimKHomP(Ω
j(j),Ωj(j)) > 1 (so that Ωj(j) is not exceptional),
as it is easy to see. In [AKO] also the full (but not strong) exceptional sequence
which is left dual (see A.2.5) of (O, . . . ,O(|w| − 1)) plays an important role; later
we will study it (see 2.5.11 and 2.5.12).
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Remark 2.2.7. Both in [B] and in [AKO] a different, although closely related,
result is proved, namely (translating to our setting) that there is an equivalence of
categories between Db(Coh(P)) and Db(mod(B)), where B is the (noncommuta-
tive) endomorphism algebra of
⊕
0≤j<|w|O(j).
2.3. Morphisms between sheaves of differentials
Given F ,G ∈ Coh(P) and S ⊆ Z, let HomOS (F ,G) be the subset of Hom
P
(F ,G)
consisting of those morphisms which factor through an object of OS . Since the
composition of two morphisms of Coh(P), one of which is in HomOS , is again in
HomOS , we can consider the quotient category QS = Coh(P)/OS with the same
objects as Coh(P) and with HomQS (F ,G) := HomP(F ,G)/HomOS (F ,G) (as usual,
QZ will be simply denoted by Q).
Remark 2.3.1. It is easy to see that ∀F ,G ∈ Coh(P) the set HomOS (F ,G) is
a subgroup of Hom
P
(F ,G), and that therefore QS is an additive category.
Definition 2.3.2. A morphism in Coh(P)
f :
⊕
0≤j<n
⊕
l∈Z
Ωj(l)a
j
l →
⊕
0≤j<n
⊕
l∈Z
Ωj(l)b
j
l
is called minimal with respect to Ωj(l) (0 ≤ j < n and l ∈ Z) if the component of
f from Ωj(l)a
j
l to Ωj(l)b
j
l is 0 in case j = 0 and if it is in HomO(Ωj(j)a
j
l ,Ωj(j)b
j
l )
(i.e. its image in HomQ(Ω
j(j)a
j
l ,Ωj(j)b
j
l ) is 0) in case 0 < j < n. f is minimal if it
is minimal with respect to each Ωj(l).
A complex L• ∈ C(Coh(P)) such that each Li is a direct sum of sheaves of the
form Ωj(l) is minimal if diL• is minimal ∀i ∈ Z.
Remark 2.3.3. HomO(Ωj(j),Ωj
′
(j′)) = HomO]n−|w|,0[(Ωj(j),Ωj
′
(j′)) if 0 <
j, j′ < n: this follows from the fact that (by Serre duality and 2.1.7)
Hom
P
(Ωj(j),O(l)) ∼= Hn(P,Ωj(j − |w| − l))∨ = 0
if l ≤ n− |w| and Hom
P
(O(l),Ωj′ (j′)) ∼= H0(P,Ωj′(j′ − l)) = 0 if l ≥ 0.
Lemma 2.3.4. Let O
P
(l)
f−→ Ωj
P
g−→ O
P
(l) be morphisms with l ∈ Z and 0 < j <
n. Then g ◦ f = 0.
Proof. Applying the functor Hom
P
(O(l),−) to Sj+1 we obtain the exact se-
quence
Hom
P
(O(l),K−j−1)→ Hom
P
(O(l),Ωj)→ Ext1
P
(O(l),Ωj+1).
Since Ext1
P
(O(l),Ωj+1) ∼= H1(P,Ωj+1(−l)) = 0 by 2.1.6, f factors as f = βj+1 ◦ f ′
for some f ′ : O(l)→ K−j−1. Similarly, applying Hom
P
(−,O(l)) to Sj one can prove
that g = g′ ◦ αj for some g′ : K−j → O(l). Hence g ◦ f = g′ ◦ αj ◦ βj+1 ◦ f ′ =
g′ ◦ d−j−1K• ◦ f ′. Now g′, d−j−1K• and f ′ are morphism in O and d−j−1K• is minimal, so
that their composition g ◦ f is also minimal (this follows immediately from the fact
that Hom
P
(O(l),O(l′)) = 0 if l > l′), i.e. g ◦ f = 0. 
Denoting by πj : K−j(j) ∼=⊕#I=j OP(j − |wI |) →⊕#I=j,|wI |>j OP(j − |wI |)
the natural projection, and observing that n− |w| < j− |wI | ≤ 0 if #I = j, we will
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consider the map
πj ◦ αj(j) : Ωj(j)→
⊕
#I=j,|wI |>j
O
P
(j − |wI |).
Lemma 2.3.5. φ ∈ Hom
P
(Ωj(j),Ωj
′
(j′)) is in HomO]n−|w|,0[(Ωj(j),Ωj
′
(j′)) if
and only if it factors through πj ◦αj(j). Moreover, if j′ > 0, this is the case if and
only if φ factors through αj(j).
Proof. Assume that φ ∈ HomO]n−|w|,0[(Ωj(j),Ωj′ (j′)) (the other implication
being obvious), say φ = φ′ ◦ ψ with Ωj
P
(j)
ψ−→ F :=⊕n−|w|<l<0OP(l)al φ′−→ Ωj′P (j′).
Applying Hom
P
(−,F) to Sj(j), we obtain the exact sequence
Hom
P
(
⊕
#I=j
O(j − |wI |),F)→ HomP(Ωj(j),F)→ Ext1P(Ωj−1(j),F).
Since, for l > n−|w|, Ext1
P
(Ωj−1(j),O(l)) = 0 by 2.2.1, we see that ψ = ρ◦αj(j) for
some ρ ∈ Hom
P
(
⊕
#I=j O(j−|wI |),F). On the other hand, since HomP(O,O(l)) =
0 for l < 0, it is clear that ρ factors through πj , say ρ = ρ′ ◦ πj . Therefore
φ = φ′ ◦ ρ′ ◦ πj ◦ αj(j). The last statement follows immediately from the fact that,
if j′ > 0, then Hom
P
(O,Ωj′ (j′)) = 0 (by 2.1.7). 
Unlike the case of P
n
, it is not true in general that Hom
P
(Ωj(j),Ωj
′
(j′))
(for 0 ≤ j, j′ ≤ n) only depends on j − j′ (for instance, it can happen that
Hom
P
(Ωj(j),Ωj
′
(j′)) 6= 0 for some j < j′, whereas Hom
P
(O,Ωj′−j(j′ − j)) = 0
by 2.1.7). On the other hand, we have the following result.
Proposition 2.3.6. For 0 ≤ j, j′ ≤ n there are natural isomorphisms
HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) ∼= Λj−j′ (P∨1 ).
Proof. We will denote by Kˆ−j the subsheaf ⊕#I=j=|wI |O(−|wI |) of K−j ;
observe that it is naturally isomorphic to O(−j)⊗K Λj(P1).
First we consider the case j′ = 0: applying Hom
P
(−,O) to Sj(j) yields the
exact sequence
0→ Hom
P
(Ωj−1(j),O) β
j(j)∗−−−−→ Hom
P
(K−j(j),O) α
j(j)∗−−−−→ Hom
P
(Ωj(j),O)→ 0
(because Ext1
P
(Ωj−1(j),O) = 0 by 2.2.1). It follows from 2.3.5 that
HomQ]n−|w|,0[(Ω
j(j),O) ∼= HomP(K−j(j),O)/(im βj(j)∗ + im(πj)∗).
Since ∀φ ∈ Hom
P
(Ωj−1(j),O) we have βj(j)∗(φ)|Kˆ−j(j) = 0 (by 2.3.4 if j > 1 and
because φ = 0 if j ≤ 1), we obtain
HomQ]n−|w|,0[(Ω
j(j),O) ∼= Hom
P
(Kˆ−j(j),O) ∼= Hom
P
(O ⊗K Λj(P1),O) ∼= Λj(P∨1 ).
By duality this also proves the case j = n: indeed, we have more generally
HomQ]n−|w|,0[(F ,G) ∼= HomQ]n−|w|,0[(G∨(n− |w|),F∨(n− |w|))
∀F ,G ∈ Coh(P) (because the same is true for Hom
P
and HomO]n−|w|,0[). Taking
into account that Ωj(j)∨(n− |w|) ∼= Ωn−j(n− j), this implies
HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) ∼= HomQ]n−|w|,0[(Ωn−j
′
(n− j′),Ωn−j(n− j)),
whence HomQ]n−|w|,0[(Ω
n(n),Ωj
′
(j′)) ∼= Λn−j′(P∨1 ) by the case already proved.
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Therefore we can assume j′ > 0 and j < n. As before, Hom
P
(−,Ωj′(j′)) applied
to Sj(j) yields the exact sequence (observing that Ext
1
P
(K−j(j),Ωj′ (j′)) = 0 by
2.2.1)
Hom
P
(K−j(j),Ωj′ (j′)) α
j(j)∗−−−−→ Hom
P
(Ωj(j),Ωj
′
(j′))→ Ext1
P
(Ωj−1(j),Ωj
′
(j′))→ 0.
From 2.3.5 it follows that HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) ∼= Ext1
P
(Ωj−1(j),Ωj
′
(j′)),
and we claim that
HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) ∼= Extj′
P
(Ωj−j
′
(j),Ωj
′
(j′)).
In fact, if 0 < i < j′, applying Hom
P
(−,Ωj′(j′)) to Sj−i(j) we obtain the exact
sequence (taking into account that Exti
P
(Ki−j(j),Ωj′ (j′)) = 0 by 2.1.6)
0→ Exti
P
(Ωj−i(j),Ωj
′
(j′))→ Exti+1
P
(Ωj−i−1(j),Ωj
′
(j′))→ Exti+1
P
(Ki−j(j),Ωj′(j′)).
Since also Exti+1
P
(Ki−j(j),Ωj′ (j′)) = 0 by 2.2.1, the claim follows by induction on
i. Applying Hom
P
(−,Ωj′(j′)) to Sj−j′−i(j) (for i = 0, 1) gives the exact sequence
Extj
′
P
(Ωj−j
′−1−i(j),Ωj
′
(j′))
βj−j
′−i(j)∗−−−−−−−→ Extj′
P
(Kj′−j+i(j),Ωj′ (j′))
αj−j
′−i(j)∗−−−−−−−−→ Extj′
P
(Ωj−j
′−i(j),Ωj
′
(j′))→ Extj′+1
P
(Ωj−j
′−1−i(j),Ωj
′
(j′)) = 0
(the last term is 0 by part 5 of 2.2.1, as j < n). Now βj−j
′
(j)∗ ◦ αj−j′−1(j)∗ =
(dj
′−j
K• )
∗ = 0 (this follows from the fact that dj
′−j
K• is a minimal morphism and
Extj
′
P
(O(l),Ωj′ (j′)) ∼= Hj′(P,Ωj′ (j′ − l)) = 0 for j′ 6= l if 0 < j′ < n, as we can
assume here), whence also βj−j
′
(j)∗ = 0, because αj−j
′−1(j)∗ is surjective. Thus
αj−j
′
(j)∗ is an isomorphism and
HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) ∼= Extj′
P
(Kj′−j(j),Ωj′ (j′)).
On the other hand, by 2.1.6 we have
Extj
′
P
(Kj′−j(j),Ωj′(j′)) ∼= Hj′(P,Ωj′ (j′)⊗Kj′−j(j)∨)
∼= Hj′ (P,Ωj′(j′)⊗ Kˆj′−j(j)∨) ∼= Hj′(P,Ωj′ ⊗K Λj−j′(P1)∨) ∼= Λj−j′(P∨1 ).

Remark 2.3.7. One can check that, under the isomorphisms given by 2.3.6,
composition of morphisms in Q]n−|w|,0[ corresponds to multiplication in Λ(P
∨
1 ).
Corollary 2.3.8. If X
f−→ Y g−→ Z are morphisms in Ô with f or g minimal,
then g ◦ f is minimal, too.
Proof. It follows from 2.3.4 and the fact that HomQ]n−|w|,0[(Ω
j(j),Ωj
′
(j′)) = 0
if j < j′ and Hom
P
(O(l),O(l′)) = 0 if l > l′. 
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2.4. Uniqueness of the minimal resolution
Lemma 2.4.1. If f : L → L is a minimal morphism in Ô, then f is nilpotent.
Proof. Let L =⊕l∈ZO(l)al⊕0<j<n Ωj(j)bj . First notice that g := fn−1 ∈
HomO(L,L), i.e. g = 0 in HomQ(L,L): this follows easily from the fact that
for 0 < j, j′ < n the component of f from Ωj(j)bj to Ωj
′
(j′)bj′ is zero in HomQ
if j ≤ j′ (by 2.3.6 if j < j′ and because f is minimal if j = j′). Therefore we
can write g = g′′ ◦ g′ with L g
′
−→ M g
′′
−→ L and M ∈ O, and then the morphism
h := (g′ ◦ g′′)2 = g′ ◦ g ◦ g′′ :M→M is minimal by 2.3.8. Now it is clear that h
is nilpotent (because ∀l, l′ ∈ Z the component of f from O(l)al to O(l′)al′ is zero if
l ≥ l′), say hm = 0. Then g2m+1 = g′′ ◦ hm ◦ g′ = 0, whence also f is nilpotent. 
Corollary 2.4.2. Ωj
P
(l) is indecomposable for 0 ≤ j ≤ n and ∀l ∈ Z.
Proof. Since the statement is independent of l, we can take l = j. By 2.3.6
HomQ]n−|w|,0[(Ω
j(j),Ωj(j)) ∼= K
and it is clearly generated by idΩj(j). Now assume that Ω
j(j) ∼= F ⊕ G with
F 6= 0 6= G, and let f : Ωj(j) → Ωj(j) be the morphism corresponding to idF .
Then ∀λ ∈ K the morphism f − λidΩj(j), being not nilpotent, is not minimal,
i.e. its image in HomQ]n−|w|,0[(Ω
j(j),Ωj(j)) is not zero. We have thus obtained a
contradiction. 
Proposition 2.4.3. Every bounded complex of Ô is isomorphic in Kb(Ô) to
a minimal complex, which is unique up to isomorphism in Cb(Ô). Moreover, a
morphism between two minimal complexes is an isomorphism in Cb(Ô) if and only
if it is an isomorphism in Kb(Ô).
Proof. We will show that every L• ∈ Kb(Ô) is isomorphic to a minimal
complex by induction on rk(L•) :=∑i∈Z rk(Li), the case rk(L•) = 0 being trivial.
We can assume L• is not minimal, and then L• must be of the form (for some
i ∈ Z)
· · · → Li−1
ai−1
bi−1

−−−−−−→ Li =
L˜i
⊕
A
ai ci
bi s

−−−−−−−→ Li+1 =
L˜i+1
⊕
A
(
ai+1 ci+1
)
−−−−−−−−−−→ Li+2 → · · ·
with A = Ωj(j) for some 0 < j < n or A = O(l) for some l ∈ Z and with
s an isomorphism (this is clear if A = O(l), whereas if A = Ωj(j), just notice
that by 2.3.6 s must be of the form λ(id + f) with λ ∈ K∗ and f nilpotent by
2.4.1). The condition diL• ◦ di−1L• = 0 is equivalent to bi−1 = −s−1 ◦ bi ◦ ai−1 and
(ai − ci ◦ s−1 ◦ bi) ◦ ai−1 = 0 and the condition di+1L• ◦ diL• = 0 is equivalent to
ci+1 = −ai+1 ◦ ci ◦ s−1 and ai+1 ◦ (ai − ci ◦ s−1 ◦ bi) = 0. It follows that
· · · → Li−1 a
i−1
−−−→ L˜i a
i−ci◦s−1◦bi−−−−−−−−−→ L˜i+1 a
i+1
−−−→ Li+2 → · · ·
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is a complex, denoted by L˜•. It is easy to see that the maps
L˜• =· · · −−−−→ L˜i−1 d
i−1
L˜•−−−−→ L˜i d
i
L˜•−−−−→ L˜i+1 d
i+1
L˜•−−−−→ L˜i+2 −−−−→ · · ·yf• yid y( id−s−1◦bi ) y( id0 ) yid
L• =· · · −−−−→ Li−1 d
i−1
L•−−−−→ L˜i ⊕A d
i
L•−−−−→ L˜i+1 ⊕A d
i+1
L˜•−−−−→ L˜i+2 −−−−→ · · ·yg• yid y( id 0 ) y( id −ci◦s−1 ) yid
L˜• =· · · −−−−→ L˜i−1 d
i−1
L˜•−−−−→ L˜i d
i
L˜•−−−−→ L˜i+1 d
i+1
L˜•−−−−→ L˜i+2 −−−−→ · · ·
define morphisms of complexes, which are inverse isomorphisms in Kb(Ô). Indeed,
g•◦f• = idL˜• and ∀j ∈ Z idLj−f j◦gj = hj+1◦djL•+dj−1L• ◦hj, where hj : Lj → Lj−1
is defined by
hi+1 :=
(
0 0
0 s−1
)
, hj = 0 if j 6= i+ 1.
Since rk(L˜•) < rk(L•), by induction L˜• (and then also L•) is isomorphic to a
minimal complex.
It remains to prove the last statement (which clearly implies the uniqueness of
the minimal complex in Cb(Ô)), namely that if f• : L• → M• is a morphism in
Cb(Ô) inducing an isomorphism in Kb(Ô) with L• and M• minimal, then f• is
an isomorphism in Cb(Ô). Let g• :M• → L• in Cb(Ô) be such that f• and g• are
inverse isomorphisms in Kb(Ô). g• ◦f• being homotopic to idL• means that ∀i ∈ Z
there exist maps hi : Li → Li−1 such that, setting ai := di−1L• ◦ hi + hi+1 ◦ diL• , we
have gi ◦ f i = idLi − ai. By 2.3.8 each ai is minimal, and then, by 2.4.1, ∃m ∈ N
such that (ai)m = 0. Thus, setting si :=
∑m−1
j=0 (a
i)j , we obtain
idLi = (idLi)
m−(ai)m = (idLi−ai)◦si = si◦(idLi−ai) = (gi◦f i)◦si = si◦(gi◦f i),
so that gi ◦ f i is an isomorphism. In the same way, the fact that f• ◦ g• is ho-
motopic to idM• implies that also f
i ◦ gi is an isomorphism, whence f i and gi are
isomorphisms ∀i ∈ Z. 
Remark 2.4.4. With obvious modifications, the same result holds, of course,
also for a complex a twist of which is in Kb(Ô).
Remark 2.4.5. It is clear from the proof of 2.4.3 that if L•,M• ∈ Kb(Ô)
are isomorphic, M• is minimal and L• is minimal with respect to some A (with
A = Ωj(j) for some 0 < j < n or A = O(l) for some l ∈ Z), then the coefficients of
A in Li and Mi are the same ∀i ∈ Z.
Corollary 2.4.6. Given F• ∈ Db(Coh(P)) there exist unique (up to isomor-
phisms) minimal complexes X • ∈ Cb(O]−|w|,0]) and Y• ∈ Cb(Ô]n−|w|,0[) such that
F• ∼= X • ∼= Y• in Db(Coh(P)).
Proof. It follows immediately from 2.2.4 and 2.4.3. 
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2.5. Explicit form of the minimal resolution
Lemma 2.5.1. Let E(1), . . . , E(r) be distinct vector bundles on P of the form
O(l) (l ∈ Z) or Ωj(j) (0 < j < n) and let U• be a minimal complex in Cb(Ô) with
U i = ⊕rk=1 Eaik(k). Assume that there exist h ∈ {1, . . . , r} and L• ∈ Cb(Coh(P))
such that hi(P,L• ⊗ E(k)) = δh,kδi,0. Then ∀i ∈ Z there is a natural isomorphism
Eaih(h) ∼= E(h) ⊗K Hi(P,L• ⊗ U•).
Moreover, if φ• : U• → V• is a morphism in Cb(Ô) with V• also minimal
and V i = ⊕rk=1 Ebik(k), let φi(h) be the component of φi from Eaih(h) to Ebih(h). With the
above identifications, if E(h) = O(l) for some l ∈ Z, then φi(h) is the natural map
idO(l) ⊗K Hi(P,L• ⊗ φ•), whereas if E(h) = Ωj(j) with 0 < j < n, then the image
of φi(h) in HomQ coincides with that of idΩj(j) ⊗K Hi(P,L• ⊗ φ•).
Proof. ∀m ∈ Z by A.3.3 there is a morphism of distinguished triangles in
Kb(Coh(P))
(2.5.1)
U<m[−1]
δ•
U≤m,m−−−−−→ Um[−m] i•−−−−→ U≤m p
•
−−−−→ U<myφ<m[−1] yφm[−m] yφ≤m yφ<m
V<m[−1]
δ•
V≤m,m−−−−−→ Vm[−m] j
•
−−−−→ V≤m q
•
−−−−→ V<m
(where i• and j• are the natural inclusions and p• and q• the natural projections).
Let’s denote for simplicity by F the functor Γ(P,L• ⊗ −)0 (so that RiF =
Hi(P,L• ⊗−)). We are going to show by induction on m that
RiF (U<m) ∼=
{
R0F (U i) if i < m
0 if i ≥ m , R
iF (δ•U≤m,m) = 0
∀i,m ∈ Z (and similarly for V•, of course), and that RiF (φ<m) can be identified
with R0F (φi) if i < m.
Since the above equations are trivially true for m << 0, we have only to
prove the inductive step from m to m + 1. Applying F to (2.5.1) and taking into
account that, by induction, RiF (δ•U≤m,m) = R
iF (δ•V≤m,m) = 0, we obtain ∀i ∈ Z a
commutative diagram with exact rows
0 −−−−→ Ri−mF (Um) R
iF (i•)−−−−−→ RiF (U≤m) R
iF (p•)−−−−−→ RiF (U<m) −−−−→ 0yRi−mF (φm) yRiF (φ≤m) yRiF (φ<m)
0 −−−−→ Ri−mF (Vm) R
iF (j•)−−−−−→ RiF (V≤m) R
iF (q•)−−−−−→ RiF (V<m) −−−−→ 0.
For i 6= m we have Ri−mF (Um) = Ri−mF (Vm) = 0 by hypothesis, so that RiF (p•)
andRiF (q•) are isomorphisms (hence RiF (φ≤m) can be identified with RiF (φ<m)).
On the other hand, by the inductive hypothesis RmF (U<m) = RmF (V<m) = 0,
whence RmF (i•) and RmF (j•) are isomorphisms. It follows that (as wanted)
RiF (U≤m) ∼=
{
R0F (U i) if i ≤ m
0 if i > m
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(and similarly for V•) and that RiF (φ≤m) can be identified with R0F (φi) if i ≤ m.
It remains to prove that RiF (δ•U≤m+1,m+1) = 0. Now, for i 6= m + 1 this is true
because the target of the map is Ri−m−1F (Um+1) = 0 by hypothesis, whereas for
i = m+ 1 observe that dmU• = δ
•
U≤m+1,m+1
[m+ 1] ◦ i•[m] : Um → Um+1, so that
R0F (dmU•) = R
m+1F (δ•U≤m+1,m+1) ◦RmF (i•).
As R0F (dmU•) = 0 because d
m
U• is minimal (remember that R
0F (E(h)) ∼= K and that
each component of dmU• from E(h) to E(h) is nilpotent by 2.4.1) and as RmF (i•) is
an isomorphism, it follows that also Rm+1F (δ•
U≤m+1,m+1
) = 0.
∀i ∈ Z, taking m > i such that U<m = U•, we have therefore natural isomor-
phisms
Hi(P,L• ⊗ U•) = RiF (U•) ∼= RiF (U<m) ∼= R0F (U i) = H0(P,L• ⊗ U i)
(and similarly for V•) such thatHi(P,L•⊗φ•) can be identified with H0(P,L•⊗φi).
Then everything follows, as the hypothesis on L• implies that Eaih(h) ∼= E(h) ⊗K
H0(P,L• ⊗ U i) and that in this way φi(h) if E(h) = O(l) (respectively the image of
φi(h) in HomQ if E(h) = Ωj(j)) can be identified with idE(h) ⊗K H0(P,L• ⊗ φi). 
Definition 2.5.2. For −|w| < l ≤ 0 let M•(l) be the subcomplex of K•(−l)
defined by
Mj(l) :=
⊕
#I=−j,|wI |≤−l
O(−l − |wI |) ⊆
⊕
#I=−j
O(−l − |wI |) = Kj(−l)
∀j ∈ Z (it is a subcomplex because djK•(−l)(Mj(l)) ⊆Mj+1(l) ). Similarly, for n−|w| <
l < 0 we denote by N •(l) the subcomplex of K•(−l) defined by
N j(l) :=
⊕
#I=−j,|wI |<−l−j
O(−l − |wI |) ⊆
⊕
#I=−j
O(−l − |wI |) = Kj(−l)
∀j ∈ Z. Let moreover M˜•(l) and N˜ •(l) be the complexes defined by the exact se-
quences
0→M•(l) → K•(−l)→ M˜•(l)[1]→ 0,
0→ N •(l) → K•(−l)→ N˜ •(l)[1]→ 0.
Remark 2.5.3. By definition, we have
M˜j(l) ∼=
⊕
#I=1−j,|wI |>−l
O(−l − |wI |), N˜ j(l) ∼=
⊕
#I=1−j,|wI |>−l−j
O(−l − |wI |).
Remark 2.5.4. Mj(l) = M˜j(l) = N j(l) = N˜ j(l) = 0 if j < −n or j > 0. It is
also immediate to see that each Mj(l) (respectively M˜j(l)) contains only terms of
the form O(i) with 0 ≤ i ≤ −l (respectively −l − |w| ≤ i < 0). Similarly, each
N j(l) (respectively N˜ j(l)) contains only terms of the form O(i) with j < i ≤ −l
(respectively −l− |w| ≤ i < j).
Remark 2.5.5. Since K•(−l) ∼= 0 in Db(Coh(P)), the distinguished triangles
M˜•(l) −→ M•(l) −→ K•(−l) −→ M˜•(l)[1] and N˜ •(l) −→ N •(l) −→ K•(−l) −→ N˜ •(l)[1] imply
that M˜•(l) ∼=M•(l) and N˜ •(l) ∼= N •(l) in Db(Coh(P)).
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Lemma 2.5.6. There are the following isomorphisms in Db(Coh(P)):
(1) (M•(l))∨ ∼=M•(1−|w|−l)(1)[−n] for −|w| < l ≤ 0;
(2) (N •(l))∨ ∼= N •(n−|w|−l)(n)[−n] for n− |w| < l < 0.
Proof. Since the proofs are very similar, we prove only 1. Dualizing the
surjection K•(−l) ։ M˜•(l)[1] gives an injective map (M˜•(l))∨[−1] →֒ (K•(−l))∨.
Since (K•(−l))∨ ∼= K•(l + |w|)[−n − 1] by 2.1.1, we see that (M˜•(l))∨(−1)[n] can
be identified with a subcomplex of K•(−(1 − |w| − l)). Therefore, the natural
isomorphisms (∀j ∈ Z)
(M˜•(l))∨(−1)[n]j ∼= M˜−n−j(l) (1)∨ ∼=
⊕
#I=n+j+1,|wI |>−l
O(1− l − |wI |)∨
∼=
⊕
#I=n+j+1,|wI |>−l
O(l + |wI | − 1) ∼=
⊕
#Ic=−j,|wIc |<|w|+l
O(l + |w| − 1− |wIc |)
∼=
⊕
#J=−j,|wJ |≤|w|+l−1
O(|w|+ l − 1− |wJ |) ∼=Mj(1−|w|−l)
imply that (M˜•(l))∨(−1)[n] ∼= M•(1−|w|−l) in Cb(Coh(P)). Therefore, in view
of 2.5.5, there is an isomorphism (M•(l))∨ ∼= (M˜•(l))∨ ∼= M•(1−|w|−l)(1)[−n] in
Db(Coh(P)). 
Lemma 2.5.7. Let L•,F• ∈ Db(Coh(P)) and a ∈ Z. If Hi(P,Lm L⊗ F•) = 0
for i > a−m (respectively i < a−m)2 and ∀m ∈ Z, then Hi(P,L• L⊗ F•) = 0 for
i > a (respectively i < a).
Proof. We consider only the case with > (the other one is similar). L• being
bounded, it is enough to prove that Hi(P,L<m L⊗ F•) = 0 for i > a and ∀m ∈
Z. Since this is obviously true for m << 0, we can proceed by induction on
m. Applying the functor H0(P,− L⊗ F•) to the distinguished triangle L<m[−1]→
Lm[−m]→ L≤m → L<m we obtain ∀i ∈ Z an exact sequence
Hi−m(P,Lm L⊗F•)→ Hi(P,L≤m L⊗F•)→ Hi(P,L<m L⊗F•).
Now, if i > a, Hi(P,L<m L⊗ F•) = 0 by induction and Hi−m(P,Lm L⊗ F•) = 0 by
hypothesis (i−m > a−m), whence also Hi(P,L≤m L⊗F•) = 0. 
Theorem 2.5.8. Given F• ∈ Db(Coh(P)) let X • = X •(F•) ∈ Cb(O]−|w|,0])
and Y• = Y•(F•) ∈ Cb(Ô]n−|w|,0[) be the minimal complexes (which exist unique
up to isomorphisms by 2.4.6) such that F• ∼= X • ∼= Y• in Db(Coh(P)). Then
∀i ∈ Z we have
X i =
⊕
−|w|<j≤0
O(j) ⊗K Hi(P,F• ⊗M•(j)),
Yi =
⊕
n−|w|<j<0
O(j) ⊗K Hi(P,F• ⊗N •(j))
⊕
0≤j≤n
Ωj(j)⊗K Hi+j(P,F•(−j)).
2L⊗ denotes the left derived functor of ⊗.
44 2. BEILINSON’S THEOREM ON P(w)
Moreover, given φ• : F• → G• in Db(Coh(P)), let X •(φ•) : X •(F•)→ X •(G•) and
Y•(φ•) : Y•(F•)→ Y•(G•) be the induced morphisms in Kb(Coh(P)). Then ∀i ∈ Z
and for −|w| < j ≤ 0 the component of X i(φ•) from O(j)⊗K Hi(P,F• ⊗M•(j)) to
O(j)⊗KHi(P,G•⊗M•(j)) (respectively for n−|w| < j < 0 the component of Y
i
(φ•)
from O(j)⊗KHi(P,F•⊗N •(j)) to O(j)⊗KHi(P,G•⊗N •(j))) is given by the natural
map idO(j)⊗KHi(P, φ•⊗M•(j)) (respectively idO(j)⊗KHi(P, φ•⊗N •(j))), whereas for
0 ≤ j ≤ n the image of the component of Y i(φ•) from Ωj(j)⊗KHi+j(P,F•(−j)) to
Ωj(j)⊗K Hi+j(P,G•(−j)) in HomQ]n−|w|,0[ coincides with the image of the natural
map idΩj(j) ⊗K Hi(P, φ•(−j)).
Proof. Let E(j) := O(j) if n − |w| < j < 0 and E(j) := Ωj(j) if 0 ≤ j ≤ n.
Define moreover N •(l) := O(−l)[l] for 0 ≤ l ≤ n. Then, by 2.5.1, it is enough to
prove that the following formulas hold ∀i ∈ Z:
hi(P,M•(l)(j)) = δj,lδi,0 − |w| < j, l ≤ 0
hi(P,N •(l) ⊗ E(j)) = δj,lδi,0 n− |w| < j, l ≤ n.
Notice first that the case of N •(l) for 0 ≤ l ≤ n follows immediately from 2.1.6.
Since hi(P,Mm(l)(j)) = 0 for i > −m and ∀m ∈ Z (by 1.5.14 and 2.5.4), we have
hi(P,M•(l)(j)) = 0 if i > 0 by 2.5.7. Moreover, also hi(P,M˜m(l)(j)) = 0 for i < −m
and ∀m ∈ Z, and so hi(P,M•(l)(j)) = hi(P,M˜•(l)(j)) = 0 if i < 0, again by 2.5.7.
In a similar way (using 2.1.6 instead of 1.5.14 in the case 0 ≤ j ≤ n) one can prove
that hi(P,N •(l) ⊗ E(j)) = 0 if i 6= 0 for n− |w| < l < 0 and n− |w| < j ≤ n.
Therefore it is enough prove that χ(P,M•(l)(j)) = δj,l for −|w| < j, l ≤ 0 and
χ(P,N •(l)⊗E(j)) = δj,l for n−|w| < l < 0 and n−|w| < j ≤ n. Now, if −|w| < j, l ≤
0, by 1.5.14 and 2.5.4 we have χ(P,Mm(l)(j)) = h0(P,Mm(l)(j)) = h0(P,Km(j − l))
∀m ∈ Z, and so
χ(P,M•(l)(j)) =
∑
m
(−1)mχ(P,Mm(l)(j)) =
∑
m
(−1)mh0(P,Km(j − l))
=
∑
m
(−1)m
∑
#I=−m
pj−l−|wI | =
∑
I
(−1)#Ipj−l−|wI | = δj,l,
the last equality following from 2.1.5. Similarly one can prove that χ(P,N •(l)(j)) =
δj,l if n − |w| < l, j < 0. It remains to show that χ(P,N •(l) ⊗ Ωj(j)) = 0 if
n− |w| < l < 0 and 0 ≤ j ≤ n. Taking into account that Ωj(j) ∼= K≥−j(j)[−j] in
Db(Coh(P)), we have
χ(P,N •(l) ⊗ Ωj(j)) = χ(P,N •(l) ⊗K≥−j(j)[−j])
=
∑
#I≤j
(−1)#I−jχ(P,N •(l)(j − |wI |)) =
∑
#I≤j
∑
m
(−1)#I−j+mχ(P,Nm(l)(j − |wI |))
=
∑
#I≤j
∑
|wJ |<#J−l
(−1)#I−j+#Jpj−l−|wI |−|wJ |
(using the fact that χ(P,Nm(l)(j − |wI |)) = h0(P,Nm(l)(j − |wI |)), since j − l− |wI | −
|wJ | > −|w| if #I ≤ j and |wJ | < #J− l). Hence we can write χ(P,N •(l)⊗Ωj(j)) =
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x− y with
x :=
∑
#I≤j
∑
J
(−1)#I−j+#Jpj−l−|wI |−|wJ |,
y :=
∑
#I≤j
∑
|wJ |≥#J−l
(−1)#I−j+#Jpj−l−|wI |−|wJ |.
Using 2.1.5 we obtain
x =
∑
#I≤j
(−1)#I−j
∑
J
(−1)#Jpj−l−|wI |−|wJ |
=
∑
#I≤j
(−1)#I−jδ|wI |,j−l = (−1)j
∑
#I≤j,|wI |=j−l
(−1)#I .
On the other hand, observing that j−l−|wI |−|wJ | < 0 if #I > j and |wJ | ≥ #J−l,
again by 2.1.5 we have
y =
∑
|wJ |≥#J−l
(−1)j+#J
∑
I
(−1)#Ipj−l−|wI |−|wJ | =
∑
|wJ |≥#J−l
(−1)j+#Jδ|wJ |,j−l
= (−1)j
∑
|wJ |≥#J−l,|wJ |=j−l
(−1)#J = (−1)j
∑
#J≤j,|wJ |=j−l
(−1)#J .
Thus x = y and χ(P,N •(l) ⊗ Ωj(j)) = 0. 
Remark 2.5.9. Of course, in the particular case w = (1, . . . , 1), the above
resolutions coincide with the usual Beilinson’s resolutions on Pn, taking into account
that Coh(P
n
) is equivalent to Coh(Pn) by 1.4.14 and 1.5.6. Indeed, in this case
n− |w| = −1, and so Yi(F•) =⊕0≤j≤n Ωj(j)⊗KHi+j(Pn,F•(−j)). On the other
hand, M•(j) = K≥j(−j), which is isomorphic in Db(Coh(P
n
)) to Ω−j(−j)[−j] for
−n = 1− |w| ≤ j ≤ 0, whence X i(F•) =⊕0≤j≤nO(−j)⊗KHi+j(Pn,F•⊗Ωj(j)).
The complexesM•(j) and N •(j) (including O(−j)[j] for 0 ≤ j ≤ n) which appear
in the resolutions of 2.5.8 are uniquely determined as objects of Db(Coh(P)). More
precisely, we have the following result.
Proposition 2.5.10. If P• ∈ Db(Coh(P)) is such that for some −|w| < a ≤ 0
and ∀F• ∈ Db(Coh(P)) the coefficient of O(a) in X i(F•) is given by hi(P,F•⊗P•),
then P• ∼= M•(a) in Db(Coh(P)). Similarly, if Q• ∈ Db(Coh(P)) is such that for
some n−|w| < b < 0 (respectively 0 ≤ b ≤ n) and ∀F• ∈ Db(Coh(P)) the coefficient
of O(b) (respectively Ωb(b)) in Yi(F•) is given by hi(P,F• ⊗Q•), then Q• ∼= N •(a)
(respectively Q• ∼= O(−b)[b]) in Db(Coh(P)).
Proof. Possibly after substituting P• with X •(P•(1− |w|))(|w| − 1), we can
assume that P• is minimal in Cb(O[0,|w|[). Then, by 2.5.8 and by the hypothesis
on P•, we have ∀i ∈ Z:
P i(1− |w|) =
⊕
−|w|<j≤0
O(j) ⊗K Hi(P,P•(1 − |w|)⊗M•(j))
=
⊕
−|w|<j≤0
O(j) ⊗K Hi(P,M•(a)(1− |w|)⊗M•(j)).
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AsM•(a) is also minimal in Cb(O[0,|w|[) (so thatM•(a) = X
•
(M•(a)(1−|w|))(|w|−1)),
the last term is equal to Mi(a)(1 − |w|), whence P i = Mi(a) ∀i ∈ Z. Similarly,
P˜• := X •(P•(1))(−1) (which is minimal in Cb(O[−|w|,0[)) is such that P˜ i = M˜i(a)
∀i ∈ Z.
Since Exti
P
(P˜ l,Pm) = 0 for i > 0 and ∀l,m ∈ Z, it follows from A.5.3 that
HomKb(Coh(P))(P˜•,P•)
∼−→ HomDb(Coh(P))(P˜•,P•). Choosing α : P˜• → P• whose
image in Db(Coh(P)) is an isomorphism, it is clear that L• := MC(α•) satisfies
the following properties: L• ∼= 0 in Db(Coh(P)) (i.e., L• is an exact complex),
L• is minimal and Li = Ki(−a) ∀i ∈ Z. It is easy to see that this implies that
L• ∼= K•(−a) in Cb(Coh(P)) (L≥−n and K≥−n(−a) are isomorphic as complexes
because they are both X • resolutions of O(−a − |w|)[n + 1], and it is immediate
to check that an isomorphism L≥−n → K≥−n(−a) extends to an isomorphism
L• → K•(−a)). Therefore P•, which is a subcomplex of L• ∼= K•(−a) by definition
of mapping cone, can be identified with M•(a).
In a similar way (always using the X • resolution) one can prove that Q• ∼= N •(b)
or Q• ∼= O(−b)[b]. 
Proposition 2.5.11. The left dual of (O, . . .O(|w| − 1)) (which is a full and
strong exceptional sequence of Db(Coh(P)) by 2.2.6) is the (full exceptional by
A.2.5) sequence (M•(1−|w|)[1− |w|], . . . ,M•(l)[l], . . .M•(0)).
Proof. We will prove more generally that L(j)O(i) ∼= M•(−j)(i − j)[−j] for
0 ≤ j ≤ i < |w|. We proceed by induction on j, the case j = 0 being clear, since
M•(0) ∼= O. For j > 0, by definition, there is a distinguished triangle in Db(Coh(P))
L(j)O(i)→ H• u−→ L(j−1)O(i)→ (L(j)O(i))[1],
where H• :=⊕k∈Z(HomDb(Coh(P))(O(i − j)[k], L(j−1)O(i)) ⊗K O(i − j)[k]) and u
is the natural morphism. We can assume L(j−1)O(i) =M•(1−j)(i+ 1− j)[1− j] by
induction, whence we have
Hp = HomDb(Coh(P))(O(i − j)[−p], L(j−1)O(i))⊗K O(i− j)
∼= Hp(P, (L(j−1)O(i))(j − i))⊗K O(i − j) ∼= Hp+1−j(P,M•(1−j)(1))⊗K O(i − j)
∀p ∈ Z. Now, hp+1−j(P,M•(1−j)(1)) is the coefficient of O(1 − j) in X
p+1−j
(O(1))
by 2.5.8, and, as X •(O(1)) is clearly given by K<0(1)[−1], we obtain
hp+1−j(P,M•(1−j)(1)) = #{I |#I = j − p, |wI | = j}.
Using A.5.3 it is immediate to see that u is actually a morphism of Kb(Coh(P));
then we can assume that L(j)O(i) =MC(u)[−1], so that we have
(L(j)O(i))p = Hp ⊕ (L(j−1)O(i))p−1 = Hp ⊕Mp−j(1−j)(i+ 1− j)
∼= O(i−j)#{I |#I=j−p,|wI |=j}
⊕
#I=j−p,|wI |≤j−1
O(i−|wI |) ∼=
⊕
#I=j−p,|wI |≤j
O(i−|wI |)
=Mp−j(−j)(i− j) =M•(−j)(i− j)[−j]p.
It is also easy to check that the differential of L(j)O(i) can be identified with that
of M•(−j)(i− j)[−j]. 
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Remark 2.5.12. One can also prove directly that (M•(1−|w|), . . . ,M•(0)) is a
(full) exceptional sequence of Db(Coh(P)) (see A.2.3). Indeed, for −|w| < j, l ≤ 0
and ∀k ∈ Z we have (taking into account 2.5.6)
HomDb(Coh(P))(M•(l),M•(j)[k]) ∼= Hk(P, (M•(l))∨ ⊗M•(j))
∼= Hk(P,M•(1−|w|−l)(1)[−n]⊗M•(j)) ∼= Hk−n(P,M˜•(1−|w|−l)(1)⊗M•(j)).
Now, by 2.5.8 the dimension of this K–vector space is the coefficient of O(j) in
X k−n(M˜•(1−|w|−l)(1)). But M˜•(1−|w|−l)(1) is minimal in Cb(O]−|w|,0]) (by 2.5.4), so
that it coincides with X •(M˜•(1−|w|−l)(1)). Therefore
X k−n(M˜•(1−|w|−l)(1)) ∼= M˜k−n(1−|w|−l)(1) ∼=
⊕
#I=n−k+1,|wI |≥|w|+l
O(|w| + l − |wI |),
and we conclude that
dimKHomDb(Coh(P))(M•(l),M•(j)[k]) = #{I |#I = n− k + 1, |wI | = |w|+ l − j}
= #{I |#Ic = k, |wIc | = j − l} = #{J |#J = k, |wJ | = j − l}.
As this number is 0 if l > j and δk,0 if l = j, we see that (M•(1−|w|), . . . ,M•(0))
is really an exceptional sequence (it is also full, since it clearly generates the same
triangulated subcategory as {O, . . . ,O(|w| − 1)}). Moreover, the above formula
shows that, for general w, there do not exist integers ki (for −|w| < i ≤ 0) such
that (M•(1−|w|)[k1−|w|], . . . ,M•(0)[k0]) is also strong. Indeed, a necessary condition
for the existence of such ki is clearly that |wJ | = |wJ′ | implies #J = #J ′, and it
is not difficult to prove that a necessary and sufficient condition is w0 = · · · = wn
(in this case one can take ki = qi + ari , where i = qiw0 − ri with 0 ≤ ri < w0 and
a0, . . . , aw0−1 ∈ Z are arbitrary).
Remark 2.5.13. Under the equivalence of categories mentioned in 2.2.7, the
complexes M•(l) correspond to the B–modules denoted by Q−l in [AKO].
2.6. Some computations of the minimal resolution
The explicit computation of Hi(P,F• ⊗M•(j)) or Hi(P,F• ⊗ N •(j)) is quite
difficult in general. In the latter case, however, one can always reduce to consider
a similar problem on the weighted projective space given by the weights wi > 1, as
we are going to see.
Lemma 2.6.1. Let w = (w0, . . . ,wn) be such that wm+1 = · · · = wn = 1 for
some m ≤ n and let w′ := (w0, . . . ,wm). Then, denoting by ι : P(w′) → P(w) the
closed immersion of graded schemes induced by the natural epimorphism of graded
rings P(w)→ P(w′), ∀j ∈ Z there is an isomorphism of graded sheaves on P(w′)
ι∗Ωj
P(w)
(j) ∼=
⊕
0≤k≤j
Ωk
P(w′)
(k)(
n−m
j−k ).
Proof. Applying ι∗ to the exact sequence
K−j−2(w) ∼=
⊕
#I=j+2
O
P(w)(−|wI |)
d−j−2
K•
(w)−−−−→ K−j−1(w) ∼=
⊕
#I=j+1
O
P(w)(−|wI |)→ ΩjP(w) → 0
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and twisting by j gives the exact sequence
ι∗K−j−2(w) (j)
ϕ:=ι∗d−j−2
K•
(w)
(j)
−−−−−−−−−→ ι∗K−j−1(w) (j)→ ι∗ΩjP(w)(j)→ 0.
Since ι∗O
P(w)(l)
∼= O
P(w′)(l) ∀l ∈ Z, we have ι∗K−j−h(w) (j) ∼=
⊕
J⊆{m+1,...,n}Ah(J),
where
Ah(J) :=
⊕
#I=j+h−#J
O
P(w′)(j −#J − |w′I |) ∼= K#J−j−h(w′) (j −#J).
As ι∗(xl) = 0 for l > m, it is clear that the component of ϕ from A2(J) to A1(J ′)
is 0 if J 6= J ′ and can be identified with d#J−j−2K•
(w′)
(j−#J) if J = J
′. Therefore
ι∗Ωj
P(w)
(j) ∼=
⊕
J⊆{m+1,...,n}
cokerd#J−j−2K•
(w′)
(j−#J)
∼=
⊕
J⊆{m+1,...,n}
Ωj−#J
P(w′)
(j −#J) ∼=
⊕
0≤k≤j
Ωk
P(w′)
(k)(
n−m
j−k ).

Corollary 2.6.2. With the same notation used in 2.6.1, we have
hi(P(w),F• ⊗N •(j)) = hi(P(w′), Lι∗(F•)⊗N •(j))
∀i ∈ Z, ∀F• ∈ Db(Coh(P(w))) and for n− |w| = m− |w′| < j < 0.
Proof. Since ι∗Y•(F•) ∼= Lι∗(Y•(F•)) ∼= Lι∗(F•) in Db(Coh(P(w′))), by
2.6.1 the resolution ι∗Y•(F•) of Lι∗(F•) only involves the sheaves of the form
Ωj
P(w′)
(j) for 0 ≤ j ≤ m and O
P(w′)(l) for m− |w′| < l < 0. As ι∗Y
•
(F•) is clearly
minimal with respect to each O
P(w′)(l), the result follows from 2.5.8 and 2.4.5. 
The following result (which will be used in chapter 3) shows that, up to twist,
the Beilinson resolutions commute with taking the dual.
Lemma 2.6.3. ∀F• ∈ Db(Coh(P)) there are isomorphisms in Cb(Coh(P))
X •(F•)∨(1− |w|) ∼= X •(RHomP(F•,O(1 − |w|))),
Y•(F•)∨(n− |w|) ∼= Y•(RHomP(F•,O(n− |w|))).
Proof. It is clear that X •(F•)∨(1− |w|) ∼= RHomP(F•,O(1 − |w|)) := G• in
Db(Coh(P)). Since O(j)∨(1−|w|) ∼= O(1−|w|−j), X •(F•)∨(1−|w|) only involves
sheaves of the form O(j) for −|w| < j ≤ 0. As it is also clearly minimal, it must
coincide with X •(G•). Similarly, the statement about Y• follows from the fact that
O(j)∨(n− |w|) ∼= O(n− |w| − j) and Ωj(j)∨(n− |w|) ∼= Ωn−j(n− j). 
In the case of Pn it is known (see [AO] and [EFS]) that in the Beilinson
resolution with the Ωj(j) every component of the differential from Ωj(j) to Ωj−1(j−
1) is given by the “natural” map. We are going to see that, in a weaker form, the
same fact is true in the weighted case, as well. Fix 0 < j ≤ n: by 2.3.6 there is a
natural isomorphism
HomQ]n−|w|,0[(Ω
j(j),Ωj−1(j − 1)⊗K P1) ∼= P∨1 ⊗K P1 ∼= HomK(P1,P1).
Let’s denote by υ the morphism corresponding to idP1 .
2.6. SOME COMPUTATIONS OF THE MINIMAL RESOLUTION 49
Proposition 2.6.4. ∀F• ∈ Db(Coh(P)), ∀i ∈ Z and for 0 < j ≤ n the image
in HomQ]n−|w|,0[ of the component
f ij(F•) : Ωj(j)⊗K Hi+j(P,F•(−j))→ Ωj−1(j − 1)⊗K Hi+j(P,F•(1 − j))
of di
Y
•
(F•)
can be identified with the natural map
Ωj(j)⊗K Hi+j(P,F•(−j))
fij (F
•)
//
υ⊗id

Ωj−1(j − 1)⊗K Hi+j(P,F•(1 − j))
Ωj−1(j − 1)⊗K P1 ⊗K Hi+j(P,F•(−j))
id⊗m
22fffffffffffffffffffffff
where m : P1⊗KHi+j(P,F•(−j))→ Hi+j(P,F•(1− j)) is the multiplication map.3
Proof. Given ϕ ∈ Hi+j(P,F•(−j)) = Ri+jΓ(P,F•(−j))0, by A.4.1 (since
Γ(P,−(−j))0 ∼= HomP(O(j),−)) we can consider ϕ as a morphism from O(j)[−i−j]
to F•. It follows from 2.5.8 that there is a commutative diagram in HomQ]n−|w|,0[
Ωj(j)⊗K H0(P,O) ∼= Ωj(j)
fij (O(j)[−i−j])−−−−−−−−−−→ Ωj−1(j − 1)⊗K H0(P,O(1))yid⊗ϕ yid⊗ϕ
Ωj(j)⊗K Hi+j(P,F•(−j))
fij (F
•)−−−−→ Ωj−1(j − 1)⊗K Hi+j(P,F•(1− j)).
It is then clear that it is enough to prove that f ij(O(j)[−i− j]) = f−jj (O(j)) = υ.
Let’s assume for simplicity that wi > 1 if and only if 0 ≤ i ≤ m for some
0 ≤ m ≤ n, so that H0(P,O(1)) ∼= P1 = 〈xm+1, . . . , xn〉. It is immediate to check
that the maps
gl : K l−1(j) =
⊕
#I=1−l
P(j)dxI → K l(j − 1)⊗K P1 = (
⊕
#I=−l
P(j − 1)dxI)⊗K P1
dxI 7→
∑
i∈I,i>m
(−1)#{k∈I | k<i}dxI\{i} ⊗ xi
define a morphism of complexes g• : K•(j)[−1] → K•(j − 1). By definition of
Ωj and Ωj−1 it is clear that restricting (g•)∼ yields a morphism of complexes
(concentrated in positions between −j and 0) ψ• : U• → V• ⊗K P1, where
U• = 0→ Ωj(j)→ K−j(j)
−d−j
K•(j)−−−−−→ · · ·
−d−2
K•(j)−−−−−→ K−1(j)→ 0,
V• = 0→ Ωj−1(j − 1)→ K1−j(j − 1)
d1−j
K•(j−1)−−−−−−→ · · ·
d−1
K•(j−1)−−−−−−→ K0(j − 1)→ 0.
As U• ∼= O(j) and V• ∼= 0 in Db(Coh(P)), by A.2.1 MC(ψ•[−1]) ∼= U• ∼= O(j).
Denoting by W• the minimal complex isomorphic to MC(ψ•[−1]) in Kb(Ô), it
is then easy to see that W i = 0 for i < −j or i > 0, W−j = Ωj(j), W1−j =
Ωj−1(j − 1)⊗K P1⊕L with L ∈ O[n−|w|,0], that the component of d−jW• from Ωj(j)
to Ωj−1(j − 1)⊗K P1 is given by ψ−j and that W≥2−j ∈ Kb(O]n−|w|,j−2]) (notice
that ψ0 is surjective, so that no term of the form O(j − 1) survives). Applying
3Remember that, by 1.5.14, P1 is naturally isomorphic to H0(P,O(1)).
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Y• to the distinguished triangle W<2−j [−1] → W≥2−j → W• → W<2−j yields a
distinguished triangle in Kb(Ô]n−|w|,0[)
Y•(W<2−j)[−1]→ Y•(W≥2−j)→ Y•(W•)→ Y•(W<2−j).
For j − 1 ≤ l ≤ n and ∀i ∈ Z, as Hi(P,Wm(−l)) = 0 for m ≥ 2 − j, by 2.5.7
we have Hi(P,W≥2−j(−l)) = 0, whence Y•(W≥2−j) contains no term of the form
Ωl(l) for j − 1 ≤ l ≤ n. Since moreover W<2−j can be identified with Y•(W<2−j)
and Y•(O(j)) with Y•(W•), it follows that f−jj (O(j)) is given by ψ−j . It is not
difficult to check that its image in HomQ]n−|w|,0[ is υ. 
2.7. The theorem on P(w)
From 2.5.8 we can obtain also a weaker version of the theorem for Coh(P).
Proposition 2.7.1. Each of the two sets of coherent sheaves on P
{O(j) | − |w| < j ≤ 0}, {O(j) |n− |w| < j < 0} ∪ {Ωj(j) | 0 ≤ j ≤ n}
generates Db(Coh(P)) as a triangulated category.
Proof. Since −0 : Coh(P) → Coh(P) is exact and essentially surjective by
1.4.13, ∀G ∈ Coh(P) there exists F ∈ Coh(P) such that F0 ∼= G, and then X •(F)0
and Y•(F)0 are two resolutions of G. The result follows, as Ωj
P
(l)0 ∼= ΩjP(l) ∀j, l ∈
Z. 
Remark 2.7.2. It is clear that, as in 2.2.4, one can define functors
FP : K
b(M]−|w|,0])→ Db(Coh(P)), GP : Kb(M̂]n−|w|,0[)→ Db(Coh(P))
and the above result implies that they are essentially surjective, but, of course, they
are not fully faithful if w 6= (1, . . . , 1). Indeed, even assuming w normalized, one
still has
HomP(Syz
j(l), Syzj
′
(l′))
∼−→ HomP(Ωj(l),Ωj′(l′))
(this can be proved as in 2.2.3, since the natural map Pl → HomP(O(l′),O(l + l′))
is an isomorphism ∀l, l′ ∈ Z by [D, lemma 4.1]), but (as we already observed in
[Ca1]) the vanishing result analogous to 2.2.2 is not true.
Remark 2.7.3. In the notation of the above proof, X •(F)0 and Y•(F)0 are
resolutions of G, and they are minimal (at least assuming w normalized), but they
are not unique in general. To see this, just observe that if w 6= (1, . . . , 1), there
exists 0 6= F ∈ Coh(P) such that F0 = 0, and clearly X •(F)0 6= 0 6= Y•(F)0.
On the other hand, there are at least two functorial choices for F , namely
G ⊗OP OP and HomP(OP,G), which don’t coincide in general (anyway, they are at
least both 0 if G = 0!).
Remark 2.7.4. −0 : Coh(P)→ Coh(P), being exact and essentially surjective,
clearly induces a surjective morphism of Grothendieck groups K0(P) ։ K0(P)
(where, of course,K0(P) is defined from Coh(P)). 2.2.4 easily implies that K0(P) ∼=
Z|w| (a basis is given by the elements of O or of D), and it is proved in [A] that
K0(P) ∼= Zn+1.
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We conclude by remarking that the two Beilinson–type resolutions described
in [Ca1] are both (non minimal) of the above forms. This is clear for the first one,
whereas for the second one, the point is that the sheaves of logarithmic differentials
introduced there actually decompose as direct sums of sheaves OP(j). Indeed, in
the notation of [Ca1], it is easy to see that if ∅ 6= I ⊆ {0, . . . , n}, there is an
isomorphism of P–modules
Ω¯jP(log x
I) ∼=
⊕
J∩I=∅
P(−|wJ |)(
#I−1
j−#J).
It follows that if 0 6= χ ∈ µ∗w, there is an isomorphism of sheaves on P
Ω¯j
P
(log xI)(j − |χ|) ∼=
⊕
J∩I(χ)=∅
OP(j − |χ| − |wJ |)(
#I(χ)−1
j−#J ).
Notice that
(
#I(χ)−1
j−#J
)
> 0 if and only if j + 1 −#I(χ) ≤ #J ≤ j, and that in this
case n− |w| < j− |χ| − |wJ | < 0 (since J ∩ I(χ) = ∅). Therefore the sheaves not of
the form Ωj
P
(j) (for 0 ≤ j ≤ n) which appear in the second resolution of [Ca1, thm.
4.1], all decompose as direct sums of sheaves of the form OP(j) for n− |w| < j < 0.
2.8. Application: a splitting criterion
Beilinson’s theorem can be used to give a simple proof of Horrock’s splitting
criterion for vector bundles (or, more generally, torsion–free sheaves) on Pn (see
[H]). Here we will show that also this result can be easily extended to the weighted
case. Of course, F ∈Mod(P) will be called torsion–free if ∀p ∈ P, given σ ∈ O
P,p
and τ ∈ Fp, στ = 0 implies σ = 0 or τ = 0.
In the following we will assume that the dimension n of P = P(w) is > 0.
Lemma 2.8.1. Let 0 6= F ∈ Coh(P) be a torsion–free sheaf. Then ∃k ∈ Z such
that h0(P,F(k)) 6= 0 and h0(P,F(j)) = 0 for j < k.
Proof. Since ∃m ∈ Z such that h0(P,F(m)) 6= 0 (because Γ(F)∼ ∼= F 6=
0 by 1.5.13, and so Γ(F) 6= 0), it is enough to prove that h0(P,F(j)) = 0 for
j << 0. Notice that if 0 6= σ ∈ H0(P,F(j)), then ∀i ∈ N multiplication by σ
induces an injective map H0(P,O(i)) →֒ H0(P,F(i + j)) (because F is torsion–
free), whence h0(P,F(i+ j)) ≥ pi. Setting d := gcd(w0, . . . ,wn), let c ∈ N be such
that h0(P,F(j)) ≤ c for 0 ≤ j < d. It is clear that there exists l ∈ N such that
pdl′ > c if l
′ ≥ l, and then h0(P,F(j)) = 0 if j ≤ −dl. 
Proposition 2.8.2. Let F ∈ Coh(P) be a torsion–free sheaf. Then F de-
composes as a direct sum of line bundles O(l) if and only if Hi(P,F(j)) = 0 for
0 < i < n and ∀j ∈ Z.
Proof. The other implication following immediately from 1.5.14, we can as-
sume that 0 6= F ∈ Coh(P) is a torsion–free sheaf. By 2.8.1 ∃k ∈ Z such that
h0(P,F(k)) 6= 0 and h0(P,F(j)) = 0 for j < k, and we claim that Yi(F(k)) = 0
for i < 0. Indeed, by the choice of k it is clear that if i < 0 and 0 ≤ j ≤ n
then Hi+j(P,F(k − j)) = 0. Moreover, for n − |w| < j < 0 and ∀m ∈ Z we
have Hi(P,F(k) ⊗ N˜m(j)) = 0 if i < −m, whence by 2.5.7 Hi(P,F ⊗ N •(j)) =
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Hi(P,F ⊗ N˜ •(j)) = 0 for i < 0, and the claim follows from 2.5.8. Therefore there is
an injective morphism of graded sheaves on P
φ =
(
φ0
φ′
)
: F(k) →֒ Y0(F(k)) = O ⊗K H0(P,F(k))⊕ E .
As H0(P, E) = 0, we see that H0(P, φ0) is an isomorphism, and then it is clear that
there exists ψ : O ⊗K H0(P,F(k)) → F(k) such that φ0 ◦ ψ = id, which implies
that F ∼= O(−k)⊗KH0(P,F(k))⊕F ′. If F ′ 6= 0, we can repeat the procedure with
F ′ in place of F , and so on: we conclude in a finite number of steps because F is
coherent. 
The above result can be formulated also for ordinary sheaves on P. Observe
that if F ∈ Coh(P) is torsion–free, then F0 ∈ Coh(P) is also torsion–free, but the
converse is not true in general. On the other hand, we have the following result.
Lemma 2.8.3. If G ∈ Coh(P) is torsion–free, then F := HomP(OP,G) ∈
Coh(P) is torsion–free, too.
Proof. Given p ∈ P, let R := O
P,p and M := Gp ∈ mod(R0). We have
to prove that if M is a torsion–free R0–module, then, given f ∈ HomR0(Ri,M)
and r ∈ Rj (for some i, j ∈ Z), f(rRi−j) = 0 implies f = 0 or r = 0. Assume
on the contrary f 6= 0 (say f(s) 6= 0 for some s ∈ Ri) and r 6= 0. As R is a
quasi–standard domain, ∃t ∈ Rd invertible for some d > 0, and rd = r′tj for some
0 6= r′ ∈ R0. Since f(rRi−j) = 0, we have also f(rdRi−dj) = f(r′tjRi−dj) = 0,
whence f(r′Ri) = 0 (because t
j : Ri−dj
∼−→ Ri). In particular, 0 = f(r′s) = r′f(s),
which implies r′ = 0 (whence r = 0) or f(s) = 0, a contradiction. 
Corollary 2.8.4. Let G ∈ Coh(P) be a torsion–free sheaf. Then G de-
composes as a direct sum of sheaves of the form O(l) (l ∈ Z) if and only if
Hi(P,HomP(O(j),G)) = 0 for 0 < i < n and ∀j ∈ Z.
Proof. Assume first that G ∼=⊕mOP(m)am and notice that ∀j, l ∈ Z ∃k ∈ Z
such that HomP(O(j),O(l)) ∼= O(k) (see the proof of 2.1.4). Then the required
vanishing result follows from the fact that Hi(P,O(k)) = 0 for 0 < i < n.
Conversely, let F := HomP(OP,G) ∈ Coh(P): then by 1.4.15 we have
Hi(P,F(j)) ∼= Hi(P,Fj) ∼= Hi(P,HomP(O(−j),G)) = 0
for 0 < i < n and ∀j ∈ Z. As F is torsion–free by 2.8.3, it follows from 2.8.2 that
F ∼=⊕mOP(m)am , whence G ∼= F0 ∼=⊕mOP(m)am . 
Remark 2.8.5. If P = Pn, this result is a particular case of the equivalence
(described in [W]) between the stable category of vector bundles on Pn and a
suitable subcategory of Db(Mod(P)). We believe that also this more general result
can be extended to the (graded) weighted case.
CHAPTER 3
The theorem on weighted canonical projections
In this chapter we prove the main result of this paper, namely an extension
to the (graded) weighted case of the theorem by Catanese and Schreyer on good
birational canonical projections of surfaces of general type proved in [CS] (where
the case, which we will not consider, of good projections of degree 2 is also treated).
We will work over a fixed algebraically closed field K of characteristic 6= 2.1
Using standard notation, if S0 is a minimal surface of general type, KS0 will denote
a canonical divisor on S0 and ωS0 := OS0(KS0) ∼= Ω2S0 the dualizing sheaf. We recall
that the basic numerical invariants of S0 are:
the geometric genus pg(S0) := h
0(S0, ωS0) = h
2(S0,OS0);
the irregularity q(S0) := h
1(S0,OS0) = h1(S0, ωS0);
the self–intersection of the canonical divisor K2S0 .
S0 being of general type, the plurigenera h
0(S0, ω
m
S0
) (for m > 1) are given by
χ(OS0) + m(m−1)2 K2S0 (where χ(OS0) := χ(S0,OS0) = 1 + pg(S0)− q(S0)). Thus all
the cohomology groups of all the powers of ωS0 are completely determined by pg(S0),
q(S0) and K
2
S0
: indeed, we have also H0(S0, ω
m
S0
) = 0 if m < 0, H1(S0, ω
m
S0
) = 0
if m 6= 0, 1 and, by Serre duality, H2(S0, ωmS0) ∼= H0(S0, ω1−mS0 )∨ ∀m ∈ Z. Notice
that, in particular, χ(S0, ω
m
S0
) = χ(OS0) + m(m−1)2 K2S0 ∀m ∈ Z.
After extending in a natural way the notion of weighted canonical projection
to the graded setting, we will show that the datum of a good birational weighted
canonical projection φ : S → Y ⊂ P (where S is the standard graded scheme
S0(ωS0) and P = P(w) is a 3–dimensional weighted projective space) is equivalent
to the datum of a symmetric minimal morphism α : (O⊕E)∨(−1−|w|)→ O⊕E of
vector bundles on P, satisfying some conditions, which are just the graded weighted
versions of those appearing in the theorem by Catanese and Schreyer described in
the introduction.
To this purpose, we first prove that for every good weighted canonical projection
φ : S→ Y ⊂ P there exists a short exact sequence in Coh(P)
0→ (O ⊕ E)∨(−1− |w|)
α=
α(1)
α′

−−−−−−−→ O ⊕ E → φ∗OS → 0,
where E = E(φ) is a direct sum of vector bundles of the form Ωj(j − 2) for j =
0, 1, 2 and O(j − 2) for 3 − |w| < j < 0, and α is a minimal (in the sense of
2.3.2) but possibly not symmetric morphism. This is obtained as follows: setting
F := (φ∗OS)(2), the Beilinson resolution Y•(F) provided by 2.5.8 turns out to
1This assumption is needed both in the proof of 3.3.5 and for some standard results about
pluricanonical maps of surfaces of general type, which are well known in characteristic 0 (see e.g.
[BPV]) and whose proofs can be found in [Ek] in the case of positive characteristic.
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be a symmetric complex, which however is not yet the one we are looking for.
Indeed, the most delicate point is to prove that Y•(F) is quasi–isomorphic to a
length 1 complex, which (twisted by O(−2)) yields the wanted exact sequence.
For this we use the functoriality of the Beilinson resolution, applied to the natural
morphism O(2)→ F : here difficulties come from the fact that in general Y•(O(2))
is not a subcomplex of Y•(F) (as it is if w = (1, 1, 1, 1) and deg(Y0) > 2). Anyway,
eventually we manage (again, under the mild assumption deg(Y0) > 2) to determine
the explicit form of the vector bundle E , in which the coefficients of the Ωj(j − 2)
depend only on pg(S0), q(S0), K
2
S0
and w (the examples of chapter 4 will show that
instead the complicated expressions we get for the coefficients of the O(j−2) really
depend on φ).
We also prove that an exact sequence as above is unique up to isomorphism,
and this fact implies that α can be chosen to be symmetric, provided φ is birational.
Then, as in the case of projections to P3, the main result needed to complete the
proof of the theorem is that the rank condition Irk(E)(α) = Irk(E)(α′) is satisfied if
and only if cokerα is a graded sheaf of commutative OY–algebras.
3.1. Weighted canonical projections
Let S0 be a minimal surface of general type. The canonical ring of S0 is the
positively graded ring
R = R(S0, ωS0) :=
⊕
d≥0
H0(S0, ω
d
S0).
It is well known that R is a noetherian domain, so thatR ∈ PRing. The canonical
model of S0 is X0 := ProjR. X0 is a surface with only rational double points as
singularities and there is a natural birational morphism π0 : S0 → X0, which
contracts (−2)–curves (i.e. curves C ∼= P1 with C2 = −2, CKS0 = 0). ωX0 ∼=
OX0(1) is an ample invertible sheaf (X0 is Gorenstein), and there are isomorphisms
∀m ∈ Z:
π∗0ω
m
X0
∼= ωmS0 , π0∗ωmS0 ∼= ωmX0 .
The singularities of X0 being rational means that R
1π0∗(OS0) = 0, and this implies
that Hi(S0, ω
m
S0
) ∼= Hi(X0, ωmX0) ∀m ∈ Z.
Let S be the standard graded scheme S0(ωS0) (i.e. S has the same topological
space as S0 and OS =
⊕
d∈Z ω
d
S0
) and let X := ProjR. Although R is usually not
generated by R1 as an R0 = K–algebra, we have the following result.
Lemma 3.1.1. X is a standard graded scheme.
Proof. Since the linear system |mKX0 | is base point free for m >> 0 (m ≥ 4),
∀p ∈ X = ProjR there exist s ∈ Rm \ p and t ∈ Rm+1 \ p for some m. Then
t/s ∈ (Rp)1 is an invertible element, i.e. Rp is standard. 
By 1.4.9 the natural isomorphism π∗0ωX0
∼= ωS0 induces an extension of π0 to
a morphism of graded schemes π : S→ X such that π# is an isomorphism. Notice
moreover that, since ωX0
∼= OX0(1), 3.1.1 and 1.5.21 imply that also ωX ∼= OX(1);
by definition of S it is also clear that ωS ∼= OS(1).
Let w ∈ Nn+1+ for some n > 0. By 1.5.8 the choice of sections
σi ∈ H0(S,OS(wi)) ∼= H0(S0, ωwiS0 ) i = 0, . . . , n
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determines a rational map φ : S 99K P(w) (and also φ0 : S0 99K P(w)), called a
weighted canonical projection. φ always factors through π : S → X, i.e. φ = ψ ◦ π
(and φ0 = ψ0 ◦ π0), where the rational map ψ : X → P(w) is the one induced by
the morphism of graded rings
̺ : P(w)→R
xi 7→ σi
determined by the chosen sections.
Definition 3.1.2. A weighted canonical projection φ (or φ0) is called good if
it is a morphism; it is called birational if it is birational onto the image.
Remark 3.1.3. φ0 is good if and only if φ is good if and only if ψ (and ψ0) is
a morphism. By 1.5.12 this happens if and only if ̺ is a finite morphism, and in
this case ψ and ψ0 are also finite.
Remark 3.1.4. φ (respectively φ0) is good birational if and only if ψ (respec-
tively ψ0) is a morphism which is birational onto the image. This happens if and
only if ̺ is finite and ∃p ∈ Phom+ such that p /∈ ker ̺ and ̺p : Pp → Rp (respectively
̺(p) : P(p) → R(p)) is surjective. It is thus clear that if φ is good birational, then
φ0 is good birational, too, but the converse is not true in general (see 3.3.2).
Remark 3.1.5. If φ0 is good birational, then ψ0 is the normalization morphism
(because it is finite and birational and X0 is normal).
Keeping the notation introduced so far, from now on we will assume that φ :
S → P = P(w) is a good weighted canonical projection with w ∈ N4+ (i.e. n =
dimP = 3). We will denote by Y (respectively Y0) the image of φ in P (respectively
of φ0 in P). As Y is a hypersurface in P, we have Y = ProjP/(f) (and Y0 =
ProjP/(f)), where f ∈ P = P(w) is a homogeneous irreducible polynomial which
generates ker̺.2
Now we are going to prove a result on relative duality for the morphism ψ :
X → P, which will be needed to obtain a symmetric resolution of ψ∗OX ∼= φ∗OS.
For later use, we will prove it under more general hypotheses. So, let γ : Z → P
be a finite morphism, where Z is a (necessarily quasi–standard by 1.4.6) graded
scheme with Z0 of dimension 2.
3 ∀i ∈ N let E i := ExtiP(γ∗OZ , ωP), and observe that
E i ∈ Coh(P) by 1.3.18 (γ∗OZ is coherent because γ is a finite morphism).
Lemma 3.1.6. If H3−i(Z,OZ(j)) = 0 for j << 0, then E i = 0. In particular,
E0 = 0.
Proof. As E i ∼= Γ(E i)∼ by 1.5.13, in order to prove that E i = 0 it is enough
to show that H0(P, E i(d)) = 0 for d >> 0. By 1.5.17 ∀i ∈ Z ∃m ∈ N such that
H0(P, E i(d)) ∼= Exti
P
(γ∗OZ , ωP(d)) ∼= ExtiP(γ∗OZ(−d), ωP)
∀d > m. By Serre duality and since γ is an affine morphism we have
Exti
P
(γ∗OZ(−d), ωP) ∼= H3−i(P, γ∗OZ(−d))∨ ∼= H3−i(Z,OZ(−d))∨,
2It is easy to see that deg(f) = (K2S0
∏3
i=0 wi)/deg(ψ0).
3Actually, with obvious modifications, everything holds for arbitrary dimensions of Z and P.
Indeed, the proofs of the following results are essentially a rewriting of those of [H1, III, lemma
7.3, lemma 7.4, prop. 7.5], where it is proved that every closed subscheme of Pn has a dualizing
sheaf.
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and everything follows. 
As clearly E1 ∈ Coh(P) ∩Mod(γ∗OZ), by 1.3.16 there exists unique (up to
isomorphism) D ∈ Coh(Z) such that E1 ∼= γ∗D.
Lemma 3.1.7. ∀F ∈ Coh(Z) there is a functorial isomorphism
HomZ(F ,D) ∼= Ext1P(γ∗F , ωP).
Proof. ∀G ∈ Qcoh(P) let γ!G ∈ Qcoh(Z) be the graded sheaf (which exists
unique up to isomorphism by 1.3.16) such that γ∗γ
!G ∼= HomP(γ∗OZ ,G). It is easy
to see that γ! : Qcoh(P)→ Qcoh(Z) is right adjoint of γ∗ : Qcoh(Z)→ Qcoh(P).
Taking an injective resolution I• of ω
P
in Qcoh(P), we have natural isomor-
phisms
γ∗H
i(γ!I•) ∼= Hi(γ∗γ!I•) ∼= Hi(HomP(γ∗OZ , I•)) ∼= Ext
i
P(γ∗OZ , ωP) = E i
∀i ∈ N. In particular, it follows from 3.1.6 that H0(γ!I•) = 0. Since moreover γ!Ij
is injective in Qcoh(Z) (HomQcoh(Z)(−, γ!Ij) ∼= HomQcoh(P)(γ∗−, Ij) is exact
because composition of two exact functors), γ!I• splits as J • ⊕ L• with L• exact
and J 0 = 0. Therefore
γ∗D ∼= E1 ∼= γ∗H1(γ!I•) ∼= γ∗H1(J •),
whence D ∼= H1(J •) = ker d1J • by 1.3.16. We have then natural isomorphisms
HomZ(F ,D) ∼= kerHomZ(F , d1J •) ∼= H1(HomZ(F ,J •)) ∼=
∼= H1(HomZ(F , γ!I•)) ∼= H1(HomP(γ∗F , I•)) ∼= Ext1P(γ∗F , ωP).

Proposition 3.1.8. Let γ : Z → P be a finite morphism of graded schemes with
Z0 of dimension 2. Then Z has a dualizing sheaf ωZ and γ∗ωZ ∼= Ext1P(γ∗OZ , ωP).
Proof. Using 3.1.7, Serre duality on P and the fact that γ is a finite morphism,
we see that ∀F ∈ Coh(Z) there are natural isomorphisms
HomZ(F ,D) ∼= Ext1P(γ∗F , ωP) ∼= H2(P, γ∗F)∨ ∼= H2(Z,F)∨.
Then D ∼= ωZ by definition of dualizing sheaf, whence γ∗ωZ ∼= Ext1P(γ∗OZ , ωP). 
3.2. Construction of the resolution
Keeping the notation introduced so far, in this section we set F := (ψ∗OX)(2) ∼=
ψ∗(OX(2)) ∈ Coh(P) (the twist is necessary in order to have a symmetric Beilinson
resolution).
Lemma 3.2.1. RHom
P
(F ,O(3 − |w|)) ∼= F [−1] in Db(Coh(P)). More explic-
itly,
ExtiP(F ,OP(3− |w|)) ∼=
{
F if i = 1
0 if i 6= 1 .
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Proof. As H3−i(X,OX(j)) ∼= H3−i(X0, ωjX0) = 0 for j < 0 if i 6= 1, by 2.1.4
and 3.1.6 ExtiP(F ,OP(3− |w|)) ∼= Ext
i
P(ψ∗OX, ωP)(1) = 0 if i 6= 1, and by 3.1.8
Ext1P(F ,OP(3− |w|)) ∼= Ext
1
P(ψ∗OX, ωP(1)) ∼= ψ∗ωX(1) ∼= F .

Let Y• := Y•(F) and, for 3− |w| < j < 0 and ∀i ∈ Z let yij := hi(P,F ⊗N •(j))
be the coefficient of O(j) in Yi.
Lemma 3.2.2. (Y•)∨(3−|w|) ∼= Y•[−1] in Cb(Coh(P)). Moreover, for 3−|w| <
j < 0 we have yij = 0 if i > 0 or i < −1 and y−13−|w|−j = y0j := yj.
Proof. By 3.2.1 and 2.6.3 (Y•)∨(3−|w|) ∼= Y•[−1] in Cb(Coh(P)). Therefore
yij = y
−i−1
3−|w|−j for 3−|w| < j < 0 and ∀i ∈ Z, so that it remains to prove that yij = 0
if i > 0. Taking into account that Hi(P,F(l)) ∼= Hi(X0, ωl+2X0 ), it is immediate to
check that Hi(P,F ⊗ Nm(j)) = 0 for 3 − |w| < j < 0 and for i > −m. The result
then follows from 2.5.7. 
By 2.5.8 Y• has therefore the following form:
0→ Ω2(2)→
O(3 − |w|)χ(OS0 )+K2S0
⊕Ω2(2)q(S0) ⊕ Ω1(1)pg(S0)⊕
3−|w|<j<0O(j)y3−|w|−j
→
Oχ(OS0 )+K2S0
⊕Ω1(1)q(S0) ⊕ Ω2(2)pg(S0)⊕
3−|w|<j<0O(j)yj
→ Ω1(1)→ 0.
Lemma 3.2.3. Here we don’t assume that the dimension n of P(w) is 3. The
Beilinson resolution Y•(O(2)) is given by the following complex
0→ Ω2(2)→ Ω1(1)p1
⊕
n−|w|<j<0
O(j)z−1j → Op2
⊕
n−|w|<j<0
O(j)z0j → 0,
where z−1j = #{i < i′ |wi,wi′ > 1,wi +wi′ = 2− j} and z0j = #{i |wi = 2− j}.
Proof. By 2.5.8 the only non trivial part is to show that hi(P(w),N •(j)(2)) = zij
for n − |w| < j < 0 and ∀i ∈ Z (where zij := 0 if i 6= 0, 1). We can assume
that there exists m ≤ n such that wi = 1 if and only if i > m. Then, setting
w′ := (w0, . . . ,wm), by 2.6.2 we have h
i(P(w),N •(j)(2)) = hi(P(w′),N •(j)(2)) (since
Lι∗O
P(w)(2)
∼= ι∗OP(w)(2) ∼= OP(w′)(2)). The complex on P(w′) (obtained truncat-
ing K•(w′)(2)[−1])
0→ Ω2(2)→ K−2(2) ∼=
⊕
i<i′
O(2 − w′i − w′i′)→ K−1(2) ∼=
⊕
i
O(2 − w′i)→ 0
is a minimal resolution of O
P(w′)(2) and is in C
b(Ô]m−|w′|,0[). Therefore, by the
uniqueness of the minimal Beilinson resolution, it must coincide with Y•(O
P(w′)(2)).
It follows that hi(P(w′),N •(j)(2)) = zij . 
Lemma 3.2.4. For 3− |w| < j < 0 the natural map
H−1(P, ψ#(2)⊗N •(j)) : H−1(P,N •(j)(2)) ∼= Kz
−1
j → H−1(P,F ⊗N •(j)) ∼= Ky3−|w|−j
is injective.
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Proof. Let A• :=MC(ψ#(2)): then there is an exact sequence
· · · → H−2(P,A• ⊗N •(j))→ H−1(P,N •(j)(2))→ H−1(P,F ⊗N •(j))→ · · · ,
so that it is enough to prove that H−2(P,A• ⊗N •(j)) = 0 for 3 − |w| < j < 0. By
2.5.7 this will follow if we show that Hi(P,A• ⊗ N˜m(j)) = 0 for i < −1 − m and
∀m ∈ Z. By the exact sequence
Hi(P,F ⊗ N˜m(j))→ Hi(P,A• ⊗ N˜m(j))→ Hi+1(P, N˜m(j)(2))→ Hi+1(P,F ⊗ N˜m(j))
this is a consequence of the fact that Hi(P,F⊗N˜m(j)) = 0 and Hi+1(P, ψ#(2)⊗N˜m(j))
is injective ∀m ∈ Z and ∀i < −1 −m (this last fact is straightforward to check, if
one remembers that Hi(P,F(l)) ∼= Hi(X0, ωl+2X0 ), taking into account 2.5.4). 
Let Z• be the exact complex
0→ Ω2(2)→ Ω1(1)p1
⊕
3−|w|<j<0
O(j)z−1j → Op2
⊕
3−|w|<j<0
O(j)z0j → O(2)→ 0
obtained by adding O(2) to its left resolution Y•(O(2)) (with Z1 = O(2)). The
morphism Y•(ψ#(2)) : Y•(O(2))→ Y• = Y•(F) extends naturally to a morphism
ϕ• : Z• → Y• in Kb(Coh(P)) (observe that
Hom
P
(Z1,Y1) = Hom
P
(O(2),Ω1(1)) ∼= H0(P,Ω1(−1)) = 0
by 2.1.7). We will moreover denote by Z˜• the (exact) complex (Z•)∨(3− |w|) and
by ϕ˜• the morphism
ϕ˜• := (ϕ•)∨(3− |w|) : Y•[−1] ∼= (Y•)∨(3 − |w|)→ Z˜•
in Kb(Coh(P). Notice that Z˜−1 = O(1−|w|) and (by 2.6.3) Z˜≥0 ∼= Y•(O(1−|w|)),
which is therefore given by
0→ O(3 − |w|)
p2⊕
3−|w|<j<0O(j)z
0
3−|w|−j
→ Ω
2(2)p1⊕
3−|w|<j<0O(j)z
−1
3−|w|−j
→ Ω1(1)→ 0.
Lemma 3.2.5. HomKb(Coh(P))(Z•, Z˜•[1]) = 0.
Proof. Let d• := d•Z• , d˜
• := d•
Z˜•[1]
, and assume that α• : Z• → Z˜•[1]
0 −−−−→ Z−2 = Ω2(2) d−2−−−−→ Z−1 d−1−−−−→ Z0 d0−−−−→ O(2) = Z1 −−−−→ 0yα−2 yα−1 yα0 yα1
0 −−−−→ Z˜−1 = O(1− |w|) d˜−2−−−−→ Z˜0 d˜−1−−−−→ Z˜1 d˜0−−−−→ Ω1(1) = Z˜2 −−−−→ 0
is a morphism of complexes. Since Hom
P
(O(2),Ω1(1)) = 0, we have α1 = 0, and,
by duality, also α−2 = 0. Therefore α−1 ◦ d−2 = 0, and so α−1 factors through
im d−1 = kerd0. As Ext1
P
(O(2), Z˜0) ∼= H1(P, Z˜0(−2)) = 0 by 1.5.14, it follows that
α−1 actually factors through d−1, say α−1 = β ◦d−1 for some β : Z0 → Z˜0. Setting
γ := α0 − d˜−1 ◦ β, we have γ ◦ d−1 = 0, which implies that γ = β′ ◦ d0 for some
β′ : O(2) → Z˜1. As Hom
P
(O(2), Z˜1) ∼= H0(P, Z˜1(−2)) = 0 by 2.1.7, we see that
α0 = d˜−1 ◦ β, and this proves that α• is homotopic to zero. 
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Consider the distinguished triangle of Kb(Coh(P))
Y•[−1] ϕ˜
•
−−→ Z˜• j(ϕ˜
•)−−−→MC(ϕ˜•) p(ϕ˜
•)−−−→ Y• ϕ˜
•[1]−−−→ Z˜•[1].
As Z˜• ∼= 0 in Db(Coh(P)), by A.2.1 [p(ϕ˜•)] is an isomorphism in Db(Coh(P)).
Moreover, ϕ˜•[1] ◦ϕ• = 0 by 3.2.5, so that, again by A.2.1, ϕ• = p(ϕ˜•) ◦ η• for some
η• : Z• →MC(ϕ˜•) in Kb(Coh(P)). Again because Z• ∼= 0 in Db(Coh(P)), we see
that [j(η•)] : MC(ϕ˜•) → MC(η•) is an isomorphism, i.e. there are isomorphisms
in Db(Coh(P))
MC(η•) ∼=MC(ϕ˜•) ∼= Y• ∼= F .
Proposition 3.2.6. In the notation introduced so far, let W• ∈ Kb(Ô) be the
minimal complex isomorphic to MC(η•) (W• exists unique up to isomorphism in
Cb(Ô) by 2.4.3). Then W• ∼= F in Db(Coh(P)) and, assuming that deg(f) > 2,
we have W i = 0 if i 6= −1, 0, W−1 ∼= (W0)∨(3− |w|) and
W0 = O(2)⊕Oχ(OS0 )+K2S0−p2 ⊕ Ω1(1)q(S0) ⊕ Ω2(2)pg(S0)−p1
⊕
3−|w|<j<0
O(j)cj(φ),
where cj(φ) := yj − z0j − z−13−|w|−j + kj + k3−|w|−j and (for 3 − |w| < l < 0)
kl := dimK kerH
0(P, ψ#(2) ⊗ N •(l)), except that −1 must be added to the above
formula for cj(φ) if |w| = 2wi − 1 (for some 0 ≤ i ≤ 3), j = 2 − wi, kj = 1 and
ϕ˜•[1] ◦ ϕ• 6= 0 ∈ Cb(Ô).4
Proof. By definition of mapping cone the complex V• :=MC(η•) is given by
0→ Z−2 → Y−2⊕Z−1 → Y−1⊕Z˜−1⊕Z0 → Y0⊕Z˜0⊕Z1 → Y1⊕Z˜1 → Z˜2 → 0
(with V−3 = Z−2 and V2 = Z˜2). Observe that V• ∈ Cb(Ô{1−|w|,2}∪]3−|w|,0[) and
that V• is already minimal with respect to O(2) and O(1 − |w|) ∼= O(2)∨(3 − |w|)
(because they appear, respectively, only in V0 and V−1, both with coefficient 1). As
for O, we have only O⊗KH0(P,O(2)) ⊂ Z0 ⊂ V−1 and O⊗KH0(P,F) ⊂ Y0 ⊂ V0,
and the map between them, being the restriction of η0 (which, by definition of η,
is the same as the restriction of ϕ0), is just idO ⊗ H0(P, ψ#(2)). As deg(f) > 2,
this last map is injective, and so O only survives in W0 with coefficient h0(P,F)−
h0(P,O(2)) = χ(OS0) +K2S0 − p2. Now we consider Ω1(1): we have
Ω1(1)⊗K H0(P,O(1)) ⊂ Z−1 ⊂ V−2,
Ω1(1)⊗K H0(P,F(−1)) ⊂ Y−1 ⊂ V−1,
Ω1(1)⊗K H1(P,F(−1)) ⊂ Y0 ⊂ V0,
Ω1(1)⊗K H2(P,F(−1)) ∼= Ω1(1)⊗K H0(P, ψ∗OX)∨ ⊂ Y1 ⊂ V1,
Ω1(1)⊗K H3(P,O(−|w|)) ∼= Ω1(1)⊗K H0(P,O)∨ ⊂ Z˜2 = V2.
The only non trivial maps between them in HomQ are the restriction of η
−1 (which
is the same as the restriction of ϕ−1) between the first two terms and the restriction
of ϕ˜2 = (ϕ−2)∨(3 − |w|) between the last two terms. The former is idΩ1(1) ⊗
H0(P, ψ#(1)) (which is injective) and the latter is idΩ1(1) ⊗ H0(P, ψ#)∨ (which
is an isomorphism). It follows that Ω1(1) only survives in W0 with coefficient
4With these assumptions, ϕ˜•[1] ◦ ϕ• ∈ Cb(Ô) only depends on the homotopy equivalence
class of ϕ•. We don’t know if it can actually happen that it is not 0.
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h1(P,F(−1)) = q(S0) and in W−1 with coefficient h0(P,F(−1)) − h0(P,O(1)) =
pg(S0)− p1 (notice that (Ω1(1)pg(S0)−p1)∨(3 − |w|) ∼= Ω2(2)pg(S0)−p1 , the expected
term in W0). In a completely similar way (or by symmetry, see 3.2.7) one can
proceed in the case of Ω2(2) and O(3 − |w|).
It remains to consider the case of O(j) for 3 − |w| < j < 0. ∀i ∈ Z we have
O(j)⊗K V ij ⊂ V i, where
V −2j = H
−1(P,N •(j)(2)),
V −1j = H
−1(P,F ⊗N •(j))⊕H0(P,N •(j)(2)),
V 0j = H
0(P,F ⊗N •(j))⊕H0(P,N •(3−|w|−j)(2))∨,
V 1j = H
−1(P,N •(3−|w|−j)(2))∨
and V ij = 0 if i < −2 or i > 1. Setting
hij := H
i(P, ψ#(2)⊗N •(j)) : Hi(P,N •(j)(2))→ Hi(P,F ⊗N •(j))
and remembering that Hi(P,F ⊗ N •(j)) ∼= H−1−i(P,F ⊗ N •(3−|w|−j))∨, it is clear
that the maps from O(j)⊗K V ij to O(j) ⊗K V i+1j are given by idO(j) ⊗ dij , where
d−2j =
(
h−1j
0
)
, d−1j =
(
0 h0j
(h03−|w|−j)
∨ g
)
, d0j =
(
(h−13−|w|−j)
∨ 0
)
for some g : H0(P,N •(j)(2)) → H0(P,N •(3−|w|−j)(2))∨ (observe that di+1j ◦ dij = 0
because V• is a complex and every morphism O(j) → E → O(j) is 0 by 2.3.4 if
E = Ωj′(j′) or E = O(l) for some l 6= j). Let’s denote by cij the coefficient of O(j)
in W i. As h−1j is injective by 3.2.4 (whence also (h−13−|w|−j)∨ is surjective), we see
that cij = 0 if i < −1 or i > 0. Then by symmetry (see 3.2.7) it is enough to show
that c0j = cj(φ). Let’s assume first that g = 0: in this case we have
c0j = dimK ker d
0
j/ im d
−1
j = dimV
0
j − dimV 1j − dim imh0j − dim imh03−|w|−j =
= yj + z
0
3−|w|−j − z−13−|w|−j − (z0j − kj)− (z03−|w|−j − k3−|w|−j) = cj(φ).
Suppose now that g 6= 0: we must have, in particular, h0(P,N •(j)(2)) = z0j 6= 0 and
h0(P,N •(3−|w|−j)(2)) = z03−|w|−j 6= 0. Assuming for simplicity w0 ≤ w1 ≤ w2 ≤ w3,
by 3.2.3 this happens if and only if |w| = 2w3− 1 (i.e. w3 = w0+w1+w2+1) and
j = 2 − w3 (notice that then j = 3 − |w| − j), in which case z02−w3 = 1 (whence
k2−w3 can only be 0 or 1). If k2−w3 = 0 (so that h
0
2−w3 is injective and (h
0
2−w3)
∨
is surjective), it is clear that im d−1j (and of course also kerd
0
j ) doesn’t depend on
g; therefore also in this case c0j = cj(φ). On the other hand, if k2−w3 = 1 (i.e.
h02−w3 = 0), dimK im d
−1
j increases by 1 (with respect to the case g = 0).
Thus, to conclude we have only to show that (under the hypothesis |w| = 2w3−1
and h02−w3 = 0) g = 0 if and only if ϕ˜
•[1] ◦ ϕ• = 0 ∈ Cb(Ô). Now, again by
3.2.3 it is clear that the restriction ξ of d−1V• from Z0 to Z˜0 is just idO(2−w3) ⊗
g, whence g = 0 if and only if ξ = 0. Denoting by d• the differential of Z•,
the fact that Hom
P
(Z1, Z˜0) = 0 implies that ξ = 0 if and only if ξ ◦ d−1 = 0.
Moreover, by definition of mapping cone ξ is also the component of η0 from Z0
to Z˜0, and the condition that η is a morphism of complexes easily implies (since
Hom
P
(Z−1, Z˜−1) = 0) that ξ ◦ d−1 = ϕ˜0 ◦ ϕ−1. Then it is enough to observe that
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if this last term is 0, also ϕ˜1 ◦ϕ0 = (ϕ˜0 ◦ϕ−1)∨(3− |w|) = 0, so that ϕ˜•[1] ◦ϕ• = 0
(in any case ϕ˜i+1 ◦ ϕi = 0 if i 6= −1, 0). 
Remark 3.2.7. A minimal complex L• ∈ Cb(Ô{1−|w|,2}∪]3−|w|,0[) with Li = 0
for i 6= −1, 0 and quasi–isomorphic to F is unique up to isomorphism in Cb(Coh(P))
(hence it must coincide with the complex W• defined in 3.2.6). Indeed, if M• is
another complex with the same properties, since Ext1
P
(L0,M−1) = 0 (as it is easy
to check), by A.3.4 and A.5.3 there are natural isomorphisms
Hom
P
(F ,F) ∼= HomDb(Coh(P))(L•,M•) ∼= HomKb(Coh(P))(L•,M•).
It follows that L• ∼=M• in Kb(Coh(P)), whence also in Cb(Coh(P)) by 2.4.3.
Moreover, it is clear a priori that L must satisfy L−1 ∼= L0(3 − |w|): applying
Hom
P
(−,O(3 − |w|)) to the exact sequence 0→ L−1 → L0 → F → 0, by 3.2.1 we
obtain the exact sequence
0→ (L0)∨(3− |w|)→ (L−1)∨(3− |w|)→ Ext1P(F ,O(3 − |w|)) ∼= F → 0.
Then the result follows from the uniqueness proved above.
3.3. Symmetric resolution
Definition 3.3.1. If φ : S → P is a good weighted canonical projection, let
E(φ) be the vector bundle on P defined by
E(φ) := O(−2)χ(OS0)+K2S0−p2 ⊕Ω1(−1)q(S0)⊕ (Ω2)pg(S0)−p1
⊕
3−|w|<j<0
O(j− 2)cj(φ),
with cj(φ) defined as in 3.2.6.
If φ : S→ P is a good weighted canonical projection and deg(f) > 2, it follows
from 3.2.6 that there is an exact sequence on P
(3.3.1) 0→ (O ⊕ E(φ))∨(−1− |w|) α−→ O ⊕ E(φ)→ φ∗OS ∼= ψ∗OX → 0,
where α is a minimal morphism.
From now on we will assume that φ is good birational (this implies that deg(f) >
2, as it is easy to see). We are going to prove that, with this hypothesis, also α in
(3.3.1) can be taken to be symmetric (i.e., α = α∨(−1− |w|)).
Lemma 3.3.2. φ is good birational if and only if gcd(w0,w1,w2,w3) = 1 and
φ0 is good birational.
Proof. First observe that, since S is standard, given s ∈ S, φ#s : OY,φ(s) →
OS,s is an isomorphism if and only if (φ#0 )s = (φ#s )0 is an isomorphism and φ(s) is
standard. Therefore it is enough to prove that the (open) set V of standard points
of Y is empty if and only if d := gcd(w0,w1,w2,w3) 6= 1. By 1.4.6 V = U ∩ Y,
where U denotes the set of standard points of P. Moreover, by 1.5.6, U = ∅ if
d 6= 1, whereas P \ U ⊆ V ((x0x1x2x3)) if d = 1. To conclude, just notice that, if
φ0 is birational, then Y * V ((x0x1x2x3)) (otherwise Y0 would be isomorphic to a
2–dimensional weighted projective space, which is a rational surface). 
Lemma 3.3.3. det(α) = λf for some λ ∈ K∗.
Proof. Similar to that of [C1, lemma 2.11]. 
Lemma 3.3.4. Hom
P
(ψ∗OX, ψ∗OX) ∼= K.
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Proof. Since ψ∗OX ∼= R∼P , HomP(R∼P ,R∼P) ∼= HomP(R,Γ(R∼P)) (by
1.5.13) and Γ(R∼P) ∼= R (∀m ∈ Z the natural map
Rm → Γ(R∼P)m = H0(P,R∼P(m)) ∼= H0(X,OX(m)) ∼= H0(X0, ωmX0)
is an isomorphism), it is enough to prove that HomP(R,R) ∼= K.
Given ϕ ∈ HomP(R,R), let λ := ϕ(1) ∈ R0 ∼= K. As ψ is birational, by 3.1.4
∃p ∈ Phom+ such that p /∈ ker̺ and ̺p : Pp → Rp is surjective. This means that
∀r ∈ R we can find m ∈ N and p′ ∈ P such that pmr = ̺(p′). Therefore
pmϕ(r) = ϕ(pmr) = ϕ(̺(p′)) = λ̺(p′) = pmλr.
As R is a domain and ̺(p) 6= 0, this implies that ϕ(r) = λr, whence ϕ = λidR. 
Proposition 3.3.5. If φ is a good birational weighted canonical projection,
then there exists an exact sequence on P
0→ (O ⊕ E(φ))∨(−1− |w|) α−→ O ⊕ E(φ)→ φ∗OS ∼= ψ∗OX → 0,
where α is a minimal morphism and α = α∨(−1− |w|).
Proof. Denoting O⊕ E(φ) by A, ∨(−1− |w|) by ∗ and Ext1P(−,O(−1− |w|))
by E, we already know that there is an exact sequence
0→ A∗ β−→ A π−→ φ∗OS → 0
with β minimal. Applying Hom
P
(−,O(−1− |w|)) we obtain the exact sequence
0→ A∗ β
∗
−→ A π′−→ E(φ∗OS)→ 0
and applying it once more we have also the exact sequence
0→ A∗ β−→ A π′′−−→ E(E(φ∗OS))→ 0
(since ∗∗ is naturally isomorphic to id). Notice that there exists a unique isomor-
phism ι : φ∗OS → E(E(φ∗OS)) such that π′′ = ι ◦ π. Choosing an isomorphism
ǫ : φ∗OS ∼−→ E(φ∗OS), we know from 3.2.7 that there exists (unique up to homo-
topy) an isomorphism of complexes
0 −−−−→ A∗ β−−−−→ A π−−−−→ φ∗OS −−−−→ 0yη yξ yǫ
0 −−−−→ A∗ β
∗
−−−−→ A π′−−−−→ E(φ∗OS) −−−−→ 0.
Applying Hom
P
(−,O(−1 − |w|)) to the above diagram yields the commutative
diagram
0 −−−−→ A∗ β−−−−→ A π−−−−→ φ∗OS −−−−→ 0yξ∗ yη∗ yE(ǫ)◦ι
0 −−−−→ A∗ β
∗
−−−−→ A π′−−−−→ E(φ∗OS) −−−−→ 0,
and applying it once more we obtain the commutative diagram
0 −−−−→ A∗ β−−−−→ A π−−−−→ φ∗OS −−−−→ 0yη yξ yE(E(ǫ)◦ι)◦ι
0 −−−−→ A∗ β
∗
−−−−→ A π′−−−−→ E(φ∗OS) −−−−→ 0.
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It follows that E(E(ǫ) ◦ ι) ◦ ι = ǫ. On the other hand, by 3.3.4 E(ǫ) ◦ ι = λǫ for
some λ ∈ K. Therefore, as E is K–linear,
ǫ = E(E(ǫ) ◦ ι) ◦ ι = E(λǫ) ◦ ι = λE(ǫ) ◦ ι = λ2ǫ,
whence λ = ±1. Moreover, since (η, ξ, ǫ) and (ξ∗, η∗, λǫ) are morphisms between
the same complexes, so is also
(η + λξ∗, ξ + λη∗, ǫ+ λ2ǫ = 2ǫ).
As 2ǫ is an isomorphism (here we are using the fact that the characteristic of K
is not 2), this morphism is actually an isomorphism by 3.2.7. This implies that
α := (ξ + λη∗) ◦ β is injective and satisfies cokerα ∼= cokerβ, so that there is an
exact sequence
0→ A∗ α−→ A→ φ∗OS → 0.
By 2.3.8 it is also clear that α is minimal. Moreover (using the above commutative
diagrams) we have
α∗ = [(ξ + λη∗) ◦ β]∗ = β∗ ◦ (ξ + λη∗)∗ = β∗ ◦ ξ∗ + λβ∗ ◦ η = η∗ ◦ β + λξ ◦ β = λα.
By 3.3.3 it cannot happen that λ = −1 (otherwise det(α) would be a square), i.e.
α∗ = α. 
The following result will be used only in chapter 4.
Corollary 3.3.6. Let φ : S → P be a good birational weighted canonical
projection and assume that γ : A := O ⊕ E(φ) → φ∗OS is a morphism such that
H1(P, γ(1)) and H0(P, γ(i)) ∀i ∈ Z are surjective (this implies that pg(S0) = p1).
Then
(1) γ is surjective and ker γ ∼= A∨(−1− |w|);
(2) if β : A∨(−1−|w|)→ A is a morphism such that γ◦β = 0 and H0(P, β(i))
is injective ∀i ∈ Z, then the sequence 0→ A∨(−1− |w|) β−→ A γ−→ φ∗OS →
0 is exact.
(3) if 0 → A∨(−1 − |w|) β−→ A γ−→ φ∗OS → 0 is an exact sequence, then
there exists an isomorphism δ : A∨(−1 − |w|) → A∨(−1 − |w|) such that
α := β ◦ δ is symmetric (α = α∨(−1− |w|)) and the sequence
0→ A∨(−1− |w|) α−→ A γ−→ φ∗OS → 0
is also exact.
Proof. γ is surjective because γ = Γ(γ)∼ by 1.5.13 and Γ(γ) is surjective by
hypothesis. In a similar way we can prove 2 (the hypothesis implies, by dimension
reasons, that
0→ H0(P,A∨(i − 1− |w|)) H
0(P,β(i))−−−−−−−→ H0(P,A(i)) H
0(P,γ(i))−−−−−−−→ H0(P, φ∗OS(i))→ 0
is exact ∀i ∈ Z). Setting J := kerγ, we claim that Ext1
P
(A,J ) = 0. Indeed, ∀j ∈ Z
there is an exact sequence
Hom
P
(O(j),A) HomP(O(j),γ)−−−−−−−−−→ Hom
P
(O(j), φ∗OS)→ Ext1P(O(j),J )→ Ext1P(O(j),A).
Since Hom
P
(O(j), γ) = H0(P, γ(−j)) is surjective and Ext1
P
(O(j),A) = 0 for j 6=
−1, we see that Ext1
P
(O(j),J ) = 0 for j 6= −1, whence it remains to show that
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Ext1
P
(Ω1(−1),J ) = 0 (recall that A does not contain Ω2, as pg(S0) = p1). Applying
Hom
P
(−,J ) to S1(−1) we obtain the exact sequence
Ext1
P
(K−1(−1),J )→ Ext1
P
(Ω1(−1),J )→ Ext2
P
(O(−1),J ) ∼= H2(P,J (1)).
By what we have already seen Ext1
P
(K−1(−1),J ) = 0 and the exact sequence
H1(P,A(1)) H
1(P,γ(1))−−−−−−−→ H1(P, φ∗OS(1))→ H2(P,J (1))→ H2(P,A(1))
shows that H2(P,J (1)) = 0, since H2(P,A(1)) = 0 and H1(P, γ(1)) is surjective
by hypothesis. Thus Ext1
P
(Ω1(−1),J ) = 0 and then also Ext1
P
(A,J ) = 0.
By 3.3.5 we know that there is an exact sequence of the form
0→ A∨(−1− |w|) α˜−→ A γ˜−→ φ∗OS → 0
with α˜ symmetric (and minimal). Denoting by U• the complex 0→ A∨(−1−|w|) α˜−→
A → 0 and by V• the complex 0→ J → A → 0, the same argument used in 3.2.7
shows that U• and V• are isomorphic in Kb(Coh(P)). Then, in particular, there
are morphisms of complexes g• : U• → V• and h• : V• → U• such that h• ◦ g•
is homotopic to idU• . By 2.4.3 this implies that h
• ◦ g• is an isomorphism in
Cb(Coh(P)), whence each hi is surjective. Being a surjective endomorphism of a
vector bundle, h0 : A → A is actually an isomorphism, and then it is clear that
also h−1 : J → A∨(−1− |w|) is an isomorphism. This proves 1.
As for 3, if 0 → A∨(−1 − |w|) β−→ A γ−→ φ∗OS → 0 is an exact sequence, then
by 3.2.7 there is an isomorphism of complexes
0 −−−−→ A∨(−1− |w|) α˜−−−−→ A γ˜−−−−→ φ∗OS −−−−→ 0yb ya yid
0 −−−−→ A∨(−1− |w|) β−−−−→ A γ−−−−→ φ∗OS −−−−→ 0.
It follows that the sequence 0→ A∨(−1− |w|) α:=a◦α˜◦a
∨(−1−|w|)−−−−−−−−−−−−−→ A γ−→ φ∗OS → 0
is exact and α∨(−1 − |w|) = α because α˜∨(−1 − |w|) = α˜. Moreover, α = β ◦ b ◦
a∨(−1− |w|) and b ◦ a∨(−1− |w|) is an isomorphism. 
3.4. Rank condition
We are going to prove a version of the result “rank condition = ring condition”
for a morphism of vector bundles on a graded scheme. As in [CS] (see also [JS]), we
prove it under weaker hypotheses than we will need: in particular, the morphism
is not assumed to be symmetric.
Let Z be a graded scheme. If E is a vector bundle of rank r on Z, the line
bundle Λr(E) will be denoted by det(E). As usual, for 0 ≤ k ≤ r the natural bilinear
map Λk(E)× Λr−k(E)→ det(E) is a perfect pairing.
Given a morphism of vector bundles α : G → F on Z, ∀k ∈ N we will denote by
Ik(α) the graded ideal sheaf of k × k minors of α. More precisely, Ik(α) is defined
as the image of the natural map Λk(G) ⊗ Λk(F)∨ → OZ induced by Λk(α). Ik(α)
is also called the (rk(F)− k)th Fitting ideal of cokerα.
In the following we will assume that rk(G) = rk(F) := r + 1. The morphism
det(α) := Λr+1(α) : det(G)→ det(F)
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will be identified with the corresponding map L := det(G)⊗det(F)∨ → OZ (whose
image is Ir+1(α)) and also with the corresponding element of H0(Z,L∨). The
morphism
Λr(α) : Λr(G) ∼= G∨ ⊗ det(G)→ Λr(F) ∼= F∨ ⊗ det(F)
corresponds (as HomZ(G∨ ⊗ det(G),F∨ ⊗ det(F)) ∼= HomZ(F ⊗ L,G)) to a map
β : F ⊗ L → G, which satisfies the identities
α ◦ β = idF ⊗ det(α) : F ⊗ L → F , β ◦ (α⊗ L) = idG ⊗ det(α) : G ⊗ L → G.
Lemma 3.4.1. In the notation introduced so far, let Y ⊆ Z be the closed
graded subscheme defined by Ir+1(α) (i.e., OY := OZ/Ir+1(α)). Let moreover
Q := cokerα, which is in a natural way a graded OY –module. If det(α) is a
non–zerodivisor (meaning that det(α)z is a non–zerodivisor ∀z ∈ Z), then C :=
HomY (Q,OY ) satisfies Q ∼= HomY (C,OY ) (as graded OY –modules).
Proof. Applying the functor −Y := − ⊗OZ OY to the exact sequence G α−→
F → Q → 0, and taking into account that Ir+1(α)Q = 0 (α ◦ β = idF ⊗ det(α)
implies that Ir+1(α)F ⊆ imα), we obtain the exact sequence in Coh(Y )
GY αY−−→ FY → QY ∼= Q → 0,
and also, applying HomY (−,OY ), the exact sequence
0→ C → F∨Y
α∨Y−−→ G∨Y .
We claim moreover that there is a long exact sequence in Coh(Y )
· · · → FY ⊗ Ln+1Y
βY ⊗L
n
Y−−−−−→ GY ⊗ LnY
αY ⊗L
n
Y−−−−−→ FY ⊗ LnY
βY⊗L
n−1
Y−−−−−−→ GY ⊗ Ln−1Y → · · ·
Indeed, (αY ⊗LnY )◦(βY⊗LnY ) = (idF⊗Ln⊗det(α))Y = 0 because det(α)Y = 0, and if
(for some y ∈ Y ) σ ∈ (GY ⊗LnY )y is such that (αY ⊗LnY )y(σ) = 0, then (choosing σ˜ ∈
(G⊗Ln)y lift of σ) ∃τ ∈ (F⊗Ln+1)y such that(α⊗Ln)y(σ˜) = (idF⊗Ln⊗det(α))y(τ),
which implies (since α⊗Ln is injective, because (α⊗Ln)◦(β⊗Ln) = idF⊗Ln⊗det(α)
is injective by hypothesis) that σ˜ = (β ⊗ Ln)y(τ), whence σ ∈ im(βY ⊗ LnY )y. So
the sequence is exact at GY ⊗ LnY , and in a completely similar way one can check
that it is exact at FY ⊗LnY . Besides, observing that Ir+1(α) = Ir+1(α∨), from α∨
we obtain in the same way the long exact sequence
· · · → G∨Y⊗L1−nY
β∨Y ⊗L
1−n
Y−−−−−−→ F∨Y⊗L−nY
α∨Y ⊗L
−n
Y−−−−−−→ G∨Y⊗L−nY
β∨Y ⊗L
−n
Y−−−−−−→ F∨Y⊗L−n−1Y → · · ·
In particular, it follows that C ∼= kerα∨Y ∼= im(β∨Y ⊗ LY ), whence there is an exact
sequence
F∨Y ⊗ LY
α∨Y ⊗LY−−−−−→ G∨Y ⊗ LY → C → 0,
and applying HomY (−,OY ) to it we obtain the exact sequence
0→ HomY (C,OY )→ GY ⊗ L−1Y
αY ⊗L
−1
Y−−−−−−→ FY ⊗ L−1Y .
Therefore HomY (C,OY ) ∼= ker(αY ⊗ L−1Y ) ∼= im(βY ⊗ L−1Y ) ∼= cokerαY ∼= Q. 
Proposition 3.4.2. In the notation of 3.4.1, assume moreover that F = OZ⊕E
(for some vector bundle E of rank r) and that
α =
(
α(1)
α′
)
: G → F = OZ ⊕ E .
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If det(α) is a non–zerodivisor and depth(Ir(α′)) ≥ 2 (i.e., depth(Ir(α′)z) ≥ 2
∀z ∈ Z), then the following conditions are equivalent:
(1) Q = cokerα carries the structure of a graded sheaf of commutative OY –
algebras, with unit given by the image of 1 ∈ Γ(Z,OZ) ⊂ Γ(Z,F) in Q;
(2) Ir(α′) = Ir(α).
Proof. As we can always reduce to make local computations, we will adopt
the following notation at a point z ∈ Z: R := OZ,z , F := Fz and G := Gz (since
F and G are locally free, we have F ∼=⊕1≤i≤r+1R(mi) and G ∼=⊕1≤i≤r+1R(ni)
for some mi, ni ∈ Z with m1 = 0, so that Lz ∼= R(n − m), where m :=
∑
mi
and n :=
∑
ni). Then αz and βz can be identified with maps a : G → F and
b : F (n − m) → G, which can also be considered as (r + 1) × (r + 1) matrices
(with entries ai,j ∈ Rmi−nj and bi,j ∈ Rm−n+ni−mj ). For simplicity ∀l ∈ Z we will
write a and b instead of a(l) and b(l). Thus, setting d := det(a) ∈ Rm−n, we have
a ◦ b = didF and b ◦ a = didG. Ir(α′)z and Ir(α)z can be identified with the ideals
of R
I ′ := (bi,1 | i = 1, . . . , r + 1) ⊆ I := (bi,j | i, j = 1, . . . , r + 1).
As d ∈ I ′ is a non–zerodivisor and depth(I ′) ≥ 2, there exists d′ ∈ I ′ such that
(d, d′) is a regular sequence. We set moreover R¯ := R/(d) and we will denote
more generally by −¯ the functor − ⊗R R¯. Clearly Q := Qz = cokera and C :=
Cz = HomR¯(Q, R¯) satisfy Q ∼= Q¯ and C ∼= C¯. Finally, ι : R = R(m1) →֒ F and
p : F ։ Q will denote, respectively, the natural inclusion and projection.
First we prove that the natural map OZ → Q induces an injection OY →֒ Q,
which is the same as proving that ker(p ◦ ι) = (d). Now,
p ◦ ι(d) = p(d(1, 0, . . . , 0)) = p(a ◦ b(1, 0, . . . , 0)) = 0
because p ◦ a = 0. On the other hand, if x ∈ R is such that p ◦ ι(x) = 0, then
∃g = (g1, . . . , gr+1) ∈ G such that ι(x) = a(g). Therefore we have
dg = b ◦ a(g) = b(ι(x)) = x(b1,1, . . . , br+1,1),
which shows that xI ′ ⊆ (d). Then, in particular, xd′ ∈ (d), which implies that
x ∈ (d), because (d, d′) is a regular sequence.
Next we show that the quotientQ/OY is annihilated by Ir(α′), i.e that I ′Q/R¯ =
0. As Q/R¯ = F/(im a + im ι), we have to prove that bi,1F ⊆ im a + im ι for
i = 1, . . . , r + 1. Let a(i) be the matrix equal to a, except that the first row is
substituted by (0, . . . , 1, . . . , 0) (with 1 in position i): as det(a(i)) = ±bi,1, b(i) (the
matrix of cofactors of a(i)) satisfies a(i) ◦ b(i) = ±bi,1id. Thus ∀f ∈ F we have
±bi,1f = a(i) ◦ b(i)(f) = a ◦ b(i)(f) + (a− a(i)) ◦ b(i)(f).
Since im(a− a(i)) ⊆ im ι, we see that bi,1f ∈ im a+ im ι.
Now we can prove that HomY (Q/OY ,OY ) = 0, i.e. that HomR¯(Q/R¯, R¯) =
0. Indeed, an element of HomR¯(Q/R¯, R¯) can be identified with an element ϕ ∈
HomR¯(Q, R¯) such that ϕ|R¯ = 0. Then (remembering that I ′Q ⊆ R¯) ∀q ∈ Q we
have 0 = ϕ(d′q) = d′ϕ(q), from which it follows that ϕ(q) = 0 ∈ R¯ (again, because
(d, d′) is a regular sequence).
Thus the natural map C = HomY (Q,OY ) → HomY (OY ,OY ) ∼= OY is injec-
tive, so that C can be identified with its image, which we claim to be the graded
sheaf of ideals Ir(α′)/Ir+1(α) of OY = OZ/Ir+1(α). To see this, it is enough
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to check that if c ∈ C = HomR¯(Q, R¯) ⊆ R¯, then c(1) ∈ I¯ ′, and that every ele-
ment of I ′ is of the form c(1) for some c ∈ C. As C is naturally isomorphic to
im(b¯∨ : G¯(m − n)∨ → F¯∨), every c ∈ C corresponds to an element of the form
b¯∨(ϕ) = ϕ ◦ b¯ for some ϕ ∈ HomR¯(G¯(m − n), R¯) (ϕ ◦ b¯ : F¯ → R¯ is null on im a¯,
hence it induces c : Q = F¯ / im a¯→ R¯). Then we have by definition
c(1) = ϕ ◦ b¯(1, 0, . . . , 0) = ϕ(b¯1,1, . . . , b¯r+1,1) =
r+1∑
i=1
b¯i,1xi
(where xi := ϕ(0, . . . , 1, . . . , 0), with 1 in position i). Since the xi ∈ R¯ can be
arbitrary, the claim follows.
We are now ready to prove that the condition Ir(α′) = Ir(α) is satisfied if and
only if the natural inclusion HomY (C, C) ⊆ HomY (C,OY ) is an equality, i.e. that
I ′ = I if and only if HomR¯(C,C) = HomR¯(C, R¯). Given q ∈ Q ∼= HomR¯(C, R¯) and
c ∈ C, by 3.4.1 we have q(c) = c(q). Since Q ∼= im(b¯ : F¯ → G¯(m − n)) and C ∼=
im b¯∨, we can find f ∈ F¯ and ϕ ∈ HomR¯(G¯(m−n), R¯) such that q and c correspond
to b¯(f) and b¯∨(ϕ) = ϕ ◦ b¯. This implies that q(c) = c(q) = ϕ ◦ b¯(f). Therefore
the condition HomR¯(C,C) = HomR¯(C, R¯) is equivalent to ϕ ◦ b¯(f) ∈ C = I¯ ′ ⊆ R¯
∀f ∈ F¯ and ∀ϕ ∈ G¯(m− n)∨, which is clearly satisfied if and only if every entry of
b¯ is in I¯ ′, i.e. if and only if I ′ = I.
1 =⇒ 2: By what we have just seen, we have to prove that HomY (C, C) =
HomY (C,OY ), i.e. that given q ∈ Q ∼= HomR¯(C, R¯) and c ∈ C, q(c) =
cq ∈ C. Now, in any case cq ∈ R¯, and (by definition of C) cq ∈ C if and
only if (cq)q′ ∈ R¯ ∀q′ ∈ Q. As Q is an R¯–algebra, we have (cq)q′ = cqq′ =
(qq′)(c) ∈ R¯.
2 =⇒ 1: As Q ∼= HomY (C,OY ) = HomY (C, C), Q has a natural structure
of OY –algebra, with multiplication given by composition in HomY (C, C).
Given q, q′ ∈ Q, we have
d¯′
2
qq′ = d¯′qd¯′q′ = d¯′q′d¯′q = d¯′
2
q′q
(since R¯ is obviously in the centre of Q, and d¯′q, d¯′q′ ∈ R¯ because d¯′ ∈
I¯ ′ = C). As d¯′ is a non–zerodivisor in Q (if p ∈ Q ∼= HomR¯(C,C) is such
that d¯′p = 0, then ∀c ∈ C we have 0 = (d¯′p)(c) = d¯′p(c), whence p(c) = 0
because d¯′ is a non–zerodivisor in R¯), this implies that qq′ = q′q, i.e.
multiplication is commutative. The statement about unit is immediate to
check.

Remark 3.4.3. It follows from the proof that 1 =⇒ 2 is true also with-
out the assumption depth(Ir(α′)) ≥ 2, provided one knows that OY →֒ Q and
HomY (Q/OY ,OY ) = 0.
Remark 3.4.4. If the hypotheses of 3.4.2 are satisfied, it is clear from the proof
that the natural map OY →֒ Q is an isomorphism precisely at those points y ∈ Y
where Ir(α′)y = OZ,y.
3.5. Main theorem
Theorem 3.5.1. Let S0 be a minimal surface of general type and S the standard
graded scheme S0(ωS0) (see 1.4.9), let φ : S→ Y ⊂ P = P(w) (with dimP = 3) be a
68 3. THE THEOREM ON WEIGHTED CANONICAL PROJECTIONS
good birational weighted canonical projection, and let E(φ) be the vector bundle on
P defined in 3.3.1. Then there exists an exact sequence on P
0→ (O ⊕ E(φ))∨(−1− |w|)
α=
α(1)
α′

−−−−−−−→ O ⊕ E(φ)→ φ∗OS → 0,
such that α is a minimal morphism which satisfies the following properties:
(1) α is symmetric, i.e. α = α∨(−1− |w|);
(2) f = det(α) is an irreducible polynomial (defining Y = ProjP/(f));
(3) Ir(α) = Ir(α′) (where r := rk(E(φ)));
(4) X := Spec(cokerα) is a standard graded scheme and X0 is a surface with
only rational double points as singularities.
Conversely, given a vector bundle E on P with E(2) ∈ Ô]3−|w|,0[ and a minimal
morphism α : (O⊕E)∨(−1−|w|)→ O⊕E satisfying properties 1, 2, 3, then cokerα
is in a natural way a graded coherent sheaf of commutative OY–algebras, and if 4
also holds, then, denoting by π0 : S0 → X0 a minimal resolution of singularities of
X0, S0 is a minimal surface of general type, X0 is its canonical model, π0 extends
to a morphism of standard graded schemes π : S := S0(ωS0) → X, φ : S π−→ X→ Y
is a good birational weighted canonical projection and E = E(φ).
Proof. The first implication is now very easy to prove: by 3.3.5 there exists α
minimal satisfying 1; moreover, 2 follows from 3.3.3, 3 from 3.4.2 and 3.4.3 (clearly
OY →֒ φ∗OS and HomY((φ∗OS)/OY,OY) = 0, because the support of (φ∗OS)/OY
is a proper closed subset of Y, as φ is birational), and 4 from 1.3.16 and 3.1.1.
Conversely, denoting cokerα by Q, ∨(−1− |w|) by ∗ and Ext1P(−,O(−1− |w|))
by E, since α is injective (because det(α) 6= 0), there is an exact sequence
0→ (O ⊕ E)∗ α−→ O ⊕ E → Q → 0.
Applying Hom
P
(−,O(−1− |w|)) we obtain the exact sequence
0→ (O ⊕ E)∗ α∗−−→ O ⊕ E → E(Q)→ 0
(Hom
P
(Q,O(−1 − |w|)) = 0 because Q ∈ Mod(Y)). As α∗ = α, there is then a
natural isomorphism E(Q) ∼= Q. Notice that depth(Ir(α′)) ≥ 2: clearly it is enough
to show that if y ∈ Y, then depth(Ir(α′)y) ≥ 2. As f ∈ Ir(α′)y is irreducible, this
is true if and only if (f) = Ir+1(α)y ( Ir(α′)y = Ir(α)y . If on the contrary
(f) = Ir(α)y , then f would divide every entry of βy (the matrix of cofactors of αy),
whence fr+1 would divide det(βy), but det(βy) = f
r (this follows from the fact that
αyβy = βyαy = fid). Therefore Q is a graded coherent sheaf of commutative OY–
algebras by 3.4.2, and, denoting by ψ : X := SpecQ → Y ⊂ P the natural map, by
1.3.16 Q ∼= ψ∗OX and ψ is finite. Moreover, ψ is birational onto Y because there
exists an open subset ∅ 6= U ⊆ Y such that (Ir(α)/Ir+1(α))|U = OU (this follows
from the fact that (f) = Ir+1(α) ( Ir(α) and f is irreducible), whence Q|U = OU
by 3.4.4. By 3.1.8 there are natural isomorphisms in Coh(P) ∩Mod(ψ∗OX)
ψ∗ωX ∼= Ext1P(Q,O(−|w|)) ∼= E(Q)(1) ∼= Q(1).
Since also ψ∗(ψ
∗O
P
(1)) ∼= OP(1) ⊗ ψ∗OX ∼= Q(1) by projection formula, it follows
from 1.3.16 that ωX ∼= ψ∗OP(1) ∼= OX(1). Therefore ωX0 ∼= (OX)1 is an invertible
sheaf (because X is standard). As X0 has only rational double points as singularities,
everything will follow if we prove that ωX0 is ample: indeed, in this case X0 is the
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canonical model of a minimal surface of general type S0, the map π0 : S0 → X0
extends naturally to a morphism π : S → X (where S := S0(ωS0)), φ := ψ ◦ π is
a good birational weighted canonical projection and E = E(φ) by the part already
proved and by the uniqueness of the minimal resolution (see 3.2.7).
So it remains to prove that ωX0 is ample, and it is clearly enough to show
that ωmX0 is ample, where m is the least common multiple of {w0,w1,w2,w3}. By
definition this is true if and only if, given G ∈ Coh(X0), ∃l ∈ N such that the
natural map
gn : OX0 ⊗K H0(X0,G ⊗ ωnmX0 )→ G ⊗ ωnmX0
is surjective for n ≥ l. As OP(m) is an ample invertible sheaf (by [D, prop. 2.3]),
∃l ∈ N such that the natural map
hn : OP ⊗K H0(P, ψ0∗G ⊗ OP(nm))→ ψ0∗G ⊗ OP(nm)
is surjective for n ≥ l. Since ψ∗0OP(nm) ∼= ωnmX0 (this is an easy consequence of
the fact that every stalk of O
P
contains an invertible element of degree m), by
projection formula ψ0∗(G ⊗ ωnmX0 ) ∼= ψ0∗G ⊗ OP(nm). Moreover, there is a natural
isomorphism H0(X0,G ⊗ ωnmX0 ) ∼= H0(P, ψ0∗(G ⊗ ωnmX0 )) (because ψ0 is finite), and
then it is clear that hn factors through ψ0∗gn, which is therefore surjective if n ≥ l.
By 1.3.16, then, also gn is surjective for n ≥ l. 
Remark 3.5.2. As we will see, the coefficients cj(φ) of the sheaves O(j − 2)
(for 3 − |w| < j < 0) in E(φ) do depend on φ. On the other hand, the difference
cj(φ) − c3−|w|−j(φ) is uniquely determined by the numerical invariants of S0 (and
by w, of course). Indeed, by 3.2.6, 3.2.2 and 3.2.3 we have
cj(φ)− c3−|w|−j(φ) = yj − z0j − z−13−|w|−j − y3−|w|−j + z03−|w|−j + z−1j
= χ(P, φ∗OS(2)⊗N •(j))− χ(P,N •(j)(2)) + χ(P,N •(3−|w|−j)(2)),
and χ(P, φ∗OS(2) ⊗ N •(j)) =
∑
i(−1)iχ(P, φ∗OS(2) ⊗ N i(j)) depends only on K2S0,
χ(OS0) and w, whereas obviously χ(P,N •(j)(2)) and χ(P,N •(3−|w|−j)(2)) depend only
on w.
Remark 3.5.3. The image in HomQ of the component of α from (Ω
2)q to
Ω1(−1)q can be identified with the natural map
Ω2 ⊗K H1(P, φ∗OS) //
υ⊗id

Ω1(−1)⊗K H1(P, φ∗OS(1))
Ω1(−1)⊗K P1 ⊗K H1(P, φ∗OS)
id⊗m
33ggggggggggggggggggg
(this follows from 2.6.4, taking into account that this map is not changed by passing
from the Beilinson complex to the present complex, see the proof of 3.2.6).
CHAPTER 4
Applications to surfaces with pg = q = 2, K
2 = 4
In this chapter we want to determine explicitly the resolution, whose existence is
assured by 3.5.1, for good birational weighted canonical projections of a particular
class of (minimal) irregular surfaces of general type, namely those obtained as
double covers of a principally polarized abelian surface (A,Θ), branched along
a (smooth) divisor of |2Θ|. These surfaces (whose numerical invariants are those
indicated in the title) are interesting because their bicanonical map is not birational
and, if Θ is irreducible, they are examples of the so–called non–standard case for the
non birationality of the bicanonical map (see [Ci] and [CM]). The standard case is,
by definition, that of a surface admitting a rational map to a curve whose general
fibre is an irreducible curve of geometric genus 2 (this property easily implies that
the bicanonical map is not birational). In particular, in [CM] it is proved that a
surface with pg = q = 2 presents the non–standard case if and only if it is a double
cover as above (with Θ irreducible, since if on the contrary Θ is reducible, i.e. if
A is isomorphic to the product of two elliptic curves, then the surface presents the
standard case). As for the weights to use for the projection (which we would like to
be as small as possible), only two of them can be equal to 1 (since pg = 2) and, by
what we have just said it is clear that at least one must be > 2, so that the most
natural choice (which we make) is w = (1, 1, 2, 3).
We consider only the (more interesting) case of an irreducible polarization. It
turns out that even the problem of determining exactly the vector bundle E(φ) (i.e.,
of finding the coefficients cj(φ) of the sheaves O(j − 2)) requires a deep knowledge
of the canonical ring R of the surface S0. So we first study it: the hard part is
to determine the ring of theta functions on A R(A,Θ) := ⊕n≥0H0(A,OA(nΘ))
(because R is simply an integral extension of it, generated by a single element of
degree 1). We manage to do it, finding explicit generators and relations, in a purely
algebraic way. Once we have the canonical ring, we can compute the cj(φ) using
Cˇech cohomology (and we see that they actually depend on the choice of φ). Then
we choose φ as simple as possible and briefly describe the computations (which
require the use of a computer) which allow us to determine a symmetric resolution
α of φ∗OS as in 3.5.1.
We will work over the field C of complex numbers.
4.1. Double covers of an abelian surface
Let A be an abelian surface and let Θ be a symmetric principal polarization
on A. Given a smooth divisor B ∈ |2Θ|, let S0 be the surface obtained as double
cover of A branched along B, and denote by p : S0 → A the projection. Then S0
is a minimal surface of general type and pg(S0) = q(S0) = 2, K
2
S0
= 4. In fact, as
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ωS0
∼= p∗OA(Θ) and p∗OS0 ∼= OA ⊕OA(−Θ), we have
p∗ω
n
S0
∼= OA(nΘ)⊕OA((n− 1)Θ)
∀n ∈ Z (OA(nΘ) is the invariant part and OA((n − 1)Θ) the antiinvariant if n is
even, and viceversa if n is odd). p being finite it follows that
Hi(S0, ω
n
S0)
∼= Hi(A, p∗ωnS0) ∼= Hi(A,OA(nΘ))⊕Hi(A,OA((n− 1)Θ))
∀i ∈ N. Therefore, since h0(A,OA(nΘ)) = n2 for n > 0, hi(A,OA(nΘ)) = 0 for
n 6= 0 and h1(A,OA) = 2, we see that pg(S0) = h0(A,OA(Θ)) + h0(A,OA) = 2,
q(S0) = h
1(A,OA) + h1(A,OA(−Θ)) = 2 (so that χ(OS0) = 1) and (for n > 1)
h0(S0, ω
n
S0) = h
0(A,OA(nΘ))+h0(A,OA((n−1)Θ)) = n2+(n−1)2 = 1+2n(n−1),
whence S0 is of general type and K
2
S0
= 4 (because h0(S0, ω
n
S0
) = χ(OS0) +
n(n−1)
2 K
2
S0
). Moreover, S0 contains no rational curve (because the same is true
for A), which implies that S0 is minimal and coincides with its canonical model,
i.e. S0 ∼= ProjR, where R := R(S0, ωS0) is the canonical ring of S0. Denoting by
R′ the (positively graded) ring
R′ = R(A,Θ) :=
⊕
n≥0
H0(A,OA(nΘ))
and by ξ a generator of H0(A,OA) ⊂ H0(S0, ωS0) = R1, ∀n ∈ N we can write
Rn = R′n ⊕ ξR′n−1, so that R = R′ ⊕ ξR′. Then multiplication in R is given by
(x+ ξy)(x′ + ξy′) = xx′ + syy′ + (xy′ + x′y)ξ
∀x, x′, y, y′ ∈ R′, where s ∈ H0(A,OA(2Θ)) = R′2 is a section whose zero divisor is
B.
4.2. The ring of theta functions of an abelian surface
We will assume that the polarization Θ is irreducible, so that A is isomorphic
to the Jacobian of a (smooth projective) curve C of genus 2. Being hyperelliptic,
C is a double cover of P1 branched on six (distinct) points. Denoting by [y0, y1] the
homogeneous coordinates on P1, we can write C = ProjR, where R is the graded
ring
R := C[y0, y1, z]/(z2 − F ) deg(y0) = deg(y1) = 1, deg(z) = 3
and F is a homogeneous polynomial of degree 6 vanishing exactly at the branch
points (notice that R can be identified with the canonical ring R(C, ωC) of C). Up
to composing with an automorphism of P1, we can assume that three of the branch
points are 0, 1, ∞, whence we can write F as
F = y0y1(y
4
1 + λy0y
3
1 + µy
2
0y
2
1 + νy
3
0y1 + ǫy
4
0).
for some λ, µ, ν, ǫ ∈ C with 1 + λ+ µ+ ν + ǫ = 0.
We will denote by h : C → P1 the double cover and by ι : C → C the
hyperelliptic involution (given, in weighted homogeneous coordinates [y0, y1, z], by
[a, b, c] 7→ [a, b,−c]). We will identify the abelian surface A = Pic0(C) with Pic2(C)
using the isomorphism given by L 7→ L ⊗ OC(2c∞), where c∞ := [0, 1, 0] ∈ C. We
recall that Pic2(C) is naturally isomorphic to a blow–down of C(2) (the twofold
symmetric product of C, whose closed points are in canonical bijection with the set
of effective divisors of degree 2 on C): the natural map q : C(2) → Pic2(C) is an
isomorphism everywhere, except that it contracts to a point the exceptional divisor
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E, corresponding to the linear system g12 of C. Letting r : C × C → C(2) be the
quotient map and setting D1 := {c∞} × C and D2 := C × {c∞}, we can take as
theta divisor Θ := q ◦ r(D1) = q ◦ r(D2) ⊂ A.
Denoting by θ a generator of H0(A,OA(Θ)), the exact sequences
0→ OA((n− 1)Θ) ·θ−→ OA(nΘ)→ OΘ(nΘ)→ 0
induce exact sequences for n > 1 (as H1(A,OA(mΘ)) = 0 for m > 0)
0→ H0(A,OA((n− 1)Θ)) ·θ−→ H0(A,OA(nΘ))→ H0(Θ,OΘ(nΘ))→ 0,
whereas for n = 1 we have θ : H0(A,OA) ∼−→ H0(A,OA(Θ)) and H0(Θ,OΘ(Θ)) ∼−→
H1(A,OA) ∼= C2. As Θ ∼= C and (by adjunction) OΘ(Θ) ∼= ωΘ, H0(Θ,OΘ(nΘ)) ∼=
H0(C, ωnC)
∼= Rn. Letting R′ be the (graded) subring of R given by R′ :=
⊕
d 6=1Rd
we have therefore that R′ ∼= R′/(θ). Since θ is a non–zerodivisor in R′, the “hyper-
plane section principle” (see [R, p. 218]) implies that R′ has the same generators as
R′ plus θ, and that the relations of R′ are given by lifts of those of R′ (in particular,
the two rings have the same number of relations and in the same degrees).
So, as a first step to compute R′, we will find generators and relations of R′.
Setting ri := y
2−i
0 y
i
1 ∈ R′2 (i = 0, 1, 2), si := y3−i0 yi1 ∈ R′3 (i = 0, 1, 2, 3) and
ti := yiz ∈ R′4 (i = 0, 1), it is clear that R′ is minimally generated (as a graded
C–algebra), by the ri, si, ti and z. As for relations, we have the following result.
Lemma 4.2.1. The kernel J of the natural epimorphism of graded rings
P := C[r0, r1, r2, s0, s1, s2, s3, z, t0, t1]։ R′
is minimally generated by the following 37 homogeneous polynomials (of which 1
has degree 4, 6 have degree 5, 17 have degree 6, 10 have degree 7 and 3 have degree
8):
r21 − r0r2 (of degree 4);
risj − ri+1sj−1 for i = 0, 1 and j = 1, 2, 3 (of degree 5);
rit1 − ri+1t0 for i = 0, 1 (of degree 6);
sisj − r3−⌊
i+j+1
2 ⌋
0 r
i+j−2⌊ i+j2 ⌋
1 r
⌊ i+j2 ⌋
2 for 0 ≤ i ≤ j ≤ 3 (of degree 6);
siz − rit0 for i = 0, 1, 2 and s3z − r2t1 (of degree 6);
z2 − r1(r22 + λr1r2 + µr0r2 + νr0r1 + ǫr20) (of degree 6);
sitj − r2−⌊
i+j+1
2 ⌋
0 r
i+j−2⌊ i+j2 ⌋
1 r
⌊ i+j2 ⌋
2 z for 0 ≤ i ≤ 3 and j = 0, 1 (of degree 7);
zti − si+1(r22 + λr1r2 + µr0r2 + νr0r1 + ǫr20) for i = 0, 1 (of degree 7);
titj − r1ri+j(r22 + λr1r2 + µr0r2 + νr0r1 + ǫr20) for 0 ≤ i ≤ j ≤ 1 (of degree 8).
Proof. Denoting by J ′ the (homogeneous) ideal generated by the polynomials
in the above list, it is clear that J ′ ⊆ J . ∀n ∈ N let R˜n be the subspace of Pn
defined in the following way: R˜n := Pn if n ≤ 3, whereas for m ≥ 2
R˜2m := 〈rm−i−j−2k0 rj1ri2tk0 | 0 ≤ j, k ≤ 1; 0 ≤ i ≤ m− j − 2k〉 ⊕ 〈rm−22 t1〉,
R˜2m+1 := 〈rm−1−i−j0 rj1ri2s1−k0 zk | 0 ≤ j, k ≤ 1; 0 ≤ i < m− j〉 ⊕ 〈rm−12 si | 1 ≤ i ≤ 3〉.
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Notice that, for n > 1, dimC R˜n = 2n − 1, so that dimC R˜n = dimCR′n ∀n ∈ N.
Moreover, it follows easily from the definition that R˜n+J
′
n = Pn ∀n ∈ N. Therefore
dimC J
′
n ≥ dimC Pn − dimC R˜n = dimC Pn − dimCR′n = dimC Jn,
which implies (since J ′n ⊆ Jn) that J ′n = Jn ∀n ∈ N, i.e. that J ′ = J . The
given list of polynomials is also a minimal set of generators of J : indeed, it is not
difficult to check that, if J ′′ denotes the ideal generated by the whole list except
one polynomial (say of degree n), then J ′′n + R˜n ( Pn. 
By what we said before, it follows that R′ has 11 generators (θ of degree 1, 3 of
degree 2, 5 of degree 3 and 2 of degree 4) and 37 relations (in the same degrees as
those of R′) and that, for instance, denoting by ρi lifts of ri, since the only relation
in degree 4 in R′ is r21 = r0r2, R′ has also a single relation in degree 4, and it is of
the form ρ21 = ρ0ρ2 + θϕ for some ϕ ∈ R′3. In order to determine this ϕ and the
analogous terms in the other relations, we need to study the ring R′ more directly.
Consider the divisor E′ := r∗(E) of C×C and observe that E′ = {(c, ι(c)) | c ∈
C}.
Lemma 4.2.2. Let D := D1+D2+E
′. Then ∀n ∈ Z there are natural isomor-
phisms
H0(A,OA(nΘ)) ∼= H0(C × C,OC×C(nD))+,
where the superscript + denotes the subspace of invariants under the natural action
of Z/(2) induced by the map which exchanges the two factors of C × C.
Proof. Since q∗OC(2) ∼= OA, by projection formula OA(nΘ) ∼= q∗q∗OA(nΘ),
whence H0(A,OA(nΘ)) ∼= H0(C(2), q∗OA(nΘ)). Observe moreover that
H0(C × C, r∗q∗OA(nΘ)) ∼= H0(C(2), q∗OA(nΘ)⊗ r∗OC×C).
As the invariant part of r∗OC×C is OC(2) , it follows that
H0(A,OA(nΘ)) ∼= H0(C(2), q∗OA(nΘ)) ∼= H0(C × C, r∗q∗OA(nΘ))+.
To conclude, just notice that q∗OA(Θ) ∼= OC(2)(Θ′ + E) (where Θ′ := r(D1) =
r(D2)), r
∗OC(2)(Θ′) ∼= OC×C(D1 + D2) and r∗OC(2)(E) ∼= OC×C(E′), so that
r∗q∗OA(Θ) ∼= OC×C(D). 
We can therefore identify the elements of H0(A,OA(nΘ)) with symmetric
rational functions on C × C having as poles at most nD. We will denote by
[y′0, y
′
1, z
′] the coordinates on the second factor of C × C ∼= Proj(R ×C R) (where
(R×CR)n := Rn⊗CRn). Our aim is to find functions corresponding to generators
of R′ (then it will be not difficult to determine the relations, because in this way
multiplication in the ring is simply given by multiplication of functions). Now, some
of them are easy to find: it is clear that θ := 1 is a generator of H0(A,OA(Θ)).
As for H0(A,OA(2Θ)), besides 1 = θ2 we have for instance y1⊗y
′
1
y0⊗y′0
and
y1⊗y
′
0+y0⊗y
′
1
y0⊗y′0
(which have as poles 2D1 + 2D2). On the other hand, as we will see, a fourth
generator of H0(A,OA(2Θ)) is not so simple (it has poles also at 2E′), and the
same is true for two generators of degree 3 and one of degree 4. Therefore we need
a systematic procedure which allows us to determine all sections of nΘ (at least for
n ≤ 4). Before we describe it, we need to know explicitly the morphism R′ ։ R′:
it is not difficult to prove the following result.
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Lemma 4.2.3. The map R′n = H0(A,OA(nΘ))։ R′n can be identified with
γ 7→ yn0 ((
y′0
z′
)nγ|y′0=z′=0,y′1=1)
(notice that
y′0
z′2
|y′0=z′=0,y′1=1 = 1).
For instance, it follows that (as expected) θ and θ2 are mapped to 0, whereas
y1⊗y
′
1
y0⊗y′0
goes to y0y1 = r1 and
y1⊗y
′
0+y0⊗y
′
1
y0⊗y′0
to y20 = r0 (so the still missing generator
of degree 2 will be a lift of r2).
In order to shorten notation in the following we will write a⊙b for a(y0, y1, z)⊗
b(y′0, y
′
1, z
′) + b(y0, y1, z) ⊗ a(y′0, y′1, z′) and a ∧ b for a(y0, y1, z) ⊗ b(y′0, y′1, z′) −
b(y0, y1, z) ⊗ a(y′0, y′1, z′). Consider the Z/(2) × Z/(2) Galois cover H := h × h :
C × C → P1 × P1: setting D′1 := {[0, 1]} × P1 and D′2 := P1 × {[0, 1]}, we have
H∗(D′i) = 2Di and H
∗(∆P1) = ∆C + E
′ (∆X denotes the diagonal in X × X),
whence
nD = H∗(D˜n)− n∆C − (n− 2⌊n
2
⌋)(D1 +D2),
where D˜n := n∆P1 + ⌊n+12 ⌋(D′1 +D′2). Thus we see that H0(C × C,OC×C(nD))
can be identified with a subspace of H0(C × C,OC×C(H∗(D˜n))). More precisely,
every global section γ of OC×C(H∗(D˜n)) can be written in the form
γ =
G
(y0 ⊗ y′0)⌊
n+1
2 ⌋(y1 ∧ y′0)n
with G ∈ (R×CR)n+⌊n+12 ⌋, and then the condition γ ∈ H
0(C×C,OC×C(nD))+ is
equivalent to the following: G vanishes on ∆C of order n, G vanishes on D1 +D2
if n is odd, and G is symmetric or antisymmetric according to whether n is even or
odd. The problem of determining the G satisfying the above condition eventually
translates into a problem of linear algebra: we are going to see how only for n = 2
(the cases n = 3 and n = 4 are similar, only slightly more complicated). So we are
looking for symmetric G ∈ R3 ⊗C R3 vanishing on ∆C of order 2. Passing to affine
coordinates (y = y1/y0, z˜ = z/y0), (y
′ = y′1/y
′
0, z˜
′ = z′/y′0) and dropping tensor
products, we want the g vanishing on ∆C of order 2 and of the form
g = u(y, y′) + v(y)z˜′ + z˜v(y′) + 2kz˜z˜′
with u(y, y′) = u(y′, y) of degree ≤ 3 in each variable, deg(v) ≤ 3 and k ∈ C. Now,
the condition g|∆ = 0 immediately implies v = 0, so that g = u(y, y′) + 2kz˜z˜′.
Setting f(y) := F (1, y), we have (z˜ − z˜′)2 = f(y) + f(y′)− 2z˜z˜′, so that g vanishes
on ∆C of order 2 if and only if the same is true for
g′ := g + k(z˜ − z˜′)2 = u(y, y′) + k[f(y) + f(y′)].
This last condition is obviously satisfied if and only if g′(y, y′) is divisible by (y −
y′)2. Actually, as g′(y, y′) = g(y′, y), it is enough to require that g′ is divisible by
(y − y′), i.e. that g′(y, y) = u(y, y) + 2kf(y) = 0. Now it is clear that this gives a
linear system of 7 equations (since deg(g′(y, y)) = 6) with 11 unknowns (k and the
coefficients of u, which are 10 because u is symmetric). It turns out that the space
of solutions has the expected dimension 4 = h0(A,OA(2Θ)), and a base is given
by the following values of k and u(y, y′) (the first three solutions correspond to the
already known functions 1,
y1⊙y
′
0
y0⊗y′0
and
y1⊗y
′
1
y0⊗y′0
):
k = 0, u = (y − y′)2;
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k = 0, u = (y + y′)(y − y′)2;
k = 0, u = yy′(y − y′)2;
k = −1, u = y2y′2(y + y′) + 2λy2y′2 + µyy′(y + y′) + 2νyy′ + ǫ(y + y′).
Carrying out a similar analysis also for n = 3 and n = 4, one eventually obtains
the following result.
Proposition 4.2.4. Identifying, as above, global sections of OA(nΘ) with ra-
tional functions on C×C, R′ is generated (as a graded C–algebra) by the following
(homogeneous) elements:
θ := 1 of degree 1;
ρ0 :=
y1 ⊙ y′0
y0 ⊗ y′0
, ρ1 :=
y1 ⊗ y′1
y0 ⊗ y′0
,
ρ2 := (y
3
1 ⊙ y′0y′12 + λy0y21 ⊙ y′0y′12 + µy0y21 ⊙ y′02y′1 + νy20y1 ⊙ y′02y′1
+ ǫy20y1 ⊙ y′03 − z ⊙ z′)/[(y0 ⊗ y′0)(y1 ∧ y′0)2]
of degree 2;
σ0 :=
z ∧ y′03
(y20 ⊗ y′02)(y1 ∧ y′0)
, σ1 :=
z ∧ y′02y′1
(y20 ⊗ y′02)(y1 ∧ y′0)
, σ2 :=
z ∧ y′0y′12
(y20 ⊗ y′02)(y1 ∧ y′0)
,
σ3 := [y
2
1z ∧ y′02y′13 + y0y1z ∧ (3y′0y′14 + 4λy′02y′13 + 3µy′03y′12 + 2νy′04y′1 + ǫy′05)
+ y20z ∧ (µy′02y′13 + 2νy′03y′12 + 3ǫy′04y′1)]/[(y20 ⊗ y′02)(y1 ∧ y′0)3],
ζ := (y1z⊙ y′0z′− y0y31 ⊙ y′0y′13−λy0y31 ⊙ y′02y′12−µy0y31 ⊙ y′03y′1− νy20y21 ⊙ y′03y′1
− ǫy30y1 ⊙ y′03y′1)/[(y20 ⊗ y′02)(y1 ∧ y′0)2]
of degree 3;
τ0 :=
y31 ∧ z′
(y20 ⊗ y′02)(y1 ∧ y′0)
,
τ1 := [ǫy
3
0y
2
1 ∧ y′02z′ + (y51 + 2λy0y41 + 3µy20y31 + 4νy30y21 + 3ǫy40y1) ∧ y′0y′1z′
+ (3y0y
4
1 + 2λy
2
0y
3
1 + µy
3
0y
2
1) ∧ y′12z′]/[(y20 ⊗ y′02)(y1 ∧ y′0)3]
of degree 4.
Moreover, the images in R′ ∼= R′/(θ) of ρi, σi, ζ and τi are, respectively, ri,
si, z and ti.
Remark 4.2.5. θ, ρi and ζ are invariant with respect to the involution of A
given by multiplication by −1, whereas σi and τi are antiinvariant.
Remark 4.2.6. The above functions are not uniquely determined by the con-
dition of being lifts of the corresponding generators of R′: for instance, the ρi could
be changed by adding multiples of θ2 = 1. On the other hand, the σi are unique if
we require them to be antiinvariant, since the elements of R′<3 are all invariant.
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Now we have to determine the relations ofR′, and it is clear that this becomes a
problem of linear algebra (which can be easily solved by a computer). For instance,
the unique relation of degree 4 must be of the form ρ21 = ρ0ρ2 + θϕ with (since ϕ
is invariant)
ϕ = a1θ
3 + a2θρ0 + a3θρ1 + a4θρ2 + a5ζ
for some ai ∈ C. The condition to impose on the ai is then simply the vanishing
of ρ21 = ρ0ρ2 + θϕ, i.e. of its numerator, which is a polynomial in y0, y1, y
′
0, y
′
1,
z, z′ (not in this case, but in higher degrees one has of course to use the fact that
z2 = F (y0, y1) and z
′2 = F (y′0, y
′
1)), whose coefficients depend linearly on the ai.
The result of these computations is the following.
Proposition 4.2.7. R′ := R(A,Θ) ∼= Q′/I ′, where Q′ is the polynomial alge-
bra
Q′ := C[θ, ρ0, ρ1, ρ2, σ0, σ1, σ2, σ3, ζ, τ0, τ1]
with deg(θ) = 1, deg(ρi) = 2, deg(σi) = deg(ζ) = 3, deg(τi) = 4, and I
′ is the
homogeneous ideal which is minimally generated by the following polynomials (such
that deg(rel′1) = 4, deg(rel
′
i) = 5 for 2 ≤ i ≤ 7, deg(rel′i) = 6 for 8 ≤ i ≤ 24,
deg(rel′i) = 7 for 25 ≤ i ≤ 34 and deg(rel′i) = 8 for 35 ≤ i ≤ 37):
rel′1 := ρ
2
1 − ρ0ρ2 + θ(−2ζ − µθρ1 + ǫθ3);
rel′2 := ρ0σ1 − ρ1σ0 − θ2σ2;
rel′3 := ρ0σ2 − ρ1σ1 + θτ0;
rel′4 := ρ0σ3 − ρ1σ2 + θ(2τ1 − ǫθσ0 − 2νθσ1 − µθσ2);
rel′5 := ρ1σ1 − ρ2σ0 + θ(−2τ0 + µθσ1 + 2λθσ2 + θσ3);
rel′6 := ρ1σ2 − ρ2σ1 − θτ1;
rel′7 := ρ1σ3 − ρ2σ2 + ǫθ2σ1;
rel′8 := ρ0τ1 − ρ1τ0 + θ(µρ1σ1 + 2λρ1σ2 + 2ρ1σ3 + ǫθ2σ1);
rel′9 := ρ1τ1 − ρ2τ0 + θ(−2ǫρ0σ1 − 2νρ1σ1 − µρ1σ2 + ǫθ2σ2);
rel′10 := σ
2
0 − ρ30 + θ2(−λρ20 + ρ0ρ1 − µθ2ρ0 − θ2ρ2 − νθ4);
rel′11 := σ0σ1 − ρ20ρ1 + θ2(θζ − λρ0ρ1);
rel′12 := σ0σ2 − ρ20ρ2 + θ(−ρ0ζ + θρ1ρ2 + ǫθ3ρ0 + νθ3ρ1);
rel′13 := σ0σ3−ρ0ρ1ρ2+θ(ρ1ζ−µθ2ζ−ǫθρ20−2νθρ0ρ1−µθρ0ρ2−2λθρ1ρ2−
θρ22 − λǫθ3ρ0 − 2λνθ3ρ1 − νθ3ρ2);
rel′14 := σ
2
1 − ρ0ρ21 − θ2ρ1(λρ1 + ρ2);
rel′15 := σ1σ2 − ρ0ρ1ρ2 − θρ1ζ;
rel′16 := σ1σ3 − ρ0ρ22 + θ(−ρ2ζ + ǫθρ0ρ1 + λǫθ3ρ1 + ǫθ3ρ2);
rel′17 := σ
2
2 − ρ21ρ2 − θ2ρ1(ǫρ0 + νρ1);
rel′18 := σ2σ3 − ρ1ρ22 + θ2(ǫθζ − νρ1ρ2);
rel′19 := σ
2
3 − ρ32 + θ2(ǫρ1ρ2 − νρ22 − ǫ2θ2ρ0 − µǫθ2ρ2 − λǫ2θ4);
rel′20 := σ0ζ − ρ0τ0 + θ(θτ1 + µρ1σ0 + λρ0σ2 + ρ0σ3 − ǫθ2σ0 − νθ2σ1);
rel′21 := σ1ζ − ρ1τ0 + θρ1(µσ1 + λσ2 + σ3);
rel′22 := σ2ζ − ρ2τ0 − θσ1(ǫρ0 + νρ1);
rel′23 := σ3ζ − ρ2τ1 + θ(−νθτ1 + ǫρ0σ2 + νρ1σ2 + µρ2σ2 + λǫθ2σ2);
rel′24 := ζ
2−ρ1(ρ22+λρ1ρ2+µρ0ρ2+νρ0ρ1+ǫρ20)−θ2ρ1(λǫρ0+λνρ1+νρ2);
rel′25 := σ0τ0 − ρ20ζ + θρ1(θζ − µρ20 − λρ0ρ1 − ρ0ρ2 − νθ2ρ0);
rel′26 := σ1τ0 − ρ0ρ1ζ + θρ1(−µρ0ρ1 − λρ21 − ρ1ρ2 + ǫθ2ρ0);
rel′27 := σ2τ0 − ρ21ζ + θρ0ρ1(ǫρ0 + νρ1);
rel′28 := σ3τ0 − ρ1ρ2ζ + θ(−ǫθρ0ζ + ǫρ0ρ21 + νρ0ρ1ρ2 + λǫθ2ρ21 + ǫθ2ρ1ρ2);
rel′29 := σ0τ1 − ρ0ρ1ζ + θ(−θρ2ζ + λρ0ρ1ρ2 + ρ21ρ2 + ǫθ2ρ0ρ1 + νθ2ρ21);
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rel′30 := σ1τ1 − ρ21ζ + θρ1ρ2(λρ1 + ρ2);
rel′31 := σ2τ1 − ρ1ρ2ζ + θρ1(−ǫρ0ρ1 − νρ21 − µρ1ρ2 + ǫθ2ρ2);
rel′32 := σ3τ1 − ρ22ζ + θρ1(ǫθζ − ǫρ0ρ2 − νρ1ρ2 − µρ22 − λǫθ2ρ2);
rel′33 := ζτ0 − ρ21σ3 − λρ21σ2 − µρ0ρ1σ2 − νρ0ρ1σ1 − ǫρ20σ1 − ǫθ3τ0;
rel′34 := ζτ1−ρ1ρ2σ3−λρ21σ3−µρ21σ2−νρ21σ1−ǫρ21σ0+θ(µρ1τ1−λǫθ2τ0−
λǫθρ0σ2 − ǫθρ1σ2);
rel′35 := τ
2
0 − ρ1(ρ21ρ2 + λρ31 + µρ0ρ21 + νρ20ρ1 + ǫρ30) + ǫθ2ρ0ρ21;
rel′36 := τ0τ1−ρ1(ρ1ρ22+λρ21ρ2+µρ0ρ1ρ2+νρ0ρ21+ ǫρ20ρ1)+θρ1(−µρ1ζ+
ǫθ2ζ − 2λǫθρ0ρ1 − ǫθρ0ρ2 − 2λνθρ21 − 2νθρ1ρ2);
rel′37 := τ
2
1 − ρ1(ρ32 + λρ1ρ22 + µρ21ρ2 + νρ31 + ǫρ0ρ21) + ǫθ2ρ21ρ2.
Remark 4.2.8. The above polynomials are not all lifts of those listed in 4.2.1:
for instance, rel′17 is a lift of s
2
2 − r21r2 and not of s22 − r0r22 (but, of course, 4.2.1
remains true if s22− r21r2 is substituted by s22− r0r22). The reason for this and other
changes was (to try) to keep the rel′i as simple as possible.
4.3. Computation of E(φ)
If s ∈ 〈θ2, ρ0, ρ1〉, it is not difficult to see that 0 ∈ B ⊂ A is a singular point.
So we can assume that s = ρ2 + aρ0 + bρ1 + cθ
2 ∈ R′2 for some a, b, c ∈ C. Notice
that, since ξ2 = s, in R there is the relation
ρ2 = ξ
2 − aρ0 − bρ1 − cθ2.
The structure of R then follows immediately from 4.2.7.
Proposition 4.3.1. The canonical ring R = R(S0, ωS0) is isomorphic to Q/I,
where Q is the polynomial algebra
Q := C[ξ, θ, ρ0, ρ1, σ0, σ1, σ2, σ3, ζ, τ0, τ1]
with deg(ξ) = deg(θ) = 1, deg(ρi) = 2, deg(σi) = deg(ζ) = 3, deg(τi) = 4, and I is
the homogeneous ideal which is minimally generated by the polynomials reli (1 ≤
i ≤ 37) defined as rel′i in 4.2.7, except that ρ2 is substituted by ξ2−aρ0− bρ1− cθ2.
We will write here only the first reli, which we will use directly later.
rel1 = aρ
2
0 + bρ0ρ1 + ρ
2
1 − ξ2ρ0 + θ(−2ζ + cθρ0 − µθρ1 + ǫθ3);
rel2 = ρ0σ1 − ρ1σ0 − θ2σ2;
rel3 = ρ0σ2 − ρ1σ1 + θτ0;
rel4 = ρ0σ3 − ρ1σ2 + θ(2τ1 − ǫθσ0 − 2νθσ1 − µθσ2);
rel5 = aρ0σ0+bρ1σ0+ρ1σ1−ξ2σ0+θ(−2τ0+cθσ0+µθσ1+2λθσ2+θσ3);
rel6 = aρ0σ1 + bρ1σ1 + ρ1σ2 − ξ2σ1 + θ(−τ1 + cθσ1);
rel7 = aρ0σ2 + bρ1σ2 + ρ1σ3 − ξ2σ2 + θ2(ǫσ1 + cσ2);
rel8 = ρ0τ1 − ρ1τ0 + θ(µρ1σ1 + 2λρ1σ2 + 2ρ1σ3 + ǫθ2σ1);
rel9 = ρ1τ1+(aρ0+bρ1−ξ2+cθ2)τ0+θ(−2ǫρ0σ1−2νρ1σ1−µρ1σ2+ǫθ2σ2);
rel10 = σ
2
0 −ρ30+ θ2[−λρ20+ρ0ρ1+(a−µ)θ2ρ0+ bθ2ρ1− θ2ξ2+(c− ν)θ4].
Remark 4.3.2. It is clear that R/(θ) is isomorphic to the ring R′ ⊕ ξ′R′ with
multiplication defined by
(x+ ξ′y)(x′ + ξ′y′) = xx′ + (r2 + ar0 + br1)yy
′ + (xy′ + x′y)ξ′.
Since ξ′ is a non–zerodivisor in R′ ⊕ ξ′R′, we see that (θ, ξ) is a regular sequence
in R.
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From now on we set w := (1, 1, 2, 3), and we will write (as usual) P for P(w),
P for P(w) and pi for pi(w).
Assume that φ : S → P is a good birational weighted canonical projection: φ
is determined by a morphism of graded rings ̺ : P → R, and (up to composing φ
with an automorphism of P) we can always assume that
̺(x0) = θ, ̺(x1) = ξ, ̺(x2) ∈ 〈ρ0, ρ1〉 \ {0}, ̺(x3) ∈ R3 \C[θ, ξ, ̺(x2)]3.
Remark 4.3.3. Not every choice of ̺ as above determines a good birational
weighted canonical projection. For instance, we must have ̺(x3) /∈ C[θ, ξ, ρ0, ρ1, ζ]3,
otherwise φ0 would factor through the involution of S0 which lifts multiplication by
−1 on A (see 4.2.5). On the other hand, one can prove that φ is good birational for
a general choice of ̺ (see also 4.3.8). Later we will prove that φ is good birational
in a particular case.
Since |w| = 7, p1 = 2, p2 = 4 the vector bundle E(φ) defined in 3.3.1 is in our
case given by
E(φ) = O(−2)⊕ Ω1(−1)2 ⊕O(−3)c−1(φ) ⊕O(−4)c−2(φ) ⊕O(−5)c−3(φ).
In order to compute the cj(φ) we need some preliminary results.
First we study morphisms from Ω1
P
to φ∗OS(1): the exact sequence
K−3 d
−3
K•−−→ K−2 → Ω1 → 0
shows that Hom
P
(Ω1, φ∗OS(1)) ∼= kerHomP(d−3K• , φ∗OS(1)). Remembering the def-
inition of d−3K• , this means that ϕ ∈ HomP(Ω1, φ∗OS(1)) corresponds to 6 elements
ϕi,j ∈ HomP(O(−wi − wj), φ∗OS(1)) ∼= Rwi+wj+1
for 0 ≤ i < j ≤ 3, satisfying the 4 relations
(4.3.1) ρ(xi)ϕj,k − ̺(xj)ϕi,k + ̺(xk)ϕi,j = 0
for 0 ≤ i < j < k ≤ 3. On the other hand, applying Hom
P
(−, φ∗OS(1)) to the short
exact sequence S1, we obtain the exact sequence
Hom
P
(K−1, φ∗OS(1))→ HomP(Ω1, φ∗OS(1)) δ−→ Ext1P(O, φ∗OS(1))→ 0.
Recall that Ext1
P
(O, φ∗OS(1)) ∼= H1(P, φ∗OS(1)) and h1(P, φ∗OS(1)) = q(S0) = 2.
Lemma 4.3.4. Let η, η′ ∈ Hom
P
(Ω1, φ∗OS(1)) be such that δ|〈η,η′〉 is an iso-
morphism. If ̺(x2) = k0ρ0 + k1ρ1, then
〈η0,1, η′0,1〉 = 〈aσ0 + bσ1 + σ2, aσ1 + bσ2 + σ3〉 ⊂ R3/R1R2 = 〈σ0, σ1, σ2, σ3, ζ〉,
〈η1,2, η′1,2〉 = 〈−k0τ0 − k1τ1, (k0b− k1a)τ0 + k0τ1〉 ⊂ R4/(R1R3 +R22) = 〈τ0, τ1〉.
Proof. First we show that if ϕ0,1 ∈ R3 is such that x2ϕ0,1, x3ϕ0,1 ∈ (θ, ξ),
then it can be extended to a ϕ ∈ Hom
P
(Ω1, φ∗OS(1)) (of course, the converse is
also true by (4.3.1)). Indeed, by hypothesis we can choose ϕ0,2, ϕ1,2 ∈ R4 and
ϕ0,3, ϕ1,3 ∈ R5 such that
x0ϕ1,2 − x1ϕ0,2 + x2ϕ0,1 = x0ϕ1,3 − x1ϕ0,3 + x3ϕ0,1 = 0,
and it remains to find ϕ2,3 ∈ R6 such that
x0ϕ2,3 − x2ϕ0,3 + x3ϕ0,2 = x1ϕ2,3 − x2ϕ1,3 + x3ϕ1,2 = 0.
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By the above relations we have
x1(x2ϕ0,3−x3ϕ0,2) = x2(x0ϕ1,3+x3ϕ0,1)−x3(x0ϕ1,2+x2ϕ0,1) = x0(x2ϕ1,3−x3ϕ1,2),
which implies (since (x0, x1) is a regular sequence in R by 4.3.2) that ∃ϕ2,3 ∈ R6
such that x0ϕ2,3 = x2ϕ0,3 − x3ϕ0,2 and x1ϕ2,3 = x2ϕ1,3 − x3ϕ1,2.
Now, it is clear that if ϕ ∈ Hom
P
(Ω1, φ∗OS(1)) factors through K−1, then
ϕ0,1 ∈ (θ, ξ). Therefore the image of ϕ0,1 in R3/(θ, ξ) = R3/R1R2 doesn’t depend
on ϕ up to morphisms factoring through K−1, and the first equality will follow if we
prove that η0,1 := aσ0+bσ1+σ2 and η
′
0,1 := aσ1+bσ2+σ3 satisfy ρη0,1, ρη
′
0,1 ∈ (θ, ξ)
∀ρ ∈ R+. Passing to the quotient ring R/(θ) ∼= R′ ⊕ ξ′R′ (see 4.3.2), this is the
same as proving that η¯0,1 := as0 + bs1 + s2 and η¯
′
0,1 := as1 + bs2 + s3 are such
that rη¯0,1, rη¯
′
0,1 ∈ (ξ′) ∀r ∈ R′+. Since ξ′2 = ar0 + br1 + r2, in the overring
R = C[y0, y1, z]/(z2 − F ) of R′ we have η¯0,1 = y0ξ′2 and η¯′0,1 = y1ξ′2, whence
rη¯0,1 = (y0r)ξ
′2 and rη¯′0,1 = (y1r)ξ
′2, and y0r, y1r ∈ R′.
As for the second equality, observe again that if ϕ ∈ Hom
P
(Ω1, φ∗OS(1)) factors
through K−1, then ϕ1,2 ∈ (ξ, k0ρ0 + k1ρ1), so that it is enough to check that if η
(respectively η′) is a morphism such that η0,1 = aσ0+ bσ1+ σ2 (respectively η
′
0,1 =
aσ1+bσ2+σ3), then η1,2 = −k0τ0−k1τ1 (respectively η′1,2 = (k0b−k1a)τ0+k0τ1) in
R4/(R1R3 +R22). The other cases being similar, we will do it only for η assuming
k0 = 1, k1 = 0 (so that ̺(x2) = ρ0 and we expect η1,2 = −τ0). By rel2 and rel3 we
have
ρ0(aσ0 + bσ1 + σ2) = aρ0σ0 + bρ1σ0 + bθ
2σ2 + ρ1σ1 − θτ0,
and then it follows from rel5 that
ρ0(aσ0 + bσ1 + σ2) = ξ
2σ0 − θ[−τ0 + cθσ0 + µθσ1 + (2λ− b)θσ2 + θσ3],
whence we can take η0,2 = ξσ0 and η1,2 = −τ0 + cθσ0 + µθσ1 + (2λ− b)θσ2 + θσ3.
It is also clear that a different choice would change η1,2 by a multiple of ξ. 
We will use Cˇech resolutions over the affine open covering U = {{xi 6= 0} | i =
0, . . . , 3} of P to compute cohomology.
Lemma 4.3.5. Let η, η′ be as in 4.3.4. Then
{ ηi,j
xixj
}, { η
′
i,j
xixj
} ∈ Z1(U, φ∗OS(1))
and they correspond to generators of H1(U, φ∗OS(1)) ∼= H1(P, φ∗OS(1)).
Proof. It is clear by definition that if ϕ ∈ Hom
P
(Ω1, φ∗OS(1)) then { ϕi,jxixj } is
a cocycle, and that if ϕ factors through K−1 then { ϕi,jxixj } ∈ B1(U, φ∗OS(1)). 
We are now ready to compute the coefficients cj(φ) of O(j − 2) (for j =
−1,−2,−3) in E(φ). First observe that (by 3.5.2)
c−1(φ) − c−3(φ) = χ(P, φ∗OS(2)⊗N •(−1))− χ(P,N •(−1)(2)) + χ(P,N •(−3)(2))
and that χ(P,N •(−1)(2)) = −χ(P,N •(−3)(2)) = 1 by 3.2.3 (indeed, h0(P,N •(−1)(2)) =
h−1(P,N •(−3)(2)) = 1 and h−1(P,N •(−1)(2)) = h0(P,N •(−3)(2)) = 0). By definition
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N •(−1) is the complex
0→ O(−1)
−x1
x0

−−−−−−→
O
⊕
O
(
x0 x1
)
−−−−−−−→ O(1)→ 0
(with N 0(−1) = O(1)). Therefore
χ(P, φ∗OS(2)⊗N •(−1)) =
0∑
i=−2
(−1)iχ(P, φ∗OS(2)⊗N i(−1))
= χ(P, φ∗OS(3))− 2χ(P, φ∗OS(2)) + χ(P, φ∗OS(1))
= χ(OS0) + 3K2S0 − 2(χ(OS0) +K2S0) + χ(OS0) = K2S0 = 4,
so that c−1(φ) − c−3(φ) = 2.
Lemma 4.3.6. Let ̺(x2) = k0ρ0 + k1ρ1. Then
H0(P, φ∗OS(2)⊗N •(−1)) ∼= C⊕R3/(R1R2 + 〈aσ0 + bσ1 + σ2, aσ1 + bσ2 + σ3〉)
(in particular, h0(P, φ∗OS(2)⊗N •(−1)) = 4) and
H0(P, φ∗OS(2)⊗N •(−2)) ∼= 〈τ0, τ1〉/〈−k0τ0 − k1τ1, (k0b− k1a)τ0 + k0τ1〉.
Moreover, with this identification the image of H0(P, ψ#(2)⊗N •(−1)) is 〈(0, ̺(x3))〉 ∈
H0(P, φ∗OS(2)⊗N •(−1)).
Proof. φ∗OS(2)⊗N •(−1) is the complex
0→ φ∗OS(1)
−x1
x0

−−−−−−→
φ∗OS(2)
⊕
φ∗OS(2)
(
x0 x1
)
−−−−−−−→ φ∗OS(3)→ 0
(with N 0(−1) = φ∗OS(3)). Its Cˇech resolution is a double complex whose total
complex C• is such that Hi(C•) ∼= Hi(P, φ∗OS(2)⊗N •(−1)). C• is explicitly given
by
Ci := Ci(U, φ∗OS(3))⊕ Ci+1(U, φ∗OS(2)2)⊕ Ci+2(U, φ∗OS(1))
and (denoting always by d• the differentials of the various C•(U, φ∗OS(j)))
diC•(u, (v
0, v1), w) := (x0v
0+x1v
1+di(u), (−x1w−di+1(v0), x0w−di+1(v1)), di+2(w))
∀u ∈ Ci(U, φ∗OS(3)), ∀v0, v1 ∈ Ci+1(U, φ∗OS(2)) and ∀w ∈ Ci+2(U, φ∗OS(1)).
First we fix
w¯ ∈ Z2(U, φ∗OS(1)) \B2(U, φ∗OS(1))
(observe that H2(U, φ∗OS(1)) ∼= H2(P, φ∗OS(1)) ∼= C),
v¯0, v¯1 ∈ C1(U, φ∗OS(2)) such that d1(v¯1) = x0w¯, d1(v¯0) = −x1w¯
(this is possible because d2(x0w¯) = d
2(x1w¯) = 0 and H
2(U, φ∗OS(2)) = 0) and
u¯ ∈ C0(U, φ∗OS(3)) such that d0(u¯) = x0v¯0 + x1v¯1
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(again, this can be done because d1(x0v¯
0 + x1v¯
1) = 0 and H1(U, φ∗OS(3)) = 0).
Now, let (u, (v0, v1), w) ∈ Z0(C•): by definition of d0C• , this is equivalent to the
following conditions:
d0(u) = −x0v0 − x1v1, d1(v0) = −x1w, d1(v1) = x0w, d2(w) = 0.
As d2(w) = 0, ∃!k ∈ C and ∃w′ ∈ C1(U, φ∗OS(1)) such that w = kw¯ − d1(w′).
Since
d1(v0 − x1w′ − kv¯0) = −x1w − x1(kw¯ − w) + kx1w¯ = 0
and similarly d1(v1 + x0w
′ − kv¯1) = 0, and since H1(U, φ∗OS(2)) = 0, ∃v′0, v′1 ∈
C0(U, φ∗OS(2)) such that d0(v′0) = v0−x1w′−kv¯0 and d0(v′1) = v1+x0w′−kv¯1.
It follows that
(u, (v0, v1), w) + d−1C•(0, (v
′0, v′
1
), w′) = (u+ x0v
′0 + x1v
′1, (kv¯0, kv¯1), kw¯).
As d0(u + x0v
′0 + x1v
′1) = −kx0v¯0 − kx1v¯1 = −kd0(u¯), we see that u + x0v′0 +
x1v
′1 + ku¯ defines an element ρ ∈ H0(U, φ∗OS(3)) ∼= R3. Now we want to see
how this ρ changes for different choices of w′, v′
0
and v′
1
. Instead of them we
could choose w′ + w′′, v′
0
+ v′′
0
and v′
1
+ v′′
1
, where w′′ is an arbitrary ele-
ment of Z1(U, φ∗OS(1)), v′′i ∈ C0(U, φ∗OS(2)) are such that d0(v′′0) = −x1w′′
and d0(v′′
1
) = x0w
′′, and then ρ would be changed by ρ˜ = x0v
′′0 + x1v
′′1 ∈
Z0(U, φ∗OS(3)) = H0(U, φ∗OS(3)) ∼= R3. If w′′ = d0(w˜) ∈ B1(U, φ∗OS(1)),
then v′′
0
= −x1w˜ + v˜0 and v′′1 = x0w˜ + v˜1 for arbitrary v˜i ∈ Z0(U, φ∗OS(2)) =
H0(U, φ∗OS(2)) ∼= R2, so that in this case ρ˜ = x0v˜0 + x1v˜1 ∈ R1R2. Otherwise,
by 4.3.5 we can assume w′′i,j =
ηi,j
xixj
or w′′i,j =
η′i,j
xixj
. In the first case (the other one
is completely analogous) the v′′i are given (up to elements of Z0(U, φ∗OS(2))) by
v′′
0
0 =
η0,1
x0
, v′′
0
1 = 0, v
′′0
2 = −
η1,2
x2
, v′′
0
3 = −
η1,3
x3
,
v′′
1
0 = 0, v
′′1
1 =
η0,1
x1
, v′′
1
2 =
η0,2
x2
, v′′
1
3 =
η0,3
x3
,
so that ρ˜ = η0,1 (which we can assume to be aσ0 + bσ1 + σ2 by 4.3.5). Now it is
clear that the map
H0(C•)→ C⊕R3/(R1R2 + 〈aσ0 + bσ1 + σ2, aσ1 + bσ2 + σ3〉)
[(u, (v0, v1), w)] 7→ (k, [ρ])
is well defined, and it is easily seen to be an isomorphism (non canonical, since it
depends on the choices of w¯, v¯0, v¯1 and u¯): this proves the first statement. The
computation of H0(P, φ∗OS(2)⊗N •(−2)) is similar and we shall omit it; we just want
to underline the fact that (by 4.3.4) the terms −k0τ0−k1τ1 and (k0b−k1a)τ0+k0τ1
are just η1,2 and η
′
1,2. It is straightforward to check that the map
H0(P, ψ#(2)⊗N •(−1)) : H0(P,N •(−1)(2)) ∼= C→ H0(P, φ∗OS(2)⊗N •(−1))
is as stated. 
Corollary 4.3.7. If ̺(x3) ∈ 〈aσ0 + bσ1 + σ2, aσ1 + bσ2 + σ3〉 + R1R2 then
c−1(φ) = 3 and c−3(φ) = 1, otherwise c−1(φ) = 2 and c−3(φ) = 0.
Let ̺(x2) = k0ρ0 + k1ρ1. If k
2
0 − bk0k1 + ak21 = 0 then c−2(φ) = 1, otherwise
c−2(φ) = 0.
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Proof. By 3.2.6 we have
c−1(φ) = h
0(P, φ∗OS(2)⊗N •(−1))− z0−1 − z−1−3 + k−1 + k−3,
c−2(φ) = h
0(P, φ∗OS(2)⊗N •(−2))− z0−2 − z−1−2 + 2k−2.
By 3.2.3 z0−1 = z
−1
−3 = 1, z
0
−2 = z
−1
−2 = 0 (whence k−2 = 0) and k−3 = 0 (because
also z0−3 = 0). Therefore c−1(φ) = 2 + k−1 and c−2(φ) = h
0(P, φ∗OS(2) ⊗N •(−2)),
and then everything follows from 4.3.6. 
Remark 4.3.8. It is possible to prove that a good birational weighted canonical
projection φ with c−1(φ) = 3 or c−2(φ) = 1 actually exists. For instance, it is easy
to see that the projection into P(1, 1, 2, 2, 3, 3) determined (in the obvious way) by
aσ0+ bσ1+ σ2 and aσ1+ bσ2+ σ3 is good birational, and then it follows that there
exists φ good birational into P(1, 1, 2, 3) with ̺(x3) ∈ 〈aσ0+bσ1+σ2, aσ1+bσ2+σ3〉.
4.4. Explicit resolution
We will assume that ̺(x2) = ρ0, ̺(x3) = σ0 (and, as usual, ̺(x0) = θ, ̺(x1) =
ξ). First of all, we must check that this is an admissible choice.
Lemma 4.4.1. With ̺ as above, φ is a good birational weighted canonical pro-
jection.
Proof. φ is a morphism because every generator of R is in √(θ, ξ, ρ0) (ρ1 by
rel1, ζ, σi and τi by the relj containing their squares). As for birationality, using
rel10 we see that x
2
0(x2 + bx
2
0)ρ1 belongs to the subring of R generated by θ, ξ, ρ0
and σ0. This means that (generically) two points of S mapped by φ to the same
point of P have the same coordinate ρ1, and then it is immediate to see that the
same is true also for ζ, σi (i > 0) and τi. 
Remark 4.4.2. rel10 also shows that Y = imφ does not contain the points
[0, 0, 1, 0] and [0, 0, 0, 1], which are (by 1.5.6) the only non standard points of P
(and also the only singular points of P).
By 4.3.7 we have E := E(φ) = O(−2)⊕O(−3)2⊕Ω1(−1)2, so that the resolution
given by 3.5.1 is of the form
0→ O(−8)⊕O(−6)⊕O(−5)2⊕(Ω2)2 α−→ O⊕O(−2)⊕O(−3)2⊕Ω1(−1)2 γ−→ φ∗OS → 0
with α = α∨(−8). As a first step to construct α, we choose γ; Hom
P
(O(−j), φ∗OS)
will be identified, as usual, with Rj . Then we take γ|O := 1, γ|O(−2) := ρ1,
γ|O(−3)2 := (σ1, ζ) and γ|Ω1(−1)2 := (η, η′), where η, η′ ∈ HomP(Ω1(−1), φ∗OS) ∼=
Hom
P
(Ω1, φ∗OS(1)) are as in 4.3.4. Making the computations (using the relations
in R) it turns out that they can be chosen as follows:
η0,1 = aσ0 + bσ1 + σ2;
η0,2 = ξσ0;
η1,2 = −τ0 + cθσ0 + µθσ1 + (2λ− b)θσ2 + θσ3;
η0,3 = ξρ
2
0;
η1,3 = −ρ0ζ − bθ2ζ +(c+ ab− aλ)θρ20 + b(b−λ)θρ0ρ1− bθξ2ρ0+ θξ2ρ1+ (a2+
bc− aµ+ ǫ)θ3ρ0 + (ab− bµ+ ν − c)θ3ρ1 − aθ3ξ2 + (ac− aν + bǫ)θ5;
η2,3 = θξ(ρ0ρ1 − λρ20 + (a− µ)θ2ρ0 + bθ2ρ1 − θ2ξ2 + (c− ν)θ4);
η′0,1 = aσ1 + bσ2 + σ3;
η′0,2 = ξσ1;
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η′1,2 = bτ0 + τ1 − ǫθσ0 + (c− 2ν)θσ1 − µθσ2;
η′0,3 = ξρ0ρ1;
η′1,3 = bρ0ζ + ρ1ζ + (a− 4b2 + 4bλ− µ)θ2ζ + (aµ− a2 + 2ab2 − 2abλ− ǫ)θρ20 +
(c + aλ + 2bµ− 2ν − 3ab + 2b3 − 2b2λ)θρ0ρ1 + (2a − 2b2 + 2bλ− µ)θξ2ρ0 + (3b −
2λ)θξ2ρ1+(aν+ cµ− 2ac−λǫ+2b2c− 2bcλ)θ3ρ0+(2cλ+2bν− 3bc− 2λν− 2b2µ+
2bλµ)θ3ρ1 − θξ4 + (2c− ν)θ3ξ2 + (2b2ǫ− 2bλǫ+ cν − c2)θ5;
η′2,3 = θξ(θζ − λρ0ρ1).
Lemma 4.4.3. γ := (1, ρ1, σ1, ζ, η, η
′) : O⊕O(−2)⊕O(−3)2⊕Ω1(−1)2 → φ∗OS
is such that H1(P, γ(1)) and H0(P, γ(i)) ∀i ∈ Z are surjective.
Proof. By 4.3.4 and 4.3.5 it is clear that
H1(P, (η, η′)(1)) : H1(P, (Ω1)2) ∼= C2 → H1(P, φ∗OS(1)) ∼= C2
is an isomorphism. As for H0, since H0(P, φ∗OS(i)) ∼= Ri ∀i ∈ Z, it is enough
to prove that R is generated (as graded P–module) by {1, ρ1, σ1, ζ, ηi,j , η′i,j}, and
this will follow if we show that R is generated by {1, ρ1, σ1, σ2, σ3, ζ, τ0, τ1, ρ1ζ} (σ2
comes from η0,1, σ3 from η
′
0,1, τ0 from η1,2, τ1 from η
′
1,2 and ρ1ζ from η
′
1,3). Now, it
is easy to see that we can always assume that a monomial in R contains at most one
of the variables σi, ζ and τi, and with exponent at most 1. Moreover, the relation
rel1 implies that we can assume that also ρ1 appears with exponent at most 1. It
follows that R is generated by
{1, ρ1, σ1, σ2, σ3, ζ, τ0, τ1, ρ1σ1, ρ1σ2, ρ1σ3, ρ1ζ, ρ1τ0, ρ1τ1}.
Moreover, using rel3, rel4 and rel7 it is immediate to see that ρ1σ1, ρ1σ2 and ρ1σ3
are actually not needed, and similarly for ρ1τ0 and ρ1τ1 (using rel8 and rel9). 
Then it follows from 3.3.6 that γ is surjective and kerγ ∼= (O⊕ E)∨(−8). Now
we want to construct a morphism β : (O ⊕ E)∨(−8)→ O⊕ E such that
0→ (O ⊕ E)∨(−8) β−→ O ⊕ E γ−→ φ∗OS → 0
is exact, and (again by 3.3.6) it is enough to require that γ ◦β = 0 and H0(P, β(i))
is injective ∀i ∈ Z. First we need to fix some notation. The exact sequence
0→ Ω1(−1)→ K−1(−1) = O(−2)2 ⊕O(−3)⊕O(−4) d
−1
K•
(−1)−−−−−→ O(−1)→ 0
induces naturally an exact sequence
0→ O ⊕ E j−→ E˜ d˜−→ O(−1)2 → 0,
where E˜ := O⊕O(−2)⊕O(−3)2 ⊕ (O(−2)2 ⊕O(−3)⊕O(−4))2. Denoting ∨(−8)
by ∗, we have also an exact sequence
0→ O(−7)2 d˜∗−→ E˜∗ j
∗
−→ (O ⊕ E)∗ → 0.
It is then clear that giving β : (O⊕E)∗ → O⊕E is equivalent to giving β˜ : E˜∗ → E˜
such that d˜ ◦ β˜ = 0 and β˜ ◦ d˜∗ = 0 (of course, β˜ = j ◦ β ◦ j∗), and that β is
symmetric if and only if β˜ is. Observe that β˜ can be identified with a 12 × 12
matrix of homogeneous polynomials (in P). Moreover, the exact sequence
0→ Ω2(−1)→ K−2(−1) = O(−3)⊕O(−4)2 ⊕O(−5)2 ⊕O(−6)→ Ω1(−1)→ 0
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induces naturally an exact sequence
0→ Ω2(−1)2 → E ′ p
′
−→ O ⊕ E → 0,
where E ′ := O ⊕ O(−2) ⊕O(−3)2 ⊕ K−2(−1)2. While β need not factor through
p′ (because Ext1
P
(Ω2,Ω2(−1)) 6= 0, and actually the morphism we are looking for
does not factor), β ◦ j∗ factors through p′ (since Ext1
P
(E˜∗,Ω2(−1)) = 0), so that we
must have β˜ = j ◦ p′ ◦ β′ for some β′ : E˜∗ → E ′, as we can see from the following
diagram
0 −−−−→ O(−7)2 d˜∗−−−−→ E˜∗ j
∗
−−−−→ (O ⊕ E)∗ −−−−→ 0yβ′ yβ
0 −−−−→ Ω2(−1)2 −−−−→ E ′ p
′
−−−−→ O ⊕ E j−−−−→ E˜ d˜−−−−→ O(−1)2
which has exact rows, except at O ⊕ E . Then the condition d˜ ◦ β˜ = 0 is au-
tomatically satisfied, whereas β˜ ◦ d˜∗ = 0 is equivalent to p′ ◦ β′ ◦ d˜∗ = 0 (be-
cause j is injective). Setting γ′ := γ ◦ p′ : E ′ → φ∗OS (notice that, by definition,
γ′ = (1, ρ1, σ1, ζ, {ηi,j}, {η′i,j})), γ◦β = 0 is clearly equivalent to γ′◦β′ = 0. Finally,
H0(P, β(i)) injective ∀i ∈ Z translates into the condition that
(4.4.1)
0→ H0(P,O(i − 7)2) H
0(P,d˜∗(i))−−−−−−−→ H0(P, E˜∗(i)) H
0(P,(j◦p′◦β′)(i))−−−−−−−−−−−−→ H0(P, E˜(i))
is an exact sequence ∀i ∈ Z (this is a consequence of the fact that, ∀i ∈ Z,
H0(P, j(i)) is injective and H0(P, j∗(i)) is surjective, as H0(P,O(i − 7)) = 0).
We are going to sketch only how it is possible to find such a β′. Since
E˜∗ = O(−4)2 ⊕O(−5)4 ⊕O(−6)5 ⊕O(−8),
β′ is given by sections a1, a2 ∈ H0(P, E ′(4)), b1, . . . , b4 ∈ H0(P, E ′(5)), c1, . . . , c5 ∈
H0(P, E ′(6)), e ∈ H0(P, E ′(8)). As we want γ′ ◦ β′ = 0, it is clear that each of
them must be in the kernel of the corresponding H0(P, γ′(i)) (and must not be
mapped to 0 by H0(P, (j ◦ p′)(i)) by (4.4.1)). So, for instance, denoting by g(ρ)
(where ρ : L ∼= O(−i) → φ∗OS is one of the components of γ′) a generator of
H0(P,L(i)) ∼= C, it is easy to see that kerH0(P, γ′(4)) is generated by −x1x3g(1)+
g(η0,2) and x1g(σ1)− g(η′0,2), so that we can choose them as a1 and a2. Continuing
in this way, it is not difficult to find candidates also for bi, ci and e: the bi must
be chosen in such a way that, together with the xlai (l = 0, 1), they generate
kerH0(P, γ′(5))/H0(P,Ω2(4)2) (notice that before we didn’t consider the analogous
quotient because H0(P,Ω2(3)) = 0), and similarly for the ci and e. It is clear that
then γ′ ◦ β′ = 0 and the sequences (4.4.1) are exact, and it is also not hard to get
that p′ ◦ β′ ◦ d˜∗ = 0 and even that the resulting morphism from (Ω2)2 to Ω1(−1)2
is already symmetric.
Once we have thus obtained the required β (corresponding to β˜ = j ◦p′ ◦β′), it
remains only to symmetrize it. By 3.3.6 there exists an automorphism δ of (O⊕E)∗
such that α := β ◦ δ = α∗ and
0→ (O ⊕ E)∗ α−→ O ⊕ E γ−→ φ∗OS → 0
is exact. It is immediate to see that finding such a δ is equivalent to finding an
automorphism δ˜ of E˜∗ such that α˜ := β˜ ◦ δ˜ = α˜∗ and δ˜ ◦ d˜∗ = d˜∗ ◦ s for some
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automorphism s of O(−7)2. Regarding β˜ as a matrix, composing β˜ with an auto-
morphism of E˜∗ corresponds to making “homogeneous” elementary operations on
the columns: one can multiply a column by a non zero constant, can exchange two
columns corresponding to morphisms from O(i1) and O(i2) with i1 = i2, and can
add to a column a multiple of the “right” degree of another one. In our case, since
the component of β˜ from (K−1(−1)∗)2 ∼= (K−3)2 to K−1(−1)2 is already symmet-
ric, we need only to modify the first 4 columns (those giving β˜|O(−8)⊕O(−6)⊕O(5)2),
which assures that δ˜ ◦ d˜∗ = d˜∗. After these computations, we eventually obtain the
following symmetric matrix α˜ = j ◦ α ◦ j∗. Denoting by p2, p4, q2, q4 the following
homogeneous polynomials (subscripts denote degrees)
p2 := (ab − aλ+ c)x2 − bx21 + bcx20,
p4 := (aλ− ab− c)x22 + bx21x2 + (aµ− a2 − bc− ǫ)x20x2 + ax20x21 + (aν − ac− bǫ)x40,
q2 := b(λ− b)x2 − x21 + (bµ− ab+ c− ν)x20,
q4 := λx
2
2 + (µ− a)x20x2 + x20x21 + (ν − c)x40,
the first 4 columns of α˜ are
O(−8) O(−6) O(−5) O(−5)
O 0 x0x3p2 x0p4 ax20x3
O(−2) x0x3p2 2b(b− λ)x0x3 x0q2 −x3
O(−3) x0p4 x0q2 0 x2 + bx20
O(−3) ax20x3 −x3 x2 + bx20 0
O(−2) 0 −λx0x1x2 0 x20x1
O(−2) 0 x22 + λx20x2 −x3 −x30
O(−3) 0 −x1x2 0 0
O(−4) 0 0 x1 0
O(−2) x0x1q4 −x0x1(x2 + bx20) 0 0
O(−2) x23 − x32 − x20q4 x20(x2 + bx20) 0 0
O(−3) x1x22 0 0 0
O(−4) −x1x3 0 0 0
and the last 8 rows and columns (those giving the component of α˜ from (K−3)2
to K−1(−1)2, which corresponds to the component of α from (Ω2)2 to Ω1(−1)2)
are
O(−6) O(−6) O(−5) O(−4) O(−6) O(−6) O(−5) O(−4)
O(−2) 0 0 0 0 0 0 x3 −x2
O(−2) 0 0 0 0 0 0 0 0
O(−3) 0 0 0 0 −x3 0 0 x0
O(−4) 0 0 0 0 x2 0 −x0 0
O(−2) 0 0 −x3 x2 0 0 0 0
O(−2) 0 0 0 0 0 0 0 0
O(−3) x3 0 0 −x0 0 0 0 0
O(−4) −x2 0 x0 0 0 0 0 0
(of course, by symmetry we need not write the first 4 rows entirely).
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Remark 4.4.4. It is easy to see that the component of α from (Ω2)2 to Ω1(−1)2
is as expected from 3.5.3 (observe that P1 = 〈x0, x1〉 and that the multiplication
map xi : H
1(P, φ∗OS) → H1(P, φ∗OS(1)) is 0 for i = 0 and is an isomorphism for
i = 1).
Remark 4.4.5. The fact that α˜ = j ◦ α ◦ j∗ for some (uniquely determined) α
is equivalent to the fact that, denoting by α˜(i) the ith row of α˜, we have (as it is
immediate to check)
∑3
i=0 xiα˜
(5+i) = 0 and
∑3
i=0 xiα˜
(9+i) = 0.
Remark 4.4.6. We checked that, with α˜ defined as above, α actually satisfies
the rank condition and its determinant is an irreducible polynomial (of degree 24).
APPENDIX A
Abelian categories and derived categories
In A.1 we recall the definition and some basic properties about the quotient
of an abelian category by a localizing subcategory (see [G] for more details and
proofs). In the rest of the appendix, besides proving a couple of results for which
we could not find a reference, we give (without proofs) the essential elements of the
theory of derived categories. A good reference for this subject is [H2, chapter I]
(where almost all proofs can be found); see also [V] for more details on triangulated
categories and derived categories. We refer to [Bon] for the part on exceptional
sequences and mutations in a triangulated category.
A.1. Quotient of an abelian category
Definition A.1.1. Let A be an abelian category. A full subcategory C of A
is called thick if for every short exact sequence 0→M ′ →M →M ′′ → 0 in A, M
is an object of C if and only if M ′ and M ′′ are objects of C.
Given an abelian category A and a thick subcategory C of A, it is possible to
define the quotient category A/C, whose objects are the same as those of A, and
whose morphisms are defined in the following way. Given M,N objects of A, the
set
I(M,N) := {(M ′, N ′) |M ′ ⊆M ;N ′ ⊆ N ;M/M ′ ∈ C;N ′ ∈ C}
is partially ordered by (M ′, N ′) ≤ (M ′′, N ′′) if and only if M ′′ ⊆M ′ and N ′ ⊆ N ′′.
It is easy to prove that (I(M,N),≤) is a direct set (since C is thick), and so we
can define
HomA/C(M,N) := lim
(M ′,N ′)∈I(M,N)
HomA(M
′, N/N ′).
Again using the fact that C is thick, it is not difficult to see that there is a natural
way of defining composition of morphisms, so that A/C is indeed a category.
Proposition A.1.2. ([G, prop. 1, p. 367]) If C is a thick subcategory of
an abelian category A, then A/C is an abelian category and the natural functor
T : A→ A/C is exact.
Definition A.1.3. A thick subcategory C of an abelian category A is called
a right localizing subcategory of A if there exists a functor S : A/C→ A which is
right adjoint of T : A→ A/C.
Remark A.1.4. Of course, one can define (in the obvious way) also the notion
of left localizing subcategory.
Clearly if S exists it is unique up to isomorphism of functors, and it is left exact
(since it is a right adjoint). Moreover, we have the following results ([G, prop. 3,
p. 371 and prop. 5, p. 374]).
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Proposition A.1.5. The natural transformation (induced by the properties of
adjoint functors) T ◦ S → idA/C is an isomorphism of functors.
Proposition A.1.6. Let F : A → B be an exact functor between abelian
categories, let G : B → A be a right adjoint of F , and assume that the associated
natural transformation F ◦G→ idB is an isomorphism of functors. Then, denoting
by kerF the full subcategory of A whose objects are the A such that F (A) ∼= 0 and
by T : A → A/ kerF the natural functor, kerF is a right localizing subcategory
of A and F induces an exact equivalence of categories F ′ : A/ kerF → B, whose
quasi–inverse is T ◦G.
A.2. Triangulated categories
A triangulated category is given by an additive categoryC with some additional
structures. First there is an additive automorphism T : C → C, called translation
(or shift) functor; ∀n ∈ Z the functor T n will be usually denoted by [n]. A triangle
in (C, T ) is given by three objects X , Y , Z and by three morphisms u : X → Y ,
v : Y → Z, w : Z → X [1] of C, and will be usually denoted by X u−→ Y v−→ Z w−→
X [1]. A morphism between two triangles X
u−→ Y v−→ Z w−→ X [1] and X ′ u
′
−→ Y ′ v
′
−→
Z ′
w′−→ X ′[1] is given by three morphisms f : X → X ′, g : Y → Y ′ and h : Z → Z ′
such that
X
u−−−−→ Y v−−−−→ Z w−−−−→ X [1]yf yg yh yf [1]
X ′
u′−−−−→ Y ′ v′−−−−→ Z ′ w′−−−−→ X ′[1]
is a commutative diagram. Then a structure of triangulated category on (C, T ) is
given by a family of triangles (called distinguished triangles) which have to satisfy
the following four axioms.
(TR1): A triangle isomorphic to a distinguished triangle is distinguished.
Every morphism u : X → Y of C is contained in a distinguished
triangle X
u−→ Y v−→ Z w−→ X [1].
For every object X of C the triangle X
idX−−→ X −→ 0 −→ X [1] is
distinguished.
(TR2): The triangle X
u−→ Y v−→ Z w−→ X [1] is distinguished if and only if
the triangle Y
v−→ Z w−→ X [1] −u[1]−−−→ Y [1] is distinguished.
(TR3): Given two distinguished triangles X
u−→ Y v−→ Z w−→ X [1], X ′ u′−→
Y ′
v′−→ Z ′ w′−→ X ′[1] and two morphisms f : X → X ′, g : Y → Y ′ such
that u′ ◦ f = g ◦ u, there exists a morphism h : Z → Z ′ such that (f, g, h)
is a morphism of triangles.
(TR4): Given three distinguished triangles
X
u−→ Y u′−→ Z ′ u′′−−→ X [1],
Y
v−→ Z v′−→ X ′ v′′−→ Y [1],
X
v◦u−−→ Z w
′
−→ Y ′ w
′′
−−→ X [1],
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there exist two morphisms f : Z ′ → Y ′ and g : Y ′ → X ′, such that
(idX , v, f) and (u, idZ , g) are morphisms of triangles
X
u−−−−→ Y u′−−−−→ Z ′ u′′−−−−→ X [1]yidX yv yf yidX[1]
X
v◦u−−−−→ Z w′−−−−→ Y ′ w′′−−−−→ X [1]yu yidZ yg yu[1]
Y
v−−−−→ Z v′−−−−→ X ′ v′′−−−−→ Y [1]
and Z ′
f−→ Y ′ g−→ X ′ u
′[1]◦v′′−−−−−→ Z ′[1] is a distinguished triangle.
A functor between two triangulated categories is said to be exact if it com-
mutes (up to isomorphism) with translation functors and if it carries distinguished
triangles to distinguished triangles. A functor H : C → A between a triangulated
category and an abelian category is called cohomological if for every distinguished
triangle X
u−→ Y v−→ Z w−→ X [1] of C the sequence
· · · → H(X) H(u)−−−→ H(Y ) H(v)−−−→ H(Z) H(w)−−−→ H(X [1]) H(u[1])−−−−−→ H(Y [1])→ · · ·
is exact in A.
Proposition A.2.1. A triangulated category C satisfies the following proper-
ties:
(1) the composition of two consecutive morphisms in a distinguished triangle
is zero;
(2) for every object M of C, HomC(M,−) : C → Ab and HomC(−,M) :
C◦ → Ab are cohomological functors;1
(3) for every morphism u : X → Y in C a distinguished triangle of the form
X
u−→ Y v−→ Z w−→ X [1] (which exists by (TR1)) is not unique, but the
object Z is uniquely determined up to isomorphism; moreover, u is an
isomorphism if and only if Z ∼= 0.
For the rest of this section we will assume that K is a field and that C is a K–
linear triangulated category (namely, a triangulated category in which HomC(X,Y )
has a structure of K–vector space for every objects X and Y of C such that com-
position of morphisms is K–bilinear and the shift functor is K–linear).
Definition A.2.2. An object E of C is called exceptional if HomC(E,E) ∼= K
and HomC(E,E[k]) = 0 for k 6= 0.
A sequence (E0, . . . , Em) of objects of C is called an exceptional sequence (or
collection) if each Ei is exceptional and HomC(Ei, Ej [k]) = 0 for i > j and ∀k ∈ Z.
An exceptional sequence (E0, . . . , Em) is strong if HomC(Ei, Ej [k]) = 0 for
k 6= 0 and ∀i, j.
An exceptional sequence (E0, . . . , Em) is full if {E0, . . . , Em} generates C as
a triangulated category (i.e., if every strictly full triangulated subcategory of C
containing the Ei coincides with C).
1C◦ has a natural structure of triangulated category. Ab is the category of abelian groups.
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Remark A.2.3. Given k0, . . . , km ∈ Z, a sequence (E0, . . . , Em) is exceptional
(and full) if and only if (E0[k0], . . . , Em[km]) is exceptional (and full). On the other
hand, the property of being strong is not preserved in general, unless k0 = · · · = km.
We will assume also that dimK
⊕
k∈ZHomC(X,Y [k]) < ∞ for every objects
X,Y of C and we will denote by LXY the object of C defined (up to isomorphism)
by the distinguished triangle
LXY →
⊕
k∈Z
(HomC(X [k], Y )⊗K X [k]) u−→ Y → (LXY )[1]
(where u is the natural morphism).
Proposition A.2.4. If σ = (E0, . . . , Em) is a (full) exceptional sequence of
C, then for i = 0, . . .m− 1 the sequence (E0, . . . , Ei−1, LEiEi+1, Ei, Ei+2, . . . , Em)
(called a left mutation of σ)2 is (full) exceptional, too.
Given a sequence (E0, . . . , Em), for 0 ≤ j ≤ i ≤ m we define inductively objects
L(j)Ei by L
(0)Ei := Ei and L
(j)Ei := LEi−j (L
(j−1)Ei) for j > 0.
Corollary A.2.5. If σ = (E0, . . . , Em) is a (full) exceptional sequence of C,
then the sequence (L(m)Em, L
(m−1)Em−1, . . . , L
(1)E1, L
(0)E0 = E0) (called the left
dual of σ) is (full) exceptional, too.
A.3. Derived categories
If A is an abelian category or, more generally, an additive subcategory of an
abelian category, C(A), K(A) and D(A) will denote the category of complexes,
the homotopy category and the derived category of A, respectively: we recall the
definitions.
The objects of C(A) are just the complexes ofA (by a complex we always mean
a cohomological complex, that is differentials have degree +1) and the morphisms
are just usual morphisms of complexes. A complex
· · · → X−1 d
−1
X•−−−→ X0 d
0
X•−−−→ X1 → · · ·
will be denoted by X•; similarly, a morphism of complexes from X• to Y • given
by morphisms f i : X i → Y i (with di+1Y • ◦ f i = f i+1 ◦ diX•) will be denoted by f•.
The objects of K(A) are the same as those of C(A), whereas the morphisms
are the homotopy equivalence classes of morphisms of complexes (two morphisms
f•, g• : X• → Y • in C(A) are homotopic if there exist morphisms ki : X i → Y i−1
such that f i − gi = di−1Y • ◦ ki + ki+1 ◦ diX•). By abuse of notation we will denote
in the same way a morphism of C(A) and its equivalence class in K(A). Note
that if f• : X• → Y • is a morphism of K(A), then the morphisms in cohomology
Hi(f•) : Hi(X•) → Hi(Y •) are well defined: in particular, f• is said to be a
quasi–isomorphism if Hi(f•) is an isomorphism ∀i ∈ Z.
The objects of D(A) are always the complexes of A, but the morphisms
are obtained from those of K(A) by inverting formally the quasi–isomorphisms:
more precisely, a morphism in D(A) from X• to Y • is represented by a couple
of morphisms (of K(A)) (s• : Z• → X•, f• : Z• → Y •) where s• is a quasi–
isomorphism and Z• is another object of D(A); on these couples one introduces
2There is also a similar notion of right mutation, which we will not consider.
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the equivalence relation generated by the direct relation which identifies two cou-
ples (s• : Z• → X•, f• : Z• → Y •) and (t• : W • → X•, g• : W • → Y •) if there
exists a morphism a• : Z• → W • such that f• = g• ◦ a• and s• = t• ◦ a•. The
equivalence class of a couple (s•, f•) will be denoted by [(s•, f•)] (or by [(s•, f•)]A
if there can be doubt about A); if s• = idX• , we will simply write [f
•] instead of
[(idX• , f
•)].
Clearly C(A), K(A) and D(A) are all additive categories, but, while C(A) is
abelian if A is abelian, this is not the case for K(A) and D(A). On the other hand,
K(A) and D(A) have a natural structure of triangulated categories, which we are
now going to describe briefly.
∀n ∈ Z the shift functor [n] : C(A)→ C(A) is defined on objects by
X [n]i := Xn+i, diX•[n] := (−1)ndn+iX•
and on morphisms by f [n]i := fn+i. Since the shift functors preserve homotopic
morphisms and quasi–isomorphisms, they induce shift functors (denoted again by
[n]) also on K(A) and D(A). Clearly in each case [n] is an additive automorphism
and [n] ◦ [m] = [n+m] ∀n,m ∈ Z. In order to be able to say what are the distin-
guished triangles of K(A) and D(A) we need to recall the definition of mapping
cone of a morphism of complexes.
Definition A.3.1. The mapping cone of a morphism of complexes f• : X• →
Y • is the complex MC(f•) defined by
MC(f•)n := Xn+1 ⊕ Y n, dnMC(f•) :=
(−dn+1X• 0
fn+1 dnY •
)
.
There are natural morphisms of complexes (inclusion and projection)
j(f•) : Y • →MC(f•), p(f•) :MC(f•)→ X•[1].
Then a triangle in K(A) is distinguished if it is isomorphic to a triangle of the
form X
f•−→ Y j(f
•)−−−→ MC(f•) p(f
•)−−−→ X [1] for some morphism of complexes f•. A
triangle in D(A) is distinguished if it is isomorphic to the image of a distinguished
triangle of K(A) under the natural functor Q : K(A)→ D(A) (which is therefore
exact by definition). The distinguished triangles of D(A) can be characterized in
the following way.
Proposition A.3.2. If 0→ X• f
•
−→ Y • g
•
−→ Z• → 0 is a short exact sequence of
complexes, then there exists a morphism α : Z• → X•[1] in D(A) such that X• [f
•]−−→
Y •
[g•]−−→ Z• α−→ X•[1] is a distinguished triangle. Conversely, every distinguished
triangle in D(A) is isomorphic to one of this form.
Given a complex X• of A and n ∈ Z, we will denote by X≤n or X<n+1 the
complex defined by
(X≤n)i :=
{
X i if i ≤ n
0 if i > n
, diX≤n :=
{
diX• if i < n
0 if i ≥ n .
In a similar way we define the complex X≥n = X>n−1. Then ∀n ∈ Z there is a
short exact sequence of complexes 0 → X≥n → X• → X<n → 0, which gives a
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distinguished triangle not only in D(A) (as we know from A.3.2) but even in K(A).
Indeed, defining δ•X•,n : X
<n[−1]→ X≥n by
δiX•,n :=
{
dn−1X• if i = n
0 if i 6= n
it is very easy to prove the following result.
Lemma A.3.3. ∀X• ∈ K(A) and ∀n ∈ Z the triangle X<n[−1] δ
•
X•,n−−−−→ X≥n →֒
X• ։ X<n is distinguished in K(A).
An object X of A will be always considered as a complex concentrated in
position 0. Obviously this defines functorsA→ C(A), A→ K(A) andA→ D(A),
the first two of which are clearly fully faithful. We have besides the following result.
Lemma A.3.4. The natural functor A→ D(A) is fully faithful (i.e., A can be
identified with a full subcategory of D(A)).
C+(A), K+(A) and D+(A) will denote the full subcategories of C(A), K(A)
and D(A) having as objects the complexes which are bounded from below (i.e.
complexes X• such that X i = 0 for i << 0). K+(A) and D+(A) are triangulated
subcategories of K(A) and D(A), and D+(A) is equivalent to the the full subcate-
gory of D(A) having as objects the complexesX• such that Hi(X•) = 0 for i << 0.
Similarly, C−(A), K−(A), D−(A) and Cb(A), Kb(A), Db(A) will denote the full
subcategories consisting, respectively, of complexes which are bounded from above
and bounded in both directions.
A.4. Derived functors
Let A and B be abelian categories, and let K∗(A) be one of the homotopy
categories K(A), K+(A), K−(A) or Kb(A). If F : K∗(A) → K(B) is an exact
functor (the only case we are actually interested in is when F is induced by an
additive functor A → B, also denoted by F by abuse of notation), then it is not
true in general that F induces a functorD∗(A)→ D(B) (this happens if F preserves
quasi–isomorphisms, e.g. if F : A → B is exact). In any case, one can define the
right derived functor of F in the following way. It consists of an exact functor
RF : D∗(A) → D(B) together with a morphism of functors ξ : Q ◦ F → RF ◦ Q,
satisfying the following universal property: if G : D∗(A) → D(B) is an exact
functor and ζ : Q◦F → G◦Q is a morphism of functors, then there exists a unique
morphism η : RF → G such that ζ = (η ◦ Q) ◦ ξ. The analogous definition of
left derived functor LF can be obtained just inverting the arrows ξ, ζ and η. It
is clear from the definition that derived functors are unique up to isomorphism, if
they exist.
A sufficient condition for the existence of RF : D+(A) → D(B) (respectively
LF : D−(A) → D(B)) is that A has enough injectives (respectively projectives).
If this is the case, then RF can be computed as follows: given X• ∈ K+(A), there
exists a quasi–isomorphism X• → I• in K+(A) such that each Ij is injective, and
then one can define RF (X•) := F (I•). Setting RiF (X•) := Hi(RF (X•)), we see
that, in particular, the functors RiF restricted to A ⊂ D(A) are the usual right
derived functors of F : A→ B (in case F is left exact).
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If A is an abelian category, then HomA(−,−) : A◦ × A → Ab induces a
functor, again denoted by
HomA(−,−) : K(A)◦ ×K(A)→ K(Ab).
Proposition A.4.1. If A has enough injectives, then
RHomA(−,−) : D(A)◦ ×D+(A)→ D(Ab)
exists and RiHomA(−,−) ∼= HomD(A)(−,−[i]) ∀i ∈ Z. In particular, if X,Y ∈ A,
then ExtiA(X,Y )
∼= HomD(A)(X,Y [i]).
A.5. Some related results
Lemma A.5.1. Let A be an abelian category and B a full abelian subcategory of
A. Assume that for every surjective morphism f : A → B in A with B ∈ B there
exists a morphism g : C → A in A such that C ∈ B and f ◦g is surjective. Then for
every X• ∈ K−(A) such that Hi(X•) ∈ B ∀i ∈ Z, there exists a quasi–isomorphism
s• : Y • → X• in K−(A) such that Y • ∈ K−(B).
Proof. It is not difficult to adapt to this more general setting the proof of the
first part of [H1, III, lemma 12.3], where the particular case A = Mod(A) and
B =mod(A) (A a noetherian ring) is considered. 
Corollary A.5.2. Let A and B be abelian categories satisfying the same hy-
potheses as in A.5.1. Then ∀X•, Y • ∈ D−(B) the natural map
ϕ : HomD−(B)(X
•, Y •)→ HomD−(A)(X•, Y •)
is an isomorphism. In other words, D−(B) can be identified with a full subcategory
of D−(A).
Proof. ϕ is injective: assume that
[(s• : Z• → X•, f• : Z• → Y •)]B ∈ HomD−(B)(X•, Y •)
(with s• quasi–isomorphism inK−(B)) is such that ϕ([(s•, f•)]B) = [(s
•, f•)]A = 0.
By definition this means that there exists a quasi–isomorphism t• : W • → Z• in
K−(A) such that f• ◦ t• = 0 in K−(A). By A.5.1 there exists a quasi–isomorphism
u• : V • → W • with V • ∈ K−(B), and then f• ◦ (t• ◦ u•) = 0 in K−(B), i.e.
[(s•, f•)]B = 0.
ϕ is surjective: given
[(s• : Z• → X•, f• : Z• → Y •)]A ∈ HomD−(A)(X•, Y •)
(with s• quasi–isomorphism in K−(A)), by A.5.1 there exists a quasi–isomorphism
t• :W • → Z• with W • ∈ K−(B), and then
[(s•, f•)]A = [(s
• ◦ t•, f• ◦ t•)]A = ϕ([(s• ◦ t•, f• ◦ t•)]B).

Proposition A.5.3. Let A be an abelian category with enough injectives and
let X•, Y • ∈ Kb(A) be such that ExtiA(Xp, Y q) = 0 for 0 < i ≤ p−q and ∀p, q ∈ Z.
Then there is a natural isomorphism
HomK(A)(X
•, Y •)
∼−→ HomD(A)(X•, Y •).
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Proof. First we prove that ∀q ∈ Z the natural map
HomK(A)(X
•, Y q[t− q])→ HomD(A)(X•, Y q[t− q])
is an isomorphism if t ≤ 0 and is injective if t = 1. Fixing q ∈ Z, we denote by K ′t
(respectively D′t) the (contravariant) functor HomK(A)(−, Y q[t − q]) (respectively
HomD(A)(−, Y q[t − q])) and by ǫ′t the natural transformation K ′t → D′t. We have
to prove that ǫ′t(X
•) is an isomorphism if t ≤ 0 and is injective if t = 1: as usual
(since X• is bounded) it is enough to show that the same is true for ǫ′t(X
≥p) ∀p ∈ Z,
and we can proceed by descending induction on p, because this is trivially true for
p >> 0. Applying ǫ′t to the triangle X
>p −→ X≥p −→ Xp[−p] −→ X>p[1] (which is
distinguished in Kb(A) by A.3.3), we obtain a commutative diagram with exact
rows
K ′t(X
>p[1]) −−−−→ K ′t(A•[1]) −−−−→ K ′t(X≥p) −−−−→ K ′t(X>p) −−−−→ K ′t(A•)yǫ′t(X>p[1]) yǫ′t(A•[1]) yǫ′t(X≥p) yǫ′t(X>p) yǫ′t(A•)
D′t(X
>p[1]) −−−−→ D′t(A•[1]) −−−−→ D′t(X≥p) −−−−→ D′t(X>p) −−−−→ D′t(A•)
(where A• := Xp[−p− 1]). By the inductive hypothesis ǫ′t(X>p[1]) = ǫ′t−1(X>p) is
an isomorphism for t ≤ 1 and ǫ′t(X>p) is an isomorphism for t ≤ 0 and is injective
for t = 1. Since ∀p′ ∈ Z
K ′t(X
p[−p′]) ∼=
{
HomA(X
p, Y q) if p′ = q − t
0 if p′ 6= q − t
and D′t(X
p[−p′]) ∼= Extp′−q+tA (Xp, Y q) (by A.4.1), the fact that ExtiA(Xp, Y q) = 0
for 0 < i ≤ p− q implies that ǫ′t(A•[1]) is an isomorphism for t ≤ 0 and is injective
for t = 1, and that ǫ′t(A
•) is always injective. Then it follows from the five–lemma
that ǫ′t(X
≥p) is an isomorphism if t ≤ 0 and is injective if t = 1.
Denoting by Kt (respectively Dt) the functor HomK(A)(X
•,−[t]) (respectively
HomD(A)(X
•,−[t])) and by ǫt the natural transformation Kt → Dt, we have to
prove that ǫt(Y
•) is an isomorphism for t = 0, and we will prove more generally
that it is an isomorphism if t ≤ 0. As before, it is enough to show by induction on
q that ǫt(Y
≤q) is an isomorphism if t ≤ 0. Applying ǫt to the distinguished triangle
Y <q[−1] → Y q[−q] → Y ≤q → Y <q we obtain a commutative diagram with exact
rows
Kt(Y
<q[−1]) −−−−→ Kt(B•) −−−−→ Kt(Y ≤q) −−−−→ Kt(Y <q) −−−−→ Kt(B•[1])yǫt(Y <q [−1]) yǫt(B•) yǫt(Y ≤q) yǫt(Y <q) yǫt(B•[1])
Dt(Y
<q[−1]) −−−−→ Dt(B•) −−−−→ Dt(Y ≤q) −−−−→ Dt(Y <q) −−−−→ Dt(B•[1])
(where B• := Y q[−q]). Now, ǫt(Y <q) and ǫt(Y <q[−1]) = ǫt−1(Y <q) are isomor-
phisms (by induction) for t ≤ 0. Moreover, by what we have already proved,
ǫt(B
•) = ǫ′t(X
•) is an isomorphism for t ≤ 0 and ǫt(B•[1 − q]) = ǫ′t+1(X•) is an
isomorphism for t < 0 and is injective for t = 0, whence ǫt(Y
≤q) is an isomorphism
if t ≤ 0 by the five–lemma. 
Remark A.5.4. The above result is proved in [AO], under the stronger hy-
pothesis ExtiA(X
p, Y q) = 0 for i > 0.
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