Abstract-This paper investigates the problem of observer design to provide temperature and molar fraction spatial profiles in a ternary distillation column with side stream. Indeed, both temperature and molar fraction spatial profiles are required to be used in advanced controller design. Such an estimation problem is usually solved using an implicit observer which requires an optimization algorithm when a differential algebraic system is used. In this paper, we consider a realistic nonlinear differential algebraic equation based model validated experimentally. We propose an approach to design an explicit observer that reconstructs all the state variables with an asymptotic convergence. The observer is build as a coupling of two nonlinear observers in full interconnection. Finally, the performance of the proposed observer is illustrated using a model of a ternary distillation column with side stream.
I. INTRODUCTION
The industry is still looking for better strategies for improving purity control in distillation columns, while optimizing installation costs and energy. The constraints imposed on such system are: the high cost of the measures and the nonlinear coupling between physical quantities. The most common controllers in the industrial world are PID, which tuning may be based on a simple model to describe the process. Their decentralized control loop feature results in high energy consumption and poor control performances. Hence, advanced controllers are needed, using a model based state estimation. The model used here is based on the total and partial material balances and the vapor liquid equilibrium (VLE) [1] . In this work, we do not consider the classical assumption of ideal mixture: the components to be separated can have a completely different chemical structures (such as oil and water) resulting in forces of attraction or repulsion between adjacent molecules of different types. This phenomenon is reflected by the activity coefficients which are functions of the component concentrations of the liquid mixture. A few works have considered the nonideal case [2] . Unlike to the classical models based on LEWIS assumptions [3] , which can be represented as an ordinary differential equations (ODE) system, the model considered here is closer to the real behaviour and is a set of nonlinear differential algebraic equations (DAE). Using algebraic methods, observer design for linear DAE systems has widely been investigated in the literature (see for instance [4] , [5] , [6] , [7] and the references herein). [8] extends the Kalman filter for discrete time systems (the proposed Kalman filter is also an implicit system). The observer synthesis for nonlinear DAE systems is still an open problem. The most C. Afri, M. Nadri Wolf and P. Dufour are with the Université de Lyon, F-69622, Lyon, France -Université Lyon 1, Villeurbanne, France -CNRS, UMR 5007, LAGEP, France. {nadri}@lagep.univ-lyon1.fr common approaches consist in characterizing this DAE class which can be transformed by a diffeomorphism to an ODE system and for which an observer can be designed [9] , [10] , [11] . The observer for the original system is an implicit system obtained by using the pullback map.
Beside these geometric approaches, other approaches gave implicit observers whose practical implementation usually requires the use of optimization techniques to solve at each time t the algebraic constraints associated to the state manifold together with an ODE numerical method (see for instance [12] , [13] , [14] and [15] ). Such methods have been shown to lack robustness when solving large scale complex systems or systems with fast dynamics. Another interesting approach is presented in [16] . In their work, the authors used the algebraic constraints as additional output and gave an explicit observer of higher dimension.
This work aims to design an explicit state observer based on a realistic experimentally validated nonlinear DAE model. The outline of the paper is as follows. In section 2, we summarize the model development for a ternary distillation column with side stream. In section 3, we synthesize an explicit observer for a class of nonlinear DAE systems which contains most models of distillation columns. Finally, the usefulness of this approach is illustrated using only four molar fraction measurements to estimate both temperature and molar fractions spatial profiles.
II. STATE MODEL OF A TERNARY DISTILLATION COLUMN WITH SIDE STREAM
The considered process is a ternary distillation column with side stream (figure 1) separating a liquid ternary mixture of BTX (Benzene, Toluene and o-Xylene, considered as the component 1, 2 and 3 respectively) [17] . The column consists of (n-2) theoretical trays, a boiler (tray n)and a condenser (tray 1). Using the material balance, we get the DAE (1), where, j = 1, 2, 3 is the component index, i = 1, ..., n is the tray index, N i is the molar retention in the tray i, x j,i the liquid phase molar fraction of component j in the tray i, y j,i is the vapour phase molar fraction of component j in the tray i, T i is the stage temperature in the tray i, Z j,l is the feed flow molar fraction of component j in the tray l, F is the molar feed rate in the tray l, S is the molar flow rate extracted from tray s, L is the molar flow rate of reflux and V f is the molar vapour flow rate. Fractions of the third component is calculated from the equation of matter conservation (2). 
From now, based on (2), we set that x 3,i is a function of x 1,i and x 2,i . From the VLE and the Antoine equation [17] , [1] we get:
where, γ j,i is the activity coefficient that represents the non ideality of mixture, e l i , e v i are respectively the rectifying and stripping efficiencies [1] , and P T the internal pressure. The γ j,i 's and Antoine parameters (a j , b j and c j ) are obtained from binary mixtures experimental data of the three components BTX [17] . This choice is the best in terms of accuracy compared to the ternary experimental data [2] . The difference between the classical models [3] and this one is that the mixture here is not ideal. Consequently, γ j,i is a function of liquid molar fractions x j,i and temperature T i . We divide the process to a rectifying section and a stripping section, with exponents 1 and 2 respectively, and introduce the following notations :
where y Using (4), the system (1)- (3) belongs to the following fully interconnected systems [20] :
where,
f ,f and ϕ are C 1 functions with respect to their arguments and satisfy the following triangular structure:
where n 1 = l − 1, and n 2 = n − l + 1.
III. EXPLICIT OBSERVER DESIGN FOR THE FULLY INTERCONNECTED IMPLICIT SYSTEMS
The system under consideration (Σ,Σ) belongs to the class of implicit systems written in the following compact format:
where U is a bounded open subset of R m , (x(t),x(t), z(t)) ∈ R n × R n × R d is the state vecteur, f ,f , h andh are assumed to be sufficiently smooth with respect to their arguments. Let M denotes the constraints set,
In [18] the authors consider a class of implicit systems of the form (5) and gave an high gain explicit observer. Based on this result, we will show that the following system (9) is an asymptotic observer for system (7) .
where, Λ is a d ×d symmetric positive definite matrix (SPD), g andḡ in R n×p are the observer gain functions defined in the next sections. The following assumptions are considered.
Assumption A 1): There exists ε 0 > 0 such that ∂ ϕ ∂ z has a full rank on the tubular neighborhood Ω 0 = {(x,x, z) ∈ R n+n+d ; ϕ(x,x, z) < ε 0 }, and there exists a function σ of class K ∞ such that:
i) The following map:
is a diffeomorphism, where
The next hypothesis guaranties the existence of an implicit observer: Assumption A 2):
1) There exists U ⊂ L ∞ (R + ,U), such that for every u ∈ U ; for every (g(0)), (ḡ(0)) ∈ O, the trajectory g(.) and g(.) are bounded. 2) There exist positive definite functions V (t, e), V (t,ē), W (e) and W (ē) defined on R + ×R n such that for every u ∈ U , we have:
Finally, we consider the Lipschitz condition: Assumption A 3): There exists a class K ∞ functions λ 1 (.) and λ 2 (.) such that, ∀( x, x, z, z * ( x, x)) ∈ Ω 0 ; ∀g, we have:
Now consider Λ defined as above, and let ε Λ > 0 be such
Noticing that Ω Λ = Ω 0 if Λ = I and ε Λ = ε 0 . Using these notations, we can state our main result as follow.
Theorem 1: Under assumptions A 1), A 2) and A 3) , system (9) forms an asymptotic explicit observer for system (7).
Proof: Let(x(t),x(t), z(t)) and (x(t),x(t),ẑ(t)) be the trajectories of systems (7) and (9) respectively. From (9) we can get:
From assumption A 1), Φ is a diffeomorphism from Ω 0 into R n+n × J, so there exists a unique solution z * (t), such that ϕ(x(t),x(t), z * (t)) = 0. Let e(t) =x(t) − x(t),ē(t) =x(t) − x(t) be the estimation errors of the observer. So from (7) and (9) we can get:
Considering V (t, e), V (t,ē), W (t, e) and W (t,ē) given in assumption A 2) − 2) and using A 2) − 2) − i), we get:
(15) And from assumption A 2) − 2) − iii), we get:
(16) From assumption A 3), we deduce that:
And finally, from assumption A 1) − ii), we get:
From (13), we have lim t→∞ ϕ(x(t),x(t),ẑ) = 0 and using assumption A 2) − ii) in (18) we deduce that lim
where z is the solution of: ϕ(x,x, z) = 0, using (13) we obtain lim t→∞ ẑ(t) − z(t) = 0.
IV. EXPLICIT OBSERVER FOR IMPLICIT SYSTEMS WITH TRIANGULAR STRUCTURE
The first step in the design of the observer (9) is the synthesis of the gain functions g andḡ. Many normal forms which characterized some subclasses of multi-output uniformly observable systems together with their associated observer syntheses have been proposed in the literature, see for instance: [11] , [3] , and [19] . Now, let us come back to the structures (5) and (6) . Referring to (C1, C2), we remark that the functions f andf have triangular structures with respect to (h(x), x) and (h(x),x). In this case, a constant gain g = K θ (i.e. G(g,u)=0) respectivelyḡ = K θ , can be designed as stated in [3] . As can be seen, system (5) and system (6) have the same structure. Therefore, the same observer structure will be used. Now, by considering the triangular structure of (5) given by C1), C2) and C3) and assuming that the map (x,x, z) → (x,x, ϕ(x,x, z) ) satisfies the assumption A 1), we deduce that for i = 1, 2 and 1 ≤ k ≤ n i ; there exist smooth functions γ i k (their analytic expressions are generally unknown) such that the solution z of ϕ(x,x, z) = 0 is given by:
In the sequel, we use the same notation as above. We set
Moreover F(x,x, u) is a C 1 function of triangular form and satisfy the following hypothesis.
In [3] the authors gave a constant gain observer for systems of the form (19) withx as a known variable. Based in this result, a constant high gain observer can be constructed for system (19) as follows:
where r k ≥ 1 (k = 1, 2) is a positive constant tuning parameter of the observer,
, and finally S k is an n k × n k constant SPD matrix of the form:
To assure the exponential convergence of the above observer, the matrix S k is chosen to satisfy the following condition (detail of the proof see [3] ):
where A k (i, j) = a k i (t) for j = i+1 and A k (i, j) = 0 for j = i+ 1 such that ρ 1 ≤ a i (t) ≤ ρ 2 , and ρ 1 , ρ 2 are positive constants. Now, let Ω 0 be a tubular neighborhood of M given by the assumption A 1). In order to show that system (23) forms an observer for system (5, 6) , the following assumption is used: H3): f andf is a global Lipschitz functions on Ω 0 , namely:
. Now, we can state the main result of this section:
Proposition 1: Under assumption A 2 ) and hypotheses H1), H3), the following system:
forms an explicit observer for system (7).
The proof of this proposition is accomplished by applying Theorem 1 of the above section, wherê
To do, it suffices to show that assumptions A 2 ) and A 3 ) hold. Setting V (t, e) = e T ∆ θ S∆ θ e and V (t,ē) =ē T ∆ θ S∆ θē , so V and V are positive definite quadratic functions and do not depends on t. Thus condition of assumption A 2) − 2) − ii) is satisfied. Let us now check the condition
Now since H1), H2) are satisfied for F(x,x, u),F(x,x, u), inequalities (11) and (12) holds. Consequently, A 2) − 2) − i) is satisfied. Assumption A 3 )) is a direct consequence of hypothesis H3) and the fact that the gain of the observer is constant and the output is a linear map. In the end it remains to verify the assumption A 2) − 2) − iii) which is the full interconnection condition [20] , it is also a direct consequence of hypothesis H3).
V. SIMULATION RESULTS

A. Experimental validation of the model 1
In this section we will analyse the validity of the controloriented DAE model (1) developed above. It is solved using the Runge-Kutta method combined with the NewtonRaphson optimization algorithm. As first step of the model validation is the study of the model behaviour when the column is assumed to be stabilized around its steady state. To do so, we consider an experimental configuration of the steady state shown in table 1. The simulation results of this test are given in Figure 2 which shows the evolution over time of the liquid molar fractions of benzene in the condenser, the boiler and the trays 3 and 9. We note the existence of a negligible transient compared to the initial values, which prove the good accuracy of the model. 1 Authors acknowledge the company Processium for the experimental data.
Tray index: total n = 18, side stream and feed trays s = 6, l = 9
Liquid molar retention in condenser
Liquid molar retention in boiler
Liquid molar retention in each tray
Liquid and vapour Murphree efficiency
Internal pressure
Feed flow rate A second step of the model validation is done using experimental data. Figure 3 shows the simulated and experimental steady state profiles of molar fractions of the ternary mixture BTX according to the number of trays. We can note a good agreement.
B. Observer simulation
To simulate the response of the observer and compare it with the response of the implicit system, we kept the same configuration of the operating point and initial conditions given in the previous part. For the observer we initialized the estimated states to arbitrary values different from those of model. The values of the observer parameters r and θ are set to 1 and 2.8 respectively. The output measurements y 1 (t) and y 2 (t) feature a zero mean Gaussian noise of 5%. The performances of the observer are illustrated in the figures 4 and 5: in spite of the errors in the initial condition, noise measurements and the disturbances, the estimated state converge to their dynamic target values, for both the molar fraction and the temperature profiles.
VI. CONCLUSION
In this work we first developed and validated experimentally a mathematical model (a set of differential algebraic equations) that describes the dynamic of the temperature and component molar fraction profiles of a ternary mixture in a distillation column. The obtained model is an implicit systems fully interconnected based on the triangular structure of the model, an explicit high gain observer is given using bottom and top molar fractions measurement. The observer implementation is simple and requires small computational effort. Furthermore, simulation results demonstrate the good performances achieved by this observer in coping with model nonlinearities and output noise.
