In the present competitive world, facility location is an important aspect of the supply chain (sc) optimization. It involves selecting specific locations for facility construction and allocation of the distribution channel among different SC levels. In fact, it is a strategic issue which directly affects many operational/tactical decisions. Besides the accessibility, which results in customer satisfaction, the present paper optimizes the establishment costs of a number of distribution channels by considering their proximity to the stock market of the goods they distribute, and proposes mathematical models for two objective functions using the set covering problem. Then, two objective functions are proposed into one through the ε-constraint method and solved by the metaheuristic Genetic Algorithm (GA). To test the resulted model, a smaller scale problem is solved. Results from running the algorithm with different ε-values show that, on average, a 10% increase in ε, which increases the value of the second objective function -distance covered by customers will cause a 2% decrease in the value of the first objective function including the costs of establishing distribution centers). The repeatability and solution convergence of the twoobjective model presented by the GA are other results obtained in this study.
Introduction
Nowadays, marketing relies not only on the production facilities, but only on the customer satisfaction. This approach brings up new market-related concepts and changes the principles of selling goods and services. Therefore, companies try to make a difference through providing their best services for their customers and compete with their rivals in such challenging areas; "proximity to customer" is a service companies provide to take over their rivals. If a company can provide its customers with appropriate services, there will be more customer satisfaction, sale increase, and profitability.
When there are limited resources and facilities as well as the necessity to meet their customers' needs, companies should first identify and prioritize the elements that affect customer satisfaction and then take necessary measures to enhance it accordingly. Customer satisfaction is something beyond a mere side-effect of a company's efforts; it does not merely cause the personnel to work effectively and productively, it is the company's source of profit; customers are the reasons for a company to survive. When customers are satisfied with the provided services, their attitude is improved towards the company and this will enhance their satisfaction (Anderson & Lindestad, 1998) . Kotler believes that satisfaction is a feeling of happiness/despair caused by a comparison between a person's perceptions and expectations (Santouridis & Trivellas, 2010) .
Marketing Mix is a fundamental concept in the modern marketing. These elements, that should be capable of affecting the demand, make a set of controllable marketing variables the company mixes in its objective market to create the required reaction. Marketing mix is a set of controllable marketing tools including product, price, place/distribution, and promotion to mix in order to meet the requirements of the objective market. One of the marketing mix elements, which plays essential role for the producers' success in the industrial markets is associated with the company's distribution system. In fact, when we consider the globalization phenomenon and the increase competition in industries, the need for an integrated and coordinated distribution system is felt more than ever before. Location means all the activities carried out to deliver the product to or provide service for the customers and include distribution channels, commodity matching, distribution points, inventory level, and transport. Location models have broad nature and scope and each one looks for an optimum facility location through considering specific conditions. Many of the operational/tactical decisions are directly influenced by facility location. The main objective in facility location problems is to find the optimum location so as to minimize the total costs. 1909 is known by many people as the year when facility location theory was born (Ye, 2011) ; Alfred Weber was a theoretician who first proposed theories regarding facility location and cost minimization in that year and many other related theories and models were presented (Klose, 2005) . Since 1960, the location theory attracted much attention; Brandeau and Chiu (1989) introduced 50 kinds of location problems and studied their interrelations. In a case study, Farahani and Asgari (2007) used multi-objective decision making models and investigated the number of warehouses required in a military logistics system (as distribution centers) by considering the minimum number and the best possible locations. Schmidt and Doerner (2010) presented a multi-period model for the location of emergency centers wherein the time spent by the ambulance was different for different areas; the ambulance location was so determined in their model as to definitely support the standard coverage from an area. In another case study related to the transportation industry, Malekinezhad et al. (2011) proposed a multi-objective set covering technique wherein different issues were studied by an integrated model under two topics of number and quality for which they utilized two different analytical methods. Chiu et al. (2011) studied the location of the waste recycling centers in Taiwan using the set covering method. Wang et al. (2011) proposed a decision making model for the location of the production and distribution centers and the inventory costs to reach some specific level of integration in the entire supply chain. Hosseininezhad et al. (2013) developed a location model of separate covering in a continuous space wherein the objective results include risk/installation costs, and uncertainties about customers' covering radius and installation costs allocated to an area with a predetermined covering radius are added to the objective function; the best place for facility installation is determined after the model is solved. Dell'Olmo et al. (2014) developed a maximal covering location model to determine the optimum points to install surveillance cameras in urban traffic network crossovers. To hierarchically solve the maximal covering location problem, Farahani et al. (2014) combined the covering and hierarchical models and developed an algorithm that uses the common solutions based on their compatibility to produce a new model that helps improving their efficiency. Dinler et al. (2014) proposed some mathematical programming formulae for single-/multi-objective facility location problems and solved and compared them through different heuristic methods. Akgun et al. (2015) proposed the pre-disaster facility location so as to minimize the risk that some demand points may not be covered by the located facilities. Arjmand et al. (2015) presented a novel mathematical model for facility location, routing, and available lands, and solved it by the genetic algorithm. They used GA to solve a new two-objective model for the location and transportation of hazardous materials (Arjmand et al., 2016) .
In the modern management, decision making is known to be the managers' most important task and responsibility, and the failures many people or agencies experience during their life-time highly depend on their decision making under critical conditions. In the management science, the decision theory presents a systematic and analytical method in decision making studies. An appropriate decision is one made based on logic; that is, it selects by necessity after it first identifies all the problem data and governing choices. Management of today's organizations and, hence, making decisions at this level is done under different economical, social, political, and in general, various environmental conditions; this means that decision making necessitates the consideration of numerous criteria (Tang et al., 2013) . Multiobjective decision making evaluates decision choices based on various and, often, contradictory criteria. Model, a pattern adopted from reality, shows the relations between variables and can be utilized for decision making predictions. Using a model, we can make the most desirable decision without the risk of the real world decision making. The multi-criteria decision making models are divided into two major groups of Multiple Objective Decision Making (MODM) and Multiple Attribute Decision Making (MADM). In the first, several objectives are optimized simultaneously, but the evaluation scale for an objective might be different from those of the others, and in the second, one choice is selected from among the other existing ones.
There are different methods for the solution of multi-objective optimization problems one of which is ε-constraint (first proposed by Haimes et al., 1971) . It is based on converting a multi-objective optimization problem to a single-objective one. In this method, one of the objective functions is selected and the rest are considered as constraints within some predetermined limits. Metaheuristic evolutionary methods too can be used for the solution of optimization problems. A nature-based optimization algorithm can effectively (and, most probably, quite successfully) search very large spaces in relatively short time intervals with the objective of finding global optimum solutions. Genetic algorithm (GA), an evolutionary optimization/search algorithm, is based on the principles of the genetic science and natural selection. In GA, a group of strings is created and grown with the general objective of maximizing the fitness of the whole population or minimizing the population-related costs. Holland, the first who did valuable works in this regard in the 60s and 70s, made this algorithm popular (Aickelin, 2002) , but, finally, Goldberg, one of his students, collected them (Wang et al., 2014 ). Holland's earlier works had been already compiled, printed, and published in his book and he was the first who tried to provide a theoretical foundation for genetic algorithms through stating the theory of patterns. Hosage and Goodchild (1986) were the first to use this algorithm on location-allocation problems. Jaramillo et al. (2002) studied the genetic performance on different location problems and compared the results. Ren and Awasthi (2015) investigated four metaheuristic methods (GA, Simulated Annealing, Taboo Search, and Ants Colony) for the solution of capacitated location-allocation problems in the logistic network.
Presence of a great number of consumers/customers to buy the desired products in the related stock market will result in the reduced marketing costs; therefore, determination of appropriate distribution centers that consider the distance to the rivals, regional covering, and optimized establishment costs (for the investors) is of utmost importance. Since appropriate locations will attract many customers, the researchers' objectives have been to develop a mathematical model and its related solution algorithm to find appropriate locations for the distribution of goods or services so as to reduce the company's costs as well as consider its presence in the stock market centers and covered areas.
Research methodology
Set Covering Problem, an old location problem, looks for a way to cover a subsystem of customers considering one or more objectives. Set covering is an optimization method that models many source selection problems. The objective is to select appropriate distribution/service centers to minimize the costs of meeting the demands to achieve a certain level of covering. In a covering problem, the demand is assumed covered when the facility is located in the radius of coverage. In the LSCP (Location Set Covering Problem) the objective is to find an appropriate facility location to minimize the cost to achieve a certain level of coverage. To make the set covering problem clearer, consider Fig. 1 where the sets of customers' locations are shown with solid circles. Suppose big circles are the geometrical models of facility/distribution centers' coverage areas. The objective will be to find the best location to place goods/services distribution centers so as to provide service for all customers with minimum number of the centers; ideally, every center is to cover the maximum number of customers. In Fig. 1 , there are 22 points to be covered with the minimum number of circles. One method can select the circles to cover the highest number of points in which case the three solid circles 1, 2, and 3, which respectively cover 12, 6, and 4 points, will be selected. This is not an optimum solution; an optimum solution is to select two dotted circles that cover 11 points each (Dutta, 2009) .
Fig. 1. Geometry of the covering problem sample
In the present research, since proximity to the goods' stock exchange is important too, the general problem pattern (Fig. 2) will be processed through the set covering problem, developed mathematical model, and GA to specify the minimum number and locations of the distribution centers considering the problem inputs (locations of the goods' stock exchange, costs of establishing the centers, and coverage radius).
Fig. 2. General pattern of the problem model
As a zero-one programming problem, the set covering is shown as follows:
where z is the objective function, j is the facility (site) index, j c is the cost of allocating a vehicle to site j , and j x is the decision variable.
(2) subject to
where i is demand point (customer) index and ij a are the coverage coefficients. The problem constraint insures that each of m customers is covered by, at least, one of the n vehicles; the objective is, then, to cover the customers with minimum costs. Eq. (2) insures that each row is covered by at least one column and Eq. (3) shows the absoluteness (obviousness) of the existence of the distribution/service center at the point.
Since most distribution points or goods' stock exchange locations have been developed non-scientifically (traditionally), they do not cover all the customers; therefore, the main objective of the distribution center location is to cover all the customers and, possibly, presence among the rivals and proximity to the goods' stock exchange. Hence, in the mathematical model developed in this research, j d is the distance of facility j from the goods' stock exchange and other parameters are similar to those of the initial set covering problem model.
The set covering problem is a zero-one linear programming model known as an NP-complete optimization problem (as Karp believes) (Sapkota & Reilly, 2011; Karp, 1972 ). This problem is discussed when it is necessary that a number of customers exist and each one is served by, at least, one facility with the least possible costs; therefore, the problem investigated in this research will be NP-complete by adding proximity to and the presence in the goods' stock exchange. Since both the minimum costs and proximity are considered, we use ε-constraint method for solution and genetic algorithm is implemented for overcoming the problem's computational complexities and solution of the two-objective function. One of the main objectives of the ε-constraint method is that it is possible to control the number of the produced solutions and intervals by considering the decision makers' criteria; therefore, this method has been used considering the importance of the decision makers' opinion (Khorsi, et al., 2013) . The ε-constraint method is a known applied problem solving method used by many researchers. For instance, Mavrotas (2009) used it to solve multi-objective mathematical programming problems. Berube et al. (2009) used the ε-constraint method to study multi-objective problems and solved them with metaheuristic methods. Amin and Zhong (2013) solved the multi-objective facility location model for a closed-circuit supply chain network under varied conditions. Ramezani et al. (2013) developed a novel multi-objective model for the design of a logistic network and used the ε-constraint method for its solution. Hamedani et al. (2013) developed a multi-objective model for the distribution center location in the supply chain network and solved it by the ε-constraint method. Rath-Gutjahr (2014) used this method to solve location-routing problems. Saffar et al. (2015) proposed a novel multi-objective optimization model for the design of uncapacitated supply chain network and solved it by fuzzy programming and the ε-constraint method. Gutjahr-Dzubur (2016) proposed a two-objective optimization model for distribution centers location with limited inventory at the upper level of which the decision maker selects capacitated distribution center locations with uncovered cost/demand Otherwise If a vehicle is stationed at site j Otherwise If a vehicle is stationed at site j objectives and at the lower level the customers select the distribution centers based on proximity and their expected inventory; this model was solved by the ε-constraint and branch-and-bound methods. In the ε-constraint method, the multi-objective optimization problem with the added constraints is changed to a single objective optimization problem. In this method, one of the objective functions is optimized and others are considered as the problem constraints. The related equations are as follows:
where j is index of the main objective function for optimization, i is the index of objective functions considered as constraints, and  is the constraint value.
The objective function with the higher priority (cost and number of centers) is considered as the objective function and the other function (proximity) is considered as a constraint. The deformed problem is shown as follows:
where 1 Z is the main objective function, 2 Z is the objective function considered as constraint. The ε-value depends on the organization's strategy, and considering the objective (lower costs, higher sales), different numbers are considered. In this research, in every step of algorithm implementation, first each problem was solved with a single objective function of proximity to the goods' stock exchange using MATLAB program and its minimum value was found. Then, this objective function was considered as a constraint and its value was considered with different percents higher than the value found. Fig. 3 shows the procedure of this method for problem A with two objective functions of 1 F and 2 F . As shown, points s F 1 and s F 2 show the minimum values of the two functions for a single objective case. It is observed that the solution of the two-objective function will be different with different 1  values. For instance, for ε1 the values of the first and second objective functions will be respectively F1 = F1s1 and F2 = F2s1 .
The step-by-step explanation of the proposed algorithm is as follows:
Step 0: the initial population, number of generations, crossover rate, and mutation rate are determined. It is to be noted that the larger initial populations, the number of generations, and crossover rates can result in an extended search space and, hence, a faster algorithm convergence. Again, since the mutation operator is a marginal one, it is better to assume a lower value for it to prevent a mere random procedure.
In this problem, we need to define an m×n matrix where m is the number of the potential sites. This matrix is binary; its arrays are 1 if a customer is covered by one site and 0 otherwise.
Step 1: the initial population is randomly assumed equal to the number found in Step 0 and the value of the objective function is calculated.
Step 2: mating is done using the uniform crossover operator. Application of a single or two point cutting operator is of course possible in this step, but since the uniform operator is better compared to other methods, it is preferable here. This is how it works: first a 1×n random binary matrix is formed for every pair of chromosomes that are supposed to play the role of parents. According to this matrix, if the number is 1, the genes of these two chromosomes will not change and if it is 0, they will be replaced. In the crossover method, two children (offspring) are produced from a pair and the possibility that the parents are transferred to the next generation unaltered is low. Fig. 4 shows an example of such a crossover with [1 0 1 1 1 0 1] positions.
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Fig. 4. An example of crossover
To select the parents, we use the ranking method where the population members are sorted (from best to worst) in terms of their fitness value and their best value is selected considering the crossover rate. In this step, some children (offspring) are generated for each of which the objective function is calculated.
Step 3: using the mutation operator, an effort is made to create diversity in the population. This operator randomly selects some chromosomes from the population, cuts each one randomly from a point, and replaces the gene of that point with that of another chromosome. Here again, some children (offspring) are generated for each of which the objective function is calculated. A high mutation rate will result in genetic diversity and dispersion in the population which may delay the convergence. In general, mutation prevents the GA to get trapped in local extermoms. Mutations should not be many because in such cases the GA will turn into a mere random search. Fig. 5 shows an example of mutation with the replacement of the cell 3 gene.
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Fig. 5. An example of mutation
Step 4: selection is performed in this step. All the chromosomes of the previous generation and all the children (offspring) generated from crossover and mutation operators are gathered, sorted based on their fitness values, and a chromosome population (with the required number) is selected from the top of the list. The result of this step is the formation of the population; it is obvious that all the chromosomes in this new population are justified. This way, convergence towards the best solution will be achieved faster and the algorithm implementation time to find an appropriate solution will be shorter. In fact, use is made of the elitism method to maintain a copy of the best chromosomes in the new generation.
Step 5: if the number of iterations (generations) reaches a predetermined value, the algorithm will stop; otherwise, it will return to Step 2.
Evaluation of the algorithm performance
To evaluate the algorithm performance and make sure of its efficiency, it was necessary to evaluate the solution results of other test problems. In this research, the algorithm was coded with MATLAB (R2013); in the first step, the set covering single objective function (P1) was studied and its MATLAB Code was written. Then, the second objective function was added after good-performance verification.
Step 1: to verify the performance of the single objective MATLAB Code, this research studied 50 set covering-related sample problems taken from the Operation Research Library (Beasley, 1987) ; details are provided in Table 1 . 4  200  1000  2  10  5  200  2000  2  10  6  200  1000  5  5  A  300  3000  2  5  B  300  3000  5  5  C  400  4000  2  5  D  400  4000  5  5  E  50  500  20  5 where m is the number of customers (facility takers), n is the number of distribution centers (facility providers), density means the number of 1s in the covering matrix, and the last column shows the number of problems in each set. For instance, the first row in the table means problem set 4 contains covering matrixes of 200×1000 with 2% density and involves (according to the reference mentioned) 10 problems (scp 4.1 … scp 4.10). In this problem, there are 1000 potential customer facility providing locations through which 200 points should be covered. In each case, the algorithm has been run 10 times with mutation and crossover rates of respectively 0.1 and 0.8 and the results have verified the proper performance of the MATLAB Code. For sample, Figs. 6 and 7 show the graphs for problems scp 4.1 and scp 4.2; as shown, the distribution centers' establishment costs are high in the initial iterations. Then, with some improvements in the next iterations, they gradually decrease and finally reach a constant value which shows the optimum solution and its convergence. For example, the point specified on Fig. 6 shows the function's objective (sum of the distribution/service centers' establishment costs) in iteration 304 equals 429 considering the coverage of all the desired points; this cost, which is shown in iteration 228 in Fig. 7 , is 512.
Step 2: By considering the good performance in Step 1, the second objective function (proximity to stock exchange) is added to the initial MATLAB Code and solved with the ε-constraint method. To solve the new problem, the distances of the distribution centers from the stock exchange are found and the second objective function is calculated considering a specified ε-value. If the center is out of range, it will be omitted by adding a large number to the objective function fitness. Finally, the centers with best fitness values are specified and the facility giver to each customer is determined. In evolutionary algorithms, since the initial population is selected randomly, results will be different with different implementations; therefore, it is necessary to run the algorithm many times but with similar parameters to reveal the differences in the results. In this research, the algorithm was run 10 times and the optimum solutions for 50 sample problems with ε-values of about 25% higher than the minimum value of the single objective of proximity to the stock exchange are presented in Table 2 . Figs. 8 and 9 show the graphs of problems scp 4.1 and scp 4.2 with the second objective function added. Fig. 8 . Solution of two-objective problem scp 4.1 Fig. 9 . Solution of two-objective problem scp 4.2
In the initial iterations, since the ε-constraint has been considered and the value of the second objective function is higher than the constraint value, the first objective function value will have non-uniform variations, but in the next iterations, since the second objective function value becomes less than the constraint value, the distribution centers' establishment costs gradually decrease and finally reach a constant value which shows the problem optimum solution and its convergence. The point specified on the first graph shows the function's objective (total distribution/service centers' costs) in iteration 322 equals 753 considering the coverage of all the desired points. In the second graph too, these costs equal 866 in iteration 572. For more detailed studies, Fig. 10 shows the solutions of the two single objective functions independently. The value of the first objective function (establishment costs of covering customers) equals 429 (in iteration 301) with the corresponding distance of 10333. The value of the second objective function (distance from the stock exchange) at this point equals 1599 with the corresponding establishment costs of 3658. Table 3 . )  10  769  7747  1859  4348  20  755  7584  1639  3367  30  741  7434  1444  2640  40  726  7293  1272  2070  50  712  7161  1134  1645 With an increase in ε, the optimum value of the two-objective problem will get close to that of the singleobjective problem, and with a decrease in ε, the optimum value will increase. The program implementation with different ε-values shows that, on average, a 10% increase in the ε-value will cause a 2% decrease in costs meaning that when the effect of the second objective function is reduced, the value of the first (cost) decreases and gets close to the single-objective case. Fig. 12 shows the set of Pareto optimal solutions considering ε-values 10% higher than the minimum value of the second objective function. As shown, getting close to the Origin means more desirable solutions. In the set of Pareto optimal solutions, one solution cannot be preferred to the other in a pair because a decrease in the optimum point of the first objective function will cause an increase in that of the second and vice versa; therefore, it is possible to achieve a desirable point based on the company's strategy.
Summary and conclusions
Facility location plays an important part in heavy and long-term investments because an appropriate location attracts many customers and if at the beginning a center is established at its proper place, its related business will succeed and highly benefit its investor. This research involves two objectives one of which is the minimum establishment costs considering customers covering and the other is proximity to the stock exchange. The proposed model uses the ε-constraint method, adds the second objective function as another constraint, and finds the optimum solution through the metaheuristic GA. Results have shown that the final selection of the distribution centers could depend on the company's strategy. For instance, although it is possible to establish a distribution center in the stock exchange, the company may not minimize the costs. A very important achievement in this research is developing the set covering model to one with two objectives meaning that while the establishment costs of the distribution/service centers are minimized, their distances to the stock exchange are also minimized. Implementing the model with different ε-values shows that for a 10% increase in the ε-value (that is reducing the number of distribution centers and increasing the distance to reach them) there will be about 2% decrease in the establishment costs considering the customers' set covering.
Lack of a meaningful difference in different consecutive algorithm iterations is an indication of its robustness; the algorithm converges and yields acceptable results for different problems (with an initial population and iterations specific to each problem). Better solutions are possible with higher initial populations (spending more time), but if the decision making time is limited a low initial population will also yield an acceptable result. The minimum value of the objective function will reduce with an increase in the number of generations.
