The goal of the present study is twofold. First, we employ new HST/STIS spectra and photoionization modeling techniques to determine the progenitor masses of eight planetary nebulae (IC 2165, IC 3568, NGC 2440, NGC 3242, NGC 5315, NGC 5882, NGC 7662 and PB6). Second, for the first time we are able to compare each object's observed nebular abundances of helium, carbon and nitrogen with abundance predictions of these same elements by a stellar model that is consistent with each object's progenitor mass. Important results include the following: 1) the mass range of our objects' central stars matches well with the mass distribution of other PN central stars and white dwarfs; 2) He/H is above solar in all of our objects, in most cases likely due to the predicted effects of first dredge up; 3) most of our objects show negligible C enrichment, probably because their low masses preclude 3rd dredge-up; 4) C/O versus O/H for our objects appears to be inversely correlated, perhaps consistent with the conclusion of theorists that the extent of atmospheric carbon enrichment from first dredge-up 2 -is sensitive to a parameter whose value increases as metallicity declines; 5) stellar model predictions of nebular C and N enrichment are consistent with observed abundances for progenitor star masses ≤1.5 M ⊙ . Finally, we present the first published photoionization models of NGC 5315 and NGC 5882.
Introduction
Planetary nebulae (PN) are long believed to be major sources of cosmic carbon and nitrogen. There is strong evidence that the elements C and N appear to be synthesized and ejected by both massive stars (M>8M ⊙ ) and low and intermediate mass stars (0.8M ⊙ ≤M≤8M ⊙ ; LIMS). This idea is supported by the existence in the Milky Way and other galaxies of carbon stars and C-and/or N-rich planetary nebulae (PN), both with LIMS as progenitors, as well as WC and WN stars with progenitor masses exceeding 20 M ⊙ . Thus, both components of the mass spectrum appear to affect the chemical evolution of these two elements, although their proportional contributions are uncertain.
Numerous galactic evolution studies have attempted to sort this problem out by modeling the observed changes in the abundance ratios of C or N with respect to some fiducial element such as Fe or O. Or in the case of a specific galaxy, the ratios of C/O and N/O as functions of galactocentric distance are often used as model constraints. [See papers by Chiappini et al. (1997) , Henry et al. (2000b) , Chiappini et al. (2003) , Carigi et al. (2005) and Gavilán et al. (2005 Gavilán et al. ( , 2006 for specific examples.] These models account for finite stellar lifetimes, which is particularly important when considering LIMS, since the time delay due to their protracted evolution means that their nuclear contributions to the environment lag behind those of more rapidly evolving massive stars. A review of the papers cited above suggests that the question of the stellar origin of C and N is unresolved.
The detailed chemical evolution models referred to above require as part of their input stellar yields, i.e., the amount of a specific isotope that is produced and ejected by a star of a certain mass over its lifetime. Determination of these yields is a complex endeavor, as it necessitates the construction of a grid of detailed stellar evolution models, which take a star's initial mass and metallicity and in some cases rotation rate into account. These same models also must incorporate the physics of nuclear reactions and stellar mass loss, along with assumptions regarding mixing length theory. Constraining such models relies heavily on observations of abundances in galaxies as well as in the remnants of individual evolved stars, i.e., supernova remnants and planetary nebulae. In the current project we focus on constraints for the production of C and N by LIMS.
The main nuclear processes that generate C and N are reasonably well understoodthe dominant 12 C nucleus comes primarily from the triple-alpha reaction during helium burning, while 14 N is synthesized via the CN and ON cycles during hydrogen burning. Temperatures of roughly 100 MK and 15 MK, respectively, are necessary for initiating these reactions. Such temperatures are achievable within the cores of LIMS as well as massive stars during quiescent burning stages, i.e., main sequence and horizontal branch. However, during the post main sequence stages of LIMS these temperatures also arise in the H-and He-burning shells, i.e., regions external to the stellar core which are rich in H and He, respectively. Thus, significant nuclear processing may occur which results in C and N production. Eventually the fresh C or N is dredged up via convective processes to the stellar surface whence it is ejected in an enriched wind. For detailed reviews of this topic see Marigo et al. (2003) , Groenewegen & Marigo (2004) , Lattanzio & Wood (2004) , Herwig (2005) , and Karakas & Lattanzio (2014) .
The total amounts of C and N as a function of stellar mass which are synthesized and ejected by LIMS, as well as the fraction of each ejected element that is partitioned into the resulting PN, have been predicted by numerous theorists, e.g., Buell (1997) ; Marigo (2001) ; Karakas (2010) . While it is unclear how one would measure the total quantities of ejected C and N directly to check on these computations, it is possible to measure the masses of these elements contained within a PN which has formed around the dying star. Comparing the latter determinations with the model predictions allows us to gauge the relevance of the models, including the total element yields of C and N that they predict.
Previously, the comparison between observation and theory has been made by first plotting the observed abundances of element X versus element Y for a sample of PN and then in the same graph plotting model tracks from stellar evolution models for a range of birth masses and constant metallicity. The point is to see if the trends described by the observations and model tracks are consistent [cf. Marigo et al. (2003, Fig. 3) ]. However, an attempt to directly connect observed progenitor masses and PN abundances with their theoretical counterparts in order to directly check on the goodness of the models has not to our knowledge been made.
The goal of the work described here is to directly compare for the first time the nebular abundances of C and N observed by Dufour et al. (2015, hereafter, Paper I) for eight PN with predictions of post-AGB models as a function of progenitor mass. (Data in Paper I are new co-spatial HST/STIS observations, observed through a single slit, free of atmospheric seeing, dispersion, and reddening effects, spanning a wavelength range of 1150-10270Å, of ten PN representing a range in N abundance but with overall metallicities close to solar to control for metallicity effects.) We accomplish this comparison by computing a photoionization model of each of our objects that matches the calibrated and extinction-corrected line fluxes and ratios in order to derive the central star properties. From these results we derive the birth mass of each progenitor, combine it with our C and N abundances from Paper I, and compare with several sets of published stellar model predictions of PN CNO abundances, in particular those of Karakas (2010) . Past comparisons by Marigo et al. (2003) and Karakas et al. (2009) have been done by plotting observed nebular abundances of PN along with model tracks of nebular abundance predictions in an abundance versus abundance graph (e.g., C/O vs. O/H). Here we directly compare the inferred progenitor masses coupled with the observed C and N abundances from Paper I to the model predictions of nebular abundance for a specific progenitor mass and metallicity.
The PN which we consider here are IC 2165, IC 3568, NGC 2440, NGC 3242, NGC 5315, NGC 5882, NGC 7662 and PB6. To our knowledge, in the cases of NGC 5315 and NGC 5882, our photoionization models are the first ones to be published for these objects.
Section 2 discusses the procedure used for modeling each object along with the results in each case. In § 3 we present central and progenitor star properties as inferred from the best model of each PN. Section 4 contains a comparison between our inferred nebular abundances and progenitor star masses with the predictions of several sets of stellar evolution models in the literature. We present our conclusions in § 5.
The Photoionization Models

Modeling Procedure
We computed photoionization models of eight of the 10 PN with the goal of determining important properties of each central star such as effective temperature, luminosity, mass and radius. The objects which we chose to model were IC 2165, IC 3568, NGC 2440, NGC 3242, NGC 5315, NGC 5882, NGC 7662, and PB6. NGC 3242 is also the subject of a focused paper (Miller et al. 2015) . NGC 6778 and NGC 6537, the remaining two members of the original group of 10 PN, were excluded from our analysis because of insufficient data.
The modeling was carried out using the photoionization code CLOUDY (Ferland et al. 2013 ) version 13.02. Based upon a set of input parameter values, CLOUDY steps outward from the inner radius of the nebula through the gas as it computes both an ionization balance and energy balance at each point. The model is truncated at the distance from the central star where the predicted and observed line ratios of [O II]/Hβ closely match 1 . At each location the program accounts for the effects of photoionization and recombination as well as electron-ion collisions. The main output contains the predicted line strengths of thousands of emission lines, including those which are important for PN studies. The predicted strengths were compared to their observed counterparts, and then one or more input parameter values were changed in an effort to improve agreement between the two in the subsequent model. This iterative process was continued until the root-mean-square (RMS) of the relative difference between predicted and observed values for line intensities with respect to Hβ was reasonably consistent with the RMS of the relative observational uncertainties for the same set. In addition, diagnostic ratios such as those sensitive to temperature or density were also checked for consistency.
Central star input parameters included its effective temperature and luminosity, as well as the spectral energy distribution, which in all cases in our study was a blackbody. Nebular input parameters included a radially constant gas density starting at an inner radius inside of which the nebular density was zero, a complete set of chemical abundances, and values for the filling factor and dust parameter, the last controlling the dust/gas ratio. (We assumed the planetary nebula grain set internal to CLOUDY.) The filling factor and dust parameter were treated as free parameters and were used to "fine tune" the model once an approximate model had been obtained. We also assumed a static spherical geometry, while the effects of background cosmic rays and photoelectric heating were ignored. The inner radius of each model was set to 10 17 cm throughout the analysis. Finally, each model was the result of two iterations, where the second one used values from the first as estimates for certain nebular conditions. We discuss nebular morphology considerations in section 2.1.1 below.
The particular line strengths used to constrain the models were selected from the complete line list presented in Tables 3 and 4 in Paper I and are listed here in the left column  of Tables 1 and 2 . The lines chosen were normally the strongest ones of a particular ion.
Generally, to compute a model we first set the total hydrogen gas density, using either the C III] or [S II] density, or the density derived from the nebular Hβ luminosity as a 1 We decided on this approach after computing many models and finding that the only way we could obtain simultaneous agreement with important observational constraints on stellar effective temperature and luminosity, [O III] electron temperature, and line ratios such as He II λ4686/He I λ5876 and [O III] λ5007/[O II] λ3727 was to truncate the nebula at the point where the observed and predicted strengths of λ3727 agreed. This recognizes the fact that O + is normally the dominant oxygen ion in the outer region of the ionized zone. By truncating the nebula and forcing it to be matter bounded, the predicted strength of λ3737 was forced to match its observed counterpart without jeopardizing the predicted values of the other important diagnostics cited.
guide. The C III] density was always the preferred one, because the relevant emission lines originate from nebular locations well inside the cloud and not at the ionization boundary followed by the [S II] density. But in cases in which neither of those two could be determined due to high or low density sensitivity limitations, we used the Hβ density. In any case, the chosen hydrogen density merely served as a starting point. Then with each successive model the density was adjusted as needed to help bring the nebula's observed and predicted Hβ luminosity into closer agreement. Since our models assumed a constant hydrogen density, it proved to be difficult to match all three density values simultaneously.
After determining an initial density, we then adjusted the central star temperature until the observed and model ratio of He II λ4686/He I λ5876 matched. Next, the stellar luminosity was adjusted until the predicted nebular Hβ luminosity matched the observed value. The input elemental abundances were initially set to their observed values reported in Paper I. Then in subsequent interations the total metallicity, i.e., the sum of all metal abundances, was scaled up or down in order to force the electron-temperature-sensitive ratio [O III] λ4363/λ5007 into agreement with its observed value 2 . Abundances of individual metals were varied to improve agreement for strengths of lines associated with those metals. Finally, general limitations to our models include the use of blackbody spectral energy distributions, the assumptions of constant density and absence of shock heating throughout each nebula and the fact that we based each model on a spatially integrated long slit spectrum.
Morphological Considerations
In this paper abundances were determined by computing photoionization models over ranges of input parameters until a good match to the measured line intensities and ratios was obtained. The photoionization code constructs a one-dimensional nebular model with user-specified radial density distribution, an inner radius, a density (which we adopted from a range that is commensurate with our observations), and a criterion for stopping the model at a particular radius. As noted earlier, we elected to stop the integration when the [O II] λ3727/Hβ flux ratio matched the observations. This procedure can lead to possible systematic errors. For example, a one-dimensional model may not be a good representation of nebulae that are knotty or complex in outline (e.g. NGC 2440, PB6, NGC 5315; see Fig. 1 of Paper I for target images and slit placements). For another, the choices of inner radius, density, and stopping criteria all potentially affect the nebular abundances and stellar properties such as effective temperature and luminosity inferred from the model.
In this section we summarize a few tests that illuminate the likely systematic errors related to our choices of the model parameters. We selected NGC 3242 for further studies, since it is simple in structure and all of its emission lines are moderately bright. A set of new line fluxes and ratios were computed using the photoionization code CLOUDY as we first increased the inner radius (by a factor of three), then decreased the density (by 60), and lastly applied both of these changes. We then compared these outcomes to those of the corresponding best-fit ("baseline") models reported earlier.
For example, when we moved the inner radius a factor of three farther from the central star, the Hβ luminosity dropped by 7%. or more, while C IV λ1549/Hβ and He I λ5876/Hβ decreased by more than 50% and the N V λ1240 all but vanished. These changes are all in the sense of increasing the disagreement between observations and models. From this we conclude that our choice of inner nebular radius is well constrained in the baseline model.
Decreasing the density such that the Strömgren radius became twice as large had very little effect on the Hβ luminosity or the line ratios. The most substantial changes are N V λ1240/Hβ (+136%), C IV λ1549/Hβ (+30%), He I λ5876 (-30%)/Hβ, and the He II lines (+25%)/Hβ. All of the He line ratios departed unfavorably and substantially relative to the baseline model while the lines of C IV and N V] improved slightly. We surmise that changes in the density have little overall impact.
Of course, other model parameters that we adopted could also be in error. Of note is the far-UV stellar flux, since the baseline models consistently underestimate the C IV/Hβ and N V/Hβ ratios by large fractions. In addition, using the adopted Most of our nebulae are round or mildly elliptical in geometry. Thus the size of the inner nebular radius varies somewhat with slit position angle, so models along a single slit position may introduce errors in our abundance analysis. However, we feel that the related systematic uncertainties are small, since the variations in the actual inner radii are far smaller than the factor of 3 discussed above. In addition, narrow-band images show that the ionization structure of elliptical PN is much the same at every position angle that avoids small knots embedded inside the nebula. Moreover, our slit positions were not always placed radially through the nebular center. The bottom line is this: We presume (but admittedly have not fully demonstrated) that computing photoionization models over a range of inner radii corresponding to various position angles in elliptical PN, and averaging the abundances in each position angle, is not warranted. The detailed analysis of the present data for NGC 3242 in preparation (Miller et al. 2015) will explore this question more thoroughly.
NGC 2440 is the only bipolar nebula in this sample. We did not attempt to assess the effects of highly-bipolar morphology on the line ratios and abundances. The challenge of modeling the detailed ionization structure of bipolar objects is daunting, involving 16 distinct morphological parameters, e.g. Wright et al. (2011) , and lies far beyond the scope of this paper. Had our slits been placed along the symmetry axes of NGC 2440 then the photoionization models would probably have been sufficient to find nebular abundances (since the radiative transfer on that axis is very nearly one-dimensional in nature). However, our slit was placed obliquely to this axis, such that it passed through zones of knotty and highly variable ionization.
Model Results
General Analysis
The model results for each of the eight PNe are given in Tables 1 and 2 . As noted above, column 1 of each table contains the list of observed lines used to constrain the models. Note that compared to the more extensive list provided in Tables 3 and 4 of Paper I, this line list contains only the lines that are crucial for constraining important stellar and nebular parameters. Each set of three columns that follows shows the observed and model line strengths relative to Hβ=100 along with the ratio of those two quantities, i.e., model/observed. We shall discuss the model for each object separately below. However, we note that generally the models successfully match a vast majority of the emission lines, as indicated by the preponderance of model/observed values which are close to unity. Several of the model-predicted strengths agree with the observed values to within a few percent. Important exceptions to the above are lines associated with high ionization stages, such as N V λ1240 and C IV λ1549, where the predicted line strengths are nearly always significantly less than observed values. Attempts to match these lines by employing non-constant density distributions and SEDs other than blackbodies as well as moving the inner radius in by two orders of magnitude failed to solve the problem. It is possible that contamination from stellar emission is partially responsible for the unexpected observed strengths of these lines. For example, P-Cygni profiles are present in the spectra of IC 3568, NGC 5315 and NGC 5882 and likely account for a significant portion of emission in the N V and C IV lines (see Tables 3 and 4 of Paper I). In addition, the slit passed through the central stars of IC 2165 and PB6, suggesting that stellar emission may be responsible for the excessive emission in at least those two cases.
In addition to the N V and C IV line strengths, those of [S II] were difficult to match in many instances. Except in the case of PB6, where the model predicts a very different value of [S II]λ6716/λ6731, model predictions of λ6716 and λ6731 were always significantly less than their observed counterparts. By increasing the input S abundance in a model, the strengths of these lines could be raised but at the expense of elevating the strength of [ We also considered the possibility that shocked gas within the nebula was responsible for enhancing the strength of [S II] above the value predicted by CLOUDY models. It is well known that in supernova remnants, for example, the spectra often show prominent emission from low ionization species such as [S II] and [O I], a result attributable to shock heating [cf. Blair et al. (1981) ; Shull and McKee (1979) ; Dopita (1977) ]. Shock models computed by Shull and McKee (1979) predicted [S II]/[S III] ratios of one to two orders of magnitude, depending upon the assumed value for the shock velocity. On the other hand, the value of this same ratio in a photoionized region such as the Orion Nebula is nearly the reciprocal of levels associated with shock heating ).
Clearly then, if shocks exist among our PN sample objects, they could explain the consistently high [S II] emission. To pursue this idea we referred to the diagnostic diagrams published by Frew & Parker (2010, Fig. 4) , in which they plot log(Hα/[N II]) versus log(Hα/[S II]) for numerous PN, supernova remnants and H II regions. These three object types clearly separate into their characteristic regions of the diagram. By placing the six PN for which we measured [S II] emission onto the diagram we found that all six fell well within the PN domain and were clearly outside both the supernova remmant and H II region domains. Thus, we feel that we can safely eliminate the possibility that some component of the observed [S II] emission in our objects arises from shock heating.
It is probable, then, that the underproduction of [S II] emission in the models is related to atomic data or processes currently employed by CLOUDY. A likely candidate here is the dielectric recombination (DR) rate coefficient relevant to the S +2 → S + recombination. In a new paper by Badnell et al. (2015) , the authors employ a bootstrap method for deriving a revised DR rate of 3 × 10 −12 cm 3 s −1 . This is roughly 100 times the rate derived by Aldrovandi & Péquignot (1973) . Using this new rate they find that the fraction of S + in the gas increases at the expense of S +2 and the ratio of [S III]/[S II] decreases by roughly a factor of 2. This is a promising result and could help explain why all of our models under predict [S II] emission, since they did not include the new rate. However, Badnell et al. also point out that the increase in the DR rate does not entirely solve the problem of systematically lower-than-expected sulfur abundances observed in PN (Henry et al. 2012) As a quantitative measure of each model's success in matching its target set of observed spectral lines, we calculated an RMS value based upon the difference between observed and predicted line strengths,
, where the sum is over the line set containing N lines in Tables 1 and 2 ; values for model/observed are given in the same tables for each object. RMS mod values should be compared to RMS obs , which is related to the relative uncertainties of the observed line strengths:
In this second relation, I and δI are the reduced line intensity and its uncertainty, respectively, from Paper I. The RMS values are listed in the last line of the Observed and Model/Observed columns in these two tables. Because of the particular problems with specific lines described above, we did not include C IV λ1549, N IV] λ1486 N V λ1240 and any sulfur lines in the RMS calculations. A comparison of the two RMS values for each object clearly shows the offsets between models and observations are reasonably consistent with the line strength uncertainties, lending credibility to the models and their implications regarding central star properties. However, we emphasize that despite the close agreement in terms of rms values, the fact that we failed to reproduce the strengths of those lines mentioned above that were excluded from the rms calculations diminishes any claim to a completely satisfactory model. Tables 3 and 4 provide a comparison between the abundance ratios reported in section 3 of Paper I with those required in the models to match the observed line strengths. Abundances in Paper I were computed either by directly summing all of the observed ion abundances of an element or by applying an ionization correction factor to the sum of certain observed ion abundances (when not all occupied ionization levels can be observed directly). Except where noted, we report only the former values in Tables 3 and 4 . The reader is referred to Paper I for a detailed discussion of the observed abundances in our objects. During the modeling process, we often adjusted abundances away from their starting (Paper I) values in an effort to alter the cooling rate and thereby match important diagnostics such as the He II λ4686/He I λ5876 and [O III] λ4363/λ5007 ratios, the nebular Hβ luminosity and the strengths of the strongest emission lines, i.e., the most effective coolants. Consequently, we consider the observed abundances as best representing the true nebular composition. Tables 5 and 6 list the observed and model values for four important stellar properties and eight nebular properties. The model stellar temperatures and bolometric luminosities represent values from our best model of each object. Except for PB6, the observed values for stellar temperature and bolometric luminosity are averages of the results of Shaw & Kaler (1985 Zhang & Kwok (1993) , and Frew (2008) , while the uncertainties were determined from the range among these published values, which we display in Table 7 . Each of these authors used the Zanstra method to estimate stellar temperatures. Shaw & Kaler derived luminosities from reddening-corrected V band measurements, a temperature sensitive bolometric correction and statistical distances. Zhang & Kwok found central star luminosities by first determining a star's mass from model tracks of known mass in a plot of 5 GHz brightness temperature of the nebula versus the stellar effective temperature, two observable quantities. Then model tracks of known mass in an H-R diagram plus knowledge of the star's effective temperature led to the luminosity. Frew derived luminosities using reddening-corrected absolute V magnitudes and bolometric corrections. Observed temperature and luminosity values for PB6 are from Keller et al. (2014) , who determined these parameters by modeling the stellar spectrum. The uncertainties quoted for PB6 represent our own estimates. The stellar radii reported in the third row of Tables 5 and 6 are values in solar units based upon T eff , log(L/L ⊙ ) and the Stefan-Boltzmann law. The stellar masses, again in solar units, are inferred by plotting each star on a theoretical HR diagram containing evolutionary tracks of post AGB model stars, as described in §3. The observed masses were derived using the observed stellar temperatures and luminosities in Tables 5 and 6 , while the model masses result from plotting our model values for these parameters on the HR diagram.
The lower section of Tables 5 and 6 show values related to the nebula itself. Observed Hβ luminosities are derived from fluxes measured by Cahn et al. (1992) and distances reported in Cahn et al. (1992) ; Zhang & Kwok (1993) and Kwitter & Henry (2006) . Observed electron densities are taken from Dufour et al. (2015) and García-Rojas et al. (2009, PB6 only) , while the predicted C III], [S II] and Hβ densities were extracted from the model output. The total hydrogen density, N H , served as the density input parameter for the model. Finally, observed and model nebular radii are taken from Cahn et al. (1992) and the model output, respectively.
Here the agreement between observed and model results are generally satisfactory but with some discrepancies which are likely caused in part by distance uncertainties which impact observed values for stellar and nebular luminosities as well as nebular radii. We see excellent agreement for the temperatures, while the luminosities demonstrate significant disagreements in the cases of IC 2165 and NGC 5315. As we will describe below for both of these objects, numerous attempts to resolve these discrepancies were unsuccessful.
Object by Object Analysis
We now consider each of the eight objects individually and make some comparisons with earlier published work on each object. Statements regarding model quality ignore the frequent discrepancies involving the N V, N IV, C IV and sulfur lines for reasons given earlier.
We remind the reader that the observed temperatures and luminosities listed in Tables 5  and 6 are averages of individual measurements detailed in Table 7 .
IC 2165: Data in Table 1 show that all observed lines are reproduced by the model to well within 10% of observed values. Observed and model abundances in Table 3 also compare well. Tables 5 and 7 show that the model T eff agrees well with observed values, although somewhat lower than the temperature found by Bohigas et al. (2013) in their photoionization model of IC 2165. At the same time, the model stellar luminosity is roughly one-fifth the observed value in Table 5 and well below the stellar luminosity value inferred by Bohigas et al. (2013) . The observed temperatures and luminosities that we list in Tables 5  and 7 are consistent with earlier measurements reported by Martin (1981) , who found a He II Zanstra temperature of 102,000 K and a log(L/L ⊙ ) of 3.86. However, the nebular Hβ luminosity computed by the models is very sensitive to the stellar luminosity, and our models could only match the former when a stellar luminosity well below the observed one was employed. Interestingly, Gesicki & Zijlstra (2007) computed a photoionization model of IC 2165 and found a stellar effective temperature of 155,000 K and a log luminosity relative to that of the Sun of 3.2, the former value being considerably higher than ours, but the latter value being in good agreement. Regarding density, the model density roughly matches the observed Hβ density although not the C III] density. The Ar and N abundances in the model are roughly 1/3 and 1.3 times the observed value, respectively, while other model abundances are more closely aligned with their observed counterparts. Finally, the model predictions for [O III] temperature and nebular radius are consistent with their observed counterparts.
IC 3568: Table 1 shows that the only discrepancy between model predictions and observations of emission lines involves the He II λ1640 line, which we predict to be about 23% stronger than the observed value. As indicated in Table 3 , all observed abundances but that of nitrogen agree well with the models, where the model required roughly three times more N to match the [N II] lines. In addition, the observed and model parameters for IC 3568 in Table 5 are consistent for both the central star and the nebula. Our stellar temperature also closely matches the one employed by Harrington & Feibelman (1983) in their photoionization model of IC 3568 based upon UV data from IUE plus optical data, although our luminosity is seven times higher than theirs.
NGC 2440: Observed and model line strengths agree reasonably well for this object, as seen in Table 1 . Table 3 shows that the model abundances also agree with the empirical determinations in Paper I to within a factor of 2. The notable exception is argon, where the model required only about one-third of the observed amount. In Table 5 (Cahn et al. 1992 ) and 1900 pc (Frew 2008) i.e., a range over a factor of 2, but clearly this uncertainty alone is not enough to explain the disagreement regarding nebular radii between our model and the observed values 3 .
There are three previous photoionization models of NGC 2440 in the literature. The earliest one is by Shields et al. (1981) who computed a spherically symmetric constant density model using a Planck SED. They inferred a stellar temperature of 166,000 K and a nebular density of 4000 cm −3 . Later, Bassgen et al. (1995) fashioned a cylindrically symmetrical model and found a stellar temperature and luminosity of 125,000 K and 250 L ⊙ , respectively. Finally, , like Shields et al., computed a model with spherical symmetry, a Planck SED having a T eff of 200,000 K and constant nebular density of 5700 cm −3 . Thus, all of these models, as well as the present one, are consistent with the notion that NGC 2440 is a high excitation nebula.
NGC 3242: While there are no gross discrepancies between observed and model quan-tities for stellar and nebular parameters in Table 5 for NGC 3242, we still had difficulty reproducing several of the observed line strengths (see Table 1 ) and two of the nebular abundances (see Table 3 ). For many of the lines in Table 1 the offset between observation and model for this PN is greater than 10%. Since the slit for the observations of this object passed through regions of varying density, as indicated by changes in surface brightness, it is possible that the integrated light from the slit misrepresents conditions within the nebula. Regarding abundances, Ne and S show large disagreements. On the other hand, model line ratios which are indicative of stellar and nebular conditions, such as He II λ4686/He I λ5876 (excitation), [O III] λ4363/λ5007 (gas temperature) etc., matched the observed values quite well. Henry et al. (2000a) published a photoionization model of NGC 3242 in which they found T eff =60,000K and log(L/L ⊙ )=4.3, values significantly different from those used in our current model. However, the stellar parameter values presented here are more consistent with observed values then are those implied by their model. Finally, we note that Miller et al. (2015) are analyzing spatially resolved segments along the slit for NGC 3242 in order to look for positional variations in properties such as gas density and chemical abundances.
NGC 5315: Observed and model line strengths in Table 2 agree well for this object. However, several of the model abundances in Table 4 are considerably different from their observed counterparts; the model N and C abundances are greater than and less than the observed values from Paper I, respectively. With regard to the stellar and nebular parameters for NGC 5315 in Table 6 , we found a somewhat higher value for T eff but a luminosity roughly one-third of the observed value. This model appears to be the first photoionization model published for NGC 5315.
NGC 5882: Our model for NGC 5882 reproduces most of the observed line strengths, as seen in Table 2 . The notable exception is He II λ1640. This object's central star is known to exhibit a P-Cygni profile (Méndez et al. 1988) , perhaps the cause of the additional observed emission in this line which is not duplicated in the nebular model. Abundance results listed in Table 4 show that observed and modeled abundances are mostly in agreement. An important exception is nitrogen, where our model's N abundance is roughly twice the observed value. The latter was determined in Paper I using the ICF method, since lines of ions higher than N + could not be measured. Henry et al. (2004) reported a value for N/H of 1.81 × 10 −4 , similar to our model value in Table 4 . Finally, in Table 6 Table 4 agree well. Finally, all observed stellar and nebular parameters in Table 6 are adequately reproduced by the model. Earlier photoionization models of NGC 7662 include those by Bohlin et al. (1978) , Harrington et al. (1982) and Péquignot (1980) . In each case a stellar temperature was found to be on the order of 100,000 K. Bohlin et al. (1978) also found a luminosity of log(L/L ⊙ ) of 3.41, while the two models by Harrington et al. (1982) used values of 3.58 and 3.78 for this parameter. These earlier results are consistent with our model.
PB6:
The modeling of PB6 was based upon our UV line intensities reported in Paper I along with optical intensities and chemical abundances from Peña et al. (1998) . The use of Peña et al.'s data was necessary, since our optical intensities were of insufficient quality to allow confident comparisons with model line strengths. Thus, in Table 2 the observed UV intensities are from Paper I, while intensities of lines beginning with λ3727 and extending longward are taken from Peña et al. One can see in Table 2 that the match between model and observation is satisfactory; an exception concerns the He II λ1640 line strength. (However, note the large value of RMS obs , which indicates the high level of uncertainties in the observed line intensities.) The agreement between the abundances shown in Table 4 is less than satisfactory, as significant discrepancies exist in the cases of carbon, neon and sulfur. The model C value is roughly one-fourth of the observed level reported in Paper I, while the model Ne and S abundance are roughly one-third and one-fourth of the observed amounts. In Table 6 we see that both the model and observed nebular parameters are well-matched. The observed values of stellar temperature and luminosity from Keller et al. (2014) agree well with our model results. Previous photoionization models of PB6 have been published by Henry et al. (1996) and Peña et al. (1998) . For a stellar temperature, Henry et al. found a value of 150,000 K while Peña et al. inferred a central star temperature of 154,000 K. Both values agree nicely with our current model.
Central Star Masses
We now extend our discussion to the determination of the masses of the central stars of the planetary nebulae (CSPN) and their progenitors studied in this project. This is done by placing each CSPN on a theoretical HR diagram using our model-determined stellar temperatures and luminosities listed in Tables 5 and 6 . To this diagram we add a set of post AGB evolutionary tracks representing a range in progenitor mass. By comparing the stellar positions relative to the positions of nearby tracks, one can then estimate both the remnant and birth mass of each central star.
The model-derived positions of our eight objects in the luminosity-temperature plane are shown with filled circles in Fig. 1 . We also show post-AGB model tracks from Vassiliadis & Wood (1994) for their H-burning models with Z=0.016. Final/Initial masses related to each model are indicated at the low temperature end of each track and are based upon information related to each track provided by Vassiliadis & Wood (1994) . The mass of each of our objects was determined by interpolating between bracketing model tracks; the resulting values are listed in the models column of Tables 5 and 6 . We can see that there is large disagreement between observed and model initial masses for IC 2165, NGC 2440 and NGC 5315, moderately good agreement for IC 3568, NGC 5882 and NGC 7662, and good agreement for NGC 3242 and PB6. Finally, in a search of the papers mentioned in the previous section in which photoionization model results were reported for specific objects, we found that the only initial and final masses inferred directly from models pertained to IC 2165, for which both Bohigas et al. (2013) and Gesicki & Zijlstra (2007) found masses of roughly 2 M ⊙ , in contrast to our value of 1 M ⊙ .
For comparison we have also plotted the position (open circles) of each object according to its observed temperature and luminosity in Fig. 1 . The two symbols for each object are then connected by a thin solid line. Initial masses as implied by the observed temperature and luminosity were then determined in the same manner as described above for model-derived final masses, and are listed under the "observed" column in Tables 5 and 6. As a check on the effects of employing an alternate set of post AGB models on resulting masses, we constructed a second plot (not shown) similar to Fig. 1 but now containing tracks from the models of Blöcker (1995) and Schönberner (1983) in place of those from Vassiliadis & Wood (1994) . Differences in model-determined masses derived with this alternate set of tracks were on the order of 0.1 M ⊙ and therefore considered negligible.
How reliable are the mass values that we have determined? Estimating masses using the theoretical HR diagram and CSPN temperatures and luminosities, as we have done here, is vulnerable to large uncertainty due to the distance dependence of the observed luminosity. Observed luminosities are a function of the square of the distance to the PN, where PN distances can be poorly known. For example, an uncertainty of 50% in distance translates to a factor of 2 (or 0.3 dex) uncertainty in luminosity and, according to the model tracks in Fig. 1 , a factor of 2 in mass. However, we derived our luminosities using photoionization models which were closely constrained primarily by distance-independent line ratios. Thus our final model-derived masses are likely to be much less affected by distance uncertainties than they would be if we simply used observed luminosities straight away. In addition to the problems created by distance uncertainties, we also recognize that our method for deriving progenitor masses is model dependent due to the use of post AGB tracks to estimate masses. This constitutes a systematic uncertainty and one that we can't quantify and correct for. (1993, thin line) . Mean values and standard deviations for these two samples are indicated in the legend. We see that the mass range of our objects agrees well with that of both samples in that seven of the eight CSPN are centered on the peak of the distributions of both the CSPN and white dwarf samples. The object with a remnant mass of 0.73 is NGC 2440. This comparison confirms the veracity of our derived masses at least in a statistical sense.
Nucleosynthesis and Stellar Yields
Overview
We now compare the nebular abundances and initial stellar masses of our sample objects derived here with the predictions of helium, carbon and nitrogen nucleosynthesis from published stellar evolution models. We acknowledge that this is a potentially hazardous endeavor, since both our inferred birth masses as well as published nucleosynthetic predictions are model dependent and constrained by observations containing inherent uncertainties. In addition, we are attempting to evaluate the stellar models based upon the study of only eight PN. Thus, our goal here is simply to provide a sense of the state of the art for inferring progenitor masses and predicting PN abundances by aligning the two sets of results and looking critically at the implications for being able to evaluate the relevance of the models and the usefulness of their stellar yields. Note that in Figures 3-12 discussed below, we chose to plot the observed abundance ratios from Paper I. Because the model abundances often had to be adjusted during the modeling process to bring specific line strengths into agreement following the establishment of the major stellar and nebular parameters, we preferred to use the abundances from Paper I for the following analysis. At the same time the stellar masses are those determined by our models unless otherwise noted.
Results for relative helium abundance as a function of initial stellar mass are shown in Fig. 3 , where sample objects are indicated with filled circles and error bars. The solar He/H ratio is 0.085 ), so all eight PN appear to show helium enrichment with respect to that fiducial. [In fact large samples of PN show similar behavior (Kingsburgh & Barlow 1994; Henry et al. 2004 ).] Also shown in Fig. 3 are stellar evolution model predictions of PN abundance by Buell (1997, solid line) , Karakas (2010, dashed line) and Marigo (2001, dot-dashed line) . The basic properties of these model sets are briefly described in Appendix A. The prediction for atmospheric He/H after first dredge-up from Karakas & Lattanzio (2014 , Table 1 ) is indicated with the bold solid line. Note that six of our PN (and their masses in solar units), IC 3568 (2.0), NGC 2440 (3.2), NGC 3242 (1.5), NGC 5315 (1.1), NGC 7662 (1.0) and PB6 (1.8) appear to have He/H ratios consistent with the occurrence of some 3rd dredge-up, while the He/H ratios of IC 2165 (1.0) and NGC 5882 (1.0) could be explained by 1st dredge-up only, although the final PN abundance predictions of Buell and Marigo are also consistent with the observed levels for these two objects.
Note that for masses above 1.75 M ⊙ the PN abundance predictions exceed the prediction for first dredge-up, while below that threshold the two are similar. This is consistent with the idea that 3rd dredge-up produces further He enrichment in the PN with more massive progenitors but is less effective as the mass approaches a solar mass. Empirical support for this notion is provided by four of the five PN with initial masses less than or equal to 1.5 M ⊙ ; NGC 5315 at 1.1 M ⊙ is the exception. In the case of C/O in the top panel, the Buell and Karakas tracks agree well with observations, while the Marigo model appears to predict too much nebular carbon. An interesting result is the absence of C enrichment in all but two PN (IC 2165 and PB6). This suggests that the observed helium enrichment noted above is from first dredge-up, where C enrichment is expected to be negligible.
In the middle panel observed N/O is compatible with the Marigo and Karakas models but is not reproduced in Buell's model. N/O is often observed to be positively correlated with He/H (Dufour 1991; Dufour et al. 2015) , especially for a sample of Type I PN. However, such a trend is not apparent here, most likely because NGC 2440 and PB6 are the only two of our eight objects which are members of the Type I Peimbert class. Finally, in the bottom panel each model seems to be in agreement with a few of the points but not the majority of them. Our conclusion based upon Fig. 4 is that while the models don't closely predict the nebular abundance ratios of C/O and N/O, they do at least span the space occupied by the observed points, thereby lending some support for the models. Indeed part of the difference between observation and theory may be related to the actual metallicity differences between the models and our sample objects.
Figures 5 and 6 are plots of C/H and N/H versus stellar birth mass, respectively. Our sample objects are shown as filled black circles. In some cases, particularly in the full-scale plots, the formal error bars of the present abundance determinations are too short to extend beyond the symbol 4 . The observed C/H and N/H values on the vertical axis are again taken from Paper I, while the lines showing model tracks are based upon the same computations as the ones mentioned above by Karakas (2010) ; Marigo (2001) , and Buell (1997) for the metallicities indicated in the legend. Figure 5 show the marked increase in C/H between 1-4 M ⊙ resulting from 3rd dredge-up. The decline in this ratio beginning near 3 M ⊙ is due to hot bottom burning, where material at the base of the H-rich convective envelope reaches temperatures on the order of 10 8 K as it enters the H-burning shell (Lattanzio & Wood 2004; Marigo et al. 2003; Herwig 2005) . As H is then burned to He via the CN cycle, C from 3rd dredge-up is converted to N as cycle equilibrium is reached. Thus with increasing mass the decline in C/H in Fig. 5 coincides with the rise in N/H in Fig. 6 beyond 3 M ⊙ , as these products are mixed up into the atmosphere by convection.
All model tracks in
In the following discussion for the first time we directly compare observed C and N abundance results with the model predictions of PN nebular abundance ratios by Karakas (2010) specifically as functions of progenitor mass and metallicity. Karakas' models are chosen here because they currently appear to be the most recent and complete theoretical study of element production in terms of ranges in mass and metallicity; we are in no way disparaging the work of earlier investigators. We first compare the observed and modelpredicted abundances of carbon. A similar analysis of nitrogen follows that discussion.
Carbon
With the exception of NGC 2440 at 3.2 M ⊙ , the C/H values of our sample objects displayed in Fig. 5 are roughly spanned by model predictions relevant to low mass progenitors. The region in Fig. 5 within the two dashed lines is enlarged in Fig. 7 and shows the vertical displacements more clearly. Assuming a solar value of 2.7 × 10 −4 ), we see that C/H for this group ranges from 7.86 × 10 −5 or 0.29 solar for NGC 5882 to 8.32 × 10 −4 or 3.08 solar for PB6. Figure 8 is a plot of C/O versus O/H for our eight objects. Each object is identified by name, and the initial mass of the central star, as derived above, is given in parentheses. Excluding PB6, there is a clear negative trend such that C/O decreases as metallicity (gauged by O/H) increases. At lower metallicities C/O is likely to be higher simply because the oxygen abundance is already reduced relative to the carbon that is produced by the star. On the other hand, Karakas et al. (2002) have shown that for similar masses the 3rd dredge-up parameter, λ, is a decreasing function of stellar metallicity. Therefore, as metallicity is reduced one would expect greater amounts of C to be dredged up and mixed into the atmosphere, causing C/O to rise. The observed trend in our data shown in Fig. 8 supports both of these explanations. On the other hand, PN abundance predictions of C and O by Karakas (2010) and Marigo (2001) also suggest that at constant metallicity C/O is positively correlated with initial mass. Unfortunately, the metallicity range of our objects (0.57-0.90 times the solar value for O/H) is too large to test for this effect.
Next, we make a detailed comparison of our objects' carbon abundances with Karakas' PN abundance predictions. Karakas computed models for several masses between 1 and 6 solar masses and for three metallicities relevant to our study, i.e., 0.02, 0.008, and 0.004. Since our objects' masses and metallicities generally did not match the mass and metallicity values for any particular model, we performed interpolations in both parameters to estimate the model-predicted carbon abundance for a specific object. The birth masses were the values computed earlier in this paper and listed in Tables 5 and 6 . In the case of metallicity, we converted model metallicity values to values of O/H 5 by scaling the O/H solar abundance from Anders & Grevesse (1989, Z=0.02) 6 Observed and predicted values for C/H are compared in Table 8 . Note that objects are arranged from top to bottom in order of increasing birth mass. For each object identified in the first column, we show the birth mass of the progenitor star based upon our photoionization models and the observed O/H used to interpolate between models within metallicity space. The next three columns show the observed and predicted abundances along with the ratio of the predicted to observed values. Results in columns 4 and 5 for each object are also shown graphically in Fig. 9 , where we have plotted C/H versus progenitor mass. Filled and open circles represent observed and predicted values, respectively. Since IC 2165, NGC 5882, and NGC 7662 each has a mass of 1 M ⊙ , the three are slightly offset from one another for clarity. Vertical dashed lines connect the observed and predicted symbols for each object. The predicted value for NGC 2440 is 17.1 × 10 −4 and falls outside the vertical limits of the plot.
We can see clearly in column 6 that the largest offsets between observed and predicted carbon abundances involve IC 3568 and NGC 2440, two PN with inferred stellar birth masses equal to or exceeding about 2 M ⊙ , when the C abundance is expected to be greatly affected by 3rd dredge-up. On the other hand, predicted abundances for the remaining six objects with progenitor star masses below this limit differ from observed values by at most a factor of 3. Intuitively, this behavior might be expected. Carbon abundances in PN of larger mass progenitors are likely to be more sensitive to the uncertainty of the dredge-up parameter as well as the number of dredge-up episodes in the models. Thus, our results suggest that Karakas' models reasonably predict PN nebular abundances for progenitor masses below about 1.5 M ⊙ , but over-predict C/H by substantial amounts in the mass range of LIMS in which 3rd dredge-up plays a significant role. Clearly, this is only a preliminary conclusion, as more high mass LIMS need to be analyzed with similar methods to confirm this result.
Nitrogen
The analysis just described for carbon was repeated for nitrogen. The results appear in Table 8 and Figs. 11 and 12 (again, the three objects of 1 M ⊙ are slightly offset from one another for clarity). In contrast to what we saw with carbon (see Fig. 8 ), we now see no apparent mass-metallicity behavior regarding PN nitrogen abundances in Fig. 11 ; and analogous to the case for carbon, there is no correlation between N/O and stellar mass. In Fig. 12 for birth masses of ≤ 1.5, the differences between observed and predicted nebular abundances are rather small. Above this level, for PB6 and NGC 2440 the predicted abundances are far below the levels observed. (Recall that these two objects are classified as Peimbert Type I PN.)
The generally small abundance predictions in Fig. 12 are likely the result of the progenitor masses of our objects being below the mass range where large amounts of N are produced through hot bottom burning. We see this clearly in Fig. 6 , where the predicted rise in N begins around 3 M ⊙ for a metallicity of 0.001 and at greater masses for higher metallicities. For masses below this limit, N is produced primarily during first dredge-up, resulting in smaller amounts of enrichment; the levels here are evidently the value at star formation plus the dredge-up contribution. Model uncertainties in these cases are less likely to have an effect on the predicted N enhancements compared with the situation in which hot bottom burning operates.
We conclude that model predictions of N enrichment through dredge-up at masses below 3 M ⊙ in the Karakas models are consistent with observations. Investigations of progenitor stars of He/H-and N/O-rich PN of Type-1 Peimbert class (such as NGC 2440) are now in order, since those objects are believed to have masses exceeding the lower limit for hot bottom burning. Such studies will allow us to evaluate the model predictions for stars that produce significant amounts of nitrogen during their AGB stage.
Summary and Conclusions
This paper follows up on the study published by Dufour et al. (2015) of ten bright planetary nebulae. The novelty of their work was the use of co-spatial spectrophotometric measurements gained through the use of HST/STIS and spanning the wavelength range of 1150-10270Å to infer abundances of many elements, but especially those of carbon and nitrogen.
The goal of the present work is to compare the observed He, C and N nebular abundances with predictions of the same made by published AGB and post-AGB stellar evolution models available in the literature, where the same models simultaneously predict stellar yields of these two elements. We recognize that agreement between observed and model nebular abundances is necessary but not sufficient to confirm the correctness of the yield predictions themselves. Yet it is one important check on the models. Testing of the predicted yields in chemical evolution models can then further confirm their applicability.
In the past comparing nebular abundances with model predictions has been done by plotting observed PN abundances along with model tracks representing the predictions in an element versus element graph [cf. Buell (1997, Figs. 5.4 and 5.5) , Henry et al. (2000a ,  Fig. 4) , Marigo (2001, Fig. 11)] . Here for the first time we have carried out the analysis by coupling the abundances from each PN with its progenitor star mass.
To obtain these masses, we have used the measured line strengths from Paper I as primary constraints to compute a detailed photoionization model for eight of their objects: IC 2165, IC 3568, NGC 2440, NGC 3242, NGC 5315, NGC 5882, NGC 7662 and PB6. Because these models require a stellar temperature and luminosity as input, successfully matching the observed line strengths with the model's output line strengths helps us to confirm these stellar properties.
7 In most cases these spectroscopically determined properties compared favorably to previously published but more distance-dependent measurements available in the literature. Employing our model-determined central star temperature and luminosity from Tables 5 and 6 , we then plotted the eight objects on a theoretical HR diagram containing post-AGB model tracks, where each track is associated with a specific central star and progenitor star mass. The mass for each of our objects was established by carefully interpolating between model tracks.
With progenitor masses and C and N abundances from Paper I in hand, we proceeded to make a detailed comparison between model-predicted and observed values for each PN. The former were determined from the models by Karakas (2010) , using our inferred progenitor mass and observed nebular metallicity to chose the best model from which to take the prediction. Often this meant interpolating between masses and/or metallicities of specific models in order to match the conditions of an object.
The salient points that emerge from this exercise are:
1. Matching observed line strengths with photoionization models provides a good method for determining PN central star temperatures and luminosities, and by extension, central star and progenitor star masses. This is not a new result, of course, but our experiment here with eight objects appears to show that this method can nearly always be used to infer reliable values for these stellar parameters that are relatively distance independent.
2. The central star mass distribution of our objects is very consistent with the distribution of white dwarf and central star masses from other studies.
3. Most of our objects show little if any C enrichment, indicating that the effects of 3rd dredge-up are negligible, as expected for our range of stellar masses.
4. A plot of C/O versus O/H abundance ratios for our objects indicates the presence of an inverse correlation.This may be due either to a metallicity sensitivity of the third dredge-up parameter predicted by model results for AGB stars or simply to the reduction of oxygen at lower metallicities.
5. For progenitor masses below about 1.5 M ⊙ , stellar model predictions of nebular C enrichment appear to be consistent with the observations. However, the observed abundances of C in the few objects above this threshold seem to indicate that the stellar models overpredict nebular C abundances. This discrepancy could be explained by the values of the dredge-up parameter and/or the number of pulses used in the models.
6. Model predictions for N enrichment in the PN are consistent with observed levels for progenitor masses below 3 M ⊙ . Hot bottom burning becomes more effective above this threshold, so concentrating future work on PN with progenitor masses above this level are necessary to check further on the model predictions. 9 and 12 also demonstrate that current post AGB models fail by a large margin to predict the levels of He, C and N currently observed for this object.
8. As nearly as we can tell, this work presents the first published photoionization models of NGC 5315 and NGC 5882.
Note that points 5, 6 and 7 above apply only to the models by Karakas (2010) , since we did not test other published model sets. We emphasize the importance of extending the study of carbon and nitrogen production by LIMS beyond the central star progenitor mass of 1.5 M ⊙ by emphasizing that, using a Salpeter (1955) initial mass function, LIMS greater than this mass represent roughly 54% of all stars between 1-6 M ⊙ (the mass range considered by Karakas) . Since this group of stars is expected to produce significant amounts of C and N, it is of obvious importance to investigate PN with central star progenitors in this range. Unfortunately, these stars evolve faster along the post-AGB track, and so PN are likely to exist over a shorter time window, making finding and observing them more difficult. Nevertheless, a focus on these stars is of obvious importance for constraining LIMS models and by extension the yields of C and N by this important mass range of stars.
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-30 - a Root mean square excludes C IV λ1549, N IV] λ1486, N V λ1240, and all S lines for reasons discussed in the text.
-31 - Peña et al. (1998) .
b Root mean square excludes C IV λ1549, N IV] λ1486, N V λ1240, and all S lines for reasons discussed in the text.
-32 - Shaw & Kaler (1989); Zhang & Kwok (1993); Frew (2008) and listed separately in Table 7 Kwitter & Henry (2006) e Observed values are those reported by Dufour et al. (2015) ; model values for C III] and [S II] densities were computed from the predicted λ1906/λ1910 and λ6716/λ6731 ratios, respectively, using information in Osterbrock & Ferland (2006) f Total H density used as input for the final model Table 7 ; uncertainties are the RMS of the offsets from the averages. T eff and log(L/L ⊙ ) for PB6 are taken directly from Keller et al. (2014) , although the uncertainties represent our estimates. Kwitter & Henry (2006) e Observed values are those reported by Dufour et al. (2015) and García-Rojas et al. (2009, PB6 S II density only) ; model values for C III] and [S II] densities were computed from the predicted λ1906/λ1910 and λ6716/λ6731 ratios, respectively, using information in Osterbrock & Ferland (2006) f Total H density used as input for the final model Shaw & Kaler (1985 d Keller et al. (2014) a Observed abundances are taken from Paper I, while predicted abundances are from Karakas (2010) . Abundance ratios listed in columns 3, 4, 5, 7, and 8 Table 7 are suppressed here to preserve clarity but are provided in Tables 5 and 6 . Karakas (2010) , Marigo (2001) , and Buell (1997) . The dashed lines show the region of the expanded plot in Fig. 7 
