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R e s u a e n . El presente a r t í cu lo desarrol la un procedimiento ge-
nera l para estimar e l t o t a l de una ca r ac t e r í s t i c a en s i tuac io -
nes de marcos múlt iples . La dis tr ibución as in tó t i ca del e s t i -
mador es derivada basándose en e l comportamiento as in tó t ico del 
Estimador Máximo Verosímil de los tamaños de los dominios y del 
método de muestreo. Algxmas estimaciones soií obtenidas hacien-
do uso de l a Programación Geométrica S\ibrogada. 
Palabras y frases c laves : Distribución binomial; dis t r ibución 
normal bivariada; dis t r ibución contagiosa (mixta); d i s t r i bu -
ción multinomial; marco muestral t raslapado; programación geo 
métrica subrogada; matriz de varianza-covarianza. 
1. Introducción. 
La estimación de medias y totales para una población de-
finida por la unión de marcos traslapados fue analizada por Hart-
ley (1962). Los estimadores y las varianzas de los estimadores 
para las situaciones de tamaños de marco conocidos y tamaños de 
dominios desconocidos fueron también presentados por Hartley 
(1962). Lund (1968) sugirió una alteración de estos estimado-
res consistente en basar los pesos asociados en los tamaños de 
muestra obtenidos. Los estimadores resultantes tienen una efi-
ciencia igual o mayor que los de Hartley. Fuller y Burmeister 
(1972), usando los estimadores derivados por ellos para el ta-
maño del dominio superpuesto, desarrollaron estimadores más 
eficientes que los de Lund (1968) para muestreo sin reemplaza-
miento. Ambos artícvilos tienen que ver con la situación de dos 
marcos. Cochran (1965) basado en algunos de los resultados de 
Hartley (1962) desarroll<í una teoría completa para los diferen 
tes casos relacionados con cobertura incompleta de alguno de 
los marcos muéstrales pero cobertura total por la unión de dos 
o tres marcos. Una forma general para los estimadores óptimos 
y las varianzas de los estimadores no se ha determinado. En es-
te artículo se da una aproximación general a la estimación de 
totales para una población cuando los tamaños de los marcos se 
conocen pero los tamaños de los dominios son desconocidos. La 
aproximación dada se basa en él Principio de Máxima Verosimi-
litud y en la distribución asintótica de los Estimadores Máxi-
mo Verosímiles de los tamaños de los dominios obtenidos ante-
riormente por Ospina (1985) 
2. Caso de Dos Marcos. 
Hartley (1962) presentó el estimador de la población total 
(/) , la varianza del estimador y las fórmulas para los tamaños 
de muestra cuando se usa muestreo aleatorio simple en cada uno 
de los dos marcos. El estimador de marco múltiple del total da-
do por Hartley fué 
y = y ^ í í / l+Pí / l2}+^ í{/24^V2} (2.1) 
donde: 
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y. y Yf. son las medias poblacionales de la característica para 
los marcos 1 y 2 respectivamente. Sj, 67 y 612 (̂i = 9i+Bi2, 
Nz ~ 6i2'*'82) B^" ̂ í número total de unidades en cada uno de los 
tres dominios. Cochran (1965) dio una forma más útil para la 
varianza basada en resultados de muestreo estratificado con 
afijación proporcional 
^[^] = ^ [il-o.)a\ + 0LP^a\̂  + oiíl-a)í9,-P9^2)^) 
2 (2.3) 
+ ^ ((1-3)02+Ba^a?2+B(l-6)(72-aí^i2)') 
donde : 
"^1 "^2 9i2 „ 612 n n í7 
n = - = ^ , nz = -ff-, a = -jf^, B = - j ^ , y Vi, Vz, Yiz son las me-
dias de las características para los dominios 1, 2 y el domi-
nio traslapado respectivamente. 
En este artículo diferentes estimadores del total y de la 
varianza del estimador del total son derivados en base a lo 
siguiente: 
a) Distribución de Y: Para considerar el caso general se asume 
que y tiene una función de densidad (o de probabilidad) dife-
rente para cada uno de los tres dominios. Asintiendo que las 
distribuciones compartirán la misma forma pero con parámetros 
diferentes tenemos 
y '̂  i i i y ) si la observación pertenece al dominio no traslapado 
en el marco 1. 
y "̂  iz^y^ ^^ í^ observación pertenece al dominio no traslapado 
en el marco 2. 
y "̂  éiz^y^ ^^ 1^ observación pertenece al dominio traslapado. 
Se conoce que 
P ' Pr [Una observación en la muestra pertenece al dominio no 




Pz " ^^ [Una observación en la muestra pertenece al dominio no 
traslapado en el marco 2]. 
.. (N>-ei2) 
N1+W2-612 







N ' 61 + 62 + 612. (2.A) 
Por tanto, la variable aleatoria Y tiene una distribución con-
tagiosa o mixta (Mood, Graybill y Boes, 1974) dada por 
i i y ) = Pi^i(y) + P2̂ 2(í/) + Pi2i5i2(t() (2.5) 
(2.5) es una función de densidad (o de probabilidad) defi-
nida apropiadamente ya que P1+P2+P12 = 1 y i i i y ) * i z i y ) J 
i i z i y ) son fimciones de densidad (o de probabilidad) por sí 
mismas. 
Como estamos asumiendo los tamaños de los dominios desco-
nocidos y Pl, P2 y P12 dependen de 6121 la distribución de Y 
depende también de 612. 
Por tanto (2.5) puede reescribirse como: 
<(!</e..) • ̂ ^ i ^ ii<y) * ^ í ^ h W * (2-« 
+FI+WreI7<^^2(í/) 
b) Media de la distribución de î: La esperanza condicional de 
dado 612 es: 













Reorganizando (2.8) conduce a 
Y = YiE 
\ N ^ ± ^ 
[Ni+Nz-Oi: 
+ y2E Ŵ zili. 
W1+W2-612 
+ î l2E 6 L2_ 
Ni+W2-ei2j' 
(2.9) 
donde Yi , Y2 y i'12 son las medias poblacionales dentro de los 
dominios respectivos. 
c) EMV de V: Sean 6̂ 2» ̂ *. y*» y*z los EMV de 612, Í'I , ̂ 2 Y ̂ 12 
respectivamente. El EMV de V, V*, está dado por: 
ü* = (̂ l-9?2) n* . j V M i ) i>* , 9̂ 2 ^ y* (2 10) 
^ W1+W2-0Í2 ^^^Wi+W2-eÍ2 ^2^Ni+W2-e?2 ^ " ^ ^ ^ 
ya que la media muestral es el EMV de la media poblacional pa-
ra la mayoría de las distribuciones mas conocidas.(2.10) puede 
escribirse como: 
^ = W % ^^-^i^A-et '̂•̂ Mi+vet2 ^̂ ^ ^'-"^ 
donde ^i, p2 y ̂ 12 son las medias muéstrales correspondientes 
a los dominios 1, 2 y al dominio traslapado. Bajo el supuesto 
de una muestra grande las distribuciones de las medias mués-
trales están dadas por 
Vi'^^lyu^r] 
y2 '^N\7z .^ ] (2.12) 
d) EMV de /_Q_ (Total poblacional): El total de una caracterís-
tica puede definirse como: 
^TOT " <'̂ i-9i2>̂ i + (N2-ei2)Í̂ 2 + ei2Í̂ i2 . (2.13) 
Entonces, el i'mfjrp no restringido puede calcularse como: 
^TOT " Í^Í^TOT'^^^J 
(2.14) 
" V'lE[Wl-ei2] + y2E[N2-ei2] + i'l2E[6i2] . 
Por tanto, el EMV de V™Q™, y * , e B : 
y* = (Wi-6?2)íi+(W2-9i2)Í2 + e*2?i2. (2.15) 
Como las muestras tomadas de los dominios son aleatorias, 
las medias ̂ 1> ̂2 7 ̂ 12 ̂ on independientes. Esto implica que 
dado el tamaño de muestra nu la distribución de pi(1.12) no 
depende de yz o í/12. La varianza de /* puede expresarse como: 
v[y*] = v[iNi-QU)yi] + v[íN2-e*iz)yz'\ 
+ i/[e?2^i2] + 2cov[(Wi-e?2)yi.(N2-e?2)y2] (2.16) 
+ 2cov[(Wi-e?2)Fi,6*2^12] + 2cov[(W2-e?2)^2.0*2^12]. 
Antes de calcular cada uno de los términos de la derecha en 
(2.16 se mostrará en el siguiente teorema que bajo el supuesto 
de muestras grandes 9*2 y yi pueden asumirse independientes. 
Teorema 2.1. S^ ̂ i 'v- W(^i,ai/nii) e n t o n c e s 6*2 y ^i s o n es -
tocástimente Independientes. 
Demostración. La función de probabilidad de Kln, n22 ^s 
/ / o ^ í " 1 ^^/l(^<1-9l2)l"ll^^/2(^'^-9l2)l'^22 
I{(nii,n22;ei2) = [nil,Kl22j [ ' ^ u , J [ ' K^2 J 
(2.17) 
L nWiW2 J 
donde 
n = ni + n2, ni2 = n-nii-n22. 
También el Teorema de Lindberg-Levy presentado por Rao 
(1973), implica que la función de densidad de î puede aproxi-
marse por una variable aleatoria normal con media Fj y va-
rianza Oj/Hjj para n u suficientemente grande. Por tanto: 
Í(?x,5^i,ai/wii,n22) - i i ^ i * ^ i , a \ / n i i ) 
1 g(-(^i-7i)^)/(2ai/nn) 
^ 7 W I (2.18) 
-00 < y, < 00 í/1 





. r oiiíü+íkMiij 
L "2 «2 J 
n-nii-n22 , (-(̂ i-í̂ i) )/(20i/nii) 
\ . e 
/ñiT 
(2.19) puede ser considerada como la función de verosimilitud 
conjunta para Vi y 9̂ 2 (tomando a ' 
da) (Mood, Graybill y Boes, 1974) 
Oi como una constante conoci-
l-(ei2.í̂ i) = i$(wii.W25,̂ i;ei2,í̂ i,ai) (2.20) 
La distribución conjunta de 9Í2(EMV de 9^) y ^i(EMV deYi) 
se distribuye asintóticamente como una distribución normal bi-
variada (Mood, Graybill y Boes, 1974) con parámetros 
E[eÍ2] =012. (2.21) 
E[yi] - îi (2.22) 
i/ro* 1 _ 0^1-612)(^2-9i2)9i2 
""•«izJ ni(W2-ei2)+"2(Ni-9i2) 
i/[yi] - a \ , (2.24) 
y. 
C0V[eÍ2. Vi] = o (2.25) 
De (2.25) se concluye que 9*2 y Vi son independientes (Hogg y 
Craig, 1978). 
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Demostraciones similares prueban la independencia de Bfa y 
yz y 912 y y 12' Basado en la anterior demostración y algunos 
teoremas presentados por Mood, Graybill y Boes (1974), el lado 
derecho de (2.16) llega a ser: 
i'[(Wi-6Í2)í,] - <i',)'i'[eÍ2] + (N,-e,2)^ií[y,] + i/[eíj]i/[5,] 
•Wi-^iO'-^*m.][(yo'*-S-] "-"^ 
Similarmente: 
l/[(W2-eÍ2)̂ 2] - (W2-912)' ^ + ' ' [ 0 Í 2 ] [ ( ^ 2 ) ' + ¿ | (2-27) 
y 
«/[9?2Pi2] = (9i2)' ^+' ' [eÍ2][(^i2) '+?tr] ^2.28) 
Las covarianzas son derivadas como: 
COV[Ni-e?2)Pi,(W2-9?2)^2] - E[(Ni-9?2)yi(N2-e?2)p2] 
- ff[(Wi-9?2)yi]E[(W2-9?2)p2]> 
Por tanto: 
cov[Ni-eÍ2)^i.(W2-eÍ2)^2] = í^i^2{E[(et2)^]-[E(9Í2)]'} 
- yi9zy[B*.2] ^ ' - ' ' ^ 
Igualmente: 
COv[(Ni-9?2)Pi.e?2pi2] " -yiyizV[0*i2] (2.30) 
C0V[(N2-e*2)^2.6?2^12] = -^2Í^i2i'[e?2] (2.31) 
Combinando estos resul tados , l a forma f i na l de (2.16) se con-
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vierte en: 
2 2 5 
.2 ai , ... - x2 o; . ,„ x2 a. i / M - (Wi-e i ) ' -^+(W2-ei ) ' -^+(9i2) ' -^ ; 
0Íi-Qn)iNi-Qu)Bi2 , \ / y t y ^ _ y ^ . 2 ^ + a L + Ú Í \ 
(N2-ei2)+n2(Ni-ei¿ [('̂ 1+^2 yi2) +nij + ri22 + n i j ^ n i , 
(2.32) 
Para muestras grandes e ignorando correcciones para pobla-
ción finita: 
V[y*] - ̂ N .ei2)a^^(N2-9i2)a^ + ̂ jS^|i^52 
, (Ni-ei2)(M2-e,,)e,, ML 
ni(W2-ei2)+n2(Wi-ei2) <^^-^-'^->^^;í¡TÍ7fe 
(2.33) n2(N2-ei2) (niN2+n2Wi)ej2 
El EMV de V\y*\ está dado por 
v*[y*] ' (Ni-eí2)^ ¿+(W2-e?2)^ ^ + ( ^ " > ' l f ^ 
ni(N2-e?2)+n2(Wi-eÍ2)L^^^^ í/i2Í + ni+n2 + ni2j 
(2.34) 
3. Caso General: M Marcos. 
M 
Con M marcos el número máximo de dominios es 2 -1. Para 
facilitar la derivación de las fórmulas, denomínense los tama-
M 
ños de los dominios 61,62 6j, donde T « 2-1. El estimador 
propuesto del total es 
y* - Q ŷi + eíy2+-"+Qjyj O.i) 
con varianza 
12 
v[Y*] - I v[e*y] + 2 I cov[ejs.,eJp.] (3.2) 
l'l ^ ^ Kj ^ ^ i i 
Ahora, usando la teoría presentada por Mood, Graybill y Boes 
(1974): 
l/[6*y = l/[6*]l/[^J + 1/[9J7U e^l/[^J (3.3) 
(3.4) 
C0v[ej^^,9jp^.] = E{Qfy^Q*jy.]-E\Q*ry¿E[Q^y¡\ 
= C0V[9;Í,9^]V'.V'. 
A~ ¡ A, j 
Reemplazando en (3.2) 
v[y*] = l i/[eJ]t/[^J+ I v[Qpl+ I 9ji/[y 
A,= l A.= l A,= l 
+ 2 I cov[e* g'JJy.î . 
K j -̂  J ^ J 
« I«/[eí]Er^J]+2],[9*,9*]E[yr,]+]9ji/[y 
(3.5) 
que puede expresarse en forma matricial como: 
V[y*] = É{fv[Q*]l) + Q̂ V{y'\Q (3.6) 
donde ; 
- /- - - J 
y = (í/i.í/2 yj) 
6 " (9i »92 ».. • »6 )̂ 
l'[9 J = Matriz de varianza-covarianza de todos los tamaños de 
dominio. 
V\u\ = Matriz de varianza-covarianza de medias muéstrales. 
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Antes de considerar el teorema aiguiente, se presenta al-
guna notación ya utilizada y otra nueva: 
§f) " (6i,62>...,6w) (Vector de tamaños de dominio dependien-
tes). 
-T " (Qun »Q«|?»" .«QT) (Vector de tamaños de dominio inde-
pendientes). 
O - (0 0) (Un vector nulo). 
N ' í N i f N i , . . . , N ^ ) (El vector de tamaños de marco). 
§1 G ima matriz de tamaño M por T-M("S) tal que 6^ • [N G] 
Vn • (í/i»!/2». ..fífii) (Vector de medias muéstrales dentro de 
dominios dependientes). 
Yn " (̂1 »̂ 2 ».. .»̂ ii) (Vector de medias poblacionales dentro de 
dominios dependientes). 
yj " (Pu11 »̂ iu 2 *•••»^T^ (Vector de medias muéstrales dentro 
de dominios independientes). 
-T " (̂ U+1'̂ A*4-2*****̂ T̂  (Vector de medias poblacionales den-
tro de dominios independientes). 
y, • (Í'I»^2»....^T) (Vector de medias poblacionales) (3.7) 
Teorena 3 . 1 . 
V[Y*] ' fviQ*)y+Q^V[l]Q+div'^iVj))diViQ*)) 
^iViV'Q))diGViQ*)Gh + 
donde: 
T?. ^T (3.8) 
Ti xT 
d(V(fi*)) - (̂ ViB* ĵ),Vie*^2^ 
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d(V(e*))- (aj* ,oU oj*)^ (3.10) 
díGVÍQ )G ) • El vector cuyos elementos son la diagonal de la 
matriz 61/(6J)G^. (3.11) 
Demostración. 
i/[e*] - V 
donde I = Una matriz idéntica de ta-
maño iT-M) por (T-M). 
re;i 
[-'iJ 
'N G ' 






Ahora usando (2.6): 
V[Y*] = E f 
GViQpG^ GViQ*) 
l/(eJ)G^ ViQ*) 




ÍQ!ipVie*)G\} ' Vl¡pViQl¡)G\+d îViyĵ ))diGViQ*)G'̂ ) 
En una manera similar puede demostrarse 
É{£jGi/(e*)|j} = £jGi/(fi*)£j 





Reemplazando en (3.13) 
V[Y*] ' E5Gl/(af)G%+/(l/(^J))d(Gl/(af)G^) + 2?5GV(e})Ej 
+ y]HBpYj+d^iVi-^j))diViQ*)) +6^1/(^)6 
- £^i/(9*)£+6^i/(^)e + /(i/(^j))d(i/(eJ)) 
+ d^iViy^))díGV)QpG^) (3.17) 
Para muestras grandes una fórmula aproximada para V[y*\ 
puede obtenerse reemplazando los tamaños de muestra verdaderos 
correspondientes a cada dominio en (3.8) y (3.9) por sus "va-
lores esperados" respectivos. La distribución asintótica de 6̂  
fué obtenida por Ospina (1985). 
Ejenplo 3.2. 
M • 3 (Tres marcos) 
6 ' (61,62,63,612,613,623,6123) 
" (9i ,62,63,61, ,65 ,65 ,67) 
§p " (61,82,63) 
N - (WiA.Na)^ 
Vp " (Pl »p2 ,p3) 
Vj " iVktVs.Vifh) (-(Pl2,?13.p2 3.Pl2 3) ) 
ü - (Pl.p2,Ps,P«..p5.p6,p7) 
2 p - (i^i.V'z.V,)'̂  
y-l - (^ ,V5,V'6.y7)V(yi2,Í^l 3.^2 3,^12 3)^) 
y - ( ^ .V2 ,?3A.V5 .^6 . Í ' 7 )^ 
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P e r o , 
















































P o r t a n t o : 
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n 13 ' « 6 6 
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« 2 3 * «77 













Sea C ^ - 1/(6*) , -t - 1.... ,7 
^ij ' cov(eJ,6j.), -t.i - 1 1\ l i j (3.19) 
Por tanto: 
n ^ \ ] ' 
Gi/(e*) -
Cim c^5 ci ,6 Ci,7 
Cus t s S C56 C57 
Cif6 C56 C66 C67 
_ Ci,7 C57 Ce7 C77 
' -1 - 1 0 -1 1 
-1 0 - 1 - 1 
0 - 1 - 1 - 1 I 
r 
Cm» Ci,5 Ci,6 ĉ ^̂  
Ci.5 ÍÍ55 C56 C57 
Ci»6 C56 C66 ^67 
Ct,7 C57 C67 C77 
Clu, Cí,5 Ci»7 C55 Cus C57 Cl,6 C56 C67 C77 Cn7 C57 
Cim Ci,6 Ci,7 Ci,5 C56 C57 C66 Ci,6 C67 C77 Ci,7 ̂ 67 (-1) 
Ci»5 Ci,6 Ci,7 Cs5 <Í56 C57 ^66 C56 Ce 7 C77 C57 C67 
[(fe^y)]. I = 1,2,3, i = 1,2,3,4 (3.20) 
GI/(eJ)G^ - Ufl^j)]' *• ' 1»2.3; i - 1,2,3 (3.21) 
d l l d l 2 d l 3 
d21 022 923 
d31 d32 d33 
g i l « Ci,i,+C5 5+C77+2Ci,5+2Ci,7+2C57 
922 - Ci,i,+C66-*C77+2Ci,6+2Ci,7+2C67 
33 3 - C55+C66+C77+2C56+2C57+2C67 
912 - Cl,l^+C77+C^5+C^6+2Cl,7+Cs6+C57+C67 
913 - Cs5+C77+Ci,5+Ci,6+Ci,7+C56+2C57+C6 7 
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92 3 • C8 6+C77+Ci,5+Ci,6+Cli7+C5 6+C5 7+2C6 7 
9 2 1 " 9 1 2 
9 3 1 • 9 l 3 
9 3 2 " 9 2 3 
íjGl/(fiJ)G^2p - (^^1,72,^3) 
gil 9i2 gi3 Vi 
g2i g22 g23 ^2 
g3i g32 g33 Yz 
¿ l jí i ^ i^^i 
(3.22) 
r/To..,«*vr/ Y¿Gl/(9j)Vj = (7i,y2,V3) 
h \ \ h\z h \z fiii, 
fl21 «2 2 «2 3 «21» 










I l Y - y - c - ' 
K k j=k ^ ^ ^^ 
dhvil̂ ))d_iGVÍ,*)Gh ' [ 4 , ¿ , ^ ] 












L '̂ '̂  J 
O j 
" i TF^TÍ^V/ 
X-4 -t^ XX, 
(3.26) 








K l ^ ""^ 




Ahora, re pl )
v[y*]= I ¡ y y . g ^ : ^ ! ^ 9 ^ + 2 1 Í v / . h ^ . 
^«4 j»4 J ^J ^»4 ^^ -t"l ^^ 
La fórmula generla para l/[V*] dada por (3.17) puede escribirse 
alternativamente como 
^Mfl i-íifl *• i ^i KM+1 ^ ^ l ' l ^ ^ l i 
(3.29) 
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donde C ? , g.» y h y . se definen en forma similar a (3.19), 
A.J A.J A.J 
(3.20) y (3.21). 
El EMV de l/[V*] , dado por (3.29), puede obtenerse reempla-
zando cada parámetro por su EMV como sigue: 
donde: (3 .30) 
i^li yii -yi- l^'y^^^^of-y.) 
sJ-Yi^iilMlcHLEofaJ) 
'̂  y=l UA, ^ 
C^; es el elemento i l , j ) de la matriz V*iBj) la cual es el EMV 
•^ * ~ 
de V(e,). 
g^. es el elemento i l , j ) de la matriz Gl/,(9j)G'. 
fe*., es el elemento i l , j ) de la matriz GV*iQÍ). 
A,J — I 
(3.30) puede escribirse también en forma matricial. 
l'*[V*] - v!¡pV*iQ*)G\+¿iV*i-ij^))diGV*iQ*)G'^) 
+ 2gjGl/*(9*)Pj + ̂ ^/(eJ)gj+/(l/*(gp)d(l'*(eJ)) 
+ e*V(£)6* (3.31) 
4. Proceso de Slnulacldn. 
Los resultados teóricos derivados en las Secciones 2 y 3 
se validaron mediante simulaciones para las situaciones de dos 
21 
y tres marcos. El proceso de simulación consistió de varios pa-
sos: (1) Se generaron muestras aleatorias de distribuciones 
binomiales (dos marcos) y multinomiales (tres marcos) haciendo 
uso de las subrutinas GGBN y GGMTN del IMSL (Instituto of Math 
ematical Statistics Library, 1980). (2) Se registró el número 
de unidades en la muestra total que pertenecían a cada dominio 
y se escribieron dos subrutinas para obtener las estimaciones 
máximo-verosímiles para cada tamaño de dominio. Se utilizó el 
procedimiento conocido como Programación Geométrica Subrogada 
presentado por Cooke (1983) para obtener las estimaciones má-
ximo-verosímiles y se halló que trabaja muy eficientemente en 
esta situación. (3) Se utilizó la subrutina GGNML (Normal Ran-
dom Deviate Generator) del IMSL (1980) para generar observa-
ciones normales para cada una de las poblaciones que corres-
ponde a cada uno de los dominios usando los tamaños de muestra 
obtenidos en el paso (2). (4) Se registraron las estimaciones 
máximo-verosímiles para el total usando los resultados de los 
pasos (2) y (3). (5) El test para normalidad dado por Ryan y 
Joiner el cual es equivalente al test de Shapiro-Wilk (1965) 
se aplicó aquí para probar la bondad de la aproximación en di-
ferentes niveles de significación. 
Los tamaños de los marcos se tomaron grandes para ser con-
sistentes con la aproximación multinomial (el tamaño mínimo 
igual a 10.000) El tamaño del d<miinio traslapado se consideró 
al menos el 10% y como máximo el 90Z de cualquiera de los mar-
cos. Los tamafios de muestra fueron diferentes en cada caso pe-
ro nunca menores de 50 para obtener una buena aproximación al 
supuesto de muestras grandes. Se tomaron 75 muestras diferen-
tes para decidir acerca de qué tan adecuada es la aproximación 
normal para la distribución del EMV del total de la caracte-
rística V bajo consideración. Se asignaron diferentes valores 
22 
cada vez a los tamaños traslapados. El valor observado del es-
dístico R„ (probability plot correlation coefficient) se com-
paró con los valores críticos dados por Ryan y Joiner. La hi-
pótesis de normalidad no fué rechazada en ningún caso para la 
situación de dos marcos. En la situación de tres marcos el re-
chazo sólo ocurrió en 1 de los 15 casos considerados. Estos re 
chazos iniciales no deben preocupar ya que las "correlaciones 
límites" observadas al incrementar las muestras a 1000 mostra-
ron que el supuesto normal era correcto. Se consideraron si-
tuaciones diferentes con tamaños de marco iguales y diferentes, 
así como afijaciones muéstrales proporcionales y no proporcio-
nales. Se tomaron en cuenta también casos especiales con me-
dias y varianzas diferentes y no muy diferentes. El sesgo re-
lativo negativo del EMV de la varianza del EMV del total fué 
la cuestión mas importante para resaltar aquí. 
5. Conclusiones. 
Un procedimiento general usado para estimar totales y me-
dias poblaciones de características específicas se ha presen-
tado. Esta aproximación general se ha tomado usando el crite-
rio de máxima-verosimilitud. La distribución normal asintóti-
ca para estos estimadores fué también identificada haciendo uso 
de los resultados teóricos obtenidos por Ospina y Cochran 
(1985) para estimaciones de tamaños de dominio. 
Esta aproximación máximo-verosímil es muy útil en aquellos 
casos donde los tamaños de marco originales son tan grandes 
que determinar los tamaños exactos de los traslapes es poco 
práctico. La aproximación normal de los EMV de los totales 
trabaja bien siempre y cuando cada dominio traslapado cubra al 
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menos el 5Z de los marcos a los cuales pertenece. También pare 
ce dar resultados satisfactorios independientemente de la afi-
jación muestral a los marcos o las medias y varianzas verdade-
ras dentro de cada dominio. El proceso de simulación no sugi-
rió restricciones en este aspecto. 
Un comentario final debe hacerse con respecto al EMV de la 
varianza del EMV para el total de una característica. El EMV 
subestimó consistentemente la varianza verdadera. Una correc-
ción leve del estimador propuesto podrá mejorar este sesgo ne-
gativo. Sin embargo esto requiere un análisis más cuidadoso. 
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