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Abstract. We design stable and high-order accurate finite volume schemes for the
ideal MHD equations in multi-dimensions. We obtain excellent numerical stability
due to some new elements in the algorithm. The schemes are based on three- and
five-wave approximate Riemann solvers of the HLL-type, with the novelty that we
allow a varying normal magnetic field. This is achieved by considering the semi-
conservative Godunov-Powell form of the MHD equations. We show that it is im-
portant to discretize the Godunov-Powell source term in the right way, and that the
HLL-type solvers naturally provide a stable upwind discretization. Second-order ver-
sions of the ENO- andWENO-type reconstructions are proposed, together with precise
modifications necessary to preserve positive pressure and density. Extending the dis-
crete source term to second order while maintaining stability requires non-standard
techniques, which we present. The first- and second-order schemes are tested on a
suite of numerical experiments demonstrating impressive numerical resolution as well
as stability, even on very fine meshes.
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1 Introduction
Many interesting problems in astrophysics, solar physics and engineering involve macro-
scopic plasma models and are usually described by the equations of ideal magneto-
hydrodynamics (MHD).
1.1 Derivation of the equations
Inmacroscopic plasmamodels, the variables of interest are themass density of the plasma
ρ, the velocity field u= (u1,u2,u3)
T, the magnetic field B= (B1,B2,B3)
T, the pressure p
and the total energy E. The unknowns obey the following conservation (balance) laws
(see [36] for details),
1. Conservation of mass: mass of a plasma is conserved, resulting in
ρt+div(ρu)=0.
2. Faraday’s law: the magnetic flux across a surface S bounded by a curve δS is given
by Faraday’s law
− d
dt
∫
S
B·dS=
∫
δS
E·dl.
By using Stokes Theorem and the fact that the electric field in a co-moving frame is zero
and assuming zero resistivity, Faraday’s law leads to
Bt+curl(B×u)=−u(divB). (1.1)
The above equation is termed the magnetic induction equation and can also be written
in the divergence form
Bt+div(u⊗B−B⊗u)=−u(divB).
3. Conservation of momentum: in differential form, the conservation of momentum
is
(ρu)t+div(ρu⊗u+pI)= J×B,
where J denotes the current density and I the 3×3 identity matrix. The Lorentz force
exerted by the magnetic field is given by J×B. Under the assumptions of ideal MHD,
Ampere’s law expresses the current density as
J=curl(B).
Using standard vector identities results in the following semi-conservative form,
(ρu)t+div
(
ρu⊗u+
(
p+
1
2
B2
)
I−B⊗B
)
=−B(divB).
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4. Conservation of energy: defining the hydrodynamic energy of an ideal gas as
Ehd=
p
γ−1+
1
2
ρu2,
and using the conservation of this energy results in
Ehdt +div
(
(Ehd+p)u
)
= J·(B×u).
The right hand side represents the change in energy due to the magnetic field. By using
standard vector identities and Ampere’s law, we obtain
J·(B×u)=
(
B· ∂B
∂t
−(u·B)(divB)−div(B·B)u−(u·B)B
)
.
Defining the total energy of the plasma as
E=Ehd+
1
2
B2,
energy conservation takes the form
Et+div
((
E+p+
1
2
B2
)
u−(u·B)B
)
=−(u·B)(divB).
Combining all the above balance laws leads to the semi-conservative form of the ideal
MHD equations
ρt+div(ρu)=0, (1.2a)
(ρu)t+div
(
ρu⊗u+
(
p+
1
2
|B|2
)
I−B⊗B
)
=−B(divB), (1.2b)
Bt+div(u⊗B−B⊗u)=−u(divB), (1.2c)
Et+div
((
E+p+
1
2
|B|2
)
u−(u·B)B
)
=−(u·B)(divB). (1.2d)
The semi-conservative form (1.2) is also called the Godunov-Powell form, and the source
on the right-hand side of (1.2) is termed the Godunov-Powell source term.
Magnetic monopoles have not been observed in nature (although their existence has
been hypothesized in a number of quantum regimes by both the unified field theory
as well as string theory). Hence, it is common to assume that the magnetic field is
solenoidal, i.e., it satisfies the divergence constraint
div(B)≡0. (1.3)
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Under this constraint, the source terms in (1.2) are zero and the constraint is explicitly
added to the equations to obtain the conservative form of the ideal MHD equations
ρt+div(ρu)=0, (1.4a)
(ρu)t+div
(
ρu⊗u+
(
p+
1
2
|B|2
)
I−B⊗B
)
=0, (1.4b)
Bt+div(u⊗B−B⊗u)=0, (1.4c)
Et+div
((
E+p+
1
2
|B|2
)
u−(u·B)B
)
=0, (1.4d)
div(B)=0. (1.4e)
Taking divergence on both sides of the magnetic induction equation (1.1) yields
(divB)t+div
(
u(divB)
)
=0. (1.5)
This means that any solenoidal initial magnetic field remains divergence free. Hence,
for smooth solutions, the semi-conservative form (1.2) is equivalent to the standard form
(1.4), provided that the initial magnetic field is divergence free.
Despite their formal equivalence, the two forms, (1.4) and (1.2), differ in some re-
spects. We believe that it is more natural to consider and discretize the semi-conservative
form (1.2), since the derivation from first principles gives (1.2). Furthermore, (1.2) is
Galilean invariant, whereas the standard form (1.4) is not.
From a mathematical perspective, the semi-conservative form (1.2) was shown to be
symmetrized by the physical entropy in [20], leading to stability estimates [6]. The stan-
dard form (1.4) is not symmetrizable and it is not clear if it is possible to obtain any well-
posedness results for (1.4), whereas estimates on the entropy may pave the way for ob-
taining well-posedness results for the symmetrizable form (1.2) (see [6]).
The standard form (1.4) (semi-conservative form (1.2)) is a system of conservation
(balance) laws. Eigenvalue analysis, see [6, 37], shows that the system is hyperbolic but
not strictly hyperbolic. Solutions are quite complicated and contain interesting discon-
tinuities like shock waves, contact discontinuities, compound and intermediate shocks.
Even for ”simple” initial value problems, such as the Riemann problem, we do not have
existence or well-posedness results. This means that numerical simulations are the main
tools to study solutions of these equations.
1.2 Survey of available numerical methods
Finite volume schemes are among the most efficient and widely used numerical methods
for the numerical solution of conservation (balance) laws. In these methods (see [28,42]),
the computational domain is divided into cells, and cell-averages of the conserved quan-
tities are evolved by integrating the balance law over the cell. The update requires nu-
merical fluxes, defined in terms of exact or approximate solutions of Riemann problems
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(along the normal direction) at each cell interface. Higher-order spatial accuracy is re-
covered by employing non-oscillatory piecewise polynomial reconstructions like second-
order TVD [26, 27, 50], higher-order ENO [23] and WENO [40] methods. Higher-order
temporal accuracy results from using stability-preserving Runge-Kutta methods [22].
Finite volume schemes for the MHD equations have been employed with a fair
amount of success. The Riemann problem is too complicated to solve exactly [47], and ap-
proximate Riemann solvers are employed to define numerical fluxes. Linearized solvers
of the Roe-type [12, 37] have been devised but often give negative pressures and densi-
ties, see [18] for examples. An alternative is to use approximate Riemann-solvers of the
HLL-type [24]. These solvers approximate the wave-structure of the Riemann problem
(consisting up to eight waves), by a smaller number of waves. The standard HLL solver
leads to excessive smearing at the contact discontinuities (see [18, 19] for numerical ex-
periments) and motivates the design of approximate Riemann solvers modeling contact
discontinuities. For hydrodynamics, these HLL type three wave solvers are denoted as
HLLC solvers and were proposed in [43, 44]. Three-wave HLL solvers for MHD have
been designed in [8, 21, 25, 30, 31]. Further refinements on this theme include the design
of five-wave solvers that also approximate Alfve´n waves in [8, 34]. Some of these HLL
type solvers [8, 21, 34] are proved to preserve positive pressures and densities. They also
typically ensure that the second law of thermodynamics is not violated, referred to as
entropy stability, which is not easily achieved with linearized solvers. Numerical results
showing the robustness of these HLL-solvers, particularly in one space dimension, have
been presented, see [8,34]. We remark that Roe-typeRiemann solvers are compatible with
the algorithmic framework presented later in this paper, and would conceivably benefit
from it.
However, the extension of one-dimensional numerical fluxes to multi-dimensional
MHD in standard form (1.4) is not straightforward. The divergence constraint (1.3) in
one-dimension implies that the normal magnetic field must be a constant in space. HLL-
type solvers like the ones described in [21, 34] use this information in their definitions
of speeds and states. For multi-dimensional MHD, the magnetic field in each normal
direction is no longer constant. Consequently, it is not trivial to extend the HLL-solvers in
this case. One possible solution consists in using an average of the normal magnetic field
across each interface in the expressions. This somewhat arbitrary choice may destroy the
stability properties of the solvers.
Another highly non-trivial and related aspect in several dimensions is the treatment
of the divergence constraint divB= 0. Standard finite volume schemes will generate di-
vergence errors, and these can induce instabilities, see [49]. A popular method to remove
divergence is the projection method of [10], based on solving elliptic equations at every
time step. These methods are computationally very expensive.
A popular divergence cleaning method consists in staggering the discretizations of
the velocity andmagnetic field, leading tomethodswith a (discrete) divergence free mag-
netic field. Variants of this method have been proposed in [2, 13, 16, 32, 33, 38, 39, 41, 45,
46, 49] and references therein. Staggering of the variables leads to complications when
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parallelizing the method, and in designing variable grid methods. It must be noted that
controlling a particular discrete form of the divergence does not generally lead to any
control on other discrete forms as the solutions of the ideal MHD equations are not nec-
essarily smooth. Therefore, in the presence of shocks, the values of a particular discrete
form do not necessarily imply anything about the quality of the simulation results. Ex-
amples illustrating this phenomenon are presented in [17, 49].
Another potential problem with both the staggering and projection techniques lies in
their numerical stability. The nonlinear stability analysis techniques (i.e., entropy stabil-
ity, positivity) that have been quite successful for finite volume schemes do not apply
directly to such methods. In a recent paper [18], we provided examples where the projec-
tion methodwas quite stable on coarse meshes, but exhibited instabilities when the mesh
was refined. We have also observed similar behavior for some staggered mesh methods.
A third alternative for divergence cleaning was proposed in [35] and consists of dis-
cretizing the semi-conservative Godunov-Powell form (1.2). In [35,36], a linearized solver
is used to define numerical fluxes and a simple centered discretization is proposed for
the Godunov-Powell source term in (1.2). Note that (1.5) suggests the initial divergence
(scaled with the density) errors will be transported out of the domain by the flow. In a
recent paper [17], examples were constructed showing that a centered discretization of
the Godunov-Powell source term can lead to numerical instabilities, even for the simple
case of the linear magnetic induction equation (1.1). Hence, the Godunov-Powell source
term has to be suitably ”upwinded” to obtain stable discretizations. A related method is
the Generalized Lagrange multiplier method of [14].
The above discussion brings out the relative strengths and weaknesses of the three
available methods for divergence cleaning. All the three methods might lead to prob-
lems with numerical stability. It is mostly manifested on very fine meshes as the numer-
ical diffusion is not sufficient to stabilize the schemes. Since the projection method can
be computationally expensive and staggering based methods are quite complicated to
implement on parallel computers (and with adaptive mesh refinement), we focus on a
stable approximation of the semi-conservative Godunov-Powell form (1.2). The fact that
this form is Galilean invariant and symmetrizable makes it particularly desirable to dis-
cretize. We are also motivated by related approaches in [8, 51] and [17], which contain
stability estimates not available for staggered schemes, as well as strong numerical evi-
dence of robustness. Note that a straightforward central discretization of the source term
may be unstable, so we will upwind the source term in a suitable manner.
1.3 Aims and scope of this paper
Our aim in this paper is to design a robust and high-order accurate finite volume scheme
for the semi-conservative form (1.2) of ideal MHD in multi-dimensions. Our numerical
algorithm consists of the following ingredients:
• We derive three-wave and five-wave HLL type approximate Riemann solvers for
the semi-conservative form (1.2). The fluxes are defined in terms of approximate solu-
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tions to Riemann problems (in the normal direction) at each interface. The main differ-
ence between existing solvers and our approach lies in the fact that we allow the normal
magnetic field to vary across the interface. The resulting solvers extend the three-wave
HLL solver of [21] and the highly popular five-wave HLL solver of [34] to non-constant
normal magnetic fields and hence trivially to multi-dimensions.
• We discretize the Godunov-Powell source term in (1.2) by using the states and
speeds of the HLL solvers to calculate the source term in each direction. This is sim-
ply and naturally achieved by taking the usual cell averages. Thus, the source term is
automatically upwinded.
• Second-order spatial accuracy is obtained by designing suitable ENO and WENO-
type reconstructions. Standard ENO-WENO reconstructions have been used to obtain
high-order accurate schemes for the MHD equations, see [4, 5, 48] and references therein.
However, these reconstructions have to be modified to ensure that the resulting schemes
preserve positive pressures and densities. We rely on the results of [7] and of a recent
paper [51] to design these modifications.
• The upwind discrete Godunov-Powell source term is extended to second order with
techniques from [1] and [51].
• Second-order temporal accuracy is obtained by using Runge-Kutta methods.
The above ingredients are combined to obtain a second-order finite volume scheme
for MHD equations (1.2) in multi-dimensions. The resulting schemes are very simple to
implement. Although we are unable to provide rigorous stability proofs, we verify the
resulting schemes on awide variety of benchmark numerical experiments. The numerical
results on a sequence of meshes (including very fine meshes) demonstrate that both the
first- and the second-order versions of our schemes are numerically stable.
As stated earlier, stability is the key to numerically resolve details on very finemeshes.
We would like to mention that highly resolved solutions are not widely reported in the
literature, leaving the stability at those resolutions open for questioning.
Related discretizations of a modified (partial) form of (1.2) based on operator splitting
and on relaxation were proposed in [18] and [9] respectively. The solvers of [9] were
proved to be positivity preserving and entropy stable. Second-order positivity preserving
extensions of this approach have been presented and tested in a recent paper [51].
The rest of this paper is organized as follows: the numerical schemes are presented in
Section 2 and the numerical experiments are reported in Section 3.
2 Numerical schemes
For notational simplicity, we focus on the semi-conservative form of the MHD equations
(1.2) in two space dimensions
Wt+f(W)x+g(W)y= s
1(W,Wx)+s
2(W,Wy), (2.1)
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where
W=(ρ,ρu1,ρu2,ρu3,B1,B2,B3,E)
T,
is the vector of conserved variables, and the fluxes are given by
f(W)=

ρ
ρu21+π1− B
2
1
2
ρu1u2−B1B2
ρu1u3−B1B3
0
u1B2−u2B1
u1B3−u3B1
(E+π1)u1−u1 B
2
1
2 −B1(u2B2+u3B3)

,
g(W)=

ρ
ρu1u2−B1B2
ρu22+π2− B
2
2
2
ρu1u3−B1B3
u2B1−u1B2
0
u2B3−u3B2
(E+π2)u2−u2 B
2
2
2 −B2(u1B1+u3B3)

,
where we have defined
π1= p+
B22+B
2
3
2
, (2.2a)
π2= p+
B21+B
2
3
2
. (2.2b)
Similarly, the Godunov-Powell source terms in (1.2) can be written explicitly as
s1(W,Wx)=

0,
−( B212 )x−B2(B1)x
−B3(B1)x
−u1(B1)x
−u2(B1)x
−u3(B1)x
−u1
( B21
2
)
x
−(u2B2+u3B3)(B1)x

,
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s2(W,Wy)=

0,
−B1(B2)y
−( B222 )y
−B3(B2)y
−u1(B2)y
−u2(B2)y
−u3(B2)y
−u2
( B22
2
)
y
−(u1B1+u3B3)(B2)y

.
Note that we have used the chain rule
B1(B1)x=
(B21
2
)
x
and B2(B2)y=
(B22
2
)
y
.
While true for smooth solutions, this formula may no longer hold when the magnetic
field has discontinuities. However, using this formulation proved to be robust in practice.
We approximate (2.1) in a domain
x=(x,y)∈ [Xl ,Xr]×[Yb,Yt],
for simplicity, the domain is discretized by a uniform grid in both directions with mesh
sizes ∆x and ∆y, respectively. We set
xi=Xl+i∆x, yj=Yb+ j∆y and Ii,j=
[
xi− 12 ,xi+ 12
)×[yj− 12 ,yj+ 12 ).
The cell average of the unknown vectorW at time tn in the cell Ii,j is denotedW
n
i,j.
A standard finite volume scheme (first-order in both space and time) is obtained by
integrating the balance law (2.1) over the cell Ii,j and the time interval [t
n,tn+1], with
tn+1 = tn+∆tn, where the time-step ∆tn is determined by a suitable CFL condition. The
resulting fully-discrete form of the scheme is
Wn+1i,j =W
n
i,j−
∆tn
∆x
(
Fn
i+ 12 ,j
−Fn
i− 12 ,j
)
−∆t
n
∆y
(
Gn
i,j+ 12
−Gn
i,j− 12
)
+∆tn(S1i,j+S
2
i,j). (2.3)
The flux
Fn
i+ 12 ,j
=F(Wni,j,W
n
i+1,j),
and the source S1i,j are hence determined from a solution to the following Riemann prob-
lem
Wt+f(W)x = s
1(W,Wx), W(x,0)=
{
WL, x<0,
WR, x>0.
(2.4)
Similarly, the flux G and the approximation of the Godunov-Powell source term S2 are
given in terms of a Riemann problem in the y-direction. The Riemann problem (2.4)
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has an intricate solution involving up to eight waves. Therefore the solution to (2.4) is in
practice replaced by a so called approximate Riemann solver (see, e.g., [28]). The purpose
of this section is to derive two such solvers. They will be given as functions of x/t (as the
exact solution of (2.4) is self-similar), and we must ensure local conservation in order to
end up with a scheme of the semi-conservative form (2.3).
2.1 Three-wave HLL solver
To derive this solver we follow the approach of [21, 43]. The approximate solution and
fluxes for (2.4) are given by
WHLL3=

WL, if x/t≤ sL ,
W∗L, if sL< x/t< sM ,
W∗R, if sM < x/t< sR,
WR, if sR≤ x/t,
(2.5a)
FHLL3(WL,WR)=

FL, if x/t≤ sL ,
F∗L, if sL < x/t< sM,
F∗R, if sM < x/t< sR,
FR, if sR≤ x/t.
(2.5b)
Note that we do not enforce F= f(W) for any of the flux components involving π1 as we
allow π1 of (2.2) to be a free variable. It plays a role similar to the relaxation pressure
in [8]. For consistency, we set
π1= p+
B22+B
2
3
2
in FL and FR. The outer wave speeds sL and sR model the fast magneto-sonic waves and
are defined as in [15, 21], i.e.,
sL =min
{
u1L−c f L, u¯1− c¯ f
}
, sR =max
{
u1R+c f R, u¯1+ c¯ f
}
, (2.6)
where u¯1 and c¯ f are the normal velocity and the fast wave speed of the Jacobian ma-
trix A((WL+WR)/2) respectively. This choice is important for numerical stability and
accuracy.
In order to describe the solver, we need to determine the speed of the middle wave
sM and the intermediate statesW
∗
L,W
∗
R. We follow [21] in letting the middle wave model
a material contact discontinuity. Hence, the velocity field and the tangential magnetic
fields are assumed to be constant across the middle wave. This allows defining
u∗=u∗L=u
∗
R, B
∗
2 =B
∗
2L=B
∗
2R and B
∗
3 =B
∗
3L=B
∗
3R.
Furthermore, the difference in our solver and the three-wave solver of [21] lies in the fact
that we consider a non-constant normal magnetic field B1. The normal magnetic field B1
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only jumps across the middle wave (modeling the linear degenerate ”divergence wave”
implied by (1.5)) and is constant across the outer waves.
We will impose local conservation across each wave to determine the various states.
Local conservation across the outermost waves means that
sLW
∗
L−F∗L= sLWL−FL, sRWR−FR = sRW∗R−F∗R. (2.7)
Conservation across the middle wave sM involves taking the source term s
1 in (2.4) into
account. The conservation relation is given by
sMW
∗
R−sMW∗L=F∗R−F∗L+s1,∗, (2.8)
where
s1,∗=

0
− (B1R)2−(B1L)22
−B∗2(B1R−B1L)
−B∗3(B1R−B1L)
−u∗(B1R−B1L)
−u∗1 (B1R)
2−(B1L)2
2 −(u∗2B∗2+u∗3B∗3)(B1R−B1L)

, (2.9)
amounts to integrating the source s1 in (2.4) across the middle wave (as described in the
next section). The above expression follows from the assumption that B1 jumps only
across the middle wave while the velocity field and tangential components of the mag-
netic field remain constant. The use of the source term in the above conservation relations
is the key difference in our approach and the one used in [21].
For any middle speed sM, a straightforward application of the conservation relations
(2.7) and (2.8) determine unique values of intermediate densities given by
ρ∗θ =ρθ
u1θ−sθ
sM−sθ , θ∈{L,R}. (2.10)
Using conservation across all the three waves (adding (2.7) and (2.8)), results in the global
conservation relation
FR−FL= sRWR−sLWL+(sM−sR)W∗R+(sL−sM)W∗L+s1,∗. (2.11)
We can use the intermediate density states (2.10) and global conservation (2.11) to obtain
sM=u
∗
1 =
π1R−π1L+ρRu1R(u1R−sR)−ρLu1L(u1L−sL)
ρR(u1R−sR)−ρL(u1L−sL) .
Similarly, one uses local conservation (2.7) across the two outer waves to obtain the inter-
mediate ”relaxed” pressures
π∗1θ =π1θ+ρθ(u1θ−sθ)(u1θ−sM), (2.12)
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for θ∈{L,R}. Note that conservation across the middle wave automatically implies that
π∗1L=π
∗
1R, and that (2.12) confirms this assertion. The next step is to determine the tangen-
tial velocity and magnetic field. Using global conservation across the wave fan (2.11), we
obtain that the intermediate values u∗σ and B∗σ satisfy the following two linear equations
αu∗σ−βB∗σ= cσ, −βu∗σ−ζB∗σ=dσ, σ∈{2,3},
where
cσ=ρRuσR(u1R−sR)−ρLuσL(u1L−sL)−(B1RBσR−B1LBσL), (2.13a)
dσ=BσR(sR−u1R)−BσL(sL−u1L)−(B1LuσL−B1RuσR), (2.13b)
α=ρR(u1R−sR)−ρL(u1L−sL), ζ= sR−sL, β=B1R−B1L. (2.13c)
Solving the linear system (2.13), the intermediate tangential components of velocity and
magnetic field are obtained as
u∗σ=
ζcσ−βdσ
αζ+β2
, B∗σ=
−αdσ−βcσ
αζ+β2
. (2.14)
Remark 2.1. In general, the denominator; αζ+β2, in (2.14) can become small, leading to
a degeneracy in the states. A simple calculation shows that
αζ+β2 6=0
if (
ρRc
R
f +ρLc
L
f
)
(sR−sL)> (B1R−B1L)2.
This condition can be ensured by ”widening” the wave fan slightly by modifying the fast
wave speeds in (2.6). The resulting conditions are
sR≥u1R+ 1
2
(
max
{
(u1L−u1R),0
})
+ c˜ f R, (2.15a)
sL≤u1L− 1
2
(
max
{
(u1L−u1R),0
})− c˜ f L, (2.15b)
where
c˜2f θ =
γpθ
ρθ
+
B21θ
ρθ
(1+ǫ)+
B22θ+B
2
3θ
ρθ
+
√(γpθ+|B|2θ
ρθ
)2
−4γpθB
2
1θ
ρ2θ
, θ∈{L,R},
for some small positive ǫ. Using the conditions (2.15) to widen the wave fan ensures that
the denominator αζ+β2 is never zero and the states are well defined.
Finally, the intermediate total energy states are determined by local conservation re-
lations (2.7) to be
E∗θ =
Eθ(u1θ−sθ)+π1θu1θ−π∗1θsM+
B21θ
2 (u1θ−sM)+B1θ(B2θu2θ+B3θu3θ−B∗2θu∗2θ−B∗3θu∗3θ)
sM−sθ
,
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for θ∈{L,R}. Hence, all the intermediate states are determined explicitly. The interme-
diate fluxes are obtained in terms of the intermediate states by local conservation (2.7)
F∗L=FL+sL(W
∗
L−WL), F∗R=FR+sR(W∗R−WR). (2.16)
Combining the above expressions for the states and the fluxes, wewrite down our explicit
flux formula for the three-wave solver as
FH3
i+ 12 ,j
=

Fi,j, if sL,i+ 12 ,j
>0,
F∗i,j, if sL,i+ 12 ,j≤0 and sM,i+ 12 ,j≥0,
F∗i+1,j, if sM,i+ 12 ,j<0 and sR,i+ 12 ,j≥0,
Fi+1,j, if sR,i+ 12 ,j
<0.
(2.17)
Note that this may be discontinuous at sM,i+1/2,j=0 according to (2.8). Hence our choice
of FH3 in that case is merely a convention. It is the proper addition of the source term
which ensures that the scheme is continuous.
In order to compute the fluxes in (2.17), we compute the intermediate states and
speeds by (2.10), (2.12) and (2.14) and use the conservation relations (2.16) to obtain the
numerical flux.
Remark 2.2. If we assume that the normal magnetic field B1 is constant, i.e.,
B1L=B1R,
then the three-wave solver defined above reduces to the three-wave solver derived
in [21]. Hence, our three-wave solver extends the standard three-wave solver of [21]
for the case of a non-constant normal magnetic field.
2.2 Discretization of the Godunov-Powell source term
In this section, we explain why we must have the jump condition (2.8) across the middle
wave, and specify the discrete source S1,ni,j in (2.3). The discrete source must be consistent
with the Godunov-Powell source term in x-direction s1(W,Wx). It will be determined
from our solution of the Riemann problem (2.4) along the x-direction at the cell interfaces
(xi+1/2,yj). The three-wave HLL approximate Riemann solver of the previous section
provide us with the assumptions we need. The normal magnetic field jumps only across
the contact-discontinuity modeled by the middle wave, while the velocity field and the
tangential components of the magnetic field are constant across the middle wave.
Across the middle wave, u, B2 and B3 are constant, in which case we may rewrite the
balance law in (2.4) as a conservation law. The conservation law has the form
Wt+F(W)x+
(
T(u,B)B1
)
x
=0
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with
T(u,B)=
(
0,
B1
2
,B2,B3,u,
u1B1
2
+u2B2+u3B3
)⊤
.
By local evaluation, T takes the values T∗L and T
∗
R on each respective side of the middle
wave. Local conservation is given by the Rankine-Hugoniot relations, which dictate that
sMW
∗
R−sMW∗L=F∗R−F∗L+T∗R−T∗L . (2.18)
The relation (2.8) then follows from noting that
T∗R−T∗L = s1,∗,
again using the constancy of u, B2 and B3.
The numerical update in cell i,Wn+1i (we drop the y-dependence for this particular ar-
gument. Integration in the y-direction will be taken care of by the midpoint rule) is given
in the standard manner (e.g., [28]) by letting the piecewise constant data Wni evolve ac-
cording to the approximate Riemann solverWHLL3 for a time interval ∆tn (short enough
to avoid wave interactions), then taking new cell averages of the conserved quantities.
Using the conservation relations (2.7)-(2.8), we get that this amounts to
Wn+1i =W
n
i −
∆tn
∆x
(
Fn
i+ 12
−Fn
i− 12
)
+∆tnS1,ni , (2.19)
where
S1,ni = s
1,∗
i− 12
1{(
s
M,i− 12
≥0
)}+s1,∗
i+ 12
1{(
s
M,i+ 12
<0
)}, (2.20)
and the numerical fluxes are given by (2.17). For the case that sM,i+1/2,j = 0 our choice
here was dictated by our choice in (2.17). This completes the description of the numerical
fluxes and sources in the x-direction.
We emphasize that the discrete Godunov-Powell source term in each cell consists of
contributions from Riemann solutions at the bordering interfaces and depends on the
sign of the middle wave at each interface. Thus, the Godunov-Powell source term is
suitably upwinded. Note that assuming the normal magnetic field B1 to be constant for
the whole domain leads to the source term being zero. This approach is novel and is
very different from the usual centered discretization of the Godunov-Powell source term
(see [36] and other references therein). A related upwind discretization of a partial form of
the source term s1 was presented in [9]. There are analogies between the above upwind
discretization of the Godunov-Powell source term and upwinding the non-conservative
source term in Shallow water equations with bottom topography [1].
Remark 2.3. As stated earlier, when the normal magnetic field is constant, i.e., B1L=B1R,
the three-wave solver presented here reduces to the HLLC three-wave solver of [21],
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which is shown to preserve positive pressure and density. When the normal magnetic
field is no longer constant, we are unable to provide a rigorous proof that the three-wave
solver preserves positive pressure and density. However, extensive numerical testing
illustrates that upwinding the source term leads to a scheme that preserves positive den-
sity and pressure.
2.3 Five-wave HLL solver
The three-wave solver of the previous section does not model Alfve´n waves precisely,
and instead diffuse thesewaves more than necessary. Alfve´n waves can be approximated
better by extending the three-wave solver to an HLL type five-wave solver. In addition
to the three waves with wave speeds sL, sR and sM, we add two new waves with speeds
s∗L and s
∗
R respectively with the requirement that
sL≤ s∗L≤ sM≤ s∗R≤ sR.
Hence, solution of the Riemann problem at each interface is approximated by four inter-
mediate statesW∗L,W
∗∗
L ,W
∗∗
R andW
∗
R. A five-wave solver for ideal MHD equations with
constant normal magnetic fields was developed in [34] and we will extend this solver to
the case of non-constant normal magnetic fields below.
The outer-wave speeds sL and sR are determined by (2.6) (using the correction (2.15))
as in the three-wave solver. We assume that the normal velocity is constant across the
three inner waves, i.e.,
sM=u
∗
1L=u
∗∗
1L=u
∗∗
1R =u
∗
1R, (2.21)
as the inner waves model a contact discontinuity and Alfve´n waves, and the normal
velocity remains constant across all three of them. Similarly, the waves with speeds s∗L
and s∗R model Alfve´n waves. Hence, as in [34], the density and the ”relaxed” pressures
are constant across them leading to
ρ∗∗θ =ρ
∗
θ , π
∗∗
1θ =π
∗
1θ, θ∈{L,R}.
Furthermore, the wave with speed sM models a contact discontinuity and the tangential
components of the velocity and the magnetic field remain constant across it leading to
u∗∗σL=u
∗∗
σR =u
∗∗
σ , B
∗∗
σL=B
∗∗
σR =B
∗∗
σ , (2.22)
for σ∈{2,3}. The normal magnetic field should only jump across the middle wave, i.e.,
B∗1θ =B
∗∗
1θ =B1θ, θ∈{L,R}. (2.23)
As a result of (2.22) and (2.23), the Godunov-Powell source term takes the same form as
in (2.9) with u∗σ,B∗σ being replaced by u∗∗σ and B∗∗σ , for σ∈ {2,3}. We denote this source
term by s1,∗∗.
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Using local conservation (2.7) across the outermost waves and (2.21), we obtain
unique values of ρ∗θ of the form,
ρ∗θ =ρθ
u1θ−sθ
sM−sθ , θ∈{L,R}. (2.24)
Conservation across the entire wave fan leads to the following relation
FR−FL=sRWR−sLWL+(s∗R−sR)W∗R+(sM−s∗R)W∗∗
+(s∗L−sM)W∗∗L +(sL−s∗L)W∗L+s1,∗∗. (2.25)
We can use the intermediate density states (2.24) and global conservation (2.25) to obtain
the following expression for the middle speed
u∗1,L=u
∗
1,R= sM =
π1R−π1L+ρRu1R(u1R−sR)−ρLu1L(u1L−sL)
ρR(u1R−sR)−ρL(u1L−sL) .
Note that this is the same expression as the middle speed in the three-wave solver. Simi-
larly, one uses local conservation (2.7) across the two outer waves to obtain the interme-
diate ”relaxed” pressures
π∗1θ =π1θ+ρθ(u1θ−sθ)(u1θ−sM),
for θ ∈{L,R}. Note that π∗1L =π∗1R. Following [34], we can use conservation across the
outer-most waves (2.7) and obtain a system of two linear equations for u∗σθ and B
∗
σθ, for
σ={2,3}. These equations can be explicitly solved to obtain
u∗σθ =uσθ+
B1θBσθ(u1θ−sM)
ρθ(u1θ−sθ)(sM−sθ)−(B1θ)2 , (2.26a)
B∗σθ =Bσθ
ρθ(u1θ−sθ)2−(B1θ)2
ρθ(u1θ−sθ)(sM−sθ)−(B1θ)2 . (2.26b)
Remark 2.4. The denominator in the above states (2.26) can become zero. This will typ-
ically occur in the degenerate case that the Alfve´n speed |B1|/√ρ approaches the fast
speed c f . Therefore, it is natural to switch to the three-wave solver of the previous sec-
tion, when ∣∣ρθ(u1θ−sθ)(sM−sL)−(B1θ)2∣∣<ǫρθc2f θ
for some small ǫ>0.
The intermediate energy states can be determined by local conservation (2.7) as
E∗θ =
Eθ(u1θ−sθ)+π1θu1θ−π∗1θsM+
B21θ
2 (u1θ−sM)+B1θ(B2θu2θ+B3θu3θ−B∗2θu∗2θ−B∗3θu∗3θ)
sM−sθ
,
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for θ∈{L,R}. The local conservation relations across the new waves imply that
s∗L = sM−
∣∣B1L∣∣√
ρ∗L
, s∗R = sM+
∣∣B1R∣∣√
ρ∗R
.
Hence the Alfve´n wave speeds are accurately represented. Note that we use essentially
the same Alfve´n speeds as in [34], but account for the variation of the normal magnetic
field across the contact discontinuity. Furthermore, conservation across the new waves
reduces to
B∗∗σ −B∗σL=sign
(
B1L
)√
ρ∗L(u
∗∗
σ −u∗σL), (2.27a)
B∗∗σ −B∗σR=−sign
(
B1L
)√
ρ∗R(u
∗∗
σ −u∗σR). (2.27b)
These relations are identical to the exact Alfve´n wave jump conditions. They imply that
u∗∗σ =
sign
(
B1L
)√
ρ∗Lu
∗
σL+sign
(
B1R
)√
ρ∗Ru
∗
σR+B
∗
σR−B∗σL
sign
(
B1L
)√
ρ∗L+sign
(
B1R
)√
ρ∗R
, (2.28a)
B∗∗σ =
sign
(
B1L
)√
ρ∗RB
∗
σL+sign
(
B1R
)√
ρ∗LB
∗
σR+
√
ρ∗Lρ
∗
R(u
∗
σR−u∗σL)
sign
(
B1L
)√
ρ∗R+sign
(
B1R
)√
ρ∗L
. (2.28b)
Remark 2.5. Observe that if
sign
(
B1R
) 6=sign(B1L) and ρ∗R =ρ∗L, (2.29)
the relations (2.27) can not be solved, and the formulas (2.28) break down. In this case,
we relax to the HLL three-wave solver of the previous section. This should be seen in
light of the discontinuity in the jump conditions (2.27) in the non strictly hyperbolic case
B1=0. Furthermore, if B1L=0 and B1R 6=0 or vice versa, we get meaningful formulas, but
we need to check that the jump conditions across the middle wave hold. They become
SMW
∗
L−F∗L=SMW∗∗R −F∗∗R +s1,∗∗,
which is easily verified. When B1L=B1R =0, it simply means that s
∗
L = sM = s
∗
R, hence we
do not need to calculate the ∗∗-states. The jump conditions are again easily verified, if we
assume that the source s1,∗∗ is zero (which is the limiting value away from (2.29)). Hence,
the numerical fluxes and sources can be calculated in the same manner as for non-zero
B1.
Finally, the remaining energy states are given by conservation across the Alfve´n
waves resulting in
E∗∗θ =E
∗
θ +
B1θ(B
∗
2θu
∗
2θ+B
∗
3θu
∗
3θ−B∗∗2 u∗∗2 −B∗∗3 u∗∗3 )
s∗θ−sM
,
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for θ ∈ {L,R}. This completes a description of the states of the five-wave solver. The
corresponding fluxes can be determined by local conservation and the numerical flux is
obtained similar to the formula (2.17). We remark that whenever B1L = B1R, the above
solver reduces to the five-wave solver derived in [34].
For the discretization of the corresponding Godunov-Powell source term in this case,
we use exactly the same arguments as in the case of the three-wave solver (as B1 jumps
only across the middle wave where the velocity and the tangential magnetic fields are
constant) to obtain that
S1,ni,j = s
1,∗∗
i− 12 ,j
1{(
s
M,i− 12 ,j
≥0
)}+s1,∗∗
i+ 12 ,j
1{(
s
M,i+ 12 ,j
<0
)},
where s1,∗∗i±1/2,j is defined as in (2.9) with the ∗∗ replacing the ∗ states.
2.4 Fluxes and sources in the y-direction
We have completed a description of the numerical flux F and discretized source S1 in
the x-direction. In order to complete the scheme (2.3), we need to specify the numerical
flux in the y-direction G and the corresponding Godunov-Powell source term S2. This is
straightforward as the form of equations in each direction is similar.
The numerical flux G is defined in terms of both a three-wave solver and a five-wave
solver. The three-wave solver is analogous to the states and fluxes obtained in (2.5) with
normal velocity u2 and normal magnetic field B2. Similarly, the discretized source term
S2 is similar to S1 defined in (2.20). The only change is to replace the normal velocity and
magnetic fields to u2 and B2 respectively. The five-wave solver is analogously defined.
The specification of G,S2 completes the description of the scheme (2.3).
2.5 Second-order accurate schemes
The finite volume scheme (2.3) is first-order accurate in both space and time. For practical
applications, we need higher order of accuracy. We will design a finite volume scheme
based on (2.3) that is second-order accurate in both space and time. The semi-discrete
form of this scheme is given by
d
dt
Wi,j=F i,j=− 1
∆x
(
Fi+ 12 ,j
−Fi− 12 ,j
)− 1
∆y
(
Gi,j+ 12
−Gi,j− 12
)
+S˜1i,j+S˜
2
i,j, (2.30)
where Wi,j(t) is the cell-average of the unknown at time t. We will define the numerical
fluxes F,G and the sources S˜1,S˜2 below.
It is standard [28] to replace the piecewise constant approximation Wi,j with non-
oscillatory piecewise linear reconstructions in-order to obtain second-order spatial ac-
curacy. There are a variety of reconstructions including the popular TVD-MUSCL lim-
iters [50]. We will use second-order ENO reconstruction [23] and WENO reconstruc-
tion [40] as these procedures can be easily extended to obtain even higher-order schemes.
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2.5.1 ENO Reconstruction
Given the cell averagesWi,j, we reconstruct in the primitive variables
Vi,j=
{
ρi,j,ui,j,Bi,j,pi,j
}
.
Define the ENO-differences in each direction as
DxVi,j=
{
Vi+1,j−Vi,j, if Γxi,j≤1,
Vi,j−Vi−1,j, otherwise,
DyVi,j=
{
Vi,j+1−Vi,j, if Γyi,j≤1,
Vi,j−Vi,j−1, otherwise,
where
Γ
x
i,j=
∣∣ψ(Vi+1,j)−ψ(Vi,j)∣∣∣∣ψ(Vi,j)−ψ(Vi−1,j)∣∣ , Γyi,j=
∣∣ψ(Vi,j+1)−ψ(Vi,j)∣∣∣∣ψ(Vi,j)−ψ(Vi,j−1)∣∣ ,
and ψ for some function ψ called the global smoothness indicator. A good global smooth-
ness indicator is a function of the conserved variables that serves to indicate all possible
discontinuities in the solution. The density serves as a good global smoothness indicator
for hydrodynamics. However, it is difficult to identify a single indicator for all possible
discontinuities in MHD. We use global smoothness indicator, ψ(V) = E as the total en-
ergy jumps across all types of discontinuities for the Riemann problem corresponding to
one-dimensional MHD.
The reconstructed piecewise linear function is each cell Ii,j is denoted by
Vi,j(x,y)=Vi,j+
1
∆x
DxVi,j(x−xi)+ 1
∆y
DyVi,j(y−yj).
The reconstructed conservative variables can be easily obtained by transforming the re-
constructed primitive variables.
2.5.2 WENO procedure
As an alternative to the above reconstruction, consider the following cell-gradients
D¯xVi,j=
(
ωxi,j
(
Vi+1,j−Vi,j
)
+
(
1−ωxi,j
)(
Vi,j−Vi−1,j
))
,
D¯yVi,j=
(
ω
y
i,j
(
Vi,j+1−Vi,j
)
+
(
1−ωyi,j
)(
Vi,j−Vi,j−1
))
,
where the weights are given by
ωxi,j=
a0i,j
a0i,j+a
1
i,j
, a0i,j=
1
3(ǫ+βx,0i,j )
, a1i,j =
2
3(ǫ+βx,1i,j )
,
ω
y
i,j=
b0i,j
b0i,j+b
1
i,j
, b0i,j=
1
3(ǫ+β
y,0
i,j )
, b1i,j=
2
3(ǫ+β
y,1
i,j )
,
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where ǫ is a small positive number, and the parameters are given by
βx,0i,j =
(
ψ(Vi+1,j)−ψ(Vi,j)
)2
, βx,1=
(
ψ(Vi,j)−ψ(Vi−1,j)
)2
,
β
y,0
i,j =
(
ψ(Vi,j+1)−ψ(Vi,j)
)2
, βy,1=
(
ψ(Vi,j)−ψ(Vi,j−1)
)2
,
and the indicator function ψ is defined above. The corresponding linear reconstruction is
given by
Vi,j(x,y)=Vi,j+
1
∆x
D
x
Vi,j(x−xi)+ 1
∆y
D
y
Vi,j(y−yj). (2.31)
Note that the choice ofweights implies that theWENOreconstruction (2.31) is third-order
accurate for smooth solutions (at least in one-space dimension).
ENO and WENO reconstructions have been used extensively to compute approxi-
mate solutions of the ideal MHD equations (1.4) (see [5,48]) and other references therein.
However, both the ENO andWENO reconstructions suffer from a common problem: the
reconstructed densities and pressures may not be positive. Since the positivity of density
and pressure is absolutely essential for obtaining any physically meaningful results, the
reconstructions have to be modified further. A simple modification consists of further
limiting the slope in either direction. Let Dxρ and Dxp be the ENO-gradients of density
and pressure in the x-direction, we follow [23] and introduce the following clipping
Dx,cρi,j=max
{
−ωρi,j,min
{
ω,Dxρi,j
}}
, (2.32a)
Dx,cpi,j=max
{
−ωpi,j,min
{
ω,Dxpi,j
}}
, (2.32b)
whereω<2 is a positive parameter. Simple calculations show that the above modification
ensures that the reconstructed pressure and density remain positive. We choose ω= 1.9
in our simulations. Similarly in the y-direction, we have
Dy,cρi,j=max
{
−ωρi,j,min
{
ω,Dyρi,j
}}
,
Dy,cpi,j=max
{
−ωpi,j,min
{
ω,Dypi,j
}}
.
However, this only guarantees positivity of the reconstructed variables, not for the up-
dated ones.
A further modification of the gradients was suggested in a recent paper [51] to ensure
positivity preserving updated states. Denote(
Dx,cVi,j,D
y,cVi,j
)
=
({
Dx,cρi,j,D
xui,j,D
xBi,j,D
x,cpi,j
}
,
{
Dy,cρi,j,D
yui,j,D
yBi,j,D
y,cpi,j
})
,
and
Lxi,j=
1
8
[
ρi,j
(∣∣Dxui,j∣∣2+∣∣DxBi,j∣∣2+ 12(min{0,ρi,j(ui,j ·Dxui,j)}))]+ 12ρi,j (Dx,cρi,j)2∣∣Dxui,j∣∣2,
L
y
i,j=
1
8
[
ρi,j
(∣∣Dyui,j∣∣2+∣∣DyBi,j∣∣2+ 12(min{0,ρi,j(ui,j ·Dyui,j)}))]+ 12ρi,j (Dy,cρi,j)2∣∣Dyui,j∣∣2,
Ri,j=
pi,j
γ−1 .
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Then, we further modify the gradients by
D̂xVi,j=D
x,cVi,j
√
Ri,j
max
{
Lxi,j,Ri,j
} , D̂yVi,j=Dy,cVi,j√ Ri,j
max
{
L
y
i,j,Ri,j
} . (2.33)
Thus D̂x,D̂y are the gradients that we use for the final reconstruction. In [51], it was
shown that this results in a positive scheme provided that the underlying first-order
scheme is positive, and a particular discretization of the source term is used. Various
numerical experiments presented in [51] showed that there is no loss of accuracy when
this positivity preserving modification is employed. We investigate this issue further in
the section on numerical experiments and arrive at a similar conclusion.
The reconstructed states are now given by
V̂i,j(x,y)=Vi,j+
1
∆x
D̂xVi,j(x−xi)+ 1
∆y
D̂yVi,j(y−yj). (2.34)
A similar procedure can be used for the WENO-gradients to obtain a modified WENO
reconstruction.
The reconstructed primitive variables correspond to the reconstructed conservative
function Ŵi,j(x,y). Define the point-values
WEi,j=Ŵi,j
(
xi+ 12
,yj
)
, WWi,j =Ŵi,j
(
xi− 12 ,yj
)
,
WNi,j=Ŵi,j
(
xi,yj+ 12
)
, WSi,j=Ŵi,j
(
xi,yj+ 12
)
.
We can use the above defined values to define the second-order numerical fluxes as
Fi+ 12 ,j
=F
(
WEi,j,W
W
i+1,j
)
, Gi,j+ 12
=G
(
WNi,j,W
S
i,j+1
)
,
where F and G are given by either the three-wave solver or the five-wave solver of the
previous section. Similarly, the second-order source terms can be calculated as
S1i,j= s
1,∗
i− 12 ,j
1{(
s
M,i− 12 ,j
≥0
)}+s1,∗
i+ 12 ,j
1{(
s
M,i+ 12 ,j
<0
)},
where s1,∗i+1/2,j is defined as in (2.9), but with the values Wi,j, Wi+1,j replaced by W
E
i,j,
WWi+1,j. The source S
2
i,j in the y-direction is defined analogously. Observe that for smooth
solutions, the discretized source S1i,j vanishes to truncation order with (B
E
1 )i,j−(BW1 )i+1,j.
Hence, we need to add an extra term for second-order consistency. However, this term
should vanish when S1i,j becomes significant at jumps (see e.g., [1] for an analogous situ-
ation). We suggest the following simple modification
S˜1i,j=S
1
i,j+

0
Bi,j
ui,j ·Bi,j
ui,j
 1∆x D̂xB1i,j.
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The term S˜2i,j in the y-direction is analogously defined. This way of discretizing the source
was found to be very stable in [51], while a similar but more complicated form also gave
a provably positive scheme. Note that S˜1,2i,j , are consistent second-order discretizations of
the Godunov-Powell source terms s1,2. Hence, we have completed a description of the
(formally) second-order accurate in space semi-discrete scheme (2.30).
2.6 Time stepping
The standard scheme for a first order approximation in time is the forward-Euler time
stepping, formally written
Wn+1i,j =W
n
i,j+∆t
n
F
n
i,j,
whereF ni is defined in (2.30). For overall second-order schemes, we use the second-order
strong-stability preserving Runge-Kutta (SSP) time stepping [22]
W∗i,j=W
n
i,j+∆t
n
F
n
i,j,
W∗∗i,j =W
∗
i,j+∆t
n
F
∗
i,j,
Wn+1i,j =
1
2
(Wni,j+W
∗∗
i,j ).
The time step is determined by a standard CFL condition. This completes our description
of the finite volume schemes for (2.1).
3 Numerical experiments
Wewill validate the first- and second-order finite volume schemes on a series of numeri-
cal experiments in both one- and two-space dimensions. We test a total of six schemes:
H3 First order with the three-wave HLL solver,
H5 first order with the five-wave HLL solver,
H3E second order with three-wave HLL solver and ENO reconstruction,
H3W second order with three-wave HLL solver and WENO reconstruction,
H5E second order with five-wave HLL solver and ENO reconstruction,
H5W second order with five-wave HLL solver and WENO reconstruction.
All the second order schemes use the positivity preserving modifications (2.34). The first
order schemes are evolved with a CFL number of 0.45 (which is theoretically sound due
to excluding wave interactions in the cells), and the second order schemes use a CFL
number of 0.9. In all our computations, we use γ=5/3.
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Regarding the measurement of errors, if we have a reference solution available, then
we define the relative error as
100×
∥∥α−αref∥∥∥∥αref∥∥ ,
where α is (a component of) the numerical approximation and αref is (the same compo-
nent of) the reference solution, and ‖ ·‖ is some (usually L1) norm.
3.1 Brio-Wu shock tube
This is a standard one-dimensional numerical test case for ideal MHD [11]. The initial
conditions are given by
(ρ,u,B,p)=
{
(1,0,0,0,0.75,+1,0,1), if x<0.5,
(0.125,0,0,0,0.75,−1,0,0.1), otherwise.
The computational domain is (x,t)∈ [0,1]×[0,0.5] with Neumann boundary conditions.
Note that the normal magnetic field is constant. Therefore, the H3 scheme and H5 scheme
reduce to the three wave and five wave solvers presented in [21] and [34] respectively.
However, the four higher-order schemes are different from those presented in the litera-
ture. We present the density, computed with the H3, H5, H3E and H5W schemes at time
t=0.5 in Fig. 1.
Figure 1: The computed density for the Brio-Wu shock tube with 200 grid points at t=0.5. Reference solution
is the H5W scheme with 3200 grid points.
The reference solution in this case is calculated with the H5W second-order scheme
on a mesh with 3200 points. The exact solution is quite complicated containing a shock
wave, a contact discontinuity, a rarefaction wave and a compound shock. As expected, the
H5 scheme is more accurate than the H3 schemes. Both the second-order schemes are
clearly more accurate than the first-order schemes. The differences are also illustrated in
Table 1, showing the relative percentage errors in the L1 norm of the total energy on a
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Table 1: Relative percentage errors for the total energy in L1 at time t=0.5 and the order of convergence for
the Brio-Wu shock tube for various mesh sizes M using the H5W scheme with 3200 grid points as a reference
solution.
M H3 rate H3E rate H3W rate H5 rate H5E rate H5W rate
50 2.2e-00 1.3e-00 1.3e-00 1.7e-00 1.2e-00 1.2e-00
100 1.5e-00 0.6 7.9e-01 0.7 7.2e-01 0.9 1.2e-00 0.5 7.1e-01 0.8 6.5e-01 0.9
200 9.8e-01 0.6 5.0e-01 0.7 4.6e-01 0.6 7.4e-01 0.7 4.4e-01 0.7 4.1e-01 0.7
400 5.3e-01 0.9 1.9e-01 1.4 1.7e-01 1.4 3.7e-01 1.0 1.6e-01 1.5 1.4e-01 1.6
800 3.4e-01 0.6 1.1e-01 0.8 9.7e-02 0.8 2.2e-01 0.8 9.6e-02 0.7 8.3e-02 0.8
1600 1.9e-01 0.8 5.4e-02 1.0 4.4e-02 1.1 1.2e-01 0.9 4.8e-02 1.0 3.9e-02 1.1
sequence of meshes. The table confirms the observations obtained from the figure. Both
the formal first-order accurate schemes have an average convergence rate close to 0.7. The
second-order schemes are more accurate than the first-order schemes with considerably
smaller errors. The H5E and H5W are slightly more accurate than the corresponding
H3E and H3W scheme. The second-order schemes have an average rate of convergence
around 1. This is to be expected as the solution contains discontinuities, and the order of
accuracy deteriorates near these. This numerical experiment illustrates that the first and
second-order schemes are able to capture complicated discontinuities like the compound
shock quite well.
3.2 Super-fast expansion
A crucial stability criteria is the ability of a numerical scheme to preserve positive den-
sity and pressure. This numerical experiment [8, 18] is configured to highlight positivity
aspects of schemes. We consider the one-dimensional form of the MHD equations (1.4)
in the computational domain [0,1] with initial data
(ρ,ρu,p,B)=
{
(1.0,−3.1,0,0,0,0.5,0,,1.0), if x<0.5,
(1.0,3.1,0,0,0,0.5,0,1.0), otherwise.
The exact solution involves a super-fast expansion with one left moving rarefaction and
one right moving rarefaction wave separated by a region of very low density and pres-
sure. Linearized solvers like the Roe solver crash almost instantly on account of negative
pressure [18].
Since the normal magnetic field is constant, the first-order H3 and H5 schemes re-
duce to the standard HLLC solver of [21] and HLLD solver of [34], respectively. These
solvers are shown to be positivity preserving. The second-order H3E, H3W, H5E and
H5W solvers are designed to preserve positive density and pressure. As we are unable
to provide a rigorous proof of this fact, we test all the four second order schemes for the
super-fast expansion and find them to be positivity preserving for all tested resolutions.
Since there are no differences in results between the three- and five-wave solvers in this
test case, we present the density, computed with H3, H3E and H3W at time t=0.1 for 200
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Figure 2: The pressure for super-fast expansion test with H3,H3E and H3W solvers for 200 mesh points.
mesh points in Fig. 2. The results show that both the first and second order solvers pre-
serve positivity. The second-order solvers are slightly more accurate than the first-order
H3 solver. Similar results were obtained for finer resolutions.
We remark that the positive preserving modifications (2.33) are absolutely essential
to obtain stability. If we just use the clipping (2.32), the second-order schemes crash for
very small times on account of negative pressures. This test further reinforces the case
for modifying gradients in second-order reconstruction, as presented in [51].
3.3 Rotor problem
We start considering two-dimensional numerical experiments with this standard exam-
ple (introduced in [2], considered in [49] among others). The computational domain is
(x,t)∈ [0,1]2×[0,0.295], with Neumann boundary conditions. The initial data are given
by
ρ=

10.0, if r<0.1,
1+9 f (r), if 0.1≤ r<0.115,
1.0, otherwise,
with
r(x)=
∣∣x−(0.5,0.5)∣∣ and f (r)= 23−200r
3
.
The other variables are initially
(ρu1,ρu2)=

(−(10y−5)ρ,(10x−5)ρ), if r<0.1,
(−(10y−5) f (r)ρ,(10x−5) f (r)ρ), if 0.1≤ r<0.115,
(0.0,0.0), otherwise,
(ρu3,B1,B2,B3,p)=(0.0,2.5/
√
π,0.0,0.0,0.5).
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This describes a dense rotating region surrounded by static plasma with a uniform mag-
netic field. The pressure drops to very low values in the center. The main difficulty in the
numerical solution of this problem is the low pressure, particularly on fine meshes. As
stated in the introduction, most results presented in the literature show the approxima-
tion obtained on relatively coarse meshes. On coarse meshes, the numerical dissipation is
large and provides some stability. However, computations on fine meshes lead to crashes
due to negative pressures (see [18, 19] for illustrations of this). We compute with all the
six schemes and show the computed pressures at time t = 0.295 and on a mesh with
200×200 mesh points in Fig. 3. The figure shows that both the first-order schemes pro-
vide a stable but diffusive approximation and the H5 scheme is more accurate than the
H3 scheme. The second-order schemes are much more accurate and capture the shocks
and smooth regions sharply at this resolution. For a more elaborate quantitative study of
this problem, we compute solutions on a very fine 4000×4000 mesh and find that all the
six schemes are stable and approximate the solution very well. We show the computed
pressure with the H5W scheme on a 4000×4000 mesh in Fig. 4 and use it as the reference
solution.
We tabulate the relative percentage errors in L1 for the pressure with respect to this
reference solution and present them in Table 2. The table shows that the first-order H5
scheme is (about thirty percent) more accurate than the first-order H3 scheme. However,
the second-order schemes are much more accurate than the first-order schemes. Some-
times, the gain in accuracy is an order of magnitude by using a second-order scheme.
There is a gain in accuracy using the H5 solver togetherwith a second-order scheme. Sim-
ilarly, theWENO-based schemes H3W and H5W are more accurate than their ENO-based
counterparts. The observed rate of convergence for the first-order schemes is around 0.5
and that of the second-order schemes is better than 1 (except at the lowest resolutions).
The results on coarse meshes are comparable to those displayed in [49] and other places
in the literature. It was not possible to compare the results obtained on very fine meshes
with existing schemes as very few papers present results on fine meshes (i.e., on meshes
finer than 400 mesh points).
Table 2: Relative percentage errors in L1 for the pressure at time t= 0.295 for the rotor problem for various
mesh sizes M using the H5W scheme on a 1600×1600 mesh as a reference solution.
M H3 rate H3E rate H3W rate H5 rate H5E rate H5W rate
50 10.0e-00 5.3e-00 5.1e-00 9.2e-00 4.6e-00 4.4e-00
100 7.7e-00 0.4 3.1e-00 0.8 2.9e-00 0.8 6.6e-00 0.5 2.5e-00 0.9 2.3e-00 0.9
200 5.3e-00 0.5 1.6e-00 1.0 1.4e-00 1.1 4.5e-00 0.6 1.3e-00 0.9 1.1e-00 1.1
400 3.5e-00 0.6 7.6e-01 1.1 6.3e-01 1.2 2.8e-00 0.7 6.0e-01 1.1 5.1e-01 1.1
800 2.2e-00 0.7 3.5e-01 1.1 2.8e-01 1.2 1.7e-00 0.7 2.7e-01 1.2 2.0e-01 1.4
Another key issue in numerical simulations of multi-dimensional MHD is the behav-
ior of divB. Note that the initial magnetic field is divergence free, hence the solutions
of (2.1) are expected to remain divergence free. However, the schemes we use do not
preserve any discrete divergence. We consider the standard second order discrete diver-
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(a) (b)
(c) (d)
(e) (f)
Figure 3: Pressure for the rotor problem on a 200×200 mesh at time t=0.295 all scaled to the extrema of the
pressure obtained for a 200×200 mesh. (a) H3; (b) H5; (c) H3E; (d) H5E; (e) H3W; (f) H5W.
Figure 4: This figure shows the pressure for
the rotor problem on a 4000×4000 mesh at
time t=0.295 using the H5W scheme.
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Table 3: The L1-norm of the discrete divergence at time t=0.295 for the rotor problem for various mesh sizes
M.
M H3 H3E H3W H5 H5E H5W
50 2.2e-01 2.5e-01 2.1e-01 2.2e-01 2.4e-01 2.2e-01
100 1.7e-01 1.9e-01 1.8e-01 1.7e-01 2.0e-01 1.9e-01
200 1.4e-01 1.8e-01 1.6e-01 1.5e-01 1.9e-01 1.6e-01
400 1.3e-01 1.8e-01 1.5e-01 1.2e-01 1.6e-01 1.4e-01
800 1.1e-01 1.7e-01 1.5e-01 9.6e-02 1.5e-01 1.2e-01
1600 1.0e-01 1.6e-01 1.4e-01 8.2e-02 1.4e-01 1.2e-01
gence
div(B)i,j=
(B1)i+1,j−(B1)i−1,j
2∆x
+
(B2)i,j+1−(B2)i,j−1
2∆y
(3.1)
and present the L1 norm of the above discrete divergence in Table 3. As expected, all the
six schemes produce a nonzero discrete divergence. However, the values are quite small,
and seem to be decreasing with increasing mesh size, albeit quite slowly. Note that the
divergence values are higher with the second-order schemes than with the first-order
schemes. This is not unexpected as the second-order schemes resolve the shocks within
fewer mesh points and hence generate a larger discrete divergence. These data primar-
ily point towards the difficulty of numerically evaluating derivatives at under-resolved
flow features. The key point is that divergence errors are not effecting the stability of the
schemes as all the schemes are stable even at the finest mesh resolution of 4000×4000
mesh. This is unusual, and we have not come across other papers presenting solutions
on comparable mesh sizes. As an example, the reference solutions in [49] were computed
on a 400×400 mesh. We would like to point out that the positivity preserving modifica-
tions (2.32) and (2.33) are absolutely essential for stability of the second-order schemes.
The computations crash almost immediately if these modifications are not employed.
Similarly the upwinding of the source term in (1.2) is absolutely essential as the central
discretization of this term leads to negative pressures almost immediately, even for the
first-order schemes for fine mesh resolutions (see [18] for examples).
3.4 Orszag-Tang vortex
This commonly used benchmark test [49] has initial conditions given by
(ρ,ρu,B,p)=
(
γ2,−γ2sin(πy),γ2sin(πx),0,−sin(πy),sin(2πx),0,γ). (3.2)
The computational domain is (x,t)∈ [0,2]2×[0,1] with periodic boundary conditions.
Even though the initial data are smooth, the solution develops shocks near the diag-
onals and a current sheet in the center of the domain. The solution also has interesting
smooth features. We computewith all the six schemes and present the computed pressure
at the final time on a 200×200 mesh in Fig. 5. Both the first-order H3 and H5 schemes are
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(a) (b)
(c) (d)
(e) (f)
Figure 5: Pressure for the Orszag-Tang vortex on a 200×200 mesh at time t=1 scaled to the extrema of the
pressure in the reference solution. (a) H3; (b) H5; (c) H3E; (d) H5E; (e) H3W; (f) H5W.
Figure 6: This figure shows the computed
pressure for the Orszag-Tang vortex using the
H5W scheme on a 4000×4000 mesh at time
t=π.
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stable but dissipative. The shocks are smeared and the central vortex is not resolved. The
H5 scheme is better at approximating the solution than the H3 scheme. The second-order
schemes resolve the solution far better. The resolution of the shocks with the second-
order schemes is very impressive. The smooth regions are also resolved quite accurately.
We compute the a reference solution using the H5W scheme on a 4000×4000 mesh. Fig. 6
shows the pressure of the reference solution. We observe that the H5W scheme at this
very fine mesh is stable and resolves the shocks as well as the central current sheet very
well. Table 4 shows relative percentage L1 errors in pressure on a sequence of meshes.
As shown in the table, the first-order H5 scheme has lower errors than the first-order H3
scheme. Similarly, the second-order schemes significantly outperform (by an order of
magnitude) the first-order schemes. In particular, the WENO-based schemes have lower
errors than the ENO-based ones. Note that the second-order H5W scheme is the most
accurate with respect to the errors and has the best rate of convergence of about 1.3. The
results are consistent with those obtained for the rotor problem.
Table 4: Percentage relative errors in L1 for pressure at time t=π for the Orszag-Tang vortex for various mesh
sizes M using the H5W scheme on a 1600×1600 mesh as a reference solution.
M H3 rate H3E rate H3WE rate H5 rate H5E rate H5W rate
50 3.6e+01 1.5e+01 1.4e+01 2.9e+01 1.2e+01 1.1e+01
100 2.9e+01 0.3 8.8e-00 0.8 8.0e-00 0.8 2.3e+01 0.3 7.1e-00 0.8 6.2e-00 0.8
200 2.2e+01 0.4 5.0e-00 0.8 4.4e-00 0.9 1.6e+01 0.5 4.0e-00 0.8 3.4e-00 0.9
400 1.5e+01 0.6 2.6e-00 0.9 2.4e-00 0.9 1.1e+01 0.5 2.0e-00 1.0 1.6e-00 1.1
800 1.0e+01 0.6 1.5e-00 0.8 1.3e-00 0.9 7.2e-00 0.6 8.3e-01 1.3 5.9e-01 1.4
As in the rotor problem, we tabulate the L1 discrete divergence (exact divergence is
zero as we have divergence free initial data) in Table 5. The divergence values are low
again and decrease very slowly (or remain constant) as the mesh is refined. Again, the
discrete divergence values don’t seem to affect the scheme’s performance.
Table 5: Divergence in L1 at time t=π for the Orszag-Tang vortex for various mesh sizes M.
M H3 H3E H3W H5 H5E H5W
50 7.7e-02 2.5e-01 2.2e-01 1.5e-01 1.9e-01 1.7e-01
100 9.2e-02 2.6e-01 2.4e-01 1.6e-01 1.6e-01 1.5e-01
200 9.9e-02 2.7e-01 2.4e-01 1.4e-01 1.7e-01 1.5e-01
400 9.3e-02 2.0e-01 2.0e-01 1.3e-01 1.6e-01 1.3e-01
800 8.7e-02 1.8e-01 1.5e-01 1.1e-01 1.2e-01 1.0e-01
1600 8.4e-02 1.5e-01 1.2e-01 1.0e-01 1.0e-01 9.2e-02
3.5 Cloud-shock interaction
This is a benchmark test describing the interaction of a dense region (cloud) at rest with
a moving shock. The computational domain is (x,t)∈ [0,1]2×[0,0.06] with artificial Neu-
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mann type boundary conditions. The initial conditions consist of a shock moving to the
right initially located at x=0.05, and a circular cloud of density ρ=10 and radius r=0.15
centered at x=(0.25,0.5)
ρ=

3.86859, if x<0.05,
10.0, if
∣∣x−(0.25,0.5)∣∣<0.15,
1.0, otherwise,
u=
{
(11.2536,0,0), if x<0.05,
(1.0,0,0), otherwise,
p=
{
167.345, if x<0.05,
1.0, otherwise,
B=
{
(0,2.18261820,−2.18261820), if x<0.05,
(0,0.56418958,0.56418958), otherwise.
The cloud is initially in hydrostatic equilibrium with the surrounding fluid. The bubble
stays stationary whereas the shock travels towards it, hits it and starts interacting with it.
This interaction generates a bow shock in the front, tail shocks in the rear and we expect
the creation of interesting turbulent-like structures where the cloud interacts with the
shock. Again, we compute the solutions with all the six schemes and present numerical
results of the total energy on a very fine mesh 1600×1600 meshwith all the six schemes in
Fig. 7. The figure illustrates the stability of all the six schemes at this fine mesh resolution.
The first-order schemes are a bit dissipative and do not approximate the turbulent like
structures that are visible in the second order computations. The second order schemes
are much more accurate with good resolution of the shocks as well as the turbulent-like
structures in the bubble. The differences between the first-order and the second-order
schemes are considerable while there are some minor differences between the ENO and
WENO approximations.
In this test case we found the discrete divergence to be larger than in the other test
cases, with L1 norms in the range 0.1–4.0. Furthermore we did not observe a strong
convergence to zero as the mesh was refined. This might be due to the strong shocks
present in this test case. However, there is no sign that this affects either the stability or
the resolution of the schemes.
3.6 Isothermal blast wave
This test case is taken from [3]. It easily exhibits spurious behavior if the equations are
not properly discretized. The equation of state is isothermal in this case, i.e, p= ρ, the
computational domain is [0,1]×[0,1] and the initial data are
{u,B1,B2,B3}t=0=
{
0,
5√
π
,0,0
}
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(a) (b)
(c) (d)
(e) (f)
Figure 7: Energy distribution for the cloud-shock interaction on a 1600×1600 mesh at time t= 0.06. (a) H3;
(b) H5; (c) H3E; (d) H5E; (e) H3W; (f) H5W.
and
ρt=0=
{
100, if |x−0.5|2+|y−0.5|2≤ (0.05)2,
0, otherwise.
The solution takes the form of a blast wave spreading out from the high density cloud.
We test our upwind versions of the Godunov-Powell source term to ascertain whether
upwinding the source term imparts numerical stability in this test case. For the sake of
clarity, we present the results only with the H3 and H3W schemes. Similar results were
obtained with the H5 schemes and with the ENO reconstruction.
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In order to illustrate t he necessity of the upwinded Godunov-Powell source term,
we also considered the central source discretization of (see [36]), and schemes with the
Godunov-Powell source set to zero. This lead to the following schemes:
NPH3 First order three-wave HLL solver with Godunov-Powell source term in
(2.3) set to zero,
NPH3W second-order WENO version of NPH3,
CPH3 first order three-wave HLL solver, central discretization of the Godunov-Po
well source term,
CPH3W second-order WENO version of CPH3.
Note that both NPH3 and CPH3 use the same numerical flux as H3 and the only differ-
ence is in the source term. Furthermore, the three wave solver obtained by setting the
Godunov-Powell source term to zero is different from the standard three wave solver
of [21] in this test case as the normal magnetic field is not constant. However, there was
very little difference in the numerical results when the three wave solver of [21] was used
instead of NPH3.
We display the computed density (on a logarithmic scale) at time t= 0.09 with the
above four schemes and H3, H3W on a uniform mesh of 400×400 mesh points in Fig. 8.
The results presented in Fig. 8 reveal that the first-order version of the three-wave HLL
solver works quite well, even when the Godunov-Powell source term is set to zero. This
might be on account of the numerical flux, which incorporates some information about
the discontinuities in the normal magnetic field. However, the second-order version of
the scheme with zero Godunov-Powell source terms led to instabilities as shown in the
top right of Fig. 8. The central discretization of the Godunov-Powell source term in (2.3)
was unstable even at first-order. The instabilities are manifested as oscillations in the
middle left of Fig. 8. The second-order version of this scheme is even more unstable
and features large amplitude oscillations as shown in the middle right of Fig. 8. These
oscillations continue to grow as themesh is refined leading to a crash of the central Powell
source based scheme on a finer 800×800 mesh. On the other hand, both the H3 and H3W
schemes show no evidence of the formation of any instabilities (check the bottom row of
Fig. 8) at this mesh resolution or at even finer mesh resolutions. Furthermore, the second-
order scheme approximates the shockwaves quite sharply. These results indicate that not
only should the Godunov-Powell source term be introduced, it should also be discretized
in a careful upwindmanner in-order to obtain numerical stability. The schemes presented
in this paper are tailor made for these needs.
3.7 Comparison between the conservative (1.4) and the Godunov-Powell (1.2)
forms of the ideal MHD equations
From the discussion in the introduction, the conservative form (1.4) and the semi-
conservative Godunov-Powell form (1.2) are equivalent as long as the initial data is di-
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(a) NPH3 (b) NPH3W
(c) CPH3 (d) CPH3W
(e) H3 (f) H3W
Figure 8: Density (log(ρ)) for the Isothermal blast wave at time t = 0.09 on a 4002 mesh. Left Column:
First-order. Right Column: Second-order WENO. Top row: Zero Godunov-Powell source. Middle row: Central
Godunov-Powell source. Bottom row: Upwind Godunov-Powell source. All figures except middle row, right
column use the same scale.
vergence free and the solution remains smooth. However, the non-linearity implies that
shock waves and other discontinuities are formed even for smooth initial data and it is
not a priori clear if the two forms are equivalent (since we do not have a clear notion
of weak solutions to non-conservative equations). In particular, the Godunov-Powell
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source term is non-conservative and might lead to different shock speeds and locations
when compared to the standard form of the MHD equations. In all the numerical exper-
iments presented above, the shock locations and speeds resulting from the discretization
of the Godunov-Powell form are similar to the ones obtained from the conservative form
(compare the results presented above with those from [49]), showing that conservation
errors are very small. However, one can construct very special initial configurations where
discretizing the Godunov-Powell form (1.2) results in a different solution than when one
discretizes the standard conservative form (1.4) of the ideal MHD equations. We present
such a numerical experiment below.
3.7.1 Toth’s 2D shock tube
This numerical experiment was constructed in [49] in-order to compare the standard and
the Godunov-Powell forms of the MHD equations. It consists of a shock tube with an
initial discontinuity that is not aligned with the grid. The initial data are
(
ρ,u||,u⊥,u3,B||,B⊥,B3,p
)
=
{
(1,10,0,0,20,5/
√
4π,5/
√
4π,0), if x<y,
(1,−10,0,0,20,5/√4π,5/√4π,0), otherwise.
Here we denote the directional components {u,B}1,{u,B}2 as {u,B}|| and {u,B}⊥ respec-
tively. The computational domain is a narrow strip given by (x,y)∈ [0,1]×[0,2/N] where
N is a positive integer. This strip is discretized on a mesh of N×2 points. Note that the
initial magnetic field is constant, hence divergence free. Furthermore, this numerical ex-
periment is essentially one-dimensional as there is no variation in the direction parallel
to the initial jump. More details about the set up can be obtained from [49], example 6.3.2.
The key observation of [49] in this numerical experiment was that the standard form and
the Godunov-Powell form lead to different solutions, particularly for the normal mag-
netic field B||.
We present the results for the normal magnetic field B|| in Fig. 9. The results com-
pare the computed normal magnetic field, obtained with the H3 scheme at two different
resolutions (N = 200 and N = 400) with the ones obtained with the NPH3 solver (the
three wave solver with the Godunov-Powell source term switched off). A reference one-
dimensional solution on a mesh of 1600 points is also shown. The reference solution
shows a constant B|| as expected, and the three wave HLL solver without the Godunov-
Powell source term agrees with this solution except at the discontinuities. On the other
hand, the H3 scheme appears to pick a different solution. On refining the mesh, this
difference remains unaltered thus demonstrating that the discretization of the Godunov-
Powell source term leads to a distinctly different solution to the one obtained by dis-
cretizing the standard form of the MHD equations. The discrepancy from the reference
solution is about 2%. This reinforces the observations of [49] regarding the difference of
behavior of the two forms of the equations on some shock tube problems where conser-
vation errors can play a role. Using the five-wave solver and the second-order versions
of the schemes led to very similar results and we omit them here.
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Figure 9: The normal magnetic field B|| for the Toth’s 2D shock tube with the H3 scheme (at two different
resolutions) and the NPH3 scheme.
4 Conclusions
We describe highly robust finite volume schemes for the MHD equations based on the
semi-conservative Godunov-Powell form (1.2). This form is symmetrizable as well as
Galilean-invariant, enabling stability estimates (see [6]). Furthermore, the form of the
semi-conservative version of the equations in several dimensions is similar to that in one-
space dimension, enabling us to design stable one-dimensional schemes that are easily
generalized to multidimensional data. The following new numerical elements are found
necessary to obtain the desired stability:
•We design HLL-type three-wave and five-wave approximate Riemann solvers that
can handle non-constant normal magnetic fields. They can be thought of as extensions of
the highly popular three-wave and five-wave solvers of [21] and [34] respectively.
• These HLL-solvers naturally impose an upwind discretization of the Godunov-
Powell source term.
• The second-order ENO and WENO-type reconstructions we use are modified to
preserve positive pressures and densities.
•We provide a second order extension of the upwind discrete source term.
We test the schemes on a variety of numerical experiments in both one- and two-space
dimensions. The results obtained by the schemes (particularly the second-order versions)
were impressive, both with respect to stability and accuracy. In particular, the schemes
were able to compute the solutions for the advection of varying normal magnetic field
in one-dimension and the expected orders of convergence were obtained. A super-fast
expansion test illustrated the positivity preservation abilities of the schemes.
The benchmark two-dimensional numerical experiments showed that the schemes
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were stable, even on very fine meshes. It is well known that computing two-dimensional
MHD on very fine meshes may lead to stability problems and the schemes of this pa-
per were able to handle these fine mesh resolutions. The accuracy of the schemes was
very satisfactory on all tests. Among the schemes, the five-wave HLL solver was better
in terms of resolution (even at second-order) than the HLL three-wave solver. Similarly
the WENO-based schemes were more accurate than the ENO-based schemes. The highly
resolved solutions (obtained on very fine meshes) can serve as benchmark reference solu-
tions for future computations. Discrete values of divB were low in general and reduced
as the mesh was refined. Non-zero divergence values did not affect either the stability or
the accuracy of the resulting solutions.
Based on the numerical evidence, we conclude that using the semi-conservative form
of the MHD equations, with very careful discretizations of the fluxes and the Godunov-
Powell source term together with proper high-order reconstructions is a very appealing
strategy for designing robust schemes for MHD equations. The numerical tests also indi-
cated that all these ingredients- the introduction of the Godunov-Powell source term, its
careful upwind discretization and suitable positivity preserving reconstructions are all
necessary for the design of stable schemes. These schemes are easier to comprehend and
cheaper computationally than the projection method. Similarly, they are easier to par-
allelize and to use in conjunction with adaptive mesh refinement than staggering based
methods. Numerical experiments illustrating the difference between discretizing the con-
servative (1.4) and the semi-conservative Godunov-Powell (1.2) are also provided.
These robust schemes are trivial to extend to three dimensions and we aim to employ
them for more realistic astrophysical simulations in a forthcoming paper. Also, designing
higher than second-order schemes is a work in progress.
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