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Abstract: This paper extends the LEM-Hammerstein models already presented in 
the literature to MIMO systems. Instead of linear time-invariant subsystems in 
association with static nonlinearities, LEM-Hammerstein and LEM-Wiener systems 
exhibit nonlinear static features and operating-point dependent dynamics, and can 
therefore model a broader class of system than the conventional block-oriented 
models. In order to avoid the problem of solving the partial differential equations 
necessary for the construction of the steady-state mapping that appears in the model, 
a modified controller normal form is proposed, and the model is constructed on the 
basis of an extended, non-minimal state-space realization. Moreover, the 
identification strategy already used with LEM systems can be applied in order to 
construct such models from experimental data, and the techniques destined for 
analysis and control of Hammerstein systems can be applied promptly. An 
application of these concepts to the modeling and identification is demonstrated in 
the numerical example of a level system constituted by six connected tanks.  
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1. INTRODUCTION 
 
 There are two main approaches to control a 
nonlinear plant: the use of nonlinear control 
techniques or the use of robust linear methods to 
guarantee stability and adequate performance in the 
presence of nonlinear effects. For the first approach, 
it is necessary that nonlinear dynamic models are 
available, which is often not the case. This is mainly 
due to the cost of nonlinear modeling and 
identification, but also to the fact that universal and 
fail-free methods are still missing. 
This situation demands for methods that take into 
account the well-developed linear local identification 
methods, using them for construction of an adequate 
nonlinear model based on the identified local models.  
The Linearization around the Equilibrium Manifold 
(LEM) approach (Fernandes and Engell, 2005) 
presents one method in this direction: based on the 
LEM structure, it is possible to generate a nonlinear 
model by interpolating the linear parameters of the 
system between several operating points. The 
resulting model is a nonlinear, parameter-dependent 
model that matches the local behavior of the 
nonlinear system and that shows in general 
reasonable extrapolation capabilities. 
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The LEM concept can be used to extend the Wiener 
and Hammerstein systems in the sense that they 
allow the inclusion of nonlinear (operating-point 
dependent) dynamics, as already discussed in the 
literature for SISO systems (Fernandes et al. 2006). 
Nevertheless, the application of the LEM-
Hammerstein concept to MIMO system is more 
complicated, since the gain of a MIMO system 
depends on the applied input direction, and the 
equilibrium manifold is a function of several 
variables. 
 
This paper is organized as follows: Section 2 reviews 
the concept of LEM systems already discussed in the 
literature, focusing specially on MIMO systems. A 
modified controller normal form is presented in 
Section 3. This form is  the basis for the extended 
Hammerstein structure shown in Section 4. In the 
Section 5, the proposed method is applied to the 
modeling and identification of a nonlinear system in 
a numerical example. Concluding remarks can be 
found in Section 6. 
 
 
2. LEM SYSTEMS 
 
 Consider a continuous MIMO nonlinear dynamic 
system of the form 
)(
),(
x
xrx
hy
u
=
=&
 (1)
where r: X × U→ ℜn is at least once continuously 
differentiable on X ⊆ ℜn, U ⊆ ℜni and h: X → ℜ no is 
at least once continuously differentiable. In the 
sequel the output equation will be frequently omitted 
for shortness. The equilibrium manifold of (1) is 
defined as the family of constant equilibrium points  
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The family of linearizations of (1) at the set of 
equilibrium points determined by (2) is given in the 
usual way as 
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and similarly for the output equation. Under the 
constraint that the rank of [∂r(xs,us)/∂x] is n for all 
points in the set Ξ (Wang and Rugh, 1987, Fernandes 
2005), the equilibrium manifold and consequently the 
family of linearizations of (1) will be specified by ni 
among the n + ni variables (x,u). Therefore, if this 
matrix is full rank, the input fully parameterizes both 
families of equilibrium points and linearizations. 
Calling the steady-state map Ω: ℜni→ ℜn, such that 
r(Ω(u),u) = 0 (that is, the function Ω gives the 
steady-state xs corresponding to the constant input 
us), the input-parameterized linearization around the 
equilibrium manifold (LEM) of (1) is defined as the 
system (Fernandes 2005, Fernandes and Engell, 
2005): 
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where A(u) represents the evaluation of the Jacobian 
matrix [∂r(x,u)/∂x] on (Ω(u),u). The output equation 
can be linearized in an analogous way, considering 
the stationary output mapping Ψ: ℜni → ℜno. Ω(u) 
can be obtained on the basis of the family of 
parameterized linearizations by integration of 
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where A and B are the Jacobian matrices of r(x,u) 
with respect to x and u, respectively, evaluated on the 
equilibrium manifold. The model (4) has to be 
interpreted as a (state-affine) nonlinear system that 
possesses the same family of equilibrium points (2) 
and the same linearization family (3) as the nonlinear 
system (1). Following the discussion in (Fernandes, 
2005), the LEM system can constitute also a good 
approximation of (1) in transient regimes away from 
the equilibrium manifold, depending on the “degree” 
of nonlinearity of the original system.  
 
The focus on input parameterization is due to the fact 
that identification experiments are carried out by 
exciting the plant with a designed input signal. In this 
sense, if one assumes that the local models can be 
identified by perturbing the plant around isolated 
equilibrium points, it is natural to use the input in 
order to parameterize the linearization family. 
Therefore, an approximation to (1) can be 
constructed by means of a finite number of linear 
local models that are considered as members of its 
linearization family, obtained by means of a few 
“local” identification experiments. Since the exact 
LEM system (4) involves the infinite family of 
linearizations and of the equilibrium points of (1), 
described by the matrix functions A(u) and Ω(u), in 
the identification context just a finite and probably 
small number of the members of these families are 
known, but one can still use approximation or 
interpolation methods in order to “reconstruct” these 
functions from the known members as shown in the 
numerical example below. In order to solve the 
problem of constructing a state-space representation 
from local models obtained from input-output 
experiments, these can be transformed to a linear 
canonical normal form prior to the constructions of 
approximate functions )(~ uA  and )(~ uΩ (Fernandes 
and Engell, 2005). In the absence of the numerical 
value of the steady-states the last function have to be 
obtained by integration of −A(u)−1B(u) (Fernandes, 
2005). 
 
In the MIMO case the reconstruction of Ω(u)  
involves the integration of total partial differential 
equations. Therefore the column-vector of scalar 
functions Ω(u)  exists if and only if  
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q(u) Gw(s,w) u(t) w( t ) y(t)
Static
Nonlinearity Dynamics Non-linear 
Where λk,i is the element i-j of Λ(u) (Wang and 
Rugh, 1987). This constrain can be in practice very 
difficult to fulfill, since the elements of Λ(u)  can be 
obtained by any interpolation method. Moreover, the 
solution of partial differential equations can be 
cumbersome and the existence of analytical solutions 
is not guaranteed. Considering (5), it is possible to 
verify that chosen state-space realization affects the 
form of the partial equation that determines Ω(u). In 
the next section, it will be shown that with the special 
form of Hammerstein models and a special state 
space representation it is possible to overcome the 
problems in solving (5). 
 
3. A MODIFICATION OF THE  
CONTROLLER NORMAL FORM 
 
 In order to get the steady-state map Ω without 
integrating (5), it is possible to consider the function 
Λ(u) yielded by the realization of the linear sub-
system in different normal forms, starting from the 
transfer function in the SISO case, where ai and bi are 
the coefficients 
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The controller normal form  
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has the advantage that the output function Ω(u) can 
be generated without integration, since –A-1b is such 
that 
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and therefore Ω can be obtained by measurements of 
the stationary output. 
Nevertheless, this form has the undesirable, collateral 
effect that there is a change in the relative degree for 
the input-parameterized LEM system of (1), because 
the resulting c function depends on u. 
Forms like the observer normal form 
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exhibits a constant c, but the integration cannot be 
avoided, since: 
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In order to solve these problems, a modification of 
the controller normal form (8) is proposed here, 
which combines both the advantages of possessing an 
easily integrable steady-state map Ω and an output 
function depending linearly on the states: 
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For bi=0 set bi in A and b to 1 and the (i+1)-th entry 
of c to 0. 
This state space representation (12) has the same  Ω 
as the controller normal form (8): 
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In the MIMO case, the parameterized transfer 
function Gi,j(s,us) from the i-th input to the j-th output 
can be realized in the state space in the form (12), 
and the resulting matrices Ai,j, bi,j, ci,j, di,j can be used 
to construct the following non-minimal realization of 
G(s,us): 
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This form will be used in the sequel in the 
construction of a MIMO LEM-Hammerstein system.  
 
 
4. MIMO LEM-HAMMERSTEIN MODELS 
 
 The LEM concept can be used to construct a 
Hammerstein-like model of (1) in which the 
dynamics depends on the operating point instead of 
the LTI dynamics encountered in the usual 
Hammerstein structure (Figure 1). 
 
 
Figure 1: LEM-Hammerstein model 
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In the SISO case, the model can be found by 
separating the static nonlinear gain function from the 
family of transfer functions that is,  
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Where 
s
u
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In the MIMO case, the Hammerstein model cannot 
be obtained by simply separating the static nonlinear 
gain from the of transfer functions of the different 
channels, since each qi(u) above depends on various 
inputs. 
For a MIMO system with the same number of inputs 
and outputs, the transfer functions );(, swji sG w  from the 
i-th new input to the j-th output of the Hammerstein 
model can be constructed as: 
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Where Di,,k is the determinant of G(0,us) without the 
i-th row and the k-th column. Note that Gw(0,ws)=I. 
 For the no x ni case (no ≠ ni) it is necessary to 
complete the rows or the columns to a quadratic 
system by using for the i-th row/column a zero vector 
with an 1 in the i-th position. 
 
In order to use the modified controller normal form 
(12) for each element of Gw to get the state space 
representation of the LEM-Hammerstein system, it is 
necessary to extend (12), because the conversion to 
the Hammerstein form generates an additional 
coefficient αn, in the transfer function.  
[ ]
[ ] jiforji
jiforji
ji
ji
n
n
n
n
n
n
n
n
n
n
n
n
≠=
==










=














−−−−
=
−
−−−−
−
−
110,
111,,0
0
,
0000
000
0010
,
1
1
2
12
1
111
1
2
2
1
1
L
LM
L
OMMM
L
L
L
c
c
b
A
α
β
α
α
αβ
βα
αβ
βα
α
β
β
β
β
β
β
     (18) 
Note that 
111
1
1
1
1
1
1
,
++++
++
=
−
−
−
−
sss
ss
G n
n
n
n
n
nw
ji
ααα
ββ
K
K  (19)
  when i≠j or in the case of i=j: 
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The obtained Ai,j, bi,j, ci,j, di,j can also be arranged in 
the form of (14), simplifying Λ=-A(ws)-1B(ws) to 
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Now Λ is independent from w, the equation (5) is 
easily solved and therefore the resulting equilibrium 
manifold is of the form:  
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With Ω(w) and A(w) the resulting LSM System is of 
the form: 
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This model can be obtained from experiments using 
the LEM approach as follows: 
• identification of local linear models around some 
isolated operating points; 
• interpolation in the coefficients of the transfer 
functions Gi,j(s,us),  
• Transformation in the LEM Hammerstein form in 
order to generate Ω(w) and A(w). 
• q(us) can be obtained by interpolation of the 
stationary output in operating points. 
 
5. NUMERICAL EXAMPLE:  
Sextuple Tank System 
 
The model structure presented in the previous 
sections will be tested in the modeling and simulation 
of the sextuple tank system (Escobar, 2006) depicted 
in Figure 2  
x2.F2x1.F1
(1-x1).F1
(1-x2).F2
F1
V2V1
h5
h3
h1 h2
h4
h6
V-3 V-4
LC LC
V-5 V-6
V-1 V-2
LC LC
Figure 2: The sextuple tank system 
 
SICOP 2006 - Workshop on Solving Industrial Control and Optimization Problems 
 
 
 
 
 
 
 
 
 
     
The proposed unit consists of six interacting 
spherical tanks with different diameters Di. The 
objective consists of controlling the levels of the 
lower tanks (h1 and h2), using as manipulated 
variables the flows (F1 and F2) and the split fractions 
(0 ≤ x1 ≤ 1, 0 ≤ x2 ≤ 1) that distribute the total feed 
among the tanks 3, 4, 5 and 6. The levels of the tanks 
3 and 4 are controlled by means of SISO PI 
controllers around the set-points given by h3s and h4s. 
The manipulated variable in each loop is the 
discharge coefficient of the respective valve. 
Under these considerations, the system can be 
described by means of the following differential 
equations: 
( )
( )
( )
( )
( )
( )
( )
( )
)()(
1
1
with
1
1
)(
1)(
)(
)(
1)(
)(
2
4
1122
4
3
2211
3
4444444
3333333
44
4
4
33
3
3
22446
2
22
4466115
4
44
66224
6
66
11333
1
11
3322552
3
33
55111
5
55
i
hDhhA
h
FxFxR
h
FxFxR
IKhhKRR
IKhhKRR
hh
Tdt
dI
hh
Tdt
dI
hRhRf
dt
dhhA
hRhRFxf
dt
dhhA
hRFxf
dt
dhhA
hRhRf
dt
dhhA
hRFxhRf
dt
dhhA
hRFxf
dt
dh
hA
iii
s
ssss
s
s
ssss
s
PsPs
PsPs
s
I
s
I
−=
⋅−+⋅
=
⋅−+⋅
=
+−+=
+−+=
−=
−=
−==
−+⋅−==
−⋅==
−==
−⋅−+==
−⋅==
π
 
 (24)
 
This plant is obviously nonlinear and displays 
different dynamic behaviors, as it will be 
demonstrated below. 
 
5.1 Constructing an approximated model in the 
LEM-Hammerstein form 
 
 The LEM-Hammerstein model described in the 
previous sections can be constructed analytically on 
the basis of the non linear model. 
From the linearization of the nonlinear model, the 
transfer function is obtained in the form 
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the resulting Hammerstein Model is: 
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The elements of G and Gw are shown in the 
appendix. With the state-space representation of the 
form     (18), the resulting LSM Model has 40 states.  
The system described above was simulated in Matlab 
with respect to the input functions shown in Figure 3; 
the responses are plotted in Figure 4The responses of 
the nonlinear model and of the linearized model at 
the operating point determined by us(t=0) are also 
shown for comparison. 
The linear system is of course not able to represent 
the change from minimum phase (1<x1+x2<2) to non-
minimum phase behavior (0<x1+x2<1) at t=20, nor 
the “ change” of the oscillation from the channel  
corresponding to h1 to the channel corresponding to 
h2 at t=50, due to the changes in the set-point values 
of the intermediary tanks. The LEM-Hammerstein, 
on the other hand, exhibits all these features.  
 
Figure 3: Test input signal 
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Figure 4: Responses of the several systems to the 
signal in Figure 3 
 
5.2 Constructing the approximated models with 
identified local models 
 
 The analytical LEM Hammerstein model 
represents a good approximation to the nonlinear 
system as shown in the previous section. In the case 
of identification from plant data, this approximation 
error tends to be increased due to identification 
errors, due to interpolation error, and due to the 
possibly smaller number of known local models than 
one could wish.  
The Hammerstein model structure has some 
advantages with this regard, because the dynamics 
and the static gain can be identified separately, each 
one using the most suitable method for the 
corresponding case. 
 
For the dynamic part, the following assumptions 
were made:  
• the set-points of the intermediary tanks h3s 
and h4s determine primarily the dynamic 
behavior;  
• h3s has influence just on h1, and h4s has 
influence just on h2. 
Instead of the identification of the transfer functions 
of the 12 channels (2 outputs and 6 inputs) as a 
function of 6 parameters (the 6 inputs) in the 
“purely” black box case, these heuristic 
considerations allows us to identify just 10 transfer 
functions (F1, F2, x1, x2, h3s to h1 and F1, F2, x1, x2, h4s 
to h2) with respect to one parameter (h3s for the first 5 
channels and h4s for the last 5). Therefore the MIMO 
system is represented by 2 MISO systems: 
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The following steps were adopted to the 2 MISO 
systems, yielding the matrix A(u) of the global LEM 
system: 
1. Three operating points for each MISO 
system were defined as shown below. No 
special methodology was employed to select 
the number or the location of these points; 
they were simply distributed over the 
desired range of the manipulated input:  
MISO h3s/cm h4s/cm F1s/ (cm3/min) 
F2s/ 
(cm3/min) x1 x2 
2 
7 1 
12 
2 6000 3000 0.6 0.7 
2 
7 2 12 
12 
6000 3000 0.6 0.7 
2. The three linear local models for each MISO 
system were identified by means of “local 
experiments”, that is, with identification 
signals of small amplitude around these 
operating points. For each input at each 
operating point, an identification signal uid 
of the form depicted in Figure 5 was 
designed. The amplitude of the 
identification signal was fixed to 5% of us,i. 
The switching period σ of the signal was 
selected as σ=1min on the basis of previous 
knowledge of the system. The plant was 
excited simultaneously with the signals of 
the form of Figure 5 in all 5 input channels. 
The pulses were shifted successively by σ/5 
in order to excite the plant by combinations 
of changes in all the inputs. 
3. The linear local models in discrete form 
were identified through a subspace method 
(Matlab function subid). The subspace 
method was also used for determining the 
order of the state-space models. Third order 
resulted for both MISO systems. 
4. The coefficients of the transfer functions 
were interpolated with a unidimensional 
polynomial of degree 2, fitting the data of 
the three interpolation points for each MISO 
System as a function of the varied parameter 
(input). 
 
 
Figure 5: Identification input signal 
 
0  σ 2σ 3σ 4σ 5σ
us,i − ∆i
us,i
us,i + ∆i
time (s) 
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With the two MISO systems, it was proceeded as 
follows:  
1. The transfer functions were arranged in the 
following extended form, in order to 
produce a square system: 












=
100000
010000
001000
000100
0
0
),
2624232221
1514131211
43,(
GGGGG
GGGGG
hh sssG
 (29)
2. G(s,h3s,h4s) was transformed to Gw(s,h3s,h4s) 
with (17). 
3. The resulting elements Gwi,j were written in 
the form of (19) and (20). 
4. With the modified controller normal form     
(18), A(u)=A(h3s,h4s) is finally obtained. 
 
For the static part, the following assumptions were 
made:  
• the flows (F1 and F2) and the split fractions 
(x1 and x2) are primarily responsible for the 
variation of the static gain; 
• The products (F1x1) and (F2x2) have more 
significance to the static behavior than x1 
and x2 in isolation. 
 
The following steps were adopted in order to obtain 
the static functions h1s(F1s,F2s,x1s,x2s) and 
h2s(F1s,F2s,x1s,x2s) and consequently Ω(u)= 
Ω(F1s,F2s,x1s,x2s): 
1. For each input the following low, median 
and high levels were selected: 
F1s(cm3/min) 2000 6000 10000 
F2s(cm3/min) 2000 6000 10000 
x1s 0.2 0.5 0.8 
x2s 0.2 0.5 0.8 
2. 20 among the 34=81 possible combinations 
in the table above were selected randomly, 
and the corresponding values of 
h1s(F1s,F2s,x1s,x2s) and h2s(F1s,F2s,x1s,x2s), 
were calculated. 
3. These values were multiplied by a random 
number chosen from an normal distribution 
with mean 1 and standard deviation 5% in 
order to simulate the effect of measurement 
error and model mismatch. 
4. These values were interpolated with the 
Matlab function rstool, using as the 
independent variables the values from F1, 
F2, (F1x1) and (F2x2). 
Figure 6: Comparison between the interpolated and 
analytical stationary output h1s as function of F1s and 
F2s 
 
Now Ω(F1s,F2s,x1s,x2s) can be constructed with (22). 
 
The responses of the LEM Hammerstein model with 
identified local models for the input signal in Figure 
3 are shown in Figure 7; the agreement with the 
nonlinear model is quite good. The most significant 
difference with respect to the analytical occurs when 
x1 and x2 are changed, due to the identification and 
interpolation of the bi parameters in the respective 
transfer functions, since these are more complex 
functions of h3s and h4s than second-order 
polynomials. 
Figure 7: Responses of the identified LEM 
Hammerstein system in comparison to the nonlinear 
system, with respect to the signal in Figure 3. 
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6. CONCLUSIONS 
 
 A new MIMO model structure based on the 
concept of linearization around the equilibrium 
manifold (LEM) has been shown. This model 
extends the conventional Hammerstein system by 
considering a variable dynamic character. These 
representations can be constructed on the basis of 
local models, for example obtained by identification. 
The advantage of the Hammerstein form is, that 
dynamics and static gain can be identified separately. 
The interpolation necessary to construct a global 
model for the dynamic part can be made with the 
parameter of the individual transfer functions. In 
order to generate the state-space of the LEM-system, 
the transfer matrix has to be transformed in a MIMO 
Hammerstein system. A modified controller normal 
form permits the use of the observed stationary 
outputs to construct the equilibrium manifold 
necessary for the LEM model. 
A numerical example of a nonlinear MIMO system 
showed that this model structure can approximate the 
behaviour of the original system, even if the local 
models are obtained by identification. 
 
APPENDIX 
 
The elements of  G(s,us): 
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The elements of  Gw(s,ws): 
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