In this paper a Neural Network Model was used to develop a ranking of the potential damage influences for light structures on expansive soils in Victoria. These influences include geology, Thornthwaite moisture index, vegetation covers, construction foundation type, construction wall type, geographical region and age of building when first inspected. Approximately 400 cases of damage to light structures in Victoria, Australia were considered in this study. Feedforward Backpropagation was adopted to train the data. The ranking of importance was estimated using connection weight approach and then compared to results calculated from sensitivity analysis. From the analysis, the ranking of importance for potential damage factor was noted.
Introduction
The problem of damage to various structures caused by expansive soil is of serious concern in civil Engineering practice all over the world. Expansive soils cause considerable distress to various types of structures such as houses, pavements and canal linings, subjected to continually changing environment [1] . Expansive soils are a major engineering problem and have been estimated to rank first of all the natural hazards in terms of damage to structures, and more so to light buildings and pavements making their detection one of the most important site investigations in the construction industry [2] . Building light structures on such soils has created problems for engineers designing footings which can cope with the ground movements due to seasonal soil moisture changes [3] . A limited number of studies have been performed on damage prediction to light structures, but no predictive damage model has been developed. This study focused on Victoria, Australia. Victoria, 228,000 sq km is the smallest and most densely populated Australian state with approximately 5 million people (as of 2003), three quarter of which live in the capital city, Melbourne. It is bounded on the South and East by the Indian Ocean, Bass Strait, and the Tasman Sea. The Geological map of Victoria [4] shows that three quarters of the soils in Victoria are highly expansive. Most of these soils are derived from Tertiary, Quaternary and Volcanic.
In 1994, in excess of 50% of the 20,000 homes owned by the Building Housing Commission (BHC) required extensive repairs due to expansive soil movement. Analysis of damage to public housing in the western suburbs of Melbourne showed increased damage in the last decade with increasing complaints reported by building practitioners. Approximately 30,000 new dwellings are expected to be affected annually, increasing the building costs in Victoria alone, by AU$ 60M-90M [5] .
Neural network model (NNM) was chosen to analyse the data on potential damage influence (PDI). NNM was chosen to predict the rank of importance of PDI because it is robust and fault tolerant and can deal with noisy data found in the database. In this paper, feedforward backpropagation (FB) was adopted since it minimizes the amount of work and time devoted to model development by letting the computer do more of the work [6] . Connection weight approach (CWA) is used to calculate the important weights and sensitivity analysis (SA) is used to prove that NNM is viable.
Neural Network (NNM)
NNM was chosen to predict the rank of importance of PDI because it is robust and fault tolerant. It can estimate a function without requiring a mathematical description of how the output functionally depends on the input. It learns to approximate functions even when their form cannot be specified precisely [7] . They work even with noisy, overlapping, highly non-linear and non-continuous data because processing is spread over a large number of processing entities [8] . Therefore, it is an advantage to use NNM for analysing the rank of importance in this paper as the data is noisy and is non-continuous consisting of reports of damage to light structures when such damage occurs. NNM is tolerant toward coding errors, missing data and noise. NNM is also robust when faced with a small number of data points [8] . NNM can discriminate the pattern of the Damage Condition (DC) which is the output in this model. However, in this paper it only focuses on the NNM being used to estimate the important weights.
The FB model is used in this paper, as it is reliable when used to train networks on only a portion of the data, since it makes inferences. The FB feeds effects forward from input to hidden to output layer. It trains the network by iteratively adjusting all the connection weights among neurons, with a goal of finding a set of connection weights that minimizes the error of network [9] . The resulting networks are often correctly configured to answer problems that they have never been specifically trained on. It can minimize the amount of work and time devoted to model development by letting the computer do more of the work [6] .
NNM Toolbox for MATLAB Release 14 was used for the analysis of the PDI. CWA and SA were used to calculate the rank of importance of PDI. The aim of using artificial intelligent method is to develop and predict the rank of importance of the PDI of light structure founded on expansive soils in Victoria, Australia.
The FB method was adopted in this paper. A network with a sigmoid transfer function and linear transfer function were chosen for the input-hidden and hiddenoutput layers respectively. The function log-sigmoid generates outputs between 0 and 1 as the neuron's net input goes from negative to positive infinity. This is to ensure that the network is limited to a small range. The linear transfer function on the other hand can take on any value.
For the purpose of training, the data was divided into training data, validation data and testing data. The training data was used to calculate the changes in weights; validation data was used to decide when to stop training and the test data was used to measure the performance that is expected from the network when it is put into service. After training has been performed, calculations for ranking of importance are done using CWA and SA.
Experimental Data
Approximately 400 sets of data of damage to light structures founded on expansive soils was obtained from the BHC of Victoria. All the data was coded into numeric form. The Damage classification (DC) is set as an output for NNM. Table 1 below shows the DC in numeric form.
Hairline crack <0.1mm
0 Fine crack <1mm 1 Distinct crack <5mm with noticeably change in level 2 Wide crack 5mm to 15mm with obvious change in level 3 Severe crack <15mm with disturbing change in level 4 Table 1 : Numeric data of DC The input data is grouped into eight categories which are:-
Geographical regions (GR)
The data was divided into geological regions of Victoria. There are 6 regions altogether; Melbourne, South East Victoria, North East Victoria, North West Victoria, West Victoria and South West Victoria. The Melbourne region is divided into nine smaller regions; inner, inner eastern, outer eastern, western, southern, south east, north, north east and Mornington. Table 2 shows the coding for numeric data. Table 2 : Numeric data of GR
Inner Melbourne

Construction Wall type (CW)
This refers to the type of wall the light structure was built with. Table 3 shows the coding for numeric data. Table 3 : Numeric data of CW
No data
Construction Footing type (CF)
This refers to the type of footing the light structure was built on. Table 4 : Numeric data of CF
TMI Old (TMIO)
TMI is the classification of climate based on potential evapotranspiration, areal evapotranspiration and rainfall. This is the TMI value computed for 1940-1960. Table 5 shows the coding for numeric data for both TMIO and TMIN. 
TMI New (TMIN)
This is the TMI value computed for 1961-1990. The numeric coding for TMIN is the same as TMIO in Table 5 .
Geology (G)
This is the geological classification of the site by rock type. Table 6 shows the coding for numeric data. Table 6 : Numeric data of G
Type of vegetation covers (VC)
Type of vegetation in the area such as built up area, native grassland, native forests, horticultural trees and shrubs. These data was taken from [10] . Table 7 shows the coding for numeric data. 
Built Up
Age
This is the age of structure when first inspected. Table 8 shows the coding for numeric data. The above data is divided into three subsets; training, validation and testing. 50% of the data was used as training, which is used for computing the gradient and updating the network weights and biases. 30% for validation where it is monitored during the training process. 20% for testing. The test set error is used to compare different models and is not used during the training. If the error in the test set reaches a minimum at a significantly different iteration number than the validation set error, this may indicate a poor division of the data set. [7] .
NNM Architecture
Eight neurons were used as input while only one for output. A 2 layer (input-1 hidden-output) FB was sufficient for the training and was adopted in this paper. More hidden layers do not necessarily mean that the model is more effective [8] . Additional hidden layers have the disadvantage of making the mathematics of the network more complex. Moreover, no convincing theoretical argument in favour of additional hidden layer has been made [6] .
Four neurons in the hidden layer were chosen according to equation 1 below:
where h is the maximum number of hidden neurons, n is the number of cases in the training data set, i and o are the number of neurons in the input and output layers respectively, and r is the rate in the range from 5 to 10, but might be as high as 100 for noisy data and as low as 2 for very clean data [8] .
The architecture of NNM for PDI in Victoria can be seen below in Figure 1 . The weights were initialised before training the network. Figure 2 shows the training plot of the network. From the plot, it can be seen that the trend of the testing set in the graph fits the training and validation sets. This shows that the training set is acceptable and there is no sign of overfitting. 
Connection weights approach (CWA)
This approach calculates the raw input-hidden and output-hidden connection weights between each input neuron and output neuron. The products are then sum across all hidden neurons.
The steps for obtaining the sum of the products are described below:
1. The product of the input-hidden connection and the hidden-output connection is first calculated using equation (2) below:
2. Input neuron contribution is then sum accordingly as equation (3) below. Data and results obtained from the CWA can be seen in Table 9 and Table 10 below. Table 10 : Sum of neuron contribution using CWA
Sensitivity analysis (SA)
A new set of data as shown in Table 11 is used for simulation in NNM. The connection weights are used in SA.
Here, the minimum and maximum of each variable are measured while all other variables are held constant at each of these measures. SA is more manageable when the input variables are kept constant. However, it still requires a great deal of time because each value of the input variables must be examined [11] . Table 12 shows the SA calculations. Equation (4) is used to calculate the connection weights. 
Connection weight = maximum -minimum
Findings
The following was found for the analysis of the rank of importance for PDI and most important parameters, which influence the results of data trained in NNM.
Ranking of PDI
The CWA approach was adopted in this paper as it is shown in [12] that it is the most accurate method for quantifying ranking of importance in NNM. The highestranking PDI is Age followed by G, CF, VC, CW, TMIO, GR and TMIN. Figure 4 shows the importance of input ranking for PDI in Victoria. From the analysis done by using CWA and SA, it was found that both approaches give similar results. Table 13 shows the comparison between CWA and SA. It is not the aim of this paper to show the advantages or disadvantages of the methods for calculating the importance. However, it can be seen that the results obtained from both CWA and SA agreed with each other except for G and VC (refer highlighted area in Table 13 ). Both G and VC show opposite results from CWA and SA. In CWA, G is ranked second while it is ranked fourth in SA and vice versa for VC. Input variables with larger amount of weights represent greater intensities of signal transfer. It is more important in the prediction process compared to variables with smaller weights [11] . Negative connection weights represent inhibitory effects on neurons and decrease the value of the predicted response as in the case of TMIO, GR and TMIN above. Positive connection weights represent excitatory effects on neurons and increase the value of the predicted response as in the case of Age, G, CF, VC and CW.
PDI
From the results shown in Table 13 , it can be seen that Age gives the highest positive values and is rank first in the rank of importance. It is a possibility that the connection weight for Age is higher than the connection weights for the rest of PDI because nearly all the PDI relies on age such as TMIO, TMIN, GR and G. It is possible that age is calculated more than once due to that. G is an important factor in the damage to structure. Since three quarters of the soils in Victoria are highly expansive, it is not a surprise that G ranks second after age.
TMIN and TMIO rank sixth and eighth respectively. Although they give the same function where both TMI's measure the climate classification, their connection weight gave totally different results where TMIN is much less than TMIO. From the results obtained it is proven that TMI has changed over the years [3, 5] .
It is not surprising to see the construction types to be the third and fifth ranking of the PDI. This is because the designs for walls and footings were design in regards to TMIO. Codes such as AS2870 [13] should incorporate allowances in footing and wall design to accommodate change in TMI over the life of the structure.
Hidden layer
Without considering the weight, it can be argued that by increasing the number of neurons in the hidden layers, the more accurate is the result; i.e. smaller mean squared error (MSE). However, incorporating more than one hidden layer does not mean that the result will be accurate. One should note that too many hidden layers will result in "overfitting" where there is too many predictor variables and too little training data [14] . The computational time for more hidden layer is time consuming due to the size of the neurons in the hidden layer. Therefore, for this paper, only one hidden layer is considered.
Database
The MSE is approaching the goal = 0 but still does not meet the goal. There are many reasons for that. The main reason is probably due to the data being too "noisy" This is because the data from BHC has too many missing data. Some of the data is not complete where types of construction are missing from a line of data for example. The other reason could be the size of the database. Since we are using feed-forward backpropagation, it can benefit more from large sample sizes. This is because larger samples allow the use of more hidden nodes or to continue training longer. Here there are approximately 400 data set available where only 80% are used for training (training and validation set data). The amount of data is not enough to train the NNM in order to get the most accurate results. Hence, with smaller amount of data, the accuracy is not certain. The accuracy can be improved by increasing sample size.
Weights
Another problem could be the weights of the network. The weights determine the behaviour of the network. The size of the weights determines the magnitude of the influence of a sending cell's activation upon receiving cell. The weights between the input and hidden units determine when each hidden unit is active therefore, by modifying these weights; a hidden unit can choose what it represents. To minimise the error, the weight has to be changed by an amount proportional to the error times the input weight [15] .
Conclusion
NNM proved to be useful in many other domains. For example, a number of parameters can be altered and the results can quickly be seen graphically. An intuition for the effects of the parameters can also be quickly gained, such as the size of the network. Properly trained FB networks tend to give reasonable answers when presented with inputs that they have never seen [16] . From the analysis, the rank of importance of PDI was obtained using FB. Thus a model of the ranking of importance for damage to light structures founded on expansive soil can be constructed.
