Abstract The application of different methods for a microstructural analysis of functional catalysts is reported for the example of different Cu/ZnO-based methanol synthesis catalysts. Transmission electron microscopy and diffraction were used as complementary techniques to extract information on the size and the defect concentration of the Cu nano-crystallites. The results, strengths and limitations of the two techniques and of different evaluation methods for line profile analysis of diffraction data including Rietveld-refinement, Scherrer-and (modified) Williamson-Hall-analyses, single peak deconvolution and whole powder pattern modeling are compared and critically discussed. It was found that in comparison with a macrocrystalline pure Cu sample, the catalysts were not only characterized by a smaller crystallite size, but also by a high concentration of lattice defects, in particular stacking faults. Neutron diffraction was introduced as a valuable tool for such analysis, because of the larger number of higher-order diffraction peaks that can be detected with this method. An attempt is reported to quantify the different types of defects for a selected catalyst.
In experimental approaches, scanning probe microscopy and related techniques are very suitable tools to study the microstructure of model catalysts comprised of nanoparticles grown on flat surfaces [5] . In case of technically applied catalysts, however, usually powder diffraction methods and electron microscopy are used as complementary integral and local methods. While the latter allows a more or less direct observation of microstructural features [6] , the former requires careful evaluation and analysis of the diffraction pattern and peak profiles [7] . In catalysis the most popular way of such evaluation is the application of the Scherrer formula on the width of a selected XRD peak. There are some examples of a deeper analysis of the microstructure of powder catalysts in the literature, e.g. for Au/ZrO 2 [8] , Pt/SiO 2 [9] , Ag/Al 2 O 3 [10] and Ni-based hydrogenation catalysts [11] . However, often the routine microstructural analysis of diffraction data does not go beyond the simple estimation of the volume-weighted average crystallite domain size, which is obtained as the result of the Scherrer formula. One limitations of this analysis, which is unfortunately often not considered, is that it a priori assumes the absence of other peak broadening effects like lattice strain. Furthermore, it is usually only applied on one single peak, typically the strongest non-overlapping XRD line, and in such case neglects any anisotropic peak broadening effects. It also only yields average sizes and not size distributions, and-if performed on a single peak-is only valid for the crystallite dimension normal to the diffracting planes of the peak under study. Other complementary and more sophisticated methods for a microstructural analysis of diffraction data are available to address these issues [12] [13] [14] . These methods have mostly been developed in the field of materials science, e.g. for metallurgy of construction materials, but can in principle also be applied for catalysts.
Two characteristics of applied catalysts need special attention and often complicate a straightforward adoption of these concepts. These are that (i) catalysts usually are multi-phase composites, comprised for instance of active phase and support, which generate overlapping patterns while typically a special interest exists in only one, often in the minority phase; (ii) highly active catalysts typically are nano-structured and often only weakly diffracting materials [7, 15] . In the recent past, our group has worked extensively on preparation and characterization of a family of catalysts that is to a lower extent affected by these problems, while still representing (or being closely related to) industrially relevant catalyst materials: Cu/ZnO-based catalysts for methanol synthesis. In the industrial formulation, the active Cu phase is the major component with a content of 50 % or more and the Cu particle size in these catalysts is at the range of 5-15 nm [16] thus large enough to yield reasonable diffraction patterns of sufficient quality. Furthermore, it has been shown that the microstructure, in particular Cu lattice strain [17] and defect density [16] of the Cu phase, is an indicator of an increased catalytic performance and, thus, a microstructural analysis is directly relevant for understanding the catalysis of methanol synthesis. In a recent report [18] , we have shown that the concentration of planar defects in the bulk of the Cu nanoparticles scales linearly with the surface area-normalized activity of the catalysts. This observation can be explained by the changes in surface faceting that are introduced by the termination of extended defects at the exposed surface of the particles forming steps and kinks. In collaboration with the SUNCAT group at Stanford, the higher catalytic activity was confirmed by DFT calculations that clearly showed that surfaces steps that were stabilized by planar bulk defects exhibit more favorable adsorption properties compared to flat Cu surfaces [18] .
During this work, a set of characterization data, diffraction of neutrons and X-rays as well as transmission electron microscopy images, has been collected for Cu/ ZnO/(Al 2 O 3 ) catalysts with different preparation history. Herein, we report a comparative microstructural analysis of a selection from these high-performance catalysts. The aim of this paper is to develop a consistent picture of the microstructure of Cu/ZnO-based methanol synthesis catalysts from different characterization techniques (TEM and diffraction) using various evaluation methods, but also to critically assess the different approaches and to review their limitations as well as their strengths in a scholastic manner. Furthermore, we want to advertise the careful application of sophisticated evaluation methods of diffraction data to characterize the microstructure of catalysts.
Materials and Methods
Four different samples were investigated in this study: two differently prepared ternary catalysts consisting of Cu/ ZnO/Al 2 O 3 (labeled CZA-1 and CZA-2), one binary Cu/ ZnO catalyst that does not contain the alumina structural promoter (labeled CZ) as well as a macrocrystalline pure Cu-reference (labeled C-ref). All three catalyst samples are active in methanol synthesis and their relative catalytic performance as well as some major characterization data, which in part has been already published previously [18] , is compiled in Table 1 .
Sample Preparation
The pure Cu reference catalyst C-ref was prepared by coprecipitation of a Cu 2? nitrate solution (1 M) with a basic solution of Na 2 CO 3 (1.6 M) as the precipitating agent. The reaction was carried out at constant pH 6.5 at 65°C with an nitrate solution (70:30 molar ratio). The ageing time was expanded until 30 min after a characteristic minimum in pH and a change in color from blue to bluish-green occurred [19, 20] . A ternary benchmark Cu/ZnO/Al 2 O 3 catalyst CZA-2 was prepared accordingly, but with addition of 10 mol% Al while the Cu:Zn ratio was maintained (Cu:Zn:Al = 63:27:10). This catalyst is a laboratory reproduction of the industrial catalyst following the wellestablished recipe developed by ICI in the 1960s [20, 21] .
Another ternary catalyst CZA-1 was synthesized from an amorphous unaged precursor which was prepared by coprecipitation of a mixed Cu 2? /Zn 2? nitrate solution (1 M, 70:30) with an aqueous solution of NaCO 3 (1.6 M) containing 10 wt% Na 2 Al 2 O 4 . The reaction was carried out at constant pH 6.5 at 65°C with simultaneous continuous pumping of the slurry to the spraydryer (21.6 ml min -1 ) [22] . The residence time in the precipitation reactor was estimated to ca. 16 min. Thus in comparison with CZ and CZA-2, this catalyst precursor can be considered as unaged. Afterwards the blue powder was washed, filtered and spray dried again. Upon calcination in air at 330°C for 3 h all three catalyst precursors were converted into a mixture of the oxides. Around 7 g of a sieve fraction (250-355 lm) of the calcined samples were reduced in a fixed bed reactor (TPDRO 1100, CE instruments) in 5 % H 2 /He at 200°C (1 K min -1 , 80 ml min -1 ) for 13 h and finally in 100 % H 2 at 250°C for 5 h. The majority of the sample was used for the neutron diffraction experiments. A smaller part was passivated with N 2 O and used for the catalytic tests reported in Table 1 .
Neutron Diffraction
Approximately 5 cm 3 of the reduced sieve fractions were transferred under inert conditions into an indium-sealable vanadium sample holder for neutron diffraction. Neutron scattering data were collected using the Fine Resolution Powder Diffractometer (FIREPOD, E9) at BER-II research reactor hosted by Helmholtz Zentrum Berlin (HZB). The instrument works in Debye-Scherrer geometry. The area detector consisting of 64 single 3 He detectors covers an angular range of 0°-165°2h with an angular resolution of 0.1. By applying (711)-reflection plane of the Ge primary monochromator the wavelength 1.3077 Å was chosen for the experiments. By this sufficient quality data could be gained within a scan time of 24 h per sample.
X-ray Diffraction (XRD)
The catalyst CZA-1 was additionally investigated with XRD. The calcined materials was reduced before the measurement in an Anton Paar XRK 900 reaction chamber on a Stoe theta-theta diffractometer (Cu Ka radiation, k = 1.5418 Å ) equipped with a secondary graphite monochromator and a scintillation counter. For reduction the temperature was increased linearly in a 5 % H 2 in He atmosphere (100 ml min -1 , 2 K min -1 ) to 250°C and maintained isothermal for 2 h. The reduced catalyst was cooled to room temperature in the reduction gas before collection of XRD patterns (30°-100°2h, 0.02°steps, 16 s counting/step).
Diffraction Data Analysis
For sake of comparability, the diffraction data obtained from the X-ray or neutron diffractometer with different wavelengths k was transformed from solid scattering angle (2h) to a common abscissa in reciprocal space, Q, by Bragg's law:
Instrumental Broadening
The measured scattered intensity (I Q m ) was deconvoluted to account for the physical broadening of the sample due to size and structural imperfections (I Q s ) and the instrumental broadening (I Q i ), caused (in the case of X-rays) by wavelength dispersion and slits [23, 24] as well as axial beam divergence caused by monochromator geometry (in neutron diffraction) [25] . To determine instrumental resolution reference materials were measured [24] . For the present study LaB 6 was used for the XRD and Y 2 O 3 for the neutron diffraction measurements. An attempt to describe the 2h-dependence of the instrumental contribution was done by the experimental function described first by Caglioti et al. [26] , later simplified by Rietveld et al. [27] . A detailed description of modeling the instrumental resolution and deconvolution of the instrumental broadening can be found in the Supporting Information. Before peak deconvolution, the raw data has been smoothed using the Savitzky-Golay filter.
Analytical Profile Functions for Pattern Decomposition
For the application of pattern decomposition methods, the experimentally observed line profiles in constant wavelength X-ray and neutron diffraction data were described by pseudo-Voigt functions (linear combination of Gaussian and Lorentzian profiles) as introduced by Wertheim et al.
[28] with a mixing parameter g varying in a range from 0 (pure Gaussian) to 1 (pure Lorentzian):
The mixing parameter g relates the full width at half maximum (FWHM) H pV of the peak profile to the FWHMs of the individual Lorentzian (H L ) and Gaussian (H G ) components. For the determination of instrumental broadening or in classical line profile analysis, the commonly used integral breadth b pV is the ratio between integral intensity and amplitude. It can be easily derived by the mixing parameter g and the FWHM of the pseudoVoigt peak H pV according to:
Refinement and Simulation Methods
The refinement of structural parameters conducted along this study was performed using Diffrac.Suite TOPAS by Bruker [29] applying the well known algorithm introduced by Rietveld [27] that fits the observed reflection intensities by least-square minimization. For cases, where the scattering intensities between the theoretical and observed pattern differ tremendously, the software offers the possibility to perform a so-called 'hkl'-fit by decoupling the structure factor coefficient from the linear addition. This method, the Pawley technique is a variation of the Le Bailmethod [30] , which uses the Rietveld-algorithm to estimate reflection intensities without a ''structural'' model, wherein the reflection positions are given by the generated unit cell of the phase. This is in particular useful, when a good fit is needed for irregular (asymmetric) profiles due to texture or dislocations or in the case of the presence of a phase with an unknown structure, the observed structure factor can be used for the structural model according to Rietveld-algorithm. The latter technique has been applied in this study.
In the comparison with the convolutional fitting techniques (see below) all refinements done with the TOPAS software are referred to a Rietveld-type fitting in the discussion. The simulation of the Cu-pattern with varying concentrations of coherent, intrinsic stacking faults was carried out with DIFFaX, a Fortran program, written by Treacy et al. [31] . DIFFaX computes the average interference wavefunction scattered from each layer type occurring in a faulted crystal, by exploiting the recurring patterns found in randomized stacking sequences. In our simulations we used an infinite crystal size with a random sequence of intrinsic stacking faults in the [111] direction (ideal sequence in fcc: A-B-C-A) with a transition probability from 0.1 to 3.3 % from A to B and vice versa. The reflection intensities in the calculated powder pattern where fitted with an analytical pseudo-Voigt function to determine their Fourier-coefficients as a function of the stacking fault probability a.
Whole-powder-pattern-modelling (WPPM) was carried out with PM2K, a program, written and made freely available by Leoni et al. [32] . In contrast to the linear addition of coefficients, performed in the Rietveld-algorithm, PM2K fits the observed intensity of a powder pattern by an ab-initio Fourier-synthesis of a theoretical pattern with least-square minimization. The initial ''structure model'' is defined by the input lattice parameter of the phase and its indexed reflection peaks. As any (micro-)structural feature of the sample contributes an average interference wavefunction, the determination of their specific Fourier-coefficients can be used to convolve them in the Fourier-synthesis (for details see Supporting Information). In our fitting procedure, the neutron wavelength, sample displacement, initial lattice parameters and the Chebyshev background-polynomial parameters were adapted from the previous Rietveldrefinement and the instrumental broadening was determined as described above. The initial parameters for the defects analysis using PM2K were determined as described in the results and discussion section in detail. Because the TEM images do only show circular projections of the Cu particles, it can be safely concluded that the particle shape can indeed be approximated by a sphere and is not, for instance, a projection of aligned nano-rods. Thus, after reduction, the Cu particles in the Cu/ ZnO-based catalysts exhibit an isotropic shape and a surface faceting that does not favor exposition of large terraces. Evaluation of the Cu particle sizes based on a series of several images such as shown in Fig. 1a -c yielded the particle size distribution (PSD) curves as shown in Fig. 2 . The PSD histogram was found to be relatively uniform (see Supporting Information) and can be fitted with a log-normal function, which is in agreement with earlier work Fig. 1 Representative TEM images of CZ (a), CZA-1 (b) and CZA-2 (c) taken at moderate magnification that were used for particle size evaluation. d HRTEM image of a Cu nanoparticle in the sample CZA-1 that shows the presence of planar defects (stacking faults and twin boundaries, arrows) [16, 22] . From the PSD data, the volume weighted average Cu particle size has been calculated. It was 13.2 ± 0.1, 10.5 ± 0.5 and 11.0 ± 0.2 nm for the catalysts CZ, CZA-1 and CZA-2, respectively (the ± -value being the standard error, not the width of the PSD). This result is in agreement with the observation that the presence of the Al promoter leads to smaller Cu particles and a higher resistivity of the microstructure against sintering during reduction [33] .
The description of the catalyst's microstructure based on these direct observations obtained by TEM appears to be complete and unerring. However, several well-known pitfalls have to be taken into account and are briefly recalled in the following. First of all, it is important to consider that TEM is a local method. Care has to be taken to ensure that the aliquot of material transferred in the microscopy is representative of the whole batch of material under study. Also, the images taken need to be representative of the whole aliquot, e.g. by taking an adequate number of different TEM images at moderate resolution at different locations of the aliquot. A selection of different TEM images used for the PSD evaluation of the sample CZA-1 showing different Cu/ZnO/Al 2 O 3 aggregates of homogeneous microstructure is shown as an example in the Supporting Information. Concerning the former issue, it is important to assess the homogeneity of the sample by other complementary methods. This may include integral methods like diffraction to see if several phases are present (see below). But also other microscopy techniques of lower resolution like SEM can be useful to identify different types of material in a sample. EDX is especially important to detect local variations in the chemical composition that would indicate a heterogeneous sample. For the Cu/ZnO catalysts studied here, a relatively homogeneous microstructure was confirmed by a TEM-EDX study. The results for sample CZA-1 are shown in the Supporting Information showing that the fluctuations of the average local composition of the different Cu/ZnO/Al 2 O 3 aggregates are lower compared to comparable catalysts reported in literature [16] .
Based on such validated TEM data, a high validity range of the log-normal distribution of the particle sizes can be achieved, which requires a reasonable maximum relative error. Romeo et al. [34] stated, that for a number larger than 1,000 arguments (particles) the relative error reaches its minimum. To safely exclude improper statistics to affect the results, at least 1,300 particles have been evaluated for each catalyst in this study. Another source of uncertainty is the presence of very small particles below 3 nm. Their clear visibility in the TEM images is determined by contrast effects of the image generation and can be obscured leading to an underestimation of the lower-size tail of the PSD peak [35] . This effect is not only a function of the phase contrast between metal particle and support, but also depends on the quality of the used microscope and on the setting of the microscopy parameters for image taking [36] . Last, but not least the lower cut-off for the recognition of small particles critically depends on the eye of the operator. In particular in highly dispersed powder systems, the individual decision of the operator whether a small contrast variation is assigned to a particle or not will influence the average results. For example, in our group generally higher average volume-weighted particle sizes were obtained if the same TEM images were evaluated by a less experienced co-worker in all conscience. It is noted that the relative difference observed between different samples were usually confirmed by all operators. Thus, care has to be taken when comparing TEM-derived data reported in different literature studies, in particular if absolute values are concerned. The relative trend of a sample series determined under identical conditions by the same operator, however, can be regarded as reliable provided the material is homogeneous and the relative contrast of particles and support is comparable. However, it is certainly advisable in all cases to complement the size information determined by TEM by integral methods. Concerning our three Cu/ZnO-based catalysts, we conclude that both alumina-promoted CZA catalysts show relatively uniform PSDs with similar narrow widths, while the unpromoted CZ catalyst exhibits significantly larger Cu particles and a slightly wider PSD.
Additional information on the microstructure of the catalysts can be obtained from high resolution images. Due to the intrinsically bad statistics of HRTEM data, this information should not be used for quantification or extrapolation. However, atomic resolution images such as shown in Fig. 1d enable inspection of the Cu lattice in individual particles concerning the presence of extended defects. Planar defects, stacking faults and twin boundaries, are found quite frequently in most investigated Cu particle of all catalyst samples. An example is shown in Fig. 1d . These defects originate from imperfections in the stacking sequence of the close packed (111) layers and their influence on the diffraction peak profiles will be discussed below in more detail. Other HRTEM images of these and related catalysts can be found in [16, 19, 22] .
Phase Identification and Rietveld Refinement of the Neutron Diffraction Data
The phase analysis and crystal structure refinement using the Rietveld method will be treated here on basis of the neutron diffraction patterns. The evaluation of the XRD results will be discussed later in Sect. 3.5 that reverts on the results presented in this section. The advantage of neutron versus X-ray diffraction is that the intensity scattered at the nuclei does not decay with 2h, while X-rays interact with the spatially extended electron clouds of the atoms. Thus, higher intensity and a larger number of higher order peaks are usually detected at large 2h using neutrons. This is in particular important for a more reliable refinement of highly symmetric structures with only few reflections such as the fcc-Cu structure in our catalysts. The neutron diffraction patterns of the four samples are shown in Fig. 3 . All observed peaks do either belong to fcc-Cu or to Wurzite-type ZnO indicating the absence of other crystalline phases. It can be seen at first sight, that the Cu peaks of the catalysts are significantly broadened compared to those of C-ref. Furthermore, clear differences exist in the crystallinity of the ZnO component. As a first step of (micro-)structural analysis, the Rietveld-refinement procedure [27] was applied to the raw patterns. This widely applied method [12] is used to refine crystal structure parameters and to determine the phase fractions in multiphase samples. The Rietveld method fits the whole pattern simultaneously by calculation of the expected intensity at a given 2h and least-squares minimization of the difference between calculated and observed intensities through variation of the atomic structure parameters including atomic coordinates, Debye-Waller-factors and site occupancy. This method is very powerful and preferred to single peak and pattern decomposition methods in particular if the pattern is affected by peak overlapping. The best fits of the four samples are graphically represented in Fig. 3 and the refined structural details are shown in the Supporting Information. The lattice parameters of the Cu phases in the catalysts were 361.32 ± 0.06, 361.26 ± 0.12 and 361.19 ± 0.15 pm for CZ, CZA-1 and CZA-2, respectively (the ± -values being 39 the estimated standard deviation of the Rietveld fit). These values are slightly lower than the lattice parameter refined for C-ref, which was 361.413 ± 0.012 pm, and close to the literature value. The Cu lattice compression in the catalysts samples is small but significant and consistently observed in all three catalyst samples. It is likely an effect of the defective nature of the nanoparticles and/or the intimate interfacial contact of Cu and the ZnO-based oxide phases.
An important difference of the three catalysts is the crystallinity of the oxide phase. While in CZ the ZnO peaks are clearly present, they are much weaker in CZA-2, finally the pattern of CZA-1 can be satisfactorily fitted without any contribution of an oxide phase despite the similar ZnO content of all three samples. This is a results of the different preparation method. The suppression of precursor ageing as well as the presence of the Al 2 O 3 promoter lead to a more amorphous ZnO component [22] . No crystalline Al-containing phase can be detected in the patterns of the two CZA samples.
The observed differences in peak widths are typically attributed to small domain size and/or lattice strain effects. Both effects can be discriminated by the 2h-dependence of the peak widths, which is stronger for strain broadening. The peak widths and profiles are determined during the Rietveld refinement foremost with the goal to model the experimental pattern as good as possible with the lowest possible number of refined parameters. Thus, the 2h-dependency of the peak profile parameters is usually described using simple and steady functions with only a few parameters. Although these restrictions are certainly not optimal for a microstructural analysis of the peak profiles, most standard-Rietveld refinement programs have modules included that compare these few parameters with the instrumental resolution determined on a strain-free and macrocrystalline standard pattern and deliver a physical interpretation of this data in addition to the average crystal parameters. This procedure allows for estimation of the domain size as well as of the lattice strain, but it has to be taken into consideration that the Rietveld routine forces all different forms of peak broadening into this simplified scheme, regardless of its real physical origin. However, if only isotropic strain and isotropic size effects are present, i.e. the peak profiles can indeed be described reasonable well by a steady function over the whole 2h-range, this method can deliver accurate results. It is noted that some Rietveld programs additionally allow the use of different 2h-dependencies for different families of hkl, i.e. they take anisotropy of the size (shape) of the domain and of the lattice strain into account.
The Rietveld software package used for this study makes use of the so-called double-Voigt approach to differentiate between size an strain effects [37] . The crystallite domain size is given as an average volume-weighted column length based on the integral breadths of all reflections and amounts to 9.9 ± 1.2, 5.8 ± 0.6 and 7.1 ± 1.5 nm for CZ, CZA-1 and CZA-2, respectively. These values are smaller than the particle sizes determined by TEM, but the relative trend of the three samples is in good agreement between both methods. Generally, a smaller size is expected for the coherently scattering domains determined by diffraction compared to the particle size determined by TEM as one particle might consist of several domains. This size discrepancy between TEM-size and diffraction-size can be related to the observed presence of planar defects in the Cu particles, because individual particles can be divided into domains by stacking faults and twin boundaries (see below). The lattice strain Dd/d 0 is extracted from the Rietveld fits as a Gaussian distribution of the lattice spacings around an average value d 0 . Generally low values are observed for the catalysts and 0.05 ± 0.02, 0.16 ± 0.06 and 0.07 ± 0.05 % was found for CZ, CZA-1 and CZA-2, while an even lower value of 0.018 ± 0.004 % was detected for C-ref.
While Rietveld refinement is the preferred method to determine the (crystalline) phase composition and any details of the average ideal structure (like the Cu lattice parameter), the quantification of deviations from the ideal structural model that was used to calculate the expected intensities has to be treated with care. This is because the strain and size values given above do usually not consider effects of anisotropy. Anisotropic peak broadening can be induced by different sources such as anisotropic particle shape, anisotropic strain and defects. Careful inspection of the difference curves of the best Rietveld fits shown in Fig. 3 reveals clear indications for anisotropic effects in the three catalyst samples. It can be seen that the Rietveld routine does not succeed in accurately fitting all peak profiles of the Cu phase in the catalysts. Systematic deviations exist between experiment and calculated pattern as a result of the refinement yielding the best compromise for the peak profiles using the ''isotropic'' functions available. These deviations include an underestimation of the intensities of the 111, 311 and 420 peaks, while the 200 is overestimated and shows a negative residual in the difference curve. A similar but less clear effect is also observed for the higher order 400 peak, best seen in the pattern of CZ. Such systematic deviations are not observed for the macrocrystalline C-ref material. These deviations contain important information on the Cu micro-and defect structure that is not reflected in the Rietveld refinement results and will be evaluated in more detail in the following sections. Due to the isotropic cubic crystal structure of Cu and the approximately spherical shape of the particles seen in TEM, anisotropic size or strain effects can be excluded as the source of these deviations. As discussed by Warren [38] and later demonstrated by Balogh et al. [39] significant amounts of intrinsic stacking faults as well as twin boundaries can cause extensive anisotropic and nonuniform peak profile changes, which cannot be attributed neither to size nor to strain broadening. As the defective nature of our investigated material is known from earlier work [16, 18] and from the HRTEM results presented in Fig. 1d , planar defects are the likely origin of these effects in the methanol synthesis catalyst. Tsybula et al. [12] point out, that in case of nanocrystalline materials, local imperfections in the regular structure can be considered as elements of the nanostructure, being integral or specially imposed parts of the latter.
Pattern Decomposition Methods
Evaluation of a diffraction pattern using the pattern decomposition method is based on the description of the experimental pattern by the sum of several analytical functions for the peaks (here: pseudo-Voigt functions) and the background (e.g. a polynomial). Contrary to the Rietveld method, no structural model restricting the relative peak positions and intensities and no pre-defined form of the 2h-dependency of the peak profiles is used. Thus, the primary result of pattern decomposition is a number of independent peak profiles containing 2h-position, width and shape parameter. This method can be applied to single peaks, sections of the pattern or the whole data range. While extraction of structural information (lattice parameter) from this data is much less accurate compared to the Rietveld method, the peak profile parameters contain all information due to anisotropic effects needed for a full microstructural analysis. A comparison of Rietveld fit and pattern decomposition is shown in Fig. 4 for the 331 and 420 peaks of the sampe CZA-1.
These two peaks, which due to their high Q and often low intensity are only rarely recorded in XRD patterns of fcc nanomaterials, show an anisotropic broadening. The 331 at lower scattering angle is significantly broader compared to the neighboring 420 peak. The Rietveld routine applied in this study tries to fit these peaks with similar widths and with interdependent positions given by the Cu lattice parameter. As a result, the intensity of the sharper 420 peak is not properly described in the calculated pattern. Additionally, only the outer tails of the doublet are adequately fitted while the inner tails are underestimated. As a consequence, the calculated spacing of the peaks is larger than the experimentally observed one. Naturally, the model-free pattern decomposition approach with its higher numbers of parameters and less restrictions allows fitting this feature more satisfactorily. It is noted, however, that this method generally deals much worse with peak overlapping and some instrumental artifacts like the zero-shift of the Q-scale that can be treated much better with the Rietveld method. For the analysis of the catalysts in this study, a combination of Rietveld and pattern decomposition was used to mitigate these problems. The zero-shift and the peak profiles of the ZnO phase (if present in crystalline form) were determined by Rietveld refinement and used for correction of the raw peak profiles of the Cu phase extracted from pattern decomposition. Furthermore, the instrumental contribution to the peak profiles was deconvoluted from the experimental data as described in the Supporting Information.
Application of the Scherrer Equation
As mentioned in the introduction, the application of the Scherrer equation is probably the most popular method of extracting size information from diffraction data, but it is subjected to several limitations that need to be taken into account for a physical interpretation of the results. Scherrer [40] related the integral breadth b of a diffraction line to the finite size of the diffracting crystals normal to the diffracting planes, also named column length L, or apparent crystal size, by the expression [41] :
The ''apparent'' crystal size D eff can be obtained from the column length L
wherein K is a form-factor ('Scherrer-constant'), which takes the size distribution of different reflecting planes (e.g. for spheres) into account. It has to be considered that a distribution of crystallite sizes will affect the breadth of a reflection in different ways [23, 38, 42, 43] . In case of a certain size-distribution (e.g. Log-normal) a modified Scherrer-constant must be used. Langford et al. described, that the breadth of diffraction maxima for crystallites having the same shape vary systematically with the indices of reflection. If a certain crystallite shape is known or assumed from additional methods, adequate values might be assigned to K [43] . For this study, a value of K = 0.89 for spherical shape was used based on the TEM results (while K = 0.9 is recommended for cubic crystals and also in case of unknown crystal shape [23] ). Applicability of Scherrer-Formula is restricted to pure physical broadening Table 2 . It can be seen that the anisotropy of the peak profiles is reflected in variations of the calculated domain sizes. For example, within the sample CZA-1 the resulting sizes vary between 1.7 and 4.8 nm obtained for the 400 and 111 peak, respectively. This is a result of the anisotropic peak profiles already observed in the difference plots of the Rietveld refinements. Accordingly, the Scherrer approach predicts for all samples a larger domain size in the [420] direction compared to [331] as a result of the sharper peak profile of the former reflection, as seen in Fig. 4 . These variations shall not be interpreted as anisotropy of the particle shape, which as seen by TEM is rather isotropic. The average values are smaller than the ones obtained by the Rietveld analysis, probably because the strain contribution to the peak width is neglected in the Scherrer analysis. Even the size trend CZ [ CZA-2 [ CZA-1 that has been consistently found by Rietveld analysis and TEM is now changed to CZ [ CZA-1 [ CZA-2, which might be an artifact due to the slightly differences in strain.
The values in Table 2 are an example how important microstructural information can be easily overlooked if the analysis is solely based on Scherrer evaluation of a single arbitrarily chosen peak. It must be kept in mind that such one-peak evaluation gives only a crude estimation of the domain sizes, but does not reflect the whole microstructural information from the peak profiles and cannot account for anisotropic effects. The example of the Cu/ZnO-based catalysts furthermore shows that the resulting size domain information should not be pre-maturely interpreted as ''particle size''.
Williamson-Hall Methods
In contrast to the Scherrer analysis, the evaluation of peak profiles obtained by pattern decomposition using the method of Williamson and Hall is able to discriminate between strain and size effects and yields average values of microstructural parameters [42] . In the case of negligible instrumental broadening (e.g. for certain synchrotron data or for a semi-quantitative evaluation of a series of samples measured on the same machine) the application can be straightforward, but otherwise great care must be taken to model or measure instrumental contribution very accurately.
The method assumes that, if the reflection profiles can be satisfactorily fitted by a pure Lorentzian function, the total physical broadening of a reflection profile is a linear addition of 'size' (b S ) and 'strain' (b D ) effects. The socalled 'Williamson-Hall plot' is a good starting point for a quantitative description of the microstructure. For isotropic effects, the plot of b S?D (cosh)/k (in nm -1 ) versus 2sin(h)k (in nm -1 ) should results in a straight line. The crystallite domain size D hkl can be derived from the intercept and the mean residual strain e hkl from the slope [44] .
However, such a plot does hardly give straight lines for the three catalyst samples as shown in Fig. 5 . Only the macrocrystalline C-ref sample shows an almost linear distribution of the data points indicating that Cu-ref is the ''most isotropic'' material in the study as expected and in agreement with the other methods applied. Due to the large scattering, the Williamson-Hall plots of the other samples should not be evaluated in detail. The large deviation from linear regression can be interpreted as anisotropic behavior due to non monotonous 2h-dependence of the diffraction profile widths [45] . Such anisotropy in Williamson-Hall plots was attributed to lattice dislocations/imperfections [45, 46] and/or twin faulting [38, 47] .
Thus, the Williamson-Hall plots in Fig. 5 are a graphical representation of the anisotropy that has been observed already in the systematic deviations of the difference curve of the Rietveld refinement and in the scattering of the domain size values obtained by the Scherrer analysis. Close inspection of Fig. 5 reveals that the deviation from linear behavior is in particular caused by an extraordinary broadening (a too high value of b(cosh)) of the 200, 400 and 331 peaks-those peaks that tend to be overestimated by the Rietveld algorithm and that deliver the lowest size values upon application of the Scherrer equation. Note that Fig. 5 , strain in Supporting Information). However, the results still suggest that the crystallites in CZA-2 are smaller than in CZA-1. Ungar and Borbely introduced a modified WilliamsonHall plot, which they applied successfully on the line profile analysis of an ultrafine grain Cu specimen [48] that can account for the anisotropic behavior using an additional fundamental parameter, the contrast factor C. The average contrast factor C is a weighted average of individual contrast factors, which is obtained by averaging over all permutations of the Miller indices of a particular reflection. In the modified Williamson-Hall plot the FWHM DK is plotted versus a term K ffiffiffi ffi C p : DK D is a strain term contributing to line broadening and D is the average grain or particle size (K = 2 sinh/k, and DK = 2 cosh(Dh)/k) [48] . Ungar and Tichy point out, that the numerical calculated C factors of copper were averaged assuming equal dislocation population in each possible slip system and equal probability of edge and screw dislocations [46] . Numerical values for different slip systems as well as average C factors are given in the literature [46, 48] . The values used for C in this study were calculated according to Ref. [46] . For sake of conciseness the reader is referred to the literature [46, [48] [49] [50] for mathematical derivation and theoretical background. As the correlation is for spherical particles and the slope is fitted over several orders of reflections, the averaging Scherrer-factor of 0.9 (log-normal distributed spheres) was used in Eq. (6) . The modified WilliamsonHall plots of the three catalyst sample are shown in Fig. 6 .
It can be seen that the modified Williamson-Hall method deals much better with the anisotropy of the experimental peak profiles and that the deviation from linearity is less compared to the classical Williamson-Hall plots. Concerning the size data, the numerical results obtained from this method are slightly larger and can be considered as more reliable, but have no influence on the relative order of the catalysts.
The systematic deviations in the classical WilliamsonHall analysis and the fact, that the modification to take the effect of defects into account, delivers less deviation are additional indications that the microstructures of the methanol synthesis catalysts are affected by structural defects. The anisotropy induced by stacking faults in an fcc lattice is discussed in the following section in detail, concerning the effect of and twin boundaries and line defects like dislocations, the reader is referred to the Supporting Information for a brief treatment or to the literature cited there.
Anisotropy due to Stacking Faults
Cu is known to form stacking faults in direction of the crystallographic [111] direction [38, 51, 52] , the ideal stacking fcc sequence being A-B-C-A-B-C. By addition of an additional A layer one achieves a sequence of A-B-C-A-B-A-C-A-B-an extrinsic stacking fault. According to Warren [38] , extrinsic stacking faults do not contribute significantly to peak broadening; therefore only intrinsic stacking faults (missing C layer, A-B-C-A-B-A-B-C-A) are considered here. If an intrinsic stacking fault occurs, the fcc structure becomes locally isostructural to the hcp structure with a section of an A-B-A-B stacking sequence. The A layer is displaced to B by x = 2/3, y = 1/3 and z = 1 and B to A by x = 1/3, y = 2/3 and z = 1. This is a known source of anisotropic peak broadening as observed in the neutron diffraction data of the three catalyst samples. It is described in the literature and in many crystallography textbooks [38, 53] that stacking faults affect those components of the peak, for which h ? k ? l = 3N ± 1, while components with h ? k ? l = 3N are not affected. As an example, of the eight components of the highest 111 peak, six will be affected, while two remain unaffected. (The multiplicity of {111} is eight and the peak contains intensities diffracted at (111) and (111), which remains unaffected, and at (111), (111), (111), (111), (111), (111), which will be affected.) To illustrate these two groups, the (111) and (111) planes are drawn into a HRTEM image of a typical faulted Cu particle [54] in Fig. 7 representing peaks that are unaffected and affected by stacking faults.
In practice, this means that six components of the 111 peak will be shifted and broadened and form a shoulder at the higher angle tail of the 111 peak. This type of peak broadening will be most pronounced for those peaks that do not contain any contribution that remains unaffected, which are the 200 (6 components broadened and shifted to lower angles), the 400 (6 components broadened and shifted to higher angles) and the 331 (6 components broadened and shifted to lower angles and 18 components broadened and shifted to higher angles). Indeed, these three peaks that show the largest deviation from the linear behavior in the Williamson-Hall plots and deliver the lowest domain sizes in the Scherrer-analysis. Based on these qualitative considerations, also the systematic deviations in the Rietveld residual can be understood. For example, Fig. 4 shows the inability of the Rietveld algorithm to adequately describe the peak profiles of the 331 and 420 peaks based on the ideal fcc model and an isotropic evolution of the peak width with 2h. As a result of stacking faults, a net shift of the peaks towards each other (12 components of the 420 will be shifted to lower angle while 12 components will remain unaffected) and a larger width of the 331, which does not contain any unaffected components, can be expected. Indeed the experimental data clearly shows a narrower peak of the 420 resulting in a higher peak maximum compared to the 331. Furthermore, the extra intensity at the inner tails of the peak doublet indicates that the true peak positions are closer together on the 2h-scale than calculated by the Rietveld software.
As shown above, the model-free pattern decomposition method can be used to analytically describe these small but systematic differences in the peak profiles. In a recent paper, we have applied such pattern decomposition to determine the peak positions and relative d-spacings of the 111 and 200 in comparison to the 222 and 400 for a series of Cu/ZnO-based methanol synthesis catalysts [18] . It was found that both pairs are shifted into opposite directions (111 and 200 towards and 222 and 400 away from each other) as is expected as a result of the presence of stacking faults. The deviation from the ideal value was used to quantify the stacking fault probability in the catalysts according to simple equations introduced by Warren [38] : where a is the stacking fault probability. As a result of stacking fault determination according to Eq. (8), a linear relation between stacking fault probability and the specific activity of the exposed Cu surface area was found. The stacking fault probabilities a of C-ref, CZ, CZA-1 and CZA-2 were 0.0018, 0.0061, 0.0050 and 0.0155, respectively [18] . This quantification is capable of finding reliable trends within a series of samples, but the absolute values suffer from the fact that it is solely based on the peak positions and neglects additional information from the peak widths and shapes. Velterop et al. [55] pointed out that the relation between peak maximum shift and stacking fault probability deviates from linear behavior above a = 0.025, because the peak positions in the convoluted raw data are dominated by the unaffected components. Herein, we report an attempt to additionally use the full peak profile information for such quantification. The profiles of deconvoluted Cu peaks that are affected by stacking fault broadening can be simulated using the DIFFaX software [31] . The profiles expected for three different stacking fault concentrations are shown in the first row in Fig. 8 for selected reflections. These profiles are generally much narrower than the experimental peaks, because in the simulation no additional sample or instrumental broadening was considered. The different evolution of the peak profiles with increasing stacking fault concentration can be seen. For instance, the 111 peak (222 peak) develops a shoulder at the higher (lower) angle side, while the 200 peak (400 peak) is symmetrically broadened and shifted to lower (higher) angles. However, for the 220 for instance no such clear trend is observed (Fig. 8) .
To analyze the experimental peak shapes, the raw data has been deconvoluted by the instrumental contribution (see Supporting Information for details). Although the signal-to-noise ratio of the neutron diffraction patterns of the catalysts is lower than recommended for a thorough peak shape analysis [42] , the quality of the data after smoothing is sufficient for an estimation of the number and relative position of the different contributions to the total peak profile. It should be noted, that only smoothing- deconvolution procedure was applied to all peaks and all experimental patterns. Note the smaller Q-scale for the 1st row on the uppermost panels, which is compared to the scale of row 2-5 by the red lines between the 1st and 2nd row routines, which do not affect the peak position should be applied (e.g. weighted average or Savitzky-Golay, the latter was used here), as seen in Fig. 8 , there is a good qualitative agreement between the simulated and measured peaks concerning the expected presence or absence of shoulders as a result of those peak components, which are affected by stacking faults. For example, a shoulder at the higher (lower) angle side of the 111 peak (222 peak) can be seen in all deconvoluted profiles of the catalyst samples, while the 200 peak (400 peak) do not show asymmetric broadening. Only negligible peak anisotropy was observed for the macrocrystalline C-ref sample. It is noted that, in contrast to the raw data, the deconvoluted peaks can be described by pure Gaussian, which indicates that macroscopic stresses can be neglected as a source of anisotropy. If only the affected components of the deconvoluted peaks are used for an estimation of the stacking fault probability a according to Eq. (8) generally higher values are obtained as reported in Fig. 8 , in particular for the CZA-1 catalyst.
Summarizing the results obtained until this point, it can be concluded that a consistent picture of the catalyst's microstructures emerges. There is a pronounced difference in particle and crystallite domain size between the binary CZ and the promoted CZA catalyst samples based on the results obtained by TEM and diffraction. Moreover, there are clear indications for the additional presence of structural imperfections that need to be taken into account for a complete description of the catalyst's microstructures. These indications are deviations from isotropic behavior observed in the Rietveld, Scherrer, and Wiliamson-Hall analyses and in the deconvoluted peak profiles. The individual deviations might not seem dramatic, but careful inspection clearly reveals a systematic pattern that can consistently be explained by the effect of stacking faults in the Cu nanoparticles. It is thus important to keep in mind that defects can have a significant effect on the quantitative results, e.g., of the Scherrer evaluation. It is noted that in addition to the effect of stacking faults discussed above in detail, also twin faulting, dislocations and microstain will affect the diffraction peak profiles. A disentanglement of these contributions is not straightforward and an attempt will be reported in the following section.
Whole Powder Pattern Modeling (WPPM)
Including the Effect of Defects
WPPM of the Neutron Diffraction Data
The WPPM method is the most sophisticated way to extract microstructural information on defects from powder patterns. In this section, the comprehensive analysis of the catalyst's microstructure based on this method will be described. It is noted that accurate application of this method requires very high quality data in terms of signalto-noise, preferably higher than in our neutron diffraction datasets. However, based on the previously obtained results from other methods that clearly confirm a visible effect of defects on the peak profiles and deliver reasonable starting parameters for the refinement and on the fact that the relatively high number of ten peaks can be simultaneously fitted, we report an attempt to use WPPM on the neutron diffraction pattern of the catalyst CZA-1 and the reference material C-ref, which are not affected by peak overlap due to the presence of other crystalline phases than Cu. WPPM includes a Fourier-synthesis from the parameterdependent Fourier-coeffcients (A L ) that allow the refinement of a variety of defect parameters. In comparison with the manual pattern decomposition methods used for the Scherrer and Williamson-Hall analyses or the peak deconvolution method as shown above, the major advantage of this method is that, like in Rietveld fitting, the whole pattern information is used simultaneously. In contrast to the Rietveld-algorithm, the methodology behind WPPM is a convolutional fitting of the experimental pattern. Each contribution to a scattered intensity in an experimental powder pattern, whether due to the ideal structural model or originating from structural imperfections, can be described by a simplified Fourier-series of the type:
In this study the program PM2K written by Leoni et al. [32] was used. In addition to the lattice parameter, also the domain size D ave and its statistical distribution, the stacking fault probability a, the twinning probability b (unfortunately usually given the same Greek letter like the integral peak breadth), the dislocation density q, the effective outer cut-off radius R e , the mixed average Burgers vector b (describing magnitude and direction of a dislocation, due to edge and screw dislocations) and the stacking fault energy c are refined to model the peak profiles. Thus, the methodology simultaneously accounts for the effect of various types of defects and good starting parameters are essential to achieve a stable fit and physical meaningful results.
In a first step the contrast factors were refined with the pattern of C-ref without the inclusion of any defect model. The refined contrast factors are very similar to the used initial ones, calculated from literature values of the anisotropic elastic constants for the modified Williamson-Hall analysis (see Supporting Information) and applied to the catalyst sample. The crystal volume was calculated from the PSD determined by TEM (see above) and fixed during refinement. Initial values for a have been calculated according to Eq. (9) applied to the affected deconvoluted peaks (Fig. 8) and those for b were determined through the relation [38] :
using the Scherrer equation only on the unaffected deconvoluted peak contributions to determine D hkl . The starting value for D ave was taken from the modified Williamson-Hall analysis. By using these initial parameters, a stable and reliable fit was achieved. A direct comparison of the residuals from WPPM and Rietveld ( Fig. 9 ) reveals the consistency of the underlying structural and defect model. It can be seen that the PM2K method deals much better with the experimental peak profiles and successfully models the anisotropic features that cause deviations in the difference curve of the Rietveld fit. For instance, comparison of the 331-420 region of the pattern reveals that the PM2K fit describes this doublet almost equally well as the model-free pattern decomposition method shown in Fig. 4 .
The results of the WPPM (Table 3) confirm once again that the difference between the macrocrystalline C-ref and the catalyst CZA-1 is not only the smaller domain (and particle) size of the latter, but that the Cu phase in the catalyst is substantially faulted and bears stacking faults, twin boundaries and dislocations that can explain the shifts and anisotropy of the peak profiles. The order of magnitude of the achieved stacking fault energy of the catalyst is in reasonable accordance with the literature results reported in the work of Reed and Schramm [56] who determined values in the range of 25-70 mJ m -2 by XRD. Interestingly, the Burgers vector assuming an equal ratio between edge and screw dislocations, which is a general materials property of Cu, is refined to a similar value in both materials despite their very different microstructure. The slight lattice contraction of the Cu nanoparticles in the catalyst sample that has already been observed by Rietveld refinement is confirmed by the PM2K results indicating an overall consistent fitting result. Figure 10 shows an area-normalized comparison of the domain size distribution extracted from the WPPM-fit and the PSD as determined by particle counting in the TEM images. With the knowledge of the defective nature of the Cu particle, the discrepancy is easily explained by the difference in the underlying methodology. While in TEM the model is fitted to the appearance frequency of the particles (with a real space diameter), the WPPM distribution assumes a relatively narrow log-normal distribution around D ave . Figure 10 can be interpreted in a way that each particle observed in TEM (approximately 10 nm) roughly consists of two domains of a size of approximately 5 nm, which are separated by a planar defect.
Analysis Based on Standard-XRD
The use of X-rays for diffraction experiments is much more common and as this is a laboratory technique also more convenient than neutron diffraction. In catalysis research XRD is a standard technique for catalyst characterization, but the application of microstructure analysis methods, with the exception of the Scherrer formula, is not routine. In this last section, we discuss how the features of anisotropy affect a standard XRD pattern for the example of the Fig. 9 Comparison of the best fits using an ideal structure model (Rietveld, upper panel) and a methodology that accounts for the presence of lattice imperfections (WPPM, lower panel) Table 3 Refinement results of the PM2 K-fit of the neutron diffraction patterns of C-ref and CZA-1 (a lattice parameter, D ave domain size, a stacking fault probability, b the twinning probability, q dislocation density, R e effective outer cut-off radius, b the Burgers vector, c stacking fault energy, GOF goodness of fit) CZA-1 catalyst. The comparison between the Rietveld and WPPM fit is shown in Fig. 11 for a selected section of the pattern. The problems of the Rietveld fit are less obvious in the XRD data and only clearly seen for the first two reflections.
However, if carefully inspected, Fig. 11 shows similar phenomena as discussed previously in detail for the neutron data. The ideal structural model cannot simultaneously fit the more narrow width of the 111 and the shifted position of the 200 in an adequate manner. In the light of the above considerations, the experienced XRD scientist can find indications for defects in the typical down-updown and up-down pattern of the difference curves of the 111 and 200 peaks even in this routine XRD pattern of standard quality. Indeed, the WPPM-fit can describe the experimental data much better taking the presence of defects into account. It is noted that also a full quantitative defect analysis of fcc metal nanoparticles is possible based using the WPPM method on XRD data as has been shown by the group of Weidenthaler for Au/ZrO 2 catalysts [8] , but such complete analysis requires extremely high quality data.
Conclusion
As discussed in the sections above, fcc metals like Cu can contain a large number of lattice imperfections of different dimensionalities ranging from vacancies over edge or screw type dislocations to areal defects such as stacking faults and twin boundaries. The observed intensity in a diffraction pattern is a convolution not only of the contributions due to the reflecting planes and instrumental broadening, but also of such lattice imperfections and of contributions due to size distribution. This can be used for a microstructural analysis of diffraction data, for which well-established methods are available whose application unfortunately still an exception in catalysis research. For the example of the methanol synthesis catalysts, it was shown that the presence of defects leads to deviations from an isotropic evolution of the peak profiles with 2h in neutron diffraction patterns of several nano-structured Cu/ZnO-based materials. In comparison with a macrocrystalline pure Cu reference sample, clear indications for the presence of stacking faults in the catalysts' Cu particles have been observed in the residual of the Rietveld fits, in the scattering of the peak widths extracted from pattern decomposition, in the profile analysis using peak deconvolution as well as in the whole power pattern modeling. The existence of this type of defect was furthermore directly proven by HRTEM observations. In comparison with the domain size determined by diffraction methods, the particle size found the TEM images was significantly larger, which also points to the presence of planar defects that may separate the nanoparticles into individual smaller domains. The deconvolution of the instrument function from the experimental pattern is mandatory to quantitatively describe the faulting probability. By an accurate determination of the apparent crystallite size with the help of the symmetric analytical fit of the unbroadened peak contributions by the classical Scherrer or modified WilliamsonHall analysis, physically meaningful values can be achieved. However, as the classical models for determining domain sizes from diffraction data rely on the assumption of uniform and mono-modal particle size distributions, complementary TEM studies are mandatory. Furthermore, it is noted that the results obtained by peak deconvolution exhibit high sensitivity to smoothing if such process was applied on noisy data. The (semi-)quantification of microstructural parameters like size and defect concentration of the catalysts CZ, CZA-1 and CZA-2 yielded different absolute values depending on the method used. Concerning the size, a clear trend was found among the three catalysts showing that the unpromoted catalysts CZ was least-nanosized, while the two differenty prepared Al 2 O 3 -promoted catalysts exhibit similar crystallite sizes. Depending on the method used, only slight but significant relative differences concerning these two samples were also observed. The large differences in the exposed Cu surface area between these catalysts must, however, be explained by embedding of the Cu particles in CZA-1 in the amorphous oxide matrix. Concerning the defect concentration, the relative results are not so clear. Based on the determination of the stacking fault probability from the peak shifts, CZ and CZA-1 show lower values than CZA-2 in agreement with the intrinsic catalytic activities. Based on the analysis of the deconvoluted peak profiles, both ternary CZA catalysts are richer in defects than the binary CZ. For the datasets reported in this study, we regard the peak shift method as more reliable regarding the relative differences of the catalysts, because the peak maxima can be more accurately determined even for unsmoothed profiles. In any case, care has to be taken when comparing absolute data of size or defect concentrations that have been determined by different methods. Concerning size data, Table 4 gives a summary of the methods that have been used in this work.
The most sophisticated method of defect analysis from powder diffraction data is the WPPM, but high quality data and proper initial parameters concerning instrumental contribution, faulting probability, dislocation density, linear expansion properties and particle size distribution are required, which is often a problem for realistic catalysts. However, a good measure for the quality of a fit is rather a matching, flat residual than numerical correlation factors. If this is obtained with physically plausible parameters and in general accordance with the results achieved with complementary methods, a reliable (semi-)quantitative microstructural characterization should also be possible for many catalysts. Qualitatively, the typical signature of planar defects on the peak profiles can be sometimes already seen in standard XRD evaluation, if the fitting residual is carefully inspected as was shown for the methanol synthesis catalysts under study. For such complex composite nanomaterials, we recommend the comparative application of different line profile analysis methods to scan for consistent anisotropic effects by looking at more than one reflection. This can already by easily done using a simple pattern decomposition method like the Williamson-Hall analysis.
