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1. Introduction and results
In this paper, we consider simple, finite, and undirected graphs.
Let φ be a coloring of the vertices of a graph G. A simple path P = (v1, . . . , v2r) in G is repetitive if φ(vi) = φ(vr+i) for
all i = 1, . . . , r . A coloring φ is nonrepetitive if no path in G is repetitive. The minimum number of colors needed in such
a coloring is denoted by π(G) and it is called the Thue chromatic number of a graph G (cf. [7]). Note that, it is not obvious
that this parameter is bounded even for paths. A motivation for studying nonrepetitive colorings came from the following
theorem of Thue.
Theorem 1 (Thue [11]). If Pn is a path on n ≥ 4 vertices, then π(Pn) = 3.
This implies that π(Cn) ≤ 4 for a cycle Cn on n vertices. The precise value of the Thue chromatic number for cycles has
been determined recently.
Theorem 2 (Currie [5]). If Cn is a cycle on n ≥ 4 vertices, then π(Cn) = 4 for n ∈ {5, 7, 9, 10, 14, 17}. Otherwise π(Cn) = 3.
For an integer d ≥ 2, let π∗(d) be the supremum of π(G), where G ranges over all simple, finite, and undirected graphs
of maximum degree at most d. The only known exact value of π∗(d) for d ≥ 2 is π∗(2) = 4 [5]. Note that, it is not obvious
a priori that π∗(d) is finite for any d ≥ 3.
Theorem 3 (Alon et al. [1]). There exist absolute constants c1, c2 such that c1 d
2
log d ≤ π∗(d) ≤ c2d2 for every integer d ≥ 3.
The upper bound in Theorem3was proven by the local lemma (cf. [2]) while the lower bound follows from a construction
based on random graphs. In Theorem 4, an explicit constant c2 is given.
Theorem 4 (Grytczuk [7]). π(G) ≤ 16d2 for a graph G of maximum degree d ≥ 3.
For an integer d ≥ 3, let c(d) = min

α2

α2d
α2d−1
αd 2α−1
(α−1)2 | α > 1

.
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Note that c(d) exists for all d ≥ 3 and, because

y
y−1
y
is a strictly decreasing function for y > 1, that c(d) is strictly
decreasing in d.
Furthermore, limy→∞

y
y−1
y = e, hence, limd→∞ c(d) = minα2 e 2α−1α(α−1)2 | α > 1 = 12.69 . . . . Beforewepresent our
first result improving Theorem 4, let us give some values of c(d): c(3) = 12.91 . . ., c(4) = 12.85 . . ., and c(5) = 12.82 . . . .
Theorem 5. π(G) ≤ ⌈c(d)(d− 1)2⌉ ≤ ⌈12.92(d− 1)2⌉ for a graph G of maximum degree d ≥ 3.
Next we study a variant of nonrepetitive vertex coloring for plane graphs which is less constrained. Analogously as
in [8], we introduce a facial nonrepetitive coloring as follows. If G is a connected plane graph, a facial nonrepetitive vertex
coloring of G is a vertex coloring such that any facial path (i.e. a path of consecutive vertices on the boundary walk of a
face) is nonrepetitive. The facial Thue chromatic number of G, denoted by πf (G), is the minimum number of colors of a facial
nonrepetitive vertex coloring of G. Obviously, πf (G) ≤ π(G) for each plane graph G. Note that the facial Thue chromatic
number depends on the embedding of the graph. It is a conjecture (cf. [7]) that there is an absolute constant C such that
π(G) ≤ C for each planar graph G. This conjecture is proven for a tree T (see [4]), where π(T ) ≤ 4, and for outerplanar
graphs G (see [3,9]) with π(G) ≤ 12. It is also an open problem whether C exists such that πf (G) ≤ C for each plane graph
G. To our knowledge, no better result is known so far as πf (G) ≤ 16d2 following already from Theorem 4.
Our second result Theorem6 is a consequence of the technical results of Lemma11 being proven by probabilisticmethods
in the next section. It presents results on the behavior of πf (G) and the best known upper bounds on πf (G) if d is small.
Moreover, if G is Hamiltonian then this upper bound is a constant independent on d.
Theorem 6. If G is a 2-connected plane graph of maximum degree d ≥ 3 then
(i) πf (G) ≤ 120 ln d,
(ii) πf (G) ≤ min

29(d− 2), 39√d− 2, 47 3√d− 2,
(iii) πf (G) ≤ 29 if d = 3, πf (G) ≤ 44 if d = 4, πf (G) ≤ 59 if d = 5, πf (G) ≤ 67 if d = 6, and πf (G) ≤ 73 if d = 7, and
(iv) πf (G) ≤ 16 if G is Hamiltonian.
2. Proofs of Theorems 5 and 6
Proving Theorems 5 and 6,wewill follow the basic ideas of the proof of Theorem4 in [7]. Given randomevents A1, . . . , An,
the dependency graph D = (V , E) is a simple undirected graph on the set of vertices V = {A1, . . . , An}, such that each event
Ai is mutually independent of the events {Aj | AiAj ∉ E}.
In the sequel, we will use the following version of the local lemma.
Lemma 1 (cf. [2,7]). Let A1, . . . , An be events in any probability space with dependency graph D = (V , E). Let V = V1∪· · ·∪Vk
be a partition such that all members of each part Vr have the same probability pr . Suppose that the maximum number of vertices
fromVs adjacent to a vertex fromVr is atmost ∆rs. If there are real numbers 0 ≤ x1, . . . , xk < 1 such that pr ≤ xr ∏ks=1(1−xs)∆rs
for all r , then Probability
n
i=1 Ai

> 0.
Lemma 2. If 0 < y0 < 1 and γ = − ln(1−y0)y0 then 1− y ≥ e−γ y if and only if 0 ≤ y ≤ y0.
Proof. We have γ > 1 because 1− y0 < e−y0 for y0 > 0. Furthermore, e−γ y is a convex function and 1− y = e−γ y if y = 0
or y = y0. 
It holds xt + xt+1+ xt+2+ · · · = xt(1+ x+ x2+ · · ·) = xt1−x for 0 < x < 1 and an integer t ≥ 1, hence, by differentiating
this equation and multiplying the resulting identity by x, we obtain txt + (t + 1)xt+1 + (t + 2)xt+2 + · · · = txt+(1−t)xt+1
(1−x)2 .
Substituting x = 1
α
implies Lemma 3.
Lemma 3. If t ≥ 1 is an integer and α > 1 then∑∞s=t 1αs = 1αt−1(α−1) and∑∞s=t sαs = tα−t+1αt−1(α−1)2 .
Proof of Theorem 5. Let f vS (l) be the number of paths on l ≥ 1 vertices in G starting in a fixed vertex v ∈ V (G) but avoiding
a set S of at most one prescribed edge incident with v.
Furthermore, for t ∈ {0, 1}, let gt(l) = max

f vS (l) | |S| = t, v ∈ V (G)

.
Obviously, gt(1) = 1, gt(2) ≤ d− t , and gt(l+ 1) ≤ (d− 1)gt(l) for t ∈ {0, 1} and l ≥ 2. We obtain
Lemma 4. If t ∈ {0, 1} and l ≥ 2 then gt(l) ≤ (d− t)(d− 1)l−2.
Let pv(s) be the number of paths on 2s (s ≥ 1) vertices in G containing a fixed vertex v ∈ V (G). Furthermore, let
q(s) = max{pv(s) | v ∈ V (G)}.
Lemma 5. q(s) ≤ s+12 d(d− 1)2s−2.
Proof. For a path Q on 2s vertices containing a fixed vertex v, let hQ (v) be the number of vertices of the shorter one of the
two subpaths of Q connecting v with an endvertex of Q . Then hQ (v) ∈ {1, . . . , s}. We will use Lemma 4 and fix hQ (v) = i.
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The number of these paths Q is at most g0(2s) ≤ d(d − 1)2s−2 if i = 1. If i ≥ 2 then there are at most

d
2

pairs of edges
belonging toQ both incident with v, hence, the number of these pathsQ is at most

d
2

g1(i−1)g1(2s− i) ≤

d
2

(d−1)2s−3
in this case.
We obtain q(s) ≤ d(d− 1)2s−2 + (s− 1)

d
2

(d− 1)2s−3 = s+12 d(d− 1)2s−2. 
By Lemma 5 it follows
Lemma 6. Given integers r, s ≥ 1 and let P be a path on 2r vertices of G.
Then the numbers of paths of G on2s vertices having at least one vertexwith P in common is atmost∆rs = r(s+1)d(d−1)2s−2.
Consider a random coloring of the vertices of Gwith N = ⌈c(d)(d− 1)2⌉ colors. For each path P in G on an even number
of vertices, let AP be the event that the first half of P is colored the same as the second half. Define a dependency graph so
that AP is adjacent to AQ if and only if the paths P and Q have a common vertex. Let Vr be the set of all events AP with P
having 2r vertices. Clearly we have pr = N−r ≤ 1c(d)r (d−1)2r .
Let α > 1 be chosen such that c(d) = α2

α2d
α2d−1
αd 2α−1
(α−1)2 (see the definition of c(d)) and set xs = 1αs+1d(d−1)2s−2 for s ≥ 1.
Obviously, 0 < xs ≤ 1α2d < 1. Hence, with y0 = 1α2d and Lemma 2, it follows 1− xs ≥ e−γ xs for γ = α2d ln

α2d
α2d−1

and
for s ≥ 1. Let n be the number of vertices of G and we have s ≤  n2.
Using Lemma 3,
xr
⌊ n2⌋∏
s=1
(1− xs)∆rs ≥ xr
⌊ n2⌋∏
s=1
e−γ xs∆rs = xr
⌊ n2⌋∏
s=1
e−γ r(s+1)α
−(s+1)
= xr e
−γ r
⌊ n2⌋∑
s=1
s+1
αs+1 ≥ xr e
−γ r
∞∑
s=1
s+1
αs+1 = xr e
−γ r
∞∑
s=2
s
αs = xr e−γ r
2α−1
α(α−1)2 = 1
αr+1d(d− 1)2r−2 e
−γ r 2α−1
α(α−1)2 .
Hence,
xr
⌊ n2⌋∏
s=1
(1− xs)∆rs ≥ 1
αr+1d(d− 1)2r−2 e
−γ r 2α−1
α(α−1)2 ≥ 1
c(d)r(d− 1)2r ≥ pr if c(d) ≥ α
1+ 1r e
γ 2α−1
α(α−1)2

d
(d− 1)2
 1
r
.
The last inequality is true because
α1+
1
r e
γ 2α−1
α(α−1)2

d
(d− 1)2
 1
r
≤ α2 eγ
2α−1
α(α−1)2 = α2

α2d
α2d− 1
αd 2α−1
(α−1)2 = c(d).
Using Lemma 1, there is a coloring of Gwith ⌈c(d)(d− 1)2⌉ colors without a repetitive path in G. 
Proof of Theorem 6. In the sequel, let G be a 2-connected plane graph. For an integer t ≥ 1, let a t+-facial nonrepetitive
vertex coloring of G be a vertex coloring of G such that any facial path of G on 2r vertices with r ≥ t is nonrepetitive.
Furthermore, let π t+f (G) be the minimum number of colors of a t+-facial nonrepetitive vertex coloring of G. Analogously,
for t ≥ 1, let a t−-facial nonrepetitive vertex coloring of G and π t−f (G) be defined by replacing the inequality r ≥ t by r < t
in the above definition.
Note that π1+f (G) = πf (G), π1−f (G) = 1, and that π2−f (G) equals the chromatic number χ(G) of G.
Lemma 7. πf (G) ≤ π t−f (G)π t+f (G) for all t ≥ 1.
Proof of Lemma 7. Fix t and consider a t+-facial nonrepetitive vertex coloring ψ+ of G with colors from the set S+ and a
t−-facial nonrepetitive vertex coloringψ− of Gwith colors from the set S− such that S+∩ S− = ∅. Then the coloringψ with
ordered color pairs ψ(v) = (ψ+(v), ψ−(v)) for each vertex v of G is a nonrepetitive vertex coloring of G. 
Lemma 8. Given integers r, s ≥ 1 and let P be a facial path on 2r vertices of a 2-connected plane graph G.
Then the numbers of facial paths of G on 2s vertices having at least one vertex with P in common is at most ∆rs =
4rs(d− 2)+ 4r + 4s− 2.
Proof. Note that the boundary of each face of G forms a cycle of G because G is 2-connected.
Let P be a facial path of the face F of G and Q be an arbitrary facial path of G on 2s vertices having at least one vertex with
P in common. It is clear that Q is also a facial path of F or a facial path of a face F ′ of G having at least one vertex with F in
common.
Obviously, there are at most 2s+ 2r − 1 such paths Q being also a facial paths of F .
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Now consider a subpath R of P on n(R) ≥ 2 vertices such that each inner vertex of R has degree 2 in G. Furthermore, let
R be maximal in the sense that each endvertex of R is an endvertex of P or has degree at least 3 in G. (Note that two of these
paths R have at most one endvertex in common, that each edge of P is contained in such a path R, and that an inner vertex
of P of degree at least 3 is an endvertex of exactly two of these paths R.) Then there is exactly one face F ′ ≠ F such that R is
also a facial path of F ′. Obviously, there are at most 2s+ n(R)− 1 such facial paths Q of F ′ on 2s vertices having at least one
vertex with R in common.
Furthermore, P has exactly
∑
R(n(R)− 2) inner vertices of degree 2.
Now consider an inner vertex v of P of degree d(v) ≥ 3. Since G is 2-connected, there are exactly d(v)− 3 faces F ′′ of G
containing v but not containing an edge of P incident with v. F ′′ has at most 2s such facial paths Q on 2s vertices containing
v.
If v is an endvertex of P then there are exactly d(v)−2 faces F ′′ of G containing v but not containing an edge of P incident
with v.
All together, the number m of facial paths Q of G on 2s vertices having at least one vertex in common with a path P on
2r vertices is at most
2s+ 2r − 1+
−
R
(2s+ n(R)− 1)+

2r − 2−
−
R
(n(R)− 2)

2s(d− 3)+ 4s(d− 2)
= 2s+ 2r − 1+
−
R
(2s+ 1)+ (1− 2s(d− 3))
−
R
(n(R)− 2)+ (2r − 2)2s(d− 3)+ 4s(d− 2)
= 4rs(d− 3)+ 2r + 6s− 1+
−
R
(2s+ 1)+ (1− 2s(d− 3))
−
R
(n(R)− 2).
Obviously, the number of these paths R equals the number of edges of P reduced by the number of vertices of degree 2 of P ,
hence,−
R
(2s+ 1) = (2s+ 1)(2r − 1)− (2s+ 1)
−
R
(n(R)− 2)
and we obtain
m ≤ 4rs(d− 3)+ 2r + 6s− 1+ (2s+ 1)(2r − 1)− 2s(d− 2)
−
R
(n(R)− 2)+ 4rs(d− 3)
≤ 4rs(d− 3)+ 2r + 6s− 1+ (2s+ 1)(2r − 1). 
Lemma 9. If c(d, t) = min

α

αt (d−2)
αt (d−2)−1
α4(d−2)+ 4t  tα−t+1(α−1)2 + 4α−1 | α > 1 then π t+f (G) ≤ c(d, t)(d− 2) 1t  for d ≥ 3
and for t ≥ 1.
Proof of Lemma 9. Consider a random coloring of the vertices of Gwith N =

c(d, t)(d− 2) 1t

colors. Let the dependency
graph be defined as in the proof of Theorem 5.
Because we are interested in a t+-facial nonrepetitive vertex coloring of G, we may assume that r ≥ t .
It follows pr = 1Nr ≤ 1c(d,t)r (d−2) rt .
Let α > 1 be chosen such that c(d, t) = α

αt (d−2)
αt (d−2)−1
α4(d−2)+ 4t  tα−t+1(α−1)2 + 4α−1 (see the definition of c(d, t)) and set
xs = 1αs(d−2) for s ≥ t .
Obviously, 0 < xs ≤ 1αt (d−2) < 1.
Hence, with y0 = 1αt (d−2) and Lemma 2, we will use that 1− xs ≥ e−γ xs for γ = αt(d− 2)

ln α
t (d−2)
αt (d−2)−1

and for s ≥ t ,
and that 4r + 4s− 2 ≤ 4t rs+ 4t if r, s ≥ t because it holds 0 ≤ (r − t)(s− t) = rs− tr − ts+ t2 in this case.
Let d∗ be the maximum face size of G and with s ≤

d∗
2

we obtain
xr

d∗
2
∏
s=t
(1− xs)∆rs ≥ xr
∞∏
s=t
(1− xs)∆rs ≥ xr
∞∏
s=t
e−γ xs∆rs = xr
∞∏
s=t
e
−αt

ln α
t (d−2)
αt (d−2)−1

1
αs (4rs(d−2)+4r+4s−2)
≥ xr
∞∏
s=t
e
−αt

ln α
t (d−2)
αt (d−2)−1

1
αs

4rs(d−2)+ 4t rs+4t

= xr e
−αt

ln α
t (d−2)
αt (d−2)−1

4r(d−2)+ 4t r
 ∞∑
s=t
s
αs +4t
∞∑
s=t
1
αs

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= xr e
−αt

ln α
t (d−2)
αt (d−2)−1

4r(d−2)+ 4t r

tα−t+1
αt−1(α−1)2 +
4t
αt−1(α−1)

= 1
(d− 2)αr

αt(d− 2)
αt(d− 2)− 1
−α4r(d−2)+ 4t r tα−t+1(α−1)2 + 4tα−1
≥ 1
(d− 2)αr

αt(d− 2)
αt(d− 2)− 1
−α4r(d−2)+ 4t r tα−t+1(α−1)2 + 4rα−1
.
Hence, because r ≥ t ,
xr

d∗
2
∏
s=1
(1− xs)∆rs ≥ 1
(d− 2)αr

αt(d− 2)
αt(d− 2)− 1
−α4r(d−2)+ 4t r tα−t+1(α−1)2 + 4rα−1 ≥ 1
c(d, t)r(d− 2) rt ≥ pr .
Using Lemma 1, there is a t+-facial nonrepetitive vertex coloring of Gwith ⌈c(d, t)(d− 2) 1t ⌉ colors. 
Lemma 10. If G is a 2-connected plane graph then
(i) π2−f (G) ≤ 4, π3−f (G) ≤ 8, and
(ii) π t−f (G) ≤

2

16.875
 3
2 t
2 − 132 t + 8
+ 1 for t ≥ 4.
Proof of Lemma 10. For an integer k ≥ 0, a graph is k-planar if it can be drawn into the plane such that every edge crosses
at most k others in an inner vertex. For detailed definitions concerning this topic see [10,6]. We will use the following two
results, where V (H) and E(H) denotes the set of vertices and the set of edges of a graph H , respectively.
Proposition 1 ([10]). If 1 ≤ k ≤ 4 and H is a simple k-planar graph then |E(H)| < (k+ 3)|V (H)|.
Proposition 2 ([10]). If 1 ≤ k and H is a simple k-planar graph then |E(H)| ≤ √16.875k|V (H)|.
Corollary 1. If H is a simple k-planar graph with minimum degree δ(H) then δ(H) < 2(k + 3) if 1 ≤ k ≤ 4 and
δ(H) ≤

2
√
16.875k

if 1 ≤ k.
For an integer l, a graph H is l-degenerate if δ(U) ≤ l for each induced subgraph U of H . It is a well known result that
χ(H) ≤ l + 1 if H is l-degenerate. Since an induced subgraph of a k-planar graph is also k-planar, Corollary 2 follows from
Corollary 1.
Corollary 2. If H is a simple k-planar graph then χ(H) ≤ 2(k+ 3) if 1 ≤ k ≤ 4 and χ(H) ≤

2
√
16.875k

+ 1 if 1 ≤ k.
As already mentioned, π2−f (G) = χ(G), i.e. π2−f (G) ≤ 4.
Let G be embedded into the plane and let the edges of G be the old edges.
Consider each face F of G together with its boundary cycle C(F) as a part of the plane. If |V (C(F))| ≥ 4 then for two
nonadjacent vertices u and v belonging to C(F) the new edge uv of F is a Jordan curve being a subset of F and connecting u
and v such that uv and C have only u and v in common.
Let u, v, x, y ∈ V (C(F)) for a face F . If two new edges uv and xy of F are added to G, then we may assume that uv and xy
cross each other in an inner vertex if and only if |{u, v, x, y}| = 4 and u and v belong to different components of C(F)−{x, y}.
Furthermore, two new edges of different faces, an old edge and a new edge, or two old edges do not cross each other in an
inner vertex.
The graph H3(G) is obtained from G as follows:
For each face F of G with C(F) = (v1, v2, . . . , vp) (p ≥ 4) add the new edges v1v3, v3v5, . . . , vp−1v1 to G if p is even and
v1v3, v3v5, . . . , vpv2 to G if p is odd. Note that the edges v1v3 and vpv2 cross in the last case. Obviously, H3(G) is 1-planar
and for each facial path P = (u, v, x, y) of G on 4 vertices the edge ux or the edge vy is contained in E(H3(G)).
Consequently, π3−f (G) ≤ π2−f (H3(G)) = χ(H3(G)) ≤ 8 by Corollary 2, and Lemma 10(i) is proven.
Now for t ≥ 4, the graph Ht(G) is obtained from G as follows:
For each face F of G and for any two nonadjacent vertices u and v belonging to C(F) add the new edge uv to G if the shorter
one of the two subpaths of C(F) connecting u and v contains less than t edges.
If P = (v1, . . . , v2r) is a facial path of Gwith r < t then the edge v1vr+1 is in E(Ht(G)), hence, if Ht(G) is colored properly
with χ(Ht(G)) colors then P is nonrepetitive. It follows π t−f (G) ≤ χ(Ht(G)).
Now consider an arbitrary new edge uv of Ht(G) and let u, v ∈ C(F) for a face F of G. Furthermore, let Q = (u =
v1, . . . , vq = v) be the shorter one of the two subpaths of C(F) connecting u and v. It follows that 3 ≤ q ≤ t . The vertex
vp (2 ≤ p ≤ q − 1) is endvertex of at most 2(t − 2) new edges. Between the vertices v2, . . . , vq−1 there are exactly
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q−2
2

− (q − 3) new edges. Furthermore, there are 2(q − 3) new edges of the form v1vp for 3 ≤ p ≤ q − 1 and vpvq for
2 ≤ p ≤ q − 2. It follows that at most 2(t − 2)(q − 2) −

q−2
2

− (q − 3) new edges cross the edge uv. This number is
maximum if q = t and equals 32 t2 − 132 t + 8 in this case.
Therefore, Ht(G) is
 3
2 t
2 − 132 t + 8

-planar and, by Corollary 2, π t−f (G) ≤

2

16.875
 3
2 t
2 − 132 t + 8
 + 1, hence,
Lemma 10(ii) follows. 
Lemma 11 is a consequence of Lemmas 7, 9 and 10.
Lemma 11. If G is a 2-connected plane graph of maximum degree d ≥ 3 then
(i) πf (G) ≤ ⌈c(d, 1)(d− 2)⌉,
(ii) πf (G) ≤ 4

c(d, 2)
√
d− 2,
(iii) πf (G) ≤ 8

c(d, 3) 3
√
d− 2, and
(iv) πf (G) ≤

2

16.875
 3
2 t
2 − 132 t + 8
+ 1 c(d, t)(d− 2) 1t  for t ≥ 4.
Now we are ready to prove Theorem 6.
By numerical analysis we obtain that c(3, 1) = 28, 29, . . . , 4c(d, 2) = 38, 26, . . . , and 8c(d, 3) = 46, 68, . . .. With
Lemma 11(i)–(iii) it follows Theorem 6(ii).
Recall that the functions

y
y−1
y
and

y
y−1
y−1
are strictly decreasing and strictly increasing for y > 1, respectively, and
that limy→∞

y
y−1
y−1 = e.
Consequently, c(d, t) = min

α

αt (d−2)
αt (d−2)−1
α4(d−2)+ 4t  tα−t+1(α−1)2 + 4α−1 | α > 1 is strictly decreasing in d, hence,
c(d, t) ≤ c(3, t) = min
α

αt
αt − 1
α4+ 4t  tα−t+1(α−1)2 + 4α−1 | α > 1

≤ min
α

αt
αt − 1
 8tα2
(α−1)2 +
4α
α−1

| α > 1
 ≤ min
α

αt
αt − 1
 12tα2
(α−1)2 | α > 1

= min
α

αt
αt − 1
(αt−1) 12tα2
(α−1)2(αt−1) | α > 1
 ≤ min

α e
12tα2
(α−1)2(αt−1) | α > 1

.
With αt − 1 = (αt−1 + · · · + 1)(α − 1) ≥ t(α − 1) and some numerical calculation it follows that c(d, t) ≤
min

α e
12α2
(α−1)3 | α > 1

≤ 40.
Together with 2

16.875
 3
2 t
2 − 132 t + 8
 ≤ 216.875  32 t2 ≤ 10.07t and Lemma 11(iv) we obtain πf (G) ≤ ⌈44t(d−
2)
1
t ⌉ for t ≥ 4.
Note that d ≥ 57 implies 4 ≤ ⌈ln(d− 2)⌉.
With t = ⌈ln(d − 2)⌉ and (d − 2) 1⌈ln(d−2)⌉ ≤ (d − 2) 1ln(d−2) = eln(d−2) 1ln(d−2) = e we have πf (G) ≤ ⌈44⌈ln(d − 2)⌉e⌉ ≤
120 ln d.
Note that 120 ln d > 39
√
d− 2 for 3 ≤ d ≤ 57, hence, with πf (G) ≤ 39
√
d− 2 (see Theorem 6(ii)), Theorem 6(i)
follows.
Again using the numerical values of c(d, 1), c(d, 2), and c(d, 3) for 3 ≤ d ≤ 7, we obtain πf (G) ≤ 29 if d = 3 and
πf (G) ≤ 44 if d = 4 by Lemma 11(i), πf (G) ≤ 59 if d = 5 and πf (G) ≤ 67 if d = 6 by Lemma 11(ii), and πf (G) ≤ 73 if d = 7
by Lemma 11(iii). This implies Theorem 6(iii).
For the proof of Theorem 6(iv) we will show at first
Lemma 12. If G is a 2-connected outerplanar graph then the vertices of G can be colored with 4 colors in such a way that no
interior face of G contains a repetitive path on its boundary.
Proof of Lemma 12. The proof is by induction on the numberm of interior faces. Ifm = 1 then the statement follows from
Theorem 2. Let G have m faces F1, F2, . . . , Fm and assume that the face Fm is a face sharing exactly one edge with exactly
one of the remaining faces. Let e = uv be this edge. Let G′ be the subgraph of G consisting of the faces F1, F2, . . . , Fm−1. By
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induction hypothesis, the graph G′ has the desired coloring ϕ′ with at most four colors from {1, 2, 3, 4} and let ϕ′(u) = a
and ϕ′(v) = b. By Theorem 2, the vertices of Fm can be colored with four colors from the same set {1, 2, 3, 4} such that the
vertex u gets color a and the vertex v receives color b. The union of these two colorings gives a suitable vertex 4-coloring of
G. 
Nowwe are ready for the proof of Theorem 6(iv). LetH be a Hamilton cycle in G and G1 (and G2) be the outerplanar graph
induced by the edges of H and the edges in the interior (in the exterior) of H in G. By Lemma 12, there is a vertex-coloring
ϕ1 of G1 and a vertex coloring ϕ2 of G2 (each using at most 4 colors) that is facially non-repetitive on the interior faces
of G1 and G2, respectively. If we associate to each vertex v of G the ordered pair (ϕ1(v), ϕ2(v)) we obtain a suitable facial
non-repetitive vertex 16-coloring of G. 
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