Water pollution is a major global environmental problem, and it poses a great environmental risk to public health and biological diversity. This work is motivated by assessing the potential environmental threat of coal mining through increased sulfate concentrations in river networks, which do not belong to any simple parametric distribution. However, existing network models mainly focus on binary or discrete networks and weighted networks with known parametric weight distributions. We propose a principled nonparametric weighted network model based on exponential-family random graph models and local likelihood estimation, and study its model-based clustering with application to large-scale water pollution network analysis. We do not require any parametric distribution assumption on network weights. The proposed method greatly extends the methodology and applicability of statistical network models. Furthermore, it is scalable to large and complex networks in large-scale environmental studies and geoscientific research. The power of our proposed methods is demonstrated in simulation studies.
Introduction
Water pollution is the leading cause of deaths and diseases, and it is a major global problem. It is known that nearly 80% of the world's population lives in areas exposed to high levels of threat to water security (Vörösmarty et al. 2010) . The recent national report on water quality 1 pointed out that 46% of rivers, 21% of lakes, 18% of coastal waters, and 32% of wetlands in the United States are in poor biological condition or rated poor based on a water quality index. The major pollutant sources include agriculture, atmospheric deposition, construction, industrial production, municipal sewage, resource extraction, spills, and urban runoff. They pose severe health hazards like cancer, cardiovascular, respiratory, neurologic, and developmental damage. This work is motivated by assessing the potential environmental threat of coal mining in Ohio watershed of Pennsylvania through increased sulfate concentrations in the surface water, which is an important scientific problem in geoscience. Bernhardt et al. (2012) mapped surface coal mining of southern West Virginia and linked these maps with water quality and biological data of 223 streams. When these coal mines occupy > 5.4% of their contributing watershed area, the sulfate concentrations within catchments could exceed 50 mg/L (Niu et al. 2017) . Residential proximity to heavy coal production is associated with higher risk for cardiopulmonary disease, chronic lung disease, hypertension, and kidney disease (Hendryx & Ahern 2008) . The study of water-quality risks will help the whole society manage them now and in future.
With advances in data collection, there are more and more modern statistical research on environmental studies using nonparametric regression, causal inference, mixture model, network analysis, and variable selection, for instance, Ebenstein (2012) , Liang et al. (2015 Liang et al. ( , 2016 , Li et al. (2017) , Lin et al. (2017) among many others. Especially, network analysis becomes increasingly important in large-scale environmental studies and geoscientific research to assess environmental impacts and risks for water pollution (Smith et al. 1987 , Lienert et al. 2013 , Ruzol et al. 2017 . For example,, Gianessi & Peskin (1981) proposed a water network model to explore the impact of cropland sediment controls on improved water quality, and Montgomery (1972) and Anastasiadis et al. (2016) studies weighted pollution networks where the weights measure the pollution diminishing transition. However, none of aforementioned network models took into account the spatial heterogeneity and the hub structure of river networks. Without exploring spatial heterogeneity, these models could fail to differentiate polluted regions from less polluted but well connected regions in river networks. The hubs in river networks usually determine the flow of pollutants, and they may help identify polluted and well connected regions.
In this work, we introduce the principled model-based clustering of networks to effectively deal with the spatial heterogeneity of river pollution and efficiently identify the hub structure in river networks. Model-based clustering of networks based on stochastic block models (SBMs) and exponential-family random graph models (ERGMs) have received considerable attention in recent literature, including Snijders & Nowicki (1997) , Nowicki & Snijders (2001) , Girvan & Newman (2002) , Airoldi et al. (2008) , Karrer & Newman (2011 ), Zhao et al. (2012 , Vu et al. (2013) , Saldana et al. (2017) , Wang & Bickel (2017) , Lee et al. (2017) , among many others. It is worth pointing out that existing research mainly focuses on the model-based clustering of networks with binary or discrete edges. In a recent paper by Ambroise & Matias (2012) , parametric distributions are incorporated into a stochastic block model to model continuous network weights. However, in our motivating example, sulfate concentrations in the surface river network do not belong to any simple parametric distribution. Thus, we need to relax parametric assumptions to effectively account for the unknown distributions of continuous network weights. To address this issue, we propose a new nonparametric weighted network based on ERGMs and local likelihood estimation, and study its model-based clustering with application to large-scale water pollution network analysis.
The proposed method extends the methodology and applicability of statistical network models. Furthermore, it is scalable to large and complex networks in real applications.
Methodology
We define some necessary notation before presenting our proposed method. Let n be the number of nodes in the observed network. Let Y = (Y ij ) 1≤i,j≤n be the data corresponding to the weighted network such that Y ij = (E ij , W ij ) where E ij is a binary indicator denoting the existence of an edge in the network and W ij is the corresponding weight when E ij = 1. The weight matrix W = (W ij ) 1≤i,j≤n consists of continuous weights in the network. Further we assume that the edge distribution of each network belongs to an exponential family (Besag 1974 , Frank & Strauss 1986 ). We write the distribution of edge indicator matrix E as
where ψ(θ) = log e * ∈E exp [θ g(e * )] is the normalizing constant, θ ∈ R p are canonical network parameters of interest and g : E → R p is the p-dimensional sufficient statistic. One of the major limitations of this binary network model is that it can not deal with large number of nodes due to large computational time for evaluating the likelihood function. For undirected networks, this computing time scales with node size as exp n(n−1) 2 log 2 . Many estimation algorithms have been developed (Snijders 2002 , Hunter & Handcock 2006 , Møller et al. 2006 , Koskinen et al. 2010 , Caimo & Friel 2011 , however most of them are time-consuming and therefore unrealistic for fitting large networks. This issue of non-scalability can be resolved by the assumption of dyadic independence. This assumption facilitates both estimation and simulation of large networks as well as solves the issue of degeneracy (Strauss 1986 , Handcock et al. 2003 , Schweinberger 2011 . However, dyadic independence is too restrictive and most models following this assumption are either very trivial, failing to capture relational dependencies (Gilbert 1959 , Erdős & Rényi 1959 or non-parsimonious, with a large number of parameters (Holland & Leinhardt 1981) .
To relax the restrictions of dyadic independence and include model based clustering, we introduce the finite K-component mixture form together with a much less restrictive assumption of conditional dyadic independence (CDI) (Snijders & Nowicki 1997 , Nowicki & Snijders 2001 , Girvan & Newman 2002 , Vu et al. 2013 . Under this assumption, we propose the nonparametric weighted network as
where Z are the latent cluster memberships of nodes, P θz i z j (E ij = e ij |Z = z) allows specification of exponential family of distributions as explained in (1) (Holland et al. 1983 , Airoldi et al. 2008 and have a long history in multiple scientific communities (Bui et al. 1987 , Dyer & Frieze 1989 , Bollobás et al. 2007 ). We omit discussion of SBMs here except to point out a major difference from our current setup of ERGM. ERGMs can allow several kinds of dynamic network statistics like density, stability, transitivity (Hanneke et al. 2010) , thus effectively generalizing the simple density case in SBM methodology which makes them appealing in practice.
To effectively model continuous weights, for any given pair of nodes (i, j), we have
Here (p kl ) 1≤k,l≤K are K 2 sparsity parameters and (w ij ) 1≤i,j≤n,z ik =z jl =1 are assumed to be an i.i.d. sample observed from a population following an univariate density f z i z j . We emphasize that (p kl ) 1≤k,l≤K takes the exponential form with the advantage of having different interpretations depending on the network statistic used. For simplicity, here we assume a simple additive structure parametrized by θ as
Combining (2) and (3), the corresponding log-likelihood conditioned on the cluster memberships can be written as:
where we introduce the penalty term X f kl (u)du − 1 . Thus, (5) can be treated as a likelihood for any non-negative function f kl without imposing the additional constraint X f kl (u)du = 1. This follows a similar spirit as in the seminar paper by (Loader 2006 ). Now we derive the localized version of the conditional log-likelihood evaluated at grid point w as:
where K h is the rescaled kernel function with a positive bandwidth h. We approxi-
With this approximation, the local conditional log-likelihood becomes
We assume that membership indicators Z = (Z i ) 1≤i≤n follow a multinomial distribution with a single trial and mixture proportions as π = (π k ) 1≤k≤K . The log-likelihood of the observed weighted network can be written as
In view of (5) and (8), we maximize the log-likelihood function (9) of the observed network described to estimate model parameters θ together with block densities f .
Computation
This section proposes a variational expectation-maximization (EM) algorithm to approximately solve the maximum likelihood estimation. It is infeasible to directly maximize the log-likelihood function (9) due to two following challenges: (i) exponentialfamily form for P (Y | Z) is not scalable for modeling large networks; (ii) the sum is over every possible assignment to Z, where for each 1 ≤ i ≤ n , Z i = z i can take one of K possible values. Evaluating this sum directly requires O(K n ) operations, which can be unreasonably time consuming.
To resolve the first challenge, the CDI assumption (2) plays a crucial role. Typically parameters in a mixture model are estimated using the classical EM algorithm (Dempster et al. 1977) . The E-step proceeds by writing the complete data log-likelihood (10), assuming the network is observed while node membership indicators Z are unobserved.
Next we take expectation of this complete log-likelihood with the distribution well studied in literature (Blei et al. 2017) . The basic idea is to posit a tractable auxiliary distribution A γ (z) ≡ P (Z = z) for the latent variables Z and find the optimal setting for variational parameters γ that minimizes the Kullback Liebler divergence between the approximation and true distribution. We use this auxiliary distribution to construct a tractable lower bound of the log-likelihood using Jensen's inequality and then maximize this lower bound, yielding approximate maximum likelihood estimates.
The derivation follows introducing an auxiliary distribution and using Jensen's inequality. We choose the variational distribution A(Z) in the mean field family as,
where for all 1 ≤ i ≤ n, 1 ≤ k ≤ K, we have 0 ≤ γ ik ≤ 1 with the constraint K k=1 γ ik = 1 and z ik = 1 z i =k . This class of probability distributions A γ considers independent laws through different nodal memberships. With this definition of A(Z),
we derive the following effective lower bound (ELBO).
Variational E-step:
In the variational E-step, we maximize the ELBO (θ, γ, π, f ) in (13) to obtain γ (t) as
Direct maximization of ELBO in (14) is difficult, since the lower bound depends on the products γ ik γ jl and, therefore the fixed-point updates of γ ik depend on all other γ jl (Daudin et al. 2008) . To separate the parameters in this maximization problem, we adopt an MM algorithm that involves constructing a surrogate (minorizing) function and optimizing it iteratively (Hunter & Lange 2004) . The surrogate function Q must satisfy the following properties to qualify as a valid minorizing function.
First we note that for all (θ kl ) 1≤k≤l≤K we have log(p kl ) < 0 and log(1 − p kl ) < 0 which gives rise to following inequalties using the arithmetic geometric mean inequality:
with equality if γ ik =γ ik and γ jl =γ jl . Also the concavity of the logarithm function gives rise to following inequality (Vu et al. 2013 )
We construct the following surrogate function that satisfies the two properties in (15) and (16) using the inequalities (17), (18) and (19), thus guaranteeing the ascent property of ELBO.
Maximization of this surrogate function reduces to solving n separate quadratic programming problems of K variables γ i under the constraints γ ik ≥ 0 for all 1 ≤ k ≤ K with the constraint K k=1 γ ik = 1.
M-step:
In M-step, first we maximize the lower bound defined in (13) with respect to π and θ.
We have a closed form update for π as,
Next to update θ, we maximize (13) using the modified Newton-Raphson method with line search to guarantee the ascent property (Dennis Jr & Schnabel 1996) . The direction of Newton Raphson's method at t-th iteration is
Since the Hessian matrix H(θ (t−1) ) is positive definite, it can be easily shown that if we go in this direction, ELBO will increase, at least for a while. To guarantee ascent property, we do a line search along this direction to find an optimal step size λ * :
The successor point θ (t) is given by
Lastly, to update block densities f , we use (6) and the approximation of log(f kl (.)).
For simplicity, we assume a local polynomial approximation such that log(f kl (.)) can be well approximated by a low-degree polynomial ζ kl in a neighborhood of the fitting point w (Loader 1996) . That is,
With this approximation, we rewrite the local conditional log-likelihood in (8) and derive corresponding ELBO as,
ELBO(w; θ, β, γ)
We maximize this localized ELBO at a sequence of grid points, to estimate the block densities f kl . Assuming a maximizer exists, it must fall in the interior of the open set W, and must satisfy the following system of local likelihood equations for all
where (27) equates localized sample moments with localized population moments up to order p to obtain the estimate of (β
Simulation Studies
In this section, we conduct simulation studies to demonstrate the novelty and robustness of our proposed non-parametric methods. The general procedure that we adopt to simulate entails the following steps:
1. First we simulate the membership indicators for all nodes from multinomial distribution with parameter vector π corresponding to uniform mixture proportions.
2. We simulate the binary adjacency matrix by simulating dyads in the static network given the cluster membership indicators of nodes. While simulating these dyads we use the network parameters with two settings θ s 1 = (−1, 1) and θ s 2 = (−0.5, 0.5). The first setting corresponds to well separated clusters on the basis of density of edges while second setting considers the more extreme case when the clusters are relatively close.
3. For each node pair with an edge, we simulate the weight on that edge using true distribution with block parameter that depends on their cluster memberships.
We use two true distributions, Normal and Gamma.
4. We repeat steps 1 − 3 for different node sizes from 100 to 500 in steps of 100.
We compare three different model-based clustering methods in each simulation, which are based on binary ERGM, proposed nonparametric weighted ERGM and "oracle" parametric weighted ERGM (Desmarais & Cranmer 2012) with the correct specification of weight distributions. Now, we introduce several average metrics to measure clustering and model parameters estimation performance for different simulation settings over 100 replications.
First, to assess the clustering performance, we calculate the log of Rand Index (logRI).
The measure RI(z,ẑ) calculates the proportion of pairs whose estimated labels correspond to the true labels in terms of being assigned to the same or different groups (Rand 1971) . We calculate logRI as, logRI(z,ẑ) = log 1
Next, to assess the performance of the estimators of network parameters θ, we consider log of square root of the average squared error (logRASE),
Finally, to assess the performance of the density estimation f , we consider the Kolmogorov-Smirnov (KS) statistic,
Figure 1: Clustering Performance measured using logRI (y axis in first two rows) and θ Estimation Performance measured using logRASE (y axis in last two rows) against different node sizes (x axis) for binary ERGM, proposed nonparametric weighted ERGM and "oracle" parametric weighted ERGM as red, green and blue respectively. Note that two θ settings with θ s 1 (Column 1) and θ s 2 (Column 2) and two true distributions with normal (Rows 1 and 3) and gamma (Rows 2 and 4), computed over 100 simulations of graphs Based on the metrics defined in previous sub-section, Figure 1 shows clustering and θ estimation performance for different settings averaged over 100 simulations of graphs.
The differences in logRI and logRASE for θ s 1 and θ s 2 evidently confirms the expected fact that separating two very close clusters is difficult compared to well separated
clusters. It appears that the both the distributions allow a reasonable recovery of the cluster membership indicators, when the graphs considered have more than 100 nodes.
As expected, the node size improves the recovery of latent structure and estimation of network parameters θ in all cases. It can be observed that our proposed nonparametric ERGM outperforms the binary ERGM by a large difference and performs competitively with the oracle method (parametric ERGM with true weight distributions) for all simulation settings. We note that our proposed strategy is best suited for real world applications when the true distributions for block pairs are unknown. Figure 2 shows the empirical distributions of network parameters θ. The proposed non-parametric model estimation again outperforms the binary ERGM uniformly for all settings. We also note that the contour plots for the proposed model seem really close to Oracle model, thus demonstrating the power of our approach. Figure 3 shows the estimated block densities within 2.5 and 97.5 percentiles for node size of 500. Comparing θ s 1 and θ s 2 , it is evident that within cluster 1 density estimation improves substantially for θ s 2 . This is because cluster 1 is more sparse for θ s 1 compared to θ s 2 . Comparing the normal and gamma distributons, we observe that asymmetry of gamma distribution leads to underestimation of within cluster 1 estimated density. Cluster 1 is again most affected since it is most sparse. We point out here that for larger node sizes, these estimated densities will converge to true densities (Loader 1996) . Table 1 gives the summary of KS statistic for various simulation settings. We note that for sparse cluster 1, comparing θ s 1 and θ s 2 , there is a huge improvement when the true distribution is Normal. However the improvement is only minor in case of Gamma due to assymetry. The differences are much less substantial for other blocks, however
Normal uniformly outperforms Gamma for all settings.
Figure 2: Plots of empirical joint distributions of network parameters θ s 1 (top two rows) and θ s 2 (bottom two rows), over 100 simulations with 500 nodes. We compare binary ERGM (left), proposed nonparametric weighted ERGM (middle) and "oracle" parametric weighted ERGM (right). We consider normal (Rows 1 and 3) and gamma (Rows 2 and 4). Figure 3: Estimated block densities within 2.5 and 97.5 percentiles for within cluster 1, between cluster 1 and 2 and within cluster 2 along with true densities as red, green and blue in order, for two θ settings, θ s 1 in Column 1 and θ s 2 in Column 2 and two true distributions, Normal in Row 1 and Gamma in Row 2. 
