We characterize the Millimeter Astronomy Legacy Team 90 GHz (MALT90) Survey and the Mopra telescope at 90 GHz. We combine repeated position-switched observations of the source G300.968+01.145 with a map of the same source in order to estimate the pointing reliability of the position-switched observations and, by extension, the MALT90 survey; we estimate our pointing uncertainty to be 8 . We model the two strongest sources of systematic gain variability as functions of elevation and time-of-day and quantify the remaining absolute flux uncertainty. Corrections based on these two variables reduce the scatter in repeated observations from 12-25% down to 10-17%. We find no evidence for intrinsic source variability in G300.968+01.145. For certain applications, the corrections described herein will be integral for improving the absolute flux calibration of MALT90 maps and other observations using the Mopra telescope at 90 GHz.
Introduction
The Millimeter Astronomy Legacy Team 90 GHz Survey (MALT90) is characterizing the physical and chem-ical conditions of dense molecular clumps associated with high-mass star formation over a wide range of evolutionary states using the ATNF (Australia Telescope National Facility) Mopra 22-m radiotelescope (Jackson et al. in prep.) . MALT90 targets are chosen from the APEX (Atacama Pathfinder Experiment) Telescope Large Area Survey of the Galaxy (ATLAS-GAL; Schuller et al. 2009; Contreras et al. 2013) . This paper presents an analysis of G300.968+01.145 (G301), and uses our repeated position-switched (PSW) observations of this source to characterize the system performance of the Mopra telescope as used in the MALT90 survey, including the pointing reliability, systematic gain variation, and the absolute flux uncertainty.
Our primary goal in observing G301 was to ascertain good system performance at the start of each observing session. G301 was chosen based on its Galactic position and its relative brightness in many transitions in the MALT90 pilot survey (Foster et al. 2011) . A typical observing session commenced with a pointing on an SiO maser, followed by a PSW observation of G301 and a quick examination of the resulting spectrum. If the transitions of G301 were detected at the expected level, it demonstrated that the system was working well, and the rest of the observations continued.
Although this system check was the main purpose of the PSW observations of G301, our repeated observations of the same source under different conditions allows us to carry out a detailed assessment of the systematics and error budget of our survey, as well as to characterize aspects of the performance of the Mopra telescope at 90 GHz. The beam size, beam shape, and efficiency of the Mopra telescope have previously been measured at 90 GHz and 16-50 GHz (Ladd et al. 2005; Urquhart et al. 2010) , and this paper focuses on characterizing other aspects of the Mopra telescope at 90 GHz.
G301 is a molecular clump associated with the ultracompact HII region (UC HII region) known as RCW 65 (Rodgers et al. 1960) or Gum 43 (Gum 1955) . G301 contains prominent OH masers at 1665 MHz and 1667 MHz; it has been studied extensively over the past 40 years (e.g. Robinson et al. 1974 ) and has been found to contain numerous other maser features including OH masers at 6035 and 6030 MHz (Caswell et al. 2009 ) and a methanol maser at 6668 MHz (Caswell 1997) . On the basis of the maser data, Caswell et al. (2009) conclude that this source is a canonical example of an OH maser in a high-mass star-forming region, with a cluster of maser spots projected against an UC HII region; they regard the source as near the end of the evolutionary period in which it is capable of supporting maser emission, suggesting an age for the UC HII region near the lifetime of such objects, ∼ 10 5 years (Churchwell 1999) .
As a well-known southern high-mass star-forming region, G301 has been included in a large number of studies, including searches for other masers (e.g. Caswell 2003; Dodson & Ellingsen 2002) , studies measuring the magnetic fields in HII regions (e.g Han & Zhang 2007) , continuum surveys of southern regions of high-mass star formation (e.g Faúndez et al. 2004; Walsh et al. 2001 Walsh et al. , 1999 Walsh et al. , 1998 Kwok et al. 1997) , and observations of dense gas tracers such as NH3 (1,1) (Vilas-Boas & Abraham 2000), C
18 O (2-1) and HNCO (100, 9) (Zinchenko et al. 2000) , and isotopologues of CS (Chin et al. 1996) . The 6-GHz Methanol Multibeam (MMB) survey used G301 to check their calibration stability (Green et al. 2009 ).
UC HII regions have variable continuum emission on the timescale of years (e.g Franco-Hernández & Rodríguez 2004; Galván-Madrid et al. 2008) . It is possible, therefore, that the molecular line emission from an UC HII region such as G301 could also be variable on these timescales. Typical timescales for significant changes in molecular abundances due to chemistry are > 10 3 years (e.g. van Dishoeck & Blake 1998; Viti et al. 2004 ) although some chemistry in "hot cores" around massive protostars may take place on timescales of 10 2.5 years (Chapman et al. 2009 ). This is still long compared to the timescale for continuum variability.
In the simulations of Peters et al. (2010) and Galván-Madrid et al. (2011) , the continuum variability in an UC HII region arises from the shielding of the ionizing source by its own accretion flow. They note that since the mass of ionized gas is typically much less than the mass of molecular gas observed in an UC HII region, the variability of the molecular gas due to small clumps of mass becoming ionized or recombining would be much less than the continuum variability. Another model which explains HII region region variability via variations in the ionizing source itself (Klassen et al. 2012) does not produce sufficiently large continuum emission variability on the appropriate time scales to account for the observations of Franco-Hernández & Rodríguez (2004) and Galván-Madrid et al. (2008) . In the Klassen et al. (2012) model, molecular line emission should vary only on timescales of thousands of years. Therefore we consider it highly unlikely that the molecular line emission from G301 will be intrinsically variable, although we briefly consider this possibility.
Observations 2.1 Position Switched Observations
We typically observed G301 once at the beginning of each observing session. Throughout this paper we shall refer to a single block of observing time as a "session" or an "observing session" (sessions were typically 11 -14 hours in duration) and we shall use the term "season" or "observing season" to refer to the time period during which our observations were conducted during the year. We had three observing seasons from July to September in 2010, from May to October in 2011, and from May to October in 2012. During the first two observing seasons, G301 was typically between 35
• -40
• of elevation at the start of our observing sessions. During our third observing season, sessions started at a later local sidereal time, so G301 was typically between 55
• -60
• of elevation at the start of an observing session.
We occasionally obtained additional observations of G301 during a given session or at atypical elevations for a variety of reasons, such as (1) mechanical failure or bad weather delaying the start of an observing session, (2) a non-standard start time for an observing session (due to the schedule of other projects), and (3) in order to better characterize G301 for this analysis. We performed a total of 258 observations of G301. A small number (10) of observing sessions for MALT90 started after G301 had set, in which case system checks were performed on another source (G337.005+00.323), but the sample of observations of G337.005+00.323 is too small to be useful for characterization and is not considered here.
We obtained a single PSW observation with 150 seconds of on source integration time interlaced with an equal amount of time spent on a reference position at +1
• in Galactic latitude. The observing pattern was OFF-ON-ON-OFF-OFF-ON-ON-OFF-OFF-ON with individual integrations of 30 seconds. Both linear polarizations were observed, and were averaged together for all the following analysis.
A PSW observation of G301 always immediately followed a successful pointing correction routine on an SiO maser (hereafter we refer to this process as "pointing"). In subsequent observing, we pointed on a SiO maser before every source, roughly once an hour. The pointing precision of PSW observations G301, immediately following a pointing correction, is therefore typical of the pointing precision of our maps. Several different SiO masers were used as the pointing source for PSW observations of G301. During the first observing season we most commonly used X Cen, and during the second and third observing seasons we most commonly used RW Vel. In addition, we sometimes used IRSV 1540, W Hya and VX Sgr 1 . Unfortunately, the often strong intrinsic brightness variability of SiO masers and our inconsistent use of a single pointing source precludes us from being able to use the brightness of the pointing source for characterization.
Immediately following a PSW observation of G301, we returned to perform a pointing correction on an SiO maser (the particular maser varied based on the location of the source to be subsequently observed). The offsets (in azimuth and elevation) deduced from this pointing correction routine were recorded automatically and these offsets can be used as an additional estimate of pointing precision.
We observed G301 using the same frequency setup as for the full survey (Rathborne et al. in prep.) , with 16 spectral windows of 138 MHz each providing ∼ 0.11 km s −1 velocity resolution around 16 rest frequencies corresponding to our targeted transitions. In this paper we focus on the four strongest transitions, highlighted in bold in Table 1 . These are all ground-state (J = 1 − 0) transitions, and henceforth we shall refer to these transitions only by the molecule or ion (i.e. N2H
+ instead of N2H + J = 1-0).
Mapping Observations
In addition to the PSW observations, we obtained three 3 x 3 maps of G301. The first map was obtained as part of the regular survey, and subsequent maps were obtained to increase the signal-to-noise-ratio of the map and to assist in measuring the pointing and flux uncertainty. These maps were taken in the normal mode for the survey (see Rathborne et al. in prep.) , with two on-the-fly maps made by scanning both in Galactic latitude and Galactic longitude. We consider only the Tsys weighted co-addition of the two different scan maps in this analysis since the pointing error between the two scan maps made in different directions will be minimal. Table 2 displays the UT date and time, as well as the measured Tsys and elevation, of the maps of G301.
Reduction
Reduction of the PSW observations were carried out in the asap 2 package by (1) producing a quotient spectrum from adjacent ON and OFF observations, (2) performing frequency alignment (of minimal importance during such a short series of observations), (3) averaging the two linear polarizations together using Tsys weighting, and (4) averaging the five different ON-OFF cycles using Tsys weighting. Finally, we fit the baseline within each IF with a second order polynomial, excluding 300 channels (out of a total of 4096) at the edge of each IF. Note that this procedure does not include a gain-elevation correction, as this has not been accurately measured for the Mopra telescope at 90 GHz; the derivation of the gain-elevation correction from these data is one of the goals of this paper. Because the Mopra telescope uses a paddle for Tsys calibration at 90 GHz, our data is already opacity corrected. The maps of G301 were reduced using the MALT90 reduction pipeline, which uses the ATNF packages Livedata and Gridzilla 3 to produce a map from the onthe-fly data. The pipeline performs reference subtraction (with reference positions ±1
• away from the Galactic plane), polarization averaging, baseline subtraction with a second order polynomial fit (excluding 300 channels on the edge of the bandpass out of a total of 4096 channels) and Tsys weighted co-addition of the spectra within the maps to produce a lightly smoothed map with an effective beam of 38 . Our modified pipeline version of Livedata applies an 11-channel Hanning smoothing kernel to the reference spectra before subtracting them from the source spectra in order to mitigate striping artifacts in the maps.
All data in this paper is presented on the antenna temperature T * A scale. The main beam efficiency for the Mopra telescope at 90 GHz was estimated to be 0.49±0.03 by Ladd et al. (2005) . For compact sources (<80 ), division by this number would approximately convert our antenna temperature measurements into main-beam brightness temperatures, although additional efficiency corrections (i.e. gain factors) are derived in this work which suggests that additional corrections are required.
Spectral Line-Fitting
Following basic reduction, we fit the four strongest transitions (N2H + , HNC, HCO + , and HCN) with a number of Gaussians corresponding to the number of resolved components present. N2H
+ and HCN are each fit with three Gaussians with fixed velocity separations and initial intensity ratios appropriate for the optically thin hyperfine components. HNC and HCO + are fit with single Gaussians. asap estimates the Gaussian parameters and associated uncertainty from the noise in the spectra. Fitting results for a typical PSW spectrum toward G301 are shown in Figure 1 . This observation is typical in the sense that it is the closest to the median in Tsys (179 K) and elevation (50.37
• ). Spectra in the maps were fit using specfit within casa 4 , with the same parameters as for the PSW observations. specfit produces output maps of the fit parameters and automatically masks pixels within the map that fail to produce a reliable fit. HNC and HCO + are reliably fit over most of the map, while N2H + and HCN are only reliably fit over the central portion of the map.
Data Description

Position Switched Data
Tables describing the PSW observations of G301 and our Gaussian fit parameters are given in the Appendix. In the rest of the analysis we consider only observations for which the fit parameters were well determined according to the following criteria. For a given molecular transition, n, we require that the amplitude, a and the fit uncertainties on the amplitude and velocity (σa n and σv n ) obey the following:
Figures 2 & 3 show the central velocity and the amplitude of the central component for each of the main four transitions. These figures only include days for which the fits to all four transitions met the reasonable fit criteria defined in Equations 1-3. These plots omit entries where the fit failed, based on criteria for reasonable parameters, but it does not specifically exclude data taken under poor weather conditions (as reported by high Tsys values), although the criteria restricting the uncertainty on the fit parameters effectively eliminates data taken at high Tsys.
Both figures exhibit a significant change near the start of the third season. This is not indicative of true source variability. Rather, during the third observing season, we started observations consistently at a later LST (local sidereal time), so that G301 was at a higher elevation and later time-of-day when it was observed. Variations in gain with elevation are common in radio telescopes and variations in gain as a function of timeof-day are also expected, particularly for a dish which is not temperature controlled (as is the case for the Mopra telescope dish); the gain variation is induced by variations in the thermal lag of structural members of the telescope (Doyle 2009). In general, the dish will tend to lose shape (and therefore efficiency) when the temperature has recently changed rapidly (shortly after dusk and dawn).
As discussed later, at low elevation there is evidence for a systematic offset in the pointing model, and this systematic offset accounts for the change in the behavior of the velocity in Figure 2 . This is a result of strong velocity gradients in our map of G301 which are significantly different for different transitions.
The amplitudes and velocities of different transitions are highly correlated. That is, if the amplitude of HNC is greater than average, the amplitude of N2H + will also be greater than average. We can quantify this with the correlation coefficient between the amplitudes of pairs of transitions. For example, the correlation coefficient between the amplitudes of N2H + and HNC is 0.91, which is typical for the pairwise correlation coefficient of amplitudes in our data. This suggests that systematic trends in the gain of the Mopra telescope rather than purely random effects are producing the amplitude variation.
We note two other features of these data. First, there is a significant gap between file number 17 and 27, which appears marked with a yellow band in Figures 2 & 3. These missing points correspond to a series of observations taken under poor weather conditions on 2010-07-29, with Tsys> 500 K. Normally we did not attempt to observe during such bad weather conditions but during this session, near the start of the survey, we continued to attempt to observe G301. Several of these observations resulted in detectable line emission, but the fits are often poorly constrained, and thus do not meet our quality criteria in Equations 1-3 and are not included.
The second feature of note is the behavior of points at file number 137, taken on 2011-09-10. These observations are labelled in Figures 2 & 3 and a light gray dotted line is plotted to help guide the eye. This observation was taken during extremely windy conditions (wind speed 35 km hr −1 ) and it is reasonable to think that there were larger than normal pointing error during these observations, resulting in the different velocity and decreased amplitude for the transitions (since the pointed position would be significantly off the peak of emission). This highlights the effect of high winds.
The elevation range of the observations of G301 is strongly bimodal, clustered between 35
• and 40
• for observations taken at the start of most observing sessions during seasons one and two, and clustered between 55
• and 60
• for observations taken at the start There is no systematic trend of peak parameters with Tsys. Because G301 was typically observed at higher elevation during the third observing season, the trends seen in Figures 2 & 3 can be partially ascribed to gain variation with elevation. Figure 4 shows the velocity of N2H
+ and HCN as a function of elevation. These transitions both show a change in velocity with elevation, but in the opposite sense.
It is not possible to disentangle the effects of varying gain as a function of elevation and pointing uncertainty without additional information. Both will tend to decrease the amplitude of the detected emissions, since pointing uncertainty will tend to scatter the observed position away from the brightest point in the source.
Mapping Data
We have three on-the-fly maps of G301. We crosscorrelate integrated intensity images of these maps in order to determine their relative positional offsets. We use integrated intensity images of N2H + , HNC, HCO + and HCN and take the median offsets. The primary purpose of the cross-correlation is to allow us to optimally co-add the maps and produce a map with higher signal-to-noise for comparing with the PSW data. If the maps were simply co-added based on the positions recorded by the telescope, any errors in pointing would produce a smeared beam in the resultant map. We shift the maps to align with the map taken on 2012-06-29. This map was taken at higher elevation, and thus we assume it will have the lowest absolute pointing uncertainty; we do not have an absolute position reference, but we do not need one for this analysis. Cross-correlation finds the following positional offsets: relative to the 2012-06-29 map, the 2011-05-06 map needs to be shifted by −2.7 in Galactic longitude and +2.25 in Galactic latitude; the 2011-08-22 map needs to be shifted by +1.8 in Galactic longitude and −3.6 in Galactic latitude.
Analysis
Our analysis consists of two distinct steps. First, we use the velocities of the PSW observations to find the most likely location of each observation within our map of G301. This allows us to estimate the pointing reliability of our PSW observations. Second, for each PSW observation we examine the difference between the observed amplitudes of the transitions and the amplitudes of the transitions at the most likely locations in the map to model. We use the variation in this difference to model and remove the dominant sources of systematic gain variation and to estimate the residual absolute flux uncertainty.
Most Likely Location
We use the velocities of the four transitions in the PSW observations to find the most likely location of the observation within our co-added map of G301. That is, we use the velocities in isolation to estimate the pointing reliability. This is valid because systematic gain variations and absolute flux uncertainty will affect only the amplitude of the transitions, and not their velocity. In theory, intrinsic time variability of the source could cause changes in the velocity as well. In addition, errors in the reduction pipeline to derive velocity could contain a dependence on elevation; we examined the possibility that our reduction was incorrectly accounting for the Earth's rotation speed (the magnitude of this correction is elevation dependent) but found that this reduction was being performed correctly. Ultimately, the velocity offsets observed in Figure 4 can be well understood by systematic pointing errors, and so we adopt this model as the simplest explanation.
Qualitatively, there is a velocity gradient as one moves to larger Galactic latitudes and smaller Galactic longitudes away from the main clump. Figure 5 shows this gradient along the vector shown in Figure 6 . This velocity gradient is large and in opposite directions for N2H + and HCN, and relatively small for HNC and HCO + . Therefore, an offset in our actual observed position between the points taken at low versus high elevation would produce the behavior seen in Figure 2 .
To find the most likely location within the map of each PSW observation we seek the location within the map which minimizes the velocity offset of all four transitions simultaneously, subject to a reasonable pointing model. Specifically for our pointing model we assume that the average position of PSW observations coincides with the nominal targeted position. Furthermore, we assume that the pointing error is independent of angle (φ) and therefore that the radial (ρ) distribution of PSW observations can be described by the Rayleigh distribution with a scale factor λ so that
The Rayleigh distribution describes the magnitude of a vector in two dimensions and is the two-dimensional equivalent of the Maxwell-Boltzmann distribution in three dimensions. • of elevation and black for observations below that. A small amount of random jitter is added to each point to improve the display. The white cross shows the nominal position for the PSW observations. The beam of the Mopra telescope at 90 GHz is shown in gray. The black line shows the vector displayed in Figure 5 Our Bayesian problem is therefore
for each of i data-points. We assume φ is uniformly distributed on the full range [0,2π] and that P(ρ) is given by Eq. 4 with λ = 10 . This prior on ρ comes from the May 15th, 2013 version of the Mopra Quick Reference Handbook 5 that estimates the global pointing model as having an 8.3 rms error in elevation and a 13.0 rms error in azimuth from an analysis of historical absolute pointing offsets. Ignoring this asymmetry for now, this corresponds to a λ of 10.9 , which we round to 10 . Given φ and ρ we assume that our data errors are Gaussian and well represented by the measurement error and thus
for each (n) of the four transitions (N2H + , HNC, HCO + , HCN), vm refers to the velocity observed in a map pixel (x, y) at some distance ρ and angle φ from the peak of the map, vp refers to the velocity obtained from the PSW observation, and σp and σm refer to the formal fit uncertainty on the velocity of the PSW observation and the velocity at a given map pixel respectively.
We calculate Equations 6 for each point in our maps of G301 and assign each PSW observation a most-likely position based on the map pixel that maximizes this probability. We do this both for the original maps and for interpolated maps where we interpolate down by a factor of four in both x and y. We find that using the interpolated map allows us to well reproduce the observed PSW velocities.
The most likely location of each PSW observation is shown in Figure 6 on each of the four main transitions. Some jitter is added to each point in this display in order to better visualize the density of points. These results show that the PSW observations taken at high elevation (z > 45
• ) align quite well with the center of this map (effectively taken at high elevation, since maps were shifted to align with the map taken on 2012-06-29 at elevation 58-60 degrees), but that some of the points at lower elevation show a systematic offset toward larger Galactic latitude and longitude. The best-fit location for a small number of points are significantly further from the center of the map. These points correspond to PSW observations with significantly discrepant velocities; the PSW observation on 2011-09-10, highlighted in Figure 2 is one of these points.
Systematic Amplitude Variation
With these most likely locations determined we proceed to consider the systematic amplitude variations seen in the PSW observations of G301. We assume that G301 has no significant intrinsic time variability and that all variation is due to gain variations. We expect that the Mopra telescope will experience some gain variation as a function of elevation, and also that the Mopra telescope may display some gain variation due to the fact that the dish is not kept at a constant temperature. This latter problem is exacerbated by the fact that observations were taken at different times during the day as well as over the course of many months during one observing season. The Mopra telescope could therefore be changing shape as the Sun warms the dish each day and as the ambient temperature changes during the season. One source of systematic variation can be discounted; no pointing model changes or receiver re-calibrations were performed during these three observing seasons.
We perform this analysis in two parts. First we examine the data to find the dominant systematic variations. The goal is not to fully explain the absolute flux variation, but to identify the major systematic variations and quantify the remaining absolute flux uncertainty. Based on this examination we construct a hierarchical Bayesian model which allows us to coherently account for multiple sources of uncertainty and gain variations at the same time.
Examination of Amplitude Variation
In order to simplify our search for the dominant systematic variations, we examine only the subset of our data taken during good observing conditions (Tsys < 180 K) and for which the best-fit position determined above is within 21 of the center of the map (which corresponds to where the amplitude of the transition is affected by less than 10% due to pointing error). These data are shown in Figure 7 .
There are significant variations within each observing season as well as significant jumps between observing seasons. Within each observing season we fit a line to the amplitude of the molecular transition versus time. The amplitude decreases during the first and second season, but not with a high degree of statistical significance (1-2σ). In contrast, the decline is highly significant (6-σ) during the third season. All transitions show similar slopes. The fits for the first and second observing season are fit only to the points taken at low elevation, so as to avoid any variation produced by gain-elevation effects. The magnitude of the jump in amplitude from season two to season three is large (0.5 K), but the data taken during the third observing season were all taken at high elevation, in contrast to the previous two seasons.
One explanation for these trends is that the gain of the Mopra telescope at 90 GHz is decreasing during the course of an observing season. During the first observing season this trend is partly obscured by the fact that later in the season we began observing sessions later, and thus observed G301 at higher elevation. A dependence of the gain on elevation is physically wellmotivated and explains the rise at the end of the first observing season and the relatively higher transition amplitudes observed during the third season.
The third observing season contains particularly robust evidence for a decrease in transition amplitude from the start to the end of the observing season. cluding elevation, temperature, and time-of-day (calculated as number of hours since sunrise). This figure shows difference between the PSW amplitude and the amplitude of the map at the most-likely location versus the time (in seconds) since May 1st. We choose May 1st as our reference time for a season so that all three observing seasons can be put on the same time axis when examining seasonal trends. This difference is offset from zero and linearly decreasing with time; error bars on the amplitude are smaller than the plot symbols. Linear fits to these relations show no significant structure in the residuals. This trend is not due to changes in elevation; our observing session start times were at roughly constant local sidereal time, so that G301 was at a similar elevation throughout the observing season. There is a negative correlation with ambient temperature (ρ = -0.41) and a positive correlation with the time-of-day (ρ = 0.52); the correlation is stronger with time-of-day. From this, we conclude that the dominant variations in the telescope gain can be modeled as due to elevation and time-of-day (as a proxy for thermal deformation).
One complication of using time-of-day to explain the observed decrease during an observing season is that the real physical explanation of the decreased gain is likely deformation of the telescope due to differential thermal lag between components. This deformation will typically be most significant shortly after dusk and dawn when the temperature is typically changing most quickly. We examined the ambient (air) temperature at the Mopra telescope site in the hours preceding each PSW observation, but were unable to find a variable based on fitting these temperature profiles that produced a good correlation with the amplitude trend seen in Figure 8 . One possible reason for this is that the temperature of the dish (which is not measured directly) is strongly influenced by illumination by the Sun, and time-of-day is the best proxy available for this effect.
The third observing season data shown in Figure 8 do not include any points taken more than 12 hours after sunrise (after the trimming of low-quality data described in § 4.1); the handful of points taken during the night are from the other two observing seasons. We thus do not have adequate coverage during the night to model this relationship, and therefore we exclude these points and focus on those taken less than 12 hours after dawn, where our data provide good coverage.
Model
For any given transition, we assume that the measured amplitude for any PSW observation, ap is generated as
whereãm is the true amplitude of the transition at the position where the telescope was pointed within the map (as determined from minimizing Equation 6), η(t) is the gain factor as a function of time-of-day (t), ζ(z) is the gain factor as a function of elevation (z), f 1e7 −0.5 −0. is the remaining absolute flux uncertainty, and p is the measurement error for the amplitude of an individual PSW observation. We assume that f ∼ N (0, σ 2 f ) and that p ∼ N (0, σ 2 p ) where σp is our estimate of the uncertainty on ap and σ f characterizes the absolute flux uncertainty.
We further assume that both gain factors are linear functions of their dependent variables and normalized such that they are equal to unity at the elevation and time-of-day of our reference map (t0, z0) so that
and
where tp and zp are the time-of-day and elevation of each PSW observation. The elevation and time-ofday are the same for each of the n species, but the model allows for different gain factors for each of our four main transitions, hence the subscripts on βn, and δn.
In the case of elevation, gain-elevation effects are often represented by a more complex function, since efficiency normally peaks around z = 45
• , and drops at higher and lower elevation. However, the data are strongly clustered in two narrow elevation ranges, so a higher-order function can not reliably be fit. This fit should be used cautiously, and certainly not extrapolated to elevations outside of the measurements (i.e. z > 60 • or z < 30 • ). Likewise, the data only cover between 3 and 12 hours after sunrise; over this period of time the gain of the Mopra telescope appears to respond roughly linearly, but this fit should not be extrapolated outside of this time range.
Unfortunately, we do not haveãm, only an estimate, am, from a noisy map.
where m ∼ N (0, σ 2 m ), therefore we have the following generative model for each PSW observation, ap,
We use the map of G301 taken on 2011-08-22 as our reference map, as it was taken at values of t0 and z0 near the median of our PSW observations. Specifically, t0 = 5.5 hours and z0 = 44 degrees. Recall that we used the combined map to find the most-likely location of each observation based on matching velocities. Those positions (appropriately shifted) are used to look up the amplitudes in this single map of G301, which has a well defined t and z associated with it (which the combined map does not).
We now compute inferences on our parameters of interest, βn, δn, and σ f , which represent the gain corrections for elevation and time-of-day and the absolute flux uncertainty. We assume uniform priors for βn, δn, and σ f . We use pymc 6 to compute the posterior probability distribution for each of these parameters, using adaptive Metropolis-Hastings sampling (Haario et al. 1998 ). The traces converge well, and the posterior probability distributions are symmetric and singlevalued, allowing us to specify the results simply as approximate gaussians.
Results
Pointing Uncertainty
The best estimate of the pointing precision comes from matching the velocities derived from the spectra of the PSW observations against the velocities across the map. This gives a median position of l,b = (300.9678
• , 1.1440
• ) and a radial scatter of 9.8 at z < 45
• and a median position of l,b = (300.9678
• , 1.1421
• ) with a radial scatter of 4.3 at z > 45
• . The Galactic positions given above are not absolute, but are relative to the map of G301 taken on 2012-06-09 at z = 59
• . This corresponds to an offset of 6.8 in Galactic latitude between the median positions at the two elevation ranges, and suggests that there could be a systematic bias in the pointing of the Mopra telescope at different elevations. These results are modestly dependent on our choice of prior on ρ in Eq. 4. In particular, decreasing λ to less than 5 removes the offset between observations at low and high-elevation as all best-fit locations are now forced to be quite close to the nominal pointing center. Increasing λ to 20 has a small effect on our estimate of the pointing precision, increasing our estimate of the pointing uncertainty by 2 .
The estimate for pointing uncertainty is therefore not fully encapsulated in a single number. At low elevation (z < 45
• ) we infer a random scatter of 10 , but with a systematic offset of about 7 . At high elevation (z > 45
• ) the Mopra telescope is relatively more precise, with a pointing uncertainty of 6 . For the full set of points (at all elevations), the radial scatter in inferred positions is 8 .
An additional check on these pointing results is made by considering the corrections to the pointing model required after a PSW observation of G301. As mentioned in § 2.1 we performed a pointing correction on an SiO maser immediately after a PSW observation of G301. The estimate of our pointing uncertainty derived in this fashion broadly agree with our results from matching velocities. Figure 9 shows the corrections as a function of elevation of the SiO maser (all observations were in a fairly narrow range of azimuth). Azimuth Elevation Figure 9 : Pointing corrections derived from observing an SiO maser immediately after observing G301. Corrections in both azimuth and elevation are significant below an elevation of 45
• , and small above this elevation.
At low elevation (z < 45
• ) there is a systematic correction of 6 in elevation and -11 in azimuth. The standard deviation of these corrections is 6 in elevation and 5 in azimuth. At higher elevation (z > 45
• ) the average correction is small (2 in elevation and azimuth) and the standard deviation of these corrections is 7 in elevation and 6 in azimuth. The systematic pointing offsets at low elevation deduced from matching velocities correspond to offsets of 5 in elevation and -8 in azimuth (at the position of G301 and at the typical local sidereal time of G301 PSW observations), so this offset is in excellent agreement. The standard deviations of these corrections (expressed as radial corrections) are 8.2 and 8.8 for the two elevation ranges respectively. This is also in excellent agreement with our inferred overall pointing error of 9 . This analysis confirms our belief that the pointing is more accurate at high elevation.
Our estimate for the pointing uncertainty of the main MALT90 maps is 8 , comparable to the value of 10 often quoted for the Mopra telescope (e.g. Foster et al. 2011; Jones et al. 2012) . Since the pointing model seems to also be more accurate at high elevation, then it could be the case that MALT90 survey maps taken at high elevation have a pointing uncertainty of only about 6 . Table 3 lists our inferred parameters and 1-σ uncertainties from our modeling of two factors influencing the gain of the Mopra telescope at 90 GHz, η(t) where t is the time-of-day (number of hours since sunrise) and ζ(z), where z is the elevation in degrees. These relations are described in equations 8 and 9. Both these gain relations are normalized to be one at the timeof-day and elevation of our reference map (t0 = 5.5 hours, z0 = 44 degrees), and describe how the gain of Relations are shown only for the ranges of parameters where they are calibrated by our observations of G301, and may deviate significantly from these linear fits outside of these ranges. the Mopra telescope changes in our PSW observations taken at different times-of-day and elevations. Figure 10 visualizes these relations over the ranges where the explanatory variables (elevation and time-of-day) are well sampled in our observations of G301.
Gain Factors
All the gain versus elevation relations (δ in Table 3 ) are consistent with each other at the 3-σ level. Taking  N2H + as an example, the relation implies that at 30 degrees of elevation, the observed flux would be only 78% of the baseline flux observed at 44 degrees, while the flux would be 126% of the baseline at 60 degrees. The relation is not calibrated outside of this elevation range, and should not be used at lower or higher elevations. In particular, we expect that the gain might peak around 60 degrees of elevation (based on other telescopes) and thus extrapolating this linear relation to higher elevations would produce dramatically incorrect answers.
The gain variation with time-of-day relations are also (2-σ) consistent with each other. For N2H + , the slope of this gain relation is less than 3-σ different from zero, but the slope is more than 4-σ significant for all the other transitions. The effect is strongest in HCN. This is somewhat counter-intuitive in our picture where temperature deformation of the dish changes the efficiency of the telescope. In particular, since HCN is at the lowest frequency of our transitions, it would generally be the least sensitive to gain variation due to deformation of the dish (although the frequency difference is not large). Nonetheless, the relatively large uncertainties on these relations mean that the four relations are all consistent with each other. Relative to a baseline observation taken at 5.5 hours past sunrise, the model implies that for HCO + one would observe a flux of 118% of the baseline flux at 12 hours past sunrise and a flux of 93% of the baseline flux at 3 hours past sunrise. This relation is not calibrated outside of this range.
After accounting for these first-order effects, there is still more variation in the PSW observation ampli- tudes than can be accounted for by noise in the spectrum and its resultant uncertainty on the fitted amplitudes. Our model captures this number as an additive Gaussian noise term characterized by σ f in Table 3 , although this could also be modeled as a (multiplicative) variation in gain. The absolute magnitude of this variation is 0.24±0.1 K for HNC and 0.26 -0.36± 0.2 K for N2H + , HCN, and HCO + . Using typical transition amplitudes of N2H + = 1.5 K, HNC= 2 K, HCO + = 3.5 K and HCN= 2.5 K, these variations can be expressed as percentage variations of 17%, 12%, 10% and 11% respectively. This roughly follows our expectation that the absolute flux uncertainty would be a function of frequency, and be worst at high frequencies (i.e. the flux accuracy for N2H + at 93 GHz is worse than the other transitions between 88 and 91 GHz).
By contrast, the following numbers describe the standard deviation of the PSW observation amplitudes without accounting for these first-order effects (σi in Table 3 ). For N2H + , σi = 0.38 K, for HNC, σi = 0.34 K, for HCO + , σi = 0.43 K, and for HCN, σi = 0.29 K. As percentage variations these are roughly 25%, 17%, 12%, and 12% respectively. Correcting for the first order changes in the Mopra telescope's gain at 90 GHz therefore produces a modest, but significant, improvement in the absolute flux calibration of the data.
These flux uncertainties are much larger than the fitting uncertainty for our amplitudes in our PSW data (typical σa = 0.03 -0.05 K) and in our maps (σ ∼ 0.05 -0.08 K for for a typical MALT90 map). This uncertainty sets a limit on the precision of our transition parameter determinations using MALT90 data. We expect that the absolute flux uncertainty is a slowly varying function of time. Therefore within a map, one does not have to take into account this absolute flux uncertainty when measuring relative quantities, such as the 50% contour of emission in a given molecular transition within a source. In addition, because of the strong correlation among molecular transition amplitudes, we expect that this residual flux uncertainty is frequency independent (at least in sign, if not exactly in amplitude) and thus the fact that MALT90 maps of different species are made concurrently should remove most of this absolute flux uncertainty when looking at, for instance, molecular transition ratios from one source to another. Our model is shown in Figure 11 which displays the molecular transition amplitudes from the PSW data minus the model amplitudes after including a series of refinements, which include: (1) taking the molecular transition amplitude from the most-likely location in the reference map, (2) including gain variation with time-of-day, and (3) including gain variation with elevation. This plot shows all three seasons of HCO + together, and the error bars include the uncertainty from Figure 11 . Any intrinsic source variability is less than the magnitude of our systematic corrections.
our model parameters. The unweighted standard deviation of these points decreases with each refinement to the model. Figure 12 shows that there is still some residual variation between seasons, although it has been much reduced (c.f. Figure 7) . These variations would be statistically significant if not for the systematic nature of our gain corrections ( § 6.2). That is, comparing the mean and standard error on the mean for the second observing season (-0.16± 0.02 K) and the third observing season (0.04±0.01 K) appears to show a statistically significant difference. However, since most of the third observing season spectra were taken at high elevation (55 -60
Intrinsic Source Variability
• ) while most of the second observing season points were taken at low elevation (35 -45 • ), the systematic correction for the elevation-gain relation is roughly 0.5 K, far larger than the residual difference.
This variation could still hint at intrinsic source variability, but it could also be simply another instrumental systematic not fully modeled in this work. The underlying physical explanation for this variability could be systematically different in different observing seasons, and therefore intrinsic source variability at this level (0.3 K, or 10%) cannot confidently be measured. The data would be sensitive to much larger intrinsic source variability, such as the 40% (continuum) flux variation seen in an UC HII region by FrancoHernández & Rodríguez (e.g 2004). If G301 exhibited a similar flux variability in line emission, this would produce roughly a 1.4 K change in the brightness of the HCO + transition, a variation to which the data would be sensitive. Continued monitoring of this source will help us to constrain the magnitude of any intrinsic source variability.
Conclusions
We have presented the MALT90 data for this survey's characterization source, G301, a well-studied UC HII region. Repeated PSW observations of this source (at the start of each observing session over three seasons of the survey), in combination with a high-quality map of this source, allow us to characterize the system performance of the Mopra telescope at 90 GHz, and thus several parameters describing the repeatability of measurements and the pointing reliability of the MALT90 survey.
We see strong systematic time variability in the amplitudes of transitions in our single-point observations of G301, but we do not believe that this is due to intrinsic source variability. Instead, the long-term amplitude trends can be explained by a model in which the Mopra telescope at 90 GHz has two significant gain variations, one as a function of time-of-day (probably related to temperature fluctuations), and one as a function of elevation. To first order, the variation within an observing season is due to changes in the time-of-day as our observing session starts when the Galactic plane rises. The variation between the first two seasons and the third season is due to elevation (since the third observing season started at later local sidereal time).
Our main results characterizing the survey are:
• We estimate our pointing uncertainty to be 8 . This number includes a systematic offset between observations taken at different elevations, with observations at low elevation likely to be mispointed. The pointing uncertainty is only 6 for sources observed above 45
• of elevation (the majority of MALT90 sources).
• We quantify the gain-elevation relation for the Mopra telescope at 90 GHz (Table 3 and Figure 10) . The strong clustering of our observations in two small elevation ranges (around 35-40
• and around 55-60 • ) prohibits us from fitting anything of higher order than a linear relationship and limits the range over which such a correction can be applied.
• We infer that the Mopra telescope at 90 GHz experiences gain variation as a function of time-ofday. In particular, efficiency increases linearly during the day from 3 to 12 hours after sunrise. This variation is not characterized outside of this time period. The gain relations are consistent for the four different transitions used in this analysis.
• After removing these two sources of gain variation, there is a remaining absolute flux uncertainty of 0.24 -0.36 K, or 10 -17% depending on the transition in question. Without this correction, the absolute flux uncertainty is 0.29 -0.43 K, or 12 -25%. This systematic uncertainty dominates over the noise inferred from examining signal-free sections of the spectra. For certain applications, this sets the uncertainty of MALT90 molecular transition amplitudes, although for others (i.e. line ratios) the strong cor-relations among transition amplitudes and the fact that all the molecular transitions are observed simultaneously minimizing this source of uncertainty.
We do not use our estimates of these systematic gain variations to correct the fluxes in the MALT90 survey. The primary reason is that our observations of G301 do not adequately span the elevation and timeof-day ranges present in our full dataset; a correction of the full set of survey maps would therefore involve significant extrapolation. In particular, our observations of G301 only well sample two small ranges in elevation (35-40
• and 55-60
• ) and only well sample the range from a few hours after sunrise to just after sunset.
A second reason is that not all MALT90 maps can be characterized by a single elevation or time-of-day. Although most sources were observed during a contiguous block of time (that is, the map scanning in Galactic latitude immediately followed the map scanning in Galactic longitude), for some sources we observed the two different scan-maps at discontiguous times for a variety of reasons. The most common cause was only finishing a scan-map in one direction for the last source of a given observing session. Under the normal data reduction pipeline, maps are combined with Tsys weighting; to apply the elevation and time-of-day corrections presented here would require an additional weighting factor before co-addition. For both these reasons, we present the MALT90 data without these corrections applied. Nevertheless, these corrections are important to understand for reliable analysis and interpretation of MALT90 data and we encourage their use where appropriate.
The characterization of telescope parameters such as the pointing uncertainty, absolute flux calibration, and gain-variation relations will be useful for other users of the Mopra telescope at 90 GHz, since MALT90 observes in a fairly standard fashion. We will continue to monitor G301 as part of the MALT90 survey, including observations at a broad range of elevations and times-of-day, and present updated values for these parameters with the final data release paper. In addition, increased observations will hopefully allow us to break the degeneracies among observing season, elevation, and time-of-day and thus place strong upper limits on any intrinsic variability of molecular transitions in UC HII regions such as G301.
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