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We study k-nary balanced trees (B.T.).Under weak conditions for the probability distribution and 
a realistic measure for the elementary operations for trees we can show that two stage ternary 
B.T. are better then binary .T. by approximately the factor log,3. 
Die prak+che Bedeutung von Verfahren, aus grof3en Datenmengen rasch eine 
nformation zu gewinnen, ist bekannt. Kennt man die Wahrscheinlichkeit, 
uf die Informationen einer Datenbank zugegriffen werden ~011, dann 
mljjchte man diese Datenbank so organisieren, da13 die mittlere Zugriffszeit ein 
Minimum wird. Fur den Idealfail, daf3 die “Leitdaten” einer Bank in jeweils nur 
einer einzigen Speicherzelle einer Rechenmaschine stehen, hat dieses Pro&m 
bereits eine grundliche Untersuchung erfahren. Einen Algorithmus zur Konstruk- 
tion optimaler ZugriffsbZume findet man bei Knuth [3]. Balanced Trees liefern 
zwar nicht immer optimale ZugriffsbHume, sind aber doch recht gut, wie die 
AbschStzu!;gen von Mehlhorn [4] und Bayer [2] zeigen. Das Ziel dieser Notiz 
besteht in zweierlei: 
(1) Wir geben unter sehwachen Voraussetzungen iiber die ‘Nahrschein- 
eilung eine sehr einfache Abschltzung der mittleren Zugriffszeit bei 
(2) Wir zeigen, da13 man unter eriicksichtigung der mit ihrer Ltinge wachsenden 
Zwgriffszeir auf alanced Trees” einen 
wesentlichtn V 
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58 sei ein biniirer Baum mit U als Knotenmenge. Jede Strec 
genau einem Zeichen z(s) E ( < , > ) zugeo 
noten ausgehen, stets v 
nd s eine Strecke des 
B(u, L(S)) der Unterbaum von 8, der von u aus fiber s er 
58 hei& wie iiblich Suchbaum iiber (U, G ), falls fiir alle u 
von B(u, z(s)) * u’ 
Jeder Weg w in 63 wir such sagen 
k&men, da13 ein Su eine Kodierung c von U in ein terntires 
Alphabet ntimlich in { < , > , = } darstellt mit folgenden Eigenschaften: 
(1) Jedes VVort des #odes hat die Form { C , > }* . { = ). 
(2) u < v e c(u) < c (v), wenn die Anordnung der Kodeworte lexikographisch 
erfolgt mit < geht = , und = geht > voran. 
Die Zugriffszeit fur ein Wort u E U bei festem Suchbaum ist gerade I&(w)) = 
L%nge(c (w )). 
Das Ziel bei der Anlage von Suchbtiumen besteht darin 
M(c,p) = c, p(w)L(c(w)) 
WEV 
zu einem Minimum zu machen. Bekanntlich gilt fiir alle c bei tern&em Alp 
wo H(p) die Entropie von (CJ, p) ist. Da die Kodierung durch die Bedingungen (1) 
und (2) stark eingeschrgnkt ist, kann man nicht erwarten, da13 man H(p)/log 3 in 
jedem Fzll lurch ,!V(c, p) durch geeignete Wahl von c gut approximieren kann. ES 
geht also im folgenden urn die Abschtitzung von 
Sei 
unser ode, worin wir fur < , = , b w, > nun - I,(), bzw. 1 gesc 
mit +B. 
urn” fur 
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dann ist 
engen, so daf3 gilt 
,(uo) = (u 1 u > uo) mit u. = C-‘(Q). 
(v))l fiir alle v E 
Mehlhorn [4] konnte durch e elegante elementare Abschtitzung zeigen, daB 
sch (fiir groBe 
) G H(p)+ 2 fiir C ist ein (B. 
Kiirzlich zeigte Bayer [2], dal3 im gleichen Sinne gilt 
HQ)- log log pt G M(C), 
so da8 die Leistungsfshigkeit der ( .T.) als gut gekliirt angesehen werden kann. 
Das Ziel dieser Notiz besteht in fo gendem: Es sol1 unter einer Voraus 
iiber die Verteilung p eine verbessert obere Schranke angegeben werden. 
dadurch 
werden, 
gerechtfertigt, da13 der eweis hierfiir se r kurz ist. Weiter sol1 gezeigt 
da8 es sinnvoll ist, such k-ntire alanced Trees zu betrachten. 
ige e 
Sei C ein Sschbaum fiir U 
setzen 
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Nun gilt offenbar 
IqC, p) = q*(M(C-1, p”‘) + 1) + q2(M(C, p’*‘) + 1) + P(Uo) 
= q,M(C_*, p”‘) + q* (1) 
r verwenden die fiir die Entropie bekannte Gleichung 
H(p) = q, H(f)) + qzH(p’*‘) + H(p( rJo), q,, q2) 
und erhalten durch Subtraktion von (1) und (2), 
0 2 
wC,P)--w.PP (3) 
= q,(M(C+ p”)) -- w(p”‘)) + 92(M(C,,p”‘) - H(p’*‘)) + 1 - H(po, 41, q2)e 
Fi,ir eine Yerteilung p Giber grof3en U wird im Falle, da13 C ein (B.T.) ist, im 
allgemeinen gelten fur p. = p( UO), 
q1,q2, po a;. . 
Wie man mittels elementaren Mitteln der Analysis zeigt, gilt 
(4) 
1 - H(po, qi, 92) s 0 (9 
unter der Voraussetzang (4). 
Damit erhglt man 
zg ql(~(C_,, /P’) - H(p”‘)) + qz(M(C1, ~“9 - H(P’*‘b (6) 
p heif3t iiber (U, s ) wohlverteilt e 
(Wl) 1s~ C ein B.T. zu (U, s , p) SO gilt bei obiger Bezeichnung (4). 
(W2) Jeder Unterbaum von C erfiillt (Wl). 
(W3) p ist ;,‘ber @de einelementige Menge wohlverteilt. 
p ist also wchlverteilt, wenn kein einzelnes Element von U relativ zu seinen 
Nachbarn zu schwer ist. 
Nun sieht man aus (6) sofort die Giiltigkeit von 
Ist p iiber (U, C ) wo.Mverteilt und ist C ein ( < , p), dann gilt 
an sieht, da8 dieses Satz noch assymptotisch gilt, wenn man die 
fiir kleine Unterbhme aufgibt. 
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entsprechenden Abschiitzungen lauten und ob diese Vera lgemeinerung ,ifis 
Suchbtiume sinnvoll ist. Wir ve lgemeinern zuzrst unseren Sat2 1. 
Sei C’ C.I [1 : k 1’ ein endlicher 
Ki=(i)*C mit C={WE[1:k]*l(i)*r59~C). 
nd 
‘(J Ki = c. 
i==l 
1st p : C-=+ [O, l] eine Wahrscheinlichkeitsverteilung und p(‘) ie durch p auf Ci 
bzw. Ki induzierte Verteilung, dann gilt fur die mittlere Wortttinge M(C,p) des 
Kodes: 
M(C,p\ = 2 q,(M(C,, pti))+ 1) 
i=l 
k 
worm wir fur Ci = {E} (E leeres Wort in [l : k]*), M(Ci, 1) = 0 verwenden. Weftsr 
ist qi = p(Ci ) gesetzt. 
Verwendet man wieder die wohlbekannte Zerlegung 
H(p) = H(q19 l l -9 qk ) + 2 qiH(p”‘), 
i=l 
dann erhtitt man durch Subtraktion 
M(C,p)- H(P)= 2 qi (M(Ci,p’“‘)- -H(p”‘))+ 1 -H(ql,* l l lqk) 
i=l 
(7) 
(3). Nun gilt fur 
1 
41 s ; fiir i = 1,. . ., k und m < k, @) 
entsprechend TU (S), 
Elementen wohlverteilt. 
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Fur m -wohlverteilte C gilt offensichtlich (9) 
Kodierungstheorem auf den 
en wir aus (7) unJ dem 
. 1st C ein kc-niirer Kode, auf tvn p m - wohlverteilt ist, 
Sind na ngre Suchbgume fur n < 2 sinnvoll? 
Unter einem n-x&en Suchbaum verstehen wir einen Graphen, dessen Knoten 
wie in Fig. 1 aussehen. Wierin sind ul,. . ., %,--I fiir jeden Knoten des Baumes fest 
ausgewGhlte Elemente und x ist ein Element aus U, das in dem Baum aufgesucht 
werden soil. Die je zwei verschiedenen Knoten zugeordenten Elementmengen sind 
paarweise fremd und jedes Element von U ist irgendeinem Knoten zugeordnet. 
Die Knoten, die einer Abfrage x = ui entsprechen, sind Endpunkte des Baumes, 
Durch jeden solchen Baum wird jedem Element u e U eindeutig ein Weg von 
der Wurzel des Baumes zu dem mit = u markierten Knoten des Baumes 
zugeordnet. Das hei&, daf3 dieser Baum zusammen mit den Markierungen U 
bijektiv auf einen k-n%ren Kode mit k = 2n- 1 abbildet. 
Nun verlangen wir schlieBlich, da13 diese abbildung die Ordnung von (U, s ) in 
die natiirliche Ordnung des k-t&en Kodes CbertrPgt. 
Ein solcher markierter aum hei& ein m-n%rer Suchbaum (U -0% 
Eine Elementarqeratio in einem Suchbaum bestehe in der mittlung der zu 
einem gegebenen x E U gehorigen von einem fester Knoten ausgehenden Strecke. 
Bewerten wir die Elementaroperationen in allen Suchbgumen unabhgngig von n 
gleich, dann gibt uns Satz 2 eine Auskunft fiber die mittlere Suchzeit bei 
m -wohlverteilten WahrscheinlichkeitsmaBen p. Bei grof3en U scheint jede Wahl 
von m s n keine allzugrof3e EinschrZnkung darzustellen. Kijnnte man also diesc 
Bewertung der Elementaroperationen a nehmen, erhielte man gegenfiber den 
bin&en Suchb&tmen unter schwa&en Voraussetzungen iiber die Wahrscheinlich- 
keitsverteilungen wesentliche Verbesserungen der mitPren Suchzeiten. 
erscheint diese Gleichbcwertung der Elementaroperationen nicht real 
onen aber proporti al zu m anzusetzen, hei& darauf 
ringen, wie wir unten sehen werden. 
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e 
ir nehmen nun a 
noten eines rn-n&x~ Suchbaumes zu ( _O und sind 
en P zugeordneten Elemente vo U, dann setzen wir die 
ration im Knoten P proportional zu 
m-S 
(0 Z 
i=l 
an, worin L%nge(ui) die %nge des Wortes Ui iiber A angibt. 
Weiter wollen wir annehmen, da13 die Ordnung von U, die lexographische 
er einer Ord,aung von ist. 
Der Ansatz, K(P) als Kosten de lementaroperationen anzusehen ist dadurch 
gerechtfertigt, daB in einer Rechen age die Anzahl de Sy;eicherzugriffe in erster 
Niiherung propoationell zu K(P) ist. 
Wir wollen unter diesen Annahmen einen idealistischen Fall untersuchen, der 
zeigt, da13 bei diesen Voraussetzungen terngre SuchbG.rme den bingren Such- 
bgumen sehr iiberlegen sind. 
Sei UC Ire und 2k die Wortlgnge einer Rechenal.lage, auf der der Suchbaum 
implewentiert werden solI. Eine direkte Implemegtierung des bintiren .T. C2 und 
eines tern&n Suchbaumes C3, so da13 p iiber Cs 3-wohlverteiit ist, ergibt fur die 
mittlere Suchzeit S(C2,p) bzw. S(C3, p) bei K(P) = 1 bzw. K(P) = 2, 
S(G p) = WC*, p), 
9 p) = 2M(G, p), 
(p)-loglogn sS(G,p)s 
ier ie terntiren Such einen 
ir beirachten nun die folge 
tinge(v) = F(W) = fur v E V, w E U”. 
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‘Die Anordnung von A iiberttagen 
dal3 fur vf v’ gilt 
VW s V’W‘H VWJ e v’w: 
Wir definieren 
q : k=-+[O, l] 
indem wir setzen 
q(v)=p@U,) fur v E 
und 
p” : v,-+[O: 11 
durch 
1 wir lexikographisch auf V und U, (o E V), so 
fur w, w1 E IL&, w‘, w: E U:. 
V 
Nun gilt, wie aus der Informationstheorie bekannt ist, 
Bauen wir nun 5nen terngren Suchbaum fur (V, G ,9) auf und tern&e 
Suchbiiume fc’5r (Uv, 6 , p,,), dann kiinnen wir die zu jeweils einem Knoten 
gehiirigen Elemu:dfe von V bzw. Uv in einem Maschinenwort abspeichern und also 
fur diese Suchbkume k’(p) & 1 ansetzen. Damit erhalten wir 
S&z 3. Bei der oben mgegebenan Zerlegwng von U CA 2k und bei einer Verteilung I) 
mit 3-wohlverteilten q und p” ergibt sich fiir die mittlere Suchreit S 
Ho 
log 5 
<S&!!i9 
log3 ’ 
Dieser Satz zeigt, dal3 so angelegte tern&-e Suchb%ume uni den Faktor log 3 den 
B.T. iiberlegen sind, 
1 0 P ie Voraussetzung m-wohlverteilt ist b4 gra en U und nicht zu sehr 
iiberwiegende lementeln &Xillt. 
Verfahrens ist in diesern Falle 
genaue Analyse realistischer FZ11 
Die fur m-n2re 
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fib m = 2 in ein 
ist nicht aufwen 
peration durchfiihrt. Ein solcher Zusatz 
iele Anwendungen von Vorteil. 
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