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with O(n) entries of their short generators rather than with their own n2 entries. Based on
such a representation, matrix operations are performed much more rapidly and use much less
memory space. A major problem is to control the length of the generators, which tends to grow
quite rapidly in the iterative process. Two known methods solve this problem for Toeplitz-
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matrices and estimate the convergence rate as well as the computational complexity. Some
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1. Introduction
1.1. Four basic classes of structured matrices and their four basic properties
In Table 1, we display four basic classes of structured matrices, which themselves
are highly important in numerous applications to sciences, engineering, and commu-
nication and also have been naturally extended in terms of the associated operators
to cover several other popular and important classes of structured matrices.
The matrices of the four classes of Table 1:
(1) are represented with a few parameters (from m to m+ n for an m× n matrix),
(2) can be multiplied by vectors much faster than general matrices,
(3) are closely related to some operations with polynomials, and
(4) can be naturally associated with some linear operators of shift and scaling.
We refer the reader to [4,32] on property (3), will specify properties (1) and (2) in
Table 2, will extend them to more general classes of structured matrices in Section
1.4, and will comment below on property (4). The latter property as well as properties
(1) and (2) characterizes the more general class of structured matrices.
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Table 2
Parameters and flops counts for matrix representation and its multiplication by a vector
Matrix class Number of parameters Number of flops required for
in the m× n matrix multiplication by a vector
General mn 2mn−m− n
Toeplitz / Hankel m+ n− 1 O((m+ n) log n)
Vandermonde n O((m+ n) log2 n)
Cauchy m+ n O((m+ n) log2 n)
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1.2. The displacement rank approach and our main subject
The modern study of structured matrices was largely motivated by the seminal
paper [18] and, in particular, by the basic concept of the displacement rank intro-
duced there. The idea was to measure the Toeplitz-like (or Hankel-like) structure of
a matrix M by the rank of its displacement, that is, of the image matrix of some linear
shift operators applied to the matrix M.
The rank of the displacement (called the displacement rank) of M is at most 2
for Toeplitz (and Hankel) matrices, and an m× n matrix M is said to be of Toeplitz
(or Hankel) type or, alternatively, to be Toeplitz-like (or Hankel-like) if the rank r of
its displacement is small (say, bounded by a small constant independent of m and
n). In this case, the matrix can be represented by (m+ n)r entries of its short dis-
placement generators rather than by its own mn entries. This enables more efficient
storage of such matrices in computer memory as well as much faster computations
with them [22].
Toeplitz-like and Hankel-like matrices are omnipresent in scientific and engineer-
ing computations, but there are other popular matrix structures too.
Several important classes of structured matrices can be defined and treated
similarly in a unified way based on their association with other linear operators,
in particular the scaling operators of multiplication by diagonal matrices and the
operators that combine scaling and shifts. There are conceptual and computational
benefits of unified treatment of various classes of structured matrices, where the
operators are unspecified and viewed as symbolic and where the computations with
matrices are performed with their displacements, that is, with the images of the
operators applied to the matrices (see [4,24,26,31,32]). This will be our approach
in the present paper.
The approach can be applied to various algorithms for various computational
problems [26,32]. Presently, however, we will narrow our goal to the detail study
of Newton’s iteration for the computation of the inverse of a structured input matrix
and will analyze the resulting algorithms.
Strong numerical stability of Newton’s iteration is well-known (see, e.g., [38]);
furthermore, the iteration becomes particularly effective where the input matrix is
structured. In this case, the main basic operation of matrix multiplication is simpli-
fied dramatically and the entire computation uses much smaller memory and com-
puter time than for general matrices provided that the matrix structure is preserved
throughout the computation. The preservation of matrix structure, however, is a non-
trival problem, which will be our main subject.
1.3. Our results
We present Newton’s iteration for the computation of the inverses or general-
ized inverses of various structured input matrices. Each iteration step is reduced to
two multiplications of structured matrices. We elaborate upon two methods that pre-
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serve matrix structure throughout the computation, based either on truncation of the
smallest singular values of the displacement or on the substitution of approximate
inverses for the inverse matrix into its displacement expression. With each of the
techniques, every iteration step is performed by using nearly linear time and nearly
optimal memory space, in line with the estimates of Table 2. We also prove superlin-
ear convergence with each of these techniques. The algorithms and their analysis are
presented in terms of operations with symbolic displacement operators and symbolic
displacements of the matrices involved, which makes the presentation unified for
various matrix structures. The study of the convergence rate requires estimates for
the norms of the inverse displacement operators. We obtain such estimates by using
three distinct techniques of some independent interest.
1.4. Related work
Newton’s iteration for matrix inversion was proposed by Schultz in 1933 and
was well studied (see [38] and bibliography therein). The Toeplitz-like case was
studied in [27–30,33] and the Cauchy-like case in [40]. The unified approach was
treated so far only in the two proceedings papers [36] (confined to the variant with
the truncation of the singular values for both the iteration itself and the estimate of
the inverse operator norms) and [37]. In Section 17, we will comment on the further
ongoing research on our subjects.
1.5. Organization of our paper
We organize the rest of our paper as follows. In the following three sections,
we state some basic definitions and assumptions and recall some auxiliary results
for the unified study of structured matrices represented by their associated opera-
tors and displacements. In Section 5, we recall the definitions and basic facts for
the matrix and operator norms. In Section 6, we brielfly recall Newton’s iteration
for general matrices and outline its modification where the input matrix is struc-
tured. The modification involves a subroutine for the compression of generators of
the computed approximate inverses. We propose two variants of such a subroutine in
Sections 7 and 9 (as Subalgorithms 7.1 and 9.1). In Sections 8 and 10, we analyze the
resulting variants of our Newton-structured iteration and estimate its computational
complexity and convergence rate. Our study in Sections 7–10 is elaborated for the
displacement operator of Sylvester type. In Section 11, we extend the algorithms
to the case of the operators of Stein type. In Sections 12–15, we estimate the norm
ν− of the inverse displacement operators, required in our estimates for the output
errors and the convergence rate of our algorithms. In Section 16, we breifly compare
the unification approach with the transformation approach, which reduces to each
other the inversion of structured matrix of various classes. In Section 17, we briefly
comment on the extension of our algorithms to the cases where the displacement
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operator is singular and/or where no initial approximation to the inverse is available
as well as to some other important computations with structured matrices.
2. Displacement operators and compressed displacement representation of
structured matrices
The four classes of matrices of Table 1 are naturally associated with various linear
displacement operators L of Sylvester type (also called Lyapunov type when they are
applied over the functional spaces),
L(M) = ∇A,B(M) = AM − MB, (2.1)
and/or Stein type,
L(M) = A,B(M) = M − AMB. (2.2)
Here A and B are fixed n× n matrices and are said to be operator matrices; the
image matrices L(M) are said to be the displacements of M. The operators of the
two types are closely related to each other.
Theorem 2.1. ∇A,B = AA−1,B if the operator matrix A is nonsingular, and
∇A,B = −A,B−1B if the operator matrix B is nonsingular.
Among the customary choices for A and B are the matrices of the scaling and
shifts operators, D(s), Zf , ZTf , which we will define next.
Definition 2.1. For a fixed vector s = (si)k−1i=0 , D(s) = diag(s0, . . . , sk−1) denotes
a k × k diagonal matrix. ej is the (j + 1)th coordinate vector. vT and WT are the
transposes of a vector v and a matrix W, respectively. v∗ and W ∗ are the Hermitian
(conjugate) transposes. Z = Z0 =∑i ei+1eTi is the unit lower triangular Toeplitz
matrix, defined by its first column e1 = (0, 1, 0, . . . , 0)T.
J =

 1q
1


is the reflection matrix, and tn = (tni ) for a vector t = (ti). Zf = Z + f e0eTn−1 de-
notes the unit f-circulant matrices (for a fixed scalar f).
We immediately observe that
ZTe = JZeJ, ZT1/f = Z−1f for any scalars e and f /= 0. (2.3)
Definition 2.2. Z(v) is the lower triangular Toeplitz matrix
∑n−1
i=0 viZi . Zf (v) is
an f-circulant matrix∑n−1i=0 viZif ; in particular Z1(v) is a circulant matrix.
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To each linear operator L = ∇A,B or L = A,B , a class of structured matrices M
is associated such that the rank ρ of the displacements ∇A,B(M) and/or A,B(M) of
the application of this operator to a matrix M is small relatively to the matrix size.
Or equivalently,
L(M) = GHT, (2.4)
G and H are n× ρ matrices, ρ is minimal for the three given matrices M, A and B
and is small relatively to the matrix size.
We will call the matrix pair (G,H) by both generator for the displacement L(M)
and L-generator for the matrix M, and we will call the rank of L(M) by the L-rank
of M (for the operators L of Eqs. (2.1) and (2.2)) (see [4,18,31,32]). We will also say
displacement rank and displacement generator, where L is unspecified or is known
by default.
Table 3 represents some examples of operator matrices associated naturally with
the matrices M of Table 1 and with the ones having similar structure. The matrices
whose L-rank is small for the operator L of the respective lines of Table 3 will be
called the matrices of Toeplitz, Hankel, Vandermonde, and Cauchy types, respective-
ly. We will call them Toeplitz-like, Hankel-like, Vandermonde-like, and Cauchy-like
matrices, respectively if their short L-generators are available. (Some authors use the
nomenclature Vandermonde-like for a distinct class of matrices [13,23].) The above
definitions cover several important classes of structured matrices such as Sylvester
(resultant), Frobenius, Loewner, and Pick matrices [4,24]. Furthermore, the block
submatrices, the products and the inverses of structured matrices inherit their struc-
ture [4,18,26,31,32], that is, have small L-rank for appropriate operators L too. There
are also some natural extensions of the above matrix classes, such as polynomial
Vandermonde-like matrices [21], Toeplitz + Hankel-like matrices [3,4,16] and block
Toeplitz matrices.
A linear operator L is nonsingular if the equation L(M) = 0 implies that M = 0.
In this paper, we will deal with nonsingular displacement operators L that are
readily and (bi)linearly invertible, that is, we have simple expressions of matrices
M via the generator matrices G and H and the operator matrices A and B, which
are linear in the displacement L(M) and bilinear in the entries of the generator
matrices G and H. Here are some examples from [32,39], where such expressions
Table 3
Operator matrices A,B of the operators A,B associated with the four basic classes of structured
matrices
Matrix class Matrix pair (A,B) for the operator A,B The A,B -rank
Toeplitz (Ze, ZTf ) or (Z
T
e , Zf ) At most 2
Hankel (Ze, Zf ) or (ZTe , ZTf ) At most 2
Vandermonde (D(t), ZTe ) or (D(t), Ze) 1
Cauchy (D−1(s),D(t)) 1
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are presented also for several other operators (see [1,4,9,10,16,18] on some earlier
works and see [32,39] on the extensions to singular operators).
Theorem 2.2. Let G and H be a pair of n× α matrices,
G = (g1, . . . , gα), H = (h1, . . . ,hα), (2.5)
and let L(M) = GHT (see (2.1), (2.2), and (2.4)). Then we have
(a)
(e − f )M =
α∑
j=1
Ze(gj )Zf (Jhj ), where L = ∇Ze,Zf , e /= f,
(1 − ef )M =
α∑
j=1
Ze(gj )ZTf (hj ), where L = Ze,ZTf , ef /= 1,
(e − f )M =
α∑
j=1
Ze(gj )Zf (hj )J, where L = ∇Ze,ZTf , e /= f,
(1 − ef )M =
α∑
j=1
Ze(gj )ZTf (Jhj )J, where L = Ze,Zf , ef /= 1.
(b)
(1 − fDn(t))M =
α∑
j=1
D(gj )V (t)ZTf (hj ),
where L = D(t),ZTf , t
n
i f /= 1 for all i,
(1 − fDn(t))M =
α∑
j=1
D(gj )V (t)JZf (Jhj ),
where L = D(t),Zf , tni f /= 1 for all i,
(1 − fDn(t))M = D(t)
α∑
j=1
D(gj )V (t)Zf (Jhj ),
where L = ∇D−1(t),Zf , tni f /= 1, ti /= 0 for all i,
(1 − fDn(t))M = D(t)
α∑
j=1
D(gj )V (t)ZTf (Jhj ),
where L = ∇D−1(t),ZTf , t
n
i f /= 1, ti /= 0 for all i.
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(c) For operators L of Cauchy type, we have
M =
α∑
j=1
D(gj )C(s, t)D(hj ),
where L = ∇D(s,D(t)), si /= tk for all i, k,
M =
α∑
j=1
D(gj )
(
1
1 − si tk
)
i,k
D(hj ),
where L = D(s),D(t), si /= tk for all i, k.
Remark 2.1. The above expressions can be immediately extended to some other
operators L based on the equations
(∇A,B(M))T = −∇BT,AT(MT),
(A,B(M))
T = BT,AT(MT).
Theorem 2.2 enables immediate extension of the computational cost bounds of
Table 2 to more general classes of structured matrices.
Definition 2.3. vα = vα,n(L) denotes the arithmetic cost (in flops) of multiplica-
tion by a vector of an n× n matrix M represented by its L-generator of length α.
mα,n = mα,n(L,L1) denotes the arithmetic cost of multiplication of a pair of n× n
matrices, where the input matrices are represented by their L- and L1-generators of
length O(α) for nonsingular operators L and L1, respectively.
Theorem 2.3. We have vα,n(L) = O(αn log n) for L = ∇A,B, L = A,B for any
pair of matricesA,B from the set {Ze,ZTe , Zf , ZTf } and for any pair of scalars e and
f; vα,n(L) = O(αn log2 n) for L = ∇A,B, L = A,B, where A = D(s), B = D(t),
or A = D(s), B ∈ {Zf ,ZTf }, or A ∈ {Zf ,ZTf }, B = D(s) for any pair of vectors s
and t and any scalar f.
The displacement rank approach can be represented by the following flowchart:
COMPRESS, OPERATE, RECOVER
To take advantage of the matrix structure, we will COMPRESS the structured in-
put matrices M via their short L-generators based on Theorem 2.2 or its generaliza-
tion, then OPERATE with L-generators rather than with the matrices themselves, and
finally RECOVER the output from the computed short L-generators.
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3. Basic matrix operation performed with displacements
The following three theorems express the operator and generator matrices for the
linear combinations, products and inverses of matrices. They are well known [18,31]
and can be easily verified.
Theorem 3.1. For any linear operator L, any pair of m× n matrices M and N, and
any pair of scalars a and b, we have L(aM + bN) = aL(M)+ bL(N).
Theorem 3.2. For any 5-tuple (A,B,C,M,N) of matrices of compatible sizes we
have
∇A,C(MN)= ∇A,B(M)N +M∇B,C(N),
A,C(MN)= A,B(M)N + AM∇B,C(N).
Furthermore,
A,C(MN) = A,B(M)N + AMBB−1,C(N)
if B is a nonsingular matrix, whereas
A,C(MN) = A,B(M)N − AMB,C−1(N)C
if C is a nonsingular matrix.
Theorem 3.3. Let a pair of n× α matrices G and H form a A,B -generator of
length α for a nonsingular matrix M. Write M−1G = −U and HTM−1 = WT. Then
∇B,A(M−1) = UWT. Furthermore,
B,A(M
−1) = BM−1A,B(M)B−1M−1
if B is a nonsingular matrix, whereas
B,A(M
−1) = M−1A−1A,B(M)M−1A
if A is a nonsingular matrix.
Theorem 3.2 motivates the following definition [32].
Definition 3.1. Operator pairs (∇A,B,∇B,C), (A,B,∇B,C), (A,B,B−1,C), and
(A,B,B,C−1) are called compatible.
Theorem 3.4. For a pair of compatible operators L and L1 associated with
operator matrix pairs of Theorem 2.3, we have mα,n(L,L1) = O(αvα,n(L)
+ αvα,n(L1)).
Our next assumption is motivated by Theorems 2.3 and 3.4.
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Assumption 3.1. Hereafter, we will always deal with nonsingular operators L and
L1 having linear inverse operators and such that
mα,n(L,L1) = O(αvα,n(L)+ αvα,n(L1)),
vα,n(L) = O(αn logd n), d  2.
We will call such operators strongly regular.
4. Orthogonal displacement representation of structured matrices
For a fixed pair of operator L and matrix M, we may choose the orthogonal (SVD-
based) L-generator matrices to achieve better numerical stability [27,29,33]). That
is, we first compute the SVD of the displacement W = L(M),
W = U2V T, (4.1)
U∗U = V ∗V = Iρ,  = diag(σ1, . . . , σρ),
σ1  · · ·  σρ > 0, ρ = rank(W), (4.2)
where U and V are m× ρ and ρ × n matrices, respectively, and σ 21 , . . . , σ 2ρ denote
the singular values of the matrix W, and then we write
G = U, H = V. (4.3)
Remark 4.1 (see [29]). The SVD computation is quite inexpensive in this case,
involving O(nα2 + α(log log(1/δ) logα) flops for an n× n matrix M given with its
L-generators of length α and for δ denoting the output approximation error bound for
the SVD; we will ignore the latter term assuming realistically that (log log(1/δ)) logα
= O(nα). The computation of the SVD of the displacement L(M) given with its
longer L-generator of length α enables us to achieve maximal compression of a
matrix M, that is, to obtain its shortest L-generator. An alternative algorithm of Prop-
osition A.6 of [28] for the same compression task uses O(nα2) flops and involves no
SVDs. Thus, we will usually assume that our structured matrices are given with their
shortest L-generators.
5. Matrix and operator norms
We will need some further definitions in addition to the ones of Section 1.
Definition 5.1. ‖M‖ denotes any fixed operator norm of a matrix M. ‖M‖l is the
l-norm, l = 1, 2,∞ (see [4,7]). κ(M) = cond2(M) = σ 21 (M)/σ 2ρ (M), where
σ 2i (M) is the ith singular value of M (see (4.1) and (4.2)), i = 1, . . . , ρ, ρ =
rank(M).
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Theorem 5.1 (see [4,7]). ‖M‖2 = σ 21 (M) for every matrix M, and κ(M) = ‖M‖2
‖M−1‖2 for an n× n nonsingular matrixM = [mi,j ]. Furthermore, we have ‖M‖l/√
n  ‖M‖2  |M‖l√n, l = 1,∞; ‖M‖1 = ‖MT‖∞ = maxj ∑i |mi,j |, ‖M‖22 ‖M‖1‖M‖∞.
Definition 5.2. We define the norms of a nonsingular linear operator L and its in-
verse L−1:
ν = νρ,l(L) = sup
M
(‖L(M)‖l/‖M‖l ),
ν− = ν−ρ,l(L) = νρ,l(L−1) = sup
M
(‖M‖l/‖L(M)‖l ),
where l = 1, 2,∞ and the supremum is over all matrices M having positive L-rank
of at most ρ. We also define the condition number of the operator L:
κ = κ(L) = cond(L) = νν− = νρ,l(L)ν−ρ,l(L).
6. The Newton-structured iteration
Let us assume that a crude initial approximation to ∇A,B(M−1) is available, sup-
plied, say by the preconditioned conjugate gradient method, which converges to the
output rather slowly, with linear rate [5], or by a direct solution algorithm performed
with rounding. The approximations can be rapidly refined by means of Newton’s
iteration for matrix inversion:
Xi+1 = 2Xi −XiMXi, i = 0, 1, . . . (6.1)
Matrix equation (5.1) implies that
I −MXi+1 = (I −MXi)2, ‖I −MXi+1‖  ‖I −MXi‖2
for all i. That is, we have quadratic convergence if ‖I −MX0‖ < 1. This is a special
case of the residual correction process [17, p. 86]. The iteration is numerically stable
even where M is a singular matrix (in this case the iteration converges to the Moore–
Penrose generalized inverse M+) and can be accelerated based on various policies
of scaling Xi+1 for all i and choosing an initial approximation X0 [38]. We will
only study unscaled Newton’s iteration (see our comments on scaling in Section 17).
Furthermore, to make our analysis more transparent, we will work with iteration (6.1)
though practically it is slightly simpler to perform the computations with the matri-
ces −Xi and −Xi+1 and to rely on the equations −Xi+1 = (−Xi)(2I +M(−Xi)),
i = 0, 1, . . . [33].
Each step (6.1) is essentially two matrix multiplications, which use O(α2n logd n)
flops, d  2, for structured matrices of Theorems 2.3 and 3.4. In particular, for struc-
tured matrices, M and X0, having short ∇A,B - and ∇B,A-generators, respectively, the
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iteration can be performed efficiently by operating with short∇-generators of the ma-
trices M,Xi , andMXi (orXiM). This, however, requires some special techniques for
controlling the length of the ∇B,A-generators ofXi , which tends to be tripled at every
iterative step. Similar comments apply where A,B - and B,A-generators are used.
Two methods proposed in [27,30,33,40] counter such a mishap in the case of
Toeplitz-like and Cauchy-like matrices. Our main goal in the present paper is to
extend them to various other classes of structured matrices in a unified way and to
analyze the resulting algorithms.
Here is the basic observation of [27,30,33,40]. By assumption, rank(∇B,A(M−1))
= ρ. Therefore, the matrices Xi , which approximate M−1 closely for larger i, have
a nearby matrix M−1 of ∇B,A-rank ρ. Thus, our strategy is to replace Xi in (6.1) by
a nearby matrix Yi having ∇B,A-rank at most ρ and then to restart the iteration with
Yi instead of Xi .
Let us next formally describe this approach for Sylvester type operators. (On the
extension to Stein type operators, see Section 11.)
Algorithm 6.1 (The Newton-structured matrix iteration for the Sylvester type oper-
ators).
Input. A positive integer ρ, a pair of n× n matrices A and B, an n× n nonsingular
matrix M having ∇A,B -rank ρ and defined by its ∇A,B -generator (G,H) of length
ρ, a matrix Y0 (an initial approximation to the matrix M−1) given with its ∇B,A-
generator of length at most ρ, a bound on the number N of Newton’s iteration steps,
and a subroutine R for the transition from a ∇B,A-generator of length at most 3ρ for
an n× n matrix approximating M−1 to an ∇A,B -generator of length at most ρ for a
nearby matrix.
Output. A∇B,A-generator of length at most ρ for a matrix Yl+1 approximatingM−1.
Computations. Recursively compute ∇B,A-generators of length at most 3ρ for the
matrices
Xi+1 = Yi(2I −MYi), i = 0, 1, . . . , N − 1, (6.2)
and ∇B,A-generators of length at most ρ for the matrices Yi+1 defined by a transfor-
mation from Xi+1 by means of the subroutine R.
Theorem 6.1 (see [40] or [32]). Let the assumptions of Algorithm 6.1 hold. Then
for any i = 0, 1, . . . , a ∇B,A-generator of length at most 3ρ for the matrix Xi+1 =
2Yi − YiMYi can be computed at the cost of performing O(ρvρ,n(∇B,A)+ ρvρ,n
(∇A,B)) flops, which is O(ρ2n logd n) flops for d  2 under Assumption 3.1.
To complete the description of the Newton-structured iteration, it remains to spec-
ify the subroutine R, which controls the length of the computed L-generators. We will
do this in two ways, to be specified in Sections 7 and 9.
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7. Newton-structured iteration I: compression by the truncation of singular
values
The following result enables us to compress a matrix Yi lying near Xi and M−1.
Theorem 7.1 [7, pp. 72, 230]. Given a matrix W of rank ρ and a non-negative integer
β, β  ρ, it holds that
σ 2β+1 = min
B:rank(B)β ‖W − B‖2.
We will represent the displacement ∇B,A(Xi) via its SVD, truncate all its sin-
gular values except for the ρ largest of them, and thus obtain a ∇B,A-generator of
length at most ρ for a nearby matrix Yi . The matrices Xi and M lie near each oth-
er. Furthermore, we have ‖∇B,A(Xi)− ∇B,A(Yi)‖2  ‖∇B,A(Xi)− ∇B,A(M−1)‖2
by Theorem 7.1 because rank(∇B,A(M−1))  ρ. For invertible operators ∇B,A, this
implies that also Yi lies near Xi .
To specify and to analyze formally the transition from the matrices Xi to Yi , we
will use some further definitions and simple preliminary results.
Hereafter, we will write β = βi = rank(∇B,A(Xi)). (β  3ρ for all i, by Theorem
6.1.) Let us also write
el,i = ‖Xi −M−1‖l , l = 1, 2,∞; ei = ‖Xi −M−1‖, (7.1)
eˆl,i = ‖Yi −M−1‖l , l = 1, 2,∞; eˆi = ‖Yi −M−1‖, (7.2)
ri = ‖I − YiM‖2. (7.3)
Now, we are ready to describe variant I of subroutine R for Algorithm 6.1.
Subalgorithm 7.1 (Compression of a displacement by truncation of its smallest sin-
gular values).
Input. A positive integer ρ, operator matrices A and B, a ∇A,B -generator of length ρ
for a nonsingular n× n matrix M, where ρ = rank(∇A,B(M)) = rank(∇B,A(M−1)),
and a ∇B,A-generator (Gi,Hi) of length at most β = βi for a matrix Xi such that
ρ  β, ∇B,A(Xi) = GiHTi .
Output. A ∇B,A-generator of length at most ρ for a matrix Yi such that
‖Yi −M−1‖2  (1 + (‖A‖2 + ‖B‖2)ν−)e2,i (7.4)
for e2,i of (7.1) and ν− = νρ,2(∇−1A,B) of Definition 5.2.
Computations.
(a) Compute the SVD of the displacement ∇B,A(Xi) = Ui2i V Ti .
(b) Set to zero the diagonal entries σ 2ρ+1, . . . , σ 2β of the matrix 2i , thus turning 2i
into a diagonal matrix of rank at most ρ. (σ 2ρ+1, . . . , σ 2β are the β − ρ smallest
singular values of the matrix ∇B,A(Xi).)
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(c) Compute and output the matrices G∗i and H ∗i obtained from the matrices Uii
and Vii , respectively, by deleting their last β − ρ columns.
Correctness of Subalgorithm 7.1 is implied by the following result, which shows
that bound (7.4) holds under our assumptions on the input of Algorithm 6.1 and
Subalgorithm 7.1.
Theorem 7.2. Let the structured matrices M−1, Xi, and Yi be defined as above and
let a positive scalar e2,i be defined by Eq. (7.1). Let ∇B,A be a nonsingular linear
operator. Then bound (7.4) holds.
Theorem 7.2 generalizes a result proved in [27,29,30] for the Toeplitz-like case.
To prove Theorem 7.2, we need the following two lemmas.
Lemma 7.1. Under the notation of Algorithm 6.1, we have
‖∇B,A(Xi)− ∇B,A(Yi)‖2 = σ 2ρ+1(∇B,A(Xi)), (7.5)
‖∇B,A(M−1)−∇B,A(Xi)‖  (‖A‖ + ‖B‖)ei, (7.6)
for ei of (7.1).
Proof. Eq. (7.5) follows immediately from Theorem 5.1. To prove bound (7.6),
recall that
∇B,A(M−1) = AM−1 −M−1B,
∇B,A(Xi) = AXi −XiB.
Therefore,
‖∇B,A(M−1)−∇B,A(Xi)‖
= ‖XiB − AXi −M−1B + AM−1‖
= ‖(Xi −M−1)B − A(Xi −M−1)‖
 ‖Xi −M−1‖ · ‖B‖ + ‖A‖ · ‖Xi −M−1‖
 (‖A‖ + ‖B‖)‖Xi −M−1‖
= (‖A‖ + ‖B‖)ei . 
Lemma 7.2. ‖∇B,A(Xi)− ∇B,A(Yi)‖2  (‖A‖2 + ‖B‖2)e2,i .
Proof. Apply the well-known estimate of [7, p. 428] and deduce that
|σ 2j (∇B,A(Xi))− σ 2j (∇B,A(M−1))|  ‖∇B,A(Xi)− ∇B,A(M−1)‖2
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for all j, where σ 2j (W) are defined by (4.1) and (4.2). For all j > ρ, recall that
σ 2j (∇B,A(M−1)) = 0 and obtain
σ 2j (∇B,A(Xi))  ‖∇B,A(Xi)− ∇B,A(M−1)‖2.
Now, substitute inequality (7.6) and deduce that
σ 2j (∇B,A(Xi))  (‖A‖2 + ‖B‖2)e2,i for j > ρ.
Combine this bound for j = ρ + 1 with Eq. (7.5) and deduce Lemma 7.2. 
Now, we are prepared to prove Theorem 7.2.
Proof of Theorem 7.2. By first applying Definition 5.2 for l = 2 and L = ∇B,A
and then applying the linearity of the operator ∇B,A, we obtain that
‖Xi − Yi‖2  ν−‖∇B,A(Xi − Yi)‖2 = ν−‖∇B,A(Xi)− ∇B,A(Yi)‖2.
On the right-hand side of the inequality
‖M−1 − Yi‖2  ‖M−1 −Xi‖2 + ‖Xi − Yi‖2,
substitute Eq. (7.1) for l = 2, that is, e2,i = ‖Xi −M−1‖2, substitute the above
bound on ‖Xi − Yi‖2 and the one of Lemma 7.2, and obtain that
‖M−1 − Yi‖2  e2,i + ‖∇B,A(Xi)− ∇B,A(Yi)‖2ν−
 e2,i + (‖A‖2 + ‖B‖2)e2,iν−. 
8. Newton-structured iteration I: convergence rate and computational
complexity estimates
Combining Algorithm 6.1 with Subalgorithm 7.1 applied as a subroutine R de-
fines Newton-structured iteration I. Next, we will estimate its convergence rate and
computational complexity. Estimating the computational cost, we will rely on Defi-
nition 5.2 and the bound O(nρ2) of Remark 4.1 on the cost of computing the SVD.
This immediately implies:
Theorem 8.1. Newton-structured iteration I produces the matrices X1, Y1, X2, Y2,
. . . , Xi, Yi by performing O((vρ,n(∇B,A)+ vρ,n(∇A,B)+ ρn)iρ) flops, which is
O(iρ2n logd n) flops for d  2 under Assumption 3.1.
Let us next estimate the convergence rate of the iteration. We have
I −Xi+1M = (I − YiM)2, ‖I −Xi+1M‖2  r2i
for ri = ‖I − YiM‖2 of (7.3); therefore, ‖M−1 −Xi+1‖2  r2i ‖M−1‖2. By Theo-
rem 7.2, we have
248 V.Y. Pan et al. / Linear Algebra and its Applications 343–344 (2002) 233–265
‖M−1 − Yi+1‖2  (1 + (‖A‖2 + ‖B‖2)ν−)‖M−1 −Xi+1‖2.
Consequently, we have
‖M−1 − Yi+1‖2  (1 + (‖A‖2 + ‖B‖2)ν−)r2i ‖M−1‖2.
Therefore,
ri+1 = ‖I − Yi+1M‖2  ‖M−1 − Yi+1‖2‖M‖2
 (1 + (‖A‖2 + ‖B‖2)ν−)r2i ‖M−1‖2‖M‖2
 (1 + (‖A‖2 + ‖B‖2)ν−)r2i κ(M),
where κ(M) = cond2(M) = ‖M−1‖2‖M‖2 (see Theorem 5.1). Let us rewrite the lat-
ter bound as follows:
µri+1  (µri)2, µ = (1 + (‖A‖2 + ‖B‖2)ν−)κ(M) for i = 0, 1, . . .
(8.1)
Relations (8.1) imply that
µri  (µr0)2
i
, i = 0, 1, . . .
The following theorem summarizes our analysis.
Theorem 8.2. Let the matrices X0 and M be given with their ∇B,A- and ∇A,B -
generators of length β0 and ρ, respectively. Furthermore, let
µr0  θ < 1, µ = (1 + (‖A‖2 + ‖B‖2)ν−)κ(M), (8.2)
for r0 = ‖I − Y0M‖2 of (7.3), ν− = ν−1ρ,2(∇A,B) of Definition 5.2, µ of (8.1), and
some fixed real θ . Then for all positive i, we have eˆ2,i = ‖Yi −M−1‖2  ri‖M−1‖2
 (µr0)2
i‖M−1‖2/µ  θ2i‖M−1‖2/µ.
Corollary 8.1 (see also Remark 4.1). Under the assumptions of Theorem 8.2, the
residual norm bound rl = ‖I − YlM‖2  3/µ is ensured in
l = log2(log 3/ log θ)
steps of Newton-structured iteration I. These steps require O((vρ,n(∇B,A)+ vρ,n
(∇A,B))ρl) flops, which is O(lρ2n logd n) for d  2 under Assumption 3.1.
9. Newton-structured iteration II: compression by means of substitution
Let us describe an SVD-free method for the compression of approximate inverses.
First recall that ∇B,A(M−1) = −M−1GHTM−1, by Theorem 3.3. Now substitute
Xi for M−1 on the right-hand side and define a short ∇B,A-generator for the matrix
Yi :
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∇B,A(Yi) = UiWTi , Ui = −XiG ∈ Cn×ρ, WTi = HTXi ∈ Cρ×n. (9.1)
(We expect that Yi ≈ M−1 because ∇B,A(Yi) ≈ ∇B,A(M−1), which should hold be-
cause Xi ≈ M−1.) This leads us to the following variant of subroutine R.
Subalgorithm 9.1 (Compression of the displacement by substitution of an approx-
imate inverse for the inverse).
Input. A positive integer ρ, a pair of n× n operator matrices A and B defining a
strongly regular operator ∇B,A, a ∇A,B -generator of length ρ for a nonsingular n× n
matrix M where ρ = rank(∇A,B(M)) = rank(∇B,A(M−1)), and a ∇B,A-generator
(Gi+1, Hi+1) of length at most 3ρ for a matrix Xi+1 of Eq. (6.1).
Output. A ∇B,A-generator (Ui+1,Wi+1) of length at most ρ for a matrix Yi+1 such
that
eˆi+1 = ‖Yi+1 −M−1‖  Ciei (9.2)
for eˆi+1 of (7.2), ei of (7.1), Ci = ν−‖GHT‖(ei + 2‖M−1‖), and ν− = νρ(∇−1B,A)
of Definition 5.2.
Computations. Compute and output the matrix products Ui+1 = −Xi+1G, WTi+1 =
HTXi+1.
Under Assumption 3.1 about strong regularity of the operator ∇B,A, the matrix
pair (Ui+1,Wi+1) is a ∇B,A-generator of length at most ρ for a matrix Yi+1, which
is a unique solution to the following equation (see (9.1)):
∇B,A(Yi+1) = Ui+1WTi+1.
The computation of the n× ρ matrices Ui+1,Wi+1 of (9.1) is reduced to multipli-
cation of the matrix Xi+1 by the n× (2ρ) matrix (−G,H). This requires
O((vρ,n(∇B,A)+ vρ,n(∇A,B)ρ)) flops, which is O(ρ2n logd n) flops under Assump-
tion 3.1.
To prove correctness of the subalgorithm, that is, to prove bound (9.2), we need
some auxiliary results. Recall the matrix equations−U=M−1G andWT = HTM−1
of Theorem 3.3 and deduce that
−Uj = XjG = (Xj −M−1)G+M−1G,
WTj = HTXj = HT(Xj −M−1)+HTM−1.
Now, write Ej = UWT − UjWTj and obtain the following matrix equation:
Ej = (Xj −M−1)GHT(Xj −M−1)
+M−1GHT(Xj −M−1)
+(Xj −M−1)GHTM−1.
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Lemma 9.1. For the matrices Uj ,WTj , and Ej defined above and for ej =
‖Xj −M−1‖ of (7.1), we have
‖Ej‖ = ‖UjWTj − UWT‖  ‖GHT‖ej (ej + 2‖M−1‖).
Proof. The lemma follows from the above expression for Ej . 
Theorem 9.1. For i = 0, 1, . . . , we have eˆi+1  Ci+1ei+1 for ei of (7.1), eˆi of
(7.2), Ci = ν−‖GHT‖(ei + 2‖M−1‖), and the norm ν− = ν(∇−1B,A) of Definition
5.2.
Proof. Recall that eˆi+1 = ‖Yi+1 −M−1‖  ν−‖∇B,A(Yi+1 −M−1)‖. Since the
operator ∇B,A is linear, we have eˆi+1  ν−‖∇B,A(Yi+1)− ∇B,A(M−1)‖  ν−‖
Ui+1WTi+1 − UWT‖  ν−‖Ei+1‖. At this point, apply Lemma 9.1 for j = i + 1
and obtain that eˆi+1  Ci+1ei+1. 
10. Newton-structured iteration II: its convergence rate and computational
complexity estimates
Combining Algorithm 6.1 with Subalgorithm 9.1 (applied as subroutine R) de-
fines Newton-structured iteration II. Our next goal is to estimate its convergence rate
and its computational complexity.
Lemma 10.1. For a nonsingular matrix M, the matrix Xi+1 defined by Eq. (6.1),
the matrix Yi+1 of Subalgorithm 9.1, and the scalars Ci, ei+1 = ‖Xi+1 −M−1‖
and eˆi = ‖Yi −M−1‖ (of Theorem 9.1 and Eqs. (7.1) and (7.2)), we have ei+1 
‖M‖eˆ2i  (Ciei)2‖M‖ for i = 0, 1, . . .
Proof. By (6.1), we have I −MXi+1 = (I −MYi)2, i = 0, 1, . . . It follows that
ei+1 = ‖Xi+1 −M−1‖ = ‖M−1(I −MXi+1)‖ = ‖M−1(I −MYi)2‖ = ‖(M−1 −
Yi)M(M
−1 − Yi)‖  ‖M‖eˆ2i . Finally, substitute the bound of Theorem 9.1. 
Let us restate this lemma in a more constructive way, that is, let us replace the
values e0, ‖M−1‖, and Ci by more readily available values. Write
e∗0 = r0‖Y0‖/(1 − r0) (10.1)
for r0 = ‖I −MY0‖ of (7.3) and assume realistically that
r0  1, (10.2)
ei  ‖M−1‖, (10.3)
for ei of (7.1) and for all i.
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Lemma 10.2. Assuming relations (10.1)–(10.3), we have
‖M−1‖ ‖Y0‖/(1 − r0), (10.4)
eˆ0  e∗0, (10.5)
Ci  C = 3ν−‖GHT‖ · ‖Y0‖/(1 − r0) for all i. (10.6)
Proof. We have
|‖M−1‖ − ‖Y0‖|  eˆ0 = ‖M−1 − Y0‖  ‖M−1‖r0,
and (10.4) follows. Substitute (10.4) into the bound eˆ0  ‖M−1‖r0 and obtain (10.5).
Substitute (10.3) into the expression of Theorem 9.1 for Ci , then substitute (10.4),
and obtain (10.6). 
By combining Theorem 9.1, Lemmas 10.1 and 10.2, we obtain:
Theorem 10.1. Assume relations (10.1)–(10.3). Then eˆi  Cei, ei+1  (Cei)2‖M‖
for C of (10.6), ei of (7.1), eˆi of (7.2), and i = 1, 2, . . .
Corollary 10.1. Assume relations (10.1)–(10.3) and write µ¯ = C2‖M‖. Then we
have
µ¯ei+1  (µ¯ei)2  (µ¯e1)2
i for i = 1, 2, . . . (10.7)
By applying Lemma 10.1 and then bound (10.5), we obtain that e1  eˆ20‖M‖ 
(e∗0)2‖M‖. Substitute the latter bound into Corollary 10.1 and obtain:
Corollary 10.2. Assume relations (10.1)–(10.3) and the bound
(µ¯e1)
1/2  Ce∗0‖M‖  θ < 1, (10.8)
for µ¯ = C2‖M‖, e∗0 of (10.1), C of (10.6), and a real θ . Then we have µ¯ei+1 
(µ¯e1)2
i  (Ce∗0‖M‖)2
i+1  θ2i+1 and eˆi+1  Cei+1, i = 0, 1, . . .
Corollary 10.3. Write
i∗ + 1 = log2((log 3∗)/ log θ),
and assume relations (10.1)–(10.3) and (10.8). Then we have ei+1 = ‖Xi+1 −M−1‖
 3∗/µ¯ and eˆi+1 = ‖Yi+1 −M−1‖  C3∗/µ¯ for i + 1  i∗ + 1; furthermore, the
matrices Xi+1 and Yi+1 are computed in i∗ + 1 steps (9.1) by using O((i∗ + 1)(vρ,n
(∇B,A)+ vρ,n(∇A,B))ρ) flops; this is O((i∗ + 1)ρ2n logd n) flops for d  2 under
Assumption 3.1.
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11. Extension to the case of the Stein-type operators
We may extend our algorithms by replacing the Sylvester type operators ∇A,B by
the Stein type operators A,B (see Theorem 2.1). This involves some minor changes.
First, the formula for the recovery of a matrix W from its image A,B(W) chang-
es versus the recovery from ∇A,B(W), and all the algorithms change respectively.
Second, minor changes appear in the computation of the B,A-generators of the ma-
trices Xi+1 = 2Yi − YiMYi because of the changes of the expressions for the matrix
products and inverses. Let us specify.
Assume that the matrices M and A are nonsingular and write A,B(M) = GHT.
Then we have the following expression for the inverse:
B,A(M
−1) = M−1 − BM−1A = M−1A−1A,B(M)M−1A = G−HT−,
where G− = M−1A−1G and HT− = HTM−1A. Similarily, if M and B are nonsingu-
lar, we have
B,A(M
−1) = M−1 − BM−1A = BM−1A,B(M)B−1M−1 = G+HT+,
where G+ = BM−1G and HT+ = HTB−1M−1. In both cases, the length of the
5A,B -generator G,H for M equals the length of the respective B,A-generator for
M−1.
Likewise, for the product YMY we deduce the following expression without any
nonsingularity assumptions:
YMY − BYMYA = (Y − BYA)MY + BYAM(Y − BYA)− BY(M − AMB)YA.
This expression furnishes us with B,A-generators (of Stein type) of length at most
3ρ for YiMY i and, consequently, for Xi+1 = 2Yi − YiMY i , provided that M and Yi
are given with their A,B - and B,A-generators of length at most ρ, respectively.
The resulting changes of our algorithms will be further specified in the following
two subsections. On some more elaborate techniques that enable extension of our
algorithms to some operators A,B where both matrices A and B are singular, see,
e.g., Theorem 11.2 of Chapter 2 in [4].
11.1. Specific changes for Subalgorithm 7.1
We change the requirements to the output of Subalgorithm 7.1 and its computation
as follows:
New output. A B,A-generator of a length at most ρ for a matrix Yi satisfying the
bound
‖Yi −M−1‖2  (1 + (1 + ‖A‖2‖B‖2)ν−)e2,i (11.1)
for e2,i of (7.1) and ν− of Definition 5.2. The latter change is motivated by the
following argument extending the proof of Lemma 7.1:
‖Xi − BXiA−M−1 + BM−1A‖2
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= ‖(Xi −M−1)− B(Xi −M−1)A‖2
 ‖(Xi −M−1)‖2 + ‖B‖2‖(Xi −M−1)‖2‖A‖2
 (1 + ‖A‖2‖B‖2)‖(Xi −M−1)‖2
 (1 + ‖A‖2‖B‖2)ei .
Assumption (8.2) for i = 0, which ensures rapid convergence of Algorithm 6.1, turns
into the following one in the Stein type case:
(1 + (1 + ‖A‖2‖B‖2)ν−)κ(M)r0  θ < 1 (11.2)
for ν− = νρ,2(A,B) of Definition 5.2.
11.2. Specific changes for Subalgorithm 9.1
We change Subalgorithm 9.1 as follows:
New input. A positive integer ρ, a pair of n× n operator matrices A and B, which de-
fine a strongly regular operatorA,B , A being nonsingular, aA,B-generator of length
at most ρ for a nonsingular matrix M, where ρ= rank(A,B(M))= rank(B,A(M−1)),
and a B,A-generator (Gi+1, Hi+1) of length at most 3ρ for matrix Xi+1 of Eq. (6.1).
New output. A B,A-generator of a length at most ρ for matrix Yi+1 satisfying the
bound
eˆi+1 = ‖Yi+1 −M−1‖  C¯iei (11.3)
for ei of (7.1), eˆi of (7.2),
C¯i = ν−‖GHT‖ · ‖A‖ · ‖A−1‖(ei + 2‖M−1‖), (11.4)
and ν− of Definition 5.2.
New computations. Recall Theorem 3.3, compute and output the matrices Ui+1 =
Xi+1A−1G, WTi+1 = HTXi+1A.
The latter changes are motivated by the following argument extending Lemma
9.1. Express the matrix
Ej = UjWTj − UWT = XjA−1GHTXjA−M−1A−1GHTM−1A
as follows:
Ej = UjHT(Xj −M−1)A+ (Xj −M−1)A−1GWTj
−(Xj −M−1)A−1GHT(Xj −M−1)A.
Therefore,
‖Ei‖ ‖GHT‖ · ‖A‖ · ‖A−1‖ej (ej + 2‖M−1‖)
= ‖GHT‖κ(A)ej (ej + 2‖M−1‖).
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Corollaries 10.1–10.3, which specify the convergence rate of Algorithm 6.1 com-
bined with Subalgorithm 9.1 and the computational cost of the resulting algo-
rithm, are extended to the Stein type case too. Here is the respective extension
of Corollary 10.1, which immediately implies appropriate extension of Corollaries
10.2 and 10.3.
Corollary 11.1. Assume relations (7.1)–(7.3), (10.1)–(10.5) and the bounds ei 
‖M−1‖ for all i. Write Cˆ = 3ν−‖GHT‖κ(M)‖Y0‖/(1 − r0), µˆ = Cˆ2‖M‖. Then we
have µˆei+1 < (µˆei)2 < (µˆe1)2
i for i = 1, 2, . . .
12. Norm estimates via truncation of singular values
To complete our analysis presented in the previous sections, we must estimate the
norms ν− of the inverse displacement operators ∇−1A,B or −1A,B that we associate with
the input matrices of our Newton-structured iteration (see Definition 5.2). In this and
the following three sections, we will apply three approaches to the solution of this
problem (see yet alternative techniques in [39]).
In this section, we will estimate the norms ν− for the operators associated with
the four basic classes of structured matrices, that is, Toeplitz-like, Hankel-like, Van-
dermonde-like, and Cauchy-like matrices. The estimates will depend on the choice
of the basic bilinear representation of such matrices). Technically, we will follow the
line of the Appendix of [27]. In particular we will rely on the truncation of singular
values of the displacement L(M) and will use the two following simple auxiliary
facts.
Fact 12.1. We have ‖Zf (v)‖l = ‖v‖1 for any scalar f, |f |  1, any vector v and
l = 1,∞; furthermore, ‖D(v)‖l  ‖v‖l .
Fact 12.2. For an orthogonal L-generator (G,H) of a matrix (see (4.1)–(4.3)), we
have ‖gi‖2 = ‖hi‖2 = σi(GHT), i = 1, . . . , ρ, ‖GHT‖2 = σ 21 (GHT).
Now we are ready to estimate the norms ν−. We write 1 = (1)n−1j=0, tn = (tnj )n−1j=0.
Theorem 12.1. Let s = (si) and t = (tj ) be a pair of vectors of dimension n filled
with 2n distinct coordinates, none of the tj being zero. Let ∇ = ∇A,B and  = A,B
be nonsingular operators of (2.1) and (2.2). Then we have the following bounds
on the l-norm of the inverse operators ∇−1 and −1 over the n× n complex
matrices:
νρ,l(
−1
A,B)  ρn
1.5, νρ,l(∇−1A,B)  ρn1.5, (12.1)
where A,B ∈ {Zf ,ZTf : |f |  1}.
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νρ,l(
−1
A,B)  ρ
√
n‖D−1(1 − f tn)V (t)‖l ,
νρ,l(∇−1A,B)  ρ
√
n‖D−1(1 − f tn)V (t)‖l , (12.2)
where (A,B) ∈ {(D(t), Zf ), (D(t), ZTf ), (Zf ,D(t)), (ZTf ,D(t))}.
νρ,l
(
∇−1D(t),D(s)
)
 ρ
√
n‖D(s)C(s, t)‖l (12.3)
for l = 1, 2,∞, 1  ρ  n. For l = 2, all these upper bounds are decreased by the
factor of √n.
Proof. The bounds of Theorem 12.1 are obtained based on the bilinear representa-
tion for each matrix M of -rank (respectively, ∇-rank) at most ρ such that (M) =
GHT (respectively, ∇(M) = GHT) for the matrices G and H of (2.5), where α = ρ.
That is, we deduce bounds (12.1)–(12.3) based on the equations of Theorem 2.2 and
Remark 2.1.
We first deduce from Theorem 2.2 (a) that ‖M‖ ∑ρi=1 ‖Ze(gi )ZTf (hi )‖ for M
of part (a) of Theorem 2.2. By applying Facts 12.1, 12.2, and Theorem 5.1, we
obtain that ‖Z(gi )‖1 = ‖gi‖1  σi√n, ‖ZT(hi )‖1 = ‖Z(hi )‖∞  ‖hi‖1  σi√n,
‖Z(gi )ZT(hi )‖l  σ 2i n for l = 1,∞ and for all i. Therefore, ‖M‖l  n
∑ρ
i=1 σ 2i 
nρσ 21 = nρ‖GHT‖2 for l = 1 and l = ∞.
By using Theorem 5.1, we reconcile the l-norm and the 2-norm on both sides
of the latter inequality and arrive at bounds (12.1). Furthermore, we combine our
bounds on ‖M‖l for l = 1,∞ with the bound ‖M‖22  ‖M‖1‖M‖∞ of Theorem
5.1 and improve the bound of (12.1) for l = 2 by the factor of √n. Eqs. (12.2) and
(12.3) are derived similarly, based on the expressions of Theorem 2.2 and on Remark
2.1. (We leave details to the reader.) 
Remark 12.1. The operators  and ∇ are associated with Toeplitz-like and Hankel-
like matrices (for (12.1)), Vandermonde-like matrices (for (12.2)), and Cauchy-like
matrices (for (12.3)).
13. Norm estimates where operators matrices are f-potent
In this section, we will estimate the norm ν− for the operators associated with
Toeplitz-like, Hankel-like, Vandermonde-like, and Chebyshev–Vandermonde-like
matrices where at least one of the operator matrices C (C = A or C = B) is f-potent,
that is, Cn = f I . This is the case for C = Zf and C = ZTf .
We will explicitly estimate ν− for the Stein type operators L, but we may extend
the estimate immediately to the case of the operators (2.1) of Sylvester type provided
that at least one of the operator matrices A and B is nonsingular. Indeed, recall The-
orem 2.1 and observe that the matrix equation ∇A,B(M) = AA−1,B(M) implies
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that ν−ρ,1(A−1,B)  ‖A−1‖1ν−ρ,1(∇A,B) and similarly ∇A,B(M) = −A,B−1(M)B
implies that ν−ρ,1(A,B−1)  ‖B−1‖1ν−ρ,1(∇A,B).
We will start with auxiliary results (of independent interest), first of which will
enable us to invert the operator L = A,B (bi)linearly where some annihilation poly-
nomials for the matrices A and B are avaliable. This approach was used in [8,16,42]
in order to express Toeplitz-like matrices via their displacements.
Theorem 13.1. For all k  1, we have
M = AkMBk +
k−1∑
i=0
AiA,B(M)B
i.
Proof. Note thatAiMBi = Ai+1MBi+1 + AiA,B(M)Bi , sum these matrix equa-
tions for i = 0, 1, . . . , k − 1, and cancel the identical terms that appear on both sides
of the resulting equation. 
For k = p, we obtain the following corollary.
Corollary 13.1. Suppose that Ap = aI and/or Bq = bI (that is, A is an a-potent
matrix of order p and/or B is a b-potent matrix of order q). Then
M =

p−1∑
i=0
AiA,B(M)B
i

 (I − aBp)−1 (13.1)
and/or
M = (I − bAq)−1

q−1∑
i=0
AiA,B(M)B
i

 ,
respectively.
Corollary 13.2. Let L = A,B, where Ak = f I for some positive integer k. Then
we have (13.1) for a = f, p = k and, consequently,
ν− 
(
1 + ‖A‖‖B‖ + · · · + ‖Ak−1‖‖Bk−1‖
)
‖(I − fBk)−1‖. (13.2)
Likewise, if Bk = f I, then we have
ν− 
(
1 + ‖A‖‖B‖ + · · · + ‖Ak−1‖‖Bk−1‖
)
‖(I − fAk)−1‖. (13.3)
Next, we will specialize Corollary 13.2 to some specific classes of structured
matrices. We will use the following notation: s and t denote a pair of vectors of di-
mension n filled with 2n distinct coordinates si and tj , none of the tj being zero (as in
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Theorem 12.1), and we write t− = minj |tj |, t+ = maxj |tj |, Zˆ = 2∑n/2i=1 (−1)i−1
Z2i−1.
Theorem 13.2. Let a, b, e, and f be four scalars such that |e|  1, |f |  1, a =
1/max{|1 − e|, |1 − f |}  1/2, b = 1/|1 − f |  1/2. Then we have the following
bounds:
νρ,l
(
−1A,B
)
 na, (13.4)
where A,B ∈ {Ze,Zf , ZTe , ZTf }, l = 1,∞,
νρ,l
(
−1
D−1(t),Zf
)



1−
(
1
t−
)n
1− 1
t−
b if t− /= 1,
nb if 1
t− = 1,
(13.5)
where l = 1, 2,∞,
νρ,l
(
−1D(t),Zf
)

{
1−tn+
1−t+ b if t+ /= 1,
nb if t+ = 1,
(13.6)
where l = 1, 2,∞,
νρ,1
(
−1
D(t),Zˆ
)



1 +
(
n
t+
)( 1−( 2
t+
)n−1
1−
(
2
t+
)
)
if t+ /= 2,
1 + n(n−1)2 if t+ = 2.
(13.7)
Proof. The bounds of Theorem 13.2 are obtained based on bound (13.2) and
(13.3) applied for k = n and the operators  of (13.4)–(13.7). Bound (13.4) is im-
mediate because ‖Zc‖l = ‖ZTc ‖l = · · · = ‖Zn−1c ‖l = ‖(ZTc )n−1‖l = 1 for |c|  1
and l = 1,∞. Bound (13.5) immediately follows from (13.3) for k = n because
‖D−1(t)‖l = 1t− , and therefore, we have
ν−ρ,l  1 +
1
t−
+ · · · + 1
tn−1−
.
The proof of (13.6) is similar to the proof of (13.5). Finally, let us prove (13.7).
Recall that Zˆ = 2∑n/2i=1 (−1)i−1Z2i−1 and deduced that
Zˆn = 0, ‖Zˆ‖1  n,
‖Zˆn−1‖1 = 2n−1
∥∥∥∥∥∥∥

n/2∑
i=1
(−1)i−1Z2i−1


n−1∥∥∥∥∥∥∥
1
 2n−1n/2 = 2n−2n,
ν−ρ,1  1 +
1
t+
n+ · · · + 1
tn−1+
2n−2n
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= 1 + n
t+
(
1 + 2
t+
+ · · · +
(
2
t+
)n−2)
. 
Remark 13.1. The operators  are associated with Toeplitz-like and Hankel-like
matrices for  of (13.4), Vandermonde-like matrices for  of (13.5) and (13.6), and
Chebyshev–Vandermonde-like matrices [21] for  of (13.7).
14. Eigenvalue technique for the estimation of operator norms
In the following section, we will estimate the norm ν− in the cases of the
operators associated with the Cauchy-like and Toeplitz + Hankel-like matrices.
Corollary 13.2 is not sufficient in these cases, but we will rely on the following
result:
Theorem 14.1. Let  = A,B be a Stein type operator of (2.2) with n× n oper-
ator matrices A and B. Let λ1, . . . , λn be the eigenvalues of the matrix A. Write
Aλi = A− λiI, Bλi = I − λiB. Assume that the matrices Bλi are nonsingular for
all i. Then we have
M = (M)B−1λ1 + Aλ1(M)B−1λ2 BB−1λ1
+ · · · + Aλ1 · · ·Aλn−1(M)B−1λn · · ·BB−1λ1 (14.1)
and, consequently,
νρ,1(
−1) ‖B−1λ1 ‖1 + ‖Aλ1‖1‖B‖1‖B−1λ1 ‖1‖B−1λ2 ‖1
+ · · · + ‖Aλ1‖1 · · · ‖Aλn−1‖1‖Bn−1‖1‖B−1λ1 ‖1 · · · ‖B−1λn ‖1.
(14.2)
Proof. Let λ be any eigenvalue of the matrix A. We have
(M)= M − λMB + λMB − AMB
= M(I − λB)− (A− λI)MB
= MBλ − AλMB,
and, consequently,
(M)B−1λ = M − AλMBB−1λ . (14.3)
For λ = λ1, λ = λ2 we obtain that
(M)B−1λ1 = M − Aλ1MBB−1λ1 , (14.4)
(M)B−1λ2 = M − Aλ2MBB−1λ2 . (14.5)
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Pre-multiply (14.5) by Aλ1 , post-multiply by BB−1λ1 and obtain that
Aλ1(M)B
−1
λ2
BB−1λ1 = Aλ1MBB−1λ1 − Aλ1Aλ2 MBB−1λ2 BB−1λ1 . (14.6)
Add (14.4) to (14.6) and obtain that
(M)B−1λ1 + Aλ1(M)B−1λ2 BB−1λ1 = M − Aλ1Aλ2 MBB−1λ2 BB−1λ1 . (14.7)
Substitute λ = λ3 into Eq. (14.3). Pre-multiply the resulting equation by the first
term on the left-hand side of (14.7) and post-multiply it by the second term, then add
(14.7) to the resulting equation. Repeat this process recursively and in n steps obtain
the following equation:
(M)B−1λ1 + Aλ1(M)B−1λ2 BB−1λ1 + · · · + Aλ1 · · ·Aλn−1(M)BB−1λn · · ·BB−1λ1
= M − Aλ1Aλ2 · · ·AλnMBB−1λn · · ·BB−1λ1 .
This implies (14.1) since Aλ1 · · ·Aλn = 0. 
15. Specific norm bounds based on the eigenvalue techniques
Let us apply Theorem 14.1 to the operators D(s),D(t) associated with Cauchy-
like matrices and Y00,Y11 associated with Toeplitz + Hankel-like matrices [6,21],
where Y00 = Z + ZT, Y11 = Y00 + e0eT0 + en−1eTn−1. We have the following auxi-
liary results, which in particular show the diagonalization of the matrices Y00, Y11
[20].
Theorem 15.1. Let
S =
(√
2
n+ 1 sin
ijπ
n+ 1
)n
i,j=1
,
Q=
(√
2
n
qj cos
(2i − 1)(j − 1)π
2n
)n
i,j=1
denote the (normalized) matrices of the Discrete Sine Transform I and the Discrete
Cosine Transform II, respectively, where q1 = 1/
√
2, qj = 1 for j > 1. Then we
have S = ST, S2 = QTQ = T , so that ‖S‖2 = ‖Q‖2 = 1, ‖S‖l  √n, ‖Q‖l  √n
for l = 1,∞.
Theorem 15.2. SY00S = DS, QTY11Q = DQ, where
DS = diag
(
2 cos
kπ
n+ 1
)n
k=1
, ‖DS‖l < 2,
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DQ = diag
(
2 cos
kπ
n
)n−1
k=0
, ‖DQ‖l = 2, l = 1, 2,∞.
We will also use the following simple estimates:
‖Y11 − λiI‖1  2 + |λi | (15.1)
for any λi .
Fact 15.1. For all scalars λi, we have ‖(Y−100 )−1λi ‖1  2n/ψi, where
ψi = min
j
∣∣∣∣1 − 2λi/ cos
(
jπ
n+ 1
)∣∣∣∣ .
Proof. By definition, (Y−100 )λi = I − λiY−100 . Recall Theorems 15.1 and 15.2 and
obtain that (Y−100 )λi = S(I − λiD−1S )S. Therefore,
‖(Y−100 )−1λi ‖1 = ‖S(I − λiD−1S )−1S‖1  2n/ψi. 
Now, we are ready to state our next theorem.
Theorem 15.3. As in Theorem 12.1, let s and t be a pair of vectors of dimen-
sion n filled with 2n distinct coordinates si and tj , none of the tj being zero. Let
 = A,B be an operator L of (2.2). Let λi denote the eigenvalues of the matrix
A, i = 1, . . . , n. Let us write t− = minj |tj |, s+ = maxj |sj |, φi = minj |1 − si tj |,
φ = mini φi, ψ = mini ψi, ρi = 2 + |λi |, and ρ = maxi ρi for ψi of Fact 15.1.
Then we have
ν− = νρ,1
(
−1
D(s),D−1(t)
)



t−
φ
1 −
(
2s+t−
φ
)n
1 − 2s+t−
φ
if 2s+t−
φ
/= 1,
t−n
φ
if 2s+t−
φ
= 1,
(15.2)
for A = D(s), B = D−1(t),
ν− = νρ,1
(
−1
Y11,(Z+ZT)−1
)



2n
ψ
1 −
(
2nρ
ψ
)n
1 − 2nρ
ψ
if 2nρ
ψ
/= 1,
2n2
ψ
if 2nρ
ψ
= 1,
(15.3)
for A = Y11, B = (Z + ZT)−1.
Proof. Recall that Aλi = A− λiI and deduce that ‖Aλi‖1 = ‖A− λiI‖1  ‖A‖1
+ |λi |. We have A = D(s) in (15.2). Therefore, λi = si , |λi |  maxj |sj | = s+, and
‖Aλi‖1  2s+ for all i. Similarily, forB = D−1(t) of (15.2), we obtain that ‖Bλi‖1 
t−/φi . Substitute both norm bounds into (14.2) for  = D(s),D−1(t) and obtain that
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ν−  t−
φ1
+ 2s+t
2−
φ1φ2
+ · · · + (2s+)
n−1tn−
φ1 · · ·φn
for ν− of (15.2). Since we have φ = mini φi , it follows that
ν−  t−
φ
+ 2s+ t
2−
φ2
+ · · · + (2s+)n−1 t
n−
φn
,
and we obtain (15.2). By combining (14.2), (15.1), and Fact 15.1, we obtain that
ν−  2n
ψ1
+ ρ1 (2n)
2
ψ1ψ2
+ · · · + ρ1 · · · ρn−1 (2n)
n
ψ1 · · ·ψn
for ν− of (15.3). Substitute ψ = minψi and ρ = max ρi , obtain that
ν−  2n
ψ
+ ρ (2n)
2
ψ2
+ · · · + ρn−1 (2n)
n
ψn
= 2n
ψ
(
1 + 2nρ
ψ
+ · · · +
(
2nρ
ψ
)n−1)
,
and arrive at (15.3). 
16. The unification and transformation approaches
As an alternative to the unification of the study of Newton’s iteration for various
matrix structures, one may transform the problem to the Toeplitz-like or Cauchy-like
cases to extend the cited successful algorithms of [27,30,33,40] to other classes of
structured matrices. This is a special case of the general idea of extending successful
algorithms from one class to other classes of structured matrices. The idea was pro-
posed in [26] together with the sample transformations in all directions among Toep-
litz-like, Hankel-like, Vandermonde-like, and Cauchy-like matrices. The approach
turns out to be quite powerful. Some of the current best practical algorithms for
solving Toeplitz and Toeplitz-like linear systems of equations reduce them to Cau-
chy-like linear systems. Furthermore, structured matrix transformations of this kind
have been used for handling matrix singularities, for computational improvements
of polynomial interpolation and multipoint evaluation as well as algebraic decod-
ing, and in the computational complexity analysis of structured matrix operations
(cf. [6,15,35,41], [25, Section 6] and [31,32]). The unification and transformation
approaches may effectively complement each other.
As a rule, the unification approach enables a deeper insight into the subject and its
more comprehensive treatment. In some cases, transformations are costly (in terms of
extra flops and numerical stability problems involved), and the unification approach
can be more effective. In other cases, transformations are inexpensive (e.g., from
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Toeplitz/Hankel-like to Cauchy-like matrices [6,15]) and can enhance the domain
where the algorithms are effective.
In particular, Theorem 2.2 and the bounds of Table 2 imply that vα,n(L) =
O(αn logd n), where d = 1 for operators L associated with Toeplitz-like and Hankel-
like matrices versus d = 2 in the Vandermonde-like and Cauchy-like cases. The
difference in the computational cost is extended to various other operations with
these matrices, in particular to Newton’s iteration. The standard transformations to
Toeplitz-like or Hankel-like cases (cf. [26] and [4, Section 12 of Chapter 2]) enable
respective decrease of the asymptotic upper bounds on the number of flops involved
in the algorithms.
17. Conclusion
There are several interesting directions for the extension and further study of the
Newton-structured iteration.
1. Some useful singular displacement operators L are strongly regular on the linear
space of matrices that vanish on a fixed subset S of their entries having small
cardinality. In particular, S may consist of the first and/or last column (and/or)
row of a matrix (see ∇Zf ,Zf ) or of its diagonal (see ∇D(s),D(s)). In such a
case the matrix is generated by its entries of the set S and by its displacement
L(M) together. (Bi)linear expressions of Section 2 as well as iteration (6.1)
and its analysis can be modified and extended, respectively (see [32,33]).
Alternatively, the problem can be reduced to the one with a strongly regular
operator [32].
2. If no initial approximation Y0 to the matrix M−1 is available, such an approx-
imation can be generated in a homotopic process [27,32,34]. In this approach,
the algorithm of [27] approximates a Toeplitz-like matrix M−1 within the out-
put error norm bound 3 by using O((γ + log log(1/3))rvr,n(L)) flops with γ =
O(log κ(M)). The study is extended to other well-known classes of input matrices
in [32,34].
3. There are alternative recipes for choosing an initial approximation Y0 such as
Y0 = M∗/(‖M‖1‖M‖∞) and of the convergence acceleration by scaling the it-
erates Yi for all i as well as by shifting to higher order processes. These recipes
rely on the observation that the singular vectors of the residuals I −MYi are
invariant in i provided that Xi = Yi for all i (see [38] and references therein).
Compression of the displacements of the computed approximations, however,
perturbs the matrices Xi so that the singular vectors of the matrices Yi vary
with i. Therefore, the entire approach remains valid only to the extent to which
the perturbation caused by the compression makes no significiant impact on the
singular spaces. Estimation and restriction of such an impact is the subject of
further theoretical and experimental study [32,34]. Its preliminary results are
encouraging.
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4. Newton’s iteration for the computation of the inverse and Moore–Penrose general-
ized inverse of a matrix is a special case of residual correction methods [17,34,38],
yielding faster convergence (in particular with using scaling). Would application
of such more general methods improve our algorithms?
5. Newton’s iteration is a well-known tool for the solution of matrix equation, in
particular for the computation of the polar decomposition, the square roots and
the sign function for general matrices [11,12,14,19]. Could the known meth-
ods be improved where the input matrix is structured? Our methods would be
immediately extended whenever the output matrices have short displacement
generators.
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