The objective of this paper is to decompose the effects of economic growth on carbon emissions into scale, composition and technique effects in a panel of 23 Sub-Saharan African countries between 1996 and 2014. We combine static and dynamic panel estimation technique to quantile regression technique in order to bring out a detailed description of the relationship between carbon emissions and its determinants at different levels of carbon dioxide emissions. The results from static and dynamic estimations reveal that the expansion in the scale and the composition of the economy increase carbon emissions, while improvements in the technology are sufficient to reduce carbon emissions. However, quantile regressions indicate that these three effects are heterogeneously distributed across the dioxide carbon emission levels, and the scale effect holds only at the lower quantiles. The results also indicate that financial development, the size of population and the exports (as a percentage of GDP) have a positive effect on carbon emission, while imports (as a percentage of Gross Domestic Product) reduce it.
best of our knowledge, this is the first study to decompose the effect of economic growth on carbon emissions into the scale, composition and technique effects in Sub-Saharan Africa context. Previous studies were carried out on a large sample of countries [8] , a single country out of Africa [9] or on deforestation in the Congo Basin [10] . Complement to the three structural effects, we use additional variables in our models to account for omission variable bias as suggested by Ang [11] . Furthermore, we combine several estimation techniques to handle some econometric issues such as the endogeneity of our variables, the omitted variables bias and the non-normal distribution of the variables. To account for the first two issues, we use the Generalized Moments Method (GMM), while the quantile regression technique helps us to address the problem of the conditional distribution of CO 2 emissions. Lastly, this is probably the first study that employs the quantile approach to decompose the environmental effect of economic growth into scale, composition and technique effects.
The rest of the paper is organized in four main sections. Section 2 connects the study with previous literature on the subject, Section 3 discusses the data and the empirical approach, Section 4 presents the results and discussions and the last section, Section 5, presents the concluding remarks and the policy implications of the study.
Literature Review
The environmental effect of economic growth has attracted a special attention in the literature since the seminal works of Grossman and Krueger [6] . These authors use three measures of air pollution to study the relationship between air quality and economic growth. The results show for two pollutants (sulfur dioxide and smoke) that concentrations increase with per capita GDP at lower level of the national income but decrease with GDP growth at higher levels of income.
Based on this result, they conclude that the relationship between economic growth and environmental degradation is described by an inverted-U shaped curve or an Environmental Kuznets Curve (EKC). 3 The EKC is similar to the original curve proposed by Simon Kuznets [12] concerning the relationship between income inequality and economic growth.
Among the determinants of the EKC, Grossman and Krueger [6] , Panayotou [13] and Copeland and Taylor [14] indicate that the rise and fall of the curve are explained by the combination of the three structural effects associated to economic development: scale, composition and technique effects. From the studies by Brock and Taylor [15] , Jobert and Karanfil [16] and Bakehe [10] , these effects are summarized in the following equation: 
This appellation is attributed to Panayotou [13] . progress on the environment. In fact, any improvement of the technical coefficients will result in a deceleration of the rate of increase of environmental degradation. Moreover, the putting in place of rigorous environmental regulations due to the awareness of the public to environmental problems will also lead to a reduction in environmental degradation. Figure 2 summarizes the expected signs associated to overall effects economic growth on the environmental quality. It should be noted that the scale effect is always associated to an increase in the pollution level (positive sign), while the composition effect has mixed effects depending on the capital intensity of economic growth. In fact, if higher capital intensity is associated with more pollution-oriented industries, then any increase in the composition will generate more pollution. Otherwise, the resulting effect will be negative. The technique effect reflects the changes in production methods that usually reduce emissions per unit of output, and therefore we expect a negative slope over all income levels. The net effect of economic growth will therefore be determined by the respective weights of the scale, composition and technique effects and could be either positive or negative. Table 1 summarizes some recent studies on the relationship between economic growth and environmental degradation.
Contrary to previous literature in which authors used quadratic or cubic models to assess the dynamic effect of economic growth on the environment, authors of the second strand of the literature used to decompose the environmental effect of economic growth into scale, technique and composition effects.
The main advantage of this decomposition is that it helps to better understand the specific effects of economic growth on the environment. For instance, Panayotou [13] examines the decomposed effect of economic growth on SO 2 concentrations in a reduced-form of EKC model. He uses GDP per square kilometer, GDP per capita, and the share of industry in GDP as proxies of scale, technique, (measured by the capital-labor ratio) has a nonlinear impact on the environment; and 3) the impact of technique effect is heterogeneous, depending on the proxy of environment. In fact, they conclude that the technique effect is sufficient to reduce SO 2 emissions, while its effect is not enough to reduce CO 2 emissions and energy use, except for the case of CO 2 emissions in high-income countries.
Ling et al. [9] To contribute to the literature on the effect of economic growth on carbon emissions in SSA, we decompose the economic growth into the scale, composition and technique effects. Also, in order to avoid omitted variable bias as suggested by Ang [11] , we introduce size of the population, financial development, exports and imports as additional determinants of carbon emissions in this region. Unlike previous studies, we use several economic techniques to check the robustness of our results.
Empirical Framework

Data and Definition of Variables
This study aims at decomposing the effects of economic growth on carbon emis- stemming from the burning of fossil fuels and the manufacture of cement. They include carbon dioxide produced during consumption of solid, liquid, gas fuels and gas flaring".
Several variables have been used in the literature as proxy for the scale, composition and technique effects. Table 2 provides a description of variables generally used as such in the literature.
In this study, GDP per kilometer square is used as indicator of the scale effects. Given that the areas (in km 2 ) of countries are fixed, increases in the value of GDP per kilometer square are automatically associated to expansion of economic activity. Based on theoretical predictions, the scale effect has a negative impact on the environment, and therefore we expect a positive value of it coefficient.
The capital-labor ratio serves as proxy for the composition or the structure of the economy. The expected sign of it coefficient is positive or negative. In fact, the composition effect leads to more pollution when higher capital intensity is associated with more pollution-oriented industries while the opposite effect is observed when higher capital intensity is associated to less pollution intensive activities.
Unlike the above mentioned literature, we use the energy intensity of the GDP as the proxy of the technique effect 5 . Energy intensity is the ratio between energy supply and gross domestic product measured at purchasing power parity. Energy intensity (EI) is an indication of energy efficiency or energy productivity and a lower ratio of EI indicates that less energy is used to produce one unit of output. Therefore, we implicitly assume that the technique effect is accompanied by reduction in the energy intensity, which in turn contributes to cub CO 2 emissions.
A set of control variables is introduced in our econometric specification to avoid variable omissions bias. They include: financial development, captured by domestic credit to private sector in % of GDP (see Shahbaz et al. [33] ; Abid [23] ; Boutabba [34] ; Shahbaz et al. [35] ); population size (see Cole and Neumayer [36] ; Sadorsky [37] ; Liddle [38] ); export and import of goods and services in share of GDP (see Jebli et al. [39] ; Al-Mulali et al. [40] ). Jarque-Bera test denotes that our variables are non-normally distributed.
The correlations between the variables are presented in Table 4 . It should be noted that the maximum value of the correlation coefficient is 0.59, which is below the value of 0.7 generally used as the rule of thumb for high correlation. This suggests that neither collinearity nor multicollinearity is considered as a concern in our data.
The Variance Inflation Factor (VIF) (see Table 5 ) is also performed to test collinearity between our variables. The maximum VIF is 3.39 for the composition effect and is largely lower than the threshold value of 10 generally used the literature. This confirms that our model does not suffer neither from collinearity nor multicollinearity. , comp is the capital labor ratio, tech is the technique effect captured by the energy intensity, fd is domestic credit to the private sector as a percentage of GDP, pop is the population size (in million), exp is the export of goods and services (as a percentage of GDP) and imp is import of goods and services (as a percentage of GDP). αj ( 1, , 7 j =  ) are the eslaciticies to be estimated, λ i is the country fixed effect, ν t is the time fixed effect and ε it is the error term. Note that all the variables are taken in natural log in order to avoid heteroskedasticity.
Equation and Estimation Techniques
Equation (2) 
where CO 2it-1 is the lagged value of carbon emissions, all the other variables remain the same as in Equation (2). To estimate Equation (3), we refer to difference GMM of Arellano and Bond [43] and the system GMM of Arrelano and Bover [44] and Blundell and Bond [45] . Such techniques are powerful to handle endogeneity of variables and the simultaneity bias. However, the validity of the GMM estimators depends on the absence of the second order autocorrelation (AR (2)) and the validity of the instruments.
Quantile Regression Approach Despite their advantages, estimations based on OLS, FE, RE and GMM techniques could lead to incorrect results (Cade and Noon [46]). In fact, convention-
al econometric approaches provide information on the mean value of the coefficients and do not describe the conditional distribution of the dependent variable.
To account for such a distribution, we refer to the quantile regression technique, initially introduced by Koenker and Basset [47] and improved by Koenker and Machado [48] and Koenker and Hallock [49] . The advantage of this method lies in the fact that it considers the heterogeneity in the distribution of the dependent variable and provides a more comprehensive picture as it models the relationships at specific quantiles of the dependent variable.
Given a vector x i of explanatory variables, the conditional quantile of a dependent variable y i is expressed as follows:
From Equation (4) To account for such econometric issues, we use the shrinkage method of Koenker [52] . This method consists of minimizing an asymmetrically weighted sum of absolute residuals or a penalized quantile regressor, described as follows: , we test the parameter heterogeneity using the F-Test, which helps to determine if the slopes or the elasticities are equals across different quantiles. 6 Finally, all the parameters are estimated through the Stata 12.0 software.
Results and Discussions
In this section, we report and discuss the empirical results obtained from the estimation of our equations.
Benchmark Results: Static and Dynamic Panel Analysis
The results of static and dynamic panel estimations are reported in Table 6 . The Hausman test is used in order to select the appropriate specification between the FE and the RE models. The Hausman test yields a chi-square value of 9.49 with a p-value of 0.2194, indicating that the REM is appropriate. However, the Breusch-Pagan LM test for heteroscedasticty and the Wooldridge test for autocorrelation indicate that the REM errors are heteroskedastic and autocorrelated. Such an issue is corrected through the GLS estimator as suggested in the literature. Regarding the GMM, the p-value associated to the Sargan and Hansen statistics exceed the conventional significance level of 0.05, showing that our instruments are valid. In addition, the null hypothesis of the absence of second order correlation of the residuals (AR [2] ) is rejected both for diff and syst GMM. 7 Our results show that the expansion of the economy or the scale effect is associated to an increase in carbon emissions. The impact is significant for all the specifications except for the system GMM where the impact is positive but non-significant. The result is in line with Turumi and Managi [8] and Ling et al. [9] .
With regard to the composition effect, the results show that an increase in the capital-labor (KL) ratio leads to more carbon emissions in SSA. In fact, the 6 The null hypothesis of slope homogeneity ( , Based on the diagnostic checking, our interpretations are based only on the OLS, GLS, Diff and Syst GMM. estimated elasticity of carbon emissions with respect to the capital-labor ratio is between 0.135% and 0.535% and significant. This suggests that increase in the KL ratio is associated with increase in the pollution-oriented activities in SSA, which lead to more carbon emissions. This result contrasts with the findings of Tsurumi and Managi [8] and Ling et al. [9] , but is consistent with those of Cole and Elliott [54] whose find that the composition effect is positively related to carbon emissions.
The elasticity of carbon emissions with respect to energy intensity or technique effect is positive and statistically significant. This suggests that improvement in energy intensity will reduce carbon emissions in SSA. In fact, the estimated elasticity of carbon emissions with respect to the technique effect falls between 0.197 and 0.742, suggesting that a 1% improvement in the energy intensity 8 contributes to a reduction of carbon emissions between 0.197% and 0.742%.
This result suggests that adoption of cleaner energies or more efficient energy sources will reduce carbon emissions in SSA countries.
For the control variables, except the share of imports in the GDP which has a negative effect on carbon emissions, the effects of the remaining variables are positive and significant. In fact, an increase in the amount of private credit to the economy (as a percentage of GDP) leads to an increase in carbon emissions.
This result is robust for static and dynamic panel frameworks, and indicates that private credit to economy tend to increase the production capacity, which in turn lead to more pollution. This finding contrasts with Shahbaz et al. [33] who find that financial development reduces carbon emissions in South Africa, and consistent with Shahbaz et al. [35] and Boutabba [34] for India.
Also, an increase in the population size leads to more carbon emissions; however its effect is significant only for OLS, GLS and system GMM estimators. In fact, an increase in the population size is coupled with the increase in the consumption of conventional energies (electricity from coal, oil and natural gas), which leads to more pollution. This is in conformity with Liddle [38] , Sadorsky [37] , Cole and Neumayer [36] whose studies show that an increase in population size is associated to more pollution. with Jebli et al. [39] for a panel of 24 sub-Saharan Africa countries over the period 1980-2010, but contrasts with Al-Mulali et al. [40] who find that exports have non-significant impact on carbon emissions in Vietnam while imports have a positive and significant effect on CO 2 . As stated earlier, it is assumed that the technology improvement is associated to a reduction of energy intensity. Table 7 , we can easily observe that the impacts of the scale, composition and technique effects are heterogeneously distributed among the percentiles. This suggests that the use of quantile regression framework is appropriate in this study.
Alternative Estimations with Quantile Regression
Regarding the effect of the scale of the economy, the result show that an increase in the scale of the economy has a positive effect on CO 2 emissions only at the lower quantiles, the impact of the scale in the remaining percentiles being negative. However, the positive effect of the scale is significant only at the 10 th and 20 th percentiles, suggesting that an expansion in scale of the economy increases carbon emissions at lower percentiles. The elasticity of CO 2 with respect to scale at the 90 th percentile is negative and significant, suggesting that the scale effect tends to reduce CO 2 in countries with higher CO 2 levels. This final result is contrary to the theoretical prediction on the importance of the scale effect which assumes that the scale effect is associated to more pollution. Also, the composition or structure of the production has a positive and significant effect on carbon emissions from the lower to the upper quantile. However, the elasticities of car- 
, and the slope of parameter at the median is tested against the highest quantile. Results are reported in Table 8 .
The F-test results do not support the null hypothesis of homogeneity of parameter for scale, composition, technique and population size. This clearly shows that it was important to account for the conditional distribution of carbon emissions in our study. Note: P values are in parentheses; ***significance at 1%; **significance at 5%; *statistical significance at 10%. Source: Authors' calculations.
Conclusion
This study decomposes the effects of economic growth on carbon emissions in 
