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Quantum information with general quantum variables: a formalism encompassing
qubits, qudits, and quantum continuous variables
Timothy J. Proctor∗
School of Physics and Astronomy, E C Stoner Building, University of Leeds, Leeds, LS2 9JT, UK
This note presents a simple and unified formulation of the most fundamental structures used in
quantum information with qubits, arbitrary dimension qudits, and quantum continuous variables.
This general quantum variables construction provides a succinct language for formulating many
results in quantum computation and information so that they are applicable in all dimensions. The
structures included within this formalism include: a generalization to arbitrary dimension of the
three Pauli operators, and the associated mutually unbiased bases; the Pauli and Clifford groups;
many important quantum gates; standard sets of generators for the Clifford group; and simple
universal gate sets. This formalism provides a convenient, intuitive and extensible language for
easily generalizing results that were originally derived for a single type of system (often qubits or
quantum continuous variables), and that rely on only those structures listed above, to apply in all
dimensions.
Introduction. The majority of research on quantum in-
formation and computation has focused on 2-dimensional
quantum systems, i.e., qubits. There are good reasons
for this: classical computers are built out of bits, the
theory is arguably simplest for qubits, and experimen-
tal qubit-based devices are significantly more developed,
by most metrics, than those for higher dimensional sys-
tems. However, there are also reasons to consider build-
ing quantum information devices out of higher dimen-
sional qudits (d-level systems, d > 2) or quantum contin-
uous variables (QCVs), which are systems with a single
continuous degree of freedom. For example, there are in-
teresting results showing that fault-tolerance thresholds
for d-dimensional qudits are improved by increasing d
[1–6], and optical QCVs are one of the easiest quantum
systems to accurately control [7–10].
Motivated by the potential of non-qubit systems – and
because so much of the quantum information literature
focuses exclusively on qubits or QCVs – there is a sub-
stantial body of literature on extending qubit-based re-
sults to apply to qudits [11–25] or QCVs [13–15, 26–29],
or converting from QCVs to qubits [15, 21]. One purpose
of this paper is to make the process of translating results
from one type of system into another easier, in those cases
in which the results rely on only those structures which
are common to qubits, arbitrary dimension qudits, and
QCVs. Specifically, this paper introduces the framework
of the general quantum variable (GQV), an entity of un-
specified dimension: it is parameterized by a dimension
d that may correspond to either a qubit, a qudit of any
dimension, or a QCV.
To my knowledge, the formalism presented here is
novel. However, every result presented herein is not novel
in at least the qubit case, and most are not novel in
any dimension. This work should be thought of as a
framework for dimension-independent quantum informa-
tion theory. Moreover, this paper is not intended to be an
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all-encompassing review of what is known about QCVs,
qudits and qubits. In particular, there are many prop-
erties of quantum systems which do depend strongly on
some property of the dimension, and so will not be in-
cluded herein. For example, many results are built on
the structures of a field, and so only apply for prime di-
mension qubits, QCVs, and sometimes power-of-a-prime
dimension qudits [1–6, 30–35].
General quantum variables. A d-dimensional qudit
is a quantum system with a Hilbert space of finite di-
mension d ∈ N for d ≥ 2 [36, 37]. The particular case of
d = 2 is a qubit. The integers modulo d plays a crucial
role for qudits, which is the set {0, 1, . . . , d−1} equipped
with modular arithmetic [36]. This structure is a ring –
because division is not generally well-defined – and it is
denoted by Z(d) herein.
A quantum continuous variable (QCV) is a quantum
system with a single continuous degree of freedom taking
values in R [27, 38]. Equivalently, a QCV is a quan-
tum system described by one-dimensional wave mechan-
ics with “position” and “momentum” operators, denoted
xˆ and pˆ respectively, obeying the canonical commutation
relation
[xˆ, pˆ] = i. (1)
A general quantum variable (GQV) is defined to be a
quantum system parameterized by a dimension-signifier d
where d = d′ ∈ N≥2 to obtain the case of a d′-dimensional
qudit, and d = 2π to obtain the case of a QCV (this 2π
convention is chosen as it results in succinct notation, as
2π has a fundamental significance for QCVs). The un-
derlying structures on which a d-dimensional qudit and a
QCV are defined are different, so it is notationally useful
to define the ring Sd by
Sd :=
{
Z(d) for a d-dimensional qudit,
R for a QCV.
(2)
For qudits the group of all the n-qudit unitaries, which
is denoted herein by U(dn), is important in quantum
2computation theory. For QCVs, the relevant group of
transformation is more subtle. It is conventional to only
consider the subset of n-QCV unitaries containing all op-
erators of the form
Un := {U | U = exp(ipoly(xˆk, pˆk))}. (3)
where poly(xˆk, pˆk) is any finite-degree polynomial (over
R) of the position and momentum operators of all n
QCVs [14, 38]. For notational simplicity, denote this set
by
U((2π)n) ≡ Un, (4)
so that for a GQV the relevant set of unitaries in quantum
computation is denoted U(dn).
So far, nothing significant has been achieved – nota-
tion has being used to hide the differences between qu-
dits and QCVs. However, now that this notation has
been defined, the critical structures for qubit, qudit and
QCV quantum information theory can be presented so as
to make the equivalences between standard quantum in-
formation structures in different dimensions particularly
clear.
The computational basis. A common starting point
for quantum computation theory is to introduce a com-
putational basis, from which all other structures are de-
fined (the alternative is to start with observables and use
these to define this basis). For all types of GQVs, some
computational basis of the form
B := {|q〉 | q ∈ Sd}, (5)
may be chosen for the relevant Hilbert space, with the
basis states obeying
〈q|q′〉 = δ(q − q′). (6)
Here δ(·) denotes the Dirac delta function in the case of
QCVs [39] and the Kronecker delta function in the case
of qudits. For example, in the case of QCVs this basis
may be defined as the generalized eigenstates of xˆ. Note
that these states are unphysical for QCVs, but they may
be approximated to arbitrary accuracy with a physical
state [27][40].
Later we will require the definition for mutually unbi-
ased bases in all dimensions. A set of orthonormal bases
{B1,B2, ...} for a GQV are called mutual unbiased if for
any pair of bases Bj and Bk in this set, with j 6= k, and
for any basis states |a〉 ∈ Bj and |b〉 ∈ Bk in these bases,
|〈a|b〉|2 = kd, (7)
where kd is any non-zero and positive constant [41, 42].
To satisfy this relation for qudits it is necessary for kd =
1/d [42].
The Fourier gate and basis. Starting from the compu-
tational basis, we can define the Fourier gate (F ). This is
the unitary representation of the appropriate dimension
Fourier transform. Specifically,
F |q〉 := 1√
d
∑
q′∈Sd
ωqq
′ |q′〉, (8)
with
ω := exp(2πi/d). (9)
The
∑
q′∈Sd
notation denotes that the summation is over
all values in Sd, e.g., it is an integral over R for QCVs.
It is simple to show that
F 4 = I, (10)
and that F is unitary (see Appendix A). For qubits, the
Fourier gate is the well-known Hadamard gate, normally
denoted H . For QCVs, the Fourier gate is generated by
the quantum harmonic oscillator Hamiltonian [43].
Using the Fourier gate, a Fourier basis B+ (the “con-
jugate basis” is an alternative well-motivated name) can
be defined by the set of orthonormal states
|+q〉 := F |q〉, (11)
for q ∈ Sd. This notation is adapted from that in common
usage for qubits, where conventionally |+〉 ≡ |+0〉 and
|−〉 ≡ |+1〉. It is simple to confirm that
〈q|+q′〉 = ω
qq′
√
d
∀ q, q′ ∈ Sd. (12)
This follows because each conjugate basis state is an
equal superposition (with phase factors) of all possible
computational basis states. This relation implies that
the computational and Fourier bases form a set of two
mutually unbiased bases.
The phase gate and basis. By introducing an addi-
tional gate (that is also important in its own right) we
may define a third basis that is, arguably, equally as fun-
damental as the Fourier and computational bases. Define
the parameterized phase gate by
P (p)|q〉 := ω pq2 (q+̺d)|q〉, (13)
with p ∈ SD, where
SD :=
{
Z(2d) for a d-dimensional qudit,
R for a QCV,
(14)
and
̺d :=
{
1 for odd-dimension qudits ,
0 otherwise.
(15)
The d-dependent ̺d parameter is not essential in the
phase gate definition. However, it is useful for reducing
the odd/even dimension dependence of the properties of
3this gate. For qubits the phase gate reduces to the well-
known gate P = |0〉〈0| + i|1〉〈1|, often also denoted by
S.
Using the phase gate, define the phase basis by
B× := {|×q〉 := PF |q〉 | q ∈ Sd}, (16)
where, here and throughout, G denotes G(1) for a pa-
rameterized gate G(·). That is P ≡ P (1). The compu-
tational, Fourier, and phase bases are particularly useful
because they form a set of three mutually unbiased bases.
In particular, they satisfy
〈q|+q′〉 = ω
qq′
√
d
, (17)
〈q|×q′〉 = ω
qq′
√
d
ω−
q
2 (q+̺d), (18)
〈+q|×q′〉 = ω
qq′
√
d
ω−
q
2 (q−̺d)ω−
q′
2 (q
′+̺d)ω
d−̺d
8 , (19)
for all q, q′ ∈ Sd. The first of these equations has already
been stated in Eq. (12), and deriving it is simple. The
latter two of these equations are derived in Appendix B.
The computational, Fourier and phase basis states have
another important property: they are the eigenstates of
perhaps the most natural generalization of the Pauli op-
erators to arbitrary dimension.
The Pauli operators. The Pauli operators are the most
fundamental structure for a qubit, and are defined by
σx = |1〉〈0|+ |0〉〈1|, (20)
iσy = |0〉〈1| − |1〉〈0|, (21)
σz = |0〉〈0| − |1〉〈1|. (22)
The natural (and well-known) unitary generalization of
the σx and σz Pauli operators to arbitrary dimension are
the q′ ∈ Sd parameterized unitaries defined by
Z(q′)|q〉 := ωqq′ |q〉, X(q′)|q〉 := |q + q′〉, (23)
for all q, q′ ∈ Sd. In these definitions the arithmetic
should be taken to be that of Sd, as should be assumed
for all arithmetic throughout unless otherwise stated. For
QCVs, these are often termed position and momentum
translations, and they are equivalent to the “displace-
ment operator” along two orthogonal axes in phase space
(see Appendix E). For finite dimension, and outside of
the quantum computation literature, these operators are
sometimes known as the “phase” and “clock” matrices,
respectively.
In the literature, it does not seem to be conventional
to also generalize the qubit σy gate to other dimensions.
However, there is a gate that shares the core properties
of σy, defined by:
Y (q) := ωq(q+̺d)/2Z(q)X(q). (24)
To be more consistently with the definitions for the X
and Z Pauli operators used herein, this gate could equiv-
alently be defined by its action on the computational
basis (which is given below). For the case of a qubit,
X ≡ X(1), Y ≡ Y (1), and Z ≡ Z(1) are equal to σx, σy,
and σz , respectively.
The Fourier, phase, and computational bases are the
eigenstates of the X(q), Y (q) and Z(q) gates, respec-
tively, with eigenvalues that are powers of ω. Each of the
three GQV Pauli operators permutes the eigenstates of
the other two GQV Pauli operators. The complete set of
relations is
X(q′)|q〉 = |q + q′〉, (25)
Y (q′)|q〉 = ωq′(3q′+2q+̺d)/2|q + q′〉, (26)
Z(q′)|q〉 = ωqq′ |q〉, (27)
X(q′)|+q〉 = ω−qq
′ |+q〉, (28)
Y (q′)|+q〉 = ωq
′(q′−2q+̺d)/2|+q+q′〉, (29)
Z(q′)|+q〉 = |+q+q′〉, (30)
X(q′)|×q〉 = ωq
′(q′−2q−̺d)/2|×q−q′〉, (31)
Z(q′)|×q〉 = |×q+q′〉, (32)
Y (q′)|×q〉 = ω−qq
′ |×q〉, , (33)
for all q, q′ ∈ Sd. Eqs. (25) and (27) hold by definition,
and Eq. (26) follows from these two equations and the
definition of Y (·). The Fourier basis relations of Eqs. (28
– 30) follow easily from the definition of the Fourier trans-
form. The actions of the three Pauli operators on the
phase basis, given in Eqs. (31 – 33), are proven in Ap-
pendix B.
Hermitian position and momentum operators. In
the context of QCVs, it is common to define most quan-
tities in terms of the position and momentum operators.
For GQVs we may define the Hermitian “position” and
“momentum” operators by
xˆ :=
∑
q∈Sd
q|q〉〈q|, pˆ :=
∑
q∈Sd
q|+q〉〈+q|. (34)
The Pauli operators can also be expressed as exponentials
of xˆ and pˆ, specifically
X(q) = ω−qpˆ, Z(q) = ωqxˆ, q ∈ Zd. (35)
These equations are often chosen to define the Pauli gates
in the QCV setting.
The Pauli group. An important property of the Pauli
operators is that they commute up to a phase. This is
summarized by the relation
Z(q)X(q′) = ωqq
′
X(q′)Z(q), (36)
for all q, q′ ∈ Sd, which may easily be confirmed by the
action of each side of the equality on the computational
basis. This is often called theWeyl commutation relation.
4From the Weyl commutation relation it follows that ten-
sor products of the Pauli operators generate a subgroup
of the U(dn), called the Pauli group.
The Pauli group (P) is defined to consist of all opera-
tors of the form
pξ,~q := ω
ξ/2X(q1)Z(qn+1)⊗ ....⊗X(qn)Z(q2n), (37)
where
~q = (q1, . . . , q2n) ∈ S2nd , (38)
and ξ ∈ SD. This reduces to the well-known qubit Pauli
group for d = 2; for a single qubit this is the group with
elements
Pqubit = {±1,±i1,±σx,±iσx,±σy,±iσy,±σz,±iσz},
where 1 is the identity [44]. For QCVs, the Pauli group
is often called the Heisenberg-Weyl group [29]. Pauli op-
erators compose as
pξ,~q pζ,~p = pξ+ζ+2δ,~q+~p, (39)
where
δ =
n∑
i=1
qipn+i. (40)
If the GQV is a d dimensional qudit, it is perhaps am-
biguous as to whether to calculate δ using modulo d or
2d arithmetic. However, ωδ is invariant under changing
this convention, so the choice is irrelevant.
The Clifford group. The Clifford group is of funda-
mental importance in quantum computation, for exam-
ple, it underpins much of the theory of quantum error
correction [45]. The n-GQV Clifford group is the nor-
malizer of the Pauli group in the group of the unitaries.
That is, it is defined by [23, 29, 44]
C := {U ∈ U(dn) | UpU † ∈ P ∀p ∈ P}. (41)
The Clifford gates are the unitaries that transform Pauli
gates to Pauli gates under conjugation. Note that Clif-
ford gates are normally referred to as “Gaussian opera-
tions” in the setting of QCVs [27].
The Fourier, phase and Pauli operators are Clifford
gates. The Fourier gate transforms cyclically between
X(q) and Z(q). Specifically, under conjugation by the
Fourier gate, the Pauli operators are transformed with
the relation
X(q) ✲ Z(q)
Z(−q)
✻
✛ X(−q)
❄
(42)
where this represents the relation that FX(q)F † = Z(q),
and so on.
Another useful and commonly encountered single GQV
Clifford operator is the squeezing gate defined by
S(s)|q〉 := |sq〉, (43)
for any s ∈ Sd such that there exists s−1 ∈ Sd, where s−1
is defined to be the element of Sd that satisfies s
−1s = 1,
if such an element exists [46]. Note that this condition
on the argument of S(·) is required for the squeezing gate
to be unitary, as when this is violated the transformation
cannot be inverted.
Perhaps the three most important two-GQV Clifford
gates in quantum information theory are:
cz|q〉|q′〉 := ωqq′ |q〉|q′〉, (44)
sum|q〉|q′〉 := |q〉|q + q′〉, (45)
swap|q〉|q′〉 := |q′〉|q〉, (46)
The first two of these gates are entangling, and one can
be converted to the other by conjugating the second QGV
with Fourier gates. The sum gate is conventionally called
cnot in the case of qubits. As the name suggests, the
action of swap is to swap the states of the two input
GQVs.
Generating the Clifford group. The cz, F , P (p) and
Pauli gates form a set of generators for the Clifford group
[12, 24, 29]. That is:
C = 〈cz, F, P (q), Z(q)〉 with q ∈ Sd, (47)
where this uses the standard group theory notation that
G = 〈g1, . . . , gk〉 represents the statement that G is the
group generated by the elements g1, . . . , gk. Explicitly,
any n-GQV Clifford gate can be exactly decomposed into
multiplicative and tensor products of these four gates
(two of which are parameterized).
There exists a decomposition of an n-GQV Clifford
that contains only O(n2) of these basic generating gates
[12, 24, 29]. From some dimensions of QCV, not all of
these generators are required in order to generate the
Clifford group. For example, Z(q) and P (q) can be ob-
tained from integer powers of Z and P for any dimension
qudit, reducing the number of generators to four constant
(i.e., not parameterized) gates. Moreover, for a qubit
or any odd-dimension qudit, Z can be obtained from P
and F . Specifically, for qubits and odd dimension qudits
F 2P d−1F 2P = Z [47].
When performing manipulations with Clifford gates, it
is often useful to have explicit expressions for how par-
ticular important Clifford gates transform Pauli gates.
Letting U
u−−→ U ′ denote that uUu−1 = U ′, we have
that
pξ,(q1,q2)
Z(p)−−−−−−→ pξ+2pq1,(q1,q2), (48)
pξ,(q1,q2)
F−−−−−−→ pξ−2q1q2,(−q2,q1), (49)
pξ,(q1,q2)
P (p)−−−−−−→ pξ+pq1(q1+̺d),(q1,q2+pq1), (50)
pξ,q,q′
S(p)−−−−−−→ pξ,pq,p−1q′ , (51)
pξ,(q1,q2,q3,q4)
cz−−−−−−→ pξ+2q1q2,(q1,q2,q3+q2,q4+q1). (52)
5These relations are proven in Appendix C. Note that the
arithmetic in each subscript is calculated as appropriate
for each type of GQV. In particular, for qudits it is mod-
ulo 2d for the phase factor and modulo d for the latter
two indices.
Universal quantum computation. Within the GQVs
formalism, the standard notion of an approximately uni-
versal quantum computer is equivalent in all dimensions.
Specifically, an n-GQV (approximately) universal quan-
tum computer is a device which can approximate to arbi-
trary accuracy any unitary operator in U(dn) on n GQVs
[38, 48]. Any two-GQV entangling gate along with a set
of single-GQV gates that can approximate, to arbitrary
accuracy, any single-GQV gate is universal [38, 48].
Conceptually simple universal gate sets can be con-
structed from Clifford gates and single-QGV gates that
only add phases to the computational basis states. The
computational basis rotation gate R(ϑ) takes a function
parameter, ϑ : Sd → R, and is defined by
R(ϑ)|q〉 := eiϑ(q)|q〉. (53)
For all types of GQV, some set of rotation gates along
with the Fourier gate are a universal set for single-GQV
gates [11, 14, 38] and hence such a set along with an
entangling gate is sufficient for UQC.
To guarantee that this rotation gate is well-defined
for a QCV, the ϑ function should be constrained to
being some finite-degree polynomial in q (over the real
numbers). There is a physically irrelevant global phase
freedom in this gate, which can be removed by setting
ϑ(0) = 0. In the case of qudits, the gate set of all such
rotation gates [49] along with the Fourier gate is an ex-
actly universal single-qudit set. This is well-known for
qubits [50][51] and for qudits it is implied by the results
of Zhou et al. [11]. This can then be adapted to a finite
gate set and approximate universality by simply picking
a set containing one ‘generic’ rotation gate along with
the Fourier gate F [14]. This is shown in Appendix D
and is again well-known for the qubit sub-case.
Universality with the Clifford group + 1. Gates
from the Clifford group are alone not sufficient for uni-
versal quantum computation, as they form a strict sub-
set of the unitary group. Furthermore, quantum com-
putations consisting of preparing GQVs in the computa-
tional basis, applying a circuit of only Clifford gates, and
then measuring the GQVS in the computational basis
can be efficiently exactly simulated on a classical com-
puter. This is generally known as the Gottesman-Knill
theorem [12, 23, 29, 44, 52, 53].
Yet, for prime dimension qudits there is a particularly
elegant result: the addition of any non-Clifford gate to
a set of generators of the Clifford group elevates that set
to (approximate) universality [4, 54, 55]. Similarly, for
QCVs it is known that the addition of continuous powers
of any non-Clifford single-QCV gate to the Clifford group
is sufficient for (approximate) universality [38].
The non-Clifford gate often considered is a so-called
cubic phase gate of some sort, which can be defined in
general by
D3(q
′)|q〉 := ωq3q′/c|q〉, (54)
for q′ ∈ Sd and some suitable constant c. For all prime
dimensions we can take c = d3. This is the natural gen-
eralization of the well-known T gate for qubits (which is
a π/4 rotation around σz) [15]. For prime d > 3 qudits,
c = 1 also provides a non-Clifford gate [2], and for QCVs
c = 3 is conventional [28] (note that in this case the value
of c is essentially irrelevant). For non-prime dimension
qudits, and as already noted above, the addition of any
R(ϑ) gate for a “generic” fixed ϑ to some Clifford group
generators is sufficient for universality [14].
Summary. This paper has introduced general quantum
variables (GQV), as a simple and unified formulation of
the most fundamental structures used in quantum in-
formation with qubits, qudits, and quantum continuous
variables. This construction provides a succinct language
for formulating many results in quantum computation
and information theory so that they are applicable in
all dimensions. The GQVs notation can streamline the
process of translating known results between dimensions,
and can facilitate the derivation of new results that are
immediately applicable to qubits, qudits and QCVs.
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Appendix A: The Fourier gate
In this appendix the properties of the Fourier gate (F )
that are stated in the main text are derived. The follow-
ing relation will be useful:
1
d
∑
r∈Sd
ωr(q−q
′) = δ(q − q′), (A1)
where q−q′ is taken modulo d for qudits. For qudits this
is straightforward to prove directly, using the formula for
a geometric series. For QCVs it holds because the Fourier
transform of a complex exponential function e−iq
′r is a
delta function, with the exact relation given by [57]
1√
2π
∫ ∞
−∞
dre−q
′re+iqr =
√
2πδ(q − q′). (A2)
First it is shown that F is a unitary operator. Using
Eq. (A1) and the orthogonality relation 〈q|q′〉 = δ(q−q′),
it follows that
FF † =
1
d
∑
q,q′
∑
r,r′
ωqq
′−rr′|q〉 〈q′|r〉 〈r′|, (A3)
=
1
d
∑
q
∑
r,r′
ωr(q−r
′)|q〉〈r′|, (A4)
=
∑
q
∑
r′
δ(q − r′)|q〉〈r′|, (A5)
=
∑
q
|q〉〈q|, (A6)
= I, (A7)
with all summations over Sd. The same derivation holds
to show that F †F = I, confirming that F is unitary. A
minor alteration of this derivation shows that
F 2 =
∑
q∈Sd
| − q〉〈q|. (A8)
This is a useful relation in itself, and it implies that F 4 =
I, as stated in the main text.
Appendix B: The phase basis
In this appendix the action of the Pauli operators on
the phase basis and the overlaps between the states in the
computational, conjugate and phase bases are derived.
This will include the proof that these bases are a set of
three mutually unbiased bases for all types of QV. The
phase basis is defined by
B× := {|×q〉 := PF |q〉 | q ∈ Sd}, (B1)
where P has the action
P |q〉 = ωq(q+̺d)/2|q〉. (B2)
Using the definition of the phase basis, the Pauli conjuga-
tion relation for the phase gate given in Eq. (50), and the
action of the Pauli operators on the Fourier basis given
in Eqs. (28 – 30), it follows that
ωξ/2X(a)Z(b)|×q〉 = ωξ/2X(a)Z(b)P |+q〉,
= Pω(ξ−a(a+̺d))/2X(a)Z(b− a)|+q〉,
= ω(ξ−a(a+̺d))/2+a(a−b−q)|×q+b−a〉,
= ω(ξ+a(a−̺d))/2−a(b+q)|×q+b−a〉.
This then implies the Eqs. (31 – 33).
Consider the overlap between an arbitrary phase basis
state and an arbitrary computational basis state. Using
the defining action of the phase gate on the computa-
tional basis and the overlap 〈q|+q′〉 = ωqq′/
√
d, it follows
that
〈q|×q′〉 = 〈q|P |+q′〉, (B3)
= ω−q(q+̺d)/2 〈q|+q′〉 , (B4)
= ωq(q
′−(q+̺d)/2)/
√
d, (B5)
for all q, q′ ∈ Sd, as stated in Eq. (18) of the main text.
Now, consider the overlap of arbitrary conjugate and
phase basis states. Again, using the action of the phase
gate on the computational basis and the overlap of the
conjugate and computational bases, it follows that
〈+q|×q′〉 = 〈+q|P |+q′〉, (B6)
=
∑
k∈Sd
ω
k
2 (k+̺d) 〈+q|k〉 〈k|+q′〉 , (B7)
=
1
d
∑
k∈Sd
eiπ(k
2+k(2(q′−q)+̺d))/d, (B8)
for all q, q′ ∈ Sd . This is a generalized quadratic Gauss
sum when the GQV is a qudit, and a Gaussian integral
when the GQV is a QCV. It can be evaluated using the
following two results. For any a, b ∈ N such that a > 0
and a+ b is even then [58]:
1
a
a−1∑
k=0
eiπ(k
2+bk)/a = ei
π
4 e−iπ
b2
4a /
√
a. (B9)
8As d 6= 0 and d+2(q−q′)+̺d is even (̺d = 0 and ̺d = 1
for even and odd d respectively), this can be applied to
Eq. (B8) for the case of qudits. For QCVs, the following
integral relation can be used [59, 60]:
1
a
∫ ∞
−∞
dk eiπ(k
2+bk)/a = ei
π
4 e−iπ
b2
4a /
√
a, (B10)
which has an exactly equivalent form to the discrete case.
Hence, using these two relations it follows that in all cases
〈+q|×q′〉 = eiπ4 e−iπ
(2(q′−q)+̺d)
2
4d /
√
d, (B11)
= ωqq
′
ω−
q
2 (q−̺d)ω−
q′
2 (q
′+̺d)ω
d−̺d
8 /
√
d, (B12)
as stated in Eq. (19) of the main text.
Appendix C: Clifford conjugation relations
In this appendix the conjugation relations of the
Fourier, phase and cz gates on Pauli operators are de-
rived. It will be shown that
pξ,q,q′
Z(p)−−−−−−→ pξ+2pq,q,q′ , (C1)
pξ,q,q′
F−−−−−−→ pξ−2qq′,−q′,q, (C2)
pξ,q,q′
P (p)−−−−−−→ pξ+pq(q+̺d),q,q′+pq, (C3)
pξ,(q1,q2,q′1,q′2)
cz−−−−−−→ pξ+2q1q2,(q1,q2,q′1+q2,q′2+q1). (C4)
as was stated in Eqs. (49 – 52) of the main text. The
first relation follows directly from the Weyl commutation
relation of Eq. (36). That is easily proven, so an explicit
proof is not presented.
We first prove the relation for the Fourier gate. Using
Eq. (A1) and the orthogonality relation 〈q|q′〉 = δ(q−q′),
it follows that
FZ(p)F † =
1
d
∑
p′
∑
q,q′
∑
r,r′
ωpp
′+qq′−rr′ |q〉 〈q′|p′〉 〈p′|r〉 〈r′|, (C5)
=
1
d
∑
p′
∑
q,q′
∑
r,r′
δ(q′ − p′)δ(p′ − r)ωpp′+qq′−rr′|q〉〈r′|, (C6)
=
1
d
∑
p′
∑
q
∑
r′
ωp
′(p+q−r′)|q〉〈r′|, (C7)
=
∑
q,r′
δ(q − r′ + p)|q〉〈r′|, (C8)
=
∑
r′
|r′ − p〉〈r′|, (C9)
= X(−p), (C10)
where all summations are over Sd. Note that, as always,
r′ − p is to be taken modulo d for a d-dimensional qudit.
An almost identical derivation implies that FX(p)F † =
Z(p). Then, using the Weyl commutation relation, it
follows that
pξ,q,q′
F−→ ωξ/2Z(q)X(−q′) = ωξ/2ω−qq′X(−q′)Z(q),
= ω(ξ−2qq
′)/2X(−q′)Z(q),
= pξ−2qq′,−q′,q.
This confirms the relation claimed in Eq. (C2) of this
appendix and in the main text.
Next, consider the relation for phase gate. The conju-
gation action of the phase gate on X(q) is
9P (p)X(q)P (p)† =
∑
r,s,r
ω
p
2 (r(r+̺d)−t(t+̺d))|r〉〈r|s + q〉〈s|t〉〈t〉, (C11)
=
∑
r,s,t
ω
p
2 (r(r+̺d)−t(t+̺d))δ(s+ q − r)δ(t− s)|r〉〈t|, (C12)
=
∑
r,t
ω
p
2 (r(r+̺d)−t(t+̺d))δ(t+ q − r)|r〉〈t|, (C13)
=
∑
t
ω
p
2 ((t+q)(t+q+̺d)−t(t+̺d))|t+ q〉〈t|, (C14)
= X(q)
∑
t
ωpq(q+̺d)/2ωptq|t〉〈t|, (C15)
= ωpq(q+̺d)/2X(q)Z(pq), (C16)
where all summations are over Sd. To get from line (C14)
to (C15) the brackets have been expanded. For QCVs,
and when t+q < d for qudits, this follows immediately as
there is no modulo arithmetic to consider. For qudits, in
the parts of the sum where t+q ≥ d, then t+q represents
t+ q − d and such a replacement is in general necessary
to obtain the correct answer. However, in this case, the
calculation with or without this replacement gives the
same result (because ω is d periodic). Because the phase
gate commutes with Z(q), it then follows that
pξ,q,q′
P (p)−−−→ ω(ξ+pq(q+̺d))/2X(q)Z(pq + q′), (C17)
= pξ+pq(q+̺d),q,q′+pq, (C18)
which is the result stated in Eq. (C3) and in the main
text.
Finally, consider the cz gate. For a general controlled
gate C(u), defined by
C(u)|q〉|q′〉 = |q〉uq|q′〉, (C19)
the following relation holds:
(I⊗ v†) ·C(u) · (I⊗ v) = C(v†uv). (C20)
This relation, the Weyl commutation relation, and the
equality
C(ωqI) = Z(q)⊗ I, (C21)
imply that
X(q1)⊗X(q2) cz−→ ωq1q2X(q1)Z(q2)⊗X(q1)Z(q2).
The cz gate commutes with Z(q), and so the above re-
lation implies that
pξ,(q1,q2,q′1,q′2)
cz−→ pξ+2q1q2,(q1,q2,q′1+q2,q′2+q1), (C22)
as stated in Eq. (C4), and in the main text.
Appendix D: Generic rotation gates
Consider the single-qudit gate set
Ggen = {R(ϕ), F}, (D1)
where ϕ : Z(d) → R is a generic function, where “generic”
means that ϑ(q) is uniformly randomly sampled from
[0, 2π] for each q ∈ Z(d). By appealing to a standard
argument used in Refs. [61, 62], in this appendix it is
shown that this gate set can (almost certainly) approxi-
mately generate any single-qudit gate. Hence, along with
any entangling gate, this gate provides an approximately
universal gate set for qudit quantum computation, via
the results of [48].
If an R(ϑ) unitary for any ϑ : Z(d) → R may be ap-
proximated to arbitrary accuracy using F and R(ϕ), then
these two gates may approximate any single-qudit gate.
This follows because Zhou et al. [11] have shown that
any single-qudit unitary can be decomposed into R(ϑ)
and F gates. For a generic function ϕ : Z(d) → R it
follows that ϕ(q) and ϕ(q′) will be irrational multiples
of π and each other for every q, q′ ∈ Z(d) with q 6= q′.
The intuition behind this is that there are only countably
many functions that are not of this sort – as the rational
numbers are countable – but there are uncountably many
functions ϑ : Z(d) → R. For convenience, write these d
different phase angles as a vector ~φ = (ϕ(0), . . . , ϕ(d−1)).
It is only necessary to be able to generate a rotation gate
with any vector of phase angles, ~θ, with the restriction
to ~θ ∈ [0, 2π)d, as trivially ei(x+2π) = eix. For N ∈ N,
consider
~φN ≡ N~φ mod 2π, (D2)
= (Nϕ(0), Nϕ(1), . . . , Nϕ(d− 1)) mod 2π. (D3)
It is known that, for any vector ~φ with elements that are
irrational multiples of π and each other, the vectors ~φ1,
~φ2, ~φ3, . . . fill up the interval [0, 2π)
d. Stated another
way, the set {~φN | N ∈ N} is a dense subset of [0, 2π)d.
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For example, this argument or closely related arguments
are made in Refs. [61–63]. As such, for a R(ϑ) gate with
any ϑ : Z(d) → R and given any ǫ > 0 there is some
N(ǫ) ∈ N such that R(ϕ)N(ǫ) is an ǫ-approximation to
R(ϑ). A more rigorous proof than that given here could
be obtained by adapting the arguments of Ref. [63], which
are concerned with the universality of two-qubit Hamil-
tonians and unitaries.
Appendix E: Displacement operators
In some contexts the Pauli operators are replaced by
the entirely equivalent displacement operators. This is
particularly common with QCVs in the setting of quan-
tum optics [64, 65], but sometimes the theory of qudits
is also presented in terms of these operators [34, 66, 67].
The displacement operators for a GQV may be defined
by their relation to the Pauli operators [68]
D(q, q′) := ω−2−1qq′Z(q′)X(q). (E1)
The relationship between Pauli operators, the displace-
ment operators, and coherent states is briefly discussed
in this appendix.
The standard definition of the complex-number param-
eterized displacement operator is
D(α) ≡ D
(√
2ℜ(α),
√
2ℑ(α)
)
, (E2)
where ℜ(α) and ℑ(α) are the real and imaginary compo-
nents to α ∈ C, respectively. For a QCV (and particular
in the setting of optics) it is conventional to express the
displacement operator in what is termed the ‘entangled’
form
D(q, q′) = exp(i(q′xˆ− qpˆ)). (E3)
This may be derived from the relations Z(q) = exp(iqqˆ)
and X(q) = exp(−iqpˆ) along with the canonical commu-
tation relation and the Weyl formula
eAeB = e
1
2 [A,B]eA+B, (E4)
that holds when [A, [A,B]] = [B, [A,B]] = 0, and which
is a special case of the Baker-Campbell-Hausdorff for-
mula [69]. The QCV displacement operator is also often
written in terms of the creation and annihilation opera-
tors
aˆ† :=
1√
2
(xˆ− ipˆ), aˆ := 1√
2
(xˆ+ ipˆ), (E5)
which obey the commutation relation [aˆ, aˆ†] = 1. It is
easily shown that
D(α) = exp(αa† − α∗a), (E6)
with α ∈ C. This form is the most common in quantum
optics. From this equation, which is often used to define
the displacement operator, it is certainly not obvious (at
least to me) that this operator is analogous to the qubit
Pauli operators.
Displacement operators may be used to define the C-
number parameterized coherent states by
|α〉 := D(α)|ψ0〉, (E7)
where |ψ0〉 is some reference state. The well-known
Glauber (or standard) coherent states [70] are obtained
for a QCV with the reference state as the vacuum, |vac〉,
which is the lowest energy eigenstate of the quantum Har-
monic oscillator. For qudits, coherent states are less of-
ten considered but one choice of reference state to define
them is an eigenstate of the Fourier transform F [34].
