Abstract-Canonical correlations measure cosines of principal angles between random vectors. These cosines multiplicatively decompose concentration ellipses for second-order filtering and additively decompose information rate for the Gaussian channel. Moreover, they establish a geometrical connection between error covariance, error rate, information rate, and principal angles. There is a limit to how small these angles can be made, and this limit determines channel capacity.
I. INTRODUCTION
T HE STANDARD view of estimation theory and communication is illustrated in Fig. 1 . The -dimensional message and the -dimensional measurement are components of the source vector . We think of as Mother Nature's message and as Father Nature's measurement. In the Shannon picture [1] , the measurement is a "noisy" version of the message .
The problems we consider in the context of Fig. 1 are as follows.
• How accurately can the message be estimated from the measurement? • What is the linear dependence between message and measurement? • What is the rate as which the measurement carries information about the message? • What is the capacity of the measurement to carry information about the message? Our aim in this paper is to answer these questions by showing how the cosines for principal angles between the message and the measurement determine error covariance, information rate, and capacity. These cosines are just the canonical correlations between the canonical coordinates of the message and the measurement. This suggests that the system of canonical coordinates is the appropriate coordinate system for analyzing the Gaussian channel. As a preview of our results, we offer Fig. 2 , which is a redrawing of Fig. 1 in coordinates and . The trick will be to determine the transformations and that make and canonical.
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II. GEOMETRY AND CANONICAL COORDINATES
We begin our development by defining the source vector consisting of the message and the measurement (1) We will assume that and have zero means, in which case the second-order characterization of is determined by the covariance matrix (2) Whenever we need to assign a probability distribution to , we will do so by assuming it to be Gaussian, and we will denote this distribution as . In this case and are marginally Gaussian, that is, . It is customary to think of the elements of the cross-covariance matrix as inner products in the Hilbert space of second-order random variables:
inner product between and (3)
If and are now replaced by their corresponding "white" or "unit" vectors, then the whitened source vector is (4) where , and . The covariance matrix for this whitened vector is (5) where is called the coherence matrix. The elements of the coherence matrix are cosines in the Hilbert space of secondorder random variables:
cosine of angle between unit variance random variables (6) This language is evocative, but until we resolve the coherence matrix into an appropriate coordinate system, we have no concrete picture for the underlying geometry. In order to develop this picture, we now determine the singular value decomposition (SVD) of the coherence matrix, namely and and
We then use the orthogonal matrices and to transform the unit source vector into the canonical source vector
The covariance matrix for the canonical source vector is
where the cross-covariance matrix is the diagonal matrix of singular values determined from the SVD:
The matrix is called the canonical correlation matrix of canonical correlations , and the matrix is called the squared canonical correlation matrix of squared canonical correlations [4] , [5] . These squared canonical correlations are eigenvalues of the squared coherence matrix 
In fact, the squared canonical coordinates make up a complete, or maximal, set of invariants for the covariance matrix under the transformation group det (13) with group action . That is, any function of that is invariant under the transformation is a function of . The canonical correlations measure the correlation between the canonical message coordinates and the canonical measurement coordinates. That is, as illustrated in Fig. 3 , is just the cosine of the angle between the canonical message coordinate and the canonical measurement coordinate :
cosine of angle between canonical coordinates and (14)
The angle between and plays the same role as a principal angle between two linear subspaces. That is, letting and represent -and -dimensional orthogonal subspaces of , the cosines of the principal angles between and are , which are the diagonal singular values in the SVD of the matrix [6] :
This is the deterministic analog of (16) thereby justifying our interpretation that the canonical correlation measures the cosine of the th principal angle between the message and the measurement . Stated yet another way, the canonical correlations are the cosines of the canonical angles between the linear subspaces spanned by the canonical message and measurement coordinates and . These cosines are invariant to nonsingular transformation of by and by . This is consistent with our interpretation of canonical correlations as cosines of principal angles between the message and the measurement: only the principal angles matter, not the internal coordinate systems.
We may now redraw Fig. 1 as Fig. 2 to illustrate the canonical coordinates of the message and the measurement. The connection between , the standard coordinates of the source, and , the canonical coordinates of the source, is (17) and the corresponding connection between their second-order descriptions is (18) III. FILTERING The source of Fig. 1 has two equivalent representations. The first is the channel, or signal-plus-noise, model of Fig. 4(a) , and the second is the filtering model of Fig. 4(b) . In panel Fig. 4(a) , the channel noise has correlation , and it is uncorrelated with the message . The channel model for the source vector is (19) and the corresponding block Cholesky factorization of the covariance matrix is (20) This factorization produces the model for the channel filter, the covariance matrix for the channel noise, and the following decomposition of det :
In Fig. 4(b) , the composite source vector is transformed into the filtering error and the measurement . The error has covariance matrix , and it is uncorrelated with the measurement . The filtering model for the source vector is (22) and the corresponding block Cholesky factorization of the covariance matrix is (23) This factorization produces the model for the Wiener filter, for the error covariance matrix, and the following decomposition of det :
In this decomposition, det and det depend only on autocorrelation, and det det depends on cross-correlation. We will shortly interpret the inverse of this latter quantity as processing gain. Now let us see how this picture develops in canonical coordinates. The composite canonical source of Fig. 2 has two equivalent representations. The first is the channel, or signal-plusnoise, model of Fig. 5(a) , and the second is the filtering model of Fig. 5(b) . In Fig. 5(a) , the canonical channel noise has correlation , and it is uncorrelated with the canonical message . The channel model for the canonical source vector is This factorization produces the model for the canonical Wiener filter and for the canonical error covariance matrix.
We may summarize by illustrating the channel and filtering models for the source vector in canonical coordinates. These models, which are illustrated in Fig. 6 , show that the canonical correlation matrix , which may be interpreted as a diagonal equalizer filter, determines the canonical channel filter and the channel noise covariance , as well as the canonical Wiener filter and the error covariance matrix . With these insights, the standard Shannon picture [1] of Fig. 7 (a) may be redrawn as the canonical Shannon picture of Fig. 7(b) to show that the transmitter consists of the whitening transform coder , and the receiver consists of the canonical Wiener filter followed by the coloring transform decoder . The canonical Shannon picture is automatically a spread-spectrum picture. In canonical coordinates, the Wiener filter and error covariance matrix may be written as and (30) The concentration ellipse for the filtering errors has volume proportional to det , and the concentration ellipse for the message has volume proportional to det . Their ratio measures the relative volumes of these concentration ellipses, and this ratio, which depends only on the canonical correlations or direction cosines, is the same as it is in the canonical coordinate system:
A physical interpretation is that the canonical coordinate transformation replaces the original composite source by a parallel combination of uncorrelated sources, each of whose error covariance is . The error covariance for the parallel combination is diag , and the determinant is . In a very real sense, the inverse of the ratio in (31) determines "processing gain," and it depends only on direction cosines:
As processing gain is invariant to nonsingular transformation, this is also processing gain for the original experiment. Example: Signal Plus Noise. The interpretation of canonical coordinates is illuminating when the composite source is a signal-plus-noise source. In this case, the measurement is and . Then, the composite correlation matrix is (33) For reasons to become clear, we will define the "signal-to-noise ratio" matrix as This ratio takes the value 0 iff there is linear dependence among the ; it takes the value 1 iff is diagonal, meaning the random variables are all mutually uncorrelated and therefore orthogonal. From the second identity of (27), this ratio may be written as det det det det (40) This decomposition of the Hadamard ratio bears comment. The first term measures the linear dependence among the random variables , and the third term measures the linear dependence among the random variables ; the middle term measures linear dependence between the random variables and . It does so by measuring the error covariance when estimating the canonical message vector from the canonical measurement vector . This error covariance det is also the canonical decomposition of det det .
V. RATE AND CAPACITY
Shannon [1] defines the information rate of the source of Fig. 1 three ways, each of which brings its own interpretations.
i) : message entropy minus equivocation ; ii)
: measurement entropy minus noise entropy ; iii)
: message entropy plus measurement entropy minus shared entropy . For the Gaussian source of Fig. 1 , entropy is det (41) and these rate formulas become i)
Using the determinantal identities of Section III, we may write equivocation, noise entropy, and information rate as i)
That is, the rate at which the measurement brings information about the message is just the sum of the rates at which the canonical measurement coordinates carry information about the canonical message coordinates:
rate at which canonical measurement coordinate carries information about canonical message coordinate
A physical interpretation of this result is that the transformation to canonical coordinates transforms the Gaussian channel into a parallel combination of independent Gaussian channels, each of which has rate . The total rate is the sum, and as rate is invariant to linear transformations, this is the rate of the original channel. In summary, rate is determined solely by squared canonical correlations . However, the are just direction cosines between the linear vector spaces spanned by the canonical message and measurement coordinates, or direction cosines for the principal angles between and . This fundamental decomposition illustrates the geometry of rate and the fundamental role played by canonical coordinates in its computation and interpretation. It also raises the question of just how small the principal angles can be or, equivalently, how large the direction cosines can be. This is the capacity question. We can define capacity to be set of admissible message covariances (44) but we can only calculate it for concrete channels. We turn to this question in the following section, where we evaluate rate and capacity for the circulant Gaussian channel.
VI. CIRCULANT GAUSSIAN CHANNEL
The circulant Gaussian channel is an example that allows us to compute canonical correlations and direction cosines and to derive Shannon's celebrated capacity theorem in the bargain. Let the measurement be the sum of the message and the channel noise . Assume that and are circulant:
. The coherence matrix in this case is also circulant, and the canonical correlation matrix consists of ratios that might loosely be called voltage ratios.
diag (48)
The direction cosines and direction sines are power ratios
These formulas are special cases of those in (37), and they show the connection between canonical correlation and signal-to-noise ratio. The error covariance matrix for estimating from is diag diag (50) and the rate at which carries information about is det
The question that now arises is "what is the maximum rate (or channel capacity) at which the measurement can bring information about the message?" To answer this question, we maximize the rate under the constraint that the average signal power is and the average noise power is :
u.c. and
The maximizing choices for the spectral line powers are
These are, of course, the spread-spectrum solutions that equalize the signal-plus-noise power across the band. 
where is the squared coherence spectrum.
For the rate, we have det
If the usable part of the channel has bandwidth and the noise power is constant on this band, then the capacity is (62) and under this capacity condition, the coherence spectrum, error spectrum, and signal-plus-noise spectra are flat.
(63)
These formulas illustrate the fundamental role played by canonical coordinates in the computation and interpretation of rate and capacity, and they illustrate the geometry underlying the spectral formulas of [7] .
VII. CONCLUSION
Evidently, the canonical coordinate system is the right system for analyzing second-order filtering and communication over the Gaussian channel. In this coordinate system, concentration ellipses are multiplicatively decomposed, and the information rate is additively decomposed into a sum of canonical rates, each of which measures the rate at which a canonical measurement coordinate carries information about a canonical message coordinate. Furthermore, each canonical rate depends only on the direction cosine between a canonical message coordinate and its corresponding canonical measurement coordinate. In the canonical coordinate system, the question of capacity is clarified, and its computation is simplified. In a related paper [2] , canonical coordinates are used to solve the rate distortion problem for uniform rounding quantizers.
After all is said and done, the diagonal error covariance matrix determines all performance measures of interest for second-order inference and Gaussian communication. These measures are summarized in Table I. 
