Abstract. We prove that for an algebraic curvature tensor on a pseudoEuclidean space, the Jordan-Osserman condition implies the Rakić duality principle, and that the Osserman condition and the duality principle are equivalent in the diagonalisable case.
Introduction
Throughout the paper, F is the field R of real numbers or the field C of complex numbers. Let ·, · be an inner product (a non-degenerate symmetric bilinear form) on F n , and let · 2 be the associated quadratic form. When F = R, we will additionally distinguish between the Riemannian and the pseudo-Riemannian case depending on the signature of ·, · . We say that X ∈ F n is null, if X 2 = 0. An algebraic curvature tensor R on (F n , ·, · ) is a (3, 1) tensor having the same algebraic symmetries as that of the curvature tensor at a point of a Riemannian space. In more detail, R is a three-linear map, (X, Y, Z) → R(X, Y )Z ∈ F n for X, Y, Z ∈ F n such that Given an algebraic curvature tensor R on (F n , ·, · ) we denote R X , for X ∈ F n , the corresponding Jacobi operator defined by R X (Y ) = R(Y, X)X for Y ∈ F n . The Jacobi operator R X is self-adjoint relative to the inner product ·, · .
An algebraic curvature tensor R on (F n , ·, · ) is said to be Osserman, if the eigenvalues of the Jacobi operator R X and their multiplicities depend only on X 2 , for X ∈ F
n . In what follows it will be more convenient to adopt the following, equivalent definition. Denote χ X = χ X (t) the characteristic polynomial of R X . The coefficient f j (X) of the term t j , 0 ≤ j ≤ n, in χ X (t) is a homogeneous polynomial of degree 2(n − j) of the coordinates of X. We say that R is Osserman, if f j (X) = a j X 2(n−j) , for all 0 ≤ j ≤ n, where a j ∈ F: Definition 1. An algebraic curvature tensor R on (F n , ·, · ) is said to be Osserman, if there exists P ∈ F[t, y] such that χ X (t) = P (t, X 2 ), for all X ∈ F n . In the real case, in the Riemannian signature, the eigenvalues of R X and their multiplicities completely determine the conjugacy class of R X . This is no longer true in the indefinite signature, so one can separately define timelike and spacelike Osserman algebraic curvature tensors in the obvious way, but these two properties are easily seen to be equivalent. The picture is even more involved: the Jacobi operator does not need to be R-or even C-diagonalisable and can have a nontrivial nilpotent part. To capture that finer structure, an algebraic curvature tensor R on (F n , ·, · ) is said to be Jordan-Osserman, if it is Osserman and for all non-null X ∈ F n , the Jordan normal form (the number and the sizes of the Jordan blocks) is the same. Note that the Jacobi operator of a Jordan-Osserman algebraic curvature tensor on R n is allowed to have non-real eigenvalues. There is an extensive literature on the Osserman property, see [7] and the references therein.
The motivation to study the Osserman property comes from Riemannian Geometry. Given a Riemannian manifold M n , let R be its curvature tensor and R X be the corresponding Jacobi operator. The manifold M n is said to be pointwise Osserman if R is Osserman at every point x ∈ M n , and globally Osserman if the eigenvalues of R X and their multiplicities are constant, for all X in the unit tangent bundle of M n . Locally two-point homogeneous spaces are globally Osserman, since the isometry group of each of those spaces is transitive on its unit tangent bundle. Osserman [14] conjectured that the converse is also true. At present, the Osserman Conjecture is almost completely resolved by the results of Chi [6] , for dimensions n = 4k, k > 1, and n = 4, and the first named author [10, 11, 12] , in all the remaining cases, with the few exceptions in dimension n = 16. One of the crucial steps in the known proofs of the Osserman Conjecture is the following Rakić duality principle [15] :
Suppose R is an Osserman algebraic curvature tensor and X, Y are unit vectors. Then Y is an eigenvector of R X if and only if X is an eigenvector of R Y (with the same eigenvalue). The duality principle in the pseudo-Riemannian settings is introduced in [3] , where it is extensively studied for diagonalisable pseudo-Riemannian manifolds and also proved for n = 4. Recently, for algebraic curvature tensors in Riemannian signature, it was shown that the duality principle is in fact equivalent to the Osserman property (in [5] for n ≤ 4, and in [13] for all n). In [4] this equivalence was extended to the Lorentzian signature, and it was also shown that the duality principle holds for algebraic curvature tensors R with the Clifford structure (all such R are Osserman). Further results on the duality principle can be found in [1, 2] .
In this paper we study the relationship between the duality principle and the Osserman property in more general settings. We adopt the following definition. Definition 2. An algebraic curvature tensor R on (F n , ·, · ) is said to satisfy the duality principle, if for any non-null X ∈ F n and any eigenvector Y of R X , the vector X is an eigenvector of R Y .
The reason for excluding null vectors is explained in [3, Remark 4] and [4, Section 6] . We have the following theorem. Theorem 1. A Jordan-Osserman algebraic curvature tensor on (F n , ·, · ) satisfies the duality principle.
Theorem 1 admits a partial converse. For an algebraic curvature tensor R on F n denote s R the set of those X ∈ F n for which R X is diagonalisable over F.
Definition 3. An algebraic curvature tensor R on F n is said to be semisimple, if the set s R has a nonempty interior in F n . Denote S the set of semisimple algebraic curvature tensors on F n .
Clearly, in the real case, in the Riemannian signature, any algebraic curvature tensor is semisimple. By the result of [8 
In general, it is not hard to see and will be shown in Section 2 that for a semisimple R, the Osserman and the Jordan-Osserman conditions are equivalent, so by Theorem 1, a semisimple Osserman algebraic curvature tensor satisfies the duality principle. The following theorem establishes the converse.
Theorem 2. Suppose R is a semisimple algebraic curvature tensor on (F n , ·, · ). Then R is Osserman if and only if it satisfies the duality principle.
Proofs of the Theorems
Let R be an algebraic curvature tensor on (F n , ·, · ). We call X ∈ F n generic, if there is a neighbourhood U of X in F n such that for all Y ∈ U , the number and the sizes of the Jordan blocks in the Jordan normal form and the number of distinct eigenvalues of R Y is the same (where in the case F = R we also consider complex eigenvalues).
Note that if R is Jordan-Osserman, then any non-null X ∈ F n is generic, by definition. The following lemma justifies our terminology.
Lemma 1.
For an arbitrary algebraic curvature tensor R on (F n , ·, · ), the set of generic vectors is open and dense in F n .
Proof. We first consider the complex case. Let R be an algebraic curvature tensor on (C n , ·, · ). For X ∈ C n denote p(X) the number of different eigenvalues of the Jacobi operator R X , and denote p = max{p(X) | X ∈ C n }. As the coefficients of the characteristic polynomial χ X (t) of R X are polynomials in the coordinates (x 1 , . . . , x n ) of X, the set of those X ∈ C n for which p(X) = p is a Zariski open subset of C n . For X ∈ C n , the k-th invariant factor of R X , k = 1, . . . , n, is defined to be the greatest common divisor over C[t] of the k × k minors of the matrix R X − tid. All such minors (denote them m 2 ) are polynomials in t whose coefficients are polynomials in the coordinates (x 1 , . . . , x n ) of X. We can consider them as polynomials of t with the coefficients in the field of rational functions F = C(x 1 , . . . , x n ), and then, by the repeated use of the Euclid's algorithm, find their greatest common divisor
, and hence for every fixed X 0 ∈ C n outside the union of the zero sets of a finite number of polynomials in (x 1 , . . . , x n ) (the denominators and the leading coefficients of I (k) and of the m i (t; X 0 ) are coprime over C [t] . Therefore, for all X from a nonempty, Zariski open subset S ⊂ C n , the k-th invariant polynomial of R X is I (k) (t; X). Then for all X ∈ S, the elementary divisors of R X are given by I (k) (t; X)/I (k−1) (t; X) (and just I (1) (t; X), if k = 1), so outside the sets where the leading coefficients or the denominators vanish, and where there are "accidental" root coincidences, each of them has the same number and the same powers of factors in the decomposition into linear factors over C [t] . It follows that there exists a nonempty, Zariski open subset S ′ ⊂ C n (which is then open, dense and connected in the Euclidean topology) such that for all X ∈ S ′ , the number and the sizes of the Jordan blocks in the Jordan normal form and the number of distinct eigenvalues of R X is the same.
In the real case, we consider the complexification of ·, · and of R, and construct the subset S ′ ⊂ C n as above, and then use the fact that the intersection of a nonempty, Zariski open subset of C n with R n is open and dense in R n in the Euclidean topology.
We need the following fact.
Lemma 2. Let R be an algebraic curvature tensor on (F n , ·, · ), where F = R or C. Let X ∈ F n be generic, and let e ∈ F n be an eigenvector of R X with the eigenvalue µ. Then on a neighbourhood U ′ of X, there exist a smooth function λ(Y ) with λ(X) = µ and a smooth vector function f (Y ) with f (X) = e such that
Proof. The first assertion follows from the fact that for generic X, the eigenvalues of R X and their corresponding eigenspaces, viewed as the points of the corresponding Grassmannians, depend smoothly (even analytically) on the coordinates of X [9] . To prove (2) we choose a smooth curve Z(s), s ∈ (−ε, ε), in U ′ in such a way that Z(0) = X and Z
. Taking the inner product with f (Z(s)) and differentiating at s = 0 we get the required identity.
We are now in position to prove Theorem 1 and Theorem 2.
Proof of Theorem 1. Suppose R is a Jordan-Osserman algebraic curvature tensor on (F n , ·, · ). Then any non-null vector X ∈ F n is generic. Moreover, if e is an eigenvector of R X with the eigenvalue µ, then, in the notation of Lemma 2, we obtain λ(Y ) = µ Y 2 X −2 , so by (2) we get R e X, T = 0, for all T ⊥ X. It follows that X is an eigenvector of R e , as required.
Note that from (1) it follows that if Y is an eigenvector of R X with the eigenvalue µ X , and X is an eigenvector of R Y with the eigenvalue
Proof of Theorem 2. We first suppose that a semisimple algebraic curvature tensor R on (F n , ·, · ) is Osserman. Then the coefficients of the characteristic polynomial χ X (t) of R X are constant on every quadric X 2 = c = 0, as are the eigenvalues of R X . It follows that for all non-null X ∈ F n the Jacobi operator R X has the same number p of distinct eigenvalues λ k (X) = µ k X 2 , k = 1, . . . , p. Consider the polynomial F X (t) = p k=1 (t − µ k X 2 ). As R X is diagonalisable for X ∈ s R , we have F X (R X ) = 0. As s R has a nonempty interior, this polynomial identity holds for all X ∈ F n , which then implies that R X is diagonalisable for all non-null X ∈ F n . Therefore R is Jordan-Osserman, hence it satisfies the duality principle by Theorem 1.
Conversely, suppose that a semisimple algebraic curvature tensor R on (F n , ·, · ) satisfies the duality principle. By Lemma 1, there is an open subset U ′ of s R consisting of non-null generic vectors. Let X ∈ U ′ and let µ ∈ F be an arbitrary eigenvalue of R X . As R X is diagonalisable, the orthogonal complement in F n to the eigenspace E(µ) of R X is the (direct, orthogonal) sum of all the other eigenspaces of R X , and so the restriction of ·, · to E(µ) is non-degenerate. We can therefore choose a non-null eigenvector e ∈ F n corresponding to µ. By the duality principle, X is an eigenvector of R e , so from (2) we obtain that (dλ) |X (T ) = 0, for all T ⊥ X. From the homogeneity of R X we also have (dλ) |X (X) = 2µ, so (dλ) |X (T ) = 2µ X, T X −2 , for all T ∈ F n . It follows that d( X −2 λ) |X = 0, hence d( X 2(j−n) f j ) |X = 0, for all 0 ≤ j ≤ n, where f j is the coefficient of t j in the characteristic polynomial χ X (t). As all the vectors Y from the open set U ′ are nonnull, generic and belong to the interior of s R , we obtain that d( Y 2(j−n) f j ) |Y = 0 for all Y ∈ U ′ . Hence for some a j ∈ F we have f j (Y ) = a j Y 2(n−j) for all Y ∈ U ′ , hence for all Y ∈ F n . Thus R is Osserman.
