I. INTRODUCTION
In this paper we study the Chern-Simons-Higgs (CSH) and the Maxwell-Chern-Simons-Higgs (MCSH) vortex equations on a compact Riemann surface. These equations are generalizations of the classical Maxwell-Higgs (MH) vortex equations which is the relativistic extension of the GinzburgLandau equations for superconductivity. In this paper, we prove the existence of solutions of the CSH and the MCSH vortex equations for arbitrary vortex numbers, which solves the equivalence problem on a compact Riemann surface. The equivalence problem is one of the basic questions about (2 + 1) dimensional gauge field theories. The developments and references for this problem can be found in the Open Problem 5.7.1 of Ref. 13 or Open Problem in Chap. 3 of Ref. 10 . In the following, we explain the equivalence problem and state the main result of this paper.
First, we review the classical MH equations (or the Ginzburg-Landau equations) and introduce the CSH and the MCSH equations. Let (M, g) be a smooth compact Riemann surface and L be a complex line bundle over M of positive degree m which is determined by the first Chern class of L. The scalar product on C is defined by (z, w) = Re(zw) = Re(zw) = (zw + zw)/2.
The MH energy functional is given by
Here, A is a unitary connection on L which is called the gauge field in the physical literature, F A is the curvature 2-form of A, φ is a smooth section of L called the Higgs field, D A φ = dφ − iAφ is the covariant derivative of φ with i = √ −1, q > 0 is the Maxwell coupling constant, and λ > 0 is the Higgs coupling constant. In the local coordinate system, we write A = a j dx j , F A = F jk dx j ∧dx
, where D j = ∂ j − ia j . For any given two p-forms η and ω, we let (η, ω) be the natural inner product of η and ω, which is the same as Re{ * (η ∧ * ω)} = Re{ * (ω ∧ * η)}.
It is obvious that any solution of (1.4) satisfies the original Euler-Lagrange equations (1.2) and (1.3). An interesting question, called the equivalence problem, is whether the converse holds or not:
Problem: Does every solution of (1.2) and (1.3) become a solution of (1.4)? If this is true, then the system (1.2)-(1.4) are equivalent. We observe that the system (1.4) is the first order PDE (partial differential equation) and (1.2) and (1.3) are the second order PDE. So if these two systems are equivalent, it suffices to consider only the first order system (1.4) which is relatively easy.
The equivalence problem depends on topological properties of the domain M. First, let us consider the case M = R 2 . In this case, the equivalence for the MH model is true. Indeed, the equivalence of two systems (1.2)-(1.4) was proved by Taubes. 11 Second, we consider the case that M is a compact surface without boundary. In this case, it is believed that the equivalence does not hold due to an obstruction given by the integrability condition. By integrating the self-dual system (1.4), we find a necessary condition for the existence of solutions: 
When λ = 1, we obtain a lower bound of the energy functional
which is saturated in self-dual equations:
As in the case of MH equations, one may consider the equivalence problem for the CSH equations: does every solution of (1.7) and (1. At the first glance, it is not easy to obtain a solution of (1.7) and (1.8) by variational method because of the second term of E CSH . Instead of considering the energy functional E CSH directly, we introduce an auxiliary functional, called the MCSH energy functional. The MCSH energy functional is given by 11) with the following constraint on M:
Here, N : M → R is the neutral scalar field, u : M → R is the electric potential and |∇N|
2
= g jk ∂ j N∂ k N for j, k = 1, 2. Equation (1.12) comes from the Gauss constraint equation corresponding to the Lagrangian density of the MCSH model. The MCSH model was first introduced in Ref. 6 for the purpose of unifying two relativistic U(1) gauge models: the MH model and the CSH model. The MCSH model includes the Maxwell and the Chern-Simons interactions whose strengths are determined by the coupling constants q − 1 and κ, respectively. If we take the limit κ → 0, called the Maxwell limit, then E MCSH → E MH . Similarly, if we take the limit q → ∞, called the Chern-Simons limit, then E MCSH → E CSH . Thus, we can say that the MCSH model unifies the MH and the CSH models. To prove Theorem 1.1, we use the following strategy: first, we prove the existence of solutions of the Euler-Lagrange equations for the functional E MCSH by variational argument and show that the solutions converges to a solution of (1.7) and (1.8) as q → ∞. In other words, we will get a solution of (1.7) and (1.8) by proving the Chern-Simons limit. Therefore, the first step is to find a solution of the Euler-Lagrange equations for the functional E MCSH , called the MCSH equations:
where the last equation is (1.12). As in the previous cases, if λ = 1, the energy functional can be expressed as
where the lower bound is obtained by solving the following self-dual equations:
Moreover, by integrating (1.17) we have constraints:
which can be found in Ref. 8 . As in the case of the MH and the CSH models, the first order system (1.17) and the second order system (1.13)-(1.16) are not equivalent, which is proved by the following theorem.
Theorem 1.2:
For any integer m > 0 and constants κ, q, λ > 0, the system (1.13)-(1.16) has a smooth solution.
We will prove Theorem 1.2 by finding a minimizer of E MCSH on a suitable function space. Then, we show that a subsequence of the minimizers converges to a solution of (1.7) and (1.8) as q → ∞. This proves Theorem 1.1. Hence, we answer the equivalence problem for the CSH and the MCSH models on a compact surface M. However, the answer for this question on the plane R 2 is still unsolved. The proofs of Theorems 1.1 and 1.2 are provided in Secs. II and III.
Before closing this section, we briefly give some basic known results about the multiple existence of solutions of the self-dual systems (1.4), (1.9), and (1.17). More recent progress on the subject can be found in Refs. 10 and 13. such that for every
there exist at least two gauge-distinct solutions (φ, A, u, N) of (1.17). (d) In each case, the set of zeros of φ is the divisor D.

II. PROOF OF THEOREM 1.2
In this section, we prove the existence of solutions to (1.13)-(1.16) by finding a minimizer of E MCSH on a suitable function space. Given a pair (φ, A), we define a U(1) gauge equivalent connection and a section as 
This theorem implies the weak compactness of the set of connections with L 2 bounded curvature. Using Theorem 2.1 we show the existence of a solution for (1.13)-(1.16) in the following. Since (1.15) is linear in N for given (φ, A) and (1.16) is linear in u for given (φ, A), we may regard u and N as functions of (φ, A) and write E MCSH (φ, A, u, N ) = E MCSH (φ, A). Let W be a fixed smooth connection on L. We consider the energy functional E MCSH over the set X which is defined by
Note that V is the space of generalized connections in the sense of 
By the Minkowski inequality,
Let N n be a minimizing sequence for J. Since ∇ N n L 2 and κ N n L 2 are bounded, N n has a weak limit N ∈ H and N is a weak solution of (1.15). By the standard elliptic theory, N is also a strong solution. The uniqueness of a solution comes from the maximum principle. Next, we turn to Eq. (1.16). We consider the functional
Let u n = u n + α n be a minimizing sequence for I on S, where u n ∈ H 0 and α n = |M|
Note that ∇u n L 2 is uniformly bounded and
where the Poincaré inequality is used. Hence, α n is bounded by (2.2). As a consequence, u n is uniformly bounded in H such that u n converges to some u 0 weakly in H and strongly in L p (M, R) for all p ≥ 1. In particular, u 0 ∈ S such that u 0 ≡ 0. Moreover, I(u n ) → I(u 0 ) =: c 0 > 0. Since u 0 is a minimizer for I on S, there exists a Lagrange multiplier s such that
for any v ∈ H. Taking v = u 0 , we have s = c 0 . Therefore, u 0 /c 0 is a weak solution for (1.16) and eventually becomes a strong solution by standard elliptic estimates. Uniqueness of solutions is a consequence of the maximum principle.
The following theorem proves Theorem 1.2.
Theorem 2.3: The functional E MCSH achieves its minimum on the space X which becomes a smooth solution of (1.13)-(1.16).
Proof: Let (φ n , A n ) be a minimizing sequence of E = E MCSH on X . Then we find that
where u n and N n are solutions of (1.15) and (1.16) corresponding to (φ n , A n ). We note from (2.4) that by Young's inequality
Hence, φ n L 4 ≤ C. In particular, it comes from (2.1) and (2.4) that N n is uniformly bounded in H such that up to a subsequence, N n → N weakly in H and strongly in L p with p > 1 for some N ∈ H. Since F A n L 2 ≤ C, we may assume by Theorem 2.1 that A n converges weakly to A in H 1 (M, R 2 ) up to gauge transformation. In other words, if
Thus, φ n is uniformly bounded in P such that (φ n , A n ) → (φ, A) weakly in X and strongly for all L p × L p for some p > 1 and (φ, A) ∈ X . Set u n = u n + α n , where u n ∈ H 0 and α n = |M| −1 M u n dV g . Since ∇u n L 2 ≤ C by (2.4), u n → u weakly in H and strongly in L p for all p > 1. Multiplying (1.16) by u n and integrating it, we see that
Hence, we deduce from (2.4) that
which implies that α n is uniformly bounded. Thus, up to subsequence, α n → α such that u n = u n + α n → u + α =: u. It is easy to see that u becomes a weak solution of (1.16) corresponding to (φ, A). Indeed, for any w ∈ H,
Similarly, N is the unique solution of (1.15) corresponding to (φ, A). Note that
Using this formula, we deduce that
We note that
as n → ∞. Thus, (φ n , A n ) → (φ, A) and it follows from the lower semicontinuity of norms that
Hence, (φ, A) is a minimizer of E on X .
III. PROOF OF THEOREM 1.1
This section is devoted to the proof of Theorem 1.1. The proof is given by verifying the ChernSimons limit, that is, by showing that the solutions of the MCSH equations (1.13)-(1.16) converge to a solution of CSH equations (1.7) and (1.8) as q → ∞. To this end, we proceed as in Ref. 3 . Let κ, λ > 0 be fixed throughout this section and C denotes various constants which are independent of q. Given q > 0, we write E q (φ, A) = E MCSH (φ, A). Let (φ q , A q ) be the minimizer of E q over X obtained in Theorem 2.3. Let u q and N q be the solutions of (1.15) and (1.16) corresponding to (φ q , A q ). We divide the proof into three steps.
Step 1. E q (φ q , A q ) ≤ C as q → ∞.
Let d(x, y) be the Riemannian distance between two points x and y on (M, g) and define B(x, r ) = {y ∈ M : d(x, y) < r }. Let r 0 be the injectivity radius of (M, g), which means that B(x, r 0 ) is homoeomorphic to an open ball in Euclidean space (
Let ψ be any smooth section whose zero points are exactly p 1 , · · · p m ∈ M. We may assume that q is large enough so that q ≥ 16/ε 2 1 . Let ϕ(x) = ψ(x)/|ψ(x)| and define a new sectionφ q bỹ
where ζ : R → [0, 1] is a smooth function such that ζ ≥ 0 on R, ζ = 0 on ( − ∞, 1], and ζ = 1 on [2, ∞).
We define a new connectionÃ q bỹ
where
For x ∈ 11 , DÃ qφ q = 0 and FÃ q = 0. For x ∈ 14 ∪ 2 , we have
On the other hand, for 12 ∪ 13 , we have
As a consequence,
Meanwhile, letÑ q andũ q be the solutions of (1.15) and (1.16) corresponding to (φ q ,Ã q ). Since |φ| = 1 on 13 and FÃ q = 0 outside of 13 , we deduce from (1.16) and (3.2) that
By taking small and using (3.1), we conclude that
Furthermore, multiplyingÑ q on (1.15), we get
Now it follows from (3.2) to (3.4) that
as q → ∞.
Step 2. Convergence of (φ q , A q , u q , N q ).
By
Step 1,
Multiplying (1.13) byφ q , we obtain from (3.5) that as q → ∞,
Hence, by Hölder's inequality
which implies that φ q L 4 ≤ C uniformly. If we define a new connection V q by
then it follows from (1.16) that
By Theorem 2.1, up to a subsequence, there exist gauge transformations g q ∈ W 2,
we may say that
In addition, if we set B q = W + ω q and A = W + ω, then
By the Sobolev embedding, B q L 4 ≤ C and ω q L 4 ≤ C. We also set ψ q = g q (φ q ). Then, by the gauge invariance we have ψ q L 4 ≤ C. Since E q is gauge invariant, we see that
Moreover, by the gauge invariance, we may rewrite (1.13)-(1.16) as
Thus, ψ q is uniformly bounded in P such that for some φ ∈ P, ψ q → φ weakly in P and strongly in L p for all p > 1. which implies that μ(ψ q ) is bounded below by a positive constant. We note from (3.9) that
which implies that β q is uniformly bounded. Multiplying (3.12) by N q , we deduce from (3.9) that
which says that
Hence, N q is uniformly bounded in L 2 . Moreover, it follows from (3.9) that 
Since F B q L 2 ≤ C √ q, we conclude from (3.19) that u q → u in L 2 and almost every. Hence,
This implies that α q is uniformly bounded and α q → α for some α, up to a subsequence. As a consequence, as q → ∞.
