Large deviations for velocity-jump processes and non-local Hamilton-Jacobi equations by Bouin, Emeric et al.
HAL Id: hal-01344939
https://hal.archives-ouvertes.fr/hal-01344939v2
Preprint submitted on 20 Sep 2019
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Large deviations for velocity-jump processes and
non-local Hamilton-Jacobi equations
Emeric Bouin, Vincent Calvez, Emmanuel Grenier, Grégoire Nadin
To cite this version:
Emeric Bouin, Vincent Calvez, Emmanuel Grenier, Grégoire Nadin. Large deviations for velocity-jump
processes and non-local Hamilton-Jacobi equations. 2019. ￿hal-01344939v2￿
Large scale asymptotics of velocity-jump processes and non-local
Hamilton-Jacobi equations
Emeric Bouin ∗ Vincent Calvez † Emmanuel Grenier ‡ Grégoire Nadin §
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Abstract
We investigate a simple velocity jump process in the regime of large deviation asymp-
totics. New velocities are taken randomly at a constant, large rate from a Gaussian dis-
tribution with vanishing variance. The Kolmogorov forward equation associated with this
process is the linear BGK kinetic transport equation. We derive a new type of Hamilton-
Jacobi equation which is nonlocal with respect to the velocity variable. We introduce a
suitable notion of viscosity solution, and we prove well-posedness in the viscosity sense.
We also prove convergence of the logarithmic transformation towards this limit problem.
Furthermore, we identify the variational formulation of the solution by means of an action
functional supported on piecewise linear curves. As an application of this theory, we com-
pute the exact rate of acceleration in a kinetic version of the celebrated Fisher-KPP equation
in the one-dimensional case.
Key-Words: Large deviations, Piecewise deterministic Markov processes (PDMP), Hamilton-
Jacobi equations, Viscosity solutions, Reaction-transport equations, Front acceleration.
1 Introduction
This paper is mainly concerned with the asymptotic limit of the following linear kinetic transport
equation as ε→ 0,
∂tf




ε(t, x)− f ε(t, x, v)) , t > 0 , x ∈ Rn , v ∈ Rn . (1.1)
Here, f ε(t, x, v) denotes the density of particles at time t > 0 in the phase space Rn × Rn
(position×velocity), and ρε(t, x) is the spatial density: ρε(t, x) =
∫
Rn f
ε(t, x, v′)dv′. Parti-
cles move with velocity v. Reorientation occurs at random exponential times with rate 1/ε.
The velocity distribution of reorientation events Mε(v) is given. We opt here for the Gaus-









. However, we believe that our
methodology could be applied to a broader range of distributions.
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As such, the underlying velocity-jump process belongs to the class of Piecewise Deterministic
Markov Processes (PDMP).









which is appropriate to establish a Large Deviation Principle. Indeed, we prove under some
conditions that the rate function uε(t, x, v) = −ε log f ε(t, x, v) converges, as ε→ 0, towards the
solution of the following problem with appropriate initial condition:
max
(
∂tu(t, x, v) + v · ∇xu(t, x, v)− 1, u(t, x, v)− min
v′∈Rn

















= 0 if argmin
v′∈Rn
u(t, x, v′) = {0} .
(1.2)





. This sets u(0+, x, v) = min
(




condition for the limit problem (1.2).
We derive the representation formula for (1.2):
u(t, x, v) = inf
{γ : γ(t) = x, γ̇(t) = v}
{
At0[γ̇] + u0(γ(0), γ̇(0))
}
(1.3)






|σ|2 + Leb {s ∈ (0, t] : γ̇(s) 6= 0} , (1.4)
where Γ̇∗ denotes the finite list of velocities (γ̇(s))s∈(0,t] but the initial one. Alternatively
speaking, each non-zero velocity σ after the first velocity jump contributes to a single cost of
1
2 |σ|
2 and a running cost of one per unit of time. We refer to Section 1.3 for a precise definition
of the action A.








that is with a vanishing viscosity: ∂tρ
ε(t, x)− ε2∆ρ
ε(t, x) = 0. Indeed, it is well-known (see e.g.
[6, 31, 32, 38]) that, under appropriate conditions, uε(t, x) = −ε log ρε(t, x) converges locally




|∇xu(t, x)|2 = 0 , (1.5)






. The latter formulation is in correspondence with (1.3), whereas we claim
that (1.5) and (1.2) are analogous.
To the best of our knowledge, system (1.2) is original. We refer to it as a Hamilton-Jacobi
problem by analogy with (1.5) which is obtained via a similar procedure. Also, the first equation
in (1.2), and the first part of the action (1.4) are similar to quasi-variational inequalities that
can be found in the classical formulation of impulse control problems [10, 48]. Indeed, sudden
velocity changes that persist in the limit ε → 0 can be viewed as impulses with a cost |σ|2/2.
In the case of a compactly supported velocity distribution M(v), the same procedure leads to








23]. However, there are no similar impulses persisting in the limit ε→ 0, and so the two cases
(compactly supported vs. Gaussian distribution) behave quite differently (see further discussion
below in the next paragraph and Section 1.4.2).
2
Connection with large deviations. Our work can be viewed as a contribution to the theory
of large deviations for velocity jump processes. We follow the idea of Fleming’s logarithmic
transformation [38], Evans and Ishii [31], Evans and Souganidis,[32] and Barles, Evans and
Souganidis [6], in which PDE techniques were successfully applied to derive large deviations
results in the context of viscosity solutions of Hamilton-Jacobi equations, see also the monograph
by Feng and Kurtz for a comprehensive presentation of this methodology in the context of
stochastic processes [36].
One important difference is the nature of the action. While large deviations of random paths
are measured typically by
∫ t
0 L(γ(s), γ̇(s)) ds or related functionals for diffusions and Lévy pro-
cesses (see the original theorem by Schilder [51] for the Brownian motion, and the introduction in
[36] for further examples), here the action is of a different nature, and is supported by piecewise
linear trajectories instead of smooth curves (1.4).
It is interesting to notice that the case of bounded velocities mentioned above falls into
the standard framework with an action deriving from a Lagrangian function L(x, v) as usual,
see Section 1.4.2. Moreover, the rate function u does not depend on the variable v due to
an averaging property only valid for bounded velocities [12, 14, 23], see also [35]. Hence, the
possibility of arbitrarily large velocities reveals a new scaling regime calling for an extended
notion of Lagrangian functionals.
Non local Hamilton-Jacobi equations. The analysis of some non-local Hamilton-Jacobi
equations can be found in the literature, see for instance [3, 5, 53], and the series of papers
about non-local eikonal equations in the context of dislocation dynamics in crystals, see e.g.
[2, 8, 25, 26] and the references therein; and also [9, 29] in the context of geometric motions.
However, there seems to be no link between these works and ours.
Organization of the paper. In order to state our results, we need a proper definition of
viscosity solutions of (1.2), as it does not fit apparently in the standard theory of Hamilton-
Jacobi equations. This is the content of Section 1.2. The results of uniqueness of viscosity
solutions and convergence of uε as ε → 0, as well as the representation formula (1.3) are
presented in Section 1.3. The proofs are contained respectively in Sections 2&6, 3 and 4. Then,
we discuss some qualitative properties of the solutions in Section 1.4, related to some explicit
computations of the actionA contained in Section 5. Finally, an application to front acceleration
in reaction-transport equations is presented in Section 1.5, which is a summary of Section 7.
The next section contains an informal discussion about the limit system (1.2) and some
heuristics about the asymptotics leading from (1.1) to (1.2).
Notations. We introduce the following notations for the sake of conciseness:min
′ u(t, x) = min
v′∈Rn
u(t, x, v′)
argmin′ u(t, x) = argmin
v′∈Rn
u(t, x, v′)
If u is a lower semi-continuous (resp. upper semi-continuous), we denote by u(0+, x, v) its lower
limit (resp. upper limit) at time t = 0:
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1.1 Informal description of the dynamics and heuristics
The system (1.2) is not a standard Hamilton-Jacobi equation. The first equation of (1.2) does
not contain enough information due to the occurrence of min′ u for which extra dynamics are
required. Although it seems somehow sparse, the two additional (in)equations ∂t (min
′ u) ≤
0 (= 0) are sufficient to determine a unique solution of the Cauchy problem, as stated in the
comparison principle below (Theorem 1.4).
In order to get some insight about the well-posedness of (1.2), we propose the following
description of the typical dynamics of its solution u. The first condition in (1.2) guarantees
that the following constraint must be satisfied everywhere:




Consequently, the solution reaches its global minimum with respect to the velocity variable at
v = 0. Furthermore, the following dichotomy holds:
(i) either the constraint is saturated: u = min′ u+ |v|
2
2 ,
(ii) or the solution is driven by free transport: ∂tu+ v · ∇xu = 1.
Then, two more cases must be distinguished: if v = 0 is the only global minimal point with
respect to velocity (argmin′ u(t, x) = {0}), then the minimal value does not change, see Figure
1a. Hence, the parabolic constraint (1.6) does not change as well. Nevertheless, the solution
in the unsaturated area can still evolve by free transport and decay. If it touches the minimal
value somewhere else, then the condition argmin′ u(t, x) = {0} is not satisfied anymore, and the
minimal value can possibly decrease, together with the parabolic constraint, see Figure 1b. It
is the decay in the free zone that drives the global decay of the solution.
We also propose the following heuristics to describe the link between (1.1) and (1.2). Firstly,
(1.1) is equivalent to the following equation on uε:
∂tu












On the one hand, it is immediate that the constraint (1.6) is fulfilled in the limit ε→ 0 provided
that the left-hand-side is locally uniformly bounded. On the other hand, the continuity equation
∂t
∫
f ε dv +∇x ·
∫
vfε dv = 0 is equivalent to∫
Rn
(∂tu
ε + v · ∇xuε) dµε(v) = 0 , dµε(v) =
f ε(t, x, v)
ρε(t, x)
dv . (1.8)
The probability measure dµε is expected to concentrate on the minimum points of u with




pwδ(v − w) = p0δ(v) +
∑
w′∈argmin′ u(t,x)\{0}
pw′δ(v − w′) , (1.9)
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@tu + v ·rxu = 1
@tmin u = 0
(a) The case argmin′ u(t, x) = {0}














@tu + v ·rxu = 1
@tmin u ≤ 0
(b) The case argmin′ u(t, x) 6= {0}
Figure 1: Typical dynamics of solutions to (1.2).
where the weights satisfy
∑
pw = 1. The constraint (1.6) at each w
′ ∈ argmin′ u(t, x) \ {0} is
clearly unsaturated, in the sense that u(t, x, w′) < min′ u+ |w′|2/2. There, we expect to see the
right-hand-side contribution of (1.7) vanish. This would lead to ∂tu(t, x, w
′)+w′ ·∇xu(t, x, w′) =









= p0∂tu(t, x, 0) + 1− p0 .
As we have formally ∂tu(t, x, 0) = ∂t (min
′ u) (t, x) by the chain rule, we expect eventually that
∂t(min
′ u) ≤ 0 and even ∂t(min′ u) = 0 if p0 = 1, that is, somehow argmin′ u(t, x) = {0}. All
this reasoning is purely formal, but we shall make it rigorous in Section 3.
1.2 The notion of viscosity solution
Equation (1.2) can be viewed as a coupled system of Hamilton-Jacobi equations on u and min′ u.
Accordingly, we define viscosity solutions of (1.2) using a pair of test functions as e.g. in [30,
46].
Definition 1.1 (Sub-solution). Let u0 be a continuous function, and T > 0. An upper semi-
continuous function u is a viscosity sub-solution of (1.2) on (0, T ) × R2n with initial data
u0 if the following conditions are fulfilled:
(i) u(0+, ·, ·) ≤ u0.
(ii) It satisfies the constraint




(iii) For all pair of test functions (φ, ψ) ∈ C1
(
(0, T )× R2n
)
× C1 ((0, T )× Rn), if (t0, x0, v0) is
such that both u(·, ·, v0)−φ(·, ·, v0) and min′ u−ψ have a local maximum at (t0, x0) with t0 > 0,
then ∂tφ(t0, x0, v0) + v0 · ∇xφ(t0, x0, v0)− 1 ≤ 0,∂tψ(t0, x0) ≤ 0.
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Definition 1.2 (Super-solution). Let u0 be a continuous function, and T > 0. A lower semi-
continuous function u is a viscosity super-solution of (1.2) on (0, T )×R2n with initial data
u0 if the following conditions are fulfilled:
(i) u(0+, ·, ·) ≥ u0.
(ii) For all pair of test functions (φ, ψ) ∈ C1
(
(0, T )× R2n
)
× C1 ((0, T )× Rn), if (t0, x0, v0) is
such that both u(·, ·, v0)−φ(·, ·, v0) and min′ u−ψ have a local minimum at (t0, x0) with t0 > 0,





∂tψ(t0, x0) ≥ 0, if argmin′ u(t0, x0) = {0} .
(1.10)
Let us mention that the mimimality (resp. maximality) condition in the definition of the
super- (resp. sub-) solution arises with respect to variables (t, x) only. This is consistent with
the fact that there is no derivative in the velocity variable in (1.2).
Definition 1.3 (Solution). Let u0 be a continuous function, and T > 0. A function u is a
viscosity solution of (1.2) on (0, T ) × R2n with initial data u0 if its upper (resp. lower)
semi-continuous envelope is a sub- (resp. super-) solution in the sense of definitions 1.1 and
1.2.
1.3 Statement of the main results
The following theorem states a comparison principle for viscosity (sub/super-)solutions of the
system (1.2). This establishes uniqueness of viscosity solutions as a corollary. The proof is
contained in Section 2.
Theorem 1.4 (Comparison principle). Let u (resp. u) be a viscosity sub-solution (resp. super-














(0, T )× R2n
)
. (1.11)
Then u ≤ u on (0, T )× R2n.
This result is extended for solutions with at most quadratic growth in Section 6. This growth
condition is compatible with the kernel of the representation formula, as we shall see below.
In Section 3, we prove the convergence of the family (uε) towards the unique viscosity
solution of (1.2) as ε→ 0.





Let uε be the solution of (1.7), with the initial data uε(0, ·) = u0. Then, uε converges locally








Finally, we also establish the variational formulation (1.3) of the viscosity solution. Let Σts
be the space of piecewise constant, cádlág functions defined over the time interval (s, t] taking
values in Rn. For any y ∈ Rn and σ ∈ Σts, we define the piecewise linear curve γ as
γ(τ) = y +
∫ τ
s
σ(τ ′)dτ ′ .
Denoting by (ti)1≤i≤N the times of discontinuity of σ in (s, t], such that
σ = σ01(s,t1) +
N−1∑
i=1
σi1[ti,ti+1) + σN1[tN ,t],









(ti+1 − ti)1σi 6=0 , (1.13)
with the convention t0 = s and tN+1 = t.
The following property is established in Section 4.
Theorem 1.6 (Kinetic Hopf-Lax formula). Let u0 be a continuous function verifying (1.12).
Then, the following representation formula
U(t, x, v) = inf
{(y, σ) ∈ Rn × Σt0 :
γ(t) = x, σN = v}
{
At0[σ] + u0(y, σ0)
}
(1.14)
is the viscosity solution of (1.2) with initial data min
(
u0,min




1.4.1 Qualitative behaviour (in the long term)
We provide in Section 5 several expressions for the minimal value of the action At0[σ] with pre-
scribed endpoints (y, σ0) and (x, σN ) (we can set y = 0 without loss of generality by translation
invariance). In fact, the minimal path contains at most one intermediate non trivial velocity,
as in Proposition 5.1, so that N ≤ 2. This enables computing At0(x, σ0, σ2) = minAt0[σ] in the
one-dimensional case n = 1, see Proposition 5.2:
At0(x, σ0, σ2) =







+ min(L(x, σ0), L(x, σ2)) otherwise.
(1.15)
The formula for L(x, σ) is expressed below (5.4), and its values are depicted in Figure 2. Spe-
cializing σ0 = σ2 = 0, we find that the action between position x and the origin, with both
initial and final velocities at rest is:




|x|2/3 if |x| ≤ t3/2,
|x|2
2t2
























Figure 2: Values of the contribution L(x, σ) to the kernel of the variational formulation in the
one-dimensional case (1.15).
This spatial behaviour is illustrated in Figure 3a in comparison with the kernel x
2
2t associated
with the Hamilton-Jacobi equation (1.5) coming from the heat equation with vanishing viscosity
(Figure 3b). In the latter case, the kernel is a family of parabola converging to zero as t→∞,
uniformly on compact intervals. It means that, despite the rarity of finding a Brownian particle
far from its origin, the small probability is not uniformly exponentially small. Contrarily, the
kernel (1.16) converges towards its envelope (3/2)|x|2/3, which is obviously uniformly positive
on closed intervals that do not contain the origin. Alternatively speaking, the probability of
finding a particle far from its origin remains uniformly exponentially small in the velocity-jump
process under study.
1.4.2 Comparison with the case of bounded velocities
Suppose that M(v) is a compactly supported probability distribution, and denote V = suppM .
It was shown in [14] that the appropriate scaling regime is different. Indeed, the velocity








, and v unchanged.
It was shown in [12, 14, 23] that uε(t, x, v) = −ε log f ε(t, x, v) converges to a function u(t, x)
which does not depend on v, and which is the viscosity solution of a standard Hamilton-Jacobi
equation ∂tu+H(∇xu) = 0, where the Hamiltonian function H(p) is defined implicitly as∫
Rn
M(v)
1 +H(p)− p · v
dv = 1 , (1.17)
provided that this equation has an admissible solution satisfying H(p) ≤ maxv∈V (p · v)−1, and
H(p) = maxv∈V (p · v)− 1 otherwise (see Caillerie [23] for more details).
The averaging process occurring in the case of bounded velocities is similar to large deviation
principles for slow-fast systems as in [19, 20, 35, 44, 49], and references therein. In our case,
the role of the fast variable is played by velocity, whereas the space variable is the slow one.
The present work follows the Hamiltonian viewpoint. We refer to [20, 35, 44] for the dual
viewpoint focusing on the trajectories of the underlying PDMP. We present briefly their results
for the sake of comparison. Let Σ be the finite set of possible velocities (their analysis is
restricted to a finite number of velocities). A curve is expressed in terms of a time-varying
8





(a) Plot of the kernel (1.16) with initial and
final velocities at rest. The red curve is the
envelope as t→ +∞.










(b) Plot of the kernel x
2
2t associated with the
heat equation with vanishing viscosity.
Figure 3: Comparison of different qualitative behaviours between the velocity-jump process and
the Brownian motion.
measure ν = (νσ) on Σ such that
∑
σ∈Σ νσ(t) = 1 at any time. Then, the curve is constructed
by its averaged velocity v =
∑
σνσ in the following way:






The action of a curve γ is defined as At0[ν] =
∫ t
0 L(ν(s)) ds, where L is given by the solution of












Note that here we present the simpler case where the rate of velocity change does not depend on
the velocity prior to the jump, and is space homogeneous, but more generality can be handled
















It coincides with the convex conjugate of H (1.17) by the Legendre-Fenchel transformation
H(p) = sup (p · (
∑
σνσ)− L(ν)) where the supremum is taken over the set of probability mea-
sures νσ on Σ (details omitted).
The averaging phenomenon which is central in the case of bounded velocities [12, 14, 23,
35] does not occur in the case of unbounded velocities. One immediate consequence is that
the rate function u depends on the velocity variable v. More profound consequences are the
seemingly new structure of the non-local Hamilton-Jacobi problem (1.2), and the singular shape
of the action on piecewise linear curves (1.13). Alternatively speaking, the nature of the PDMP
persists in the regime of large deviations.
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1.5 Accelerated fronts in reaction-transport equations
As an application of our methodology, we investigate quantitatively front acceleration in reaction-
transport equations in Section 7. We focus on (1.1) with an additional monostable reaction term:
∂tf(t, x, v) + v · ∇xf(t, x, v) = (M(v)ρ(t, x)− f(t, x, v)) + rρ(t, x) (M(v)− f(t, x, v)) . (1.18)
This models a population of individuals that change velocity at rate one, pick up a random new
velocity following a Gaussian distribution, and divide at rate r > 0. Moreover, new particles
pick up their initial velocity from the same Gaussian distribution. Saturation occurs when
the spatial density gets too large, so that the space homogeneous problem admits the pair of
equilibria zero (trivial) and M(v).
This model has been studied in [16, 28, 42, 52] in the case of bounded velocities, and further
in [16] in the case of possible unbounded velocities. Equation (1.18) can be viewed as a kinetic
version of the celebrated Fisher-KPP equation,
∂tρ(t, x)−∆ρ(t, x) = rρ(t, x)(1− ρ(t, x)) . (1.19)
There exists a true link via the diffusion limit when t and x are scaled in the parabolic regime
(provided that the rate of division r is scaled too), see [28]. However, we point out that the
parabolic scaling is not compatible with front tracking, so we need to follow a direct approach
as in [16].
In the case of bounded velocities, there exist traveling waves with constant speed [16, 28, 52].
Moreover, any solution to the Cauchy problem with sufficiently decaying initial data spreads
with the minimal speed, just as for Fisher-KPP [4, 37, 43, 45].
In the one-dimensional case n = 1, it was established in [16] that solutions to (1.18) behave
in the long-time asymptotics as accelerating fronts due to the (rare) occurence of high velocities
that send particles far from the bulk. Furthermore, the location of the front is of the order of
t3/2, in accordance with the scaling limit of the linear problem performed in (1.1). The location
of the front X(t) (such that ρ(t,X(t)) = 1/2) was determined via the construction of sub- and









in a weak sense (see [16, Theorem 1.11] for details).
Front acceleration has been reported in a number of works in the past decade. Cabré and
Roquejoffre studied the Fisher-KPP equation (1.19) where the diffusion operator is replaced
with a fractional diffusion operator [21, 22],
∂tρ(t, x) + (−∆)αρ(t, x) = rρ(t, x)(1− ρ(t, x)) , (1.21)
for some exponent α ∈ (0, 1). They described quantitatively the acceleration of the front, which
occurs at exponential rate, namely X(t) = exp(rt/(n+2α)) in a weak sense. This seminal work
was continued in [27, 50].
Garnier has investigated integro-differential equations, where the spreading operator is given






J(x− y)ρ(t, y) dy + ρ(t, x)
)





















j(1 + r)xj2=3 + rt
))
Figure 4: Loose description of the dynamics of front acceleration based on the computations of
Section 7.
Here, fat-tailed means that the kernel J decays slower than exponentially. There, the level lines
of the solution spread super linearly, depending on the decay of the convolution kernel J .
Recently, spreading in the so-called cane toads equation has been studied intensively for
unravelling dispersal evolution at the edge of an invasion front,
∂tf(t, x, θ)− θ∂2xf(t, x, θ)− ∂2θf(t, x, θ) = rf(t, x, θ)(1− ρ(t, x)) , ρ(t, x) =
∫
f(t, x, θ′) dθ′ ,
(1.23)
When the variable θ is unbounded, accelerated propagation was conjectured in [15], then was
established independently by Berestycki, Mouhot and Raoul [11], and by the first author, Hen-
derson and Ryzhik [18]. There is a formal analogy between (1.23), and our problem (1.18).
Indeed, acceleration also happens due to the influence of a microscopic variable θ, which plays
a similar role as the velocity variable in this paper. This is another example of a nonlinear
acceleration phenomena appearing in a structured model.
Here, we aim to apply the powerful methodology of the approximation of geometric optics for
reaction-diffusion equations [6, 32, 39, 40]. Recently, this method has been applied successfully
to the case of the fractional reaction-diffusion equation (1.21) by Méléard and Mirrahimi [47], to
the integro-differential equation (1.22) by the first author , Garnier, Henderson and Patout [17],
to the cane toads equation (1.23) by the second author, Henderson, Mirrahimi and Turanova
[24], and also to the reaction-transport equation (1.18) with bounded velocities [12, 13]. It









, and to derive an equation
for uε = −ε log f ε in order to track the level sets of the density, and to localize the place where
the population is emerging.
We restrict to the one-dimensional case n = 1 for simplicity. After identification of the limit
problem, which is an obstacle version of (1.2) due to the saturation term, we are able to refine







in a weak sense. To decipher the dynamics of acceleration, we show in Figure 4 a cartoon of
the tails of the spatial density resulting from the approximation of geometric optics performed
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in Section 7. There is a first zone far ahead where the density is uniformly exponentially small,
independent of r. It is followed by a region where the density is approximately of separable
variables: a sub-exponential anomalous spatial profile multiplied by a growing exponential. It
is where the front is actually emerging at X(t) (roughly).
2 The comparison principle
This section is devoted to the proof of Theorem 1.4. We perform a classical doubling of variables
argument in (t, x). However, much attention has to be paid to the velocity variable. This is
the main concern of this proof. In particular, the velocity variable is not doubled, which is
consistent with the fact that there is no gradient with respect to velocity in the limit system
(1.2).
We define some auxiliary functions as follows,
b(t, x, v) = u(t, x, v)− |v|
2
2




They are bounded by assumption. We denote B = max(‖b‖∞, ‖b‖∞). As a consequence, there
exists R0 such that for all (t, x), argmin
′ u(t, x) ⊂ B(0, R0) the ball of radius R0 around the
origin.
We introduce the parameter κ ∈ (0, 1) for the sake of comparing κb and b. We also introduce
ε > 0, α > 0, R > R0, and some additional δ > 0 to be suitably chosen below, depending on κ,
B and R.
To perform a doubling of variables argument, we define another auxiliary function with
twice the number of variables, except for the velocity, as follows
























Let (t̃, x̃, s̃, ỹ, ṽ) which realizes the maximum of χ̃ (we omit the dependency with respect to the
parameters for the sake of conciseness). It exists by upper semi-continuity and confinement. In
the same spirit, we introduce the following auxiliary function




















|t− s|2 + |x− y|2
)
.
Finally, we define the maximum values:
ω = max
(0,T )×Rn
χ̂ , Ω = max
(0,T )×Rn×Rn
χ̃ .
Lemma 2.1. We have ω ≤ Ω.
Proof. Let (t̂, ŝ, x̂, ŷ) be a maximum point of χ̂. Let v̂ ∈ argmin′ u(ŝ, ŷ) ⊂ B(0, R). The following
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sequence of inequalities holds true,
Ω ≥ χ̃(t̂, ŝ, x̂, ŷ, v̂)

















|t̂− ŝ|2 + |x̂− ŷ|2
)
,



















|t̂− ŝ|2 + |x̂− ŷ|2
)
,

















|t̂− ŝ|2 + |x̂− ŷ|2
)
,
= χ̂(t̂, ŝ, x̂, ŷ) = ω .
Lemma 2.2. The point (x̃, ỹ, ṽ) satisfies the following estimates:
δmax (|x̃|, |ỹ|) ≤ 4B1/2δ1/2 , |ṽ|2 ≤ 4B +R2 .
Moreover, the following limit holds true,
lim
ε→0
|t̃− s̃|+ |x̃− ỹ| = 0 .


























We deduce the following estimates: |x̃|, |ỹ| ≤ 4B1/2δ−1/2, and |t̃− s̃|, |x̃− ỹ| ≤ Cε1/2.
The inequality on |ṽ|2 is obvious.
We continue with the comparison argument. On the one hand, assume that (0, 0) is an
accumulation point of (t̃, s̃) as ε → 0. Let (x0, x0, v0) be an associated accumulation point of
(x̃, ỹ, ṽ). For any (t, x, v), we surely have χ̃(t, x, t, x, v) ≤ χ̃(t̃, x̃, s̃, ỹ, ṽ), hence







≤ κb(t̃, x̃, ṽ)− b(s̃, ỹ, ṽ).
Passing to the limit along a subsequence εn → 0, we have by upper semi-continuity:













Using the boundedness of b, κb0 − b0 converges uniformly towards b0 − b0. Finally, passing to
the limit κ→ 1, δ → 0, α→ 0, and R→ +∞, we find




= sup (u0 − u0) ≤ 0.
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On the other hand, assume that (0, 0) is not an accumulation point of (t̃, s̃) as ε→ 0. Then,
we distinguish between two cases:
# Case 1: b(s̃, ỹ, ṽ) < min
w∈Rn
(




= min′ u(s̃, ỹ).
In this case, ∂tb+ v · ∇xb− 1 ≤ 0 and ∂tb+ v · ∇xb− 1 ≥ 0 in the viscosity sense. We first
use the test function

























associated to the supersolution b at the point (s̃, ỹ, ṽ). Notice that the condition s̃ > 0 is verified












− 1 ≥ 0 . (2.3)
On the other hand, using the test function







































− κ ≤ 0 , (2.5)
by using Definition 7.2 of a sub-solution. By substracting (2.5) to (2.3), we obtain








+ δṽ · (x̃+ ỹ) + (1− κ) ≤ 0,
where we have used Lemma 2.1 in order to bound ṽ · (x̃+ ỹ) from below. By choosing δ
sufficiently small as compared to 1− κ, B and R, we obtain a contradiction.
# Case 2: b(s̃, ỹ, ṽ) ≥ min
w∈Rn
(




= min′ u(s̃, ỹ).
Let w̃ ∈ argmin′ u(s̃, ỹ) ⊂ B(0, R) such that b(s̃, ỹ, ṽ) ≥ b(s̃, ỹ, w̃)+ |w̃|
2
2 . Since the constraint
(1.6) is satisfied for the sub-solution u, we have
χ̃(t̃, x̃, s̃, ỹ, ṽ) ≤ κ
(


























|t̃− s̃|2 + |x̃− ỹ|2
)
− (|ṽ|2 −R2)+,
which can be reformulated as
χ̃(t̃, x̃, s̃, ỹ, ṽ) ≤ χ̃(t̃, x̃, s̃, ỹ, w̃) + 1
2
(κ− 1)|w̃|2 + (|w̃|2 −R2)+ − (|ṽ|2 −R2)+.
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Since κ < 1 and w̃ ∈ B(0, R) we have both that ṽ ∈ B(0, R), and that w̃ = 0, by the maximality
of (t̃, x̃, s̃, ỹ, ṽ). As a consequence, we find that argmin′ u(s̃, ỹ) is reduced to the singleton {0}
and that χ̃(t̃, x̃, s̃, ỹ, ṽ) = χ̃(t̃, x̃, s̃, ỹ, 0).
Next, we find a point that maximizes χ̂. By Lemma 2.1, we find:
















|t̃− s̃|2 + |x̃− ỹ|2
)
















|t̃− s̃|2 + |x̃− ỹ|2
)
= χ̂(t̃, x̃, s̃, ỹ) ≤ ω.
Therefore, (t̃, x̃, s̃, ỹ) maximizes χ̂. We are now ready to perform the last step. First, we
introduce after (2.4)


















|t− s̃|2 + |x− ỹ|2
)
,







(t̃− s̃) ≤ 0 . (2.6)
Then, we introduce after (2.2):

















|t̃− s|2 + |x̃− y|2
)
,
such that min′ u − ψ2 has a minimum at (s̃, ỹ). Notice that the condition s̃ > 0 is verified for
ε small enough, and that precisely argmin′ u(s̃, ỹ) = {0}. The second criterion in (1.10) can be





(s̃− t̃) ≥ 0 . (2.7)
By substracting (2.6) to (2.7), we obtain a contradiction as α > 0, concluding the proof of
the comparison principle.
3 Convergence of uε when ε→ 0.
This Section is devoted to the proof of Theorem 1.5. We follow the method of half-relaxed
limits of Barles and Perthame [7]. We define accordingly the upper semi-continuous limit u∗
and the lower semi-continuous limit u∗ as follows:
u∗(t, x, v) = lim sup
ε→ 0
(s, y, w)→ (t, x, v)
uε(s, y, w) , u∗(t, x, v) = lim inf
ε→ 0
(s, y, w)→ (t, x, v)
uε(s, y, w). (3.1)
We establish below that the former is a viscosity sub-solution, and the latter is a viscosity
super-solution. Then, the comparison result obtained in the previous section guarantees that
u∗ ≤ u∗. Hence u∗ = u∗, and we get convergence of uε towards the viscosity solution u.
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We define the auxiliary function bε = uε − |v|2/2 as in the previous section. It solves the
following equation:
∂tb










It results from the maximum principle that bε is uniformly bounded for all t > 0 provided that
the initial condition b0 is bounded which is the assumption (1.12). Hence, u
∗ and u∗ verify the
hypotheses of Theorem 1.4.
We split the proof in two steps.
# Step 1: u∗ is a viscosity sub-solution.
We begin with the parabolic constraint (1.6). Let (t0, x0, v0), with t0 > 0, and let w ∈ Rn.
The Duhamel formula is expressed as follows, for 0 < τ < t:
f ε(t, x, v) = e−τ/εf ε(t− τ, x− τv, v) +Mε(v)
∫ τ
0
e−s/ερε(t− s, x− sv) ds . (3.2)
By omitting the first contribution in the right-hand-side, we deduce that
uε(t, x, v) ≤ −ε log
(∫ τ
0










Choose any w ∈ Rn, and let δ > 0. By definition of the upper semi-limit, there exist r > 0 and
ε0 > 0 such that for all ε < ε0, u
ε(t, x, w) ≤ u∗(t0, x0, w) + δ in a neighborhood of radius r of
(t0, x0, w). For (t, x, v) in the neighborhood of (t0, x0, v0), we have









≥ |B(w, r)| exp
(
−u




provided that |t−s−t0| < r and |x−sv−x0| < r. This holds true if max(s, |t−t0|, s|v|, |x−x0|) <
r/2. Thus, we find












+O(ε log ε) .
Taking the lim sup of uε as ε→ 0 and (t, x, v)→ (t0, x0, v0), then letting τ, δ → 0, we find that
the following inequality holds true for all w,




hence the constraint is satisfied.
Then, we consider a pair a of C1 test functions (φ, ψ) as in Definition 1.1, namely u∗−φ and
min′ u∗ − ψ have a local maximum with respect to variables (t, x) at the point (t0, x0, v0), with
t0 > 0. Note that the maximum can be supposed global and strict without loss of generality.
The following inequalities must be checked:
(i) ∂tφ(t0, x0, v0) + v0 · ∇xφ(t0, x0, v0)− 1 ≤ 0 ,
(ii) ∂tψ(t0, x0) ≤ 0 .
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On the one hand, the first condition (i) is immediate as the following inequality is always
satisfied:
∀ε > 0, ∀(t, x, v) ∈ R∗+ × R2n, ∂tuε(t, x, v) + v · ∇xuε(t, x, v) ≤ 1 .
On the other hand, we observe that u∗ attains its minimum at v = 0 due to the constraint
(3.3). Let δ > 0. There exist (tε, xε, vε)→ (t0, x0, 0) such that uε−ψ− (1 + δ)|v|2/2 has a local
maximum at (tε, xε, vε), which is global with respect to velocity. In particular, for any w we
have,
uε(tε, xε, vε)− (1 + δ)
|vε|2
2




Thus, at (tε, xε, vε) we find,










dv′ = 1− 1
(1 + δ)1/2
.
Passing to the limit ε→ 0, then δ → 0, we get the second condition (ii).
Finally, it remains to check the criterion for the initial data. It can be deduced from the
Duhamel formulation (3.2):
uε(τ, x, v) ≤ min
(





e−s/ερε(τ − s, x− sv) ds
))
Letting ε→ 0, then τ → 0, we deduce from the same reasoning as above (3.3), and the continuity
of u0, that
u∗(0+, x0, v0) ≤ min
(
u0(x0, v0),min





We find in the next iteration of (3.4) that min′ u∗(0+, x0) ≤ min′ u0(x0), so that we find
Definition 1.1(i) with the appropriate initial value min
(
u0,min
′ u0 + |v|2/2
)
.
# Step 2: u∗ is a viscosity super-solution.
We consider a pair of C1 test functions (φ, ψ) as in Definition 1.2, namely u∗ − φ and
min′ u∗ − ψ have a local minimum with respect to variables (t, x) at the point (t0, x0, v0), with
t0 > 0. The following inequalities must be checked:
(i) ∂tφ(t0, x0, v0) + v0 · ∇xφ(t0, x0, v0)− 1 ≥ 0 , if u∗(t0, x0, v0)−min′ u∗(t0, x0)− |v0|2/2 < 0 ,
(ii) ∂tψ(t0, x0) ≥ 0 , if argmin′ u∗(t0, x0) = {0} .
In the former case, we define 2δ = |v0|2/2 + min′ u∗(t0, x0)− u∗(t0, x0, v0) > 0. There exist
(tε, xε, vε) → (t0, x0, v0) such that uε − φ has a local minimum at (tε, xε, vε) with respect to
(t, x), and (tε, xε, vε) realizes the lim inf in (3.1). For ε small enough, we have
uε(tε, xε, vε)−min′ uε(tε, xε)−
|vε|2
2
< −δ . (3.5)
Otherwise, we would find a subsequence (tε′ , xε′ , wε′) such that u
ε′(tε′ , xε′ , vε′)−uε
′
(tε′ , xε′ , wε′)−
|vε′ |2/2 ≥ −δ. Passing to the lim inf by compactness of (wε′), we would obtain u∗(t0, x0, v0) −
|v0|2/2 ≥ −δ + u∗(t0, x0, w0) ≥ −δ + min′ u∗(t0, x0). The latter inequality is in contradiction
with the definition of δ.
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From (3.5), we deduce that
∂tu
























min′ uε(tε, xε)− uε(tε, xε, v′)
))
dv′ .
We claim that the last contribution vanishes as ε → 0. Indeed, we can split the integral over
B(0, R) and Rn \ B(0, R), where R is such that min′ uε(tε, xε) − uε(tε, xε, v′) ≤ 2B − |v′|2/2 is
uniformly negative for |v′| > R. So the contribution beyond B(0, R) vanishes as ε→ 0, and the


















|B(0, R)| → 0 ,
simply by definition of the min′ . Hence the first condition is fulfilled.
For the other condition, we recall that ψ is a test function such that min′ u∗−ψ has a global
strict minimum at (t0, x0) with t0 > 0. Suppose in addition that argmin
′ u∗(t0, x0) = {0}. We
define a perturbed test function with localized and small perturbation:







The method of the perturbed test function is classical in homogenization theory [34]. It was
used in this context to deal with compact velocities as discussed in Section 1.4.2 [12, 14, 23].
In the choice of the perturbation in (3.6), it is important that the threshold ε1/2 is such that
ε ε1/2  1.
By uniform convergence of φε, there exist (tε, xε, vε) → (t0, x0, 0) such that uε − φε has
a global minimum at (tε, xε, vε). The point vε → 0 results from the additional condition
argmin′ u∗(t0, x0) = {0}. Otherwise, we could find another minimum point v∗ 6= 0 by extracting
a subsequence of (vε) outside a neighborhood of the origin. We deduce from the equation on u
ε
that








































where R is chosen large enough to ensure the smallness of the last integral due to uniform
quadratic growth of u with respect to v. Next, we obtain




























The first integral term converges to 1 as ε→ 0, and the other one converges to 0. Therefore we
get ∂tψ(t0, x0) ≥ 0 in the limit as required.
18
It remains to check the criterion for the initial data. We deduce from the Duhamel formu-
lation (3.2) that
uε(τ, x, v) ≥ min
(





e−s/ερε(τ − s, x− sv) ds
))
− ε log 2
Let R be so large that we can accurately restrict the integration with respect to v on B(0, R)
as above. Let δ > 0. By definition of the lower limit (3.1), there exists ε0 > 0 such that
uε(τ, x, v) ≥ min′ u∗(0+, x0)− δ in the neighborhood of (0, x0), and v ∈ B(0, R), for ε < ε0. By
taking the limit ε→ 0, δ → 0, and τ → 0, we get that
u∗(0+, x0, v0) ≥ min
(
u0(x0, v0),min





However, it cannot be deduced immediately that u∗(0+, x0, v0) ≥ min
(
u0(x0, v0),min
′ u0(x0) + |v0|2/2
)
by iteration of this inequality. The latter amounts to proving that min′ u∗(0+, x0) ≥ min′ u0(x0).
We argue by contradiction in order to uncover the boundary layer at initial time. Suppose
that min′ u∗(0+, x0) < min
′ u0(x0) (strict jump of the minimum value from below at t = 0+).
First, we observe that necessarily, argmin′ u∗(0+, x0) = {0}. Indeed, if we denote by v∗ a
minimum point of u∗(0+, x0, ·), then we get from (3.7) evaluated at (x0, v∗) that u∗(0+, x0, v∗) ≥
min′ u∗(0+, x0) + |v∗|2/2, hence v∗ = 0. Second, we define the test function
ψ(t, x) = min′ u0(x0)−
1
2
|x− x0|2 − t .
Consider the function min′ uε−ψ. It takes value 0 at (0, x0) by definition, and uniformly negative
values as ε → 0 in the neighborhood of (0, x0) because the lim inf equals min′ u∗(0+, x0) −
min′ u0(x0) < 0 from our supposition. Hence, there exists (tε, xε, vε) → (0, x0, 0), with tε > 0,
such that uε−φε has a global minimum at (tε, xε, vε), where φε is defined as in (3.6). Then, we
can repeat the same arguments as above (since tε > 0), ending up with ∂tψ(0, x0) ≥ 0 which is
clearly a contradiction.
4 The variational formula
This section is devoted to the proof of Theorem 1.6. As usual, the arguments rely on the
following semi-group property, which is straightforward.
Lemma 4.1 (Dynamic programming principle). For all intermediate s ∈ (0, t), we have:
U(t, x, v) = inf
{(y, σ) ∈ Rn × Σts :
γ(t) = x, σN = v}
{
U(s, y, σ0) +Ats[σ]
}
(4.1)
Proof of Theorem 1.6. We begin with the criteria for the viscosity subsolution. Let U∗ be
the upper semi-continuous envelope of U . To prove that the constraint is always satisfied –
Definition 1.1(ii) – we may choose any σ such that σ0 = w and σ1 = v (or possibly σ0 = w = v),
for which we obtain that
U(t, x, v) ≤ U(t− τ, y, w) + 1
2
|v|2 + τ, for some y such that |x− y| ≤ τ max(|v|, |w|).
Taking the lim sup as τ → 0, we get that





U∗(t, x, v) ≤ min′ U∗(t, x) + 1
2
|v|2. (4.2)
Let (φ, ψ) be a pair of test functions for (U∗,min′ U∗) as in Definition 1.1(iii). We have:
U∗(t0, x0, v0)− U∗(t0 − τ, x0 − τv0, v0) ≥ φ(t0, x0, v0)− φ(t0 − τ, x0 − τv0, v0). (4.3)
We may choose the constant configuration σ ≡ v in (4.1), so as to obtain
U(t, x, v) ≤ U(t− τ, x− τv, v) + τ ,
in the neighbourhood of (t0, x0, v0). Taking the upper semicontinuous envelope, we obtain that
U∗(t0, x0, v0) ≤ U∗(t0 − τ, x0 − τv0, v0) + τ . (4.4)
Combining (4.3) and (4.4), we obtain ∂tφ+ v0 · ∇xφ− 1 ≤ 0 at (t0, x0, v0).
From (4.2) we obtain that the partial minimum of U∗ is attained at v = 0. We have
U∗(t0, x0, 0)− U∗(t0 − τ, x0, 0) ≥ ψ(t0, x0)− ψ(t0 − τ, x0).
Repeating the previous argument, we may choose the step function σ, such that σ = 0 on
(t− τ, t), and σ = v on the last time {t} – or [t− δ, t] for arbitrary small δ. We deduce that
U(t, x, v) ≤ U(t− τ, x, 0) + 1
2
|v|2 ,
in the neighbourhood of (t0, x0, 0). Taking the upper semicontinuous envelope, we obtain that
U∗(t0, x0, 0) ≤ U∗(t0 − τ, x0, 0) ,
We conclude as above that ∂tψ(t0, x0) ≤ 0.
The condition on the initial data is easily verified, as we have U∗(0+, x, v) ≤ u0(x, v) from
the very definition (1.14) by choosing a free transport trajectory on (0, τ ] for arbitrary small
τ > 0, as well as U∗(0+, x, v) ≤ u0(x,w) + |v|2/2 for all w by choosing a trajectory with an
instantaneous jump from w to v.
We continue with the criteria for the viscosity supersolution. Let U∗ be the lower semicon-
tinuous envelope of U . Let (φ, ψ) be a pair of test functions for (U∗,min
′ U∗) as in Definition
1.2(ii). Let (tn, xn, vn) be a minimizing sequence in the neighbourhood of (t0, x0, v0) such that
U(tn, xn, vn) converges to U∗(t0, x0, v0). Let τ > 0, and σ
n be a nearly optimal trajectory for
(4.1) on (tn − τ, tn]:
1
n








Lemma 4.2. There exists τ0 > 0 such that, if U∗(t0, x0, v0) < min
′ U∗(t0, x0) + |v0|2/2, and if
τ < τ0, then σ
n ≡ vn is constant beyond some finite range n ≥ N0(τ).
Proof. We argue by contradiction. Suppose that we can extract a subsequence such that σn′
is not constant, then we must have Atntn−τ [σn′] ≥ |σn′N |2/2 = |vn′|2/2 due to the last time
discontinuity. From (4.5) we find that
1
n′




Taking the lower continuous envelope, we find as n′ → +∞:




where the displacement is controlled by |yn′ − x0| ≤ (max |σn′|) τ , the latter being clearly
bounded by the definition of the action. Hence, we obtain the reverse inequality U∗(t0, x0, v0) ≥
min′ U∗(t0, x0) +
1
2 |v0|
2 as τ → 0, by lower semi-continuity.
Suppose that U∗(t0, x0, v0) < min
′ U∗(t0, x0)+ |v0|2/2. On the one hand, we necessarily have
that v0 6= 0. On the other hand, σn ≡ vn is constant beyond some finite range for τ small
enough by Lemma 4.2. Therefore, for n large enough, we have
1
n
+ U(tn, xn, vn) ≥ U(tn − τ, xn − τvn, vn) + τ ,
because vn → v0 6= 0 and there is no change in velocity. Then, passing to the limit n → +∞,
we find
U∗(t0, x0, v0) ≥ U∗(t0 − τ, x0 − τv0, v0) + τ ,
Using that U∗ − φ has a minimum point at (t0, x0, v0), we find eventually that ∂tφ(t0, x0, v0) +
v0 · ∇xφ(t0, x0, v0)− 1 ≥ 0.
It remains to check the inequality ∂tψ(t0, x0) ≥ 0 provided that argmin′ U∗(t0, x0) = {0}.
Let r > 0. There exists δ > 0 such that U∗(t0, x0, v) ≥ min′ U∗(t0, x0) + δ for all v /∈
B(0, r) (otherwise we could extract a subsequence converging towards a minimal velocity outside
B(0, r)).
Again, let (tn, xn, vn) be such that U(tn, xn, vn) converges towards min′ U∗(t0, x0), and that
(tn, xn)→ (t0, x0). Let τ > 0, and σn be a nearly optimal trajectory in (4.1) on (t− τ, τ ]:
1
n




Lemma 4.3. There exists τ0 > 0 such that |σn0 | < 2r beyond a certain range n ≥ N0(τ) if
τ < τ0.
Proof. We argue by contradiction. Suppose that we can extract a subsequence such that σn′0 →
v′τ /∈ B(0, r). Then, we find as previously that
1
n′
+ U(tn′, xn′, vn′) ≥ U(tn′ − τ, yn′, σn′0 )
min′ U∗(t0, x0) ≥ U∗(t0 − τ, x0 +O(τ), v′τ )
min′ U∗(t0, x0) ≥ U∗(t0, x0, v′τ )− ω(τ)
where ω(τ)→ 0 as τ → 0 by lower semi-continuity. Then, it is sufficient to exhibit τ0 > 0 such
that |ω(τ)| < δ/2 for all τ < τ0.
At this stage we have gained information on the initial velocity σn0 . However, the function
σn might be quite complicated. Nevertheless, as a direct consequence of the definition of the







This enables controlling the displacement in the following way:














Using (4.6), and using the test function ψ, we find that
1
n
+ U(tn, xn, vn)−min′ U∗(t0, x0)












− τω(τ)− |xn − yn|ω(xn − yn)





)1/2) |∇xψ(tn, xn)|+Atntn−τ [σn]
− τω(τ)− |xn − yn|ω(xn − yn) .
We focus on the leading order terms, neglecting the higher-order corrections for the sake of





)1/2 ≤ Atntn−τ [σn] + τ22 |∇xψ(tn, xn)|2 , (4.8)
we get the following estimate:
1
n
+ U(tn, xn, vn)−min′ U∗(t0, x0)




− τω(τ)− |xn − yn|ω(xn − yn) .
By letting n→ +∞, and then dividing by τ , this becomes
0 ≥ −∂tψ(t0, x0)− 2r
∣∣∇xψ(t0, x0)∣∣− τ
2
∣∣∇xψ(t0, x0)∣∣2 − ω(τ) ,
where we have used that xn − yn = O(τ) (4.7). Now taking the limit τ → 0, then r → 0, we
conclude that ∂tψ(t0, x0) ≥ 0, as required.
The condition on the initial data is easily verified. Indeed, if we examine the definition
(1.14), we find that piecewise trajectories with no jump At0[σ] = O(τ), or with a single jump
At0[σ] = |v|2/2 + O(τ) are admissible, but any other choice with more than two jumps with a









Hence, the latter is a lower bound for U∗(0+, x, v) (and actually the exact limit of U(τ, x, v) as
τ → 0).
5 Computation of the kernel
We present below a systematic way to reduce the action of a piecewise linear curve At0[σ] to a
finite number of cases that must be compared to obtain the kernel. Then, the one-dimensional
case is calculated thoroughly. Some partial features of the two-dimensional case are given to































Figure 5: Schematic reduction from two non-trivial intermediate paths with non-zero velocities
to a single one.
Proposition 5.1. In arbitrary dimension, there is at most one intermediate non trivial path
(s1, σ1) with non-zero velocity σ1 6= 0 and at most one flat path with zero velocity. Hence, the
action reduces to the following problem:
either σ ≡ σ0 =
x
t
, then A = t1σ0 6=0 (free transport)
or : A = |σ2|
2
2
+ L(x, σ0, σ2) ,
where
L(x, σ0, σ2) = min
s0σ0 + s1σ1 + s2σ2 = x
s0, s1, s2 ≥ 0




+ s0 + s1 + s2
)
. (5.1)
Proof. Take an arbitrary curve with initial velocity σ0 and final velocity σN (not to be changed).
By re-arranging the order of intermediary paths (s1, σ1), . . . (sN−1, σN−1), we can merge all flat
sections with zero velocity into a single one. Then, two adjacent sections with non-zero velocities
(say σ1 and σ2) can be merged into a single one over the same time interval s1 +s2 with average
velocity σ1 by reducing the cost using the following convexity inequality, see also Figure 5:∣∣∣∣s1σ1 + s2σ2s1 + s2
∣∣∣∣2 ≤ s1s1 + s2 |σ1|2 + s2s1 + s2 |σ2|2
|σ1|2 ≤ |σ1|2 + |σ2|2
In the sequel we choose not to index the flat section with zero velocity for the sake of clarity.
In the one and two-dimensional cases, we can reduce further the complexity of the previous
minimization problem.
Proposition 5.2 (One-dimensional case). Assume that the spatial dimension is n = 1. Then,
L(x, σ0, σ2) = min(L(x, σ0, σ0), L(x, σ2, σ2)) .
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We denote in short L(x, σ) = L(x, σ, σ). The values of L(x, σ) are depicted in Figure 2.
It is noticeable that the minimization problem reduces to finding at most one non-zero time
among s0, s1 and s2.
Proposition 5.3 (Two-dimensional case). Assume that the dimension is n = 2. Then,
L(x, σ0, σ2) = min (L(x, σ0, σ0), L(x, σ2, σ2), τ0 + τ2) ,
where the last option is the (unique) decomposition of x = τ0σ0 + τ2σ2 in the set {s0 ≥ 0, s2 ≥
0, s0 + s2 ≤ t} to be considered only if span(σ0, σ2) = R2 and x is reachable in time less than t.
It is noticeable that the minimization problem reduces to at most two non-zero times among
s0, s1, s2. There is no simple general formulation for L(x, σ). However, some values are depicted
in Figure 6.
5.1 Computation of L(x, σ0, σ2) in the one-dimensional case
Lemma 5.4 (The case σ0 6= σ2). Suppose that σ0 6= σ2, then we cannot have both s0 > 0 and
s2 > 0. Consequently, we have:
L(x, σ0, σ2) = min(L(x, σ0, σ0), L(x, σ2, σ2)) . (5.2)
Proof. We notice that the option s2 = 0 is equivalent to compute L in the case σ0 = σ2 by
identification of s0 and s0 + s2 in the two minimization problems. Hence, (5.2) is a direct
consequence of the reduction to s0 = 0 or s2 = 0. Next, we turn to the justification of this
point. The basic idea is that it is always advantageous to spend more time with the fastest
velocity.
Assume by contradiction that both s0 and s2 are positive. Let y = s0σ0 + s2σ2 = x− s1σ1,
and assume that y ≥ 0 without loss of generality. Assume also that σ0 is the largest velocity:












s0 + s2 ≤ t− s1, and s0 + σ2σ0 s2 is nonnegative because y and σ0 have the same sign. Hence, it
is better to consider s2 = 0.
Lemma 5.5 (The case σ0 = σ2). If the two velocities coincide, then L(x, σ0) is given by the
values in Figure 2.
Proof. Recall that L(x, σ0) is given by the following minimization problem:
L(x, σ0) = min
s0σ0 + s1σ1 = x
s0, s1 ≥ 0




+ s0 + s1
)
.
We distinguish between several cases:
# Case 1: s1 = 0.
This is possible only if s0 =
x
σ0
∈ [0, t]. The value of the minimum is L(x, σ0) = xσ0 .
# Case 2: s0 = 0.












|x|2/3 , if |x| ≤ t3/2
|x|2
2t2
+ t , if |x| ≥ t3/2
. (5.3)
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# Case 3: s0 + s1 = t with both s0 > 0 and s1 > 0.
The problem is equivalent to minimize 12
∣∣∣x−tσ0s1 + σ0∣∣∣2 + t. There is a critical interior point
at s∗1 = t− xσ0 only if
x
σ0
∈ (0, t), as in Case #1. However the resulting value, simply t, is worse.
# Case 4: (s0, s1) is an interior point of the triangle.
The problem is equivalent to find a critical point of |x−s0σ0|
2
2s21
+ s0 + s1. The first order
condition is s
2
1 = σ0(x− s0σ0)







Therefore, under the conditions to be an interior point, in particular,









. Again, this is worse than in Case #1.










|x|2/3 , if |x| ≤ t3/2
|x|2
2t2
+ t , if |x| ≥ t3/2.
(5.4)
The final minimization is depicted in Figure 2.
5.2 Partial computation of L(x, σ0, σ2) in the two-dimensional case
Lemma 5.6. It is possible to choose either s0 = 0, or s1 = 0, or s2 = 0 in the minimization
problem (5.1).
Proof. On the one hand, the case where σ0 and σ2 are colinear can be dealt with a one-
dimensional argument as in the proof of Lemma 5.4.
On the other hand, assume that span(σ0, σ2) = R2 and that the minimum point satisfies
s0 > 0, s1 > 0 and s2 > 0.
The minimisation problem (5.1) admits the following system of first order conditions:
σ1 = µs1
1 = µ · σ0 + λ0 − η
1 = µ · σ1 + λ1 − η
1 = µ · σ2 + λ2 − η
where the multipliers λi and η are non-negative, and vanish if the associated constraint (resp.
si ≥ 0 and s0 + s1 + s2 ≤ t) is not saturated.
Hence, if si > 0 for all i = 0, 1, 2, we necessarily have: σ1 · σ0 = |σ1|2 = σ1 · σ2. As a




















Then, depending on the value of α, either α ∈ [0, 1] or α ∈ (−∞, 0), or α ∈ (1,∞), we can
rearrange x = (s0 + (1 − α)s1)σ0 + (αs1 + s2)σ2 (or the other way around), without changing
the minimizing value. It remains to notice than at least one of the rearrangement is admissible
(the latter one if α ∈ [0, 1] for instance).
The case s1 = 0 is only admissible if x belongs to the triangle {s0σ0 + s2σ2 | s0, s2 ≥
0 , s0 + s2 ≤ t}. The resulting value must be compared with the other options.
The case s1 > 0 is investigated below. An explicit formulation as in the one-dimensional
case seems beyond tractable computations. However, we provide some elements that indicate
the complexity of the problem.
From now on, we assume without of generality that s2 = 0, and compute L(x, σ0) accord-





+ s0 + s1 = min
s0,s1≥0 , s0+s1≤t
|x|2 − 2s0|x||σ0| cos θ + s20|σ0|2
2s21
+ s0 + s1 ,
(5.5)
where cos θ = x·σ0|x||σ0| . It is not a convex function with respect to (s0, s1), so we have to discuss
the properties of its critical points further.
# Step 1: Interior critical points.
Interior critical points are subject to the following equations:s0|σ0|
2 − |x||σ0| cos θ + s21 = 0
−
(
|x|2 − 2s0|x||σ0| cos θ + s20|σ0|2
)
+ s31 = 0
(5.6)






= |x|2(sin θ)2 .
The maximum of Q(s1) over s1 ∈ R+ is attained at s̄ = 34 |σ0|
2. Therefore, the equation admits






| sin θ| . (5.7)








 , det(Hess) = 4
s31
(s̄− s1) .
However, the smallest one corresponds to a local minimizer with a positive-definite Hessian. We
select this one in the sequel as a possible candidate. Further conditions must be checked.
In order to meet the constraint s0 > 0, the condition s
2
1 < |x||σ0| cos θ must be fulfilled (5.6).




























Note that the second condition is not compatible with (5.7) unless | tan θ| < 1√
3
, i.e. |θ| < π6 .




also that the first condition in (5.8) naturally implies (5.7) because | cos θ|−3 > 16√
27
| sin θ| for
all θ. Finally, we can summarize the necessary conditions for finding a local minimizer in the


































The last condition to check, that is s0 + s1 < t seems not computationnally tractable, but this
is only a condition on the range of t which does not appear in the previous computations.
To complete the picture, we examine the behavior of the minimization problem at the
boundary {s0 = 0}. Indeed, recall that the boundary {s1 = 0} plays a particular role due to
the constraint on the decomposition x = s0σ0 + s2σ2. Moreover, the boundary {s0 + s1 = t}
would provide a time-dependent condition that could complicate the picture.
# Step 2: Behavior near {s0 = 0}.
This case coincides with (5.3). We assume that |x| < t3/2 so that there is a critical time








+ s0 + s1
)
= −|x||σ0| cos θ
s21
+ 1 = −|σ0| cos θ
|x|1/3
+ 1 .
Hence, the condition |σ0|3/|x| < (cos θ)−3 guarantees that it is a local minimizer.













mod 2π (and t
is large enough): either |σ0|3/|x| < (cos θ)−3, then there is a local minimizer at {s0 = 0}, but
none in the interior. There is a transition for |σ0|3/|x| > (cos θ)−3 as the local minimizer moves
to the interior of the triangle.






mod 2π since there could be a pair of local
minimizers, in the interior and at the boundary, precisely when
16√
27
| sin θ| < |σ0|
3
|x|
< (cos θ)−3 .
In fact, it can be proven that this corresponds exactly to the case where there is a second interior
critical point which is a saddle point. There is no clear order between the two minimizers: both
can be global minima depending on the parameters (numerical check).
The previous conditions are summarized in Figure 6 for large time.
6 Extension to unbounded spatial growth
Being given the shape of the function L, see (5.4) in the one-dimensional case, it is natural to
investigate the well-posedness of (1.2) under more general growth conditions than (1.11).
Theorem 6.1 (Comparison principle). Let u (resp. u) be a viscosity sub-solution (resp. super-
solution) of (1.2) on (0, T )×R2n with continuous initial data u0 ≤ u0. Assume that there exists
some A > 1 such that for all (t, x, v),
1
A
|v|2 −A|x|2 −A ≤ u(t, x, v), u(t, x, v) ≤ A|v|2 +A|x|2 +A . (6.1)
















Figure 6: Partial information about L(x, σ) in the case of large time t (so that the minimal value
is independent of the time variable). Here, θ denotes the angle between x and σ. There exists
a zone for grazing angle (below π/6) and relatively small speed |σ| . |x|1/3, but not too small
(shaded area) such that two local minima co-exist in the minimizing problem (5.5), separated
by a saddle point. The picture is symmetric with respect to θ = 0.
An immediate consequence of (6.1) is that any partial minimum with respect to velocity,






Proof. We do not reproduce all the details of the proof of the comparison principle, but only
indicate the major changes that have to be made in comparison with Section 2. The main
discrepancy concerns the localization of minima with respect to the velocity variable. Indeed,
they are no more confined uniformly with respect to x as in Section 2, see (6.2). We have to
adapt the penalization terms in χ̃ accordingly. As a side effect, a short time condition T < T0
is required. However, this does not affect the conclusion since we can iterate the comparison












Let T < T0. Let κ < 1, ε > 0, α > 0, R > 0. Let δ > 0, γ > 0, B > 0 and Λ > 0 to be suitably
chosen below. We cook up the functions with twice the number of variables (except velocity)
as in Section 2:














































The quadratic penalty term in (2.1) has been turned into a quartic one in order to ensure the
existence of a minimum with respect to space variable. The exponential prefactor is inspired
from [1, page 72]. Also, the penalization with respect to velocity has been extended in order to
take into account the nonuniform velocity confinement. The particular dependency on x − tv
is chosen in order to be transparent when applying the free transport operator ∂t + v · ∇x.
Finally, we define the maximum values:
ω = max
(0,T )×Rn
χ̂ , Ω = max
(0,T )×Rn×Rn
χ̃ .
To establish that ω ≤ Ω, as in Lemma 2.1, it is enough to check that the penalty term(
|v|2 −B|x− tv|2 −R
)
+
vanishes at the minima of u with respect to velocity. This is indeed a
consequence of (6.2) and the short time condition.
Lemma 6.2. Let T < T0. Assume that R ≥ 2A
(
1 + T 20B
)1/2
. For all (t, x) ∈ (0, T )× Rn, the
velocity penalization vanishes on argmin′ u(t, x), that is
∀v0 ∈ argmin′ u(t, x)
(




Proof. Let v0 be a minimum, we have:






















where the last inequality comes from (6.2). Hence, we get












1 + T 20B
)
−R2 .
The right-hand-side is certainly nonpositive thanks to our choice of B and R.











































































We are ready to perform the comparison argument. If (0, 0) is an accumulation point of
(t̃, s̃) as ε→ 0, then the same argument as in Section 2 can be reproduced.
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Otherwise we distinguish between two cases:
# Case 1: b(s̃, ỹ, ṽ) < min
w∈Rn
(




= min′ u(s̃, ỹ).
In this case, ∂tb+ v · ∇xb− 1 ≤ 0 and ∂tb+ v · ∇xb− 1 ≥ 0 in the viscosity sense. We first
use the test function







































− 1 ≥ 0 . (6.4)
On the other hand, using the test function














































− κ ≤ 0 , (6.5)































+ 1− κ ≤ 0 .
Using the linear bound of |ṽ| on |x̃|, |ỹ| (6.3), we can choose γ large enough depending on A and
R to get a contradiction.
# Case 2: b(s̃, ỹ, ṽ) ≥ min
w∈Rn
(




= min′ u(s̃, ỹ).
The arguments of Section 2 can be reproduced, with the help of Lemma 6.2 (no penalty
on argmin′ u(s̃, ỹ)), so as to get argmin′ u(s̃, ỹ) = {0}. We conclude as before that (t̃, x̃, s̃, ỹ)
realizes the maximum value of χ̂, allowing to use the viscosity conditions on min′ u. The last
step of Section 2 is modified as follows: the first test function is again ψ1(t, x) = φ1(t, x, 0), and













(t̃− s̃) ≤ 0 ,






(t̃− s̃) ≥ 0 .
This is a contradiction as α > 0.
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7 Rate of acceleration in kinetic reaction-transport equations
We consider the following kinetic reaction-transport problem [16, 28, 42, 52], in one dimension
of space n = 1:ε (∂tf
ε(t, x, v) + v∂xf
ε(t, x, v)) = Mε(v)ρ
ε(t, x)− f ε(t, x, v) + rρε(t, x) (Mε(v)− f ε(t, x, v))
f ε(0, x, v) = 1{x≤0}Mε(v)
(7.1)










We build on the previous results to investigate the limit of uε = −ε log f ε, as in the celebrated
works by Freidlin [39], Evans and Souganidis [32], and Barles, Evans and Souganidis [6].





Theorem 7.1 (Weak propagation result). We have the following characterization of the accel-
erating front in terms of the spatial density:
lim
ε→0
ρε(t, x) = 0 locally uniformly on Int {(t, x) : x > Υt3/2},
lim
ε→0
ρε(t, x) = 1 locally uniformly on Int {(t, x) : x < Υt3/2}.
(7.3)
The rest of this section is devoted to the proof of this theorem.
The immediate consequence of the non-linear reaction term is the following comparison
result [28]:
∀(t, x, v) ∈ R+ × R 0 ≤ f ε(t, x, v) ≤Mε(v). (7.4)
This readily implies the following estimate on the putative limiting function u:




This suggests the following pair of definitions: u is a viscosity solution of the limiting obstacle
problem if the two following criteria are satisfied:
Definition 7.2 (Sub-solution). Let u0 be a continuous function, and T > 0. An upper semi-
continuous function u is a viscosity sub-solution of (1.2) on (0, T )×R2 with initial data u0
if:
(i) u(0+, ·, ·) ≤ u0.
(ii) It satisfies the constraint u(t, x, v)−min′ u(t, x)− |v|
2
2 ≤ 0.
(iii) For all pair of test functions (φ, ψ) ∈ C1
(
(0, T )× R2
)
× C1 ((0, T )× R), if (t0, x0, v0) is
such that both u(·, ·, v0)−φ(·, ·, v0) and min′ u−ψ have a local maximum at (t0, x0) with t0 > 0,




∂tψ(t0, x0) ≤ −r if min′ u(t0, x0) > 0.
(7.5)
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Definition 7.3 (Super-solution). Let u0 be a continuous function, and T > 0. A lower semi-
continuous function u is a viscosity super-solution of the limiting problem on (0, T ) × R2
with initial data u0 if:
(i) u(0+, ·, ·) ≥ u0.
(ii) u(t, x, v) ≥ |v|
2
2
(iii) For all pair of test functions (φ, ψ) ∈ C1
(
(0, T )× R2
)
× C1 ((0, T )× R), if (t0, x0, v0) is
such that both u(·, ·, v0)−φ(·, ·, v0) and min′ u−ψ have a local minimum at (t0, x0) with t0 > 0,





∂tψ(t0, x0) ≥ −r if argmin′ u(t0, x0) = {0} .
The comparison principle holds true for these new definitions.
Theorem 7.4 (Comparison principle). Let u be a viscosity sub-solution in the sense of Def-
inition 7.2 and u be a viscosity super-solution in the sense of Definition 7.3 with continuous
initial data u0 ≤ u0. Assume that u and u verify the growth condition (6.1). Then u ≤ u on
(0, T )× R2.
The proof in Section 2 (and Section 6) goes the same, except that the test functions associ-
ated with the sub-solution can only be used under additional conditions on u and min′ u (7.5).
Nevertheless, we immediately get the correct comparison if, either u(t0, x0, v0) ≤ |v0|2/2 (be-
cause u(t0, x0, v0) ≥ |v0|2/2, see Definition 7.3(ii)), or min′ u(t0, x0) ≤ 0 (because u(t0, x0, v0) ≤
min′ u(t0, x0) + |v0|2/2 ≤ |v0|2/2 ≤ u(t0, x0, v0)). The technical details are left to the reader.
Similarly, our convergence result still holds.
Theorem 7.5 (Convergence). Assume that u0 is continuous and satisfies (6.1). Let u
ε =
−ε log f ε be the logarithmic transformation of the solution of (7.1), with the initial data uε(0, ·) =
u0. Then, u
ε converges locally uniformly towards u as ε → 0, where u is the unique viscosity




′ u0 + |v|2/2
)
.
We need to introduce the representation formula of the limiting obstacle problem. For that
purpose, we define Γt0 the set of piecewise linear curves on [0, t] (for a given fixed t), and Θ
t
0 the
set of stopping times of such curves γ ∈ Γt0. A mapping ϑ : Γt0 → [0, t] is a stopping time if for
all γ, γ̂ ∈ Γ, if γ(s) = γ̂(s) for all s ∈ [τ, t] and ϑ[γ] ≥ τ , then ϑ[γ] = ϑ[γ̂]. Then, the candidate
for the viscosity solution u of the obstacle problem is the following














1ϑ[γ]=0∣∣∣∣ γ(s) = y + ∫ s
0
σ(s′) ds′ , γ(t) = x , σN = v
}
, (7.6)
where 0y≤0 is the convex indicator function, taking value 0 on {y ≤ 0} and +∞ elsewhere.









(ti+1 − ti)1σi 6=0 − r
N∑
i=0






|σi|2 + (1 + r)
N∑
i=0
(ti+1 − ti)1σi 6=0 − rt. (7.8)
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Alternatively speaking, any run induces a running cost of 1 per unit of time, except if it occurs
at speed zero, in which case there is a (negative) running cost of −r per unit of time.
Theorem 7.6. We have U(t, x, v) = limε→0 uε(t, x, v) for all t > 0 and (x, v) ∈ R2. In addition,
we have:


















Remark 7.7. The formula (7.9) essentially says that the value of the obstacle problem at (t, x, 0)
is obtained by solving the problem without obstacle (resulting from the asymptotic analysis of
(7.1) without the non-linear contribution −rρεf ε), and truncating it above zero. This holds true
for the classical Fisher-KPP equation as well as for other problems, see [32, 39]. A sufficient
condition is usually referred to as Freidlin’s N condition [32]. It happens that this condition is
violated in our case for large v. Moreover, the expression of U(t, x, v) is not given by the trunca-
tion of the problem without obstacle, for large v (details not shown for the sake of conciseness).
However, our conclusion about the propagation result (7.3) is not impacted since the value at 0
coincides with the minimum value min′ U(t, x) which carries enough information to detect the
emergence of ρε(t, x) for vanishing ε.
Proof. We follow the main lines of [32]. The main difficulty comes from the singularity at
t = 0, where U(t, x, v) → +∞ if x > 0. However, the variational formulation (7.6) enables to
circumvent the singularity at t = 0.
# Step 1: Quadratic bounds on uε for positive time.
We begin by establishing rough estimates on uε which are compatible with (6.1).
Proposition 7.8. There exists ε0 > 0 such that for all ε < ε0, for all (t, x, v) ∈ R+ × R × R,



































if x+ (t/2)|v| ≥ 0.
Proof. The lower bound is a direct consequence of the maximum principle (7.4). As a side effect,
the contribution rρε(Mε−f ε) is nonnegative, so that we can restrict to the linear problem with
r = 0 in order to obtain an upper bound for uε (a lower bound for f ε).
We proceed in two steps. Omitting the non-local term Mερ
ε, we get that f ε is bounded
below by the damped free transport equation, f ε(t, x, v) ≥ f ε(0, x− tv, v)e−t/ε. Hence, we have











Plugging this bound into the Duhamel formula, we deduce


































We restrict to intermediate times s ∈ (0, t/2). We have x−sv ≤ x+(t/2)|v|. Suppose the latter
is nonpositive, then we have:











Suppose on the contrary that x + (t/2)|v| > 0, then we have x−svt−s ≤
x+(t/2)|v|
t/2 . We denote the
latter expression by W , so that











We can even omit the (large) prefactor (2πε)−1/2 when ε < ε0 is small enough. Taking the
logarithm on both sides concludes the proof.
# Step 2: Definition of appropriate sub-and super-solutions.
Since we cannot handle arbitrary unbounded initial data currently, we wish to introduce
two auxiliary problems bearing quadratic growth at most, and approximating the true problem
on uε.
Let A > 0 and α > 0. We define an upper bound for f ε (a lower bound for uε) as follows:
let f̂ ε be the solution of the reaction-transport equation (7.1) associated with the initial data














where χ(x) = 0 if x ≤ 0, χ(x) = 1 if x ≥ 1 and χ is affine between these two values. We clearly
have f̂ ε(0, x, v) ≥ 1{x≤0}Mε(v) by construction when ε < ε0 is small enough.
Let τ ∈ (0, 1). We define a lower bound for f ε (an upper bound for uε) as follows: let f̌ ε be
the solution of the reaction-transport equation (7.1) associated with an initial data






where ǔ0 is a continuous approximation (from above) of
v2
2






















if x+ (τ/2)|v| ≥ 0.
We have f̂ ε(0, x, v) ≤ f ε(τ, x, v) by Proposition 7.8. Therefore, the comparison principle implies
f̂ ε(t, x, v) ≤ f ε(t+ τ, x, v) for all time t > 0.
In summary, for all t > τ , we have:
ûε(t, x, v) ≤ uε(t, x, v) ≤ ǔε(t− τ, x, v) . (7.10)
Both problems are well-prepared in the sense that the initial data û0 and ǔ0 do not depend
on ε. Moreover, both û0 and ǔ0 converge to the singular initial data 0y≤0 +
v2
2 when A→ +∞,
and ε0 → 0 then τ → 0. Moreover, the corresponding solutions verify the quadratic bounds in
(6.1) which are required for comparing viscosity sub and super solutions.
# Step 3: Characterization of the limits û and ǔ.
Following the ideas of optimal control, as in [32], we can formulate the solutions of the two
problems ûε and ǔε as ε → 0. Indeed, it can be established that the limit are solutions of the
following variational problems.
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Proposition 7.9 (Solution of the variational problem with at most quadratic initial data).
Consider any initial data u0 which is continuous and satisfies (6.1). Let








1ϑ[γ]>0 + u0(y, σ0)1ϑ[γ]=0∣∣∣∣ γ(s) = y + ∫ s
0
σ(s′) ds′ , γ(t) = x , σN = v
}
. (7.11)
Then U is the unique viscosity solution, in the sense of Definitions 7.2 and 7.3, of the limiting
obstacle problem with initial data min
(
u0,min
′ u0 + |v|2/2
)
.
Proof. By choosing the trivial stopping time ϑ ≡ t, we immediately have




The rest of the proof relies on the dynamic programming principle, as in Section 4, but for
stopping times taking values in [s, t]:








1ϑ[γ]>s + U(s, y, σ0)1ϑ[γ]=s∣∣∣∣ γ(s′) = y + ∫ s′
s
σ(s′′) ds′′ , γ(t) = x , σN = v
}
. (7.13)
Let us define U∗ the upper semi-continuous envelope of U . We first check (ii) in the definition
of the sub-solution, that is, that the constraint U∗ ≤ min′ U∗ + v2/2 is satisfied. Let τ > 0,
and s = t − τ . Let ϑ∗ be a nearly optimal stopping time (we consider it to be optimal for the
sake of conciseness). Let γ such that σ0 = w on (s, (s + t)/2) and σ1 = v on [(s + t)/2, t]. We
distinguish between two cases. If ϑ∗[γ] ≥ (s+ t)/2, then we have




and since U ≥ 0, we deduce that




On the contrary, if ϑ∗[γ] < (s+ t)/2, then using (7.12), we find that







1ϑ[γ]>s + U(t− τ, y, w)1ϑ[γ]=s
)
≤ τ + v
2
2








By letting τ → 0, we find that U∗ verifies the parabolic constraint.
Let now (φ, ψ) be a pair of test functions for (U∗,min′ U∗) as in Definition 7.2(iii). Assume
first that U∗(t0, x0, v0) > |v0|2/2. We may choose the constant configuration σ ≡ v in (7.13), so
as to obtain
U(t, x, v) ≤ sup
ϑ∈Θ
(
τ − ϑ[γ] + |v|
2
2







, τ + U∗(t− τ, x− τv, v)
}
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in the neighbourhood of (t0, x0, v0). Taking the upper semicontinuous envelope, we obtain that




, U(t0 − τ, x0 − τv0, v0)
}
,
The second term is larger than the first one when τ is small enough since U∗(t0, x0, v0) > |v0|2/2.
Therefore we find:
φ(t0, x0, v0)− φ(t0 − τ, x0 − τv0, v0) ≤ U∗(t0, x0, v0)− U∗(t0 − τ, x0 − τv0, v0) ≤ τ
by definition of φ. Dividing by τ and letting τ → 0 in the previous inequalities, we eventually
obtain ∂tφ+ v0 · ∇xφ− 1 ≤ 0 at (t0, x0, v0).
Next, as U∗ ≤ min′ U∗ + v2/2, we know that the minimum of U∗ is attained at v = 0. We
have
ψ(t0, x0)− ψ(t0 − τ, x0) ≤ U∗(t0, x0, 0)− U∗(t0 − τ, x0, 0). (7.14)
Choose the step function σ, such that σ = 0 on (t − τ, t − δ), and σ = v on [t − δ, t] with
arbitrarily small δ. We get









1ϑ[γ]∈(s,t−δ) + U(t− τ, x, 0)1ϑ[γ]=t−τ
)
,
in the neighbourhood of (t0, x0, 0). Taking the upper semicontinuous envelope, we obtain in
particular that
U∗(t0, x0, 0) ≤ U∗(t0 − τ, x0, 0) ,
Together with (7.14), we conclude that ∂tψ(t0, x0) ≤ 0.
This shows that U∗ is a subsolution.
We continue with the criteria for the viscosity supersolution. Let U∗ be the lower semicon-
tinuous envelope of U . Let (φ, ψ) be a pair of test functions for (U∗,min
′ U∗) as in Definition
7.3(ii). Let (tn, xn, vn) be a minimizing sequence in the neighbourhood of (t0, x0, v0) such that
U(tn, xn, vn) converges to U∗(t0, x0, v0). Let τ > 0, consider the trivial stopping time ϑ
n ≡ tn−τ
and let σn be a nearly optimal trajectory for (7.13):
1
n




where xn = yn +
∫ tn
tn−τ σ
n. Assume that U∗(t0, x0, v0) < min
′ U∗(t0, x0) +
1
2 |v0|
2. Let us recall,
from the proof of Theorem 1.6, that the optimal trajectory is constant beyond a certain range
n, and accumulates around v0 6= 0. Therefore, the discount factor −r is not seen in (7.7).
Then, we can apply exactly the same arguments as in the proof of Theorem 1.6 to show that
∂tφ(t0, x0, v0) + v0 · ∇xφ(t0, x0, v0)− 1 ≥ 0.
If argmin′ U∗(t0, x0) = {0}, then the proof of ∂tψ(t0, x0) ≥ −r goes exactly as in that of
Theorem 1.6, using the inequality obtained in (7.13) with the trivial stopping time ϑn ≡ tn− τ ,
except that the modified action function provides the required ∂tψ(t0, x0) ≥ −r instead of 0.
We recall the main computation, omitting much of the details:
1
n
+ U(tn, xn, vn)−min′ U∗(t0, x0)
















|σni |2 − rτ ,
and, just as previously (4.7)–(4.8)























We deduce as previously (but the −rτ additional contribution) that
1
n
+ U(tn, xn, vn)−min′ U∗(t0, x0)
≥ ψ(tn, xn)− ψ(t0, x0)− τ∂tψ(tn, xn)− τ |σn0 | |∇xψ(tn, xn)| −
τ2
2
|∇xψ(tn, xn)|2 − rτ
− τω(τ)− |xn − yn|ω(xn − yn) .
We conclude that ∂tψ(t0, x0) ≥ −r by letting n → +∞, then τ → 0 as in Section 4, where
it was established that |σn0 | gets arbitrarily small as τ → 0. This concludes the proof of
Proposition 7.9.
We define Û and Ǔ from the representation formula (7.11) associated with the initial data
û0 and ǔ0. These functions satisfy the hypotheses of Proposition 7.9 and Theorem 7.5. Hence,
we have ǔε → Ǔ and ûε → Û as ε→ 0.
# Step 4: Identification of the limiting value U(t, x, v).
Recalling the comparison ûε(t, x, v) ≤ uε(t, x, v) ≤ ǔε(t− τ, x, v) (7.10), we deduce that
lim inf
ε→0
uε(t, x, v) ≥ Û(t, x, v)
lim sup
ε→0
uε(t, x, v) ≤ Ǔ(t− τ, x, v)
One can easily prove that Û → U as A→ +∞ and α→ 0, and ǔ(· − τ, ·, ·)→ U as ε0 → 0 and
τ → 0 as well. We thus deduce that
lim
ε→0
uε(t, x, v) = U(t, x, v) .
We aim to compute the value of U(t, x, v) (7.6). This belongs to the class of two-player
games [32, 33]. Alice plays the stopping time strategy ϑ. She wishes to maximize her reward.
Bob plays the piecewise linear curve γ ∼ (y, σ) on (0, t]. He wishes to minimize his reward.
We restrict to the final velocity σN = v = 0 as the spreading of the population relies upon
the value of min′ U = U(t, x, 0) only, see Remark 7.7.
We denote by µ(t, x) the minimizing value in the absence of stopping time (alternatively
speaking Alice plays the trivial strategy ϑ ≡ 0):








) ∣∣∣∣ γ(s) = y + ∫ s
0





It is a consequence of Section 5 that
















Indeed, the problem with positive r > 0 without saturation (hence, without obstacle) is equiv-
alent to the problem r = 0 under an appropriate change of unknown. In fact, the actions (1.4)
and (7.8) are in one-to-one correspondance by the change of time t0 = (1+r)tr, and accordingly
the change of space x0 = (1 + r)xr (velocity is unchanged), up to the additive contribution rt.
Back to the minimal action starting from the origin y = 0 (clearly the best choice here), that is





|(1 + r)x|2/3 − rt if 0 ≤ x ≤ (1 + r)1/2t3/2,
|x|2
2t2
+ t if x ≥ (1 + r)1/2t3/2.
We claim that the best strategy of Alice depends on the sign of µ.
• Case 1: µ(t, x) ≥ 0. Alice’s best strategy is ϑ ≡ 0. Suppose there is an alternative
strategy ϑ0 which provides her with a better reward. Bob can always play the optimal curve
γ∗ in the absence of stopping time. Recall from Section 5.1 that there is one intermediate time
s∗ ∈ [0, t] which realizes the minimum of x
2
2s2
+ s− r(t− s), and the minimal value is precisely
µ(t, x). Then s∗ = min(t, ((1 + r)x





if s < s∗
x if s ≥ s∗
When considering the stopping time ϑ0[γ∗] for this specific trajectory, we have the following
alternative: if ϑ0 ≥ s∗ then the reward is −r(t− ϑ0) ≤ 0 ≤ µ(t, x), whereas if ϑ0 < s∗ then the





+ s∗ − r(t − s∗) − ϑ0 = µ(t, x) − ϑ0 ≤ µ(t, x).
Hence, the stopping time ϑ0 induces a better reward for Bob.
Suppose on the contrary that s∗ = t. Then, γ∗(s) = s
x
t . Consequently, the reward is
(t− ϑ0) + x
2
2t2
= µ(t, x)− ϑ0, which is again better for Bob since ϑ0 ≥ 0.
• Case 2: µ(t, x) ≤ 0. Alice’s best strategy is ϑ ≡ t.
This results obviously in a zero reward. Suppose there is an alternative strategy ϑ0 which
provides her with a positive reward. Then, the same reasoning as in Case 1 can be followed,
with Bob’s same strategy. If ϑ0 ≥ s∗, then the reward is non-positive. If ϑ0 < s∗, then the
reward is simply µ(t, x)− ϑ0, which is worse for Alice.
As a conclusion, we have U(t, x, 0) = max(0, µ(t, x)).
This concludes the proof of Theorem 7.6.
We conclude this article by giving the proof of the propagation result.
Proof of Theorem 7.1. Clearly, we have {(t, x) : x > Υt3/2} = {(t, x) : µ(t, x) > 0} by definition
of the constant Υ (7.2). Let K be a compact subset of Int {µ > 0}. There exists a constant
δ > 0 such that µ > δ on K. Recall that we have used the method of half-relaxed limits,
so that convergence of uε → U is locally uniform, see e.g. [1, Lemma 6.2]. Since µ is the
partial minimum µ(t, x) = min′ U(t, x) = U(t, x, 0) by definition, we can find ε0 > 0 such
38
that uε(t, x, v) > δ/2 for (t, x, v) ∈ K × B(0, R) for some large R, and ε < ε0. We can deal




f ε(t, x, v) dv +
∫
|v|>R









We deduce that ρε(t, x)→ 0 as ε→ 0.
In order to prove the opposite, we adapt the technique of [32, Section 4] in the context of
Section 3 (sub-solution step). Let K be a compact subset of Int {µ < 0}, and (t0, x0) ∈ K. We







v2 for δ > 0 arbitrary. Clearly,
U −φ attains a local strict maximum at (t0, x0, 0), which is global with respect to velocity, since
U(t, x, v) = v2/2 in the neighborhood of (t0, x0). Hence, there exists (tε, xε, vε) → (t0, x0, 0)
such that uε − φ admits a local maximum at (tε, xε, vε) with respect to (t, x), which is also
global with respect to v. Plugging the first order condition in the equation for uε, namely,
∂tu
ε(t, x, v) + v∂xu
ε(t, x, v)− 1






uε(t, x, v)− uε(t, x, v′)− |v|2/2
ε
)
dv′ + rρε(t, x) ,
we find
∂tφ(tε, xε, vε) + vε∂φε(tε, xε, vε)− 1






φ(tε, xε, vε)− φ(tε, xε, v′)− |vε|2/2
ε
)
dv′ + rρε(tε, xε)















dv′ + rρε(tε, xε)
We obtain that
(tε − t0) + vε(xε − x0)− 1 ≤ −
1 + r
(1 + δ)1/2
+ rρε(tε, xε) .
On the other hand, since uε(tε, xε, v) − uε(t0, x0, v) ≥ φ(tε, xε, v) − φ(t0, x0, v) ≥ 0 by the
definition of the local maximum (global with respect to v), we have ρε(tε, xε) ≤ ρε(t0, x0). By












As δ is arbitrary small, we deduce that lim inf ρε(t0, x0) ≥ 1.
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[22] X. Cabré and J.-M. Roquejoffre. “The Influence of Fractional Diffusion in Fisher-KPP
Equations”. Communications in Mathematical Physics 320.3 (2013), pp. 679–722.
[23] N. Caillerie. “Large deviations of a velocity jump process with a Hamilton–Jacobi ap-
proach”. Comptes Rendus Mathematique 355.2 (2017), pp. 170–175.
[24] V. Calvez, C. Henderson, S. Mirrahimi, O. Turanova, and T. Dumont. “Non-local compe-
tition slows down front acceleration during dispersal evolution”. arXiv:1810.07634 [math]
(2018). arXiv: 1810.07634.
[25] P. Cardaliaguet. “Front Propagation Problems with Nonlocal Terms, II”. Journal of Math-
ematical Analysis and Applications 260.2 (2001), pp. 572–601.
[26] P. Cardaliaguet. “On front propagation problems with nonlocal terms”. Adv. Differential
Equations 5.1-3 (2000), pp. 213–268.
[27] A.-C. Coulon and J.-M. Roquejoffre. “Transition Between Linear and Exponential Prop-
agation in Fisher-KPP Type Reaction-Diffusion Equations”. Communications in Partial
Differential Equations 37.11 (2012), pp. 2029–2049.
[28] C. M. Cuesta, S. Hittmeir, and C. Schmeiser. “Traveling Waves of a Kinetic Transport
Model for the KPP-Fisher Equation”. SIAM J. Math. Anal. 44.6 (2012), pp. 4128–4146.
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