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Abstract
For a connected graph G the restricted edge-connectivity ′(G) is de1ned as the minimum cardinality of an edge-cut
over all edge-cuts S such that there are no isolated vertices in G − S. We call a graph G ′-optimal, if ′(G) = (G),
where (G) is the minimum edge-degree in G.
In 1999, Wang and Li (J. Shanghai Jiaotong Univ. 33(6) (1999) 646) gave a sucient condition for ′-optimality in
graphs of diameter 2. In this paper, we weaken this condition, and we present some related results.
Di7erent examples will show that the results are best possible and independent of each other and of the result of Wang
and Li.
c© 2004 Elsevier B.V. All rights reserved.
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1. Terminology and introduction
For graph-theoretical terminology and notation not de1ned here we follow Chartrand and Lesniak [2]. We consider
1nite, undirected, and simple graphs G with the vertex set V (G) and the edge set E(G). For each vertex v∈V (G),
the open neighborhood N (v) of v is de1ned as the set of all vertices adjacent to v, N [v] = N (v) ∪ {v} is the closed
neighborhood of v, and d(v)= |N (v)| is the degree of v. For e=uv∈E(G), let G(e)=d(u)+d(v)−2 be the edge-degree
of e. We denote by (G) the minimum degree and by (G) the minimum edge-degree of G. The complete graph of order
n is denoted by Kn. We denote by Kp⊕Kp any graph obtained by joining two copies of the Kp; p¿ 1 with p additional
edges such that d(x) = p for all vertices x∈V (Kp ⊕ Kp).
If G is a connected graph, then the distance d(u; v) between two vertices u and v is de1ned as the length of a shortest
path from u to v, and its diameter is the number dm(G) = max{d(u; v): u; v∈V (G)}.
Observation 1.1. Let G be an arbitrary connected graph, which is di(erent from the complete graph. Each pair u, v of
nonadjacent vertices satis,es |N (u) ∩ N (v)|¿ 1, if and only if dm(G) = 2.
For two disjoint vertex sets X and Y let [X; Y ] be the set of edges with one endpoint in X and the other one in Y , and
let |[X; Y ]| denote the cardinality of [X; Y ]. If X ⊆ V (G), then let CX = V (G) \ X , and let G[X ] be the subgraph induced
by X .
An edge-cut of a connected graph G is a set of edges whose removal disconnects G. The edge-connectivity (G) is
de1ned as the minimum cardinality of an edge-cut over all edge-cuts of G. The inequality (G)6 (G) is immediate.
We call a graph G maximally edge-connected, if (G) = (G).
A graph G is called super-edge-connected, for short super-, if every minimum edge-cut consists of edges adjacent to
a vertex of minimum degree. Hence, every super-edge-connected graph is also maximally edge-connected.
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The restricted edge-connectivity ′(G), introduced by Esfahanian and Hakimi [3], is the minimum cardinality over all
edge-cuts S such that there are no isolated vertices in G − S. A restricted edge-cut S is called a ′-cut, if |S| = ′(G).
Obviously, for any ′-cut S, the graph G − S consists of exactly two components. A connected graph G is called
′-connected, if ′(G) exists. In 1988, Esfahanian and Hakimi [3] have shown that each connected graph G of order
n(G)¿ 4, except a star, is ′-connected and satis1es ′(G)6 (G). A ′-connected graph G is called ′-optimal, if
′(G) = (G).
Between ′-optimality, super-edge-connectivity and maximally edge-connectivity exist the following connections.
Observation 1.2 (Hellwig and Volkmann [5]). If G is a ′-optimal graph with (G)¿ 3, then G is super-.
If G is a ′-optimal graph, then (G) = (G).
The maximally edge-connected graphs and super-edge-connected graphs of diameter 2 have already been characterized.
Theorem 1.1 (PlesnKLk [10]). If G is a connected graph of dm(G)6 2, then (G) = (G).
In 1992, Fiol [4] showed, that the condition in the following characterization is sucient for graphs of diameter 2 to
be super-.
Theorem 1.2 (Wang and Li [12]). A connected graph G with dm(G)=2 is super- if and only if G contains no complete
graph K(G) with all its vertices of degree (G).
In the same paper the authors showed the following sucient condition for ′-optimality, which implies dm(G) = 2.
Theorem 1.3 (Wang and Li [12]). Let G be a ′-connected graph. If
d(u) + d(v)¿ n(G) + 1
for all pairs u, v of nonadjacent vertices, then G is ′-optimal.
Further sucient conditions for graphs to be ′-optimal were given for example by Lati1 et al. [7] for hypercubes, Li
and Li [9] for circulant graphs, Wu and Guo [13], Ueng and Volkmann [11] for the cartesian product of graphs, Xu
and Xu [14] for edge-transitive and vertex-transitive graphs, and Hellwig and Volkmann [5] for arbitrary, bipartite and
triangle-free graphs. In [1], Balbuena, Pelayo and GKomez consider a related problem for generalized p-cycles.
In this paper, we present sucient conditions for graphs of diameter 2 to be ′-optimal. First we show that a graph is
′-optimal, if all pairs of nonadjacent vertices have at least three common neighbors. In particular, this is a generalization
of Theorem 1.3 by Wang and Li [12]. Then, we obtain some conditions for ′-optimality in graphs, in which all pairs of
nonadjacent vertices have at least two common neighbors, respectively, at least one common neighbor. In Section 3 we
present examples, which show that the new results are independent of each other and of Theorem 1.3.
2. Main results
We start with a simple, but very useful lemma.
Lemma 2.1. Let G be a ′-connected graph. If there is a ′-cut S with the vertex sets X and CX of the two components
of G − S such that there exists an edge uv in G[X ] with the property that
|[X \ {u; v}; CX ]|¿ |(N (v) \ N [u]) ∩ X |+ |(N (u) \ N [v]) ∩ X |+ 2|N (v) ∩ N (u) ∩ X |;
then G is ′-optimal.
Proof. The hypotheses of the lemma imply
(G)6 d(u) + d(v)− 2
= |N (u)|+ |N (v)| − 2
= |N (u) \ {v}|+ |N (v) \ {u}|
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= |(N (u) ∩ X ) \ {v}|+ |N (u) ∩ CX |+ |(N (v) ∩ X ) \ {u}|+ |N (v) ∩ CX |
= |[{u; v}; CX ]|+ 2|N (u) ∩ N (v) ∩ X |
+|(N (v) \ N [u]) ∩ X |+ |(N (u) \ N [v]) ∩ X )|
6 |[{u; v}; CX ]|+ |[X \ {u; v}; CX ]|
= |[X; CX ]|= ′(G):
Since ′(G)6 (G), we deduce that ′(G) = (G), and thus G is ′-optimal.
Corollary 2.1. Let G be a ′-connected graph. If there is a ′-cut S with the vertex sets X and CX of the two components
of G − S such that each vertex in X has at least two neighbors in CX , then G is ′-optimal.
The following convention will be used.
Let G be a ′-connected graph and let S be an arbitrary ′-cut. We denote the vertex sets of the two components of
G−S by X and CX . Furthermore, we de1ne X2 ⊆ X and CX 2 ⊆ CX as the sets of vertices incident with at least two edges of
[X; CX ]. The vertex sets X1 ⊆ X and CX 1 ⊆ CX are de1ned as the sets of vertices incident with exactly one edge of [X; CX ].
In addition, let X0 = X \ (X2 ∪ X1) and CX 0 = CX \ ( CX 2 ∪ CX 1).
Now we prove the following generalization of Theorem 1.3 of Wang and Li [12].
Theorem 2.1. Let G be a ′-connected graph. If
|N (u) ∩ N (v)|¿ 2
for all pairs u, v of nonadjacent vertices such that neither u nor v do not lie on a triangle, and
|N (u) ∩ N (v)|¿ 3
for all pairs u, v of nonadjacent vertices with the property that u or v are on a triangle, then G is ′-optimal.
Proof. Let S be an arbitrary ′-cut. We shall use the notations de1ned before. If |X | = 2 or | CX | = 2 then we are done.
Now let |X |; | CX |¿ 3. By Observation 1.1, our hypothesis implies dm(G)6 2 and thus X0 = ∅ or CX 0 = ∅, say CX 0 = ∅.
Case 1: Let X0 = ∅. Let u be an arbitrary vertex in X0. Hence d(u; v)= 2 for all v∈ CX and thus the hypothesis implies
|N (v) ∩ X |¿ 2 for all v∈ CX . By using Corollary 2.1 we obtain the desired result.
Case 2: Let X0 = ∅.
Case 2.1: There exists a vertex u∈V (G), which does not lie on a triangle. Without loss of generality, let u∈X . Then
each edge uv, v∈X − u, satis1es the condition of Lemma 2.1 and thus G is ′-optimal.
Case 2.2: Each vertex in G lies on a triangle. If X1 = ∅ or CX 1 = ∅, then we are done by Corollary 2.1. Now we assume
X1; CX 1 = ∅. Let u be an arbitrary vertex in X1 and thus d(u; v) = 1 for exactly one vertex v∈ CX and d(u; w) = 2 for each
vertex w∈ CX − v. The hypothesis for this case implies |N (w) ∩ X |¿ 2 for each vertex w∈ CX − v. Hence, each edge vz,
z ∈ CX − v, satis1es the condition of Lemma 2.1 and thus G is ′-optimal.
The graphs Kp ⊕ Kp; p¿ 3 show that Theorem 2.1 is best possible, in the sense that |N (u) ∩ N (v)|¿ 2 for all pairs
u, v of nonadjacent vertices, does not imply ′-optimality.
Corollary 2.2. Let G be a ′-connected triangle-free graph. If
|N (u) ∩ N (v)|¿ 2
for all pairs u, v of nonadjacent vertices, then G is ′-optimal.
Corollary 2.3. Let G be a ′-connected graph. If
|N (u) ∩ N (v)|¿ 3
for all pairs u, v of nonadjacent vertices, then G is ′-optimal.
Remark that the condition in the following theorem is equivalent to the condition that each pair of nonadjacent vertices
lies on a diamond (cf. the 1gure below).
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Theorem 2.2. Let G be a ′-connected graph. If
|N (u) ∩ N (v)|¿ 2
and G[N (u) ∩ N (v)] contains at least one edge for all pairs of nonadjacent vertices u, v, then G is ′-optimal.
Proof. Let S be an arbitrary ′-cut. We de1ne X; CX ; X0; X1; X2; CX 0; CX 1 and CX 2 as de1ned before. If |X |=2 or | CX |=2 then
we are done. Now let |X |; | CX |¿ 3. By Observation 1.1, our hypothesis implies dm(G)6 2 and thus X0 = ∅ or CX 0 = ∅,
say X0 = ∅.
Case 1: Let CX 0 = ∅. Let u be an arbitrary vertex in CX 0. Hence d(u; v)=2 for all v∈X and thus the hypothesis implies
|N (v) ∩ CX |¿ 2 for each v∈X . Hence, according to Corollary 2.1, G is ′-optimal.
Case 2: Let CX 0 = ∅.
Case 2.1: Let |X1|6 1 or | CX 1|6 1. If |X1|= ∅ or | CX 1|= ∅, then we are done by Corollary 2.1.
It remains the case that |X1|= 1 and | CX 1|= 1. If we denote the vertex in X1 by u, then there exists at least one vertex
v∈X with uv∈E(G) because G[X ] is connected. The edge uv satis1es the condition of Lemma 2.1 and thus we are
done.
Case 2.2: Let |X1|, | CX 1|¿ 2. If there exists no edge with both endpoints in X1, then each vertex v∈N (u) ∩ X , where
u∈X1, has at least two neighbors in CX . Hence, each edge uv∈E(G[X ]) satis1es the condition of Lemma 2.1, and thus
G is ′-optimal.
Analogously, we can treat the case, that there exists no edge with both endpoints in CX 1. It remains the case that
E(G[X1]) = ∅ and E(G[ CX 1]) = ∅.
We de1ne NX1 = N (X1) ∩ CX and N CX 1 = N ( CX 1) ∩ X . Suppose that there exists a vertex u∈NX1 ∩ CX 1, then all pairs of
vertices v; w, where v∈X1 ∩ N (u) and w∈ CX 1; w = u, are nonadjacent and do not lie on a diamond, a contradiction.
Consequently, NX1 ∩ CX 1 = ∅ and thus each vertex in NX1 has at least two neighbors in X . Analogously, we obtain
N CX 1 ∩ X1 = ∅.
If there exist two vertices u∈N CX 1 and v∈NX1 , such that uv ∈ E(G), then the vertices u′, v′, where v′ ∈X1; v′v∈E(G)
and u′ ∈ CX 1; u′u∈E(G), are nonadjacent and do not lie on a diamond, which is a contradiction.
Consequently, there exists each edge uv, where u∈N CX 1 , v∈NX1 , and thus
|[N CX 1 ; CX ]|¿ | CX 1|+ |N CX 1‖NX1 |; (1)
since N CX 1 ∩ X1 = ∅. If
|X1| − 26 | CX 1|+ |N CX 1‖NX1 | − 2|N CX 1 |; (2)
then we consider an arbitrary edge uv∈E(G[X1]).
By using (1) and (2) we obtain
|[X \ {u; v}; CX ]| = |[X; CX ]| − |[{u; v}; CX ]|= |[X; CX ]| − 2
¿ 2|X \ (X1 ∪ N CX 1 )|+ |X1|+ |[N CX 1 ; CX ]| − 2
¿ 2|X \ (X1 ∪ N CX 1 )|+ |X1|+ | CX 1|+ |N CX 1‖NX1 | − 2
¿ 2|X \ (X1 ∪ N CX 1 )|+ |X1|+ |X1| − 2 + 2|N CX 1 | − 2
= 2|X \ (X1 ∪ N CX 1 )|+ 2|X1| − 4 + 2|N CX 1 |
= 2|X \ (X1 ∪ N CX 1 )|+ 2|X1 \ {u; v}|+ 2|{u; v}| − 4 + 2|N CX 1 |
A. Hellwig, L. Volkmann /Discrete Mathematics 283 (2004) 113–120 117
= 2|X \ (X1 ∪ N CX 1 )|+ 2|X1 \ {u; v}|+ 2|N CX 1 |
¿ 2|(N (v) \ N [u]) ∩ X |+ 2|(N (u) \ N [v]) ∩ X |+ 2|N (v) ∩ N (u) ∩ X |
¿ |(N (v) \ N [u]) ∩ X |+ |(N (u) \ N [v]) ∩ X |+ 2|N (v) ∩ N (u) ∩ X |
and thus Lemma 2.1 yields that G is ′-optimal.
Analogously, we conclude, that G is ′-optimal, if
| CX 1| − 26 |X1|+ |N CX 1‖NX1 | − 2|NX1 |:
It remains the case that
|X1| − 2¿ | CX 1|+ |N CX 1‖NX1 | − 2|N CX 1 |+ 1 (3)
and
| CX 1| − 2¿ |X1|+ |N CX 1‖NX1 | − 2|NX1 |+ 1: (4)
Inequalities (3) and (4) imply
| CX 1|+ |N CX 1‖NX1 | − 2|N CX 1 |+ 36 |X1|6 | CX 1| − 3− |N CX 1‖NX1 |+ 2|NX1 |;
and thus
| CX 1|+ |N CX 1‖NX1 | − 2|N CX 1 |+ 36 | CX 1| − 3− |N CX 1‖NX1 |+ 2|NX1 |
⇔ 2|N CX 1‖NX1 | − 2|N CX 1 | − 2|NX1 |+ 66 0
⇔ |N CX 1‖NX1 | − |N CX 1 | − |NX1 |+ 36 0
⇔ (|N CX 1 | − 1)(|NX1 | − 1) + 26 0; (5)
a contradiction to |NX1 |; |N CX 1 |¿ 1.
Since we have discussed all possible cases the proof is complete.
Theorem 2.3. Let G be a ′-connected graph such that n(G)¿ 10. If |N (u)∩N (v)|¿ 2 for all pairs u, v of nonadjacent
vertices and
(G)6
⌊
n(G)
2
⌋
+ 2;
then G is ′-optimal.
Proof. We follow the proof of Theorem 2.2 up to Case 2.
Case 2: Let CX 0 = ∅. If |X |¿ (G) or | CX |¿ (G), then ′(G)¿ (G) and thus G is ′-optimal. Now we assume
|X |; | CX |6 (G)− 1.
Case 2.1: Let n(G) be odd. Assume that |X |¿ | CX |. This leads to |X |¿ n(G)=2+1. If |X |¿ n(G)=2+2, then we
obtain ′(G)¿ |X |¿ n(G)=2+ 2¿ (G) and thus G is ′-optimal.
It remains the case that |X |=n(G)=2+1, which implies | CX |=n(G)=2. If X2 = ∅, then ′(G)¿ |X |+1¿ n(G)=2+
2¿ (G) and thus G is ′-optimal. Now we assume that X2 = ∅. Because of X = X1, |X |= ′(G) = [X; CX ] = | CX |+ 1 and
CX 0 = ∅, it follows that | CX 2|= 1.
Next, we shall prove that G[ CX ] = Kn(G)=2. Therefore we assume on the contrary that there exists u; v∈ CX such that
uv ∈ E(G[ CX ]). If u; v∈ CX 1, then there exists a vertex v′ with v′ ∈N (v)∩X , uv′ ∈ E(G) and u; v′ do not have two common
neighbors, a contradiction. Analogously, if u∈ CX 2 and v∈ CX 1, then there exists a vertex u′ with u′ ∈N (u)∩X , vu′ ∈ E(G)
and v; u′ do not have two common neighbors, a contradiction. In a similar way, we deduce that uv∈E(G[X ]) for all
u; v∈N ( CX 1) ∩ X and xy∈E(G[X ]) for all x∈N ( CX 1) ∩ X; y∈X . Therefore, G is isomorphic to one of the graphs G′ or
G′′, where the graph G′ is obtained by the disjoint union of the graphs H1=Kn(G)=2+1 and H2=Kn(G)=2 and n(G)=2+1
additional edges such that |N (u)∩V (H2)|=1 for all u∈V (H1) and 16 |N (v)∩V (H1)|6 2 for all v∈V (H2). The graph G′′
is the graph obtained from G′ by the removal of the edge uv∈E(H1), where N (u)∩V (H2)=N (v)∩V (H2). Then, by using
n(G′)¿ 11, it follows that (G′)¿ 2(G′)−2¿ 2n(G′)=2−2= n(G′)=2+3+ n(G′)=2−5¿ n(G′)=2+3, which
contradicts the hypothesis. Analogously, if n(G′′)¿ 11, then (G′′)¿ n(G′′)=2+3, and again we have a contradiction.
Case 2.2: Let n(G) be even. In this case the hypothesis (G)6 n(G)=2+2 and |X |; | CX |6 (G)− 1 imply |X |; | CX |=
n(G)=2 = n(G)=2. If |X2|¿ 2 or | CX 2|¿ 2, say |X2|¿ 2, then ′(G)¿ n(G)=2 + 2¿ (G) and thus G is ′-optimal.
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Now we assume |X2|; | CX 2|6 1. Since X0; CX 0 = ∅, we conclude that |X2|= | CX 2|. If |X2|= | CX 2|= 0, then we can show in a
way analogous to the proof of Case 2.1 that G=Kn(G)=2⊕Kn(G)=2, which contradicts the hypothesis (G)6 n(G)=2+2,
by using n(G)¿ 10.
It remains the case that |X2| = | CX 2| = 1. Then, the graph G is isomorphic to the graph, which is obtained from the
Kn(G)=2⊕Kn(G)=2 by adding an additional edge, which contradicts the hypothesis (G)6 n(G)=2+2, by using n(G)¿ 10.
Since we have discussed all possible cases, the proof is complete.
The following example shows that the condition for the order in Theorem 2.3 is necessary.
Example 2.1. We consider the graph G′ in the proof of Theorem 2.3 with n(G′)=9. The graph G′ ful1lls the conditions
of Theorem 2.3 with the exception of n(G′)¿ 10. However, ′(G′)6 5¡ 6=2 ·4−2=2(G′)−2=n=2+2=(G′) and
thus, G′ is not ′-optimal. Analogously, the graph G′′ in the proof of Theorem 2.3 with n(G′′) = 9 ful1lls the conditions
of Theorem 2.3, with the exception of n(G′′)¿ 10, but ′(G′′)6 5¡ 6= 2 · 4− 2= 2(G′)− 2= n=2+2= (G′′) and
thus, G′′ is not ′-optimal.
In order to show, that the condition for even n(G) is also necessary, we consider the graph G = Kp ⊕ Kp; p∈{3; 4}.
Then n(G) = 2p6 8, (G) = 2n(G)=2− 26 n=2+2 and the graph G ful1lls the conditions of Theorem 2.3 with the
exception of n(G)¿ 10. However, ′(G)6 n(G)=2¡ 2n(G)=2 − 2 = (G) and thus, G is not ′-optimal.
The following example shows that the condition for (G) in Theorem 2.3 is best possible, in the sense that (G)6
n(G)=2+ 3 in Theorem 2.3 does not imply ′-optimality.
Example 2.2. Let H1 be a copy of the K2p−2; p¿ 2 with V (H1) = {x1; x2; : : : ; x2p−2} and let H2 be a copy of the
K2p with V (H2) = {y1; y2; : : : ; y2p}. The graph G is de1ned as the disjoint union of H1 and H2 and the additional
vertices u and v. Furthermore, we join H1 and H2 by the 2p − 2 new edges xiyi, i = 1; 2; : : : ; 2p − 2. Additionally, let
uv; uy2p−1; uy2p; vy2p−1; vy2p; ux1; ux2; : : : ; uxp−1; uxp; vxp; vxp+1; : : : ; vx2p−2 ∈E(G). Then, n(G)=4p, (G)=(uv)=d(u)+
d(v)−2=p+3+p+2−2=2p+3=n(G)=2+3 and each pair u, v of nonadjacent vertices satis1es |N (u)∩N (v)|¿ 2.
However, it is easy to see that ′(G)6 2p+ 2¡ 2p+ 3 = (G) and thus G is not ′-optimal.
Theorem 2.4. Let G be a ′-connected graph satisfying |N (u) ∩ N (v)|¿ 2 for all pairs u, v of nonadjacent vertices. If
for each triangle T there exists at least one vertex v∈V (T ) such that
d(v)¿
⌊
n(G)
2
⌋
+ 1;
then G is ′-optimal.
Proof. We follow the proof of Theorem 2.1 up to Case 2.
Case 2: Let CX 0 = ∅. We assume, without loss of generality, that |X |6 n(G)=2.
Case 2.1: Let X1 = ∅. In this case each vertex in X has at least two neighbors in CX and thus, according to Corollary
2.1, G is ′-optimal.
Case 2.2: Let |X1|¿ 1 and let u be an arbitrary vertex in X1. If there exists no edge with both endpoints in X1, then each
vertex in N (u) ∩ X has at least two neighbors in CX . Hence, by applying Lemma 2.1 for an arbitrary edge uv∈E(G[X ]),
we obtain the desired result.
Now we assume, that there exists an edge with both endpoints in X1, say e= uv. Then d(u); d(v)6 n(G)=2 and thus
the hypothesis implies d(y)¿ n(G)=2+1 for all y∈N (u)∩N (v)∩ X , and thus each y∈N (u)∩N (v)∩ X has at least
two neighbors in CX . Because of X0 = ∅ it follows that each z ∈ (N (u) \N [v])∩ X and each w∈ (N (v) \N [u])∩ X has at
least one neighbor in CX . Hence, the edge uv satis1es the condition of Lemma 2.1 and therefore, G is ′-optimal.
Theorem 2.5. Let G be a ′-connected graph satisfying |N (u) ∩ N (v)|¿ 1 for all pairs u, v of nonadjacent vertices. If
(G)6
⌊
n(G)
2
⌋
and for each triangle T there exists at least one vertex v∈V (T ) such that
d(v)¿
⌊
n(G)
2
⌋
;
then G is ′-optimal.
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Proof. Let S be an arbitrary ′-cut in G. Again, we will use the notations de1ned before. By Observation 1.1, it follows
dm(G)6 2, which implies X0 = ∅ or CX 0 = ∅, say X0 = ∅.
Case 1: Let |X |¿ n(G)=2. Because of X0 = ∅, each xz ∈X has at least one neighbor in CX and hence
′(G) = |[X; CX ]|¿ |X |¿ n(G)=2¿ (G);
and thus ′(G) = (G).
Case 2: Let |X |6 n(G)=2 − 1. If |X | = 2, then we are done. Now let |X |¿ 3, and let uv be an edge in E(G[X ])
such that
G(uv) = min{G(e) : e∈E(G[X ])}:
If d(x)¿ n(G)=2 for each vertex x∈N (u) ∩ N (v) ∩ X , then each x∈N (u) ∩ N (v) ∩ X has at least two neighbors in
CX . Hence, according to Lemma 2.1, G is ′-optimal in this case.
It remains the case that there exists a vertex x∈N (u) ∩ N (v) ∩ X with d(x)6 n(G)=2 − 1. Since uvxu is a trian-
gle, our hypothesis yields d(v)¿ n(G)=2 or d(u)¿ n(G)=2, say d(v)¿ n(G)=2. This leads to G(ux)¡G(uv), a
contradiction to our choice of the edge uv:
The following example shows that the condition for (G) in Theorem 2.5 is best possible, in the sense that (G)6
n(G)=2 + 1 does not imply ′-optimality, if G ful1lls |N (u) ∩ N (v)|¿ 1 for all pairs u, v of nonadjacent vertices and
for each triangle T there exists at least one vertex v∈V (T ) such that d(v)¿ n(G)=2.
Example 2.3. Let H1 be a copy of the Kp; p¿ 3 with V (H1) = {x1; x2; : : : ; xp} and let H2 be a copy of the K2p with
V (H2)={y1; y2; : : : ; y2p}. The vertex set of the graph G is de1ned as the disjoint union of V (H1); V (H2) and p additional
vertices z1; z2; : : : ; zp. Apart from E(H1) and E(H2), the edge set of G contains all edges zixj , i=1; 2; : : : ; p, j=1; 2; : : : ; p
and the edges z1z2, z2z3. Furthermore, there exist the 2p edges xiyi, xiyp+i, i = 1; 2; : : : ; p in E(G). Then n(G) = 4p,
(G) = (z1z2) = d(z1) + d(z2)− 2 = p+ 1+ p+ 2− 2 = 2p+ 1= n(G)=2+ 1 and on each triangle lies a vertex with
degree at least n(G)=2= 2p. However, ′(G)6 2p¡ 2p+ 1 = (G), and thus G is not ′-optimal.
The following example shows that the condition for the triangles in Theorem 2.5 is best possible, in the sense that the
condition, that for each triangle T there exists at least one vertex v∈V (T ) such that d(v)¿ n(G)=2−1, does not imply
′-optimality, if G ful1lls (G)6 n(G)=2 and |N (u) ∩ N (v)|¿ 1 for all pairs u, v of nonadjacent vertices.
Example 2.4. Let H1, H2 be copies of the K2p−1; p¿ 2 with V (H1)={x1; x2; : : : ; x2p−1} and V (H2)={y1; y2; : : : ; y2p−1}.
The vertex set of the graph G is de1ned as the disjoint union of V (H1); V (H2) and the additional two vertices u
and v. The edge set of G is de1ned as the union of E(H1); E(H2) and the additional edges uxi, i = 1; 2; : : : ; p, vxi,
i = p; p + 1; : : : ; 2p − 1 and the edge uv. Furthermore, there exist the 2p − 1 edges xpyi; i = 1; 2; : : : ; 2p − 1 in E(G).
Then, n(G)= 4p, (G)= (uv)= d(u)+ d(v)− 2=p+1+p+1− 2= 2p= n(G)=2 and on each triangle lies a vertex
with degree at least n(G)=2 − 1 = 2p− 1. However, ′(G)6 2p− 1¡ 2p= (G), and thus G is not ′-optimal.
3. Examples for independence
In this section, we will give examples, which show that the new results are independent of each other and of Theorem
1.3.
The following example shows that Theorem 2.1 is independent of Theorems 1.3 and 2.2–2.5.
Example 3.1. Let H1 be a copy of the K4p−7; p¿ 5 with V (H1) = {x1; x2; : : : ; x4p−7} and let H2 be a copy of K3 with
V (H2) = {y1; y2; y3}. We de1ne the vertex set of the graph G as the disjoint union of V (H1), V (H2) and four additional
vertices z1; z2; z3 and w. Apart from the edges in H1 and H2 there exist the edges zix, i=1; 2; 3, for all x∈ (V (G)\{z1; z2; z3})
and wxi, i=p−1; p; : : : ; 4p−7 in E(G). Furthermore, we join the vertices yi, i=1; 2; 3 with all vertices xi, i=1; 2; : : : ; p−2
by a new edge. Then n(G) = 4p, (G) = d(y1) + d(y2) − 2 = p + 3 + p + 3 − 2 = 2p + 4¿ n(G)=2 + 2. For each
vertex yi, i = 1; 2; 3 on the triangle y1y2y3y1 we observe d(yi) = p+ 3¡ n(G)=2.
Furthermore, there exist the nonadjacent vertices w; y1, which do not lie on a diamond and which ful1ll d(w) +
d(y1)¡n(G) + 1.
Hence, Theorems 1.3 and 2.2–2.5 do not show that G is ′-optimal. But G ful1lls the conditions of Theorem 2.1 and
thus, G is ′-optimal.
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The next example shows that Theorem 2.2 is independent of Theorems 1.3, 2.1 and 2.3–2.5.
Example 3.2. Let H1 be a copy of the K4p−6; p¿ 4 with V (H1) = {x1; x2; : : : ; x4p−6} and let H2 be a copy of K3 with
V (H2) = {y1; y2; y3}. We de1ne the vertex set of the graph G as the disjoint union of V (H1), V (H2) and three addi-
tional vertices z1; z2 and w. Apart from E(H1) and E(H2), the edge set of G contains the edges z1z2, zix, i = 1; 2 for all
x∈V (G) \ {z1; z2} and wxi, i=2p− 2; 2p− 1; : : : ; 4p− 6. Furthermore we join the vertices yi, i=1; 2; 3 with all vertices
xj , j=1; 2; : : : ; 2p− 4 by a new edge. Then n(G) = 4p, (G) = d(y1) + d(y2)− 2= 2(2p)− 2= 4p− 2¿ n(G)=2+2.
In the triangle y1y2y3y1 does not exist a vertex with degree at least n(G)=2 + 1 and the nonadjacent vertices wy1
only have two common neighbors, namely z1, z2, and thus d(w) + d(y1)¡n(G) + 1. Therefore, Theorems 1.3, 2.1 and
2.3–2.5 do not show that G is ′-optimal. But G ful1lls the conditions of Theorem 2.2 and thus G is ′-optimal.
Now we present an example, which shows that Theorem 2.3 is independent of Theorems 1.3, 2.1, 2.2, 2.4 and 2.5.
Example 3.3. Let G′ be the graph obtained from the graph G in Example 3.1 by removal of the edges between the
vertices yi, i=1; 2; 3 and the vertex xp−2 and the edge wz3. Then n(G′)=4p, (G′)=d(y1)+d(y2)−2=p+2+p+2−
2=2p+2=n(G′)=2+2. For each vertex yi, i=1; 2; 3 on the triangle y1y2y3y1, we observe d(yi)=p+2¡ n(G′)=2.
Furthermore, there exist the nonadjacent vertices w, y1, which do not lie on a diamond and have only two common
neighbors, namely z1, z2, and thus d(w) + d(y1)¡n(G′) + 1.
Hence, Theorems 1.3, 2.1, 2.2, 2.4 and 2.5 do not show that G′ is ′-optimal. But G′ ful1lls the conditions in Theorem
2.3 and thus, G′ is ′-optimal.
The following example shows that Theorem 2.4 is independent of Theorems 1.3, 2.1–2.3 and 2.5.
Example 3.4. Let G′ be the graph obtained by adding the edges yix2p−3, i = 1; 2; 3 and by removal of the edge z1z2 in
the graph G in Example 3.2. Then n(G′) = 4p, and (G′) = d(y1) + d(y2)− 2 = 2(2p + 1)− 2 = 4p¿ n(G′)=2 + 2.
Since d(x)¿ n(G′)=2+1 for all x = w; x∈V (G′), we observe that G′ ful1lls the conditions of Theorem 2.4. Therefore,
by Theorem 2.4 G′ is ′-optimal. But, the vertices w and y3 have only two common neighbors and they do not lie on a
diamond.
Hence, Theorems 1.3, 2.1–2.3 and 2.5 do not show that G′ is ′-optimal.
The next example shows that Theorem 2.5 is independent of Theorems 1.3 and 2.1–2.4.
Example 3.5. Let H1 be a copy of the K4p−3; p¿ 2 with V (H1) = {x1; x2; : : : ; x4p−3} and let H2 be a copy of the K2
with V (H2)= {y1; y2}. We de1ne the vertex set of the graph G as the disjoint union of V (H1); V (H2) and one additional
vertex z. Apart from E(H1) and E(H2) the edge set of G contains the edges yixj , i = 1; 2, j = 1; 2; : : : ; p and zxi,
i=p; p+1; : : : ; 4p− 3. Then n(G)= 4p, (G)=d(y1)+d(y2)=p+1+p+1− 2=2p= n(G)=2 and the nonadjacent
vertices yi, i = 1; 2 and z only have one common neighbor, namely xp. Therefore, G does not ful1ll the conditions of
Theorems 1.3 and 2.1–2.4. But, since d(x)¿ n(G)=2 for all x∈V (G); x = y1; y2, the graph G satis1es the conditions
of Theorem 2.5 and thus G is ′-optimal.
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