We show that Lagrange interpolants at the Chebyshev zeros yield best relative polynomial approximations of ð1 þ ðaxÞ 2 Þ À1 on ½À1; 1; and more generally of
Results
While looking for relative approximations to ð1 þ x 2 Þ À1 on a growing sequence of intervals, the author noticed the following simple (new?) result on explicit best relative approximation. Throughout this paper, L m ½ f denotes the Lagrange interpolation polynomial to the function f at the zeros of T m ; the Chebyshev polynomial of degree m: 
Moreover, assuming this last condition, there exists C40 and polynomials S m of degree pm satisfying (3) and for jzj ¼
We can also readily derive closed-form expressions for some trigonometric sums: the second one below sometimes appears in number theoretic contexts.
Corollary 3. Let nX1 and a40: Then
In particular, X n j¼1
One of the features of Theorem 1 is that the alternation points are independent of a in f a : Thus we may integrate with respect to a; the main idea of this paper: 
Then L m ½F is a polynomial of degree pm À 2 and
Here we interpret wð0Þ as its limit 0 and ðFwÞð0Þ as its limit 1 if m has infinite mass on ½0; NÞ and Uð0Þa0: In all other cases, we interpret F ð0Þ and wð0Þ as their limiting values at 0.
We note that one can relax the positivity of the measure m and the restrictions on U: All one really needs is that m and U are such that w is finite and non-zero, except possibly at 0. Perhaps initially, this theorem appears artificial-but the ideas of its proof can be used to easily study asymptotics of errors of Lagrange interpolation to the functions
Corollary 5. Let g40 and not be an even integer. Let 2c be the largest even integer pg and
Moreover, if ðx m Þ is any increasing sequence of positive numbers with limit N; we have uniformly for jxjA
Thus, the polynomials x 2 L 2n ½g gÀ2 ðxÞ fare worse than the best polynomial approximations of degree n that give the Bernstein constant 0:28016y: [5, p. 749ff; 6, p. 4] . This is not surprising, as the best polynomial approximations to jxj have positive constant coefficients [2, p. 79, no. 27]. What is interesting, however, is that x 2 L 2n ½g gÀ2 ðxÞ À jxj g has 2n À Oð1Þ points of ''almost'' alternation as n-N:
This suggests that A g might be the analogue of the Bernstein constant when we best approximate jxj g by polynomials that vanish at 0. After the results of this paper were obtained, the interesting paper of Ganzburg [3] appeared. There representations and asymptotics are obtained for errors in Lagrange interpolation that are similar to, but not the same, as some in this paper. In particular, limit (16) is given there, as well as a representation for the error in interpolation of ð1 À xÞ a that is similar in spirit to ours for jxj g : However, the main idea of this paper seems to be entirely new-namely, that integrating in Theorem 4 and Corollary 5 with respect to a positive measure dmðaÞ allows easy analysis for a fair range of functions.
Proofs
We begin with Proof of Proposition 1. Since f a ; U and T m are even, so is the unique Lagrange interpolation polynomial L m ½ f a U: The latter has degree pm À 1; so has degree pm À 2: But then
is a polynomial of degree pm; and has zeros at the zeros of T m ; so for some constant c;
To determine c; we evaluate this last identity at i=a:
Now (2) (2), we see that
Now let us denote the zeros of T m by x jm ; 1pjpm; and recall that sin p 2m is the positive zero closest to 0. Since the zeros of T m are symmetric about 0, we see that
in view of the fact that a m =m is bounded above. So for jzj ¼
and (5) follows. & Proof of Corollary 3. Let m be even and as above,
denote the zeros of T m : The standard formulas for Lagrange interpolation applied to f of Theorem 1 and to the constant 1 give
Then (2) with U 1 gives
Since the left-hand side is constant, the term involving x on the right-hand side vanishes. Moreover, T 0 m is odd as T m is even, so we see that
we obtain on writing m ¼ 2n;
Then (6) follows using a little manipulation. If we let a-N in the above identity, we obtain (7 
Since L m ½ f a has degree pm À 2; so does L m ½F : Next, as U is even and has real coefficients, Uði=aÞ is real valued for a40: Moreover, as U has no zeros on the imaginary axis, except possibly at 0, Uði=aÞ is of one sign for a40; that is, has the same sign as UðiÞ: Hence,
where w is given by (10). Now we consider three cases: (I) m has finite total mass: Then we see from (9) and (10) that F ð0Þ may be defined by (9) and that F is continuous in ½À1; 1; while w is positive and continuous in ½À1; 1: Hence we may apply the standard alternation theorem for weighted approximation [1, p. 52] to obtain (11).
(II) m has infinite total mass but Uð0Þ ¼ 0: Let B40: We write The fact that w vanishes at 0 prevents us from applying the usual alternation theorem. However, for xa0; 
Proof. We split
To handle I 1 ; we use the lower bound
Àm which follows readily from (17). So, for large enough m;
Next, in I 3 ; we use the asymptotic
which holds uniformly for mX1 and aA½1; NÞ; and follows easily from (17). Thus
by the substitution y ¼ m=a: Finally,
ÀrÀ1 da:
The estimates above give (19 where
Since DAð0; 2Þ; (8) is valid. Then F given by (9) has 
