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Zusammenfassung
Zur Verallgemeinerung von abelschen schiefaffinen Ra¨ume (vgl. etwa [3] oder [4]) werden in die-
ser Arbeit nilpotente und auflo¨sbare Ra¨ume eingefu¨hrt, so daß auch bezu¨glich dieser Konzepte
in allgemeinen schiefaffinen Ra¨umen Analogien zu wesentlichen gruppentheoretischen Aussagen
gelten.
Hierzu wird zuna¨chst die Parallelogramm-Schließungsaussage erweitert und damit die Vertausch-
barkeit von Richtungen eingefu¨hrt. In einem abelschen Raum sind alle Richtungen miteinander
vertauschbar. Diejenigen Richtungen, die mit allen anderen vertauschbar sind, erzeugen eine
Parallelklasse von Teilra¨umen. Jeder dieser Teilra¨ume wird als Zentrum bezeichnet. Ein Zen-
trum ist Normalteiler des Raumes; im allgemeinen ist es jedoch nicht abelsch. Außerdem werden
Teilra¨ume gekennzeichnet, die a¨hnliche Eigenschaften besitzen wie die Kommutatorgruppe einer
Gruppe. So ist beispielsweise ein Faktorraum eines schiefaffinen Raumes abelsch, wenn er durch
Teilen durch einen Kommutatorraum gebildet wird. Wie in der Gruppentheorie ist es nahelie-
gend, die Kommutatorraumbildung zu iterieren. In einem schiefaffinen Raum existiert genau
dann eine abelsche Normalreihe, wenn ein n-ter einelementiger Kommutatorraum existiert.
Die U¨bertragung des Begriffes Zentralreihe fu¨hrt zuna¨chst zu einer Unterscheidung von Zentral-
reihen und Kommutatorreihen in schiefaffinen Ra¨umen. Es zeigt sich jedoch, daß jede Kommu-
tatorreihe eine Zentralreihe ist. Gelten in einem schiefaffinen Raum zusa¨tzliche Bedingungen,
so ist auch die Umkehrung dieser Aussage richtig. Nilpotente Ra¨ume werden daher u¨ber die
Existenz einer abbrechenden Kommutatorreihe eingefu¨hrt. Abelsche schiefaffine Ra¨ume sind nil-
potent. Ebenso ist ein beliebiger Teilraum eines nilpotenten Raumes nilpotent. Ein Faktorraum
eines nilpotenten Raumes ist nilpotent, wenn er durch Teilen durch einen Normalteiler gebildet
wird. Außerdem ist das homomorphe Bild eines nilpotenten Raumes nilpotent.
Ein schiefaffiner Raum heißt auflo¨sbar, falls er eine abelsche Normalreihe besitzt. Auch fu¨r
auflo¨sbare Ra¨ume gelten einige Aussagen, die Analogien zu gruppentheoretischen Aussagen dar-
stellen: So ist beispielsweise ein nilpotenter Raum auflo¨sbar. Ist ein Normalteiler eines schiefaf-
finen Raumes X und der damit gebildete Normalteiler auflo¨sbar, so ist X auflo¨sbar. Außerdem
u¨bertra¨gt sich die Auflo¨sbarkeit eines Raumes auf beliebige Teilra¨ume und jeden Faktorraum,
der mittels eines Normalteilers gebildet wird.
Zum Abschluß der Arbeit werden Beispiele fu¨r Erweiterungen schiefaffiner Ra¨ume angegeben:
Faserra¨ume u¨ber einem beliebigen schiefaffinen Raum und das spezielle Produkt zweier schiefaffi-
ner Ra¨ume. Die Untersuchungen solcher Ra¨ume zeigen schließlich, daß es eine Reihe nichttrivialer
Beispiele fu¨r nilpotente und auflo¨sbare Ra¨ume gibt.
Schlagworte: Nichtkommutative Geometrie, schiefaffine Ra¨ume, Analogien zu gruppentheore-
tischen Aussagen
Abstract
In order to generalize abelian skewaffine spaces (cf. e.g. [3] or [4]) this thesis introduces nilpotent
and soluble spaces, so that there are - referring to these concepts as well - analogies to essential
group-theoretical statements in general skewaffine spaces.
Therefore, the parallelogram-condition is extended. Alone with this, the permutability of direc-
tions is introduced. In an abelian space any two directions are permutable. Those directions,
that commutes with all others, induce a parallel class of subspaces. Each of these subspaces is
called a centre. A centre is a normal subspace, which is not necessarily abelian. In addition,
subspaces are identified, whose properties are similar to those of the commutator group of a
group. For example, a factor space of a skewaffine space is abelian, if it results from division
by a so-called commutator space. As in group theory, it is reasonable to iterate the generation
of commutator spaces. In a skewaffine space an abelian normal series exists if and only if an
n-th commutator space exists which consists of one element. The study of an analogue of the
central series first leads to a distinction between central series and so-called commutator series
in skewaffine spaces. Then it is shown, however, that each commutator series is a central se-
ries. The inverse of this statement is valid if the skewaffine space satifies additional conditions.
Therefore, nilpotent spaces are introduced by virtue of the existence of a truncated commutator
series. Abelian skewaffine spaces are nilpotent, just as arbitrary subspaces of nilpotent spaces.
A factor space of a nilpotent space is nilpotent if it results from division by a normal subspace.
In addition, the homomorphic imagine of a nilpotent space is nilpotent. A skewaffine space is
called soluble if it has an abelian normal series. For soluble spaces, some statements analogous
to group-theoretical ones are valid, too. For example, a nilpotent space is soluble. If the normal
subspace of a skewaffine space X is soluble and so is the factor space, that is resulting from it,
then X is soluble. Furthermore, the solubility of a space is transferred to arbitrary subspaces
and every factor space that is built via a normal subspace.
To conclude this thesis, there are examples for the extensions of skewaffine spaces: fiber spaces
over an arbitrary skewaffine space and the so called special product of two skewaffine spaces. The
examination of such spaces reveals that there is a number of non-trivial examples for nilpotent
and soluble spaces.
keywords: non-commutative geometry, skewaffine spaces, analogies to group-theoretical state-
ments
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Einleitung
Die schiefaffine Geometrie ist ein Teilgebiet der nichtkommutativen Geometrie, die Anfang der
siebziger Jahre von Andre´ eingefu¨hrt wurde. In kommutativen Inzidenzstrukturen ist die Ver-
bindungsgeradenbildung kommutativ, d.h. fu¨r je zwei Punkte stimmen die Verbindungsgeraden
a, b und b, a u¨berein. Beispiele fu¨r solche Ra¨ume sind affine und projektive Ra¨ume. Verzichtet
man auf die Kommutativita¨t der Verbindungsoperation, so gelangt man zu den nichtkommu-
tativen geometrischen Ra¨umen. Beispiele dafu¨r sind fastaffine Ra¨ume. Hier wird einem Fast-
vektorraum ein fastaffiner Raum zugeordnet. Dies geschieht in Analogie zur Konstruktion von
affinen Ra¨umen aus Vektorra¨umen. Die fastaffinen Ra¨ume wurden beispielsweise von Andre´
1975 und Tecklenburg 1981 in bezug auf klassische geometrische Aspekte untersucht. Weitere
Beispiele nichtkommutativer Ra¨ume sind die schiefaffinen Ra¨ume. In ihnen gilt zusa¨tzlich die
Tamaschke-Bedingung - anschaulich formuliert erlaubt diese das Abtragen a¨hnlicher Dreiecke -
und die nichtkommutative Version des euklidischen Parallelenaxioms (kurz (PA)). Ein schiefaf-
finer Raum ist genau dann affin, wenn die Verbindungsoperation kommutativ ist (vgl. [2]).
Pfalzgraf stellte 1984 in [10] ein neues Modell zur Beschreibung nichtkommutativer Geometrien
vor. Hier geht man von einer nichtleeren Menge X (Punktmenge), einer Menge D (Richtungs-
menge) und einer surjektiven Abbildung 〈〉 : X → D aus. Die 〈〉-Abbildung entha¨lt alle geometri-
schen Informationen u¨ber den Raum, insbesondere u¨ber die Gestalt der Linien. In diesem Modell
ist der Begriff der Richtung also ein zentraler Begriff. In der Geometrie ist dies eine unu¨bliche
Sichtweise. Sie bietet aber die Mo¨glichkeit, diese Geometrien aus einer neuen Perspektive zu
betrachten und wesentliche neue Erkenntnisse zu erlangen:
In [10] gelang es Pfalzgraf, Entsprechungen einiger gruppentheoretischer Konzepte und Sachver-
halte in nichtkommutativen Ra¨umen, die (PA) erfu¨llen, zu entwickeln. Als wesentliche Beispiele
sind der Homomorphiesatz und der 2. Isomorphiesatz der Gruppentheorie zu nennen.
Die Betrachtung gruppentheoretischer Aspekte in schiefaffinen Ra¨umen setzte Andre´ in [3] fort.
Hier bewies er die Existenz einer Bijektion zwischen der Klasse der Gruppen und einer speziellen
Klasse schiefaffiner Ra¨ume. Daher kann man in diesen Ra¨umen gruppentheoretische Konzepte
studieren. Ein weiterer Schritt ist dann ein Versuch der Verallgemeinerung dieser Konzepte auf
beliebige schiefaffine Ra¨ume. In diesem Sinne hat Andre´ 1987 abelsche Ra¨ume eingefu¨hrt.
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In [5] kennzeichnete Andre´ Ra¨ume, die als Verallgemeinerung von p-Gruppen und Sylowgruppen
angesehen werden ko¨nnen und u¨bertrug insbesondere den Basissatz fu¨r endlich erzeugte abelsche
Gruppen auf spezielle abelsche schiefaffine Ra¨ume.
Geisert hat in [7] Analogien zum 1. Isomorphiesatz und zum Schmetterlingslemma von Zassen-
haus in allgemeinen schiefaffinen Ra¨umen bewiesen. Er fu¨hrte Normalreihen und Kompositi-
onsreihen entsprechend ihren gruppentheoretischen Vorbildern ein und zeigte die geometrischen
Entsprechungen des Verfeinerungssatzes von Schreier und des Satzes von Jordan-Ho¨lder u¨ber
Kompositionsreihen.
In der vorliegenden Arbeit werden weitere Analogien zu gruppentheoretischen Begriffsbildungen
in der Theorie schiefaffiner Ra¨ume herausgearbeitet. Es gelingt die Einfu¨hrung nilpotenter und
auflo¨sbarer Ra¨ume, so daß auch bezu¨glich dieser Konzepte in allgemeinen schiefaffinen Ra¨umen
Analogien zu wesentlichen gruppentheoretischen Aussagen gelten. Insbesondere sind auch in der
schiefaffinen Geometrie die folgenden Implikationen erfu¨llt:
abelsch → nilpotent → auflo¨sbar
Eine Klasse von Beispielen zeigt, daß im allgemeinen jedoch gilt:
zyklisch 6→ abelsch
Zuna¨chst wird die Parallelogramm-Schließungsaussage erweitert und damit die Vertauschbar-
keit von Richtungen eingefu¨hrt. In einem abelschen Raum sind alle Richtungen miteinander
vertauschbar. In beliebigen schiefaffinen Ra¨um erzeugen diejenigen Richtungen, die mit allen
anderen vertauschbar sind, eine Parallelklasse von Teilra¨umen. Jeder dieser Teilra¨ume wird als
Zentrum bezeichnet. Ein Zentrum ist Normalteiler des Raumes, im allgemeinen jedoch nicht
abelsch. Außerdem werden Teilra¨ume gekennzeichnet, die a¨hnliche Eigenschaften besitzen wie
die Kommutatorgruppe einer Gruppe. So ist beispielsweise ein Faktorraum eines schiefaffinen
Raumes abelsch, wenn er durch Teilen durch einen Kommutatorraum gebildet wird (vgl. Satz
2.4.5). Wie in der Gruppentheorie ist es naheliegend, die Kommutatorraumbildung zu iterieren.
In einem schiefaffinen Raum existiert genau dann eine abelsche Normalreihe, wenn ein n-ter
einelementiger Kommutatorraum existiert (vgl. Satz 3.0.6).
Die U¨bertragung des Begriffes Zentralreihe fu¨hrt zuna¨chst zu einer Unterscheidung von Zentral-
reihen und Kommutatorreihen in schiefaffinen Ra¨umen. Es zeigt sich jedoch, daß jede Kommu-
tatorreihe eine Zentralreihe ist (vgl. Satz 3.2.9). Gelten in einem schiefaffinen Raum zusa¨tzliche
Bedingungen, so ist auch die Umkehrung dieser Aussage richtig.
Nilpotente Ra¨ume werden u¨ber die Existenz einer abbrechenden Kommutatorreihe eingefu¨hrt.
Abelsche schiefaffine Ra¨ume sind nilpotent. Ebenso ist ein beliebiger Teilraum eines nilpotenten
Raumes nilpotent. Ein Faktorraum eines nilpotenten Raumes ist nilpotent, wenn er durch Teilen
durch einen Normalteiler gebildet wird (vgl. Satz 4.1.4). Außerdem ist das homomorphe Bild
eines nilpotenten Raumes nilpotent.
Ein schiefaffiner Raum heißt auflo¨sbar, falls er eine abelsche Normalreihe besitzt. Auch fu¨r
auflo¨sbare Ra¨ume gelten einige Aussagen, die Analogien zu gruppentheoretischen Aussagen dar-
stellen: So ist beispielsweise ein nilpotenter Raum auflo¨sbar. Ist ein Normalteiler eines schiefaf-
finen Raumes X und der damit gebildete Normalteiler auflo¨sbar, so ist X auflo¨sbar (vgl. Satz
2
4.2.3). Außerdem u¨bertra¨gt sich die Auflo¨sbarkeit eines Raumes auf beliebige Teilra¨ume und
jeden Faktorraum, der mit einem Normalteilers gebildet wird.
Zum Abschluß der Arbeit werden Beispiele fu¨r Erweiterungen schiefaffiner Ra¨ume angegeben:
Faserra¨ume u¨ber einem beliebigen schiefaffinen Raum und das spezielle Produkt zweier schiefaf-
finer Ra¨ume. Die Untersuchung solcher Ra¨ume zeigt schließlich, daß es eine Reihe nichttrivialer
Beispiele fu¨r nilpotente und auflo¨sbare Ra¨ume gibt.
Herrn Prof. H. Hotje danke ich herzlich fu¨r die Betreuung bei der Entstehung dieser Dissertation.
Durch zahlreiche Anregungen und wertvolle Ratschla¨ge hat er die Anfertigung dieser Arbeit
wesentlich gefo¨rdert.
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Kapitel 1
Schiefaffine Geometrie
In diesem Kapitel werden die fu¨r diese Arbeit relevanten Grundlagen der schiefaffinen Geometrie
bereitgestellt. Schiefaffine Ra¨ume werden im ersten Abschnitt eingefu¨hrt. Im zweiten wird der
Teilraumbegriff behandelt. Eine Kennzeichnung von Teilra¨umen steht dabei im Mittelpunkt,
im Laufe der Arbeit wird immer wieder darauf zuru¨ckgegriffen. Morphismen und Faktorra¨ume
werden im dritten Abschnitt eingefu¨hrt. Außerdem werden einige wesentliche Aussagen, wie
beispielweise die Isomorphiesa¨tze der schiefaffinen Geometrie, bereitgestellt. Die Definitionen
und Sa¨tze dieses Kapitels sind aus [4], [5], [7], [10] und [11] zusammengestellt. Als Grundlage ist
[5] gewa¨hlt. Weitere Quellen werden explizit angegeben.
1.1 Bezeichnungen und Vereinbarungen
Fu¨r eine beliebige Menge X setze X(2) := {(x, y) ∈ X2| x 6= y}. Ist f : X → Y eine Abbildung
und Z ⊂ X, so wird die Restriktion von f auf Z mit f |Z bezeichnet.
Aus der Gruppentheorie werden die u¨blichen Notationen u¨bernommen. Das neutrale Element
einer Gruppe (G, ·) wird stets mit 1G bezeichnet. Fu¨r g, h ∈ G setze gh := g · h. Es sei H eine
Untergruppe und N ein Normalteiler von G. Dann bezeichnet gH die Linksnebenklasse von H
durch g und G
/
N die Faktorgruppe von G nach N .
1.2 Schiefaffine Ra¨ume
Schiefaffine Ra¨ume sind spezielle nichtkommutative Ra¨ume. Die Beschreibung der hier eingefu¨hr-
ten nichtkommutativen Ra¨ume basiert im wesentlichen auf dem Modell von Pfalzgraf aus [10].
Sie wird erga¨nzt durch die Bedingung (1.1), die aus [5] stammt.
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Definition 1.2.1 Es seien X und D disjunkte Mengen und X nichtleer.
〈〉 :
{
X2 → D
(x, y) 7→ 〈x, y〉
sei eine surjektive Abbildung, fu¨r die gilt
∀x, y, z ∈ X mit 〈x, x〉 = 〈y, z〉 : y = z (1.1)
Dann heißt das Tripel (X, 〈〉, D) nichtkommutativer Raum. Die Elemente von X heißen Punkte,
die von D Richtungen des Raumes. 〈x, y〉 heißt Richtung von x nach y.
Im folgenden sei (X, 〈〉, D) ein nichtkommutativer Raum. Zur Abku¨rzung wird er im fortlaufen-
den Text auch mit X bezeichnet. Außerdem seien E := {〈x, x〉|x ∈ X} und R := {〈x, y〉| (x, y) ∈
X(2)}. Damit ist D = E∪˙R. E heißt die Menge der Eckenrichtungen von X.
Die Menge der Linien von X erha¨lt man mittels folgender Abbildung:
2 :
{
X2 ∪ (X×D) → P(X ∪D)
(x, y) 7→ x2y
mit
x2y :=

{x} ∪ {〈x, y〉} ∪ {z ∈ X|〈x, y〉 = 〈x, z〉} falls y ∈ X
{x} ∪ {y} ∪ {z ∈ X|〈x, z〉 = y} falls y ∈ D und
{z ∈ X|〈x, z〉 = y} 6= ∅
∅ sonst
Es bezeichne
L := 2
(
X(2) ∪ (X×R)
)
die Menge der (erweiterten) Linien. Fu¨r L ∈ L heißt x ∈ X Aufpunkt von L, in Zeichen x ` L,
wenn gilt:
∃ y ∈ L mit L = x2y
Eine Linie heißt Gerade, falls jeder Punkt der Linie Aufpunkt der Linie ist. Es seien x, y ∈ X
und weiter sei ∅ 6= L ∈ L mit L = x2y. Dann gilt:
(i) x, y ∈ x2y (Inzidenz)
(ii) ∀ z ∈ L\{x} : L = x2z (Austausch)
Eine Parallelstruktur auf L ergibt sich wie folgt:
‖ := {(L,M) ∈ L2| (∃m1,m2 ∈M mit m12m2 = M und
∃ l1, l2 ∈ L mit l12l2 = L) : 〈l1, l2〉 = 〈m1,m2〉}
Die Relation ‖ ist eine A¨quivalenzrelation.
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Definition 1.2.2
X heißt transitiv, wenn fu¨r alle x, y, z ∈ X ein w ∈ X existiert mit 〈x, y〉 = 〈z, w〉.
Ist X transitiv, so gibt es genau eine Eckenrichtung. Außerdem sind folgende Aussagen a¨quiva-
lent:
(i) X ist transitiv.
(ii) ∀x ∈ X ∀L ∈ L ∃ 1M ∈ L : L‖M und x `M
(euklidische Parallelenbedingung)
Definition 1.2.3
(i) X heißt adjungiert, wenn gilt:
∀ (x, y), (u, v) ∈ X2 mit 〈x, y〉 = 〈u, v〉 : 〈y, x〉 = 〈v, u〉
(ii) Es sei X ein adjungierter Raum. Dann ist die Abbildung
ad :
{
D → D
d = 〈x, y〉 7→ dad := 〈y, x〉
wohldefiniert, und ad2 ist die identische Abbildung auf D. Eine Teilmenge A ⊂ D heißt
adjungiert, wenn fu¨r alle d ∈ A auch dad ∈ A ist.
(iii) Es sei d ∈ D. Die Richtung d heißt selbstadjungiert, falls d = dad ist.
Definition 1.2.4 X heißt schiefaffin, falls folgende Bedingungen erfu¨llt sind:
(i) X ist transitiv.
(ii) Fu¨r (x, y), (u, v) ∈ X2 mit 〈x, y〉 = 〈u, v〉 und fu¨r z ∈ X gelte:
Sim2(x, y, z;u, v) :⇔ ∃w ∈ X : 〈x, z〉 = 〈u,w〉 und 〈y, z〉 = 〈v, w〉
(Tamaschke-Bedingung)
Bemerkung: Ein schiefaffiner Raum ist stets adjungiert.
Beispiele:
1. Jeder affine Raum ist schiefaffin.
2. Der Kreisraum (vgl. [10], 2.14): Hier ist X := R2, D := R≥0 und
〈〉 :
{
X2 → D
(x, y) 7→ 〈x, y〉 := ‖x− y‖
Fu¨r x, y ∈ X mit x 6= y ist damit die Linie von x nach y der Kreis um x durch y, wobei
der Punkt x ebenfalls ein Punkt der Linie ist.
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3. Der spezielle Gruppenraum F (G) u¨ber einer Gruppe (G, ·). Hier setzt man X := G,
D := {1G}×G und
〈〉 :
{
X2 → D
(x, y) 7→ (1G, x−1y)
Damit ist F (G) = (X, 〈〉, D) ein schiefaffiner Raum.
4. Es sei (G, ·) eine Gruppe. Nach [12], 3.1 heißt ein Raum (B, 〈〉B, DB) Gruppenfaserraum
u¨ber G, wenn es eine surjektive Abbildung pi : B → F (G) gibt, und es gilt:
〈〉B :

B2 → DB = G∪˙{g¯}
(x, y) 7→
{
g−1h falls x ∈ pi−1(g), y ∈ pi−1(h) und x 6= y
g¯ sonst
Fu¨r g ∈ G heißt pi−1(g) Faser u¨ber g und |pi−1(g)| heißt La¨nge der Faser. Die Fasern sind
Geraden im Gruppenfaserraum, denn
∀ (x, y) ∈ (pi−1(g))(2) : 〈x, y〉 = 〈y, x〉 = 1G
Außerdem ist B =
⋃
g∈G pi
−1(g). Ein Gruppenfaserraum u¨ber einer Gruppe G wird im
folgenden mit GF (G) bezeichnet. Falls alle Fasern die La¨nge 2 haben oder alle mindestens
die La¨nge 3 haben, so ist der Raum GF (G) schiefaffin. Haben alle Fasern die La¨nge 1, so ist
er isomorph zum speziellen Gruppenraum F (G). Das wichtigste Merkmal solcher Ra¨ume
ist, daß nicht alle Fasern die gleiche La¨nge haben mu¨ssen, damit der Raum schiefaffin ist.
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1.3 Teilra¨ume
Im folgenden sei (X, 〈〉, D) stets ein schiefaffiner Raum.
Definition 1.3.1 Es sei T eine nichtleere Teilmenge von X und x′ ∈ X.
(i) T heißt Teilraum von X (in Zeichen T < X), wenn gilt:
∀ r, s, t ∈ T ∀x ∈ X mit 〈r, s〉 = 〈t, x〉 : x ∈ T
(ii) {x′}, X heißen triviale Teilra¨ume von X.
(iii) X heißt primitiv, falls X nur triviale Teilra¨ume besitzt und |X| > 1 ist.
Es bezeichne
T (X) := {T ⊂ X| T < X} die Menge der Teilra¨ume von X,
Tx′(X) := {T ∈ T (X)| x′ ∈ T} das Teilraumbu¨ndel von X durch x′, und
DT := {d ∈ D| ∃ s, t ∈ T mit 〈s, t〉 = d} die Menge der Richtungen von T .
Anmerkung: Im Gegensatz zu der Definition von Teilra¨umen in [5] wird die leere Menge nicht
als Teilraum von X aufgefaßt.
Bemerkung 1.3.2 (vgl. auch [7], §2 (2), (4), (6))
Es sei x ∈ X und fu¨r i = 1 . . . , n seien Ti ∈ Tx(X). Dann gilt:
(i)
⋂n
i=1 Ti ist ein Teilraum von X. Insbesondere ist
⋂n
i=1DTi = D
⋂n
i=1 Ti
.
(ii) Es sei S ⊂ X. Dann heißt [S] := ⋂{T ∈ T (X)| S ⊂ T} das Erzeugnis von S in X. Fu¨r
T,R ∈ T (X) setze [T,R] := [T ∪R] und fu¨r x, y ∈ X setze [x, y] := [{x, y}].
(iii) Es sei T ein Teilraum von X, dann ist (T, 〈〉|T , DT ) ebenfalls ein schiefaffiner Raum; er
wird im folgenden mit T bezeichnet.
(iv) Eine Parallelstruktur auf der Menge der Teilra¨ume la¨ßt sich u¨ber die Richtungsmengen
der Teilra¨ume definieren: S und T seien Teilra¨ume von X. Sie heißen parallel zueinander,
in Zeichen S‖T , wenn gilt:
DS = DT
Auch die Relation ‖ ist eine A¨quivalenzrelation.
Beispiel: Eine beliebige Linie ist im allgemeinen kein Teilraum von X. Jede Gerade ist ein
Teilraum von X. Zwei Geraden sind genau dann als Teilra¨ume parallel zueinander, wenn sie als
Linien parallel zueinander sind.
Im folgenden wird eine Kennzeichnung von Teilra¨umen schiefaffiner Ra¨ume angegeben (vgl. [4],
§3):
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Definition 1.3.3 Es sei x ∈ X und A eine nichtleere Teilmenge von D.
(i) Das (n + 1)-Tupel (x0, . . . , xn) ∈ Xn+1 heißt A-Pfad der La¨nge n von x0 nach xn, wenn
gilt:
∀ i ∈ {1, . . . , n} : 〈xi−1, xi〉 ∈ A
(ii) Die Abbildung
dA :

X2 → N ∪ {∞}
(x, y) 7→
{ ∞ falls kein A-Pfad von x nach y existiert
min{k ∈ N| ∃A-Pfad von x nach y der La¨nge k} sonst
heißt A-Abstand.
(iii) Es sei
Ex :
{ P(D) → P(X)
A 7→ {x} ∪ {y ∈ X| dA(x, y) <∞}
Ex(A) heißt Menge der von x aus unter A erreichbaren Punkte.
Anmerkung: In [4] wird die Menge Ex(A) mit xA bezeichnet.
Satz 1.3.4 Es sei x ∈ X und T ein Teilraum von X. A,B seien Teilmengen von D, wobei A
adjungiert sei. Dann ist Ex(A) ein Teilraum von X. Fu¨r alle t ∈ T ist T = Et(DT ).
Ist X ein endlicher Raum, so ist Ex(B) ein Teilraum von X und Ex(B) = Ex(B ∪Bad).
Definition 1.3.5 Es sei x ∈ X und T ein Teilraum von X. Dann heißt {x‖T} := Ex(DT )
der zu T parallele Teilraum durch x.
Satz 1.3.6 Es seien x, y ∈ X und T ein Teilraum von X. Dann gilt:
(i) Ex(DT )‖T
(ii) Ex(DT ) ∩ Ey(DT ) 6= ∅ ⇒ Ex(DT ) = Ey(DT )
Definition 1.3.7 Ein Teilraum T von X heißt normal in X oder Normalteiler von X (in
Zeichen T X), wenn gilt:
∀ s, t ∈ T ∀x ∈ X ∃ y ∈ {x ‖T} : 〈s, x〉 = 〈t, y〉
Beispiele:
1. Die trivialen Teilra¨ume von X sind stets normal in X.
2. Man kann sich leicht u¨berlegen, daß jede Faser eines Gruppenfaserraumes u¨ber einer Gruppe
ein Normalteiler des Gruppenfaserraumes ist.
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Satz 1.3.8 (vgl. [7], §3 (6))
Es sei G eine Gruppe und H eine Untergruppe von G. Dann gilt:
∀x ∈ G : xH = {x‖H} < F (G)
und
∀T < F (G) : 1GT < G
Außerdem gilt:
H G ⇐⇒ ∀ g ∈ G : {g‖H} F (G)
Lemma 1.3.9 Es sei x ∈ X und S, T ∈ Tx(X) mit T X. Dann ist S ∩ T ein Normalteiler
von S.
Lemma 1.3.10 Es seien S, T ∈ T (X) mit S < T . Dann gilt:
∀x ∈ X : {x‖S} < {x‖T}
Ist S normal in T , so folgt:
∀x ∈ X : {x‖S} {x‖T}
Anmerkung: Das Lemma 1.3.10 folgt aus Satz 1.3.4 und [7], §3 (4).
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1.4 Morphismen und Faktorra¨ume
Den Kern dieses Abschnitts bilden die Faktorra¨ume. Ein Faktorraum eines Raumes X entsteht
durch das Teilen von X durch einen seiner Teilra¨ume. Ist X schiefaffin, so ist auch der Faktor-
raum schiefaffin. Im zweiten Teil betrachten wir zuna¨chst die Fortsetzung eines Morphismus auf
die Menge der Richtungen und definieren damit Homomorphismen. Der Homomorphiesatz und
die Isomorphiesa¨tze der schiefaffinen Geometrie werden im letzten Abschnitt bereitgestellt.
Definition 1.4.1 Es sei (X ′, 〈〉′, D′) ein schiefaffiner Raum. Die Abbildung ϕ : X → X ′ heißt
Morphismus, wenn gilt:
∀ (x, y), (u, v) ∈ X(2) mit 〈x, y〉 = 〈u, v〉 : 〈ϕ(x), ϕ(y)〉′ = 〈ϕ(u), ϕ(v)〉′
Ein Morphismus ϕ heißt Isomorphismus, wenn gilt:
ϕ ist bijektiv und ϕ−1 ist ein Morphismus.
Die Ra¨ume X und X ′ heißen isomorph zueinander, in Zeichen X ∼= X ′, falls ein Isomorphismus
von X nach X ′ existiert.
Definition 1.4.2 (vgl. auch [7], §2 (7))
Es sei T ein Teilraum von X. Setze:
X
/
T := {{x‖T}|x ∈ X}
D(X/
T
) := {〈{x‖T}, {y‖T}〉′| x, y ∈ X} mit
〈{x‖T}, {y‖T}〉′ = {d ∈ D| ∃x′ ∈ {x‖T} ∃ y′ ∈ {y‖T} : d = 〈x′, y′〉}
〈〉′ :=

(
X
/
T
)2 → D(X/
T
)
({x‖T}, {y‖T}) 7→ 〈{x‖T}, {y‖T}〉′
Dann heißt
(
X
/
T , 〈〉′, D(X/
T
)) Faktorraum von X nach T . Die Abbildung
piT :
{
X → X
/
T
x 7→ {x‖T}
heißt kanonische Projektion von X auf X
/
T .
Satz 1.4.3 Es sei T ein Teilraum von X und piT die kanonische Projektion von X auf X
/
T .
Dann gilt:
Der Faktorraum X
/
T ist schiefaffin.
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Satz 1.4.4 (vgl. [7], §2 (9))
Es sei (X, 〈〉, D) ein schiefaffiner Raum und T ein Teilraum von X. Dann ist die kanonische
Projektion piT ein surjektiver Morphismus.
Beispiel: Es sei G eine Gruppe und GF (G) ein Gruppenfaserraum u¨ber G und T eine Faser
von GF (G). pi sei die zugeho¨rige surjektive Abbildung von GF (G) auf G. Desweiteren sei F (G)
der spezielle Gruppenraum u¨ber G. Dann ist offenbar GF (G) geteilt durch T isomorph zu F (G).
Ein Isomorphismus ist etwa
f :
{
GF (G)
/
T → F (G)
{x‖T} 7→ (1G, pi(x))
Satz 1.4.5 ([7], §3 (6))
Es sei G eine Gruppe, N ein Normalteiler von G und g ∈ G. Dann gilt:
F
(
G
/
N
) ∼= F (G)/N ∼= F (G)/{g‖N}
Lemma 1.4.6 (vgl. [11], Satz 5.1 (2))
Es sei T ein Teilraum von X, der x0 ∈ X entha¨lt. U¯ sei ein Teilraum von X
/
T , der T entha¨lt.
Dann gilt:
∃ 1 U ∈ Tx0(X) : U¯ = U
/
T
Lemma 1.4.7 (vgl. [7], §4 (7))
Es seien Uund T Teilra¨ume von X mit T < U , außerdem sei T Normalteiler von X. Dann gilt:
U
/
T 
X
/
T ⇔ U X
Bemerkung: Es sei (X ′, 〈〉′, D′) ein schiefaffiner Raum und m : X → X ′ ein Morphismus.
Dann existiert eine eindeutig bestimmte Fortsetzung von m auf die Menge der Richtungen von
X. Auch sie werde im folgenden mit m bezeichnet. Es ist m(〈x, y〉) = 〈m(x),m(y)〉′ fu¨r x, y ∈ X.
Die Fortsetzung ist wohldefiniert, da m ein Morphismus ist.
Definition 1.4.8 Ein Morphismus ϕ heißt Homomorphismus, falls
∀ (x, y) ∈ X2 : ϕ(x2y) = ϕ(x)2ϕ(y)
Satz 1.4.9 Homomorphiesatz (vgl. [11], Satz 5.5)
Es seien X und Y schiefaffine Ra¨ume und f : X → Y ein surjektiver Homomorphismus. Dann
gilt:
∃N X : f(X) ∼= X
/
N
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Satz 1.4.10 1. Isomorphiesatz (vgl. [7], §5 (3))
Es seien S und T Teilra¨ume von X, deren Schnitt nichtleer ist. Desweiteren sei T normal in X.
Dann gilt:
S
/
S ∩ T ∼= [S, T ]
/
T
Satz 1.4.11 2. Isomorphiesatz (vgl. [11], Satz 5.7)
Es seien S und T Teilra¨ume von X mit S ⊂ T . Dann gilt:
X
/
T
∼=
X
/
S
/
T
/
S
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Kapitel 2
Die PGM-Aussage
Im ersten Abschnitt betrachten wir abelsche schiefaffine Ra¨ume. Ein Raum heißt abelsch, wenn
je drei Punkte die Parallelogramm-Schließungsaussage (kurz PGM-Aussage) erfu¨llen. Im folgen-
den Abschnitt werden verwandte Schließungsaussagen definiert. U¨ber diese la¨ßt sich die Ver-
tauschbarkeit von Richtungen einfu¨hren. Man gelangt zu einer a¨quivalenten Charakterisierung
abelscher schiefaffiner Ra¨ume (vgl. Satz 2.2.7).
Diejenigen Richtungen eines schiefaffinen Raumes, die mit allen anderen vertauschbar sind,
erzeugen eine Parallelklasse von Teilra¨umen. Jeder dieser Teilra¨ume wird als Zentrum bezeichnet.
Die Eigenschaften solcher Zentren werden im dritten Abschnitt beschrieben.
Im letzten Abschnitt werden Teilra¨ume gekennzeichnet, die a¨hnliche Eigenschaften besitzen wie
die Kommutatorgruppe einer Gruppe. So ist beispielsweise ein Faktorraum eines schiefaffinen
Raumes abelsch, wenn er durch Teilen durch einen Teilraum gebildet wird, der einen Kommu-
tatorraum entha¨lt (vgl. Satz 2.4.6). Auch zu diesen Kommutatorra¨umen gelangt man durch die
Analyse der Auswirkungen der PGM-Aussage in einem schiefaffinen Raum. Hier betrachtet man
auch diejenigen Tripel von Punkten, zu denen kein vierter Parallelogrammpunkt existiert.
Im folgenden wird in dieser Arbeit an einigen Stellen auf Definitionen und Sa¨tze der Gruppen-
theorie hingewiesen. Referenzen hierfu¨r sind [8] und [9].
2.1 Abelsche Ra¨ume
Dieser Abschnitt entstammt [5], Kap.10. Als weitere Quelle ist dort [7] angegeben.
Definition 2.1.1 (vgl. auch [4], III §4 (1))
Es sei X ein schiefaffiner Raum und x, y, z ∈ X.
Pgm(x, y, z) :⇔ ∃w ∈ X : 〈x, y〉 = 〈z, w〉 und 〈x, z〉 = 〈y, w〉
(Parallelogramm-Schließungsaussage)
X heißt abelsch, falls alle x, y, z ∈ X die PGM-Aussage erfu¨llen.
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Bemerkung 2.1.2 Ein schiefaffiner Raum X ist abelsch, wenn fu¨r alle x, y, z ∈ X mit x, y, z
paarweise verschieden Pgm(x, y, z) gilt. Die u¨brigen Fa¨lle sind trivialerweise erfu¨llt, denn:
(i) Fu¨r x = y und z 6= x setze w := z.
(ii) Fu¨r x = z und y 6= x setze w := y.
(iii) Fu¨r x = y = z setze w := x.
Beispiele:
1. Jede Gerade von X ist abelsch.
2. Es sei T ein abelscher Teilraum von X. Man u¨berlegt sich leicht, daß fu¨r alle x ∈ X auch
{x‖T} abelsch ist.
Satz 2.1.3 (vgl. auch [3], Satz 3.4)
Es sei G eine Gruppe und F (G) der spezielle Gruppenraum u¨ber G. Dann gilt: G ist genau dann
abelsch, wenn F (G) abelsch ist.
Satz 2.1.4 Es sei (X, 〈〉, D) abelsch und T ein Teilraum von X. Dann sind T und X
/
T
abelsch.
Satz 2.1.5 Es sei (X, 〈〉, D) ein abelscher Raum und T ein Teilraum von X. Dann ist T ein
Normalteiler von X.
2.2 Vertauschbarkeit von Richtungen
In diesem Abschnitt wird zuna¨chst die PGM-Aussage erweitert und damit die Vertauschbarkeit
von Richtungen eingefu¨hrt.
Definition 2.2.1 Es sei x ∈ X, d ∈ D, D′ ⊂ D und X ′ ⊂ X.
(i) X erfu¨llt die Schließungsaussage Pgm(x, d), wenn gilt:
∀ y ∈ x2d\{d} ∀ e ∈ D ∀ z ∈ x2e\{e} : Pgm(x, y, z)
(ii) X erfu¨llt die Schließungsaussage Pgm(X ′, d), wenn gilt:
∀x′ ∈ X ′ : X erfu¨llt Pgm(x′, d)
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(iii) X erfu¨llt die Schließungsaussage Pgm(x,D′), wenn gilt:
∀ d′ ∈ D′ : X erfu¨llt Pgm(x, d′)
(iv) X erfu¨llt die Schließungsaussage Pgm(X ′, D′), wenn gilt:
∀x′ ∈ X ′ : X erfu¨llt Pgm(x′, D′)
Lemma 2.2.2 Es sei x ∈ X, und es existiere eine Richtung d ∈ D, so daß X die Schließungs-
aussage Pgm(x, d) erfu¨llt ist. Dann gilt:
X erfu¨llt Pgm(X, d)
Beweis: Es sei a ∈ X. Dann ist zu zeigen: X erfu¨llt Pgm(a, d). Nach Bemerkung 2.1.2 genu¨gt
es zu zeigen:
Fu¨r e ∈ D und b ∈ a2d\{a, d}, c ∈ a2e\{a, b, e} : Pgm(a, b, c)
Da X transitiv ist, gilt:
∃ y ∈ x2d\{x, d} : 〈a, b〉 = 〈x, y〉
Mit Sim2(a, b, c;x, y) folgt:
∃ z ∈ X : 〈a, c〉 = 〈x, z〉 und 〈b, c〉 = 〈y, z〉
Mit Pgm(x, y, z) folgt:
∃w ∈ X : 〈x, y〉 = 〈z, w〉 und 〈x, z〉 = 〈y, w〉
Mit Sim2(y, z, w; b, c) folgt:
∃ a′ ∈ X : 〈y, w〉 = 〈b, a′〉 und 〈z, w〉 = 〈c, a′〉
Insgesamt folgt die Behauptung. 2
Aus Lemma 2.2.2 folgt direkt:
Lemma 2.2.3 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x ∈ X. Dann gilt:
Pgm(x,D) ⇔ Pgm(X,D)
Definition 2.2.4 Es sei (X, 〈〉, D) ein schiefaffiner Raum, d ∈ D und x ∈ X. Die Richtung
d ist in X mit allen Richtungen e ∈ D vertauschbar, falls X die Schließungsaussage Pgm(x, d)
erfu¨llt.
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Bemerkung 2.2.5 Die Eckenrichtung eines schiefaffinen Raumes X ist eindeutig bestimmt,
d.h. fu¨r x ∈ X ist 〈x, x〉 die Eckenrichtung von X. Es gilt: Die Eckenrichtung ist mit allen
Richtungen d ∈ D vertauschbar. Betrachte dazu y ∈ x2〈x, x〉 \{〈x, x〉} und z ∈ x2d\{d}.
Dann ist y = x und mit Bemerkung 2.1.2 (ii), (iii) folgt, daß Pgm(x, 〈x, x〉) erfu¨llt ist. Die
gruppentheoretische Analogie dieser Aussage ist, daß das Einselement einer Gruppe mit jedem
Element der Gruppe vertauschbar ist.
Lemma 2.2.6 Es sei DZ die Menge der Richtungen von X, die mit allen anderen vertauschbar
sind. Dann gilt:
DZ = DadZ
Beweis: Es sei x ∈ X. X erfu¨llt fu¨r alle dZ ∈ DZ die Aussagen Pgm(X, dZ). Nach Lemma
2.2.2 und Bemerkung 2.2.5 genu¨gt es zu zeigen, daß X fu¨r alle dZ ∈ DZ \{〈x, x〉} die Aussa-
ge Pgm(x, dadZ ) erfu¨llt. Es sei also y ∈ X mit 〈x, y〉 = dZ . Desweiteren sei (x′, y′) ∈ X(2) mit
〈x′, y′〉 = dadZ , und es sei z′ ∈ X\{x′, y′}. Nach Voraussetzung gilt:
〈y′, x′〉 = 〈x, y〉 = dZ und 〈x′, y′〉 = 〈y, x〉
Mit Sim2(y′, x′, z′;x, y) folgt:
∃ z ∈ X : 〈y′, z′〉 = 〈x, z〉 und 〈x′, z′〉 = 〈y, z〉
Mit Pgm(x, y, z) folgt:
∃w ∈ X : 〈x, y〉 = 〈z, w〉 und 〈x, z〉 = 〈y, w〉
Mit Sim2(y, w, z; y′, z′) folgt:
∃w′ ∈ X : 〈y, z〉 = 〈y′, w′〉 und 〈w, z〉 = 〈z′, w′〉
Insgesamt ist 〈x′, y′〉 = 〈z′, w′〉 und 〈x′, z′〉 = 〈y′, w′〉. 2
Mit 2.2.3 ergibt sich folgende Charakterisierung abelscher Ra¨ume:
Satz 2.2.7 Es sei (X, 〈〉, D) ein schiefaffiner Raum. Dann sind folgende Aussagen a¨quivalent.
(i) X ist abelsch.
(ii) X erfu¨llt die Schließungsaussage Pgm(x,D) fu¨r ein x ∈ X und damit fu¨r alle x ∈ X.
(iii) Jede Richtung d ∈ D ist mit allen Richtungen e ∈ D vertauschbar.
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2.3 Zentren
Nach Lemma 2.2.6 ist die Menge DZ der Richtungen von X, die mit allen anderen vertauschbar
sind, gleich der Menge ihrer adjungierten Richtungen. Außerdem ist sie nichtleer, da sie die
Eckenrichtung entha¨lt. Nach Satz 1.3.4 und Satz 1.3.6 fu¨hrt DZ daher zu einer Parallelklasse
von Teilra¨umen von X:
Definition 2.3.1 Es sei x0 ∈ X und DZ die Menge der Richtungen von X, die mit allen
anderen vertauschbar sind. Dann heißt
Zentrumx0(X) := Zx0(X) := Ex0(DZ)
das Zentrum von X durch x0.
Hilfssatz 2.3.2 Es sei (X, 〈〉, D) = F (G) der spezielle Gruppenraum u¨ber einer Gruppe
G. Desweiteren seien g, h, i, u, v, w ∈ F (G) mit 〈g, h〉 = 〈u, v〉 und 〈h, i〉 = 〈v, w〉. Dann gilt:
〈g, i〉 = 〈u,w〉
Beweis: Nach Voraussetzung ist g−1h = u−1v und h−1i = v−1w. Daher ist g−1i = u−1w und
damit folgt die Behauptung.
Satz 2.3.3 Es sei (X, 〈〉, D) = F (G) der spezielle Gruppenraum u¨ber einer Gruppe G und
Z := E1G(DZ) das Zentrum von X durch 1G. Desweiteren sei Z
′ das Zentrum der Gruppe G.
Dann ist Z = Z ′.
Beweis:
”⊃“: Es sei z ∈ Z
′. Dann ist nach Definition 〈1G, z〉 = (1G, z). Es sei g ∈ G. Dann gilt:
〈1G, g〉 = 〈z, zg〉 = (1G, g)
Da z ∈ Z ′ ist, gilt:
〈g, zg〉 = (1G, g−1zg) = (1G, z)
Also ist Pgm(1G, g, z) erfu¨llt, und damit folgt die Behauptung.
”⊂“: Es sei z ∈ Z. Dann ist zu zeigen:
∀ g ∈ G : gz = zg
Es sei g ∈ G. Da z ∈ Z ist, existiert ein DZ-Pfad von 1G nach z, etwa
∃w0, . . . , wn ∈ Z mit w0 = 1G und wn = z : 〈wi−1, wi〉 ∈ DZ fu¨r i = 1, . . . , n
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Es gilt Pgm(1G, w1, g), etwa mit g1 ∈ X. Fortgesetzt erha¨lt man Pgm(wi, wi+1, gi) mit
gi+1 ∈ X fu¨r i = 1, . . . , n− 1. Mit Hilfssatz 2.3.2 folgt Pgm(1G, z, g). Daher gilt:
∃w ∈ X : 〈1G, z〉 = 〈g, w〉 und 〈1G, g〉 = 〈z, w〉
Somit ist z = g−1w und g = z−1w, und es ist gz = zg. Diese Aussage gilt fu¨r alle g ∈ G;
damit ist z ein Element des Zentrums Z ′ von G. 2
Das Zentrum einer Gruppe G ist ein Normalteiler von G. Entsprechend gilt in der schiefaffinen
Geometrie:
Satz 2.3.4 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X. Dann ist Zx0(X) ein Nor-
malteiler von X.
Beweis: Seien z1, z2 ∈ Zx0(X) und x ∈ X. Dann ist zu zeigen:
∃ y ∈ {x‖Zx0(X)} : 〈z1, x〉 = 〈z2, y〉
Da z1, z2 ∈ Ex0(DZ) sind, existiert ein DZ-Pfad von z1 nach z2:
∃w0, . . . , wn ∈ Zx0(X) mit w0 = z1 und wn = z2 : 〈wi−1, wi〉 ∈ DZ fu¨r i = 1, . . . , n
Mit Pgm(w0, w1, x) folgt:
∃x1 ∈ X : 〈w0, w1〉 = 〈x, x1〉 und 〈w0, x〉 = 〈w1, x1〉
Also ist x1 ∈ {x‖Zx0(X)} = Zx(X). Sukzessiv ergibt sich:
∃xi ∈ {x‖Zx0(X)} : 〈wi−1, wi〉 = 〈xi−1, xi〉 und 〈wi−1, xi−1〉 = 〈wi, xi〉
Insgesamt ergibt sich, daß ein xn ∈ {x‖Zx0(X)} existiert mit 〈z1, x〉 = 〈z2, xn〉. 2
Bemerkung 2.3.5 Offenbar ist ein Zentrum eines abelschen Raumes immer abelsch. Ein
Zentrum eines beliebigen schiefaffinen Raumes ist trivialerweise abelsch, wenn es einelementig
ist, und auch dann, wenn es eine Gerade ist (vgl. Beispiel in 2.1). Im Gruppenfaserraum u¨ber
der Gruppe S3 ist beispielsweise jede Faser ein abelsches Zentrum.
Ein Zentrum eines beliebigen schiefaffinen Raumes ist im allgemeinen jedoch nicht abelsch:
Es sei (X, 〈〉, D) ein schiefaffiner Raum, der nicht abelsch ist. Der Raum 2X soll wie in [5]
gebildet werden. Dabei sei Y eine Kopie von X mit 〈〉Y := 〈〉 und 2X = X∪˙Y . Desweiteren sei
D2X = D∪˙{d¯} und
〈〉2X := 〈〉′ :

(X∪˙Y )2 → D2X
(u, v) 7→
{ 〈u, v〉 falls u, v ∈ X oder u, v ∈ Y
d¯ sonst
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Der Raum 2X ist ebenfalls nicht abelsch, da er den Raum X als Teilraum entha¨lt.
Behauptung: Fu¨r alle x ∈ X ist das Zentrum von 2X durch x gleich 2X.
Beweis: Zuna¨chst wird gezeigt, daß die Richtung d¯ ∈ D2X mit allen Richtungen e ∈ D2X
vertauschbar ist:
Es seien x, y ∈ 2X mit 〈x, y〉′ = d¯. Dann gilt
x ∈ X ∧ y ∈ Y oder x ∈ Y ∧ y ∈ X
Ohne Beschra¨nkung der Allgemeinheit sei x ∈ X. Desweiteren sei e ∈ D2X und
z ∈ x2e\{e}.
(i) z ∈ X
Dann ist die Richtung 〈x, z〉′ ∈ DX und fu¨r alle z′ ∈ y2〈x, z〉′\{〈x, z〉} gilt:
z′ ∈ Y und 〈x, y〉′ = 〈z, z′〉′
Denn nach Voraussetzung gilt fu¨r alle a ∈ X und fu¨r alle b ∈ Y : 〈a, b〉 = d¯.
Also ist Pgm(x, y, z) erfu¨llt.
(ii) z ∈ Y
Dann ist 〈x, z〉′ = 〈x, y〉′ = d¯. Fu¨r alle x′ ∈ X gilt ebenfalls 〈z, x′〉′ = 〈y, x′〉′ =
d¯. Deshalb ist Pgm(x, y, z) wieder erfu¨llt.
Also ist d¯ mit allen Richtungen e ∈ D2X vertauschbar und ist in der Menge aller vertauschbaren
Richtungen von 2X enthalten. Offensichtlich gilt nun
Ex(d¯) ⊂ Ex
(
DZ(2X)
)
= Zx(2X)
Fu¨r alle y ∈ Y ist (x, y) ein d¯-Pfad von x nach y. Fu¨r alle x′ ∈ X ist (x, y, x′) ein d¯-Pfad von x
nach x′. Daher ist Ex{d¯} = 2X und damit
Zx(2X) = 2X
Somit ist ein Zentrum von 2X nicht abelsch, denn 2X ist nicht abelsch. 2
Das Zentrum eines schiefaffinen Raumes ist abelsch, wenn der Raum zusa¨tzlich dem folgenden
Axiom genu¨gt:
Definition 2.3.6 Es sei (X, 〈〉, D) ein schiefaffiner Raum. X genu¨gt dem Axiom (d), wenn
gilt:
Es seien x1, . . . , x6 ∈ X mit x1, x2, x3 paarweise verschieden und
〈x1, x4〉 = 〈x2, x5〉 = 〈x3, x6〉
Dann gilt:
(〈x1, x2〉 = 〈x4, x5〉 ∧ 〈x2, x3〉 = 〈x5, x6〉) ⇒ 〈x1, x3〉 = 〈x4, x6〉
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Anmerkung: Das Axiom (d) wird im dieser Form in [6] formuliert.
Satz 2.3.7 Es sei (X, 〈〉, D) ein schiefaffiner Raum, der (d) erfu¨llt und x0 ∈ X. Dann gilt:
Zx0(X) ist abelsch.
Beweis: Es sei x0 ∈ X. Nach Definition ist Zx0(X) = Ex0(DZ). Nach Satz 2.2.7 genu¨gt es zu
zeigen, daß fu¨r y, z ∈ Zx0(X)\{x0} mit y 6= z Pgm(x0, y, z) erfu¨llt ist. Es seien also y, z ∈ Zx0(X)
mit x0, y, z paarweise verschieden. Dann existiert ein minimaler DZ-Pfad von x0 nach z, etwa
(z0, . . . , zl) mit
z0, . . . , zl ∈ Ex0(DZ) mit z0 = x0 und zl = z und 〈zj−1, zj〉 ∈ DZ fu¨r j = 1, . . . , l
Fu¨r j = 1, . . . , l konstruiere man sukzessiv:
Pgm(z0, z1, y) ⇒
(1) ∃w1 ∈ EZ(x0) : 〈z0, z1〉 = 〈y, w1〉 und 〈z0, y〉 = 〈z1, w1〉
Pgm(z1, z2, w1) ⇒
(2) ∃w2 ∈ EZ(x0) : 〈z1, z2〉 = 〈w1, w2〉 und 〈z1, w1〉 = 〈z2, w2〉
...
Pgm(zj−1, zj , wj−1) ⇒
(j) ∃wj ∈ EZ(x0) : 〈zj−1, zj〉 = 〈wj−1, wj〉 und 〈zj−1, wj−1〉 = 〈zj , wj〉
...
Pgm(zl−1, zl, wl−1) ⇒
(l) ∃wl ∈ EZ(x0) : 〈zl−1, zl〉 = 〈wl−1, wl〉 und 〈zl−1, wl−1〉 = 〈zl, wl〉
Aus Schritt (1) bis (l) folgt:
(∗) 〈x0, y〉 = 〈z, wl〉
Nach Konstruktion ist (y, w1, . . . , wl) ein DZ-Pfad von y nach wl. Nach Voraussetzung ist
(z0, . . . , zl) ein minimaler DZ-Pfad, daher ist x0 6= zi, x0 6= zi+1 und zi 6= zi+1 fu¨r i = 1, . . . , l−1.
Durch sukzessives Anwenden von (d) ergibt sich:
(1) d(x0, z1, z2, y, w1, w2) ⇒ 〈x0, z2〉 = 〈y, w2〉
(2) d(x0, z2, z3, y, w2, w3) ⇒ 〈x0, z3〉 = 〈y, w3〉
...
(l − 1) d(x0, zl−1, zl, y, wl−1, wl) ⇒ 〈x0, zl〉 = 〈y, wl〉
Es folgt :
(∗∗) 〈x0, z〉 = 〈y, wl〉
Mit (∗) und (∗∗) ergibt sich schließlich die Aussage Pgm(x0, y, z). 2
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2.4 Kommutatorra¨ume
Es sei (X, 〈〉, D) ein schiefaffiner Raum, der nicht abelsch ist. Dann existieren Punkte x, y, z ∈ X,
zu denen es keinen vierten Parallelogrammpunkt gibt. Das bedeutet, Pgm(x, y, z) gilt nicht. Es
seien d := 〈x, y〉 und e := 〈x, z〉, dann gilt:
(y2e) ∩ (z2d) = ∅
Weiter seien nun y′ ∈ y2e\{y, e} und z′ ∈ z2d\{z, d}. Dann schließt die Richtung 〈y′, z′〉 die
Konfiguration (x, y, z; y′, z′). Dasselbe gilt aus Symmetriegru¨nden auch fu¨r die Richtung 〈z′, y′〉.
Im allgemeinen gibt es mehr als eine schließende Richtung und deren adjungierte. Die folgende
Abbildung mo¨ge das oben dargestellte Problem verdeutlichen:
Jedem offenen Parallelogramm in X kann auf diese Weise schließende Richtungen zugeordnet
werden. Beschra¨nkt man sich mittels einer Auswahlfunktion auf jeweils eine schließende Rich-
tung, so erha¨lt man eine Teilmenge der Richtungsmenge. Drei Punkten, die die Parallelogramm-
Schließungsaussage erfu¨llen, wird die Eckenrichtung als schließende Richtung zugeordnet. U¨ber
diese Richtungsmengen werden Teilra¨ume definiert, die a¨hnliche Eigenschaften wie die Kom-
mutatorgruppe einer Gruppe besitzen. In einem schiefaffinen Raum fu¨hrt jede u¨ber die Aus-
wahlfunktion gewonnene Richtungsmenge zu einer Parallelklasse von Teilra¨umen von X, den
sogenannten Kommutatorra¨umen.
Definition 2.4.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum und
X(3) :=
{
(x, y, z) ∈ X3| (y2〈x, z〉) ∩ (z2〈x, y〉) = ∅}
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ΨX3 bezeichne die Menge der Auswahlfunktionen der Form
ψ :

X3 → D
(x, y, z) 7→

d falls (x, y, z) ∈ X(3) und ∃ y′ ∈ y2〈x, z〉\{y, 〈x, z〉}
∃ z′ ∈ z2〈x, y〉\{z, 〈x, y〉} : 〈y′, z′〉 = d
〈x, x〉 sonst
Das Bild ψ(x, y, z) heißt schließende Richtung von (x, y, z).
Es bezeichne
D(X) :=
{
ψ
(
X3
) ∣∣∣ ψ ∈ ΨX3}
das Mengensystem der schließenden Richtungen. Es sei C ∈ D(X) und x0 ∈ X, dann heißt
Ex0
(
C ∪ Cad
)
C-Kommutatorraum von X durch x0.
Es bezeichne
Kx0(X) :=
{
Ex0
(
C ∪ Cad
) ∣∣∣C ∈ D(X)}
das Mengensystem der Kommutatorra¨ume von X.
Bemerkung 2.4.2 Es sei (X, 〈〉, D) ein schiefaffiner Raum. Dann gilt:
(i) Es sei C ∈ D(X). Dann ist nach Bemerkung 2.1.2 die Eckenrichtung in C enthalten.
(ii) Kx0(X) ⊂ Tx0(X)
(iii) Ist X abelsch, so ist jeder Kommutatorraum von X einelementig.
(iv) Ist X endlich, x0 ∈ X und C ∈ D(X), so folgt mit Satz 1.3.4:
Ex0
(
C ∪ Cad
)
= Ex0(C)
(v) Ist (X, 〈〉, D) = F (G) fu¨r eine Gruppe G, so existieren zwar C,C ′ ∈ D(X) mit C 6= C ′;
C∪Cad = C ′∪C ′ad gilt jedoch immer. Damit ist in diesen Ra¨umen ein Kommutatorraum
durch einen festen Punkt eindeutig bestimmt.
Satz 2.4.3 Es sei (G, ·) eine Gruppe und F (G) der spezielle Gruppenraum u¨ber G. K sei
die Kommutatorgruppe von G und K ′ sei der Kommutatorraum von F (G) durch 1G. Dann ist
K = K ′.
Beweis: Ist G abelsch, so ist nach Satz 2.1.3 auch F (G) abelsch. Daher ist K = {1G} = K ′.
Es sei also G nicht abelsch. Fu¨r alle C ∈ D(F (G)) ist K ′ = E1G
(
C ∪ Cad
)
. Es sei C ∈ D(F (G)).
Nach Wahl von K ′ liegt 1G in K ′ ∩K.
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”⊃“:
Es sei x ∈ K ′\{1G}. In diesem Fall ist zu zeigen, daß x als endliches Produkt von Kommutatoren
aus G darstellbar ist. Nach Voraussetzung gibt es in F (G) einen C ∪ Cad-Pfad
(x0, . . . , xn) mit x0 = 1G und xn = x
Also ist 〈xi, xi+1〉 ∈ C ∪Cad fu¨r i = 1, . . . n− 1. Die Behauptung wird nun mittels vollsta¨ndiger
Induktion u¨ber n bewiesen:
n = 1: Dann ist x1 = x und 〈1G, x〉 = (1G, x) ∈ C ∪ Cad. Nach Bemerkung 2.4.2 (iv) ko¨nnen
wir ohne Beschra¨nkung der Allgemeinheit annehmen, daß (1G, x) ∈ C ist.
Also existieren u, v, w ∈ (F (G))(3) und v′ ∈ v2〈u,w〉\{v, 〈u,w〉} und w′ ∈ w2〈u,w〉\{w, 〈u,w〉}
mit
〈v′, w′〉 = (1G, x) oder 〈w′, v′〉 = (1G, x)
Nun sei 〈v′, w′〉 = (1G, v′−1w′) = (1G, x). Der andere Fall la¨ßt sich entsprechend beweisen. Nach
Wahl von v′, w′ gilt:
(1G, u−1v) = 〈u, v〉 = 〈w,w′〉 = (1G, w−1w′)
und
(1G, u−1w) = 〈u,w〉 = 〈v, v′〉 = (1G, v−1v′)
Damit sind
u−1v = w−1w′ und u−1w = v−1v′ (2.1)
Da in einer Gruppe gerechnet wird, gilt immer:
u−1vv−1v′v′−1w′ = u−1ww−1w′
Wegen (2.1) ist diese Gleichung a¨quivalent zu
u−1vv−1v′v′−1w′ = v−1v′u−1v′
Es gilt also:
v′−1w′ = x =
(
v−1v′
)−1 (
u−1v
)−1 (
v−1v′
) (
u−1v
) ∈ K
n→ n+1: Nach Induktionsvoraussetzung ist x = xn ∈ K. Desweiteren ist 〈xn, xn+1〉 ∈ C∪Cad.
Entsprechend der Induktionsverankerung ist nun x−1n xn+1 ∈ K und damit nach Induktions-
voraussetzung auch xnx−1n xn+1 = xn+1 ∈ K.
”⊂“:
Es sei x ∈ K\{1G}. In diesem Fall ist zu zeigen, daß es in F (G) einen C ∪Cad-Pfad (x0, . . . xn)
von 1G nach x gibt. Nach Voraussetzung ist x darstellbar als endliches Produkt
∏m
i=1 yi mit
yi ∈ {[g, h]| g, h ∈ G}. Die Behauptung wird wieder mittels vollsta¨ndiger Induktion bewiesen:
m = 1 : Dann existieren g, h ∈ G mit x = h−1g−1hg 6= 1G. Betrachte das Tripel (1G, g, h) in
(F (G))3: Angenommen, Pgm(1G, g, h) ist erfu¨llt, dann existiert ein y ∈ F (G) mit 〈1G, g〉 = 〈h, y〉
und 〈1G, h〉 = 〈g, y〉. Dann ist aber g = h−1y und h = g−1y und demnach x = 1G.
Also ist (1G, g, h) eine offene Parallelogrammkonstellation in F (G). In diesem Fall existiert genau
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ein g′ ∈ g2〈1G, h〉\{g, 〈1G, h〉} und genau ein h′ ∈ h2〈1G, g〉\{h, 〈1G, g〉}, und es ist nun g′ 6= h′.
Fu¨r die entsprechenden Richtungen folgt:
(1G, g) = 〈1G, g〉 = 〈h, h′〉 = (1G, h−1h′)
und
(1G, h) = 〈1G, h〉 = 〈g, g′〉 = (1G, g−1g′)
Damit sind h′ = hg und g′ = gh. Die Richtung 〈g′, h′〉 schließt die Konstellation. Fu¨r jedes
C ∈ D(F (G)) gilt daher:
〈g′, h′〉 = (1G, h−1g−1hg) = (1G, x) ∈ C ∪ Cad
Damit ist x = x1 ∈ K ′.
m→ m+ 1 : Analog zum Induktionsschluß im ersten Teil folgt x = xm ∈ K ′. 2
Es sei G eine Gruppe und K die Kommutatorgruppe von G. Dann ist K ein Normalteiler von
G. Desweiteren sei N ein Normalteiler von G. Dann ist die Faktorgruppe von G nach N genau
dann abelsch, wenn K eine Untergruppe von N ist. Die geometrischen Entsprechungen dieser
Aussagen stellen die folgenden Sa¨tze dar.
Satz 2.4.4 Jeder Kommutatorraum von X ist Normalteiler von X.
Beweis: Es sei K ein Kommutatorraum von X. Dann gilt:
∃x0 ∈ X ∃C ∈ D(X) mit K = Ex0
(
C ∪ Cad
)
Es seien s, t ∈ K und x ∈ X. Dann ist zu zeigen, daß ein y ∈ {x‖K} existiert mit 〈s, x〉 = 〈t, y〉.
Ist Pgm(s, t, x) erfu¨llt, so ist nichts weiter zu zeigen. Gilt Pgm(s, t, x) nicht, so bedeutet dies:
(t2〈s, x〉) ∩ (x2〈s, t〉) = ∅
Daher gilt:
∃ t′ ∈ t2〈s, x〉 ∃x′ ∈ x2〈s, t〉 : 〈t′, x′〉 ∈ C oder 〈x′, t′〉 ∈ C
Ohne Beschra¨nkung der Allgemeinheit sei 〈x′, t′〉 ∈ C ⊂ DK . Es ist 〈x′, t′〉 ∈ D{x‖K}. Da
x′ ∈ {x‖K} ist, liegt t′ somit in {x‖K}. Insgesamt ist also 〈s, x〉 = 〈t, t′〉 und t′ ∈ {x‖K}. 2
Satz 2.4.5 Es sei K ein Kommutatorraum von X. Dann ist der Faktorraum X
/
K abelsch.
Beweis: Ist X abelsch, so folgt die Behauptung mit Satz 2.1.4. Es sei nun X nicht abelsch.
Nach Voraussetzung gilt:
∃x0 ∈ X ∃C ∈ D(X) : K = Ex0
(
C ∪ Cad
)
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Nach Bemerkung 2.1.2 genu¨gt es zu zeigen, daß fu¨r {x1‖K}, {x2‖K}, {x3‖K} ∈ X
/
K paarweise
verschieden die PGM-Aussage erfu¨llt ist. Es seien also {x1‖K}, {x2‖K}, {x3‖K} ∈ X
/
K paar-
weise verschieden.
Existieren x′1 ∈ {x1‖K}, x′2 ∈ {x2‖K} und x′3 ∈ {x3‖K}, fu¨r die Pgm(x′1, x′2, x′3) erfu¨llt ist,
so ist wegen Satz 1.4.4 Pgm({x′1‖K}, {x′2‖K}, {x′3‖K}). Das ist gleichbedeutend damit, daß
Pgm({x1‖K}, {x2‖K}, {x3‖K}) erfu¨llt ist.
Ist andererseits fu¨r alle x′1 ∈ {x1‖K}, x′2 ∈ {x2‖K} und x′3 ∈ {x3‖K}:
(x′22〈x′1, x′3〉) ∩ (x′32〈x′1, x′2〉) = ∅
Dann folgt:
∃x′′2 ∈ x′22〈x′1, x′3〉 ∃x′′3 ∈ x′32〈x′1, x′2〉 : 〈x′′2, x′′3〉 ∈ C oder 〈x′′3, x′′2〉 ∈ C
Also ist Pgm({x1‖K}, {x2‖K}, {x3‖K}) erfu¨llt. 2
Satz 2.4.6 Es sei x0 ∈ X. Desweiteren seien K ∈ Kx0(X) und T ∈ Tx0(X) mit T ⊃ K. Dann
ist der Faktorraum X
/
T abelsch.
Beweis: Ist X abelsch, so folgt mit Satz 2.1.4 die Behauptung. Es sei nun X nicht abelsch.
Nach Voraussetzung existieren x0 ∈ X und C ∈ D(X) mit K = Ex0(C ∪ Cad). Da K ⊂ T < X
gilt, ist auch K < T . Also ist DT ⊃ DK und daher auch DT ⊃ C. Analog zum Beweis von Satz
2.4.5 folgt die Behauptung. 2
Satz 2.4.7 Es sei x0 ∈ X und T ein normaler Teilraum von X mit x0 ∈ T . Ist der Faktorraum
X
/
T abelsch, so gilt:
∃K ∈ Kx0(X) : K ⊂ T.
Beweis: Falls X abelsch ist, ist {x0} =: K ⊂ T . Es seien also x, y, z ∈ X paarweise verschieden
mit
(y2〈x, z〉) ∩ (z2〈x, y〉) = ∅
Sind die Teilra¨ume {x‖T}, {y‖T}, {z‖T} paarweise verschieden, so ergibt sich folgendes:
Da X
/
T abelsch ist, existiert ein {w‖T} ∈ X
/
T mit
〈{x‖T}, {y‖T}〉′ = 〈{z‖T}, {w‖T}〉′ und 〈{x‖T}, {z‖T}〉′ = 〈{y‖T}, {w‖T}〉′
Nach Lemma 1.3.10 sind die zu T parallelen Teilra¨ume normal, also folgt:
∃ y′, z′ ∈ {w‖T} : 〈x, z〉 = 〈y, y′〉 und 〈x, y〉 = 〈z, z′〉.
Außerdem ist 〈y′, z′〉 ∈ D{w‖T} = DT . Also ist die Richtung 〈y′, z′〉 ∈ DT fu¨r die Ausgangspunkte
x, y, z eine schließende Richtung. Stimmen zwei der Teilra¨ume {x‖T}, {y‖T} oder {z‖T} u¨berein,
so folgt direkt aus der Normalteilereigenschaft von T , daß es zu x, y, z eine in DT liegende
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schließende Richtung gibt. Liegen x, y, z sogar in {x‖T}, so ist offensichtlich jede schließende
Richtung in DT enthalten.
Insgesamt existiert daher eine Auswahlfunktion ψ ∈ ΨX3 mit
C := ψ
(
X3
) ⊂ DT
Damit ergibt sich der Kommutatorraum K := Ex0
(
C ∪ Cad
)
mit K ⊂ T , da C ⊂ DT . 2
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Kapitel 3
Normalreihen
In diesem Kapitel werden zuna¨chst beliebige Normalreihen und Verfeinerungen von Normalrei-
hen in schiefaffinen Ra¨umen entsprechend [7] eingefu¨hrt. In [7] sind viele geometrische Analogien
zu den Eigenschaften von Normalreihen einer Gruppe zu finden; hier werden nur diejenigen zi-
tiert, die im folgenden benutzt werden: U¨ber einen Isomorphiebegriff fu¨r Normalreihen gelangt
man zu einer geometrischen Version des Verfeinerungssatzes von Schreier in beliebigen schiefaffi-
nen Ra¨umen. Außerdem ist jede Verfeinerung einer abelschen Normalreihe wieder eine abelsche
Normalreihe. Es ist auch in der schiefaffinen Geometrie mo¨glich, die Existenz einer abelschen
Normalreihe in einem schiefaffinen Raum im Zusammenhang mit ho¨heren Kommutatorra¨umen
zu sehen (vgl. Satz 3.0.5). Ho¨here Kommutatorra¨ume erha¨lt man wie bei einer Gruppe durch
die Iteration der Kommutatorraumbildung.
Im zweiten Teil dieses Kapitels wird der Begriff der Zentralreihe in die Geometrie u¨bertragen.
Man unterscheidet zuna¨chst Zentralreihen und Kommutatorreihen in schiefaffinen Ra¨umen. Satz
3.2.9 zeigt, daß jede Kommutatorreihe eine Zentralreihe ist. Gelten in einem schiefaffinen Raum
zusa¨tzliche Bedingungen, so ist auch die Umkehrung dieses Satzes richtig.
Definition 3.0.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X. Fu¨r i = 1, . . . , n seien
Ti ∈ Tx0(X) mit T1 := X und Tn := {x0}. Ist Ti+1  Ti fu¨r i = 1, . . . , n− 1, so heißt
X = T1  T2  . . . Tn = {x0}
Normalreihe der La¨nge n− 1 von X.
Fu¨r i = 1, . . . , n−1 heißen die Faktorra¨ume Ti
/
Ti+1
Faktoren der Normalreihe. Sind alle Faktoren
einer Normalreihe abelsch, so heißt die Normalreihe abelsch.
Eine Normalreihe S1  . . . Sm von X heißt Verfeinerung von T1  . . . Tn, wenn gilt:
∀ i ∈ {1, . . . , n} ∃ j ∈ {1, . . . ,m} : Ti = Sj
Zwei Normalreihen T1  . . .  Tn und S1  . . .  Sm heißen isomorph, falls sie dieselbe La¨nge
haben, und es eine Permutation σ von {1, . . . , n} derart gibt, daß fu¨r alle i ∈ {1, . . . , n} gilt:
Ti
/
Ti+1
∼= Sσ(i)
/
Sσ(i)+1
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Satz 3.0.2 Verfeinerungssatz von Schreier (vgl. [7], §8 (2))
Es sei (X, 〈〉, D) ein schiefaffiner Raum. Dann gilt:
Je zwei Normalreihen von X besitzen isomorphe Verfeinerungen.
Satz 3.0.3 (vgl. [7], §7 (6))
Es sei (X, 〈〉, D) ein schiefaffiner Raum. Dann gilt:
Eine Verfeinerung einer abelschen Normalreihe ist abelsch.
Bemerkung 3.0.4 Aus Lemma 1.3.10 und dem Beispiel in Abschnitt 2.1 folgt, daß in ei-
nem schiefaffinen Raum eine parallelverschobene abelsche Normalreihe ebenfalls eine abelsche
Normalreihe ist.
Es werden im folgenden schiefaffiner Ra¨ume charakterisiert, die eine abelsche Normalreihe be-
sitzen. Dazu wird zuna¨chst die Kommutatorraumbildung iteriert:
Definition 3.0.5 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X.
Setze D1(X) := D(X) und K1x0(X) := Kx0(X). Desweiteren setze
Dn(X) :=
⋃
K∈Kn−1x0 (X)
D(K)
und
Knx0(X) :=
{
Ex0
(
C ∪ Cad
) ∣∣∣C ∈ Dn(X)}
Knx0(X) bezeichne das Mengensystem der n-ten Kommutatorra¨ume von X durch x0.
Satz 3.0.6 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X. Dann sind folgende Aussagen
a¨quivalent:
(i) X besitzt ein Normalreihe, deren Faktoren abelsch sind.
(ii) ∃n ∈ N : {x0} ∈ Knx0(X).
Beweis:
(ii) ⇒ (i): Es sei n ∈ IN mit Kn := {x0} ∈ Knx0(X). Dann gilt:
∃Kn−1 ∈ Kn−1x0 (X) : Kn ∈ K(Kn−1)
⇒ ∃Kn−2 ∈ Kn−2x0 (X) : Kn−1 ∈ K(Kn−2)
...
⇒ ∃K1 ∈ K1x0(X) : K2 ∈ K(K1)
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Mit Satz 2.4.4 folgt, daß fu¨r i ∈ {1, . . . , n− 1} Ki Normalteiler von Ki+1 und K1 Normalteiler
von X ist. Nach Satz 2.4.5 sind die Faktorra¨ume
X
/
K1
und Ki
/
Ki+1
fu¨r i ∈ {1, . . . , n− 1} abelsch. Insgesamt ist X K1 K2  . . .Kn−1  {x0} ist eine abelsche
Normalreihe von X.
(i) ⇒ (ii): Nach Voraussetzung existiert eine abelsche Normalreihe von X, etwa:
X = X1 X2  . . .Xn−1 Xn = {x0}
Fu¨r i ∈ {2, . . . , n} sind also die Faktorra¨ume Xi−1
/
Xi
abelsch. Nach Satz 2.4.7 existieren
Ki−1 ∈ Kx0(Xi−1) mit Ki−1 ist Teilraum von Xi. Die Faktorra¨ume Xi−1
/
Ki−1 sind dann eben-
falls abelsch. Mit dem 1. Isomorphiesatz (Satz 1.4.10) ergibt sich:
K1
/
K1 ∩K2 ∼=
[K1,K2]
/
K2
Es gilt:
[K1,K2]
/
K2
< X2
/
K2
Da X2
/
K2
abelsch ist,ist auch [K1,K2]
/
K2
abelsch, und es existiert nach Satz 2.4.7 ein K ′2 <
(K1 ∩K2) mit K ′2 ∈ Kx0(K1). Dann gilt aber auch:
K ′2 ∈ K2x0(X1)
Es ist K3X2 und K ′2 < X2. Wieder kann man mit dem 1. Isomorphiesatz schließen: Es existiert
ein K ′3 ∈ K ′2∩K3 mit K ′3 ∈ Kx0(K ′2), und es ist K ′3 ∈ K3x0(X1). Rekursives Anwenden der obigen
Schlu¨sse fu¨hrt schließlich zu
∃K ′n ∈ (K ′n−1 ∩Kn) : K ′n ∈ Kx0(K ′n−1)
Xn−1
/
{x0} ist abelsch, daher ist Kn = {x0} und {x0} = K
′
n ∈ Knx0(X1). 2
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3.1 Zentralreihe
In diesem Abschnitt wird der Begriff der Zentralreihe einer Gruppe in die schiefaffine Geometrie
u¨bertragen.
Eine Reihe
N1 > N2 > . . . > Nk
von Normalteilern einer Gruppe G heißt eine Zentralreihe, falls gilt
[Ni, G] < Ni+1 (3.1)
fu¨r i = 1, . . . , k − 1. Die Bedingung [Ni, G] < Ni+1 ist offenbar gleichwertig mit
Ni
/
Ni+1
< Zentrum
(
G
/
Ni+1
)
(3.2)
In einem schiefaffinen Raum X werden zuna¨chst Reihen von Normalteilern von X gekennzeich-
net, deren Glieder die Bedingung (3.2) erfu¨llen. Solche Reihen werden auch in der schiefaffinen
Geometrie als Zentralreihen bezeichnet. Erfu¨llen die Glieder Bedingung (3.1), so bezeichnet
man sie als Kommutatorreihen. Die folgenden Untersuchungen werden schließlich zeigen, daß
jede Kommutatorreihe eine Zentralreihe ist (vgl. Satz 3.2.9), daß die Umkehrung dieser Aussage
aber im allgemeinen nicht gilt.
In der Gruppentheorie werden die Glieder der aufsteigenden Zentralreihe u¨ber die Zentren be-
stimmter Faktorgruppen der Gruppe definiert; auf diese Weise gelangt man zu einer eindeu-
tig bestimmten Normalreihe. Nach Lemma 1.4.6 fu¨hrt eine entsprechende Konstruktion in der
schiefaffinen Geometrie ebenfalls zu einer eindeutig bestimmten Reihe.
Definition 3.1.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X.
(i) Z1(X) sei das Zentrum von X durch x0.
Setze Z0(X) := {x0} und fu¨r i = 1, 2, . . . sei Zi+1(X) ∈ T (X) mit
Zi+1(X)
/
Zi(X) = Zentrum Zi(X)
(
X
/
Zi(X)
)
Dann heißt {x0} = Z0(X) < Z1(X) < . . . aufsteigende Zentralreihe von X durch x0.
(ii) Fu¨r i = 1, . . . , k seien Ni Normalteiler von X, die x0 enthalten. Gilt fu¨r i = 1, . . . , k − 1
Ni+1
/
Ni
< ZentrumNi
(
X
/
Ni
)
so heißt N1 < N2 < . . . < Nk Zentralreihe von X.
Bemerkung: Jede Zentralreihe von X ist eine Normalreihe: Nach Definition sind die Glieder
der Zentralreihe Normalteiler von X. Da sie ineinander geschachtelt sind, ist insbesondere jedes
Glied im darauffolgenden normal.
Eine aufsteigende Zentralreihe, die nach endlich viele Gliedern abgebrochen wird, ist eine Zen-
tralreihe:
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Satz 3.1.2 Es sei x0 ∈ X und {x0} = Z0(X) < Z1(X) < . . . die aufsteigende Zentralreihe
von X durch x0. Dann ist fu¨r k ∈ N
{x0} = Z0(X) < Z1(X) < . . . < Zk(X)
eine Zentralreihe von X.
Beweis: Es sei x0 ∈ X und {x0} = Z0(X) < Z1(X) < . . . die aufsteigende Zentralreihe von X
durch x0. Zuna¨chst ist {x0} als trivialer Teilraum von X auch Normalteiler von X. Das Zentrum
eines schiefaffinen Raumes ist nach Satz 2.3.4 immer ein Normalteiler des Raumes, also ist
Z1(X)X und Zi+1(X)
/
Zi(X)
X
/
Zi(X)
Mit Lemma 1.4.7 folgt nun, daß alle u¨brigen Glieder der aufsteigenden Zentralreihe von X durch
x0 Normalteiler von X sind. Nach Definition ist daher
{x0} = Z0(X) < Z1(X) < . . . < Zk(X)
eine Zentralreihe von X. 2
Eine parallelverschobene Zentralreihe ist in einem schiefaffinen Raum ebenfalls eine Zentralreihe:
Satz 3.1.3 Es sei N1 < N2 < . . . < Nk eine Zentralreihe von X und x ∈ X. Dann gilt:
{x‖N1} < {x‖N2} < . . . < {x‖Nk}
ist eine Zentralreihe von X.
Beweis: Nach Lemma 1.3.10 ist fu¨r i = 1, . . . , k auch {y‖Ni} Normalteiler von X. Es bleibt
also zu zeigen, daß fu¨r i = 1, . . . , k − 1 gilt:
{x‖Ni+1}/{x‖Ni} < Zentrum {x‖Ni} (X/{x‖Ni})
Nach Voraussetzung ist
Ni+1
/
Ni
< ZentrumNi
(
X
/
Ni
)
Fu¨r {x‖Ni} ∈ X
/
Ni
gilt daher{
{x‖Ni}
∥∥∥Ni+1/Ni} < {{x‖Ni}∥∥∥ZentrumNi (X/Ni)}
und das ist a¨quivalent zu
{x‖Ni+1}/{x‖Ni} < Zentrum {x‖Ni} (X/Ni)
Es ist
X
/
Ni
= X
/
{x‖Ni}
Daher gilt:
Zentrum {x‖Ni}
(
X
/
Ni
)
= Zentrum {x‖Ni}
(
X
/
{x‖Ni}
)
Insgesamt folgt die Behauptung. 2
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3.2 Kommutatorreihe
Zuna¨chst u¨berlegen wir uns, wie der folgende gruppentheoretische Aspekt in die schiefaffine
Geometrie u¨bertragen werden kann:
Es sei G eine Gruppe und N ein Normalteiler von G. Dann ist
[N,G] := 〈{[n, g]|n ∈ N, g ∈ G}〉
das Erzeugnis der Kommutatoren der Form [n, g]. Offenbar ist [N,G] eine Unter-
gruppe von G und insbesondere ist [N,G] < N . Die Gruppe [G,G] stimmt mit der
Kommutatorgruppe von G u¨berein.
Es sei N Normalteiler eines schiefaffinen Raumes X und n,m ∈ N und x ∈ X. Zuna¨chst nehmen
wir an, daß (n,m, x) eine offene Parallelogramm-Konstellation ausX ist. Nach den Ausfu¨hrungen
aus Abschnitt 2.4 ist bekannt, daß es zu dieser Konstellation schließende Richtungen in DX gibt.
Da N ein normaler Teilraum von X ist, existiert ein y ∈ {x‖N} mit 〈n, x〉 = 〈m, y〉. Fu¨r alle
z ∈ x2〈n,m〉\{x, 〈n,m〉} ist 〈y, z〉 eine schließende Richtung zu (n,m, x), die in DN liegt.
Um einen von N und X erzeugten Kommutatorraum zu konstruieren, gehen wir wie bei den
Kommutatorra¨umen in Abschnitt 2.4 vor. Zu jeder offenen Parallelogramm-Konstellation wa¨hlen
wir mittels einer Auswahlfunktion eine schließende Richtung. Diese Auswahl sei nun insofern
eingeschra¨nkt, als daß wir nur schließende Richtungen aus DN zulassen. Einem Tripel (n,m, x) ∈
N2×X, das Pgm(n,m, x) erfu¨llt, wird die Eckenrichtung als schließende Richtung zugeordnet.
An dieser Stelle soll angemerkt werden, daß mo¨glicherweise auch weitere Ra¨ume als von N und X
erzeugte Kommutatorra¨ume in Frage kommen. Die Reduktion der Vielfalt ist vom geometrischen
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Standpunkt sicherlich nicht wu¨nschenswert. Andererseits soll hier eine mo¨glichst große Na¨he zur
Gruppentheorie erhalten bleiben: Betrachtet man die absteigende Zentralreihe einer Gruppe, so
ist diese offensichtlich eine absteigende Teilraumkette.
Wir halten also fest:
Lemma 3.2.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum, x0 ∈ X und N ein Normalteiler von
X, der x0 entha¨lt. Dann gilt:
Es existiert eine Auswahlfunktion ψ : N2×X → D, fu¨r die ψ (N2×X) ⊂ DN ist.
Definition 3.2.2 Es sei (X, 〈〉, D) ein schiefaffiner Raum, N Normalteiler von X und x0 ∈ X.
Setze
(
N2×X)∗ := (N2×X) ∩ (X(3)).
ΨN,X bezeichne die Menge aller Auswahlfunktionen der Form
ψ :

N2×X → DN
(n,m, x) 7→

d falls (n,m, x) ∈ (N2×X)∗ und ∃m′ ∈ m2〈n, x〉\{m, 〈n, x〉}
∃x′ ∈ x2〈n,m〉\{x, 〈n,m〉} : 〈m′, x′〉 = d
〈n, n〉 sonst
Es bezeichne
D(N,X) :=
{
ψ
(
N2×X) ∣∣∣ ψ ∈ ΨN,X}
das Mengensystem der schließenden Richtungen von (N,X). Zu C ∈ D(N,X) heiße
C −Kx0(N,X) := Ex0
(
C ∪ Cad
)
der von N und X erzeugte Kommutatorraum durch x0 bezu¨glich C.
Bemerkung 3.2.3 Da N (3) ⊂ (N2×X)∗ ist, gilt:
(i) Fu¨r alle C ∈ D(N,X) existiert eine Teilmenge C ′ ⊂ C, so daß gilt: C ′ ∈ D(N). Außerdem
liegt nach Bemerkung 2.1.2 fu¨r alle C ∈ D(N,X) die Eckenrichtung von N immer in C.
(ii) Ist X abelsch, so ist jeder von N und X erzeugte Kommutatorraum einelementig.
(iii) Es sei G eine Gruppe und (X, 〈〉, D) = F (G) der spezielle Gruppenraum u¨ber G. N sei ein
Normalteiler von X. Dann existiert genau ein von N und X erzeugter Kommutatorraum
durch 1G.
Satz 3.2.4 Es sei G eine Gruppe, N ein Normalteiler von G und F (G) der spezielle Grup-
penraum u¨ber G. Fu¨r alle C ∈ D(N,F (G)) ist dann [N,G] := 〈{[n, g]| n ∈ N, g ∈ G}〉 =
C −K1G(N,F (G)).
Beweis: Der Beweis verla¨uft analog zu dem von Satz 2.4.3.
2
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Definition 3.2.5 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X.
(i) Fu¨r i = 1, . . . , k sei Ni Normalteiler von X mit x0 ∈ Ni und N1 = X. Desweiteren sei
Ni > Ni+1 fu¨r i = 1, . . . , k − 1 und
∃Ci ∈ D(Ni, X) : Ci −Kx0(Ni, X) < Ni+1 fu¨r i = 1, . . . , k − 1
Dann heißt N1 > N2 > . . . > Nk Kommutatorreihe von X.
(ii) Es sei K1 := X und K2 ∈ Kx0(X). Desweiteren sei
Ki+1 ∈ Kx0(Ki, X)
fu¨r i = 2, 3, . . .
Dann heißt K1 > K2 > . . . absteigende Kommutatorreihe von X.
Bemerkung:
(i) Da die Glieder einer Kommutatorreihe Normalteiler von X und ineinander geschachtelt
sind, ist jede Kommutatorreihe eine Normalreihe.
(ii) Ist X abelsch, so ist K > {x} > . . . fu¨r x ∈ X eine absteigende Kommutatorreihe.
Zuna¨chst u¨berlegen wir uns, daß jede absteigende Kommutatorreihe, die nach endlich vielen
Glieder abgebrochen wird, immer eine Kommutatorreihe ist. Dazu muß nach Definition nur
noch gezeigt werden, daß die Glieder der absteigenden Kommutatoreihe Normalteiler von X
sind:
Satz 3.2.6 Es sei K1 > K2 > . . . eine absteigende Kommutatorreihe von X. Dann ist jedes
Ki ∈ {K1,K2, . . .} ein Normalteiler von X.
Beweis: Fu¨r i = 1, 2, . . . sei Ki ein Glied der absteigenden Kommutatorreihe, und es seien
x, y ∈ Ki und z ∈ X.
1.Fall: Pgm(x, y, z) ist erfu¨llt. Dann existiert ein w ∈ X mit
〈x, y〉 = 〈z, w〉 und 〈x, z〉 = 〈y, w〉
Daher liegt w in z2〈x, y〉\{z, 〈x, y〉} und es ist w ∈ {z‖Ki}.
2.Fall: x, y, z ist eine offene Parallelogrammkonfiguration. Dann ist (x, y, z) ∈ (K2i ×X)∗ und es
gilt:
∃u ∈ y2〈x, z〉\{y, 〈x, z〉} ∃ v ∈ z2〈x, y〉\{z, 〈x, y〉} : 〈u, v〉 ∈
(
Ci ∪ Cadi
)
Folglich ist v ∈ {z‖Ki} und 〈u, v〉, 〈v, u〉 ∈ DKi , und es ist 〈x, z〉 = 〈y, u〉. Aufgrund der Teil-
raumeigenschaften ist dann auch u ∈ {z‖Ki}. 2
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Folgerung 3.2.7 Jede absteigende Kommutatorreihe von X, die nach endlich vielen Gliedern
abgebrochen wird, ist eine Kommutatorreihe von X.
In einem schiefaffinen Raum ist eine parallelverschobene Kommutatorreihe ebenfalls eine Kom-
mutatorreihe:
Satz 3.2.8 Es sei X = N1 > N2 > . . . > Nk eine Kommutatorreihe von X, dann ist fu¨r jedes
x ∈ X auch
X = {x‖N1} > {x‖N2} > . . . > {x‖Nk}
eine Kommutatorreihe von X.
Beweis: Nach Lemma 1.3.10 ist ein Teilraum, der zu einem Normalteiler von X parallel ist,
ebenfalls ein Normalteiler von X. Es sei also i ∈ {1, . . . , k − 1}. Dann ist zu zeigen:
∃C ′i ∈ D({x‖Ni}, X) : C ′i −Kx({x‖Ni}, X) < {x‖Ni+1}
Es sei zuna¨chst (u, v, w) ∈ ({x‖Ni}×X)∗. Zu einem solchen Tripel existiert eine schließende
Richtung in Ci: Es ist (u, v) ∈ {x‖Ni}(2). Daher existieren u′, v′ ∈ Ni mit 〈u, v〉 = 〈u′, v′〉. Mit
Sim2(u, v, z;u′, v′) folgt:
∃ z′ ∈ X : 〈u, z〉 = 〈u′, z′〉 und 〈v, z〉 = 〈v′, z′〉
Nun liegt (u′, v′, z′) in (N2i ×X)∗, denn sonst ko¨nnte man aufgrund der Tamaschke-Bedingung
auch (u, v, z) zu einem Paralellogramm schließen. Wegen der vorausgesetzten Kommutatorreihen-
Eigenschaft existiert ein ψ ∈ ΨNi+1,X mit ψ(N2i ×X) = Ci, und es gilt:
∃w′ ∈ v′2〈u′, z′〉\{v′, 〈u′, z′〉} und ∃ y′ ∈ z′2〈u′, v′〉\{z′, 〈u′, v′〉}
so daß ohne Beschra¨nkung der Allgemeinheit ψ(u′, v′, z′) = 〈w′, y′〉 ∈ Ci ist.
Mit Sim2(v′, z′, w′; v, z) folgt:
∃w ∈ X : 〈v′, w′〉 = 〈v, w〉 und 〈z′, w′〉 = 〈z, w〉
und mit Sim2(z′, w′, y′; z, w) ergibt sich:
∃ y ∈ X : 〈z′, y′〉 = 〈z, y〉 und 〈w′, y′〉 = 〈w, y〉
Das bedeutet also 〈w′, y′〉 = 〈w, y〉 ∈ Ci und 〈w, y〉 schließt (u, v, z), wobei y, w ∈ {z‖Ni} sind.
Ist Pgm(u, v, w) erfu¨llt, so schließt die Eckenrichtung die Konfiguration. Sie liegt nach Bemer-
kung 3.2.3 auch in Ci.
Somit existiert ein ψ¯ ∈ Ψ{x‖Ni},X :
ψ¯({x‖Ni}2×X) = ψ(N2i ×X) = Ci
Demnach ist Ci ∈ D({x‖Ni}, X) und
Ci −Kx({x‖Ni}, X) < {x‖Ni+1}
2
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Im folgenden wird der Zusammenhang zwischen Kommutator- und Zentralreihe erla¨utert:
Satz 3.2.9 Jede Kommutatorreihe N1 > N2 > . . . > Nk von X ist eine Zentralreihe, deren
Faktoren abelsch sind.
Beweis: Zuna¨chst ist zu zeigen, daß fu¨r alle i = 1, . . . , k − 1 gilt:
Ni
/
Ni+1
< ZentrumNi+1
(
X
/
Ni+1
)
Es existiert ein Ci ∈ D(Ni, X), so daß der Raum Ci − Kx0(Ni, X) ein Teilraum von Ni+1 ist.
Das bedeutet, daß in X
/
Ni+1
alle offenen Parallelogramm-Konstellationen aus X geschlossen
werden, deren eine Richtung in DNi liegt.
Wir ko¨nnen nun zeigen, daß jede Richtung aus D(Ni/
Ni+1
) mit jeder Richtung aus D(X/
Ni+1
)
vertauschbar ist:
Da Ni
/
Ni+1
ein Teilraum von X
/
Ni+1
ist, stimmt die Eckenrichtung von Ni
/
Ni+1
mit der von
X
/
Ni+1
u¨berein. Daher ist nach Bemerkung 2.2.5 die Eckenrichtung von Ni
/
Ni+1
mit allen
Richtungen aus X
/
Ni+1
vertauschbar. Es seien nun Ni+1, N ′i+1 ∈ Ni
/
Ni+1
verschieden. Dann
existiert ein a ∈ Ni mit N ′i+1 = {a‖Ni+1}. Fu¨r x0 ∈ Ni und x ∈ X ist {x0‖Ni+1} = Ni+1 und
{x‖Ni+1} ∈ X
/
Ni+1
. Es existiert eine Auswahlfunktion
ψ ∈ ΨNi,X : ψ((x0, a, x)) ∈ Ci ⊂ DNi+1
Das heißt, daß Pgm(Ni+1, N ′i+1, {x‖Ni+1}) erfu¨llt ist und zwar fu¨r alle {x‖Ni+1} ∈ X
/
Ni+1
.
Es ergibt sich also:
Ni
/
Ni+1
< ZentrumNi+1
(
X
/
Ni+1
)
Daru¨berhinaus existiert nach Bemerkung 3.2.3 ein K ∈ Kx0(Ni) mit K < Ci−Kx0(Ni, X). Also
ist auch K ein Teilraum von Ni+1. Mit Satz 2.4.6 folgt daher direkt, daß Ni
/
Ni+1
abelsch ist.
2
In der schiefaffinen Geometrie ist nicht jede Zentralreihe eine Kommutatorreihe:
Es sei (X, 〈〉, D) ein schiefaffiner Raum, der keine Kommutatorreihe besitzt, die erst bei einem
einelementigen Normalteiler abbricht. Man kann sich leicht u¨berlegen, daß etwa F (S3), wobei
S3 die Permutationsgruppe mit 6 Elementen sei, ein Beispiel dafu¨r ist. Ein solcher Raum ist
insbesondere nicht abelsch. Der Raum 2X soll wie in 2.3.5 gebildet werden. Aus 4.1.3 folgt,
daß auch 2X keine solche Kommutatorreihe besitzen kann. Nach Bemerkung 2.3.5 ist 2X nicht
abelsch, stimmt aber mit jedem seiner Zentren u¨berein. Als aufsteigende Zentralreihe von 2X
durch den Punkt x ∈ 2X erha¨lt man gema¨ß 3.1.1:
Z0(2X) = {x} < Z1(2X) = 2X < Z2(2X) = 2X < . . .
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Nach Satz 3.1.2 ist damit {x} < 2X eine Zentralreihe von 2X. Nach Voraussetzung kann sie
aber keine Kommutatorreihe von 2X sein.
Die Umkehrung von Satz 3.2.9 la¨ßt sich also nicht ohne zusa¨tzliche Forderungen an den schief-
affinen Raum formulieren. Man kann zeigen:
Satz 3.2.10 Es sei x0 ∈ X und N0 = {x0} < N1 < . . . < Nk eine Zentralreihe von X.
Fu¨r alle i ∈ {0, 1, . . . , k − 1} erfu¨lle der Faktorraum X
/
Ni
das Axiom (d). Dann gilt fu¨r alle
i ∈ {0, 1, . . . , k − 1}:
∃Ci+1 ∈ D(Ni+1, X) : Ci+1 −Kx0(Ni+1, X) < Ni
Gibt es außerdem ein Nl mit l ≤ k mit Nl = X, so ist die Zentralreihe eine Kommutatorreihe
von X.
Beweis: Wir zeigen fu¨r jedes i ∈ {0, 1, . . . , k − 1} die Existenz einer Menge Ci+1 ∈ D(Ni+1, X)
mit Ci+1 ⊂ DNi . Das ist gleichbedeutend mit der Existenz einer Auswahlfunktion ψ ∈ ΨNi+1,X ,
so daß ψ((n,m, x)) ∈ DNi fu¨r (n,m, x) ∈ (N2i+1×X). Die zweite Aussage des Satzes ist dann
trivialerweise erfu¨llt, da in diesem Fall die Zentralreihe bis X aufsteigt.
Es seien zuna¨chst (n,m, x) ∈ (N2i+1×X)∗. Um sicherzustellen, daß es zu dieser offenen Paralle-
logrammkonstellation eine schließende Richtung in DNi gibt, erfolgt eine Fallunterscheidung:
(i) n,m, x ∈ Ni.
Da Ni ein Teilraum von X ist, liegt offenbar jede schließene Richtung in DNi . Das bedeutet,
es existiert ein ψ0 ∈ ΨNi+1,X mit ψ0((n,m, x)) = 〈x′,m′〉 ∈ DNi .
(ii) n,m, x ∈ Ni+1 und {n‖Ni}, {m‖Ni}, {x‖Ni} sind paarweise verschieden.
Da Ni+1
/
Ni
abelsch ist, ist Pgm({n‖Ni}, {m‖Ni}, {x‖Ni}) erfu¨llt, etwa mit {y‖Ni} ∈
Ni+1
/
Ni
. Da Ni normal in X ist, existieren m′, x′ ∈ {y‖Ni}, so daß gilt:
〈n,m〉 = 〈x, x′〉 und 〈n, x〉 = 〈m,m′〉
Das bedeutet, es existiert ein ψ1 ∈ ΨNi+1,X mit ψ1((n,m, x)) = 〈x′,m′〉 ∈ DNi .
(iii) n,m ∈ Ni+1 und m ∈ {n‖Ni} und x 6∈ {n‖Ni}.
Da Ni normal in X ist, existiert ein y ∈ {x‖Ni} mit 〈n, x〉 = 〈m, y〉. Weil parallele
Teilra¨ume die gleiche Richtungsmenge haben, gibt es ein y′ ∈ {x‖Ni} mit 〈n,m〉 = 〈x, y′〉.
Das heißt, es existiert ein ψ2 ∈ ΨNi+1,X mit ψ2((n,m, x)) = 〈y′, y〉 ∈ DNi .
(iv) m 6∈ {n‖Ni} und x ∈ X\Ni+1.
Setze N0 := {n‖Ni} und N0′ := {x‖Ni}. Da Ni+1
/
Ni
ein Teilraum des Zentrums von X
/
Ni
durch {x0‖Ni} ist, existiert in X
/
Ni
ein minimaler Pfad von N0 nach {m‖Ni}, etwa
(N0, N1, . . . , N l = {m‖Ni})
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so daß fu¨r j = 0, 1, . . . , l − 1 gilt:
dj := 〈N j , N j+1〉′ ⊂
(
DZ
(
X
/
Ni
))∖{〈{x‖Ni}, {x‖Ni}〉′}
Dabei ist DZ
(
X
/
Ni
)
die Menge der vertauschbaren Richtungen von X
/
Ni
, die nach Defi-
nition das Zentrum von X
/
Ni
durch Ni erzeugen. Das bedeutet, daß jede Richtung dj mit
allen Richtungen d ∈ D(X/
Ni
) vertauschbar ist. Also ist Pgm(N0, N1, N0′) erfu¨llt und
∃N1′ ∈ X
/
Ni
: 〈N0, N1〉′ = 〈N0′, N1′〉′ ∧ 〈N0, N0′〉′ = 〈N1, N1′〉′
Rekursiv ergibt sich fu¨r j = 1, . . . , l− 1, daß Pgm(N j , N j , N j ′) erfu¨llt ist, und es existiert
ein N j ′ ∈ X
/
Ni
:
〈N j , N j+1〉′ = 〈N j ′, N j+1′〉′ ∧ 〈N j , N j ′〉′ = 〈N j+1, N j+1′〉′ = 〈N0, N0′〉′
Mit (d) in X
/
Ni
folgt:
〈N0, N2〉′ = 〈N0′, N2′〉′
Rekursiv erha¨lt man durch wiederholtes Anwenden von (d) in X
/
Ni
:
〈N0, N l〉′ = 〈N0′, N l′〉′
Und damit ist N l′ ∈ {x‖Ni+1}. Es gilt außerdem 〈n,m〉 ∈ 〈N0, N l〉′. Da Ni normal in X
ist, gilt:
〈N0′, N l′〉′ = 〈x,N l′〉
Daher existieren y, y′ ∈ N l′ mit 〈x, y〉 = 〈n,m〉 und 〈n, x〉 = 〈m, y′〉. Das bedeutet, es
existiert ein ψ3 ∈ ΨNi+1,X mit ψ3((n,m, x)) = 〈y, y′〉 ∈ DNi .
(v) Alle u¨brigen Fa¨lle ko¨nnen analog zu (iii) bewiesen werden.
Ist Pgm(n,m, x) erfu¨llt, so schließt die Eckenrichtung die Konfiguration. Sie ist trivialerweise in
DNi enthalten.
Da die Funktionen ψ0, ψ1, . . . Auswahlfunktionen aus ΨNi+1,X sind und ihre Bilder bezu¨glich
disjunkter Teilmengen von N2i+1×X vorgegeben sind, existiert ein ψ ∈ ΨNi+1,X , das fu¨r jedes
Tripel (n,m, x) ∈ N2i+1×X die Parallelogramm-Konfiguration mit einer Richtung aus DNi
schließt. Mit Ci+1 := ψ(N2i+1×X) folgt daher:
Ci+1 −Kx0(Ni+1, X) < Ni
2
39
Bemerkung 3.2.11 Es sei (X, 〈〉, D) = F (G) ein spezieller Gruppenraum u¨ber einer Gruppe
G. Desweiteren sei x0 ∈ X und N0 = {x0} < N1 < . . . < Nk eine Zentralreihe von X. Nach
Hilfssatz 2.3.2 gilt in F (G) das Axiom (d). Nach Satz 1.4.5 gilt fu¨r alle i ∈ {0, 1, . . . , k − 1}:
X
/
Ni
∼= F
(
G
/
Ni
)
Dabei sind G
/
Ni
Gruppen, da nach Satz 1.3.8 die Ni Normalteiler von G sind. Nach Hilfssatz
2.3.2 erfu¨llen also die Faktorra¨ume X
/
Ni
das Axiom (d). Damit ist Satz 3.2.10 in speziellen
Gruppenra¨umen gu¨ltig.
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Kapitel 4
Spezielle schiefaffine Ra¨ume
In diesem Kapitel werden nilpotente und auflo¨sbare Ra¨ume so eingefu¨hrt, daß auch bezu¨glich
dieser Konzepte in allgemeinen schiefaffinen Ra¨umen Analogien zu wesentlichen gruppentheore-
tischen Aussagen gelten.
Den Ergebnissen des vorigen Kapitels zufolge werden nilpotente Ra¨ume u¨ber die Existenz einer
abbrechenden Kommutatorreihe eingefu¨hrt. Abelsche schiefaffine Ra¨ume sind nilpotent. Ebenso
ist beispielsweise ein beliebiger Teilraum eines nilpotenten Raumes nilpotent. Ein Faktorraum
eines nilpotenten Raumes ist nilpotent, wenn er durch Teilen durch einen Normalteiler gebildet
wird (vgl. Satz 4.1.4).
Geisert regt in [7] an, schiefaffine Ra¨ume, die eine abelsche Normalreihe besitzen, auflo¨sbar zu
nennen. Dies wird in der vorliegenden Arbeit als Definition u¨bernommen. Auch fu¨r auflo¨sbare
Ra¨ume gelten einige Aussagen, die Analogien zu gruppentheoretischen Aussagen darstellen: So
ist beispielsweise ein nilpotenter Raum auflo¨sbar. Ist ein Normalteiler eines schiefaffinen Raumes
X und der damit gebildete Normalteiler auflo¨sbar, so ist X auflo¨sbar (vgl. Satz 4.2.3).
Vervollsta¨ndigt werden die Untersuchungen durch die Einfu¨hrung zyklischer Ra¨ume im dritten
Abschnitt.
4.1 Nilpotente Ra¨ume
Definition 4.1.1 Ein schiefaffiner Raum (X, 〈〉, D) heißt nilpotent, falls er eine Kommuta-
torreihe besitzt, die abbricht. Das heißt, ist N1 > N2 > . . . > Nk eine solche Kommutatorreihe
von X, so ist Nk = {x} fu¨r ein x ∈ X.
Satz 4.1.2 Es sei (X, 〈〉, D) = F (G) der spezielle Gruppenraum u¨ber einer Gruppe G. Dann
ist G genau dann nilpotent, wenn F (G) nilpotent ist.
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Beweis: (ii) ⇒ (i): Ist G nilpotent, so endet die absteigende Zentralreihe von G bei {1G}:
G = K1 > K2 > . . . > Kn = {1G} mit Ki+1 := [Ki, G] fu¨r i = 1, . . . , n− 1
Nach Satz 3.2.4 ist
X =: K ′1 > K
′
2 > . . . > K
′
n = {1G} mit K ′i+1 = Ki+1 = [Ki, G] = Ci −K(Ki, X)
fu¨r i = 1, . . . n − 1 und Ci ∈ D(Ki, X) eine absteigende Kommutatorreihe von F (G), also
insbesondere eine Kommutatorreihe. Da sie bei {1G} abbricht, ist der Raum F (G) nilpotent.
Die andere Richtung kann man entsprechend zeigen. 2
Beispiele:
1. Es sei X ein abelscher Raum. Jeder Kommutatorraum K von X ist dann einelementig,
da keine offenen Parallelogramm-Konstellationen existieren. Damit ist X > {x} fu¨r alle
x ∈ X eine abbrechende Kommutatorreihe X. Somit ist jeder abelsche Raum nilpotent.
2. Nach Satz 5.1.9 ist jeder Gruppenfaserraum u¨ber einer nilpotenten Gruppe G, etwa Q die
Gruppe der Quaternionen, nilpotent. Dann ist auch jeder Gruppenfaserraum u¨ber Q nil-
potent. - Die Untersuchungen in Kapitel 5 zeigen, daß es eine Reihe weiterer nichttrivialer
Beispiele nilpotenter Ra¨ume gibt.
Im folgenden wird gezeigt, daß beliebige Teilra¨ume eines nilpotenten Raumes nilpotent sind. Ein
Faktorraum eines nilpotenten Raumes nach einem Normalteiler ist ebenfalls nilpotent.
Satz 4.1.3 Es sei (X, 〈〉, D) ein nilpotenter Raum und T ein Teilraum von X. Dann ist T
nilpotent.
Beweis: X besitzt eine abbrechende Kommutatorreihe, etwa N1 > N2 > . . . > Nk und ein
x ∈ X mit Nk = {x}. Fu¨r i ∈ {1, . . . , k} ist Ni X und fu¨r i = {1, . . . , k − 1} gilt:
∃Ci ∈ D(Ni, X) : Ci −Kx(Ni, X) < Ni+1
Nach Satz 3.2.8 ist eine parallelverschobene Kommutatorreihe eine Kommutatorreihe. Daher sei
o.B.d.A. x ∈ T . Nach Lemma 1.3.9 ist (T ∩Ni) T fu¨r i ∈ {1, . . . , k}, und es gilt:
T = T ∩N1 > T ∩N2 > . . . > T ∩Nn = {x} (4.1)
Nun sei (x, y, z) ∈ T ∩Ni)2×T . Es ist (T ∩Ni)2×T eine Teilmenge von N2i ×X und dem Tripel
(x, y, z) wird eine schließende Richtung in Ci zugeordnet. Dabei ist Ci ⊂ DNi . Um nachzuweisen,
daß (4.1) eine Kommutatorreihe darstellt, muß gewa¨hrleistet werden, daß eine solche schließende
Richtung auch in DT∩Ni liegt. Offensichtlich liegt (x, y, z) in T (3). Daher liegt jede schließende
Richtung zu diesem Tripel in DT . Es sei ψCi diejenige Auswahlfunktion aus ΨNi+1,X , fu¨r die
gilt:
ψCi
[
N2i ×X
]
= Ci
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Dann gilt also:
ψCi((x, y, z)) ∈ (DT ∩DNi)
Nach Bemerkung 1.3.2 ist (DT ∩DNi) = DT∩Ni . Daher existiert eine Teilmenge CTi von Ci, so
daß gilt:
CTi ∈ D(T ∩Ni, T )
Es ergibt sich:
CTi −Kx(T ∩Ni, T ) < T ∩Ni
Außerdem gilt nun:
CTi −Kx(T ∩Ni, T ) = Ex
(
CTi ∪ (CTi )ad
)
< Ex
(
Ci ∪ (Ci)ad
)
= Ci −Kx(Ni, X) < Ni+1
Da CTi −Kx(T ∩Ni, T ) außerdem ein Teilraum von T ist, gilt:
CTi −Kx(T ∩Ni, T ) < T ∩Ni+1
Die obigen U¨berlegungen gelten fu¨r jedes i ∈ {1, . . . , k − 1}. Somit ist (4.1) eine abbrechende
Kommutatorreihe und daher ist T nilpotent. 2
Satz 4.1.4 Es sei (X, 〈〉, D) ein nilpotenter Raum und T ein Normalteiler von X. Dann ist
der Faktorraum X
/
T nilpotent.
Beweis: Der Beweis ist in zwei Abschnitte gegliedert: Zuna¨chst wird eine Teilraumkette in X
/
T
konstruiert. Im zweiten Teil erfolgt dann der Nachweis, daß es sich dabei um eine Kommutator-
reihe von X
/
T handelt.
Nach Voraussetzung besitzt X eine abbrechende Kommutatorreihe, etwa N1 > N2 > . . . > Nn
und ein a ∈ X mit Nn = {a}.
Fu¨r i ∈ {1, . . . , n} setze Di := DNi . Da sa¨mtliche Teilra¨ume von X schiefaffin sind, gilt:
Di = Dadi und Di+1 ⊂ Di
Die kanonische Projektion von X auf X
/
T =
(
X
/
T , 〈〉′, D(X/
T
)) werde mit piT bezeichnet.
In einem schiefaffinen Raum existiert eine eindeutig bestimmte Fortsetzung von piT auf die Menge
der Richtungen von X:
piT :

X∪˙D → X
/
T ∪˙ D(X/
T
)
x 7→ {x‖T} falls x ∈ X
d 7→ d¯ := 〈{x‖T}, {y‖T}〉′ fu¨r x, y ∈ X mit 〈x, y〉 = d ∈ D
piT ist wohldefiniert, da piT ein surjektiver Morphismus ist.
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Setze pi := piT und pi(Di) := DTi . Nun sei d¯ ∈ DTi . Dann existiert ein d ∈ Di mit pi(d) = d¯.
Einerseits ist nun d ∈ Di−1, und somit gilt pi(d) ∈ pi(Di−1) = DTi−1. Damit ist:
DTi ⊂ DTi−1
Andererseits ist dad ∈ Di, also folgt: pi(dad) ∈ DTi . Zu d ∈ Di existieren x, y ∈ X mit 〈x, y〉 = d.
Somit gilt:
(i) 〈{x‖T}, {y‖T}〉′ = pi(d) = d¯ ⇒ 〈{y‖T}, {x‖T}〉′ = (pi(d))ad
(ii) 〈y, x〉 = dad ∈ D′i ⇒ 〈{y‖T}, {x‖T}〉′ = pi
(
dad
)
∈ DTi
Aus (i) und (ii) folgt pi(dad) = (pi(d))ad ∈ DTi . Damit ist
DTi =
(
DTi
)ad
Fu¨r i = 1, . . . , n setze nun
Li := E{a‖T}
(
DTi
)
Nach den obigen U¨berlegungen ist
L1 > L2 > . . . > Ln (4.2)
eine bei {a‖T} abbrechende Teilraumkette von X
/
T . Nun soll gezeigt werden, daß es sich hierbei
um eine Kommutatorreihe handelt:
Offensichtlich ist L1 = X
/
T , denn L1 = E{a‖T}
(
DT1
)
und D(X/
T
) = DT1 .
Wir betrachten (U, V,W ) ∈ L31. Zu diesem Tripel existieren x, y, z ∈ X, so daß gilt
U = {x‖T}, V = {y‖T} und W = {z‖T}
Ist Pgm(U, V,W ) erfu¨llt, so schließt
〈U,U〉′ = 〈{x‖T}, {x‖T}〉′ = pi(〈x, x〉) ∈ pi(C1)
die Konfiguration. Es sei also (U, V,W ) ∈ L(3)1 . Es ist (x, y, z) ∈ X(3). Wa¨re diese Konstellation
zu einem Parallelogramm zu schließen, so auch das Tripel ({x‖T}, {y‖T}, {z‖T}) in L(3)1 , da die
kanonische Projektion ein surjektiver Morphismus ist.
Nach Voraussetzung existiert ein C1 ∈ D(N1, X) mit C1 − Ka(N1, X) < N2. Da N1 = X ist,
existiert also ein
ψ ∈ ΨNi,X : ψ
(
X3
)
= C1
Daher gilt:
∃ d ∈ C1 : ψ((x, y, z)) = d
Und es ergibt sich:
d ∈
(
C1 ∪ Cad1
)
⊂ D2 ⊂ D1
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Und wir wissen nun:
∃w ∈ y2〈x, z〉\{y, 〈x, z〉} ∃w′ ∈ z2〈x, y〉\{z, 〈x, y〉} : 〈w,w′〉 ∈ {d, dad}
Ohne Beschra¨nkung der Allgemeinheit sei 〈w,w′〉 = d. Also schließt 〈{w‖T}, {w′‖T}〉′ die Kon-
figuration ({x‖T}, {y‖T}, {z‖T}), und es gilt:
pi(〈w,w′〉) = 〈{w‖T}, {w′‖T}〉′ ∈ pi(C1) ⊂ DT2 ⊂ DT1
Daher existiert ψ¯ ∈ ΨL1,L1 mit ψ¯
(
L31
) ⊂ pi(C1). Damit gilt:
ψ¯
(
L31
) ⊂ pi(C1) ⊂ DT2 ⊂ DT1
Setze CT1 := ψ¯
(
L31
)
. Dann folgt
CT1 −K{a‖T}
(
L1,
X
/
T
)
< E{a‖T}
(
DT2
)
= L2
Da es sich bei CT1 − K{a‖T}
(
L1,
X
/
T
)
um einen Kommutatorraum von X
/
T handelt, ist er
Normalteiler von X
/
T .
Es sei nun k ∈ {2, . . . , n− 1}. Dann ist auch hier zuna¨chst zu zeigen:
∃CTk ∈ D
(
Lk,
X
/
T
)
: CTk −K{a‖T}
(
Lk,
X
/
T
)
< Lk+1
Also sei zuna¨chst (U, V,W ) = ({x‖T}, {y‖T}, {z‖T}) ∈
(
L2k×X
/
T
)∗
, dann existieren T0, . . . , Tm
in Lk mit
T0 = {x‖T} ∧ Tm = {y‖T} ∧ 〈Ti, Ti+1〉′ ∈ DTk
fu¨r i = 0, . . . ,m− 1. Es existieren yii, yii+1 ∈ X mit 〈yii, yii+1〉 ∈ Dk:
pi(〈yii, yii+1〉) = 〈{yii‖T}, {yii+1‖T}〉′ = 〈Ti, Ti+1〉′
Fu¨r i = 0, . . . ,m− 1 gilt demnach:
∃ (xii, xii+1) ∈ Ti×Ti+1 : 〈xii, xii+1〉 = 〈yii, yii+1〉 ∈ Dk
Da T Normalteiler von X ist, gilt:
Fu¨r j = 0, . . . ,m existiert ein xj ∈ Tj , so daß fu¨r i = 0, . . . ,m− 1 folgt:
〈xi, xi+1〉 = 〈xii, xii+1〉 ∈ Dk
Daher liegt xi fu¨r i = 1, . . . ,m in {x0‖Nk}, und es ist (x0, xm, z) ∈
({x0‖Nk}2×X)∗, denn ein
zu schließendes Parallelogramm wa¨re wieder ein Widerspruch zur Voraussetzung. Nun ist x0 im
allgemeinen kein Element von Nk. Nach Satz 3.2.8 ist eine parallelverschobene Kommutatorreihe
wieder eine Kommutatorreihe und zwar mit den gleichen schließenden Richtungsmengen. Also
existieren w,w′ ∈ {z‖Nk} mit
w ∈ xm2〈x0, z〉\{xm, 〈x0, z〉} ∧ w′ ∈ z2〈x0, xm〉\{z, 〈x0, xm〉}
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so daß gilt:
〈w,w′〉 ∈ {Ck ∪ Cadk } ⊂ Dk+1 ⊂ Dk
Damit ist pi(〈w,w′〉) = 〈{w‖T}, {w′‖T}〉′ ∈ DTk+1 ⊂ DTk und 〈{w‖T}, {w′‖T}〉′ schließt das
Tripel ({x‖T}, {y‖T}, {z‖T}).
Falls Pgm({x‖T}, {y‖T}, {z‖T}) erfu¨llt ist, schließt die Richtung 〈{x‖T}, {x‖T}〉′ ∈ pi(C1) die
Konfiguration.
Es gilt also:
∃ ψ¯ ∈ Ψ
L2k,
(
X/
T
) : ψ¯ (L2k×X/T) ⊂ DTk+1
Setze CTk := ψ¯
(
L2k×X
/
T
)
, dann folgt insgesamt:
CTk −K{a‖T}
(
Lk,
X
/
T
)
< Lk+1 < Lk
Nun bleibt noch zu zeigen, daß Lk Normalteiler von X
/
T ist:
Es seien ({x‖T}, {y‖T}) ∈ L2k und {z‖T} ∈ X
/
T . Lassen sich die drei Punkte zu einem Parallelo-
gramm schließen, so ist nichts weiter zu zeigen. Handelt es sich um eine offene Parallelogramm-
Konstellation, so liegt das Tripel in
(
L2k×X
/
T
)∗
und nach dem obigen Beweis gibt es eine
schließende Richtung in DTk . Also existieren
{w‖T} ∈ {{z‖T}2〈{x‖T}, {y‖T}〉′} \{{z‖T}, 〈{x‖T}, {y‖T}〉′}
und
{w′‖T} ∈ {{y‖T}2〈{x‖T}, {z‖T}〉′} \{{y‖T}, 〈{x‖T}, {z‖T}〉′}
Da 〈{x‖T}, {y‖T}〉′ ∈ DLk , folgt
{w‖T} ∈ {{z‖T}‖Lk}
und mit 〈{w‖T}, {w′‖T}〉′ ∈ DTk ist auch
{w′‖T} ∈ {{z‖T}‖Lk}
Daher ist Lk normal in X
/
T .
Also folgt insgesamt, daß (4.1) eine abbrechende Kommutatorreihe von X
/
T ist. 2
Satz 4.1.5 Es sei (X, 〈〉, D) ein nilpotenter Raum und (Y, 〈〉′, D′) ein homomorphes Bild von
X, dann ist Y nilpotent.
Beweis: Nach Voraussetzung existiert ein surjektiver Homomorphismus f : X → Y . Mit dem
Homomorphiesatz (Satz 1.4.9) folgt:
∃N X : f(X) ∼= X
/
N
Nach Satz 4.1.4 ist X
/
N nilpotent und daher ebenso dessen isomorphes Bild Y . 2
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4.2 Auflo¨sbare Ra¨ume
Aus [7] wird die dort motivierte Definition eines auflo¨sbaren schiefaffinen Raumes u¨bernommen.
Satz 3.0.5 zeigt, daß in schiefaffinen Ra¨umen die Existenz einer abelschen Normalreihe a¨quivalent
ist zur Existenz eines einelementigen ho¨heren Kommutatorraumes. Damit erhalten wir in der
schiefaffinen Geometrie eine erste gruppentheoretische Entsprechung fu¨r auflo¨sbare Ra¨ume. Im
folgenden werden zuna¨chst einige Beispiele auflo¨sbarer Ra¨ume angegeben. Im zweiten Teil wer-
den die Eigenschaften auflo¨sbarer Ra¨ume in Hinblick auf weitere gruppentheoretische Aspekte
untersucht.
Definition 4.2.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum. X heißt auflo¨sbar, falls X eine
abelsche Normalreihe besitzt.
Satz 4.2.2 Es sei G eine Gruppe und F (G) der spezielle Gruppenraum u¨ber G. Dann ist G
genau dann auflo¨sbar, wenn F (G) auflo¨sbar ist.
Beweis: Es sei G auflo¨sbar. Dann existiert eine abelsche Normalreihe von G, etwa
G0 := GG1  . . .Gn = {1G}
Es sei x ∈ G. Dann ist nach Satz 1.3.8
G0  {x‖G1} . . . {x‖Gn} = {x} (4.3)
eine Normalreihe von F (G). Fu¨r die Faktoren der Normalreihe (4.3) gilt nach Satz 1.4.5:
{x‖Gi−1}/{x‖Gi} ∼= F (Gi−1/Gi)
Da Gi−1
/
Gi
nach Voraussetzung abelsch ist, gilt dies nach Satz 2.1.3 auch fu¨r den durch diese
Gruppe erzeugten schiefaffinen Raum, den Faktorraum
F
(
Gi−1
/
Gi
)
Die andere Richtung folgt analog. 2
Beispiele:
1. Nilpotente Ra¨ume sind nach Satz 3.2.9 immer auflo¨sbar.
2. Der spezielle Gruppenraum F (S3) ist nach Satz 4.2.2 auflo¨sbar.
3. Nach Satz 5.1.10 ist ein Gruppenfaserraum u¨ber der Gruppe S3 auflo¨sbar.
Nach Bemerkung 3.0.4 ist eine parallelverschobene abelsche Normalreihe ebenfalls eine Normal-
reihe. Daher existiert in einem auflo¨sbaren Raum durch einen beliebigen Punkt eine abelsche
Normalreihe.
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Satz 4.2.3 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X. Weiter sei T ein normaler
Teilraum von X, der auflo¨sbar ist und x0 entha¨lt. Der Faktorraum
X
/
T sei ebenfalls auflo¨sbar.
Dann gilt:
X ist auflo¨sbar.
Beweis: Da der Faktorraum X
/
T auflo¨sbar ist, besitzt er eine abelsche Normalreihe. Nach
Lemma 1.4.6 existieren X0, . . . , Xl ∈ Tx0(X), so daß die Normalreihe folgendermaßen dargestellt
werden kann:
X
/
T =
X0
/
T 
X1
/
T  . . .
Xl
/
T = {{x0‖T}} (4.4)
mit Xl = T . Es gilt also fu¨r i = 1, . . . , l :
Xi−1
/
T 
Xi
/
T
Es ergeben sich fu¨r die Mengen X0, . . . , Xl folgende Eigenschaften:
(i) Xi ist ein Teilraum von Xi−1 :
Seien xi, yi, zi ∈ Xi und ui−1 ∈ Xi−1 mit 〈xi, yi〉 = 〈zi, ui−1〉. Dann ist zu zeigen, daß
ui−1 ∈ Xi ist. Es ist {xi‖T}, {yi‖T}, {zi‖T} ∈ Xi
/
T und {ui−1‖T} ∈ Xi−1
/
T mit
〈zi, ui−1〉 = 〈xi, yi〉 ∈ 〈{xi‖T}, {yi‖T}〉 = 〈{zi‖T}, {ui−1‖T}〉
Aufgrund der Teilraumeigenschaft der Faktorra¨ume ist {ui−1‖T} ∈ Xi
/
T und daher ui−1
in Xi.
(ii) Mit (i) und Lemma 1.4.7 folgt, daß Xi normal in Xi−1 ist.
Daher gilt:
X = X0 X1  . . .Xl = T
Da (4.4) eine Normalreihe mit abelschen Faktoren ist, folgt mit dem zweiten Isomorphiesatz
(Satz 1.4.11)
Xi−1
/
T
/
Xi
/
T
∼= Xi−1
/
Xi
und fu¨r i = 1, . . . , l sind die Faktorra¨ume Xi−1
/
Xi
abelsch. Nach Voraussetzung ist T auflo¨sbar,
d.h. es existiert eine abelsche Normalreihe
T = T0  T1  . . . Tn = {x0}
Insgesamt ist
X = X0 X1  . . .Xl = T = T0  T1  . . . Tn = {x0}
eine abelsche Normalreihe und daher ist X auflo¨sbar. 2
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Satz 4.2.4 Es sei (X, 〈〉, D) ein auflo¨sbarer Raum, x0 ∈ X und T ein normaler Teilraum von
X, der x0 entha¨lt. Dann gilt:
Der Faktorraum X
/
T ist auflo¨sbar.
Beweis: Nach Voraussetzung existiert eine abelsche Normalreihe von X, etwa
(1) X = X0 X1  . . .Xn = {x0}
Die Teilraumkette
(2) X  T  {x0}
ist ebenfalls eine Normalreihe von X, da T ein normaler Teilraum von X ist. Nach dem Verfei-
nerungssatz von Schreier (Satz 3.0.2), besitzen (1) und (2) isomorphe Verfeinerungen, etwa
(1′) X = X ′0 X
′
1  . . .X
′
m = {x0}
und
(2′) X = Y0  . . . Yl = T  . . . Ym = {x0}
wobei in (2′) l kleiner oder gleich m ist. Die Normalreihe (1′) besitzt nach Satz 3.0.3 abelsche
Faktoren. Da die Verfeinerungen isomorph sind, sind auch die Faktoren der Normalreihe (2′)
abelsch. Betrachte nun die folgende absteigende Kette von Normalteilern:
X = Y0  . . . Yl = T
Mit Lemma 1.4.7 folgt:
X
/
T =
Y0
/
T  . . .
Yl
/
T = {{x0‖T}} (4.5)
Mit dem 2. Isomorphiesatz (Satz 1.4.11) folgt fu¨r i = 1, . . . , l:
Yi−1
/
T
/
Yi
/
T
∼= Yi−1
/
Yi
Damit sind die Faktoren der Normalreihe (4.5) abelsch. 2
Satz 4.2.5 Es sei (X, 〈〉, D) ein schiefaffiner Raum und x0 ∈ X. M, N seien auflo¨sbare und
normale Teilra¨ume von X, die x0 enthalten. Dann gilt:
Der Teilraum [N,M ] ist auflo¨sbar.
Beweis: Nach Lemma 1.3.9 ist (M∩N)M . Mit Satz 4.2.4 ergibt sich, daß M
/
M ∩N auflo¨sbar
ist. Aus dem 1. Isomorphiesatz (Satz 1.4.10) folgt:
M
/
M ∩N ∼= [M,N ]
/
N
Also ist [M,N ]
/
N auflo¨sbar. Die Voraussetzungen von Satz 4.2.3 sind erfu¨llt; [M,N ] ist also
auflo¨sbar. 2
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Satz 4.2.6 Es sei (X, 〈〉, D) ein auflo¨sbarer Raum. T sei ein Teilraum von X, der x0 entha¨lt.
Dann gilt:
T ist auflo¨sbar.
Beweis: Wegen der Auflo¨sbarkeit besitzt X eine abelsche Normalreihe, etwa
X = X0 X1  . . .Xn = {x0}
Nach Lemma 1.3.9 ist T  (X1 ∩ T ). Da X1 > (X1 ∩ T ) und X1 X2 , folgt:
(T ∩X1) ((T ∩X1) ∩X2) = (T ∩X2)
Durch das sukzessive Anwenden von Lemma 1.3.9 ergibt sich die Normalreihe:
T = (T∩X0) (T∩X1) . . . (T∩{x0}) = {x0} (4.6)
Fu¨r die Faktoren der Normalreihe (4.6) erhalten wir unter Anwendung des 1. Isomorphiesatzes
(Satz 1.4.10):
T ∩Xi−1/
(T ∩Xi) =
(T ∩Xi−1)/
(T ∩Xi) ∩Xi−1
∼= [(T ∩Xi−1), Xi]
/
Xi
< [Xi−1, Xi]
/
Xi
∼= Xi−1
/
(Xi−1 ∩Xi) =
Xi−1
/
Xi
Also ist T ∩Xi−1
/
(T ∩Xi) isomorph zu einem Teilraum von
Xi−1
/
Xi
, der nach Satz 2.1.4 abelsch
ist. Damit ist (4.6) eine abelsche Normalreihe von T . 2
50
4.3 Zyklische Ra¨ume
Definition 4.3.1 (vgl. [5], Kap. 12)
Ein schiefaffiner Raum (X, 〈〉, D) heißt zyklisch, falls es Punkte x, y ∈ X gibt, die den gesamten
Raum erzeugen, also X = [x, y].
Satz 4.3.2 Es sei X ein zyklischer Raum und x, y ∈ X mit [x, y] = X. Dann gilt:
X = Ex
{
d ∪ dad
}
fu¨r d := 〈x, y〉 und x ∈ X
Beweis: Es gilt
X = [x, y] =
⋂
T∈Tx,y(X)
T < Ex{d ∪ dad} < X
2
Satz 4.3.3 (vgl. [7], §3 (6))
Es sei G eine Gruppe und F (G) der spezielle Gruppenfaserraum u¨ber G. Dann ist G genau dann
zyklisch, wenn F (G) zyklisch ist.
Beispiele:
1. Es sei X ein beliebiger schiefaffiner Raum. Dann ist der Raum 2X entsprechend der Be-
merkung 2.3.5 immer zyklisch.
2. Es sei G eine zyklische Gruppe. Nach Satz 5.1.7 ist ein Gruppenfaserraum u¨ber G zyklisch.
Satz 4.3.4 Jeder Faktorraum eines zyklischen Raumes ist zyklisch.
Beweis: Es sei T ein Teilraum von X und x, y ∈ X mit [x, y] = X. Ist T ein trivialer Teilraum,
so ist nichts weiter zu zeigen. Daher sei y 6∈ {x‖T}. Setze d := 〈x, y〉. Also sind auch d, dad 6∈ DT .
Es wird gezeigt:
[{x‖T}, {y‖T}] = X
/
T
Es sei {z‖T} ∈ X
/
T . Fu¨r alle z
′ ∈ {z‖T} existiert ein {d, dad}-Pfad in X von x nach z′, etwa
(x0, . . . , xm) mit x0 = x und xm = z′. Also ist
〈x, y〉 = 〈xi, xi+1〉 oder 〈x, y〉 = 〈xi+1, xi〉
Da eine kanonische Projektion ein surjektiver Morphismus ist, gilt somit auch:
d¯ := 〈{x‖T}, {y‖T}〉′ = 〈{xi‖T}, {xi+1‖T}〉′
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oder
d¯ad = 〈{xi+1‖T}, {xi‖T}〉′
Insgesamt ist
({x0‖T}, . . . , {xm‖T})
ein {d¯, d¯ad}-Pfad von {x‖T} nach {z‖T}. 2
Bemerkung 4.3.5
(i) Es gilt im allgemeinen nicht, daß jeder Teilraum eines zyklischen Raumes ebenfalls zyklisch
ist. Betrachten wir dazu folgendes Beispiel:
Es sei Y die Klasse der schiefaffinen Ra¨ume, die nicht zyklisch sind, und Y ∈ Y. Dann ist
X := 2Y zyklisch, wobei die neu hinzugefu¨gte Richtung die erzeugende Richtung ist. X
entha¨lt aber zu Y isomorphe Teilra¨ume, die sogar Normalteiler von X, aber nach Voraus-
setzung nicht zyklisch sind.
(ii) Entsprechend kann man zeigen, daß ein zyklischer Raum nicht notwendig abelsch ist:
Es sei Y ein schiefaffiner Raum, der nicht abelsch ist. Dann ist der Raum X := 2Y zyklisch.
X ist nicht abelsch, da er zu Y isomorphe Teilra¨ume besitzt.
(iii) Vermutungen:
– Alle primitiven Ra¨ume sind zyklisch und abelsch.
– Ist in einem zyklischen Raum jeder Teilaum zyklisch, so ist er abelsch.
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Kapitel 5
Beispiele fu¨r Erweiterungen
schiefaffiner Ra¨ume
In Analogie zur Gruppentheorie werden Erweiterungen schiefaffiner Ra¨ume eingefu¨hrt. Ein
Gruppenfaserraum GF (G) u¨ber einer Gruppe G ist eine Erweiterung einer Geraden bezu¨glich
des speziellen Gruppenraumes F (G) u¨ber der Gruppe G. Im folgenden werden Ra¨ume gekenn-
zeichnet, die Verallgemeinerungen von Gruppenfaserra¨umen sind. Im ersten Abschnitt werden
Faserra¨ume u¨ber beliebigen schiefaffinen Ra¨umen eingefu¨hrt. Sie sind Erweiterungen einer Ge-
raden bezu¨glich beliebiger schiefaffiner Ra¨ume. Ist X zyklisch, abelsch, nilpotent oder auflo¨sbar,
so hat ein Faserraum u¨ber X auch diese Eigenschaft. Die Umkehrung dieser Aussage gilt eben-
falls. Insbesondere ist ein Faserraum u¨ber einem nilpotenten Raum nilpotent. Also existieren
nilpotente Ra¨ume, die keine speziellen Gruppenra¨ume sind.
Im zweiten Abschnitt wird das spezielle Produkt zweier schiefaffiner Ra¨ume eingefu¨hrt. Das
spezielle Produkt von X und Y ist eine Erweiterung von Y bezu¨glich X. Sind X und Y abelsch,
nilpotent oder auflo¨sbar, so hat das spezielle Produkt von X und Y auch diese Eigenschaft. Die
Umkehrung dieser Aussage gilt ebenfalls.
Definition 5.0.1 Es seien X,Y und Z schiefaffine Ra¨ume. Ist X ein Normalteiler von Z und
der Faktorraum Z
/
X isomorph zu Y , dann heißt Z eine Erweiterung von X bezu¨glich Y .
Beispiel: Es sei GF (G) ein Gruppenfaserraum u¨ber einer Gruppe G und N eine Gerade von
GF (G). Dann ist gema¨ß den Beispielen in Abschnitt 1.3 und Abschnitt 1.4 der Raum GF (G)
eine Erweiterung von N bezu¨glich des speziellen Gruppenraumes F (G) u¨ber der Gruppe G.
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5.1 Faserra¨ume u¨ber beliebigen schiefaffinen Ra¨umen
Definition 5.1.1 Es sei (X, 〈〉, D) ein schiefaffiner Raum und fu¨r x ∈ X sei Ex eine Menge
mit mx := |Ex| ≥ 3. Weiter sei
F (X) :=
⋃
x∈X
{x}×Ex
Der Parallelismus 〈〉′ werde wie folgt definiert:
〈〉′ :

(F (X))2 → D∪˙{d′} =: D′
(x′, y′) 7→

〈x, y〉 falls ∃x, y ∈ X und ex ∈ Ex und ey ∈ Ey mit
x′ = (x, ex) ∧ y′ = (y, ey) ∧ x′ 6= y′
d′ sonst
(F (X), 〈〉′, D′) heißt Faserraum u¨ber X. Fu¨r x ∈ X heißt {x}×Ex Faser u¨ber x und |Ex| La¨nge
der Faser.
Bemerkung: Im Faserraum (F (X), 〈〉′, D′) mit D′ = D∪˙{d′} ist die Eckenrichtung von X die
Faserrichtung von F (X), d.h. die Richtung, die zwei verschiedene Punkte einer Faser von F (X)
verbindet. Die hinzugefu¨gte Richtung d′ ist die Eckenrichtung von F (X).
Es sei x′ ein Punkt der Faser {x}×Ex, etwa x′ = (x, ex). Im folgenden wird fu¨r x′ die Schreibweise
(x, ·) benutzt, sofern sie hinreichend informativ ist. Offensichtlich kann man Punkte einer Faser
in dieser Darstellung nicht unterscheiden.
Satz 5.1.2 Es sei (X, 〈〉, D) ein schiefaffiner Raum und (F (X), 〈〉′, D′) ein Faserraum u¨ber
X. Dann ist F (X) schiefaffin.
Beweis:
F (X) erfu¨llt Bedingung (1.1):
Fu¨r x′, y′, z′ ∈ F (X) mit 〈x′, x′〉′ = 〈y′, z′〉′ gilt:
〈x′, x′〉′ = d′ = 〈y′, z′〉′ ⇒ y′ = z′
F (X) ist transitiv:
Es ist zu zeigen, daß fu¨r alle x′, y′, z′ ∈ F (X) ein w′ ∈ F (X) existiert mit 〈x′, y′〉′ = 〈z′, w′〉′. Es
sei x′ = (x, ex), y′ = (y, ey) und z′ = (z, ez). Falls x′ = y′ ist, so setze w′ := z′. Nach Definition
gilt dann
〈x′, y′〉′ = 〈x′, x′〉′ = d′ = 〈z′, z′〉′ = 〈z′, w′〉′
Ist x′ 6= y′, so ist 〈x′, y′〉′ = 〈x, y〉. Da X transitiv ist, existiert zu x, y, z ∈ X ein w ∈ X mit
〈x, y〉 = 〈z, w〉. Nach Voraussetzung ist jede Faser des Faserraumes mindestens dreielementig,
daher existiert ein w′ ∈ {w}×Ew\{z′}, und es gilt:
〈z′, w′〉′ = 〈z, w〉 = 〈x′, y′〉′
F (X) erfu¨llt die Tamaschke-Bedingung:
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Es seien x′, y′, z′, u′, v′ ∈ F (X) mit 〈x′, y′〉′ = 〈u′, v′〉′. Dann ist zu zeigen:
∃w′ ∈ F (X) : 〈x′, z′〉′ = 〈u′, w′〉′ und 〈y′, z′〉′ = 〈v′, w′〉′
(i) ∃x ∈ X : x′, y′, z′ ∈ {x}×Ex
Ist z′ 6∈ {x′, y′}, so ist 〈x′, z′〉′ = 〈y′, z′〉′ = 〈x, x〉. Fu¨r die Faser {u}×Eu mit u′, v′ ∈ {u}×Eu
gilt, daß mu ≥ 3 ist. Daher gilt:
∃w′ ∈ {{u}×Eu}\{u′, v′} : 〈u′, w′〉′ = 〈v′, w′〉′ = 〈u, u〉 = 〈x, x〉
Ist z′ = x′, so ist Sim2(x′, y′, z′;u′, v′) mit w′ := u′ erfu¨llt.
Ist z′ = y′, so ist Sim2(x′, y′, z′;u′, v′) mit w′ := v′ erfu¨llt.
(ii) ∃x ∈ X : x′, y′ ∈ {x}×Ex ∧ ∃ z ∈ X\{x} : z′ ∈ {z}×Ez
Dann existiert ein u ∈ X mit u′, v′ ∈ {u}×Eu. Es ist 〈x′, z′〉′ ∈ D′\{d′} und 〈y′, z′〉′ ∈
D′\{d′}. Also unterscheiden sich x′ und z′, beziehungsweise y′ und z′ in der ersten Kom-
ponente, und es gilt
〈x′, z′〉′ = 〈(x, ·), (z, ·)〉′ = 〈x, z〉 =: d ∈ D′\{d′}
und 〈y′, z′〉′ = 〈(x, ·), (z, ·)〉′ = 〈x, z〉 = d
Da F (X) transitiv ist, existiert ein w′ ∈ F (X) mit 〈u′, w′〉′ = d. Zu w′ existiert ein w ∈ X
mit w′ ∈ {w}×Ew. Dann gilt aber auch, daß 〈v′, w′〉′ = d ist, denn
〈v′, w′〉′ = 〈(u, ·), (w, ·)〉′ = 〈u′, w′〉′ = d.
Damit ist Sim2(x′, y′, z′;u′, v′) mit w′ ∈ F (X) erfu¨llt.
(iii) ∃x, y ∈ X mit x 6= y und x′ ∈ {x}×Ex und y′ ∈ {y}×Ey.
Es folgt eine weitere Fallunterscheidung:
(a) z′ ∈ {x}×Ex
(b) z′ ∈ {y}×Ey
(c) z′ ∈ {z}×Ez und z 6∈ {x, y}
zu (a) Nach Voraussetzung existieren u, v ∈ X mit u 6= v und u′ ∈ {u}×Eu, v′ ∈ {v}×Ev,
und es ist 〈u′, v′〉′ = 〈u, v〉 = 〈x, y〉 = 〈x′, y′〉′. Ist z′ = x′ so folgt mit w′ := u′ die
gewu¨nschte Schließungsaussage. Ist z′ 6= x′, so ist 〈x′, z′〉′ = 〈x, x〉 und
∀w′ ∈ {{u}×Eu}\{u′} : 〈u′, w′〉′ = 〈x, x〉 ∧ 〈u′, v′〉′ = 〈w′, v′〉′
Es ist 〈y′, z′〉′ = 〈y, x〉 und daher 〈v′, w′〉′ = 〈v, u〉 = 〈y, x〉 = 〈y′, z′〉′.
zu (b) Analog zu (a).
zu (c) Es liegen 〈x′, y′〉′, 〈x′, z′〉′, 〈y′, z′〉′ in D = D′\{d′}. Daher existieren u, v ∈ X mit u 6= v
und
〈x′, y′〉′ = 〈x, y〉 = 〈u, v〉 = 〈u′, v′〉′
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Nach Sim2(x, y, z;u, v) existiert ein w ∈ X mit
〈x, z〉 = 〈u,w〉 ∧ 〈y, z〉 = 〈v, w〉
Damit gilt aber fu¨r alle w′ ∈ {w}×Ew :
〈x′, z′〉′ = 〈u′, w′〉′ ∧ 〈y′, z′〉′ = 〈v′, w′〉′
Daher gilt Sim2(x′, y′, z′;u′, v′) mit w′ ∈ {w}×Ew. 2
In einem Faserraum u¨ber einem schiefaffinen Raum ko¨nnen die Fasern beliebig und insbeson-
dere unterschiedlich lang sein. Ein Raum Y u¨ber X la¨ßt sich entsprechend konstruieren, wenn
alle Mengen Ex fu¨r x ∈ X einelementig oder alle zweielementig sind. Auch diese Ra¨ume sind
schiefaffin und werden Faserra¨ume u¨ber X genannt. Sind alle Mengen Ex einelementig, so ist
der damit konstruierte Faserraum u¨ber X isomorph zu X.
Ein Gruppenfaserraum u¨ber einer Gruppe G ist offensichtlich isomorph zu einem Faserraum
u¨ber einem speziellen Gruppenraum F (G).
Satz 5.1.3 Jede Faser eines Faserraumes F (X) u¨ber X ist ein Normalteiler von F (X) und
eine Gerade.
Beweis: Es sei x ∈ X und {x}×Ex die Faser u¨ber x. Dann gilt:
∀x′, y′ ∈ {x}×Ex mit x′ 6= y′ : 〈x′, y′〉′ = 〈x, x〉
und
∀x′ ∈ {x}×Ex ∀ z′ ∈ F (X)\{{x}×Ex} : 〈x′, z′〉 6= 〈x, x〉
Also folgt insbesondere, daß jede Faser ein Teilraum von F (X) ist.
Fu¨r alle x′, y′ ∈ {x}×Ex mit x′ 6= y′ gilt:
x′2y′ = {x′} ∪ {z′ ∈ {x}×Ex| 〈x′, y′〉′ = d′ = 〈x′, z′〉′} ∪ {〈x, x〉}
= {y′} ∪ {z′ ∈ {x}×Ex| 〈y′, x′〉′ = 〈x, x〉 = 〈y′, z′〉′} ∪ {〈x, x〉} = y′2x′
Daher ist jeder Punkt Aufpunkt und somit jede Faser eine Gerade in F (X). Desweiteren gilt fu¨r
alle x′, y′ ∈ {x}×Ex und alle z′ ∈ F (X)\{{x}×Ex}:
∀w′ ∈ {z′‖{{x}×Ex}} : 〈x′, z′〉′ = 〈y′, w′〉′
Da jede Faser mindestens einen Punkt entha¨lt, gilt insbesondere:
∃w′ ∈ {z′‖{{x}×Ex}} : 〈x′, z′〉′ = 〈y′, w′〉′
Somit ist jede Faser auch ein Normalteiler in F (X). 2
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Satz 5.1.4 Es sei F (X) ein beliebiger Faserraum u¨ber X und F sei eine Faser von F (X).
Dann gilt:
F (X)
/
F
∼= X
Beweis: Zu einer Faser F von F (X) geho¨rt immer ein eindeutig bestimmtes x ∈ X mit F =
{x}×Ex. Ziel ist es zu zeigen, daß die dadurch induzierte Abbildung der gesuchte Isomorphismus
ist. Es sei also
ϕ :

F (X)
/
F → X
{z′‖F} 7→ z mit z′ = (z, ·)
ϕ ist ein Morphismus:
Es seien {u′‖F}, {v′‖F}, {s′‖F} und {t′‖F} aus F (X)
/
F mit
〈{u′‖F}, {v′‖F}〉′′ = 〈{s′‖F}, {t′‖F}〉′′
Nach Definition von F (X) existieren u, v, s, t ∈ X mit u′ = (u, ·), v′ = (v, ·), s′ = (s, ·) und
t′ = (t, ·). Es gilt:
〈ϕ({u′‖F}), ϕ({v′‖F})〉 = 〈u, v〉 und 〈ϕ({s′‖F}), ϕ({t′‖F})〉 = 〈s, t〉
Außerdem ist
〈{u′‖F}, {v′‖F}〉′′ =
{ 〈u, v〉 fu¨r u′ 6∈ {v′‖F}
{d′, 〈u, u〉} fu¨r u′ ∈ {v′‖F}
Entsprechendes gilt fu¨r 〈{s′‖F}, {t′‖F}〉′′. Aufgrund der Voraussetzungen sind nun auch offen-
sichtlich die Richtungen der Bildpunkte gleich.
ϕ ist injektiv:
Es seien {z′‖F}, {u′‖F} ∈ F (X)
/
F mit {z′‖F} 6= {u′‖F}. Nach Definition von F (X) existieren
z, u ∈ X mit z′ = (z, ·), u′ = (u, ·) und z 6= u. Damit ist
ϕ({z′‖F}) = z 6= u = ϕ({u′‖F})
ϕ ist surjektiv:
Zu z ∈ X geho¨rt die Faser {z}×Ez und fu¨r alle z′ ∈ {z}×Ez ist ϕ({z′‖F}) = z.
ϕ−1 ist ein Morphismus:
Es seien u, v, s, t ∈ X mit 〈u, v〉 = 〈s, t〉.
1.Fall: u 6= v. Dann gilt:
〈ϕ−1(u), ϕ−1(v)〉 = 〈{u}×Eu, {v}×Ev〉′′ = 〈u, v〉
und
〈ϕ−1(s), ϕ−1(t)〉 = 〈{s}×Es, {t}×Et〉′′ = 〈s, t〉
Fu¨r x ∈ X ist ϕ−1(x) = {x}×Ex = {x′‖F} fu¨r alle x′ ∈ {x}×Ex. Damit folgt die Behauptung.
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2.Fall: u = v. Dann ist auch s = t, und es gilt:
〈ϕ−1(u), ϕ−1(v)〉 = 〈{u}×Eu, {v}×Ev〉 = {〈u, u〉, d′}
und
〈ϕ−1(s), ϕ−1(t)〉 = 〈{s}×Es, {t}×Et〉 = {〈s, s〉, d′}
Da X schiefaffin ist, folgt die Behauptung. 2
Aus Satz 5.1.3 und Satz 5.1.4 folgt
Folgerung 5.1.5 Es sei Y ein Faserraum u¨ber X und N eine Gerade von X. Dann ist Y eine
Erweiterung von N bezu¨glich Y .
Satz 5.1.6 Es sei F (X) ein beliebiger Faserraum u¨ber X und T ein Teilraum von X. Dann
gilt:
(i) T ′ :=
⋃
t∈T {{t}×Et} ist ein Teilraum von F (X). Ist T normal in X, so ist T ′ ein Normal-
teiler von F (X).
(ii) Zu jedem t ∈ T sei t′ ∈ {{t}×Et} ein Punkt der Faser u¨ber t. Setze U :=
⋃
t∈T t
′. Dann
gilt: (
U, 〈〉′
∣∣∣
U
, DT
) ∼= (T, 〈〉∣∣∣
T
, DT
)
Beweis:
(i) T ′ < F (X):
Es seien s′, t′, r′ ∈ T ′ und x′ ∈ F (X) mit 〈s′, t′〉′ = 〈r′, x′〉′.
Zuna¨chst sei s′ 6= t′. Da s′, t′, r′ in T ′ liegen, existieren s, t, r ∈ T mit s′ = (s, ·), t′ = (t, ·),
r′ = (r, ·). Zu x′ gibt es ein x ∈ X mit x′ = (x, ·).
(a) 〈s′, t′〉′ ∈ D\{〈x, x〉}
Dann ist s 6= t und 〈s′, t′〉′ = 〈s, t〉 = 〈r, x〉. Da s, t, r ∈ T sind, ist aufgrund der
Teilraumeigenschaft von T auch x ∈ T . Somit ist x′ = (x, ·) ∈ {x}×Ex ⊂ T ′ und
daher T ′ ein Teilraum von F (X).
(b) 〈s′, t′〉′ = 〈x, x〉.
Dann ist s = t und aus 〈s′, t′〉′ = 〈x, x〉 = 〈r′, x′〉′ folgt dann, daß x′ ∈ {{r}×Er} ⊂ T ′
ist. Also ist auch in diesem Fall T ′ ein Teilraum von F (X).
Falls s′ = t′ ist, folgt 〈s′, t′〉′ = d′ = 〈r′, x′〉′. Nach Definition ist dann r′ = x′ ∈ T ′.
Ist T normal in X, so ist T ′ normal in F (X):
Es seien x′, y′ ∈ T ′, etwa x′ = (x, ex), y′ = (y, ey) und z′ ∈ F (X), etwa z′ = (z, ez).
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(a) x = y:
Dann sind x′, y′ ∈ {x}×Ex. Da {x}×Ex normal in F (X) ist, existiert ein w′ ∈
{z′‖{x}×Ex} mit 〈x′, z′〉′ = 〈y′, w′〉′, und es ist w′ ∈ {z′‖T ′}.
(b) x 6= y:
Dann existiert ein w ∈ {z‖T}, so daß 〈x, z〉 = 〈y, w〉 ist. Es sei p′ ∈ {w}×Ew. Dann
folgt:
〈x′, z′〉′ = 〈x, z〉 = 〈y, w〉 = 〈y′, p′〉′
und es ist p′ ∈ {{w}×Ew} < {z′‖T ′}.
(ii) U ist isomorph zu T , denn verschiedene Punkte aus U unterscheiden sich immer in der
ersten Komponente. Das hat zur Folge, daß die zugeho¨rige Richtung u¨ber die ersten Kom-
ponenten bestimmt wird, die wiederum Punkte aus T sind.
2
Satz 5.1.7 Es sei (X, 〈〉, D) ein zyklischer schiefaffiner Raum. Dann ist jeder Faserraum F (X)
u¨ber X zyklisch.
Beweis: Da X zyklisch ist, existieren x, y ∈ X mit [x, y] = X.
1.Fall: x = y.
Dann ist X = {x} und F (X) = {x}×Ex. Da F (X) in diesem Fall mit einer Geraden u¨berein-
stimmt, erzeugen je zwei verschiedene Punkte von F (X) den Raum F (X).
2.Fall: x 6= y.
Fu¨r d := 〈x, y〉 ist dann Ex(d ∪ dad) = X. Also existiert fu¨r alle z ∈ X ein {d, dad}-Pfad von x
nach z, etwa
(x0, . . . , xm) mit x0 = x und xm = z
Es seien x′ ∈ {x}×Ex und y′ ∈ {y}×Ey. Ziel ist es, zu zeigen, daß [x′, y′] = F (X) ist. Zuna¨chst
ist 〈x′, y′〉′ = 〈x, y〉 = d. Es sei nun z′ ∈ F (X)\{x, y}. Dann gibt es ein z ∈ X und ein ez ∈ Ez
mit z′ = (z, ez).
(i) z 6= x
Nach Voraussetzung ist (x0, . . . , xm) ein {d, dad}-Pfad von x nach z. Fu¨r i = 1, . . . ,m− 1
sei x′i ∈ {xi}×Exi und x′0 := x′ und x′m := z′. Dann ist fu¨r i = 0, . . . ,m− 1
〈xi, xi+1〉′ = 〈xi, xi+1〉 ∈ {d, dad}
Das bedeutet (x′0, . . . , x′m) ist ein {d, dad}-Pfad von x′ nach z′ in F (X).
(ii) z = x
Dann liegen x′, z′ in {x}×Ex, und es gilt:
〈x′, y′〉′ = 〈x, y〉 = d und 〈y′, z′〉′ = 〈y, z〉 = dad
Daher ist (x′, y′, z′) ein {d, dad}-Pfad von x′ nach z′ in F (X).
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Insgesamt ist also jeder Punkt aus F (X) u¨ber einen {d, dad}-Pfad von x′ aus zu erreichen. Daher
erzeugen x′ und y′ den Faserraum F (X). 2
Satz 5.1.8 Es sei X ein abelscher schiefaffiner Raum. Dann ist jeder Faserraum F (X) u¨ber
X abelsch.
Beweis: Nach Bemerkung 2.1.2 genu¨gt es, paarweise verschiedene Punkte zu betrachten. Es
seien also x′ = (x, ex), y′ = (y, ey), z′ = (z, ez) ∈ F (X) paarweise verschieden.
1. Die Fasern, in denen x′, y′ und z′ liegen, sind paarweise verschieden.
Dann sind x, y, z paarweise verschieden und mit Pgm(x, y, z) folgt:
∃w ∈ X : 〈x, y〉 = 〈z, w〉 ∧ 〈x, z〉 = 〈y, w〉
Nach Definition der Richtungen im Faserraum F (X) ergibt sich dann fu¨r alle w′ ∈ {w}×Ew,
etwa w′ = (w, ew):
〈x′, y′〉′ = 〈x, y〉 = 〈z, w〉 = 〈z′, w′〉′ und 〈x′, z′〉′ = 〈x, z〉 = 〈y, w〉 = 〈y′, w′〉′
Also ist Pgm(x′, y′, z′) erfu¨llt.
2. {x}×Ex = {y}×Ey und {z}×Ez 6= {x}×Ex.
Dann gilt 〈x′, y′〉′ = 〈x, x〉. Nach Definition des Faserraumes erha¨lt man:
∀w′ ∈ {z}×Ez : 〈z′, w′〉′ = 〈x, x〉 ∧ 〈y′, w′〉′ = 〈x′, z′〉′
Also ist Pgm(x′, y′, z′) mit w′ ∈ {z}×Ez\{z′} erfu¨llt.
3. Stimmen alle drei Fasern u¨berein, so ist x′, y′, z′ ∈ {x}×Ex und
〈x′, y′〉′ = 〈x′, z′〉′ = 〈x, x〉
Daher folgt:
∀w′ ∈ {x}×Ex\{y′, z′} : w′ erfu¨llt Pgm(x′, y′, z′).
4. Alle u¨brigen Konstellationen ko¨nnen analog zum 2.Fall gezeigt werden.
2
Satz 5.1.9 Ist X nilpotent, so auch jeder Faserraum F (X) u¨ber X.
Beweis: Da X nilpotent ist, besitzt X eine abbrechende Kommutatorreihe, etwa:
X = N1 > . . . > Nk = {a} (5.1)
mit a ∈ X, Ni normal in X fu¨r i = 1, . . . , k und
∃Ci ∈ D(Ni, X) : Ci −Ka(Ni, X) < Ni+1
60
fu¨r i = 1, . . . , k − 1.
Ziel ist die Konstruktion einer Kommutatorreihe von F (X) und aus der Kommutatorreihe (5.1)
von X. Nach Satz 5.1.6 und Satz 5.1.4 existiert zu Ni ∈ T (X) ein N ′i ∈ T (F (X)):
N ′i
/
{a}×Ea ∼= Ni
Es ist N ′i :=
⋃
x∈Ni{x}×Ex ein solcher Teilraum. Fu¨r die Richtungsmenge DN ′i von N ′i gilt:
DN ′i = DNi∪˙{d′}
Dabei ist d′ ∈ D′ die Richtung, die einen Punkt mit sich selbst, und 〈x, x〉 die Richtung, die je
zwei verschiedene Punkte einer Faser verbindet. Es wird nun gezeigt:
F (X) = N ′1 > . . . > N ′k−1 > N
′
k = {a}×Ea > N ′k+1 := {(a, ea)}
ist eine Kommutatorreihe von F (X) fu¨r alle ea ∈ Ea.
Nach Satz 5.1.6 ist N ′i normal in F (X) fu¨r i = 1, . . . , k. N
′
k+1 ist als Punkt ein trivialer Teilraum
von F (X) und daher insbesondere ein Normalteiler von F (X).
Es bleibt also zu zeigen, daß fu¨r alle j ∈ {1, . . . , k} ein C ′j ∈ D(N ′j , F (X)) existiert mit
C ′j −K(a,ea)(N ′j , F (X)) < N ′j+1
Es sei zuna¨chst (x′, y′, z′) ∈ (N ′2j ×F (X))∗. Dann ist (x′, y′) ∈ N ′(2)j und z′ ∈ F (X) mit z′ 6∈
{x′, y′} und (x′, y′, z′) ist eine offene Parallelogrammkonfiguration. Daher existiert kein w′ ∈
F (X) mit
〈x′, y′〉′ = 〈z′, w′〉′ ∧ 〈x′, z′〉′ = 〈y′, w′〉′
Die Punkte x′, y′, z′ liegen auf Fasern von F (X), etwa x′ = (x, ex), y′ = (y, ey) und z′ = (z, ez).
Annahme: Pgm(x, y, z) ist erfu¨llt.
Dann ist auch Pgm(x′, y′, z′) erfu¨llt, denn es exisiert ein w ∈ X mit 〈x, z〉 = 〈y, w〉 und 〈x, y〉 =
〈z, w〉. Dann gilt fu¨r alle w′ ∈ {w}×Ew\{z′}:
〈x′, y′〉′ = 〈x, y〉 = 〈z, w〉 = 〈z′, w′〉′
und 〈x′, z′〉′ = 〈x, z〉 = 〈y, w〉 = 〈y′, w′〉′
Nach Voraussetzung kann dieser Fall also nicht eintreten.
Annahme: x = y oder y = z oder x = z.
Dann liegen x′, y′ oder y′, z′ oder x′, z′ auf einer Faser und Pgm(x′, y′, z′) wa¨re erfu¨llt. Dies
widerspricht ebenfalls der Voraussetzung.
Daher liegt also folgender Fall vor: (x, y, z) ∈ (N2j×X)∗. Nach Voraussetzung existiert ψ ∈ Ψ∗Nj ,X :
ψ(x, y, z) ∈ Cj und Cj −Ka(Nj , X) < Nj+1
Also existieren u ∈ (y2〈x, z〉)\{y, 〈x, z〉} und v ∈ (z2〈x, y〉)\{z, 〈x, y〉} mit
〈u, v〉 ∈ Cj\{〈x, x〉} oder 〈v, u〉 ∈ Cj\{〈x, x〉}
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Ohne Beschra¨nkung der Allgemeinheit sei 〈u, v〉 ∈ Cj \{〈x, x〉}. Es wird im folgenden gezeigt:
Die Richtung 〈u, v〉 ∈ Cj\{〈x, x〉} schließt ebenfalls die Konfiguration zu x′, y′, z′ in F (X).
Es seien u′ ∈ {u}×Eu und v′ ∈ {v}×Ev. Dann gilt:
〈y′, u′〉′ = 〈y, u〉 = 〈x, z〉 = 〈x′, z′〉′
und es ist u′ 6= y′, da y 6= u. Also gilt:
u′ ∈ (y′2〈x′, z′〉′)\{y′, 〈x′, z′〉′}
Entsprechend ist v′ ∈ (z′2〈x′, y′〉′)\{z′, 〈x′, y′〉′}. Nach Voraussetzung ist u 6= v und
daher auch u′ 6= v′, und es folgt:
〈u′, v′〉′ = 〈u, v〉 ∈ Cj
Erfu¨llen x′, y′, z′ die PGM-Aussage, so schließt d′ die Konfiguration.
Setze nun C ′j := {d′} ∪ Cj\{〈x, x〉}. Dann ist C ′j ∈ D(Nj , F (X)) und
C ′j −K(a,ea)(N ′j , F (X)) = E(a,ea)(C ′j ∪ C ′adj ) =: K ′j < F (X)
Es bleibt zu zeigen, daß K ′j ein Teilraum von N
′
j+1 ist. Nach Definition des Faserraumes gilt fu¨r
i ∈ {1, . . . , k − 1}:
N ′j+1 =
⋃
x∈Nj
{x}×Ex >
⋃
x∈Ci−Ka(Nj ,X)
{x}×Ex = K ′j
Fu¨r j = k ist C ′k = {d′} und daher K ′k = {(a, ea)} = Nk+1. Insgesamt folgt damit die Behaup-
tung. 2
Satz 5.1.10 Es sei X ein auflo¨sbarer Raum, dann ist jeder Faserraum F (X) u¨ber X auflo¨sbar.
Beweis: Nach Satz 5.1.3 ist jede Faser von F (X) ein abelscher Normalteiler von F (X), also
insbesondere auflo¨sbar. Es sei x ∈ X und {x}×Ex eine Faser von F (X). Nach Satz 5.1.4 ist
F (X)
/
{x}×Ex ∼= X
Daher ist ein solcher Faktorraum ebenfalls auflo¨sbar. Nach Satz 4.2.3 ist dann auch F (X)
auflo¨sbar.
2
Satz 5.1.11 Ist ein Faserraum u¨ber X zyklisch, abelsch, nilpotent oder auflo¨sbar, so ist auch
X zyklisch, abelsch, nilpotent oder auflo¨sbar.
Beweis: Es sei X zyklisch, abelsch, nilpotent oder auflo¨sbar. Wird ein Faserraum u¨ber X durch
eine Faser geteilt, so ist nach Satz 5.1.4 der resultierende Faktorraum isomorph zu X. Nach Satz
5.1.3 ist jede Faser Normalteiler des Faserraumes und daher ist der Faktorraum nach Satz 4.3.4,
Satz 2.1.4, Satz 4.1.4 oder Satz 4.2.4 ebenfalls zyklisch, abelsch, nilpotent oder auflo¨sbar. 2
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5.2 Das spezielle Produkt
Definition 5.2.1 Es seien (X, 〈〉x, Dx) und (Y, 〈〉y, Dy) schiefaffine Ra¨ume mit Dx ∩Dy = ∅.
Setze Z := X×Y und D := {Dx\{〈x, x〉}} ∪Dy und
〈〉 :

Z2 → D
((x1, y1), (x2, y2)) 7→
{ 〈y1, y2〉y falls x1 = x2
〈x1, x2〉x falls x1 6= x2
Dann heißt (Z, 〈〉, D) das spezielle Produkt von X und Y und wird mit X  Y bezeichnet.
Fu¨r x ∈ X setze Yx := {x}×Y , dann ist Z =
⋃
x∈X{x}×Y . Yx heißt Kopie von Y bezu¨glich
x ∈ X. Fu¨r alle x ∈ X ist offenbar (Yx, 〈〉y, Dy) isomorph zu (Y, 〈〉y, Dy). Ein Isomorphismus ist
etwa
ϕ :
{
Yx → Y
(x, y) 7→ y
Im folgenden wird begru¨ndet, warum X  Y als ein Produkt bezeichnet werden kann. Dazu
werden die Begriffe direktes Produkt [10] und Vergro¨berung [5] eingefu¨hrt. Es wird gezeigt, daß
das spezielle Produkt zweier schiefaffiner Ra¨ume eine Vergro¨berung ihres direkten Produktes ist
(vgl. Satz 5.2.5).
Definition 5.2.2 (vgl. [5] Kap. 5)
Es seien (X, 〈〉, D) und (Y, 〈〉′, E) nichtkommutative Ra¨ume. Ein Morphismus m von X nach Y
heißt Vergro¨berung, falls X = Y und m|X = id. In diesem Fall heißt auch X Vergro¨berung von
Y .
Eine Vergro¨berung m definiert auf D eine A¨quivalenzrelation κ. Fu¨r d, d′ ∈ D sei
d κ d′ :⇔ m(d) = m(d′)
Umgekehrt induziert jede A¨quivalenzrelation κ auf D eine Vergro¨berung von X.
Definition 5.2.3 (vgl. [12], 3.9 oder [10], 5.23)
Es seien (X, 〈〉x, Dx) und (Y, 〈〉y, Dy) schiefaffine Ra¨ume, Z := X×Y D := Dx×Dy und
〈〉 :
{
Z2 → D
((x, y), (x′, y′)) 7→ (〈x, x′〉x, 〈y, y′〉y)
Dann heißt (X×Y, 〈〉, D) das direkte Produkt von X und Y ; es wird mit X ⊗ Y bezeichnet.
Satz 5.2.4 Das direkte Produkt zweier schiefaffiner Ra¨ume ist schiefaffin.
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Beweis: Es sei X ⊗ Y das direkte Produkt von X und Y mit den Bezeichnungen wie oben.
X ⊗ Y erfu¨llt die Bedingung (1.1):
Es seien (x1, y1), (x2, y2), (x3, y3) ∈ X⊗Y mit 〈(x1, y1), (x1, y1)〉 = 〈(x2, y2), (x3, y3)〉. Dann gilt:
〈(x1, y1), (x1, y1)〉 = (〈x1, x1〉x, 〈y1, y1〉y) = (〈x2, x3〉x, 〈y2, y3〉y) = 〈(x2, y2), (x3, y3)〉
Da X und Y schiefaffine Ra¨ume sind, folgt die Behauptung.
X ⊗ Y ist transitiv:
Es sei (xi, yi) ∈ X×Y fu¨r i = 1, 2, 3. Da X und Y transitiv sind, existieren x4 ∈ X und y4 ∈ Y
mit 〈x1, x2〉x = 〈x3, x4〉x und 〈y1, y2〉y = 〈y3, y4〉y. Damit folgt
〈(x1, y1), (x2, y2)〉 = 〈(x3, y3), (x4, y4)〉
X ⊗ Y erfu¨llt die Tamaschke-Bedingung:
Es seien (x, y), (x′, y′), (x′′, y′′), (u, v), (u′, v′) ∈ X×Y mit
〈(x, y), (x′, y′)〉 = 〈(u, v), (u′, v′)〉
Es gilt dann:
〈(x, y), (x′, y′)〉 = (〈x, x′〉, 〈y, y′〉) = (〈u, u′〉, 〈v, v′〉)
Daher ist
〈x, x′〉 = 〈u, u′〉 und 〈y, y′〉 = 〈v, v′〉
In X und Y ist jeweils die Tamaschke-Bedingung erfu¨llt, also existieren u′′ ∈ X und v′′ ∈ Y mit
〈x, x′′〉 = 〈u, u′′〉 und 〈x′, x′′〉 = 〈u′, u′′〉
und
〈y, y′′〉 = 〈v, v′′〉 und 〈y′, y′′〉 = 〈v′, v′′〉
Also ist
〈(x, y), (x′′, y′′)〉 = 〈(u, v), (u′′, v′′)〉
und
〈(x′, y′), (x′′, y′′)〉 = 〈(u′, v′), (u′′, v′′)〉
Daher ist auch Sim2((x, y), (x′, y′), (x′′, y′′); (u, v), (u′, v′′)) erfu¨llt. 2
Bemerkung: Nach [10], 5.23 sind die zu X und Y isomorphen Teilra¨ume des direkten Produktes
von X⊗Y Normalteiler. Ebenso offensichtlich ist, daß die damit gebildeten Faktorra¨ume zu Satz
5.1.4 analoge Bedingungen erfu¨llen. Daher ist das direkte Produkt von X und Y eine Erweiterung
von Y bezu¨glich X und auch eine Erweiterung von X bezu¨glich Y .
Satz 5.2.5 Es seien X und Y schiefaffine Ra¨ume. Dann ist das spezielle Produkt Z := XY
eine Vergro¨berung des direkten Produkts Z ′ := X ⊗ Y von X und Y .
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Beweis: Offenbar stimmen die Punktmengen von Z ′ und Z u¨berein. Die identische Abbildung
von Z ′ nach Z ist ein Morphismus, denn fu¨r z′i = (xi, yi) ∈ X ⊗ Y mit i = 1, 2, 3, 4 und
〈z′1, z′2〉z′ = 〈z′3, z′4〉z′ gilt
〈z′1, z′2〉z′ = (〈x1, x2〉, 〈y1, y2〉) = (〈x3, x4〉, 〈y3, y4〉) = 〈z′3, z′4〉z′
Also ist 〈x1, x2〉 = 〈x3, x4〉 und 〈y1, y2〉 = 〈y3, y4〉. Daher ist, falls x1 6= x2, auch x3 6= x4 und
falls x1 = x2 auch x3 = x4. Es gilt nun
〈z′1, z′2〉z = 〈(x1, y1), (x2, y2)〉z =
{ 〈x1, x2〉x fu¨rx1 6= x2
〈y1, y2〉y sonst
und
〈z′3, z′4〉z = 〈(x3, y3), (x4, y4)〉z =
{ 〈x3, x4〉 fu¨rx3 6= x4
〈y3, y4〉 sonst
Daher ist auch 〈z′1, z′2〉z = 〈z′3, z′4〉z. 2
Eine Vergro¨berung eines schiefaffinen Raumes ist im allgemeinen nicht schiefaffin, vgl. [5]. Es
gilt jedoch:
Satz 5.2.6 Es seien (X, 〈〉x, Dx) und (Y, 〈〉y, Dy) schiefaffine Ra¨ume. Dann ist das spezielle
Produkt XY ein schiefaffiner Raum.
Beweis:
XY erfu¨llt Bedingung (1.1):
Es seien (x1, y1), (x2, y2), (x3, y3) ∈ XZ mit 〈(x1, y1), (x1, y1)〉 = 〈(x2, y2), (x3, y3)〉. Dann gilt:
〈(x1, y1), (x1, y1)〉 = 〈y1, y1〉y = 〈(x2, y2), (x3, y3)〉
Nach Definition von 〈〉 ist daher x2 = x3. Weil 〈〉y die Bedingung (1.1) erfu¨llt, ist y2 = y3.
XY ist transitiv:
Es seien z′1, z′2, z′3 ∈ Z, etwa z′i = (xi, yi) fu¨r i = 1, 2, 3. Dann ist
〈z′1, z′2〉 =
{ 〈x1, x2〉 fu¨r x1 6= x2
〈y1, y2〉 fu¨r x1 = x2
Es ist zu zeigen:
∃ z′4 ∈ Z : 〈z′1, z′2〉 = 〈z′3, z′4〉
Nun sind die Fa¨lle x1 6= x2 und x1 = x2 zu unterscheiden.
x1 6= x2 : Dann ist 〈z′1, z′2〉 = 〈x1, x2〉x. Zu x1, x2, x3 ∈ X existiert ein x4 ∈ X mit
〈x1, x2〉x = 〈x3, x4〉x. Fu¨r alle z′4 ∈ {x4}×Y folgt die Behauptung.
x1 = x2 : Dann ist y1 6= y2 und 〈z′1, z′2〉 = 〈y1, y2〉y. Da Y transitiv ist, existiert ein y4 ∈ Y mit
〈y1, y2〉y = 〈y3, y4〉. Fu¨r (x3, y4) ∈ {x3}×Y folgt die Behauptung.
XY erfu¨llt die Tamaschke-Bedingung:
Es seien z′1, z′2, z′3, z′4, z′5 ∈ Z mit 〈z′1, z′2〉 = 〈z′4, z′5〉. So mu¨ssen die folgenden Fa¨lle unterschieden
werden:
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(i) ∃x ∈ X mit z′1, z′2, z′3, z′4, z′5 ∈ Yx. Da Yx schiefaffin ist, ist in diesem Fall nichts weiter zu
zeigen.
(ii) ∃ (x, y) ∈ X(2) : z′1, z′2, z′3 ∈ Yx und z′4, z′5 ∈ Yy.
1.Fall: z′1, . . . , z′5 sind paarweise verschieden.
Yx und Yy sind isomorph. Ein Isomorphismus ist etwa ϕ :
{
Yx → Yy
(x, a) 7→ (y, a) .
Es sei z′i = (x, zi) fu¨r i = 1, 2, 3 und z
′
i = (y, zi) fu¨r i = 4, 5. Dann gilt:
〈ϕ(z′1), ϕ(z′2)〉 = 〈z1, z2〉 ∧ 〈ϕ(z′1), ϕ(z′3)〉 = 〈z1, z3〉 ∧ 〈ϕ(z′2), ϕ(z′3)〉 = 〈z2, z3〉
In Yy ist Sim2(ϕ(z′1), ϕ(z′2), ϕ(z′3); z′4, z′5) erfu¨llt, da Yy isomorph zu Y ist. Insgesamt gilt
nun auch Sim2(z′1, z′2, z′3; z′4, z′5).
2.Fall: z′1 = z′2. Dann ist z′4 = z′5.
Ist zusa¨tzlich z′3 = z′1, so setze z′ := z′4. Da Y transitiv ist, folgt
〈z′1, z′3〉 = 〈y1, y1〉y = 〈y4, y4〉y = 〈z′4, z′〉
und entsprechend
〈z′2, z′3〉 = 〈z′5, z′〉
Ist z′3 6= z′1, so ist 〈z′1, z′3〉 = 〈y1, y3〉y. Da Y transitiv ist, existiert ein y6 ∈ Y mit 〈y1, y3〉 =
〈y4, y6〉. Fu¨r z′ := (x4, y6) folgt die Behauptung.
3.Fall z′1 = z′3. Mit z′ := z′4 folgt die Behauptung.
4.Fall z′2 = z′3. Mit z′ := z′5 folgt die Behauptung.
(iii) z′1, z′2 ∈ Yx, z′4, z′5 ∈ Yy und z′3 ∈ Yu mit x, y, u ∈ X und x 6= u.
Dann ist 〈z′1, z′3〉 = 〈x, u〉x und 〈z′2, z′3〉 = 〈x, u〉x. Da X transitiv ist, existiert ein v ∈ X
mit 〈x, u〉x = 〈y, v〉x. Daher gilt fu¨r alle z′ ∈ Yv:
〈z′4, z′〉 = 〈y, v〉x = 〈x, u〉x = 〈z′1, z′3〉
und
〈z′5, z′〉 = 〈y, v〉x = 〈x, u〉x = 〈z′2, z′3〉
Also ist Sim2(z′1, z′2, z′3; z′4, z′5) erfu¨llt.
(iv) ∃ (x, y) ∈ X(2) : z′1 ∈ Yx ∧ z′2 ∈ Yy.
Dann existiert ein Tupel (u, v) ∈ X(2) : z′4 ∈ Yu ∧ z′5 ∈ Yv mit 〈x, y〉x = 〈u, v〉x
Es gibt nun ein a ∈ X mit z′3 ∈ Ya und folgende Fa¨lle ko¨nnen auftreten:
1.Fall: a 6= x ∧ a 6= y
Offensichtlich gilt fu¨r x, y, a, u, v die Tamaschke-Bedingung in X. Das bedeutet, es existiert
ein b ∈ X mit 〈x, a〉x = 〈u, b〉x und 〈y, a〉x = 〈v, b〉x. Dann gilt fu¨r alle z′ ∈ Yb:
〈z′4, z′〉 = 〈u, b〉x = 〈z′1, z′3〉 ∧ 〈z′5, z′〉 = 〈v, b〉x = 〈z′2, z′3〉
Also ist Sim2(z′1, z′2, z′3; z′4, z′5) erfu¨llt.
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2.Fall: a = x
Ist z′1 6= z′3, so folgt die Behauptung mit den Schlu¨ssen aus (ii), 2.Fall.
3.Fall: a = y
Analog zum 2.Fall von (iv).
2
Satz 5.2.7 Fu¨r das spezielle Produkt Z := XY gilt:
(i) Jedes Yx ist Normalteiler von Z fu¨r alle x ∈ X.
(ii) Der Faktorraum Z
/
Yx
ist isomorph zu X fu¨r jedes x ∈ X.
Beweis:
(i) Es sei x ∈ X und a′, b′ ∈ Yx, etwa a′ = (x, a) und b′ = (x, b) mit a, b ∈ Y . Desweiteren sei
c′ ∈ Z, etwa c′ = (z, c) mit z ∈ X und c ∈ Y . Offenbar ist Yx ein Teilraum von Z. Gesucht
ist nun ein d′ ∈ {c′ ‖Yx} mit 〈a′, c′〉 = 〈b′, d′〉.
1.Fall x 6= z: Es sei d′ ∈ Yz, dann ist 〈a′, c′〉 = 〈x, z〉x = 〈b′, d′〉
2.Fall x = z: Dann ist 〈a′, c′〉 = 〈a, c〉y. Da Y transitiv ist, existiert ein d ∈ Y mit
〈a, c〉y = 〈b, d〉y. Es sei d′ := (x, d). Dann ist d′ ∈ Yz und 〈b′, d′〉 = 〈b, d〉y
(ii) Zu x ∈ X ist
ϕ :
{
XY/
Yx
→ X
{z′‖Yx} 7→ a mit {z′‖Yx} = Ya
ein Isomorphismus:
ϕ ist wohldefiniert, denn Z =
⋃
a∈X Ya. Also existiert zu jedem {z′‖Yx} ∈ Z
/
Yx
genau ein
a ∈ X mit {z′‖Yx} = Ya. Analog zu Satz 5.1.4 kann man die geforderten Eigenschaften
zeigen. 2
Mit diesem Satz folgt direkt:
Folgerung 5.2.8 Es sei Z das spezielle Produkt von X und Y . Dann gilt: Z ist eine Erwei-
terung von Y bezu¨glich X.
Satz 5.2.9 Es sei T ein Teilraum von X. Dann gilt:
(i) T ′ := TYx ist ein Teilraum von Z := XY . Ist T normal in X, so ist T ′ ein Normalteiler
von Z.
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(ii) Zu jedem t ∈ T sei t′ ∈ Yt ein fester Punkt aus Yt. Setze S :=
⋃
t∈T t
′. Dann ist(
S, 〈〉
∣∣∣
S
, DT
) ∼= (T, 〈〉x∣∣∣
T
, DT
)
Beweis:
(i) T ′ ist ein Teilraum von Z:
Es seien s′, t′, r′ ∈ T ′ und z′ ∈ Z mit 〈s′, t′〉 = 〈r′, z′〉. Dann existieren s, t, r ∈ T und
ys, yt, yr ∈ Y mit s′ = (s, ys), t′ = (t, yt) und r′ = (r, yr). Zu z′ ∈ Z existiert ein z ∈ X und
ein yz ∈ Y mit z′ = (z, yz).
(a) 〈s′, t′〉 ∈ DX \{〈x, x〉}. Dann ist 〈s′, t′〉 = 〈s, t〉x = 〈r, z〉x. Daher ist z ∈ T und somit
z′ ∈ T ′.
(b) 〈s′, t′〉 ∈ DY . Dann ist 〈s′, t′〉 = 〈ys, yt〉y = 〈r′, z′〉. Nach Konstruktion ist dann aber
z′ ∈ Yr ⊂ T ′.
T ′ ist normal in Z, falls T normal in X ist:
Es seien s′, t′ ∈ T ′ und x′ ∈ Z, etwa s′ = (s, ys), t′ = (t, yt) und x′ = (x, yx) mit s, t ∈ T
und x ∈ X.
(a) s = t: Dann liegen s′, t′ in Ys. Daher existiert ein w′ ∈ {x′‖Ys} mit 〈s′, x′〉 = 〈t′, w′〉,
und es ist w′ ∈ {x′‖Ys} ⊂ {x′‖T ′}.
(b) s 6= t: Da T normal in X ist, existiert ein w ∈ {x‖T} mit 〈s, x〉x = 〈t, w〉x. Es sei
w′ ∈ Yw. Dann gilt
〈s′, x′〉 = 〈s, x〉x = 〈t, w〉x = 〈t′, w′〉
und w′ ∈ Yw ⊂
⋃
a∈{z‖T} Ya = {z′‖T ′}.
(ii) Analog zum Beweis von Satz 5.1.6 ii). 2
Inwiefern sich Eigenschaften von X und Y auf das spezielle Produkt XY u¨bertragen, gibt
der folgende Satz an. Die Beweise lassen sich alle analog zu den entsprechenden Aussagen fu¨r
Faserra¨ume fu¨hren.
Satz 5.2.10
i) X ist genau dann zyklisch, wenn XY zyklisch ist.
ii) X und Y sind genau dann abelsch, wenn XY abelsch ist.
iii) X und Y sind genau dann nilpotent, wenn XY nilpotent ist.
iv) X und Y sind genau dann auflo¨sbar, wenn XY auflo¨sbar ist.
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Bemerkungen
(i) Das spezielle Produkt ist offenbar nicht kommutativ.
(ii) Falls X zweielementig ist und Y ein beliebiger schiefaffiner Raum ist, so ist das spezielle
Produkt von X und Y gleich 2Y , also eine Verdopplung von Y im Sinne von [5]. Andernfalls
ist XY eine Vervielfachung vom Grad |X| von Y .
(iii) Es sei Y ein Faserraum u¨ber X und N eine Faser von Y . Sind alle Fasern von Y gleich
lang, so sind alle Fasern isomorph zueinander. Es gilt dann Y = XN .
Gibt es nichtisomorphe Fasern in Y , so ist Y kein spezielles Produkt von X und N .
(iv) Ein spezielles Produkt von X und Y ist ein Faserraum, wenn Y eine Gerade oder ein
Faserraum u¨ber einem weiteren schiefaffinen Raum ist.
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