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Les séquences de maillages sont de plus en plus utilisées, comme on peut
le voir avec les jeux vidéos ou l’imagerie médicale. Cette augmentation des be-
soins entraîne un développement des méthodes de génération de séquences
de maillages, parmi lesquelles les méthodes fondées sur un modeleur et les ac-
quisitions multi-caméras. Ces méthodes de générations peuvent produire des
séquences de maillages de natures différentes. Le nombre d’applications utili-
sant ces séquences s’est également accru, avec par exemple la compression et le
transfert de pose. Ces applications nécessitent souvent dans un premier temps
de calculer une partition de la séquence.
Dans cette thèse, nous nous intéressons plus particulièrement à la segmen-
tation en composantes rigides de séquences de maillages. Ainsi dans un pre-
mier temps, nous formalisons la notion de séquence de maillages. En effet, les
applications utilisant les séquences de maillages se sont développées de ma-
nière indépendante les unes des autres et il n’existe pas de terminologie com-
mune. Nous proposons donc une classiﬁcation et une nomenclature permet-
tant de désigner quelles sont les propriétés attachées à un type de séquence,
et ainsi de décrire précisément quel type de séquence est nécessaire pour une
application donnée.
Dans un second temps, nous formalisons la notion de segmentation de sé-
quence de maillages en posant différentes déﬁnitions. Nous présentons égale-
ment l’état de l’art des méthodes de segmentation sur les séquences de mailla-
ges, pour les différents types de segmentations déﬁnies.
Ensuite, nous proposons une première méthode de segmentation de type
globale pour les séquences stables de maillages. Cette méthode est fondée sur
la fusion de régions.
Par la suite, nous présentons deux autres méthodes, toutes deux reposant
sur la classiﬁcation spectrale, et qui acceptent en entrée des séquences non
contraintes de maillages. La première produit un ensemble de segmentations
globales, tandis que la seconde génère, soit une segmentation globale, soit une
segmentation temporellement variable.
Nous mettons également en place un système d’évaluation quantitative des
segmentations.
Enﬁn, nous présentons les différentes perspectives liées à la segmentation
de séquences de maillages.
v
Abstract
Mesh sequences are becoming a common tool in computer graphics as can
be seen in video games or medical imaging. As a consequence, mesh sequences
generation’s methods have been developed. Sequences can be created using
a modeler or by multi-cameras acquisition. These methods can generate se-
quences which have different properties. Moreover, different applications using
mesh sequences have been proposed such as compression or pose transfer.
Most of these applications require to compute a segmentation as a pre-processing
step.
This thesis deals with mesh sequence segmentation into rigid components.
First, we formalize the notion of mesh sequence, and propose a nomenclature,
allowing us to design the properties attached to each kind of mesh sequence,
and to describe precisely what kind of sequence an algorithm requires as input.
Next, we propose a formalization of mesh sequence segmentation by pro-
viding different deﬁnitions of segmentation. We then present mesh sequences
segmentation state of the art.
We then propose a ﬁrst segmentation method, producing a global segmen-
tation and taking as input a stable mesh sequence. This method is based on a
region-growing process.
Next, we present two segmentation methods, both based on spectral cluste-
ring and taking as input an unconstrained mesh sequence. The former method
produces a set of global segmentations, while the latter generate either a global
segmentation or a time-varying segmentation.
We also propose a quantitative segmentation evaluation system.
Finally, we provide future work leads on mesh sequence segmentation.
vi
Notations
Ng(v(k)i ) 1-voisinage du sommet v
(k)
i , page 11
Fk, 0  k  N − 1 kie`me image, pouvant contenir un maillage avec plu-
sieurs composantes connexes, page 11
i, j indices des sommets dumaillage dans l’image k, page 11
k, l indices des images, page 11
N nombre d’images composant la séquence, page 11
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Chapitre 1
Introduction
Dans cette thèse, nous nous intéressons à la segmentation des maillages
évoluant au cours du temps, communément appelés séquences de maillages.
L’utilisation de ces séquences de maillages n’est pas nouvelle, mais des avan-
cées technologiques récentes dans la génération de telles séquences, ainsi que
les évolutions matérielles et l’augmentation des débits des réseaux ont provo-
qué un regain d’intérêt pour celles-ci ces dernières années.
1.1 Contexte
1.1.1 Génération de séquences de maillages
Comme mentionné précédemment, l’utilisation de la 3D et de la 3D+t s’est
fortement accrue au cours de ces dernières années. On peut citer par exemple
les ﬁlms et les jeux vidéos dans les applications visibles, ainsi que d’autres do-
maines moins grand public comme l’imagerie médicale et la CAO 1. Ainsi le
nombre de modèles de représentation d’objet 3D a augmenté. Les modèles sur-
faciques en particulier, comme les NURBS 2 ou les surfaces paramétriques, ont
une place prépondérante. Parmi les modèles surfaciques, les maillages sont les
plus utilisés, cela est en partie dû au support matériel et aux accélérations ma-
térielles par la carte graphique, couramment présents dans les ordinateurs ac-
tuels. L’utilisation prépondérante des maillages nécessite la mise en place de
nombreux traitements, qu’ils soient de haut niveau (déformation de maillages
et transfert de pose par exemple) ou de bas niveau (remaillage par exemple).
Ces maillages sont ensuite animés. Un graphiste crée dans un premier temps
un maillage (avec un modeleur par exemple), puis un animateur est chargé de
mettre en mouvement ce maillage. Nous présentons ici les deux principales fa-
milles d’animation de maillages :
1. Conception assistée par ordinateur
2. pour Non Uniform Rational B-Spline
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– animation par images clés : l’animateur déforme lemaillage, ou une repré-
sentation simpliﬁée, à différents instants, par exemple aux images k et k+l.
Les images intermédiaires, entre k + 1 et k + l − 1, sont "interpolées" (par
différentes techniques) à partir de ces deux images (voir la section 2.3.2.2).
Les méthodes par images clés sont omniprésentes dans les modeleurs ;
– animation procédurale : le maillage est déformé en suivant un ensemble
de règles, reposant généralement sur des lois physiques. Il s’agit par exemple
d’animations physiques (simulation de vêtement) ou de simulations nu-
mériques.
Parallèlement les travaux d’analyse d’images et de vidéos progressent et des
applications complexes et interactives deviennent possibles. Ainsi il est pos-
sible à partir d’une installation multi-caméras de reconstruire un maillage de
l’objet ﬁlmé. En appliquant ce principe sur toutes les images d’une vidéo, des
séquences de maillages peuvent donc être créées.
Ces séquences sont, comme nous le verrons dans le chapitre 2, d’une nature
différente de celles présentées ci-dessus.
1.1.2 Traitements
Les séquences de maillages sont de plus en plus utilisées dans l’industrie.
Les principaux traitements appliqués à ces séquences sont les suivants :
– la compression de séquences de maillages : il s’agit actuellement de l’ap-
plication la plus importante et de nombreux travaux ont été publiés ces
dernières années. La majeure partie de ces travaux porte sur les séquences
générées à partir d’unmodeleur [Lengyel, 1999, Amjoun and Straßer, 2007,
Collins and Hilton, 2005, Sattler et al., 2005, Boulfani et al., 2007]. Il existe
également des travaux sur les séquences reconstruites par acquisitionmul-
ticaméras[Han et al., 2007, Yamasaki and Aizawa, 2010]. Le but premier
de la compression est de réduire l’espace de stockage requis pour une
séquence de maillages contenant des informations redondantes. Les mé-
thodes de compression peuvent avoir également d’autres critères tels que
la transmission interactive permettant de visualiser une séquence durant
son téléchargement ou le placement arbitraire à un instant de la vidéo.
– L’extraction et paramétrisation de squelette d’une séquence générée avec
un modeleur [de Aguiar et al., 2008]. Il s’agit ici principalement de rétro-
animation, et synthèse de nouveau mouvement sur un maillage déjà exis-
tant, voir la ﬁgure 1.1.
– Le transfert de pose [Lee et al., 2006, Baran et al., 2009] : on dispose d’un
maillage animé M1 et d’un maillage qui peut être non animé (appelé sta-
tique) ou animé M2. Le but est de transférer les mouvements du maillage
M1 sur le maillageM2, voir la ﬁgure 1.2.
– La simpliﬁcation de séquences de maillages [Payan et al., 2007] : il s’agit ici
de produire une séquence géométriquement proche de la séquence d’ori-
gine où chaque maillage de la séquence contient moins de sommets que
les maillages de la séquence d’origine.
– Le découpage en sous séquences [Yamasaki and Aizawa, 2009a] : il s’agit
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FIGURE 1.1 – Extraction de squelette [de Aguiar et al., 2008]. A partir d’une sé-
quence de maillage existante (à gauche), un squelette d’animation ainsi que sa
paramétrisation est calculé et l’animation peut être reconstruite (à droite).
(a)
(b)
FIGURE 1.2 – Exemple de transfert de poses. (a) [Lee et al., 2006] : la ligne du
haut est l’animation source, et le maillage avant la ﬂèche correspond à la pre-
mière image de la séquence. Le maillage de la deuxième ligne avant la ﬂèche
est le maillage cible dans la pose de référence. La deuxième ligne correspond au
transfert de pose sur le maillage cible. (b) [Baran et al., 2009] : Etablissement de
5 correspondances entre deux maillages sur la partie gauche (phase d’appren-
tissage). A droite, transfert de pose d’une séquence sur une autre séquence avec
en haut la source et en bas la cible.
1.1. CONTEXTE 3
CHAPITRE 1. INTRODUCTION
de découper la séquence en sous-séquences, où chaque sous-séquence
correspond à une action.
– La recherche et l’indexation de sous-séquences [Yamasaki and Aizawa,
2007].
– Le résuméde séquence demaillage [Han et al., 2010] : le but est d’identiﬁer
quels sont les maillages représentant le mieux les actions présentes dans
la séquence.
Enﬁn, une application prometteuse est l’analyse de mouvement sur les sé-
quences de maillages, proposant des interactions complexes, comme le pro-
pose Microsoft avec sa technologie Kinect en 2D plus profondeur.
1.2 Objectifs de la thèse
Comme le montre la section précédente, l’usage des séquences de mailla-
ges est important et les applications se développent. Les projets de recherche
utilisant de telles séquences sont de plus en plus nombreux comme les projets
3DTV [3DT, 2011] et Morpho 3 [Mor, 2011]. L’étude de ces séquences va se déve-
lopper et les applications mentionnées auparavant vont être perfectionnées, de
nouvelles applications vont être proposées. Cependant, les séquences générées
avec un modeleur et celles générées par acquisition multicaméras par exemple
sont de natures différentes comme nous le verrons dans le chapitre 2. Les algo-
rithmes traitant des séquences de maillages ne sont pas forcément à même de
prendre en entrée les deux types de séquences, ou bien ces algorithmes peuvent
être optimisés pour un type de séquence donné. Le premier problème lorsque
l’on travaille avec des séquences de maillages est donc un problème de nomen-
clature : il n’existe pas de terme pour désigner de manière précise les proprié-
tés intrinsèques d’une séquence qui sont nécessaires pour le bon fonctionne-
ment d’un algorithme. De plus, de nombreuses applications parmi celles citées
ci-dessus peuvent utiliser un prétraitement similaire : la segmentation. Ce pré-
traitement consiste à découper une surface en fonction de certaines propriétés
(voir la section 3 pour une déﬁnition rigoureuse).
Dans cette thèse, nous proposons deux contributions majeures :
– commepour les séquences de segmentation, il n’y a pas unicité du concept
de segmentation. La segmentation est un pré-traitement commun à un
grand nombre d’applications, qui ont des besoins différents : il en découle
que le résultat de la segmentation est différent en fonction de l’applica-
tion visée. Nous formalisons les différents types de segmentation, et po-
sons une nomenclature précise permettant de désigner aisément la sortie
d’une méthode de segmentation.
– Nous proposons également plusieurs méthodes de segmentation de na-
tures différentes.
Cette thèse est réalisée dans le cadre du projet ANR Madras 4 [Mad, 2011],
projet visant à proposer de nouvelles méthodes de segmentation des maillages
3. Projet ANR numéro ANR-10-BLAN-0206
4. Projet ANR numéro ANR-07-MDCO-015
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statiques et des séquences de maillages ainsi que des critères d’évaluation de
celles-ci.
1.3 Plan
Cette thèse est divisée en 7 chapitres. Dans le chapitre 2 nous déﬁnissons ce
qu’est une séquence de maillages, quelles en sont les propriétés et posons les
notations utilisées dans les parties suivantes (rappelées dans la section Nota-
tions). Nous y présentons donc les différents types de séquences de maillages,
déﬁnis rigoureusement, ainsi que les principales méthodes de génération pour
chaque type de séquence. Le chapitre 3 est consacré à la formalisation des dif-
férentes segmentations possibles de séquences de maillages. Nous posons les
concepts liés aux différents types de segmentations. Le chapitre 4 introduit une
première méthode de segmentation globale, fondée sur la fusion de régions. Le
chapitre 5 présente deux méthodes de segmentation fondées sur la l’analyse
spectrale. La première produit une segmentation globale, tandis que la seconde
génère soit une segmentation globale, soit une segmentation temporellement
variable. Le chapitre 6 présente un système d’évaluation quantitative des mé-
thodes de segmentation. Finalement, le dernier chapitre (7) clôt cette thèse en
présentant les perspectives sur les méthodes de segmentation et sur les appli-
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2.1 Introduction
Les séquences de maillages, comme il est mentionné dans le chapitre 1, sont
utilisées couramment dans les domaines du numérique, comme le multimédia
ou la simulation. Leur importante utilisation implique donc que de telles sé-
quences puissent être facilement générées. Ces dernières années, les méthodes
de création se sont multipliées, comme nous le verrons dans ce chapitre.
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Les séquences de maillages peuvent être crées de différentes manières. Nous
présentons ici rapidement trois méthodes de création de séquences de mailla-
ges. La méthode la plus courante actuellement est l’utilisation d’un modeleur
tel que Maya 1, 3DS Max 2 ou Blender 3, où un maillage de base est déformé (voir
la section 2.3.2.2). La deuxième méthode de création de séquences de mailla-
ges est l’animation procédurale (simulation de ﬂuide, d’animation de tissu), où
chaque maillage de la séquence est généré, parfois de manière indépendante,
à partir d’une formulation mathématique du problème. Enﬁn, la troisième mé-
thode permettant de produire des séquences de maillages est l’utilisation de la
reconstruction multicaméras : les objets d’intérêt sont ﬁlmés par plusieurs ca-
méras. A partir des vidéos, un maillage est reconstruit à chaque pas de temps.
Ces différentes méthodes de création produisent des séquences qui sont de
natures différentes. Les objectifs de ce chapitre sont donc d’analyser les carac-
téristiques intrinsèques de ces séquences et de proposer une nomenclature.
Celle-ci doit permettre de désigner aisément quels types de séquences un al-
gorithme est capable de traiter, et ainsi de préciser ses contraintes.
2.2 Rappels et travaux antérieurs
Dans cette section, nous rappelons dans un premier temps la déﬁnition de
maillage, ainsi que des propriétés que nous utilisons dans la suite de ce mé-
moire. Nous présentons ensuite la classiﬁcation actuellement utilisée.
2.2.1 Maillage
2.2.1.1 Déﬁnition
Dans le reste de cemanuscrit, nous utilisons la déﬁnition suivante demaillage
(présentée par Shamir [Shamir, 2008]) :
Déﬁnition 2.1. Un maillage M avec m sommets est un triplet (V,E, F ), avec :
– V : les sommets = {Pi |Pi ∈ R3, 1  i  m} ;
– E : les arêtes= {(Pi, Pj) |Pi, Pj ∈ V } ;
– F : les faces= {< Pi, Pj, Pk, . . . > |Pi, Pj, Pk, . . . ∈ V }.
Un maillage est donc déﬁni à partir d’un ensemble de sommets. Deux som-
mets sont reliés par une arête. Une face est un cycle d’arêtes. L’image 2.1 pré-
sente un maillage.
2.2.1.2 Propriétés sur les maillages
Les ensemblesE etF permettent de déﬁnir la connectivité du maillage. Il est
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(a) (b) (c)
FIGURE 2.1 – Exemple de maillage quadrangulaire. (a) les sommets sont les élé-
ments rouges. (b) les arêtes sont les traits noirs reliant les sommets. (c) le carré
jaune est une face.
ou avec un large recouvrement si un maillage est un complexe [Peroche and
Bechmann, 2007, Bechmann and Peroche, 2007] (voir la déﬁnition 2.3).
Déﬁnition 2.2. La connectivité d’un maillage est l’ensemble des relations de voi-
sinage entre les sommets du maillage.
La connectivité d’un maillage est donc déﬁnie à partir de ses arêtes et de
ses faces. Les faces peuvent être de taille quelconque, mais les maillages trian-
gulaires (trois sommets par face) et quadrangulaires (quatre sommets par face)
sont les plus courants. Le nombre d’arêtes issues d’un sommet déﬁnit sa va-
lence.
De plus, les sommets peuvent avoir des propriétés qui leur sont attachées.
Parmi les propriétés les plus couramment utilisées, on trouve les normales, les
couleurs et les coordonnées de texture. Notre but est, pour les différents traite-
ments et applications proposés, d’utiliser uniquement la position des sommets
(géométrie) et les normales (qui peuvent être calculées à partir de la géométrie
et de la connectivité). Ces informations sont en effet les seules qui sont toujours
disponibles, contrairement à la couleur par exemple.
Une propriété souvent prépondérante sur les maillages est la propriété de
2-variété à bord, voir la ﬁgure 2.2 :
Déﬁnition 2.3 (Variété). Un maillage est une 2-variété à bord si le voisinage de
tout sommet est homéomorphe à :
– soit un demi-disque pour les sommets dits du bord ;
– soit un disque pour les autres sommets.
Une variété à bord ne possédant pas de sommet homéomorphe à un demi-disque
est appelée 2-variété, ou 2-variété sans bord. Un maillage qui n’est pas une 2-
variété à bord est dit complexe ou non-variété.
Unedeuxièmepropriété importante sur lesmaillages est la notiond’orientabilité,
voir la ﬁgure 2.2 :
Déﬁnition 2.4. Un maillage M est orientable s’il sépare R3 \ M en deux sous-
espaces disjoints : l’intérieur et l’extérieur.
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(a) (b)
FIGURE 2.2 – 2-variété et orientabilité. (a) 3 exemples de maillages complexes.
(b) Maillage variété non orientable (Wikipedia).
Cette déﬁnition d’orientabilité est valide dans le cas de maillage 2-variété.
Une déﬁnition plus générale, valide pour les complexes est :
Déﬁnition 2.5. Une variété topologique nD est dite orientable s’il est possible de
déﬁnir une direction gauche et droite globalement en tout point de la variété.
Nousneposons pas de contraintes spéciales sur cesmaillages (variété avec/sans
bord ou complexes) hormis qu’ils soient triangulaires. Lorsque des contraintes
supplémentaires sont nécessaires, nous le signalons explicitement. Nous utili-
sons également les déﬁnitions suivantes :
Déﬁnition 2.6. Un maillage est dit dense par rapport à un autre maillage s’il
décrit la même surface sous-jacente avec un plus grand nombre de sommets par
unité de surface.
Déﬁnition 2.7. Un maillage est dit régulier si tous les sommets ont la même va-
lence. Un maillage ne présentant pas cette propriété est appelé maillage irrégu-
lier.
Déﬁnition 2.8. Un maillage est dit uniforme si la distribution des sommets sur la
surface est homogène, i.e. il y a la même densité de sommets par unité de surface.
Un maillage non-uniforme peut-être adaptatif : la distribution des sommets peut
alors être adaptée à la courbure par exemple.
Déﬁnition 2.9. Le n-voisinage d’un sommet s est l’ensemble des sommets si tel
que la longueur du plus court chemin entre les sommets s et si soit inférieure ou
égale à n arêtes.
2.2.2 Séquence de maillage : nomenclature existante
La nomenclature existante prévoit principalement deux cas :
– maillage statique : il s’agit d’un seul maillage ;
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– maillage dynamique : collection ordonnée de maillages.
L’appellation maillage dynamique implique historiquement une connecti-
vité constante, car il s’agit des premières séquences traitées. Cependant, il est
souvent précisé qu’il s’agit d’une connectivité constante. Les séquences demail-
lages ne présentant pas cette caractéristique n’ont pas réellement de termes as-
sociés, provoquant des difﬁcultés d’utilisation de cette nomenclature.
2.3 Séquences de maillages : formalisme
2.3.1 Déﬁnition générale d’une séquence de maillages
Le terme "séquence de maillages" est proposé comme un terme générique
pour désigner une succession de maillages ordonnée dans le temps. Nous po-
sons comme unique contrainte que le ou les objets représentés soient animés
avec une cohérence temporelle minimum : il n’y a pas de discontinuité dans
l’animation. La notion de continuité implique :
– l’échantillonnage temporel lors de l’acquisition est sufﬁsamment élevé pour
avoir une animation ﬂuide ;
– l’animation est cohérente (un maillage représentant un homme à un ins-
tant k ne devient pas un chien à l’instant k + 1 par exemple).
Cette déﬁnition est bien évidemment insufﬁsante pour désigner précisément
les propriétés d’une séquence. Nous proposons donc de nouvelles déﬁnitions.
Notons :
– N : nombre d’images composant la séquence ;
– Fk, 0  k  N − 1 : kie`me image, pouvant contenir un maillage avec plu-
sieurs composantes connexes ;
– nv(Fk) : nombre de sommets dans Fk, indexés de 0 à nv(Fk)− 1 ;
– v(k)i , 0  i  nv(Fk)− 1 : sommet d’index i dans Fk ;
– Ng(v(k)i ) : 1-voisinage du sommet v
(k)
i .
Dans la suite de cette thèse, nous réservons l’utilisation des indices k et l
pour les images tandis que les indices i et j dénotent les sommets dans les
images.
Les principaux paramètres pouvant varier dans la séquence sont le nombre
de sommets, la connectivité desmaillages et la topologie des objets sous-jacents
aux maillages. Une topologie constante implique que la séquence ne présente
pas de changement de topologie des maillages de la séquence : il ne peut donc
pas y avoir de séparation, fusion, d’apparition ou disparition de géometrie. Ces
paramètres sont corrélés comme nous le verrons lorsque nous présentons les
différentes combinaisons. Après avoir retiré les combinaisons impossibles ou
n’ayant pas de sens, il reste trois types de séquences, dont les caractéristiques
sont résumées dans le tableau 2.1.
Les combinaisons non retenues sont présentées dans le tableau 2.2. Les trois
premières lignes du tableau sont impossibles pour la même raison : la connecti-
vité constante implique que le nombre de sommets et la topologie soient constants.
Les derniers cas sont des séquences jugées atypiques. Nous pensons que, dans
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Nombre de sommets Connectivité Topologie Nom
constant constante constante Maillage dynamique
variable variable constante Séquence stable de maillages
variable variable variable Séquence non contrainte de maillages
TABLE 2.1 – Séquences de maillages : propriétés possibles et noms associés.
ce cas là, il est plus opportun de se ramener à un cas courant :
– pour le quatrième cas : soit considérer la séquence comme une séquence
non contrainte demaillages, soit effectuer un remaillage sur chaquemaillage
de la séquence pour obtenir un maillage dynamique ;
– pour le dernier cas : considérer la séquence comme une séquence non
contrainte de maillages.
Nous utilisons le terme image pour désigner le maillages (qui peut être non




Le premier type de séquences que nous déﬁnissons est le maillage dyna-
mique, noté DM (pour Dynamic Mesh) par la suite. Une séquence de maillages
est appelée maillage dynamique si et seulement si la connectivité du maillage
est constante au cours de la séquence. Cette déﬁnition implique :
– ∀k, l ∈ [0, N [, nv(Fk) = nv(Fl) (strictement équivalent à ∀k ∈ [0, N [, nv(Fk) =
nv(F0)) ;
Nombre de sommets Connectivité Topologie Raisons
constant constante variable Impossible : un changement de to-
pologie implique un changement de
connectivité
variable constante constante Impossible : une variation du nom-
bre de sommets implique un chan-
gement de connectivité
variable constante variable Impossible : une variation du nom-
bre de sommets implique un chan-
gement de connectivité
constant variable constante Atypique : se ramener à un maillage
dynamique ou une séquence non
contrainte de maillages
constant variable variable Atypique : Se ramener à une sé-
quence non contrainte de maillages
TABLE 2.2 – Séquences de maillages invalides.
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– ∀k, l ∈ [0, N [, ∀i ∈ [0, nv(Fk)[, Ng(v(k)i ) = Ng(v(l)i ) (strictement équivalent à
∀k ∈ [0, N [, ∀i ∈ [0, nv(Fk)[, Ng(v(k)i ) = Ng(v(0)i )) ;
– Il ne peut pas y avoir de changement de topologie ;
– Seule la position des sommets varie au cours du temps.
2.3.2.2 Génération
Certainesméthodes d’animationprocédurale telles que la simulationde tissu
produisent des maillages dynamiques. La méthode de création de maillage dy-
namique la plus utilisée, l’animation par squelette, passe par un modeleur : elle
fait partie des méthodes d’animation par images clés, où l’animateur déforme
lemaillage à différents instants k et l, les images intermédiaires étant interpolées
à partir de ces deux images.
Son principe est simple, elle nécessite un maillage et un squelette composé
d’os, voir la ﬁgure 2.3. L’animation par squelette se fait en 2 étapes :
1. Attachement du squelette à la surface : le squelette est attaché au maillage.
Un poids pi,j est affecté à chaque paire (Sommet vi, os Oj), ce poids re-
présente l’inﬂuence de l’os Oj sur le sommet vi : plus le poids est impor-
tant, plus le mouvement de l’os modiﬁe la position du sommet. La posi-
tion d’un sommet est donc dépendante de l’ensemble des os du squelette.
Cette étape peut être en grande partie automatisée [Hétroy et al., 2009].
2. Aﬁn d’animer le maillage, l’animateur manipule directement le squelette.
Celui-ci est donc une représentation simpliﬁée du maillage. La position
de chaque sommet vi est alors une combinaison des transformations de
chaque os Oj du squelette pondérées par le poids pi,j . Ainsi à chaque dé-
placement d’un os, le maillage est déformé.
En posant les images clés sur les différentes positions du squelette, le maillage
est déformé par interpolation des transformations des os du squelette entre
chaque image de référence.
2.3.3 Séquence stable de maillages
2.3.3.1 Déﬁnition
Une séquence stable de maillages, notée SMS (pour Stable Mesh Sequence)
par la suite, peut avoir un nombre de sommets ainsi qu’une connectivité va-
riables entre les maillages de chaque image. La seule restriction porte sur la to-
pologie des objets sous-jacents : celle-ci doit rester constante tout au long de la
séquence. La ﬁgure 2.4 montre deux maillages successifs d’une SMS.
2.3.3.2 Génération
Les séquences stables de maillages peuvent être produites par des méthodes
d’animation procédurale ou de simulation numérique. Ce type de séquences
peut être obtenupar une segmentation temporelle sur une séquencenon contrainte,
comme nous le verrons dans le chapitre 3.
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(a) (b) (c) (d) (e)
FIGURE 2.3 – Illustration de la méthode d’animation par squelette. (a) Maillage
de base et son squelette. (b) Poids associés à un os. La couleur indique la pon-
dération des sommets par rapport à l’os sélectionné en orange : plus la couleur
tend vers le rouge, plus le poids est important. (c) Image clé à l’image 10. (d)
Image intermédiaire interpolée. (e) Echelle de couleur : pour un poids de 0, l’os
n’as pas d’inﬂuence sur le sommet, pour un poids de 1, l’os à une inﬂuence
maximale sur le sommet.
FIGURE 2.4 – Exemple de SMS.
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2.3.4 Séquence non contrainte de maillages
2.3.4.1 Déﬁnition
Une séquence non contrainte de maillages, notée UMS (pour Unconstrai-
ned Mesh Sequence) par la suite, n’impose aucune restriction sur le nombre de
sommets, la connectivité ou la topologie du maillage au cours de la séquence :
l’animation représente un ensemble de maillages sans aucune relation a priori
entre eux.
2.3.4.2 Génération
Ces séquences peuvent être créées en utilisant les méthodes d’animations
procédurales telles que la simulation de ﬂuides. Elles sont cependant le plus
souvent générées par des systèmes d’acquisition multicaméras. Nous détaillons
ici le principe des systèmes de reconstruction multicaméras, voir la Figure 2.5a
pour un exemple. Le but de ces méthodes est de reconstruire un maillage en
procédant en deux étapes. La première est l’acquisition : plusieurs caméras ﬁxes
ﬁlment le sujet et une soustraction de fond sur chaque caméra est appliquée
pour isoler le sujet. On obtient donc une silhouette pour chaque caméra. En-
suite commence l’étape de modélisation : on utilise une méthode de shape-
from-silhouette, telle que l’algorithme du Visual Hull [Baumgart, 1974, Lau-
rentini, 1991], pour obtenir une modélisation 3D à partir des différentes sil-
houettes. Il existe plusieurs méthodes de reconstruction multicaméras avec dif-
férents compromis, notamment vitesse de calcul/qualité de reconstruction. Il
est important de noter que ces méthodes produisent encore des maillages qui
ne sont pas forcément des 2-variétés, ils peuvent avoir des auto-intersections
ainsi que d’autres artefacts. De plus, la séquence reconstruite contient égale-
ment des artefacts dus aux occultations comme illustré avec les ﬁgures 2.5b et
2.5c.
2.3.5 Limitations de la classiﬁcation courante
La classiﬁcation proposée est insufﬁsante car elle est fondée uniquement
sur des critères géométriques et ne prend donc pas en compte les problèmes
de contenus, nous le verrons dans le chapitre 3. En effet, elle ne fait pas de dif-
férence entre les types de changement de topologie : séparation, fusion, et ap-
parition/disparition de géométrie. Nous gardons le terme UMS pour désigner
les séquences de maillages dans lesquelles des changements de topologie inter-
viennent.
2.3.5.1 UMS avec Séparation
Cette classe contient les séquences dans lesquelles :
– la séparation en plusieurs composantes connexes d’un objet a lieu, illus-
trée sur la ﬁgure 2.6b ;
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(a)
(b) (c)
FIGURE 2.5 – (a) Reconstruction multicaméras [Allard et al., 2006]. (b) et (c)
Exemple de maillages reconstruits (avec la plateforme Grimage) avec des er-
reurs dues aux occultations : pic au niveau du bassin (b) et trou au niveau du
visage (c).
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Nombre de sommets Connectivité Topologie Nom
constant constante constante DM
variable variable constante SMS
variable variable variable UMS
variable variable fusion UMS avec fusion







TABLE 2.3 –Nouvelles classiﬁcation des séquences demaillages : propriétés pos-
sibles et noms associés.
– la séparation provoque un changement de genre, mais pas du nombre de
composantes connexes, illustrée sur la ﬁgure 2.6g
2.3.5.2 UMS avec Fusion
Cette classe contient les séquences dans lesquelles :
– la fusion de plusieurs objets (i.e. composantes connexes) a lieu, illustrée
sur la ﬁgure 2.6c ;
– la fusion provoque un changement de genre, mais pas du nombre de com-
posantes connexes, illustrée sur la ﬁgure 2.6f.
2.3.5.3 UMS avec Apparition/Disparition de géométrie
Cette classe contient les séquences dans lesquelles un ou plusieurs objets,
précédemment absents de la scène, apparaissent, et les séquences dans les-
quelles un ouplusieurs objets initialement présents dans la scène disparaissent,
comme dans la ﬁgure 2.6d.
Nous avons choisi de différencier les cas de séparation et de fusion, car ces
deux changements de topologie se traitent différemment dans les algorithmes
de segmentation comme nous le verrons dans la partie 3.
Il est important de noter que l’appartenance à la dernière classe proposée,
apparition/disparition, ne peut être déterminée automatiquement contraire-
ment aux autres classes. Il s’agit d’un critère de plus haut niveau d’un point de
vue géométrique. En effet, l’apparition/disparition de géométrie (un nouvel ob-
jet) implique un changement de topologie, alors que l’inverse n’est pas vrai. Un
opérateur humain est donc nécessaire pour distinguer ces classes.
Le tableau 2.3 présente la classiﬁcation ﬁnale.
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FIGURE 2.6 – Illustration des différentes classes intégrant les changements de
topologie sur la séquence "Balloon" [Inria, 2011] et de genre sur la séquence
Head [Starck and Hilton, 2007] (a) Maillage de référence. (b) Séparation au ni-
veau du ballon et de la main de l’homme. (c) Fusion au niveau du ballon et de la
main de l’enfant. (d) Apparition et disparition de l’ombre du ballon. (e) Maillage
de référence. (f) Fusion au niveau du contact bras-hanche sans changement du
nombre de composantes connexes. (g) Séparation au niveau du contact bras-
hanche sans changement du nombre de composantes connexes.
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FIGURE 2.7 – Imbrication et hiérarchie des classes. (a) Nouvelle hiérarchie. (b-d)
Exemple de séquence appartenant à deux classes de même niveau : à l’image
(c), la séquence appartient à la classe UMS avec Séparation (séparation du bal-
lon) tandis qu’à l’image (d), la séquence appartient à la classe UMS avec Fusion
(fusion du ballon). La séquence appartient donc à ces deux classes.
2.3.6 Hiérarchie
2.3.6.1 Imbrication des classes.
Cette classiﬁcation, avant la subdivision de la classe UMS, présente un rafﬁ-
nement strict. En effet, on a DM ⊆ SMS ⊆ UMS. Avec les modiﬁcations effec-
tuées, une séquence peut appartenir à 2 classes de même niveau. La nouvelle
hiérarchie est décrite dans la ﬁgure 2.7a. Avec la nouvelle classiﬁcation, une sé-
quence peut appartenir à deux classes du même niveau comme illustré dans les
ﬁgures 2.7b–d.
2.3.6.2 Décomposition en sous-séquences.
Comme mentionné précédemment, les classes de séquences sont hiérar-
chiques. En subdivisant les séquences, il est donc possible dans certains cas
de se ramener à un ensemble de séquences de classes inférieures. Ainsi, pour le
passage de :
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– UMS vers SMS : à chaque changement de topologie, il sufﬁt de créer une
nouvelle séquence ;
– UMSavec apparition/disparition vers SMS : à chaque apparition/disparition
d’objet, il sufﬁt de créer une nouvelle séquence.
Le passage de SMS vers DM est également possible, il nécessite cependant
un travail plus important et est un sujet de recherche actif. De telles méthodes
de conversion sont appelées suivi de maillages.
2.4 Conclusion
Dans ce chapitre, nous avons, dans un premier temps, effectué un rappel
de la déﬁnition classique d’un maillage ainsi que des notions associées. Nous
avons également présenté la notion de séquence de maillages, développé une
classiﬁcation et proposé de nouvelles déﬁnitions permettant de désigner ai-
sément les propriétés d’une telle séquence, utilisées pour décrire les types de
séquences de maillages traitées par les différents algorithmes proposés par la
suite. De plus, ce chapitre nous a permis de poser les notations utilisées dans le
reste de cette thèse. Un rappel de ces notations est disponible dans le chapitre
Notations.
Dans le prochain chapitre, nous allons étudier une classiﬁcation des seg-
mentations, puis dans les chapitres suivant les différentes méthodes de seg-
mentation proposées au cours de cette thèse qui utilisent les notions présentées
au cours de ce chapitre.
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3.1 Introduction
La segmentation est un pré-traitement couramment utilisé dans le domaine
de l’image. En 2D, de très nombreusesméthodes de segmentationpour les images
ont été proposées.Demanière informelle, la segmentationd’une image consiste
à partitionner une image en différentes régions suivant un ou plusieurs critères.
Les applications de la segmentation d’images sont nombreuses : parmi les uti-
lisations les plus usuelles, on trouve le domaine médical [Pham et al., 2000], la
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(a) (b)
(c) (d)
FIGURE 3.1 – Exemple d’images segmentées 1.
Ils existent différentes grandes familles de méthodes de segmentation, telles
que les méthodes fondées sur la détection d’arêtes, la segmentation par ligne de
partage des eaux [Beucher and Lantuejoul, 1979], les méthodes fondées sur les
graphes [Shi and Malik, 2000] ainsi que d’autres [Pal and Pal, 1993].
La segmentation demaillages statiques est un sujet de recherche plus récent,
mais en raison des nombreuses applications possibles, un nombre important
de méthodes ont également été présentées. Ainsi, la segmentation de maillage
statique est utilisée par exemple dans les applications suivantes : le placage de
texture [Lévy et al., 2002], la compression [Karni and Gotsman, 2000], la sim-
pliﬁcation [Garland et al., 2001] ou l’indexation [Zuckerberger, 2002]. Ces trai-
tements de nature différente impliquent donc une segmentation différente : le
résultat et la méthode de segmentation sont donc dépendants du type de trai-
tement voulu [Shamir, 2008].
L’utilisation de séquence de maillage est plus récente, et donc la segmenta-
tion comme prétraitement également. La segmentation de séquence de mailla-
ges est utilisée par exemple pour la compression ( [Lengyel, 1999, Amjoun and
Straßer, 2007]), l’extraction de squelettes [de Aguiar et al., 2008, Tierny et al.,
2008], la segmentation en sous-séquences [Yamasaki and Aizawa, 2007], ainsi
que le transfert de pose [Lee et al., 2006], et l’indexation et la recherche dans une
base de données [Yamasaki and Aizawa, 2007]. Une application prometteuse est
l’analyse de mouvement (similaire à la technologie Kinect de Microsoft qui est
un système de capture travaillant en 2D + profondeur).
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Cependant, ces méthodes de segmentation ont été développées sans cadre
formel. Les segmentations nécessaires pour la compression et la segmentation
en sous-séquences sont deux segmentations de nature différente par exemple.
Bien que les entrées soient les mêmes, le résultat attendu est différent. Notre
but dans ce chapitre est donc dans un premier temps, de poser un cadre for-
mel et de proposer une nomenclature pour les différents types de segmentation.
Cette nomenclature doit permettre de désigner aisément quel type de segmen-
tation est produit par un algorithme, ainsi que le type de segmentation néces-
saire pour un traitement de plus haut niveau. Dans un second temps, nous nous
intéresserons à l’état de l’art : quelles sont les méthodes existantes ainsi que leur
place dans la nomenclature proposée.
Le plan du chapitre est donc le suivant : en section 3.2 une proposition de
classiﬁcation et nomenclature des méthodes de segmentation de séquences de
maillages. La section 3.3 présente l’état de l’art des méthodes de segmentation,
et leur placement vis-à-vis de notre classiﬁcation.
3.2 Classiﬁcation des méthodes de segmentation
La segmentation consiste à séparer un ensemble enplusieurs sous-ensembles
disjoints. Plus formellement :
Déﬁnition 3.1. [Shamir, 2008] La segmentation d’un ensemble P consiste en la






Pp = ∅ ∀q = p
De plus, si l’ensemble P contient une notion de voisinage, alors chaque sous-
ensemble Pi est un ensemble connexe.
Chaque sous-ensemble est appelé segment, cluster ou région. La ﬁgure 3.2
montre un exemple de segmentation sur un ensemble de points avec voisinage.
Dans cette thèse, nous emploierons le terme cluster.
Il existe différentes propriétés pour choisir une méthode de segmentation.
Parmi celles-ci se détache la notion de segmentation hiérarchique. Une mé-
thode de segmentation est dite hiérarchique si elle peut être rafﬁnée, i.e chaque
cluster peut-être à nouveau segmenté.
Déﬁnition 3.2. Une segmentation (P (0), ..., P (m)) est dite hiérarchique si :⎧⎨⎩
P (0) = P
∀p, P (p)est une segmentation : P (p) = {P (p)0 , ..., P (p)n−1}
∀q ∈ [0, n[, P (p+1)q est une segmentation de P (p)q
La ﬁgure 3.3 illustre la propriété de segmentation hiérarchique.
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(a) (b)
FIGURE 3.2 – Exemple de segmentation. (a) Ensemble de base, la connectivité
de l’ensemble est représentée par les arêtes. (b) Segmentation possible sur cet
ensemble. Les sommets de même couleur appartiennent à un même cluster, les
lignes en pointillés représentent les frontières des clusters.
(a) (b)
(c) (d)
FIGURE 3.3 – Exemple de segmentation Hiérarchique. (a) Ensemble de base. (b)
Segmentation de niveau 0. (c) Segmentation de niveau 1 : le cluster rouge au
niveau 0 est subdivisé en deux : rouge et jaune, le cluster bleu au niveau 0 est
subdivisé en deux : bleu et vert. (d) Segmentation de niveau 2.
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FIGURE 3.4 – Exemple de segmentation de maillage statique. A gauche, une
segmentation sémantique. A droite, une segmentation géométrique [Shamir,
2008].
3.2.1 Etat de l’art
La classiﬁcation actuelle prévoit deux types de segmentation : l’une pour les
maillages statiques, l’autre pour les séquences de maillages.
3.2.1.1 Segmentation statique
Déﬁnition Dans le cas de la segmentationdemaillage statique, la déﬁnition 3.1
s’applique d’elle-même. L’ensemble de départ contient les sommets dumaillage
et chaque sous-ensemble est un cluster de sommets ou de faces. La relation de
voisinage des clusters est fondée sur le voisinage des sommets ou des faces du
maillage.
Il existe de nombreuses méthodes de segmentation statique. Elles peuvent
être séparées en deux grandes familles, les méthodes reposant sur :
– des critères géométriques : courbure [Lavoué et al., 2005], approximation
par des primitives [Attene et al., 2006a]....
– des critères sémantiques : le but est de segmenter un objet en entités cor-
respondant à des parties de l’objet (lesmembres d’un être humain tels que
les bras, les jambes...). Ce type de segmentation repose sur la perception
humaine.
La ﬁgure 3.4montre un exemple de segmentation sémantique et un exemple
de segmentation géométrique sur un même modèle.
Le type de segmentation, i.e. sémantique ou géométrique, n’est pas le seul
critère à prendre en compte pour uneméthodede segmentation. En effet d’autre
propriétés ont leur importance, par exemple l’indépendance depose (unmaillage
d’un même objet dans différentes positions est segmenté de manière similaire)
ou encore le nombre de paramètres nécessaires sont des critères à prendre en
compte pour choisir une méthode de segmentation [Shamir, 2008, Attene et al.,
2006b].
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(a) (b)
FIGURE 3.5 – Exemples de segmentation hiérarchique de maillages statiques.
(a) [Katz et al., 2005]. (b) [Shapira et al., 2008].
La ﬁgure 3.5 montre un exemple de segmentation hiérarchique.
Etat de l’art des méthodes de segmentation statique Comme nous l’avons dit
dans la section précédente, A. Shamir a présenté un état de l’art des méthodes
de segmentation statique, dans lequel il présente les familles de méthodes (géo-
métriques contre sémantiques, outils utilisés). Nous invitons le lecteur à s’y ré-
férer pour plus de détails. Nous notons simplement que depuis sa parution, l’ac-
tivité de recherche s’est focalisée sur :
– la segmentation sémantique [Shapira et al., 2008, Agathos et al., 2010] ;
– l’évaluation des méthodes de segmentation[Benhabiles et al., 2010, 2009,
Chen et al., 2009]. Le but de ces évaluations est de déterminer quelle mé-
thode de segmentation il convient d’utiliser pour segmenter un objet en
fonction de sa classe (objet CAD, humain, table... ). L’autre objectif est de
permettre l’évaluation des performances d’une nouvelle méthode face à
l’état de l’art.
3.2.1.2 Segmentation de séquence de maillages
Concernant la segmentation de séquences de maillages, il n’y a pas de for-
malisme contrairement à la segmentation demaillages statiques : il s’agit de tra-
vaux récents, réalisés indépendamment, et personne n’a, à notre connaissance,
regroupé ces travaux. On distingue deux types de segmentation, que nous for-
malisons (en même temps que nous proposons d’autres types de segmenta-
tions) dans la la section 3.2.2. Les deux types de segmentation sont :
– une segmentation pour l’ensemble de la séquence : les clusters sont dé-
ﬁnis à partir de l’ensemble de la séquence, de plus tous les clusters sont
présents tout au long de la séquence ;
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– une segmentation sur les images de la séquence : une séquence est sub-
divisée en sous-séquences, soit sur des critères topologiques, soit sur des
critères sémantiques.
Ces deux types de segmentation sont bien évidemment de nature différente :
l’une se fait sur les faces/sommets des maillages, tandis que l’autre se fait sur les
images.
3.2.2 Formalisation et rafﬁnement de la classiﬁcation
Dans cette partie, notre but est de présenter une formalisation des concepts
liés à la segmentation de séquences de maillages. Nous présentons donc de ma-
nière rigoureuse les deux types de segmentation précédents et en introduisons
de nouveaux.
3.2.2.1 Segmentation globale
Nous déﬁnissons d’abord la segmentation globale. Ce type de segmentation
utilise directement la déﬁnition 3.2.2 pour les séquences de maillages. Ce type
de segmentation peut être appliqué soit sur les sommets, soit sur les faces des
maillages.
Déﬁnition3.3. La segmentation globale d’une séquence de maillagesSM consiste






Pp = ∅ ∀q = p
Dans le cas d’un maillage dynamique, les clusters sont les mêmes pour chaque
maillage : un cluster contient les mêmes sommets sur toute les images de la sé-
quence. Pour les autres types de séquences de maillages, les clusters sont composés
des sommets correspondants à F0.
La relation de voisinage est déﬁnie par la connectivité des maillages.
Le paramètre temps est seulement utilisé pour calculer les clusters de la seg-
mentation. Cela revient à effectuer une segmentation sur la trajectoire des som-
mets ou des faces. Comme nous le verrons par la suite, les méthodes actuelles
de segmentation de maillages utilisent pour la plupart cette déﬁnition. La ﬁ-
gure 3.6 illustre ce type de segmentation tandis que la ﬁgure 3.7 montre plu-
sieurs exemples de segmentation globale sur des maillages dynamiques.
Un cluster présent à l’image Fk est présent sur la segmentation de toute
image Fk′ de la séquence, 0  k′ < F .
3.2.2.2 Segmentation par instances
Une segmentationpar instances consiste à avoir une segmentationdemaillage
pour chaque instant : cela revient à effectuer N segmentations statiques, où N
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FIGURE 3.6 – Illustration de la segmentation globale. (a), (b) et (c) Position des
sommets sur les images 1, 2 et 3. (d) Segmentation ﬁnale.
FIGURE 3.7 – Exemples [Lee et al., 2006] de segmentations globales sur différents
maillages dynamiques.
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est le nombre d’images de la séquence. Nous posons cependant la restriction
suivante : chaque segmentation doit posséder le même nombre de clusters et il
doit y avoir une correspondance une à une des clusters à chaque instant.
Déﬁnition 3.4. Soit r le nombre de régions. Une segmentation par instances P
























Fk est l’image k de la séquence, 0 ≤ k < N
Une autre contrainte, qui n’est pas obligatoire et qui est levée pour les sé-
quences de maillages non contraintes, est d’avoir une connectivité constante
entre les régions : si la région B est adjacente à la région A à un instant de la
séquence, elle doit être adjacente à A à tous les autres instants de la séquence.
La ﬁgure 3.8 illustre une segmentation par instances sur un cas simple.
La contrainte de cohérence temporelle entre deux segmentations succes-
sives n’est pas imposée.
Ainsi, une segmentation par instances est composée d’autant de segmenta-
tions que d’images dans la séquence, tandis qu’une segmentation globale est
une seule segmentation pour l’ensemble de la séquence.
3.2.2.3 Segmentation temporellement variable
Le dernier type de segmentation sur les sommets/faces proposé est la seg-
mentation temporellement variable. Comme la segmentationpar instances, elle
consiste en une succession de segmentations de maillages, une par image, mais
elle peut cependant avoir un nombre différent de clusters à chaque image.
L’objectif de ce type de segmentation est de représenter le mouvement en
cours : la segmentation à l’image k permet de décrire les parties en cours de
mouvement. Elle dépend donc d’un paramètre supplémentaire qui est la fe-
nêtre temporelle sur laquelle on observe une action. La ﬁgure 3.9 illustre une
telle segmentation tandis que la ﬁgure 3.10 montre un exemple de segmenta-
tion temporellement variable sur une séquence réelle.
Déﬁnition 3.5. Une segmentation temporellement variable P d’une séquence F
consiste en une segmentation de chaque image de la séquence sur une fenêtre
temporelle de taille T , où la segmentation de chaque image reﬂète le mouvement
en cours sur la fenêtre temporelle.
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FIGURE 3.8 – Illustration d’une segmentation par instances où le nombre de








FIGURE 3.9 – Illustration d’une segmentation temporelle variable.
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(a) (b) (c)
FIGURE 3.10 – Exemple de segmentation temporellement variable. (a) Segmen-
tation sur la première image. (b) Le mouvement de la main gauche est différent
du reste du bras, un cluster est donc créé. (c) La main gauche suit de nouveau le
mouvement du bras : le cluster est fusionné au reste du bras.
3.2.2.4 Segmentation temporelle
Une segmentation temporelle consiste à segmenter la séquence en sous-
séquences, en utilisant diverses caractéristiques (changement de topologie ou
déformations importantes par exemple).










Pp = ∅, ∀q = p
N le nombre d’images de la séquence.
En plus de ces critères simples, une segmentation temporelle peut égale-
ment être sémantique. Dans ce cas-là, le but est de segmenter la séquence en
sous-séquences telle que chaque sous-séquence ait un sens, correspondant à
une action (i.e. dans une séquence représentant unhommequi court, puis saute,
on aura deux sous-séquences, l’une avec l’hommequi court et l’autre où il saute).
La ﬁgure 3.11 illustre le résultat d’une segmentation temporelle sur un cas simple :
dans le premier cluster sont regroupées les images,F1 àF4, d’une sous-séquence
représentant unmouvement vers le haut, tandis que le deuxième cluster contient
les images, F5 à F7, décrivant un nouveau mouvement où certains sommets dé-
crivent un mouvement vers le bas.
3.2.2.5 Combinaison de segmentations
Il est bien sûr possible de combiner ces différentes segmentations : une seg-
mentation globale peut être appliquée à chaque sous-séquence d’une segmen-
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FIGURE 3.11 – Illustration d’une segmentation temporelle. La segmentation se
fait sur les images : les images 1 à 4 sont regroupées d’un côté tandis que les
images 5 à 7 sont regroupées d’un autre côté. Les images marquant le début et
la ﬁn d’un cluster sont celles avec un bordereau noir.
tation temporelle, différentes segmentations par instances à des instants dif-
férents peuvent être fusionnées en une seule pour obtenir une segmentation
globale.
3.2.2.6 Critère de segmentation
Comme pour les segmentations de maillages statiques, il existe différents
critères pour calculer une segmentation. Le plus utilisé est le critère de rigi-
dité [Lee et al., 2006, de Aguiar et al., 2008, Franco and Boyer, 2011, Varanasi
and Boyer, 2010] : un cluster représente un groupe de points dont le déplace-
ment des sommets peut être décrit par une transformation rigide, c’est à dire
une combinaison d’une translation et d’une rotation :
Pt = R ∗ P + T (3.1)
avec :
– R : la matrice de rotation de taille 3× 3 ;
– T : le vecteur de translation de taille 3 ;
– P : le point d’origine ;
– PT : le point résultant de l’application de la translation et de la rotation sur
le point P .
De tels clusters sont appelés clusters rigides. Il existe d’autres formulations
de ce critère de rigidité qui sont moins fortes :
– La conservation des distances entre les arêtes. Cette formulation est pro-
blématique lors de l’utilisation avec des séquences demaillages autres que
des maillages dynamiques, car les connectivités des maillages dans la sé-
quence sont différentes ;
– La convexité d’une région, qui identiﬁe un cluster rigide.
Dans la suite de cette thèse, nous introduisons un nouveau critère de seg-
mentation qui est celui d’étirement uniforme. Les sommets dans un cluster re-
présentent alors une zone qui est uniformément étirée, ces clusters sont appelés
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FIGURE 3.12 – Segmentations obtenues par [James and Twigg, 2005]. Les
faces noires n’appartiennent à aucun cluster, de plus les clusters ne sont pas
connexes.
clusters étirés. Nous introduisons également les clusters statiques : les sommets
de ces clusters ne sont pas déplacés.
3.3 Etat de l’art des méthodes de segmentation
Dans la partie précédente, nous avons présenté une classiﬁcation pour les
segmentations de séquences de maillages. Dans cette section, nous allons étu-
dier les méthodes de segmentation proposées antérieurement, ainsi que leur
positionnement par rapport à cette classiﬁcation. La segmentation est un pré-
traitement utilisé dans plusieurs applications, comme mentionné auparavant :
la compression, le transfert de pose... Ces applications utilisent principalement
des segmentations de la géométrie, fondée sur le mouvement. Les segmenta-
tions globales sont donc les méthodes les plus développées. Historiquement, la
recherche s’est focalisée sur les maillages dynamiques, cas le plus simple car la
cohérence temporelle est implicitement déﬁnie. Cependant des méthodes pour
des séquences stables et non contraintes ont été créées par la suite, en explici-
tant la cohérence temporelle. Ces méthodes sont donc aussi des méthodes de
segmentation globale.
Comme nous le verrons par la suite, quelques méthodes de segmentation
temporelle ont également été proposées, mais il n’existe pas à notre connais-
sance de segmentation par instance et temporellement variable.
3.3.1 Segmentation de maillages dynamiques
Lengyel [Lengyel, 1999] utilise la segmentation comme pré-traitement pour
la compression. Il propose uneméthodede segmentation simple,mais qui souffre
d’un problème important dans la mesure où un sommet peut appartenir à plu-
sieurs clusters. James et Twigg [James and Twigg, 2005] utilisent une méthode
fondée sur le partitionnement par déplacement de la moyenne pour identi-
ﬁer les composantes rigides d’un maillage dynamique dans le but d’extraire un
squelette d’animation. Comme Lengyel, il ne cherche pas à obtenir une seg-
mentation stricte et les faces dans les régions non rigides ne sont dans aucun
cluster, de plus certains clusters ne sont pas connectés, voir la ﬁgure 3.12. Col-
lins et al. [Collins andHilton, 2005] améliorent laméthode de segmentationpro-
posée par Lengyel, en formalisant l’approche.
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FIGURE 3.13 – Segmentations obtenues par [Günther et al., 2006].
Dans [Sattler et al., 2005] and [Lee et al., 2005], les deux articles proposent
une méthode de segmentation, mais dans ces deux articles, les frontières des
clusters peuvent fortement dévier et donc les clusters peuvent ne plus repré-
senter des composantes rigides.
Dans [Lee et al., 2006], Lee et al. propose une méthode produisant des ré-
sultats visuellement probants, et proposent le transfert de poses comme appli-
cation de leur méthode. Cependant leur méthode souffre de plusieurs défauts :
elle nécessite une empreinte mémoire importante, et en comparaison avec les
autres méthodes de segmentation de maillages dynamiques, elle nécessite un
temps de calcul important, voir la ﬁgure 3.7 pour visualiser les résultats. Dans
[Günther et al., 2006], Guenther et al. proposent également une méthode qui re-
quiert également un temps de calcul important, une solution proposée consiste
à ne pas évaluer la segmentation sur toutes les images, voir la ﬁgure 3.13, mais
ne propose pas de solution sur le choix des images où la segmentation doit être
effectuée.
Mamou [Mamou et al., 2006] et al. proposent une méthode différente, uti-
lisant l’algorithme de k-means pour calculer la segmentation. Kalafaltar et Ye-
mez [Kalafatlar and Yemez, 2010] utilisent une méthode spectrale, reposant sur
l’invariance de distance entre les sommets lors d’une trasnformation rigide, com-
binée avec les distances géodésiques et angulaires. Amjoun et Straßer [Amjoun
and Straßer, 2007] proposent une méthode où la segmentation se fait en fonc-
tion de similarités locales. Toutes ces méthodes ont le problème de nécessiter
en entrée le nombre de clusters.
Boulfani et al. [Boulfani et al., 2007] proposent une méthode utilisée pour la
compression, où la gestion du nombre de clusters est problématique. Dans le
cas de la compression, ils corrigent ce problème en segmentant uniquement les
deux premières images de la séquence.
Dans [de Aguiar et al., 2008], de Aguiar et al. proposent une méthode per-
formante pour segmenter un maillage dynamique en composante rigide dans
le but d’extraire un squelette d’animation. Ils utilisent l’invariance de distance
entre les sommets lors d’une transformation rigide, et se fonde sur une mé-
thode spectrale pour être plus robuste aux valeurs aberrantes. De plus, ils sont
capables de déterminer le nombre de clusters automatiquement.
Récemment, Rosman et al. [Rosman et al., 2011] ont proposé une nouvelle
méthode. Le principal attrait de cet article provient de la formalisation de la
segmentation en composantes rigides dans le cas des maillages dynamiques.
Toutes cesméthodes de segmentation globale sont optimisées pour lesmail-
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lages dynamiques, et par conséquent ne sont pas capables de gérer les autres
types de séquences.
La ﬁgure 3.14 montre les résultats de ces méthodes de segmentation sur des
séquences classiques.
3.3.2 Segmentation de séquences stables et non contraintes de
maillages
Dans cette section, nous présentons l’état de l’art des méthodes de segmen-
tation globale de séquences stables/non contraintes de maillages. Nous faisons
dans un premier temps un rappel sur les difﬁcultés liées à ces séquences, puis
étudions les méthodes proposées à proprement parler.
3.3.2.1 Difﬁcultés
Les séquences stables/non contraintes de maillages sont des séquences où
chaque maillage de la séquence possède sa propre connectivité (voir le cha-
pitre 2). Cette connectivité propre à chaque maillage fait qu’il n’y pas de cor-
respondance directe entre les sommets de deux maillages successifs, contrai-
rement aux maillages dynamiques. Pour résoudre ce problème, il y a plusieurs
possibilités comme nous le verrons dans la section suivante :
– calculer explicitement cette correspondance : méthode utilisée dans cette
thèse, cela permet de calculer la trajectoire des sommets mais pose des
problèmes pour le transfert des segmentations commenous le verrons par
la suite ;
– utiliser un squelette pour guider la segmentation ;
– calculer une segmentation sur chaque image et recaler ces segmentations.
3.3.2.2 Etat de l’art des méthodes de segmentation
Sundaresan et Chellappa [Sundaresan and Chellappa, 2008] proposent une
méthode pour segmenter des séquences stables de maillages. Cependant leur
méthode est destinée à la segmentation de séquence représentant des humains,
ce qui pose des contraintes fortes. De plus, pour effectuer la segmentation, ils
utilisent une voxelisation des maillages, ce qui soit augmente les temps de cal-
cul si la voxelisation est ﬁne soit pose des problèmes de précision si la voxe-
liation est grossière. Lee et al. [Lee et al., 2008] ont également proposé une mé-
thodede segmentation adaptée à la segmentationd’humains,mais tout demême
plus généraliste. Elle nécessite cependant l’utilisation d’un squelette en entrée,
ce qui reste une contrainte forte. La segmentation consiste à affecter chaque
sommet à l’os le plus proche sur chaque image. Cela leur permet de contour-
ner le problème de transfert de segmentation. Cuzzolin et al. [Cuzzolin et al.,
2008] proposent une méthode fondée sur les nuages de points et permettent
de segmenter les extrémités des maillages dans les séquences. Cependant cette
méthode ne permet pas de trouver les composantes rigides.
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FIGURE 3.14 – Résultats des segmentations globales dans l’état de l’art. (a) [Lee
et al., 2006]. (b) [de Aguiar et al., 2008]. (c) [Rosman et al., 2011]. (d) [James and
Twigg, 2005]. (e) [Amjoun and Straßer, 2007]. (f) [Mamou et al., 2006].
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Toutes les méthodes présentées jusqu’ici ont une limitation commune, elles
ne permettent pas de segmenter des séquences contenant plusieurs objets, tels
que deux personnes en interaction. A notre connaissance, seules deuxméthodes
en sont capables, de plus ces deux méthodes ne nécessitent pas de modèle ou
de squelette en entrée. La première, proposée par Varanasi et Boyer [Varanasi
and Boyer, 2010], se fonde sur la constatation suivante : les composantes rigides
correspondent généralement à des parties convexes. Ils proposent donc une
segmentation en parties convexes de plusieurs images de la séquence. Ensuite
un recalage sur les régions de chaque image avec propagation est effectué pour
obtenir la segmentation de la séquence. Cette méthode fournie de bons résul-
tats, mais est fondée sur une hypothèse de convexité qui n’est pas toujours vé-
riﬁée. Pour corriger cela, lors de l’étape de recalage, les transformations rigides
sur les clusters sont calculées. La seconde méthode est proposée par Franco et
Boyer [Franco and Boyer, 2011]. Elle résout simultanément les étapes de seg-
mentation et de mise en correspondance. Le principal défaut de cette méthode
est de nécessiter en entrée le nombre de clusters.
Ces deux dernières méthodes nécessitent également d’avoir un bon échan-
tillonnage temporel sur les séquences, car elles nécessitent de faibles déplace-
ments entre deux images successives.
La ﬁgure 3.15 montre les résultats obtenues par plusieurs de ces méthodes.
3.3.2.3 Segmentation temporelle
Concernant la segmentation temporelle de séquences demaillages, il n’existe,
à notre connaissance, que les travaux de Yamasaki et al [Yamasaki and Aizawa,
2009a, 2007, Xu et al., 2005, 2009, Yamasaki and Aizawa, 2009b]. Dans [Xu et al.,
2005], un histogramme des distances des sommets du maillage par rapport à
trois points ﬁxes est généré pour chaque maillage, et la segmentation se fait en
fonction de la distance entre les histogrammes de deux images successives en
fonctions de plusieurs seuils. Dans [Yamasaki and Aizawa, 2007], une caracté-
ristique appelée Modiﬁed Shaped Distribution est utilisée, à partir de laquelle
les auteurs génèrent un histogramme représentant les degrés de libertés. Les
coupures correspondent ainsi aux minima locaux dans cet histogramme. Cette
méthode génère cependant une sur-segmentation.Dans [Yamasaki andAizawa,
2009a], les auteurs utilisent un recalage par ICP [Besl and McKay, 1992] sur des
représentations simpliﬁées des maillages entre chaque paire d’images, et ob-
tiennent une erreur de recalage Ek pour Fk vers Fk+1 et une erreur Ek+1 pour
Fk+1 vers Fk. Ils cherchent ensuite les minima locaux de la fonction DM(k) =
Ek + Ek+1. Dans [Xu et al., 2009], Yamasaki et al. proposent une amélioration
des méthodes précédentes. Dans [Yamasaki and Aizawa, 2009b], ils reprennent
la méthode proposée dans [Yamasaki and Aizawa, 2007], mais combinent la dis-
tance "Modiﬁed Shaped Distribution" et la distance Geodesic Shape Distribu-
tion [Hamza and Krim, 2003].
Dans le chapitre suivant, nous présentons une premièreméthode de segmen-
tation globale fondée sur la fusion de régions, prenant en entrée une séquence
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(a) (b)
(c)
FIGURE 3.15 – Résultats des segmentations globales de l’état de l’art sur des
séquences de maillages. (a) [Varanasi and Boyer, 2010]. (b) [Lee et al., 2008].
(c) [Franco and Boyer, 2011].
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stable de maillages.
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Chapitre 4
Segmentation globale fonde´e sur la
fusion de re´gions
Sommaire
4.1 Nature des clusters . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2 Chaîne d’exécution . . . . . . . . . . . . . . . . . . . . . . . . . 42
4.3 Mise en correspondance . . . . . . . . . . . . . . . . . . . . . . 44
4.3.1 Maillages dynamiques . . . . . . . . . . . . . . . . . . . . 44
4.3.2 Recalage fondé sur CPD . . . . . . . . . . . . . . . . . . . 44
4.3.3 Projection . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4.3.4 Mise en correspondance et vecteurs de déplacement . . 46
4.3.5 Mise en correspondance d’un maillage avec le reste de
la séquence . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.4 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.1 Vue d’ensemble . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.2 Erreurs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.4.3 Segmentation initiale . . . . . . . . . . . . . . . . . . . . . 49
4.4.4 Rafﬁnement . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4.5 Transfert de la segmentation sur la séquence . . . . . . . 54
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5.1 Mise en correspondance . . . . . . . . . . . . . . . . . . . 55
4.5.2 Segmentation . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.5.3 Limitations . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
La première méthode que nous proposons est une méthode fondée sur la
fusion de clusters. Cette méthode prend en entrée une séquence stable de mail-
lages, i.e. avec nombre de sommets et connectivité variables, mais sans chan-
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gement global de topologie. La segmentation résultante est une segmentation
globale sur les sommets, i.e. une segmentation unique pour toute la séquence.
La chaîne d’exécution est présentée dans la section 4.2. Une mise en corres-
pondance est appliquée sur chaque paire de maillages successifs de la séquence
(Section 4.3). Cette mise en correspondance nous fournit :
– une correspondance entre les sommets de l’image Fk et ceux de l’image
Fk+1 ;
– une approximation des vecteurs de déplacement des sommets de Fk.
En utilisant ces vecteurs de déplacement, nous calculons une segmentation à la
volée (Section 4.4).
Des résultats ainsi qu’une analyse de ces résultats sont présentés dans la sec-
tion 4.5.
Cette méthode permet :
– de traiter de longues séquences avec des maillages volumineux ;
– de contrôler l’apparition des clusters et le type de transformation asso-
ciée ;
– d’intégrer différents types de transformations pour la segmentation. Par
exemple, la segmentation actuelle permet de différencier les zones étirées
uniformément et les zones rigides.
En outre, elle ne nécessite pas de squelette.
4.1 Nature des clusters
Les clusters générés par la segmentation sont des ensembles de sommets
connexes. Chaque cluster (voir la section 3.2.2.6) représente une régiondesmail-
lages :
– soit subissant une transformation rigide ;
– soit étirée uniformément ;
– soit sans déplacement.
4.2 Chaîne d’exécution
Dans cette partie, nous décrivons la chaîne d’exécution complète du proces-
sus de segmentation (voir la Figure 4.1). Ce processus peut être approximative-
ment séparé en deux étapes :
– une étape de mise en correspondance (section 4.3) ;
– une étape de création ou de rafﬁnement de la segmentation (section 4.4).
L’algorithme prend en entrée une séquence stable de maillages et produit
une segmentation globale. Le maillage de l’image F0 de la séquence est mis en
correspondance avec le deuxième F1. En utilisant la mise en correspondance,
les vecteurs de déplacement (des sommets du premier maillage) entre les deux
images sont estimés.
Sur la base de ces vecteurs de déplacement, une segmentation initiale sur le
premier maillage de la séquence est calculée. Cette segmentation contient trois
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FIGURE 4.1 – Chaîne d’exécution du processus de segmentation.
types de clusters :
1. les zones sans déplacement : les clusters statiques.
2. les régions uniformément étirées : les clusters étirés.
3. les zones subissant une transformation rigide : les clusters rigides.
Ensuite pour chaque paire d’images successives (Fk,Fk+1) de la séquence,
nous appliquons la même méthode de mise en correspondance et d’estima-
tion de vecteurs de déplacement. La segmentation, initiale ou de l’image précé-
dente, est rafﬁnée en analysant le mouvement des sommets dans chaque clus-
ter. Cela signiﬁe qu’à chaque pas de temps, les clusters calculés précédemment
sont subdivisés.
La segmentation calculée pour la dernière image FN−1 est donc la segmenta-
tion contenant l’ensemble des mouvements intervenant dans la séquence. Aﬁn
d’obtenir une segmentation globale visualisable sur l’ensemble de la séquence,
cette dernière segmentation est transférée sur les images de toute la séquence.
L’algorithme 1 présente le corps de la méthode.
Algorithme 1: Corps de la méthode de segmentation.
Entrée : Séquence stable de maillages : SM .





pour toutes les paires de maillages (Fk,Fk+1) de S \ F0 faire
NouveauCluster=∅
(V ecDeplacement,Correspondance)=MiseEnCorrespondance(Fk,Fk+1)




// Clusteri est la segmentation sur la dernière image
S=TransfertSegmentation(SM ,Cluster)
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4.3 Mise en correspondance
La mise en correspondance se fait en trois étapes successives : le recalage,
la projection et l’établissement des correspondances. Elle prend en entrée deux
maillages pouvant avoir un nombre de sommets différents, voir l’algorithme 2.
Ces différentes étapes sont décrites dans les parties suivantes. A la ﬁn de la mise
en correspondance, nous obtenons :
– les vecteurs de déplacement entre deux images successives Fk et Fk+1 ;
– un ensemble de correspondances unidirectionnel entre les sommets des
maillages Fk et Fk+1.
De plus, en traversant les ensembles de correspondances sur l’ensemble de la
séquence, nous obtenons un ensemble de correspondances entre F0 et Fk, 0 
k < N .
Algorithme 2: Mise En Correspondance
Entrée : Fk,Fk+1 : Maillages.
Sorties : Corr : Sommet[Sommet].
V ecDeplacement : Sommet[Vecteur].





// Estimation vecteur et Correspondance
(Corr,V ec)=correspondance(Fk,Fk+1,F ′k,P )
4.3.1 Maillages dynamiques
Du point de vue de notre méthode, les maillages dynamiques sont des cas
particuliers : il n’est pas nécessaire de calculer une mise en correspondance et
cette étape est donc supprimée. En effet, la correspondance entre deux mailla-
ges est implicitement fournie, le sommet v(k+1)i correspond au sommet v
(k)
i et les






i − v(k)i (4.1)
4.3.2 Recalage fondé sur CPD
L’étape de recalage (voir la ﬁgure 4.2) est fondée sur l’algorithme "Coherent
Point Drift" (CPD) de Myronenko et al. [Myronenko et al., 2007]. Le recalage est
effectué sur les paires de maillages successifs (Fk, Fk+1) de la séquence et génère
un maillage F ′k. Le maillage F
′
k est le maillage Fk déformé pour qu’il ait la même
forme que Fk+1. Le nombre de sommets de F ′k est donc le même que celui de Fk
.
44 4.3. MISE EN CORRESPONDANCE
CHAPITRE 4. SEGMENTATION GLOBALE FONDÉE SUR LA FUSION DE RÉGIONS
(a)
(b)
FIGURE 4.2 – (a) Deux maillages (Fk, Fk+1). (b) Deux maillages Fk,Fk+1 et le
maillage recalé F ′k.
4.3.3 Projection
Aﬁn d’améliorer la mise en correspondance entre les images Fk et Fk+1 ainsi
que l’estimationdes vecteurs de déplacements, les sommets dumaillageF ′k sont
projetés sur Fk+1. Cela est fait de la manière suivante :
1. La normale de chaque sommet de Fk+1 est évaluée.
2. Pour chaque sommet v′(k)i , sommet d’indice i du maillage F
′
k :
(a) nous cherchons le sommet v(k+1)j le plus proche sur le maillage Fk+1,
noté v. La méthode utilisée consiste à itérer sur l’ensemble des som-
mets de Fk+1 et calculer la distance avec v. Pour le calcul de la dis-
tance, nous utilisons la distance euclidienne. La méthode de calcul
choisie, bien que n’étant pas la plus performante, est sufﬁsante pour
nos besoins.
(b) v′(k)i est projeté sur Fk+1 en suivant la normale de v. Le point projeté
est noté vp(k)i .
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En utilisant cette méthode, chaque sommet v(k)i a un sommet projeté corres-
pondant vp(k)i , voir l’algorithme 3 et la ﬁgure 4.3. La prochaine et dernière étape
consiste à établir la correspondance entre les sommets de Fk et Fk+1.
Algorithme 3: Projection
Entrée : Maillage : F ′k, Fk+1
Sortie : Projection : Sommet[Sommet]
pour chaque sommet v ∈ M2 faire
EvalueNormale(v)
pour chaque sommet v ∈ M1 faire
vp=sommetPlusPoche(v,M2)
Proj[v]=Projete(v,M2,normal(vp))
FIGURE 4.3 – Projection de maillage.
4.3.4 Mise en correspondance et vecteurs de déplacement
Nous présentons dans un premier temps comment nous établissons la mise
en correspondance puis le calcul des vecteurs de déplacement, voir la ﬁgure 4.4
et l’algorithme 4.
Pour trouver le sommet correspondant vk+1j au sommet v
k
i , nous utilisons le
sommet v′ki calculé précédemment. v
′k
i est le sommet correspondant à v
k
i dans
le maillage F ′ki , maillage recalé de Fk sur Fk+1. Le sommet le plus proche de v
′k+1
i
dans Fk+1 est le sommet correspondant à vki . De cette manière, nous obtenons
une mise en correspondance unidirectionnelle. Il est important de noter que la
mise en correspondance de chaque point est effectuée indépendamment des
autres. La pertinence de ces choix est débattue dans la section 4.5.
Lors de cette mise en correspondance, deux scénarios sont possibles :
– nv(Fk) > nv(Fk+1) : dans ce cas-là, plusieurs sommets de Fk sont mis en
correspondance avec le même sommet de Fk+1 ;
– nv(Fk) < nv(Fk+1) : dans ce cas-là, des sommets de Fk+1 n’ont pas de som-
mets correspondants.
46 4.3. MISE EN CORRESPONDANCE
CHAPITRE 4. SEGMENTATION GLOBALE FONDÉE SUR LA FUSION DE RÉGIONS




i pour le vecteur de déplacement
associé au sommet vi à l’image k, sont calculés à partir du sommet vi et vpi :−−−→
DV
(k)
i = vpi − vi, où vpi est le sommet vi projeté sur Fk+1.
Algorithme 4: Correspondance.
Entrées : Fk, Fk+1, F ′k : Maillages
P : Sommet[Sommet]
Sortie :MC : Sommet[Sommet]
DV : Sommet[Vecteur]









FIGURE 4.4 – Correspondance et vecteur de déplacement.
4.3.5 Mise en correspondance d’un maillage avec le reste de la
séquence
La phase de mise en correspondance peut également être utilisée pour cal-
culer rapidement une approximation de la mise en correspondance du maillage
F0 avec l’ensemble des maillages de la séquence, i.e la mise en correspondance
de F0 avec Fk, 0  k < N . Cette mise en correspondance sur l’ensemble de la
séquence est appelée carte de correspondances. Cette étape peut être calculée
récursivement ainsi, avec k et l désignant les indices des images et i l’indice du





i ) où k ≥ l (4.2)
Cette mise en correspondance de la première image avec l’ensemble de la sé-
quence est utilisée dans l’étape de transfert de segmentation sur l’ensemble de
la séquence (section 4.4.5).
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4.4 Segmentation
Dans cette section, nous présentons l’étape de segmentation fondée sur la
fusion de clusters. Cette étape nécessite une mise en correspondance de bonne
qualité (i.e. vecteurs de déplacement et mise en correspondance de sommets).
Cependant, n’importe quelle méthode de mise en correspondance peut être
utilisée tant que ces informations sont fournies. Nous avons par exemple testé
notre segmentation en utilisant [Knossow et al., 2009], où la mise en correspon-
dance est trouvée en utilisant le plongement laplacien des maillages (ce qui les
"déplie").
Les résultats de la segmentation sont présentés et examinés dans la sec-
tion 4.5.
4.4.1 Vue d’ensemble
Notre méthode de segmentation produit une segmentation globale, où les
clusters représentent non seulement des zones suivant une transformation ri-
gide, mais également contrairement aux méthodes précédentes, des zones uni-
formément étirées.
Nous utilisons une méthode par rafﬁnement :
– à l’aide des deux premiers maillages F0 et F1 de la séquence et des vec-
teurs de déplacement associés, nous calculons la segmentation initiale
(section 4.4.3) ;
– pour les autres images de la séquence, nous rafﬁnons la segmentation ob-
tenue sur l’image précédente en analysant le mouvement des clusters en
cours et en les divisant si nécessaire grâce aux vecteurs de déplacement et
à la mise en correspondance (section 4.4.4).
Cette approche par rafﬁnement nous permet :
– de traiter de longues séquences contenant des maillages volumineux, car
l’algorithme ne nécessite que deux maillages en mémoire à la fois ;
– de suivre les transformations. Nous savons à quelle image un cluster est
créé ainsi que le type de transformation associée.
La segmentation de la séquence est la segmentation obtenue sur la dernière
image. Cette segmentation est donc ensuite transférée sur l’ensemble de la sé-
quence en utilisant la carte de correspondance (section 4.4.5).
4.4.2 Erreurs
Durant le processus de segmentation, nous utilisons une métrique notée
ET pour trier les clusters par erreur. Nous utilisons la méthode proposée par
Horn [Horn, 1987] pour calculer lameilleure transformation rigide possible entre
deux nuages de points Pi et Pj avec card(Pi) = card(Pj) et où les points de Pi ont
une correspondance directe avec ceux de Pj . La méthode de Horn renvoie un
vecteur de translationCT et unematrice de rotationCr tels quePj = CR∗Pi+CT .
Pour deux nuages de points (Pi, Pj), ET peut être déﬁnie comme :
48 4.4. SEGMENTATION
CHAPITRE 4. SEGMENTATION GLOBALE FONDÉE SUR LA FUSION DE RÉGIONS
FIGURE 4.5 – Chaîne d’exécution du processus de segmentation.






‖CRpi + CT − pj‖. (4.3)
– l’erreur maximum :
ME(Pi, Pj) = max
pi∈Pi
‖CRpi + CT − pj‖ (4.4)
– la difference d’erreur :
DE(Pi, Pj) = AE(Pi, Pj)−ME(Pi, Pj) (4.5)
4.4.3 Segmentation initiale
La segmentation initiale est calculée en utilisant les deux premiers maillages
de la séquence,F0 etF1, en utilisant les vecteurs de déplacement obtenus lors de
la mise en correspondance entre F0 et F1. Nous regroupons les clusters suivant
trois catégories, et la segmentation suivant la catégorie est effectuée successi-
vement :
1. sommets statiques : ces sommets ne se déplacent pas (ils sont notés Cstatic).
2. sommets étirés : ces sommets sont dans une zone étirée uniformément
(notés Cstretched).
3. sommets rigides : le déplacement de ces sommets peut être décrit par une
transformation rigide. (noté Crigid)
Les clusters sont calculés de la manière suivante : les sommets statiques sont
déﬁnis par un vecteur de déplacement dont la norme est nulle ou inférieure au
seuil Tstatique, les sommets dont la norme est supérieure à ce seuil et dont les
vecteurs de déplacement sont colinéaires et de même direction sont dans des
clusters étirés. Ils sont regroupés dans des ensembles connexes. Les sommets
rigides sont plus compliqués à calculer. Nous utilisons une version modiﬁée de
la méthode décrite dans [Huang et al., 2008].
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4.4.3.1 Non-Rigid Registration Under Isometric Deformation [Huang et al.,
2008]
Dans cette article, les auteurs introduisent la notion de cluster n-étendu.
Déﬁnition 4.1. Le cluster n-étendu C˜ d’un cluster C est l’union du cluster C et
des n-voisins des sommets du cluster C.
Huang et al. [Huang et al., 2008] ont proposé une méthode de recalage de
deux maillages subissant des transformations isométriques. Leur approche uti-
lise une méthode par optimisation alternant la mise en correspondance et la
déformation du premier maillage vers le second, et des versions simpliﬁées des
deux maillages telles que le nombre de sommets des versions simpliﬁés est le
même. Pour la phase de déformation, une segmentation en composante rigides
entre deux maillages est calculée, segmentation sur laquelle nous nous basons
par la suite (voir la section 4. Dans cette segmentation, chaque sommet est ini-
tialement un cluster. Pour chaque cluster, la méthode calcule la transformation
qui transforme le sommet et son 1-voisinage dans le premier maillage vers le
second maillage, ainsi que l’erreur associée pour chaque transformation. Elle
trie ensuite les clusters en fonction de l’erreur de la transformation. En notant
R la rotation et T la translation du cluster C minimisant l’erreur, elle applique
la transformation aux clusters voisins, et calcule l’erreur Ekl(C ′) pour chacun
de ses clusters C ′. Si cette erreur est inférieure à un seuil Emax, alors le cluster
voisin est fusionné au cluster C. La transformation et l’erreur résultante pour
le nouveau cluster sont calculées, les clusters de nouveau triés par erreur et le
processus recommence.
Ekl(C
′) = maxsi∈c˜′ ||R ∗ si + T − s′i|| (4.6)
avec :
– C˜ ′ : le cluster étendu C ′ ;
– s′i : le sommet correspondant à si.
Le problème de cette méthode est que la segmentation s’arrête trop tôt : des
clusters peuvent encore être regroupés. Dans le cas étudié par les auteurs, cette
étape est alternée avec la déformation du maillage, ce problème est donc mi-
neur, car les maillages sont de plus en plus proches. La ﬁgure 4.6 montre un
résultat de leur méthode de segmentation.
4.4.3.2 Version modiﬁée
Aﬁn de corriger le problème lié à la terminaison précoce, nous le modiﬁons
de la manière suivante. L’algorithme que nous appliquons (voir l’algorithme 5
et la ﬁgure 4.7) est le suivant :
1. Initialisation : chaque sommet est un cluster.
2. Pour chaque cluster C, calculer la transformation rigide optimale [Horn,
1987] du cluster n-étendu C˜ entre la première image et la deuxième image.
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FIGURE 4.6 – Résultat d’une segmentation entre deux maillages avec [Huang
et al., 2008], où de nombreux clusters ne sont pas fusionnés.
Les sommets du cluster C˜ dans la seconde image sont reconstruits à par-
tir des points de C˜ de la première image et des vecteurs de déplacement
associés calculés dans l’étape de mise en correspondance.
3. Prendre le cluster C˜m ayant la plus petite erreur de transformationEt (voir
la section 4.4.2).
4. Pour chaque clusterCn intersectant le cluster C˜m, appliquer la transforma-
tion trouvée pour C˜m à chaque point de Cn. Si l’erreur Ef est inférieure au
seuil Ttransf , fusionner les clusters Cm et Cn. Si aucun des clusters n’est fu-
sionné, prendre le cluster minimisant l’erreur Et hors C˜m et recommencer
cette étape. L’erreur Ef est déﬁnie comme la distance maximale entre les
sommets transformés de Cn et les sommets reconstruits.
5. Répéter les étapes 2 à 4 tant qu’une fusion est possible.
Dans nos expériences, les clusters 3-étendus sont utilisés et sufﬁsants.
Comme mentionné précédemment, l’ordre dans lequel la segmentation est
appliquée est important. L’algorithme calcule donc dans unpremier temps Cstatic
et Cstretched. Ensuite le sous-maillage SF = F0 \ (Cstatic ∪ Cstretched) est construit.
Les clusters rigides sont calculés en dernier sur SF , aﬁn d’éviter que les clusters
rigides ne chevauchent les clusters de types différents, voir la ﬁgure 4.8.
Aﬁn d’éviter une sur-segmentation, les clusters dont la taille est inférieure
à 3% du nombre de sommets du maillage sont fusionnés. Ces clusters sont fu-
sionnés avec leur cluster voisin minimisant l’erreur Ef comme dans l’étape 4
de la segmentation rigide. Ces petits clusters fusionnés correspondent généra-
lement :
– soit à du bruit dû au système de reconstruction ;
– soit à des zones non rigides autour des articulations du maillage.
A l’issue du processus de la segmentation initiale, le maillage de la première
imageF0 est décomposé en cluster de différent type, en fonction des vecteurs de
déplacement entre les deux premières images. Cette segmentation est ensuite
rafﬁnée en utilisant les images suivantes de la séquence après chaque étape de
mise en correspondance.
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Algorithme 5: Segmentation Rigide.
Entrées : FS : Maillage
DV : Vecteurs déplacement.
Sortie : C : segmentation rigide.
C= Fr
fusion=vrai
tant que fusion faire
pour chaque cluster c ∈ C faire
List= List + TransformationEtErreurF_F+1(c+voisins(c))
i=0
List=trieParErreur(List)
tant que i < Length(List) faire
c=NemeElement(List,i)
suivantParErreur=vrai
pour chaque cc ∈ voisin(c) faire







Fusion des petits clusters.
(a) (b) (c)
(d) (e)
FIGURE 4.7 – Segmentation Rigide : processus. (a) C˜i et transformation. (b) Sé-
lection du cluster et test de la transformation. (c) Fusion. (d) Fusion suivant le
même processus. (e) le sommet restant est fusionné avec le cluster voisin ayant
l’erreur la plus petite.
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FIGURE 4.8 – Clusters statiques, étirés, rigides et sous-maillage.
4.4.4 Rafﬁnement
Le but de l’étape de rafﬁnement est de trouver les nouveaux clusters appa-
raissant sur l’image suivante. Chaque cluster de l’image précédente est subdi-
visé, si nécessaire, en sous-clusters. Le processus de rafﬁnement se fonde sur la
segmentation calculée lors de l’étape précédente, i.e. la segmentation initiale
pour la deuxième image, ou le rafﬁnement précédent dans les autres cas. Les
vecteurs de déplacement calculés lors de la mise en correspondance sont éga-
lement utilisés pour déformer le maillage reconstruit au rafﬁnement précédent.
Nous utilisons donc le maillage de la première image comme modèle pour la
segmentation, puisqu’il est déformé au fur et à mesure des rafﬁnements pour
suivre les autres maillages de la séquence.
Le rafﬁnement se fait en deux étapes :
– vériﬁcation des clusters précédents ;
– recherche des nouveaux clusters.
Une étape de vériﬁcation est utilisée aﬁn d’éviter de recréer les mêmes clus-
ters, la vériﬁcation est plus rapide à calculer que la segmentation.Nous vériﬁons
que :
– pour les clusters statiques : les vecteurs de déplacement sont toujours sous
le seuil Tstatic ;
– pour les clusters étirés : les vecteurs de déplacement sont toujours coli-
néaires et de même direction ;
– pour les clusters rigides, la meilleure transformation entre les points du
cluster Cm à l’image Fk et Fk+1 est valide : si l’erreur la plus importante est
au-dessus du seuil Ttransf , la transformation est considérée comme inva-
lide. La transformation est toujours calculée avec la méthode de Horn et
les points pour l’imageFk+1 sont reconstruits à partir des points de l’image
Fk et les vecteurs de déplacement.
Tous les clusters qui sont valides sont conservés, les autres clusters corres-
pondent à des régions où une nouvelle transformation commence. Ces clusters
sont donc divisés en sous-clusters :
– si la nouvelle transformation est applicable sur l’ensemble des points du
cluster, ce cluster est conservé sans être décomposé ;
– sinon le cluster est décomposé.
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FIGURE 4.9 – Exemple de rafﬁnement pour la méthode par fusion de clusters.
(a) Segmentation à l’image Fk. (b) Segmentation à l’image Fk+1. Le cluster B est
divisé en sous-clusters B et C à cause de la rotation.
Cette décomposition est similaire à celle présentée dans la section 4.4.3, sauf
qu’elle se fait sur chaque cluster. Pour chaque cluster Cc parmi les clusters à
décomposer, l’algorithme segmente d’abord les sommets statiques, puis étirés
et enﬁn rigides. Comme avant, les sous-clusters statiques et étirés sont calculés
et ajoutés respectivement aux ensembles Cstatique et Cetire et FS = Fk \ (Cstatique ∪
Cetire) est construit. Contrairement à la segmentation initiale, la segmentation
des clusters rigides ne se fait pas sur FS, mais sur FS ∩ Cc, aﬁn d’assurer que la
transformation se fait sur Cc (voir la ﬁgure 4.9).
4.4.5 Transfert de la segmentation sur la séquence
Le transfert de segmentation consiste à faire passer une segmentation cal-
culée sur une image Fk sur l’image Fk−1 ou Fk+1. Nous présentons différentes
méthodes aux cours de cette thèse. Lorsque ce processus est appliqué sur toute
les images de la séquence, de FN à FN−1 puis de FN−1 à FN−2..., nous appelons
cela "transfert de la segmentation sur la séquence". Une fois que la segmen-
tation a été calculée sur toutes les images de la séquence, la segmentation de
l’ensemble de la séquence est sur la dernière image. Cette segmentation doit
donc être transférée sur la séquence en utilisant les informations de mise en
correspondance. Comme certains points peuvent ne pas avoir de correspon-
dance, lors du report de la segmentation de Fk à Fk+1, des trous peuvent appa-
raître dans Fk+1 : certains points ne sont dans aucun cluster. Nous appliquons
donc une méthode de croissance de clusters. Pour chaque sommet P qui n’est
pas dans dans un cluster, nous cherchons le clusterC qui contient le plus grand
nombre de sommets du 1-voisinage de P : P est mis dans ce cluster C, , voir la
ﬁgure 4.10.
Pour le transfert de la dernière segmentation, nous utilisons la carte de cor-
respondance : elle nous permet d’obtenir la correspondance des sommets F0
avec ceux de FN−1, où FN−1 est la dernière image de la séquence. Nous renver-





j a pour sommet correspondant v
(0)
i . En utilisant ce renversement de cor-
respondance, nous transférons la segmentation sur F(N−1) sur F0 en utilisant
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FIGURE 4.10 – Transfert de la séquence.
une croissance de clusters si nécessaire. Ensuite nous transférons la segmenta-
tion de Fk vers Fk+1 en utilisant la mise en correspondance et une croissance de
clusters pour chaque instant.
4.5 Discussion
Dans cette partie, nous présentons les résultats obtenus avec cette méthode
et nous les analysons. Notre méthode requiert seulement deux images en mé-
moire à la fois, ce qui signiﬁe que :
– nous pouvons traiter des séquences composées d’un grandnombre d’images
et de maillages volumineux ;
– l’apparition ainsi que le type de transformation associé à chaque cluster
sont connus.
4.5.1 Mise en correspondance
Nous présentons des résultats de mise en correspondance sur la ﬁgure 4.11,
dans laquelle les correspondances entre deux images de la séquence "horse"
sont visualisées par des segments. Les vecteurs de déplacement et les corres-
pondances sont par la suite utilisés durant le processus de segmentation. Sur
un ordinateur personnel standard (core2 duo, 2.33GHz), la mise en correspon-
dance d’un maillage de 8199 sommets avec un autre de 7254 requiert 13 mi-
nutes. L’implantation est enMatlab enutilisant une implantation rapide deCPD
fondé sur les transformations gaussiennes rapides. Dans le processus de mise
en correspondance, le goulot d’étranglement se situe dans l’étape de recalage,
les temps de calcul des étapes de projection et d’établissement des correspon-
dance sont minoritaires.
La mise en correspondance est fonctionnelle, elle souffre cependant de deux
problèmes :
– elle est unidirectionnelle : dans le cas où nv(Fk) < nv(Fk+1), certains som-
mets de Fk+1 n’ont pas de correspondants dans Fk, ce qui pose problème
dans le transfert de segmentation comme nous le verrons dans la section
suivante ;
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(a) (b)
FIGURE 4.11 – Résultat de la mise en correspondance entre 2 images succes-
sives : (a) afﬁchage complet. (b) afﬁchage partiel.
(a) (b) (c)
FIGURE 4.12 – Erreur de mise en correspondance : (a) Fk. (b) Fk+1. (c) la mise en
correspondance est erronée, certains sommets de la main sont mis en corres-
pondance avec les hanches.
– indépendance de la mise en correspondance : lors de la mise en corres-
pondance, chaque sommet est évalué sans tenir compte des autres. Cela
peut poser des erreurs de mise en correspondance, comme le montre la
ﬁgure 4.12. Une passe de régularisation pourrait être utilisée aﬁn d’amé-
liorer les résultats. En effet si tout un groupe de sommets sauf un ou deux
sontmis en correspondance avec un autre groupede sommets, les quelques
sommetsmis en correspondance avec des sommets plus distants (ennom-
bre d’arêtes) sont des valeurs aberrantes de la mise en correspondance.
Ces correspondances peuvent être corrigées en les rattachant avec un des
sommets voisins.
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(a) (b) (c)
(d) (e) (f)
FIGURE 4.13 – Segmentation globale du maillage "horse" : (a) [Lee et al.,




La ﬁgure 4.13 montre un résultat obtenu avec notre méthode sur le maillage
dynamique "horse", ainsi que ceux de [Lee et al., 2006] et [de Aguiar et al., 2008].
Commeonpeut le voir, notreméthodeproduit des résultats similaires aux autres
méthodes. La principale différence avec [Lee et al., 2006] se situe sur les fron-
tières des clusters, qui ne sont pas lisses et ne passe pas par les goulots d’étran-
glement.Nous n’appliquons pas de post-traitement pour déplacer les frontières :
bien que cela puisse améliorer les résultats sur les maillages dynamiques, les
frontières ne sont pas aussi nettement déﬁnies dans les autres types de séquences
(voir la section 4.5.2.3).
Contrairement aux autres méthodes, notre canevas permet de gérer les éti-
rements uniformes (voir la section 4.1 et 4.5.3.6 pour une discussion sur la na-
ture des mouvements supportés). Nous montrons quelques résultats d’une telle
segmentation dans la ﬁgure 4.14, qui montre une séquence dans laquelle se
trouvent des transformations rigides et étirements uniformes.
Notre méthode est également capable de segmenter des séquences stables
de maillages comme le montre la ﬁgure 4.15. La séquence stable est obtenue
à partir d’une décimation aléatoire sur chaque image de la séquence. Le nom-
bre de sommets varie entre 2624 et 4969. Le résultat obtenu est proche de celui
obtenu sur le maillage dynamique "équivalent".
Notre méthode de segmentation peut, comme le montre la ﬁgure 4.16, pro-
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(a) (b)
(c) (d)
FIGURE 4.14 – Gestion des étirements : (a), (b), (c) images de la séquence. (d)
segmentation obtenue.
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FIGURE 4.15 – Segmentation sur une séquence stable : (a) segmentation obte-
nue. (b,c) images contenant le nombre de sommets minimum (b) et maximum
(c).
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(a) (b)
FIGURE 4.16 – Paramètres et rafﬁnement de la segmentation : (a) grossière
(Ttransf = 0.0015). (b) ﬁne (Ttransf = 0.0007). Pour comparaison, voir la ﬁ-
gure 4.13c (Ttransf = 0.0009)
duire une segmentation plus ou moins rafﬁnée en fonction des paramètres :
ainsi la transformation d’un cluster est plus ou moins proche des transforma-
tions individuelles des sommets dans le cluster, i.e. avec un rafﬁnement élevé,
les clusters serons petits mais l’erreur sur les transformations des clusters se-
ront minimes vis à vis des sommets, inversement une segmentation grossière
ne produira que les principaux mouvements mais l’erreur des transformations
vis à vis des sommets seront importantes. Elle n’est cependant pas hiérarchique
car les clusters d’un niveau n + 1 ne sont pas strictement des sous-clusters du
niveau n.
4.5.2.2 Entrée utilisateur
Pour gérer le bruit présent dans les séquences et l’erreur due aux estimations
des vecteurs de déplacement, nous utilisons le seuil Tstatic. Pour la séquence
stable "horse" (voir la ﬁgure 4.15), le seuil est ﬁxé à 1× 10−4, la boite englobante
est de 12.3177. Le seuil Ttransf correspond à l’amplitude du mouvement tolérée
pour un cluster entre deux images. Pour les séquences stable de maillages, ce
seuil doit prendre en compte l’erreur due aux projections, contrairement aux
maillages dynamiques. La segmentation obtenue peut être plus ou moins rafﬁ-
née en fonction de ce seuil comme on peut le voir dans la ﬁgure 4.16. Ce seuil
ne dépend pas de la densité des maillages, mais de l’amplitude du mouvement
entre deux images. Il dépend également de la séquence, des séquences avec un
faible échantillonnage temporel nécessitent un seuil plus important.
Dans la section 4.4.2, nous proposons différents critères d’erreurs pour dé-
terminer l’ordre des fusions. D’après nos expériences, la différence d’erreur est
préférable. En effet, cette erreur évite de fusionner les clusters avec une large
erreur. Les clusters avec une grande erreur dans les maillages dynamiques sont
dus à des changements dans les transformations. En présence de bruit et de
valeurs aberrantes, la différence d’erreur est trop sensible et l’erreur moyenne
devient la plus efﬁcace : les grandes erreurs peuvent provenir du bruit ou des
valeurs aberrantes. Les clusters contenant de telles aberrations ne doivent pas
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(a) (b) (c)
(d) (e) (f)
FIGURE 4.17 – Comparaison de segmentation, bruit et erreur. (a) Erreur
moyenne. (b) Différence d’erreur. (c) Erreur maximum sur un maillage dyna-
mique. (d) Erreur moyenne. (e) Différence d’erreur. (f) Erreur maximum sur un
maillage dynamique bruité.
être ignorés. La ﬁgure 4.17 montre les résultats en fonction des erreurs et de la
présence de bruit (le bruit est appliqué indépendamment sur chaque image).
4.5.2.3 Frontière et résistance au bruit
Il y a deux problèmes, liés, concernant les frontières des clusters : elles ne
sont ni lisses, ni situées nécessairement sur l’articulation comme cela est le
cas avec certaines méthodes qui appliquent une étape de post-traitement aﬁn
de déplacer les frontières calculées sur les goulots d’étranglements qui corres-
pondent généralement aux frontières optimales d’un cluster.
Les frontières optimales peuvent se situer aux alentours des frontières calcu-
lées par notre méthode, un peu avant ou après comme le montre la ﬁgure 4.18.
Les clusters sont fusionnés tant que les transformations trouvées sont simi-
laires ; or il arrive qu’elles ne soient plus similaires juste avant ou après la fron-
tière optimale. Nous travaillons avec des séquences stables de maillages, donc
même si nous plaçons demanière optimale les frontières sur une image, elles ne
le seront pas sur les autres images. Comme nous voulons travailler avec les sé-
quences d’origine, sans modiﬁcation, cela est acceptable. Dans le cas contraire,
une étape de post-traitement pour ajouter des sommets pour positionner cor-
rectement les frontières sur chaque image peut être possible. Le problème du
lissage des frontières est similaire et peut être résolu de la même manière.
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FIGURE 4.18 – Positionnement des frontières d’un cluster.
La présence de valeurs aberrantes ou de mauvaises correspondances est si-
milaire au bruit. L’utilisation de l’erreur moyenne fusionne ces sommets aux
clusters voisins. Les valeurs aberrantes restantes ont leurs propres clusters, qui
sont de tailles limitées. Ils sont donc fusionnés par la suite avec les autres clus-
ters. Cependant, en présence de valeurs aberrantes, ou de mauvaises mises en
correspondance groupées, notre méthode produit un résultat erroné : ces som-
mets sont regroupés en un seul cluster qui est trop grand pour être fusionné.
Cependant, la segmentation est toujours cohérente avec les informations four-
nies par la mise en correspondance (voir la ﬁgure 4.19). De mauvais résultats
peuvent être également obtenus lorsque denombreuses valeurs aberrantes sont
présentes de manière éparse sur les maillages : cela oblige à utiliser un seuil
important et seule une segmentation grossière peut être générée. De plus, la
segmentation sur la première image est correcte, mais elle est progressivement
détruite lors de l’étape de transfert.
Enﬁn, les erreurs demise en correspondance ainsi que les valeurs aberrantes
provoquant la création d’un cluster à l’image Fk sont propagées sur toutes les
images suivantes. Ce problème est dû à la nature de notre algorithme.
4.5.2.4 Mise en correspondance et segmentation
Nous avons choisi d’utiliser les points projetés pour l’estimation des vec-
teurs de déplacement. La conséquence est que nous obtenons une bonne esti-
mation des vecteurs de déplacement, avec un coût en calcul important. En utili-
sant un algorithme tel que [Knossow et al., 2009] qui ne fournit ni les points pro-
jetés, ni un maillage recalé, nous devons nous fonder sur les correspondances
pour estimer les vecteurs de déplacement. Cela implique une erreur plus im-
portante sur ces estimations. Sur des maillages denses, cela n’est pas très grave,
car les correspondances sont proches de la position des sommets qui seraient
projetés, cependant sur des maillages peu denses, l’erreur est sufﬁsamment im-
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(a) (b) (c)
FIGURE 4.19 – Erreurs de mise en correspondance groupées. (a) Fk. (b) Fk+1 :
les clusters des pattes gauche et droite sont inversés. (c) Résultat de la mise en
correspondance.
portant pour :
– produire des résultats incorrects ;
– forcer l’utilisation d’une grande valeur pour Ttransf (et obtenir une seg-
mentation grossière).
4.5.2.5 Pile de mouvement
Le canevas proposé est capable de créer des clusters en fonction de diffé-
rents types de mouvement : déplacement nul, étirement uniforme, et transfor-
mation rigide. Il est possible d’injecter de nouveaux types de mouvements dans
le canevas en déﬁnissant une nouvelle erreur et une description de ce mouve-
ment en fonction des vecteurs de déplacement.
4.5.3 Limitations
Dans cette section, nous présentons les limitations connues de notre mé-
thode, ainsi que des pistes pour les lever lorsque cela est possible.
4.5.3.1 Dépendance aux résultats de la mise en correspondance
Des erreurs de mise en correspondance peuvent provoquer des erreurs dans
la segmentation. Notre méthode possède pour prérequis une mise en corres-
pondance de bonne qualité, cela implique de bons résultats aussi bien pour les
vecteurs de déplacement qui sont le cœur de notre méthode de segmentation
que pour la correspondance qui nous permet de transférer notre segmentation.
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4.5.3.2 Modèle et changement de topologie
L’une des limitations les plus importantes de notre méthode est l’utilisation
dupremiermaillage de la séquence commemodèle pour la segmentation : nous
utilisons donc en permanence la connectivité du premier maillage de la sé-
quence, sur lequel on applique les vecteurs de déplacement estimés au cours
de la séquence. Cela est problématique si ce maillage est moins dense que les
autres et pour gérer les changements de topologie des objets sous-jacents. De
plus nous accumulons les erreurs dans les reconstructions des mouvements
dues à nos estimations.
4.5.3.3 Goulot d’étranglement
Si une image de la séquence contient signiﬁcativement moins de sommets
que les autres images de la séquence, cette image devient un goulot d’étrangle-
ment pour le reste de la séquence. Lors du passage sur cette image, de nom-
breux sommets sont fusionnés, ce qui pose problème à la fois pour la déforma-
tion du maillage et pour le transfert de la segmentation.
4.5.3.4 Correspondance unidirectionnelle et croissance de clusters
La correspondance unidirectionnelle provoque des trous dans la segmenta-
tion lors du transfert de la segmentation. Nous remplissons ces trous avec une
simple méthode de croissance de clusters, qui ne tient pas compte des mouve-
ments des sommets. Cette croissance de clusters peut provoquer un glissement
des clusters sur lesmaillages au cours de la séquence. Une solution est proposée
par la suite en utilisant une mise en correspondance bidirectionnelle.
4.5.3.5 Mouvement lent et subdivision erronée
L’utilisation de deuxmaillages simultanés est un avantage de notreméthode,
mais elle pose cependant deux problèmes :
– il est possible de perdre les mouvements lents présents dans la séquence :
lorsque la transformation entre deux images est trop petite, la vériﬁcation
dans le processus de rafﬁnement est toujours valide et le cluster est donc
conservé en l’état. Le seuil Ttransf limite l’importance de ce problème,mais
n’est pas sufﬁsant ;
– des valeurs aberrantes entre deux images peuvent provoquer la création
d’un cluster. Regarder uniquement l’image suivante ne permet pas de dé-
terminer si un mouvement est réellement en cours ou s’il s’agit d’une er-
reur.
Pour ces deux problèmes, l’utilisation d’une fenêtre temporelle de taille réduite,
aﬁn que les maillages de la fenêtre tiennent en mémoire, peut permettre de cor-
riger ce problème enpermettant d’analyser lemouvement sur plusieurs images.
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4.5.3.6 Pile de mouvement
Comme mentionné ci-dessus, le canevas proposé est extensible et il est pos-
sible d’intégrer de nouveaux types de mouvements dans le canevas. Cependant
cette intégration de nouveaux mouvements n’est pas triviale : il faut insérer la
détection du mouvement en fonction des autres mouvements. Ainsi il faut tenir
compte des types de mouvements déjà intégrés et placer la détection du nou-
veau type de mouvement de manière à ce que les autres types de mouvements
ne soient pénalisés.
4.5.3.7 Dérive de la segmentation
Commenous n’utilisons que deux images à la fois pour lamise en correspon-
dance, la segmentation peut se déplacer petit à petit sur le maillage au cours du
temps. Ce problème est renforcé par la croissance des clusters.
Nous avons présenté dans ce chapitre une méthode de segmentation globale
fondée sur la fusion de régions, dans le prochain chapitre, nous présentons deux
méthodes de segmentation utilisant la classiﬁcation spectrale : la première pro-
duit une segmentation globale sur des séquences non-contraintes de maillages,
tandis que la seconde génère soit une segmentation globale, soit une segmen-
tation temporellement variable.
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Chapitre 5
Me´thodes de segmentation fonde´e sur la
classiﬁcation spectrale
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Dans le chapitre précédent, nous avons présenté une première méthode de
segmentation globale de séquences de maillages, capable de détecter des mou-
vements de nature différente, fondée sur la fusion de régions. Dans ce chapitre,
nous présentons deux nouvelles méthodes fondées sur la segmentation spec-
trale, qui segmentent des séquences non contraintes de maillages en compo-
santes rigides.
5.1 Segmentation globale.
Dans cette section, nous présentons une méthode de segmentation de sé-
quences non contraintes de maillages soit en segmentation stable soit en un
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ensemble de segmentations stables.
5.1.1 Amélioration visée par rapport à la méthode par fusion
de clusters.
Cette méthode de segmentation est proche de la chaîne d’exécution de la
méthode présentée dans le chapitre 4, mais remplace les deux principaux élé-
ments de cette chaîne, la mise en correspondance et le processus de segmen-
tation, par des éléments plus performants. De plus, une fenêtre temporelle de
courte durée est introduite ainsi qu’une gestion des changements de topologie
en post-traitement durant l’étape de transfert de la segmentation ﬁnale sur l’en-
semble de la séquence. La chaîne d’exécution est présentée dans la ﬁgure 5.1 et
le corps de l’algorithme est présenté dans l’algorithme 1. Elle garde donc les
avantages de la précédente méthode, qui sont :
– la possibilité de traiter de longues séquences avec des maillages volumi-
neux ;
– le contrôle de la création des clusters et le type de transformation associé ;
– la non nécessité de squelette en entrée.
Cette méthode vise à améliorer la méthode précédente de la manière sui-
vante :
– mise en correspondance plus performante ;
– segmentation de meilleure qualité, et plus performante ;
– gestion des changements de topologie ;
– gestion des mouvements lents ;
– meilleure résistance au bruit.
Elle prend en entrée une séquence non contrainte, et produit soit :
– une segmentation globale s’il n’y a pas de changement de topologie ;
– un ensemble de segmentations globales si des changements de topologie
sont présents dans la séquence.
La gestion de différents types de mouvement n’est pas utilisée dans cette mé-
thode, ainsi les clusters créés dans cette segmentation sont des clusters rigides.
Dans la suite, nous présentons dans un premier temps le processus de mise
en correspondance, puis le processus de segmentation, notamment le principe
de la classiﬁcation spectrale. Nous présentons ensuite le processus de segmen-
tation et enﬁn les résultats obtenus avec notre méthode que nous analyserons.
5.1.2 Mise en correspondance
La mise en correspondance se fait en deux étapes : i) le recalage et ii) l’éta-
blissement de la mise en correspondance et l’estimation des vecteurs de dé-
placements. Nous n’utilisons plus d’étape de projection. A la ﬁn de la mise en
correspondance, nous obtenons comme dans la méthode précédente :
– les vecteurs de déplacement entre deux images successives Fk et Fk+1, 0 
k < N − 1 ;
– un ensemble de correspondance unidirectionnel entre les sommets des
maillages Fk et Fk+1, 0  k < N − 1.
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FIGURE 5.1 – Chaîne d’exécution.
De plus, en traversant les ensembles de correspondances sur l’ensemble de la
séquence, nous obtenons un ensemble de correspondance entre F0 et Fk, 0 
k < N , voir la section 4.3.5. L’algorithme 6 et la ﬁgure 5.2 présente la chaîne
d’exécution de la mise en correspondance.
Algorithme 6: Mise en correspondance.
Entrées : Fk, Fk+1, F ′k : Maillages
Sorties :MC : Sommet[Sommet]
DV : Sommet[Vecteur]
F ′k=Recalage(Fk,Fk+1)
(MC,DV )=Correspondance(Fk, F ′k,Fk+1)
FIGURE 5.2 – Mise en correspondance.
5.1.2.1 Recalage
Pour cette étape, nous avons choisi d’implanter la méthode de Cagniart et
al. [Cagniart et al., 2009]. En effet, cette méthode se fonde uniquement sur les
sommets et les normales pour effectuer le recalage, ce qui correspond à nos
critères.
Elle déforme itérativement le maillage Fk pour approcher le maillage Fk+1
en dissociant la paramétrisation de la déformation de la complexité de la géo-
métrie du maillage en entrée en divisant arbitrairement la surface en patchs. A
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chacun de ces patchs est associée une transformation rigide qui décrit la défor-
mation locale par rapport à la pose initiale Fk. La procédure d’optimisation est
inspirée de ICP [Besl and McKay, 1992] en estimant itérativement i) la corres-
pondance des sommets entre le maillage déformé et le maillage Fk+1, puis ii) en
minimisant la distance entre les deux nuages de points en pénalisant les trans-
formations non rigides d’un patch par rapport à ses voisins. En utilisant cette
méthode du grossier vers le ﬁn, i.e. en faisant varier le diamètre des patchs, elle
converge robustement dans nos expérimentations et est plus rapide que lesmé-
thodes n’utilisant pas de subdivisions.
5.1.2.2 Correspondance et vecteurs de déplacement
L’étape précédente nous fournit le maillage recalé F ′k de Fk avec Fk+1. Pour
établir les correspondances entre les sommets des deux maillages, nous cher-
chons pour chaque sommet v′(k)i de F
′
k le sommet v
(k+1)
j le plus proche dans Fk+1
en utilisant la distance euclidienne : ce sommet v(k+1)j est le sommet correspon-
dant à v(k)i . Le vecteur de déplacement du sommet v
(k)
i est simplement évalué :
pour chaque sommet v(k)i dans Fk et v
′(k)







i − v(k)i . L’algorithme 7 illustre cette méthode.
Algorithme 7: Correspondance
Entrées : Fk,F ′k,Fk+1
Sorties :MC : Sommet[Sommet]
DV : Sommet[Vecteur]











Nous obtenons ainsi les correspondances et les vecteurs de déplacement




Notre méthode produit soit une segmentation globale, ou par le transfert
de segmentation un ensemble de segmentations globales, en créant des clus-
ters rigides. Cette méthode utilise également le principe de rafﬁnement, et la
chaîne d’exécution est la même que pour l’étape de segmentation par fusion de
clusters (voir la section 4.4.1), avec dans un premier temps un calcul de de la
segmentation initiale (section 5.1.3.3) avec les deux premières images de la sé-
quence, puis pour chaque paire d’images successives, un rafﬁnement de la seg-
mentation précédente (section 5.1.3.4). La segmentation ﬁnale de la séquence
est donc sur la dernière image, et nous la transférons sur la séquence (section
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5.1.3.5). Nous proﬁtons de cette étape pour gérer les changements de topologie
(section 5.1.3.5).
Nous conservons donc les avantages de la méthode par fusion de clusters :
le traitement de longues séquences avec des maillages volumineux est possible
ainsi que le traçage de la création et des transformations associées des clusters.
La segmentation est calculée en utilisant une classiﬁcation spectrale entre
deux images successives et en conservant la connectivité de la première image.
Nous utilisons donc le premier maillage de la séquence comme modèle (voir la
section 5.1.4.2 pour une analyse de ce choix). La matrice d’adjacence pondérée
est différente de celle utilisée par de Aguiar [de Aguiar et al., 2008] qui repose
sur l’invariance de distance entre les sommets comme critère de rigidité. Dans
notre cas, nous regroupons les sommets qui ont une matrice de transformation
similaire, ce qui est une contrainte plus forte.
La classiﬁcation spectrale est le cœur de notre méthode de segmentation.
Nous présentons donc d’abord son principe, puis son application pour notre
méthode.
5.1.3.2 Principe de la classiﬁcation spectrale
Segmentation spectrale Dans cette section, nous présentons un algorithme
de classiﬁcation spectrale très populaire, celui de Shi and Malik [Shi and Malik,
2000].
Dans la suite, les valeurs propres sont toujours triées par ordre croissant, et
lorsque nous mentionnons les k premiers vecteurs propres, nous faisons réfé-
rence aux vecteurs propres correspondants aux k plus petites valeurs propres.
La classiﬁcation spectrale repose sur le graphede similitude, notéG = (V,E),
où V = v1, ..., vn est l’ensemble des sommets, et E est l’ensemble des arêtes.
Chaque arête reliant un sommet vi et vj , notée eij , est pondérée par un poidswij
représentant la similarité entre les sommets vi et vj , tel que wij ≥ 0 et{
wij → 0 : les sommets vi et vj ne sont pas similaires
wij → ∞ : les sommets vi et vj sont similaires (5.1)
Le but de la classiﬁcation spectrale est donc de trouver une segmentation
telle que les arêtes entre les sommets d’un même cluster aient un poids impor-
tant, tandis que les arêtes entre les sommets de deux clusters différents aient un
poids faible.
Le graphe G peut être représenté par une matrice d’adjacence pondérée, no-
téeW , contenant le poids des arêtes, avec wij = wji, ∀i = j et wii = 0. La matrice





Dij=0, ∀i = j.
(5.2)
La matrice laplacienne non normalisée est alors déﬁnie par :
L = D −W (5.3)
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La classiﬁcation spectrale est alors calculée comme indiqué dans l’algorithme 8.
Algorithme 8: Segmentation spectrale normalisée selon Shi et Malik [Shi
and Malik, 2000]
Entrées : matrice d’adjacence pondérée :W
matrice des degrés :D;
nombre de clusters : k;
Sortie : Clusters : C1,...,Ck
L = D −W ;
Calculer les k premiers vecteurs propres généralisés, u1,...,uk de Lu = λDu;
U=matrice des u1,...,uk en colonnes;
Pour i ∈ [1, n], soit yi le vecteur correspondant à la ieme ligne de U ;
Cl1,...,Cln=Appliquer l’algorithme k-means sur les points (yi)i=1,..,n;
C1,...,Ck={j|yj ∈ Cl1},...,{j|yj ∈ Cln};
Cet algorithme utilise les vecteurs propres généralisés, qui correspondent
aux vecteurs propres de la matrice Lrw :
Lrw = D
−1L = I −D−1W (5.4)
Pour plus de détails, nous invitons le lecteur à lire le tutoriel de U. von Lux-
burg [Von Luxburg, 2007].
Détermination du nombre de clusters Déterminer le nombre de clusters est
un des enjeux importants pour obtenir une segmentation de bonne qualité. Il
existe différentes méthodes pour déterminer ce nombre de clusters, en utilisant
une approche bayésienne comme [Fraley and Raftery, 2002] par exemple.
Parmi ces méthodes, l’heuristique fondée sur la distance entre les valeurs
propres est couramment utilisée. Nous utiliserons exceptionnellement le terme
anglais "eigen-gap". Pour déterminer le nombre de clusters k, le but de cette
heuristique est de choisir k tel que les valeurs propres, triées par ordre croissant,
λ1, ..., λk soient petites et λk+1 soit grande. Autrement dit, on choisit k tel que
λk+1 − λk est grand par rapport aux différences λi+1 − λi, i < k.
5.1.3.3 Application à la segmentation de séquences de maillages
Nous utilisons les mêmes notations que celles de [Von Luxburg, 2007]. En
utilisant la mise en correspondance et les vecteurs de déplacement entre deux
images successives, nous construisons un graphe pondéré dont le poids des
arêtes représente la similarité entre les transformations de deux sommets voi-
sins.Nous calculons ensuite lamatrice laplaciennenormalisée associée au graphe
et appliquons une classiﬁcation spectrale sur cette matrice.
Construction du graphe d’adjacence Aﬁn d’appliquer la classiﬁcation spec-
trale, nous construisons la matrice d’adjacence pondérée du graphe associé aux
transformations entre deux images. Les nœuds du graphe sont les sommets du
maillage de la première image de la séquence. Pour construire ce graphe, nous
72 5.1. SEGMENTATION GLOBALE.
CHAPITRE 5. CLASSIFICATION SPECTRALE
calculons dans un premier temps la transformation qui transfère chaque som-
met v(k)i de l’image Fk et son 1-voisinage Ng(v
(k)
i ) vers le maillage reconstruit
précédemment plus les vecteurs de déplacement. Commedans laméthode pré-
cédente, le maillage dans la première image est déformé au fur et à mesure en
appliquant à chaque étape les vecteurs de déplacement. Cette transformation
est calculée avec la méthode de Horn [Horn, 1987], qui construit une matrice
de rotation 3× 3 et un vecteur de translation représentant la meilleure transfor-
mation entre deux nuages de points. Nous combinons la matrice de rotation et
le vecteur de translation en une matrice de transformation 4× 4, et nous avons
donc pour chaque sommet v(k)i une transformation T
(k)
i . Nous utilisons la norme
de Frobenius sur la matrice T (k)i − T (k)j pour construire la matrice d’adjacence






















if i = j,
0 if i = j.
(5.6)
Comme cela est montrée dans [Murray et al., 1994], cette distance est la plus
signiﬁcative pour les transformations car elle correspond à la distance sur la
variété des transformations rigides SE(3). Le choix de cette distance est débattu
dans la section 5.1.4.2.
Matrice laplacienne et segmentation Enutilisant lamatrice d’adjacence pon-
dérée W (k), nous calculons la matrice laplacienne normalisée L(k)rw et utilisons
l’algorithme de classiﬁcation spectrale normalisée de Shi-Malik [Shi and Ma-
lik, 2000] pour segmenter le graphe. Cette méthode requiert en entrée le nom-
bre de clusters k. Nous évaluons k automatiquement en utilisant la méthode de







L(k) = D(k) −W (k). (5.8)
L(k)rw = D
(k)−1L(k) = I(k) −D(k)−1W (k). (5.9)
5.1.3.4 Etape de rafﬁnement
A chaque instant k, nous rafﬁnons la segmentation obtenue à l’instant k− 1.
Pour chaque cluster C(k), nous calculons la matrice d’adjacence pondérée des
sommets du cluster, en utilisant les vecteurs de déplacement
−−−→
DV (k) obtenus lors
de l’étape de mise en correspondance. Nous utilisons toujours la connectivité
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??? ??? ???
FIGURE 5.3 – Utilisation de la fenêtre temporelle par cluster. (a) Vecteur de dé-
placement entre (Fk,Fk+1) et (b) entre (Fk+1,Fk+2) sont petits, (c) les vecteurs de
déplacement entre (Fk,Fk+2) sont signiﬁcatifs.
de la première image : le maillage à l’instant k est donc construit en fonction
des précédents vecteurs de déplacement. La matrice d’adjacence pondérée est
construite de la même manière que pour la segmentation initiale. La classiﬁca-
tion spectrale est appliquée sur chaque cluster C(k) et les sommets de chaque
sous-cluster sont regroupés en composantes rigides.
De plus pour améliorer la segmentation avec les mouvements lents et cor-
riger une partie des erreurs de segmentation dues aux valeurs aberrantes et
de mise en correspondance, faiblesse de la méthode proposée précédemment,
nous introduisons une fenêtre temporelle par cluster pour guider la segmenta-
tion. Cette fenêtre est de taille sufﬁsamment réduite pour garder la faible em-
preinte mémoire de notre algorithme. Lors de l’utilisation de la fenêtre tem-
porelle par cluster, nous n’utilisons pas les vecteurs de déplacement entre les
images successives. A la place, nous calculons les vecteurs de déplacement en
utilisant :
– les sommets du cluster à l’image Fl avec Fl l’image où le cluster a été créé ;
– les sommets du cluster à l’image Fk+1.
Les clusters avec un mouvement lent ont des vecteurs de déplacement trop
petits entre deux images pour pouvoir être détectés. Les vecteurs de déplace-
ment calculés sur la fenêtre temporelle par cluster cumulent les mouvements
sur plusieurs images, ainsi les vecteurs de déplacements sont signiﬁcatifs, voir
la ﬁgure 5.3. De plus, l’utilisation de cette fenêtre permet d’éviter une subdivi-
sions erronée due aux erreurs de mise en correspondance et aux valeurs aber-
rantes, en analysant le mouvement sur une plage de temps plus grande.
5.1.3.5 Transfert de segmentation et changement de topologie
La segmentation de la séquence est obtenue sur la dernière image de la sé-
quence et nous devons donc la transférer sur l’ensemble de la séquence. Cette
étape est effectuée de la même manière que celle présentée en section 4.4.5.
Nous proﬁtons de cette étape pour gérer les changements de topologie : en effet,
nous travaillons avec la connectivité du premier maillage de la séquence et les
changements de topologie sont donc ignorés durant le processus de segmenta-
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(a) (b)
FIGURE 5.4 – Résultat de la mise en correspondance. (a) Complet. (b) Partiel.
tion. Pour corriger ce problème, quand nous transférons un cluster sur l’image
suivante, nous vériﬁons si le cluster est toujours connexe. Si ce n’est pas le cas,
le cluster est divisé en sous-clusters. Comme cela est fait en post-traitement, ces
clusters ne sont pas présents sur l’ensemble de la séquence, mais uniquement à
partir de l’image où le cluster apparaît : notre algorithme produit un ensemble
de segmentations globales sur des séquences non contraintes de maillages.
5.1.4 Résultats et discussion
Dans cette partie, nous présentons dans un premier temps les résultats de
notre méthode puis dans un second temps, une analyse ainsi qu’une comparai-
son avec la méthode précédente.
5.1.4.1 Résultats
Mise en correspondance La ﬁgure 5.4 montre un résultat de l’étape de mise
en correspondance sur une séquence complexe : la séquence "Balloon" [Inria,
2011]. Le temps de calcul est d’une trentaine de secondes pour deux mailla-
ges contenant environ 145000 sommets chacun. Cette méthode est plus perfor-
mante en temps de cacul que celle proposée dans la section 4.3, qui nécessite
13 minutes pour générer le même résultat.
Segmentation La ﬁgure 5.5 compare les résultats obtenus sur le maillage dy-
namique "horse". Le résultat obtenu est proche ce celui proposé par les autres
méthodes, et les frontières sont lisses sans post-traitement. Le principal défaut
se situe sur la queue du cheval (voir la section 5.1.4.2) où nous ne retrouvons
pas certains clusters, en contre-partie certaines parties de la segmentation sont
plus détaillées, comme les pattes du cheval. Sur les maillages dynamiques, nous
n’utilisons pas l’étape de mise en correspondance. La segmentation 5.5d utili-
sant la classiﬁcation spectrale est plus proche des résultats obtenus par 5.5a
et 5.5b que 5.5c, comme nous n’utilisons pas la mise en correspondance, cette
amélioration est uniquement due à l’étape de segmentation.
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(a) (b) (c) (d)
FIGURE 5.5 – Segmentation sur un maillage dynamique : (a) [Lee et al., 2006].
(b) [de Aguiar et al., 2008]. (c) 4. (d) notre méthode.
(a) (b)
FIGURE 5.6 – Rafﬁnement de la segmentation sur la séquence dynamique
"Horse". (a) la value de l’eigen-gap est de 0.7. (b) la valeur de l’eigen-gap est
de 0.5
La ﬁgure 5.6 montre les résultats obtenus avec différents seuils pour l’eigen
gap, ce qui nous permet d’obtenir des segmentations plus ou moins ﬁnes. Ici
aussi, le rafﬁnement est de meilleure qualité que celui proposé dans la méthode
précédente, voir la ﬁgure 4.16.
La ﬁgure 5.7montre le résultat obtenu sur la séquence stable générée à partir
de la décimation aléatoire du maillage dynamique "Horse". Le nombre de som-
mets varie entre 2624 et 4696, ce qui est une importante variation. La méthode
fondée sur la classiﬁcation spectrale produit une segmentation plus proche de
la segmentation sur le maillage dynamique que celle fondée sur la fusion de
clusters. Nous perdons toujours des clusters, mais cela est en partie dû à la forte
décimation qui supprime beaucoup de sommets.
Cependant l’exemple de la séquence "Horse", tant en maillage dynamique
qu’en séquence stable, ne représente pas les séquences de maillage générées
par reconstruction multi-caméras. Les résultats fournis sont présentés unique-
ment pour la comparaison avec l’état de l’art. La ﬁgure 5.8 montre une seg-
mentation sur une telle séquence, la séquence "Balloon". Dans cette séquence,
de nombreux changements de topologie interviennent. Les maillages sont de
bonnequalités : quasi-réguliers et les triangles sont quasi-équilatéraux. Le nom-
76 5.1. SEGMENTATION GLOBALE.
CHAPITRE 5. CLASSIFICATION SPECTRALE
(a) (b)
FIGURE 5.7 – Résultat sur la séquence stable demaillages. (a) Section 4. (b)Notre
nouvelle méthode.
FIGURE 5.8 – Segmentation d’une séquence reconstruite par multi-caméras. (a,
b) Images de la séquence "Balloon". (c) Segmentation.
bre de sommets varie entre 14777 et 16546.
5.1.4.2 Discussion
Différences avec 4 Les deux méthodes proposent un canevas similaire, mais
les deux briques de base, la mise en correspondance et la segmentation ont été
remplacées. Dans cette partie, nous analysons donc les avantages et inconvé-
nients de la méthode fondée sur la classiﬁcation spectrale par rapport à la mé-
thode fondée sur la fusion de clusters.
La méthode de mise en correspondance est plus efﬁcace que celle proposée
précédemment, cependant elle possède une contrainte : les maillages doivent
être de relativement bonne qualité : nous avons testé cette méthode sur la sé-
quence "Walk" 1 : elle représente une personne en train de marcher. Elle utilise
uneméthode de reconstructionmulti-caméras très simple et produit par consé-
quent des maillages irréguliers avec des triangles allongés. La mise en corres-
pondance n’a pas pu gérer cette séquence. Celle proposée précédemment (sec-
tion 4.4.5) réussit à établir une mise en correspondance, avec beaucoup d’er-
reurs, mais qui permet une segmentation comme le montre la ﬁgure 5.9.
Concernant le processus de segmentation, les résultats de la section précé-
1. Courtoisie Lionel Réveret
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(a) (b) (c)
FIGURE 5.9 – Segmentation sur la séquence "Walk". (a, b) Images de la séquence.
(c) Segmentation utilisant la mise en correspondance de la section 4.3 et la clas-
siﬁcation spectrale de cette section.
dente montrent la meilleure robustesse de la méthode par classiﬁcation spec-
trale. Cette dernière est également plus performante, car elle met seulement 1
minute 30 pour deux images sur la séquence “Balloon” tandis que celle fondée
sur la fusion de clusters nécessite 10 minutes. De plus, la segmentation produite
par la méthode présentée en section 4 pour la séquence “Balloon” n’est pas co-
hérente.
L’utilisation d’une fenêtre temporelle permet également d’améliorer les ré-
sultats en permettant de détecter les mouvements lents, mais aussi de prévenir
des subdivisions erronées dues à des valeurs aberrantes.
Entrée utilisateur Nous utilisons trois paramètres pour guider la segmenta-
tion : l’eigen gap, voir section 5.1.3.2, la taille minimale d’un cluster et la subdi-
vision maximale en sous-clusters. En effet, pour déterminer le nombre de sous-
clusters, nous utilisons l’eigen gap, qui est la source principale, mais cette mé-
thode n’est pas toujours ﬁable. Pour compenser ce manque de ﬁabilité et em-
pêcher une explosion du nombre de clusters dans les zones non rigides, nous
utilisons les deux autres seuils. Ces seuils sont utilisés par exemples sur la sé-
quence "Balloon" pour s’assurer que le ballon n’est pas sursegmenté, car il ne
bouge pas de manière strictement rigide. La taille minimale de cluster est uti-
lisée principalement pour améliorer les temps de calcul, mais également pour
éviter d’avoir des petits clusters dans les zones d’articulations. Ainsi les clusters
qui sont en dessous de ce seuil ne sont plus segmentés. Ce seuil est efﬁcace sur
les maillages reconstruits par multi-caméras qui sont réguliers. Il est ﬁxé à 4%
de la taille des maillages. La subdivision maximale en sous-clusters est utilisée
(ﬁxée à 8) sur la séquence du ballon pour assister la taille minimale de cluster :
si ce seuil n’est pas utilisé, la balle est subdivisée en de nombreux petits clusters
et un gros cluster à chaque pas de temps.
Changement de topologie Comme nous travaillons avec la connectivité du
premiermaillage durant le rafﬁnement, l’algorithmenepeut pas réagir aux chan-
gements de topologie. Nous proﬁtons de l’étape de transfert de segmentation
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pour gérer les changements de topologie. Comme cette étape est en post-trai-
tement, les clusters n’apparaissent qu’à partir de l’image où le changement de
topologie a lieu, et non pas depuis le début de la séquence.
La fusion de deux objets est possible (comme la fusion de la balle et de la
main dans l’enfant dans la séquence "Balloon"). De tels changements peuvent
provoquer des erreurs dans l’étape de transfert.
Distance Nous avons testé notre méthode avec 3 fonctions de distances entre
transformations rigides différentes :
– l’erreur résiduelle entre les clusters, voir la section 4.4 ;
– la norme de Frobenius, voir la section 5.2.3 ;
– le logarithme de matrices, voir la section 5.2.3.
Nos expériences montrent que l’erreur résiduelle entre les clusters est difﬁ-
cile à utiliser correctement. Le logarithme fournit de meilleurs résultats, mais si
le temps de calcul est une contrainte importante, alors la norme de Frobenius
fournit tout de même de bons résultats. Sur les maillages dynamiques, ces deux
distances fournissent les mêmes résultats, cependant sur des séquences non
contraintes, le logarithme génère des clusters avec des frontières plus lisses.
Limitations Certaines limitations relevées ici sont déjà présentées dans la sec-
tion 4.5.3, elles ne sont pas détaillées à nouveau. Par rapport à 4, les limitations
suivantes sont toujours présentes : l’utilisation dupremiermaillage commemo-
dèle, le goulot d’étranglement si un maillage de la séquence contient signiﬁcati-
vement moins de sommets que les autres images, la dérive de la segmentation,
et la correspondance unidirectionnelle nécessitant une étape de propagation
lors du transfert de segmentation.
Les limitations suivantes sont corrigées :
– gestion des changements de topologie : la nouvelleméthodepermetmain-
tenant de générer un ensemble de segmentations globales en fonction
des changements de topologie, cependant cela intervient uniquement en
post-traitement ;
– performances : les différentes briques du canevas sont plus performantes,
en temps de calcul et en résultats fournis ;
– gestion de séquences complexes ;
– gestion des mouvements lents, et meilleure robustesse aux valeurs aber-
rantes.
Cependant, certaines limitations apparaissent :
– la classiﬁcation spectrale est sensible à la régularité et à la longueur des
arêtes. Pour corriger cela, il faut envisager il faut envisager l’utilisation
d’une matrice spectrale telle que celle dite de "diffusion geometry" ;
– la segmentation ne gère pas correctement les cas d’apparitions et dispa-
ritions de géométrie : il faut en effet un support de la mise en correspon-
dance pour gérer correctement ce cas la.
Dans cette section, nous avons proposé une première méthode de segmen-
tation fondée sur la classiﬁcation spectrale, qui génère soit une segmentation
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stable, soit un ensemble de segmentation stable en fonction du type de sé-
quence en entrée. Dans la section suivante, nous proposons une méthode de
segmentation produisant soit une segmentation temporellement variable, soit
une segmentation globale. Elle permet en plus de s’abstraire de l’utilisation d’un
modèle.
5.2 Segmentation temporellement variable
5.2.1 Introduction
Dans cette section, nous présentons une méthode de segmentation fondée
sur la classiﬁcation spectrale. Contrairement à la méthode présentée dans la
section 5.1, cette méthode est capable de produire deux segmentations de na-
ture différentes : une segmentation temporellement variable et une segmenta-
tion globale. Elle présente des similitudes dans son fonctionnement avec [Brox
and Malik, 2010], une méthode de segmentation de vidéo.
5.2.1.1 But de la méthode
Cette méthode utilise le même principe de rafﬁnement que la méthode de la
section 5.1 ainsi que les mêmes blocs de base pour la mise en correspondance
et la segmentation. Cette méthode diffère sur les points importants suivants :
– génération de deux types de segmentation ;
– elle n’est plus fondée sur un modèle : nous utilisons la connectivité du
maillage de l’image en cours d’analyse. Nous pouvons gérer les change-
ments de topologie au fur et à mesure et non plus en post-traitement ;
– mise en correspondance bidirectionnelle, cela nous permet de ne plus
avoir de trou lors du transfert de segmentation et supprime l’étape de
croissance de clusters.
Elle prend en entrée une séquence non contrainte, et produit :
– soit une segmentation globale ;
– soit une segmentation temporellement variable.
Le choix de la segmentation produite dépend uniquement d’un paramètre boo-
léen. Les clusters créés dans cette segmentation sont des clusters rigides.
5.2.1.2 Chaîne d’exécution
Cette méthode prend en entrée une séquence non contrainte de maillages .
Elle est fondée sur une méthode par rafﬁnement et utilise une fenêtre tempo-
relle de taille ﬁxe pour guider la segmentation. Cette fenêtre est de taille réduite
(ﬁxée à 5 images dans nos exemples), permet de traiter de longues séquences
avec des maillages volumineux.
Nous alternons toujours les étapes de mise en correspondance et de seg-
mentation :
– mise en correspondance entre deux images consécutives et estimation des
vecteurs de déplacement dans la fenêtre temporelle ;
80 5.2. SEGMENTATION TEMPORELLEMENT VARIABLE




















FIGURE 5.10 – Chaîne d’exécution
FIGURE 5.11 – Processus de mise en correspondance.
– segmentation fondée sur les vecteurs de déplacement et transfert sur l’image
suivante.
La chaîne d’exécution est présentée sur la ﬁgure 5.10.
5.2.2 Mise en correspondance
La mise en correspondance est similaire à celle effectuée dans 5.1 et se com-
pose en deux étapes : i) recalage et ii) estimation des vecteurs de déplacements
et établissement des correspondances. La mise en correspondance est illustrée
sur la ﬁgure 5.11.
5.2.2.1 Recalage
Cette étape est la même que celle présentée en section 5.1.2.1.
5.2.2.2 Mise en correspondance
Cette étape est la même que celle présentée en section 5.1.2.2. Nous calcu-
lons en plus des correspondances de Fk vers Fk+1, la mise en correspondance
des sommets de Fk+1 vers Fk de manière simpliﬁée. Nous ne faisons pas tout
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le processus de mise en correspondance (i.e pas de recalage de Fk+1 vers Fk),
mais uniquement la recherche du point le plus proche : pour chaque sommet
de Fk+1, nous cherchons le sommet le plus proche de F ′k. Nous obtenons ainsi
une correspondance bidirectionnelle.
5.2.3 Segmentation
Cetteméthode est toujours fondée sur le principe de rafﬁnement : pour chaque
paire d’images consécutives, nous rafﬁnons la segmentationprécédente. La chaîne
d’exécution (section 5.2.3.1) pour chaque pas de temps k est la suivante :
1. fusiondes clusters voisins ayant unmouvement similaire. Cette étapen’est
pas effectuée dans le cas d’une segmentation globale ;
2. segmentation sur les clusters en utilisant les clusters sur la fenêtre [k,k+4] ;
3. transfert de la segmentation sur l’image suivante.
Dans le cas d’une segmentation globale, où il n’y pas de fusion de clusters,
la segmentation obtenue sur la dernière image représente la segmentation de la
séquence. Elle doit donc être transférée sur l’ensemble de la séquence.
Nous utilisons une fenêtre temporelle de taille 5 images, de k à k + 4, pour
calculer les déplacements des sommets de chaque image k.
5.2.3.1 Segmentation spectrale
Construction du graphe La construction est la segmentation du graphe est
similaire à la méthode présentée en section 5.1.3.3
Fusion Lors de la génération d’une segmentation temporellement variable,
nous fusionnons les clusters avec un mouvement similaire à chaque pas de
temps avant la classiﬁcation spectrale. La distance entre les transformations de
deux clusters voisins est seuillée par Tmerge, où les transformations sont estimées
avec la méthode de Horn.
La fusion commence avec la plus petite erreur résiduelle, et ﬁnit quand on
ne peut plus fusionner de cluster. L’erreur résiduelle d’un cluster correspond à









||v(k+1)i − (T ∗ v(k)i )||
card(C)
avec T la transformation associée au cluster.
Unproblème avec cetteméthode provient du fait que nous avons deux seuils
différents pour la fusion et la séparation. Ces deux seuils peuvent se contredire,
on peut ainsi fusionner deux clusters qui seront aussitôt séparés par le proces-
sus de segmentation. Aﬁn d’éviter ce problème, si deux clusters sont fusion-
nables, nous appliquons d’abord une classiﬁcation spectrale sur l’ensemble des
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deux clusters. Si lors de cette segmentation a lieu une séparation, nous ne les fu-
sionnons pas.
Transfert de segmentation sur l’image suivante La segmentation est calcu-
lée à chaque pas de temps sur l’image courante Fk. Les étiquettes sont ensuite
transférées sur l’image suivante Fk+1 en utilisant la mise en correspondance
bidirectionnelle. Les clusters sont d’abord transférés en utilisant la correspon-
dance de Fk vers Fk+1. Enﬁn pour chaque sommet sans cluster dans Fk+1, nous
utilisons la correspondance de Fk+1 vers Fk. Les clusters qui sont transférés sur
deux maillages différents sont séparés.
5.2.3.2 Transfert de segmentation sur la séquence
Pour obtenir une segmentation globale visualisable sur l’ensemble de la sé-
quence, la segmentation sur la dernière image doit être transférée sur l’ensemble
de la séquence. Pour cela, nous utilisons le transfert de segmentation décrit
dans la section précédente dans l’ordre inverse, de la dernière image vers la
première. Pour chaque paire d’images (Fk, Fk+1), nous transférons d’abord en
utilisant la correspondance de Fk+1 vers Fk, puis de Fk vers Fk+1 pour les som-
mets restants.
5.2.4 Résultats et discussion
5.2.4.1 Résultats
La ﬁgure 5.12 montre les segmentations temporellement variables obtenues
sur les séquences "Dancer" [Starck and Hilton, 2007] et "Balloon". La ﬁgure 5.13
montre un résultat de segmentation globale. Par construction, les segmenta-
tions globales contiennent plus de clusters que les segmentations temporelle-
ment variables, car il n’y a pas de fusion. Les seuils pour les deux types de seg-
mentations ont les mêmes valeurs, à part l’eigen gap qui est un peu plus bas
pour les segmentations variables, la valeur de l’eigen gap est de 0.4 pour une
segmentation temporellement variable contre 0.48 pour une segmentation glo-
bale. De manière générale, les seuils optimaux peuvent être facilement trouvés
avec quelques essais. Le temps de calcul entre 2 images est approximativement
de 3 minutes avec une implantation Matlab non optimisée.
5.2.4.2 Segmentation entre images distantes
Certaines méthodes de segmentation ne sont pas prévues pour segmenter
des séquences de maillages, mais pour segmenter des maillages du même ob-
jet dans différentes positions [Anguelov et al., 2004]. Ces segmentations ont
des contraintes différentes des segmentations de séquences de maillages, no-
tamment sur le nombre de sommets possible dans les maillages. Bien que non
prévu initialement par notre méthode, nous avons décider de la tester sur cet
exercice. La ﬁgure 5.14 montre un résultat sur le maillage dynamique "Horse".
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(a)
(b)
FIGURE 5.12 – Segmentation temporellement variable : (a) sur la séquence
"Dancer". La première image est décomposée en 6 clusters, puis le bras et la
main droite sont fusionnés, car elle bouge de manière similaire. Enﬁn, ce clus-
ter est divisé à nouveau. A noter que les changements de topologie sont gérés (le
bras est connecté au corps sur la dernière image). (b) sur la séquence "Balloon".
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(a) (b)
FIGURE 5.13 – Segmentation globale sur la séquence "Balloon". (a) Segmenta-
tion rafﬁnée. (b) Segmentation grossière.
(a) (b)
(c) (d)
FIGURE 5.14 – Segmentation entre images distantes.
5.2. SEGMENTATION TEMPORELLEMENT VARIABLE 85
CHAPITRE 5. CLASSIFICATION SPECTRALE
Les résultats sont de bonne qualité. La différence par rapport à la segmen-
tation de séquences avec cette méthode réside dans la gestion des seuils. Tous
les seuils ont la même valeur, hormis l’eigen gap qui est beaucoup plus élevé.
Cette valeur plus élevée provient du fait que ce seuil “décrit” la tolérance pour la
division des clusters. Nous n’avons pas testé sur d’autres séquences, mais nous
n’anticipons pas de difﬁculté majeure sur des maillages avec des connectivités
variables.
5.2.4.3 Discussion
Entrée utilisateur Les seuils utilisés sont les mêmes que la méthode précé-
dente, nous ne les présentons pas à nouveau (voir la section 5.1.4.2). Un seuil
est ajouté, Tmerge, il est utilisé pour déterminer si deux clusters représentent le
même mouvement (voir la section 5.2.3.1). Il est lié au seuil de l’eigen gap, et
les deux seuils doivent être déterminés ensemble : si ces deux seuils ne sont pas
corrects, l’algorithme fusionnera en permanence les clusters divisés au temps
précédent (voir la section 5.2.3.1 pour une solution facilement implantable).
Limitations Pour cette méthode, les limitations suivantes sont connues :
– les résultats dépendent clairement de la qualité de la mise en correspon-
dance. Plus il y a d’erreurs dans la mise en correspondance, plus la possi-
bilité d’une segmentation erronée est possible ;
– les clusters qui sont créés suite à des erreurs (de mise en correspondance
par exemple) sont transférés sur les images suivantes. Ces erreurs de créa-
tion de clusters sont de moindre importance dans une segmentation tem-
porellement variable, car ils sont fusionnés par la suite,mais pour une seg-
mentation globale, cela peut amener à un résultat erroné ;
– la segmentation peut toujours dériver, cependant ce problème est moins
présent qu’auparavant, car la phase de propagation de cluster est rempla-
cée par la mise en correspondance bidirectionnelle ;
– les changements de topologie sont gérés, cependant les disparitions et ap-
paritions de géométrie restent problématiques. En effet, lors de la segmen-
tation, celle-ci essaye de rattacher les clusters existants sur la nouvelle géo-
métrie dans les cas d’apparitions. Ces clusters sont séparés car ils ne sont
pas connexes, mais ce n’est pas une solution optimale. Pour pouvoir gérer
demanière correcte ces cas d’apparitions/disparitions, un support dans la
mise en correspondance est nécessaire aﬁn de “prévenir” la segmentation
de la particularité de ces cas.
Dans ce chapitre, nous avons proposé deux méthodes de segmentation fon-
dées sur la classiﬁcation spectrale. Ces deux méthodes fournissent des résul-
tats qui sont visuellement probants. Dans le chapitre suivant, nous proposons
une méthode d’évaluation quantitative aﬁn de mesurer la pertinence d’une mé-
thode de segmentation, sur laquelle nous testons lesméthodes de segmentation
présentées au cours de cette thèse.
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Diverses méthodes de segmentation sur les séquences de maillages ont été
proposées dans ce mémoire et dans la littérature. Il n’existe pas cependant à
notre connaissance de système d’évaluation objective de ces méthodes, et les
comparaisons de segmentations se font visuellement. Nous proposons donc
dans cette section un système d’évaluation quantitative.
6.1 Segmentation optimale : problème et déﬁnition
La segmentation optimale d’une séquence de maillages en composantes ri-
gides peut être retrouvée lorsque les mouvements sont connus. C’est le cas par
exemple pour les animations générées par squelette telles que celles créées avec
un modeleur. Dans ce cas, chaque sommet est attaché à au moins un os du
squelette avec un poids donné (voir la section 2.3.2.2). Ces os sont organisés
hiérarchiquement. Pour notre évaluation, nous attachons chaque sommet à un
seul os, le plus profond dans la hiérarchie. Si cet os n’est pas unique, nous gar-
dons celui avec le poids d’attachement le plus important. Chaque os possède
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son déplacement, mais plusieurs os peuvent bouger ensemble de manière ri-
gide. Pour une image donnée, nous pouvons donc regrouper les os en ensembles
d’os, chacun représentant un mouvement différent. Nous pouvons donc déﬁnir
un cluster optimal comme l’ensemble des sommets liés aux os d’un ensemble
d’os.
6.2 Critères d’erreurs
Nous proposons les critères d’erreurs suivants pour évaluer une segmenta-
tion donnée, fondée sur la déﬁnition de segmentation optimale précédente :
– Erreur d’affectation d’image (FAE, pour Frame Assignement Error) : pour
une image donnée, le ratio de sommets qui ne sont pas affectés au bon
cluster. Ceci inclut le cas des clusters qui ne sont pas créés, ou qui sont
créés à tort ;
– Erreur d’affection de sommet (VAE, pour Vertex Assignement Error) : pour
un sommet donné, le ratio d’images dans lesquelles le sommet n’est pas
affecté au bon cluster. Cette erreur est déﬁnie uniquement sur les mail-
lages dynamiques ou pour toute séquence de maillages pour laquelle on
peut déﬁnir une correspondance unique entre les sommets de chaque
image.
Intuitivement, la FAE permet de détecter quelles sont les images posant pro-
blèmedans la segmentation, car unmouvement non rigide intervient par exemple.
De manière similaire, la VAE permet de détecter quelles sont les zones posant
problème, comme les frontières des clusters. Ces informations permettent donc
d’identiﬁer les erreurs dans les méthodes de segmentation et les cas limites.
6.3 Résultats sur les méthodes de segmentation pré-
sentées
Dans cette section, nous présentons les résultats des différentes méthodes
proposées au cours de cette thèse en fonction de notre protocole de tests. La
ﬁgure 6.1montre les résultats de la FAE sur la séquence "Cat" [Aujay et al., 2007],
séquence générée avec un squelette dans un modeleur. Cette ﬁgure présente
trois images extraites de la séquence, ainsi que les résultats.
6.3.1 Segmentation globale
Dans le cas d’une segmentation globale obtenue avec la méthode par fusion
de régions, voir le chapitre 4, nous obtenons une FAE avec 42%, tandis que la
VAE varie entre 0% et 100%.
Avec la segmentation globale obtenue avec la méthode présentée dans la
section 5.1, sans prendre en compte les erreurs de mise en correspondance, car
il s’agit d’un maillage dynamique, la FAE est la même pour toutes les images.
Pour cette séquence, elle est de 17%. La VAE varie entre 0% et 100%, elle est
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FIGURE 6.1 – Evaluation sur la séquence "Cat". (a,b,c) Images de la séquence. (d)
Segmentation globale optimale. (e) Segmentation globale avec la méthode par
fusion de régions (section 4). (f) Segmentation temporellement variable opti-
male sur une image de la séquence. (g) Segmentation temporellement variable
obtenue sur la même image avec la méthode spectrale (section 5.2).
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Méthode FAE Temps Mémoire
Segmentation Globale
Fusion de Régions 42% 20 minutes ++
Segmentation Spectrale 1
norme de Frobenius
19% 4 minutes +
Segmentation Spectrale 2
norme de Frobenius
19% 4 minutes +
Segmentation Spectrale 1
logarithme de matrice 17% 6 minutes +
Segmentation Spectrale 2




20% 5 minutes +
Segmentation Spectrale 2
logarithme de matrice 17% 7 minutes +
TABLE 6.1 – Résultat de l’évaluation qualitative sur la séquence "Cat" avec 5165
sommets. La méthode par fusion de régions (4) fournit globalement des résul-
tats moins bons, tandis que les deux méthodes spectrales (1 : 5.1 et 2 : 5.2) four-
nissent les mêmes résultats sur des maillages dynamiques. La méthode par fu-
sion de régions nécessite à la fois plus de temps et plus de mémoire. L’utilisation
du logarithme améliore les résultats mais entraîne une hausse du temps de cal-
cul.
pertinente uniquement en tant que critère relatif pour comparer les sommets
dans les zones d’articulations. Sur cette séquence, les sommets dans les régions
hautement rigides (les pattes, la queue, le corps) sont toujours correctement
affectés, tandis que certains sommets sur les zones d’articulations sont toujours
assignés à un cluster voisin.
La méthode présentée dans la section 5.2 produit les mêmes résultats car il
s’agit d’un maillage dynamique, et cette dernière méthode n’améliore pas les
résultats dans ce cas là.
6.3.2 Segmentation temporellement variable
La méthode présentée dans la section 5.2 est capable de produire des seg-
mentations temporellement variables. Nous obtenons avec cette méthode une
segmentation temporellement variable avec une FAE maximale de 17% (voir ﬁ-
gure 6.1). Les sommets qui sont assignés de manière incorrecte correspondent
aux zones d’articulations et à une erreur de création de cluster sur la patte du
chat.
Le tableau 6.1 présente la synthèse des résultats pour la séquence "Cat".
90 6.3. RÉSULTATS SUR LES MÉTHODES DE SEGMENTATION PRÉSENTÉES
CHAPITRE 6. EVALUATION QUANTITATIVE DES MÉTHODES DE SEGMENTATION
6.4 Conclusion
Nous avons présenté une méthode d’évaluation qualitative permettant de
juger de la pertinence d’uneméthodede segmentation. Il est important de noter
que cette méthode d’évaluation se fonde uniquement sur l’animation effective
dumaillage et ne prendpas en compte lemouvement perçu par un être humain.
Il serait également intéressant de tester cetteméthode sur d’autres séquences
pour évaluer sa robustesse, ainsi que d’évaluer les autres méthodes de segmen-
tation existantes [Lee et al., 2006, Lengyel, 1999, Franco and Boyer, 2011, Vara-
nasi and Boyer, 2010, Kalafatlar and Yemez, 2010, Rosman et al., 2011].
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7.1 Bilan
Cette thèse avait pour but de proposer des méthodes de segmentation de sé-
quences de maillages. Nous avons proposé dans un premier temps une classiﬁ-
cation de séquences de maillages, permettant de désigner aisément les proprié-
tés d’une séquence de maillages. Dans un second temps, nous avons présenté
une classiﬁcation des méthodes de segmentation de séquences de maillages, ce
qui permet de déﬁnir précisément le type de segmentation généré par une mé-
thode mais aussi quel type de segmentation est nécessaire pour un traitement
de plus haut niveau.
Par la suite, nous avons présenté trois méthodes de segmentation. La pre-
mière est de type segmentation globale et prend en entrée une séquence stable
de maillages. Elle est fondée sur la fusion de régions segmentant les séquences
en composantes rigides et uniformément étirées, et permettant de segmenter
d’autres types de mouvement en formalisant le mouvement en termes de vec-
teurs de déplacement et en l’insérant dans le canevas. Les deux autresméthodes
utilisent la classiﬁcation spectrale. Elle prennent toutes les deux en entrée une
séquence non contrainte de maillages. La première génère un ensemble de seg-
mentations stables tandis que la deuxièmeproduit soit une segmentation stable,
soit une segmentation temporellement variable.
Nous avons ensuite présenté un protocole d’évaluation de segmentation,
permettant d’évaluer les segmentations produites en fonction de deux critères,
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la FAE pour Frame Assignement Error et la VAE pour Vertex Assignement Error.
Le premier est le ratio de sommets qui ne sont pas affectés au bon cluster dans
une image, tandis que le second est le ratio d’images dans lesquelles le sommet
n’est pas affecté au bon cluster.
7.2 Perspectives
Nous présentons dans cette section des perspectives générales sur les mé-
thodes de segmentation de séquence.
7.2.1 Segmentation
Nous avons présenté dans les chapitres précédents les différentes méthodes
proposées au cours de cette thèse pour segmenter des séquences de maillages.
Dans cette partie, nous présentons les différentes pistes pour améliorer les mé-
thodes de segmentation proposées ainsi que les pistes qui nous paraissent inté-
ressantes à étudier pour la segmentation de séquences en général dans le futur.
7.2.1.1 Améliorations des méthodes présentées
Les méthodes proposées bien que fonctionnelles peuvent être améliorées.
Mise en correspondance Dans toutes les méthodes que nous avons présen-
tées, nous avons proposé une méthode de mise en correspondance et d’estima-
tion de vecteurs de déplacement. Ces méthodes fournissent de bons résultats,
cependant il s’agit d’un bloc autonome et si une méthode plus performante ap-
paraît, il est tout à fait possible de l’utiliser. En fait, l’estimation des vecteurs de
déplacement peut même utiliser une méthode différente fondée sur l’analyse
de ﬂux de scène 3D [Sharf et al., 2008] par exemple, couplée avec une méthode
de mise en correspondance telle que celle proposée par Knossow et al. [Knos-
sow et al., 2009].
Intégration de la fenêtre variable Dans la segmentation temporellement va-
riable, nous utilisons une fenêtre temporelle de taille ﬁxe, il serait intéressant
d’utiliser une taille de fenêtre variable par clusters comme proposé dans la sec-
tion 5.1, ainsi la durée du mouvement ne serait pas restreinte sur la fenêtre.
Gestion des frontières Comme le montrent les résultats de l’évaluation, les
frontières des clusters dans la segmentation sont souvent légèrement décalées.




Apparitionet disparitiondegéométrie Les apparitions et disparitions de géo-
métrie restent difﬁciles à gérer : en effet, nous disposons uniquement des infor-
mations de mise en correspondance ce qui n’est pas sufﬁsant pour différencier
des cas de séparation/fusion d’une apparition/disparition, et par conséquent
de les gérer correctement. Il est nécessaire que le processus de mise en corres-
pondance fournisse ces informations pour pouvoir les gérer dans la segmenta-
tion.
Dépendance à la régularité du maillage Nous utilisons une matrice lapla-
cienne pour la classiﬁcation spectrale, ce qui nous rend dépendants de la ré-
gularité du maillage. L’utilisation d’autres matrices spectrales pourrait être in-
téressante (carte de diffusion [Coifman et al., 2005]).
Transfert des segmentations Le transfert de segmentation d’une image à la
suivante , même avec la méthode bidirectionnelle, reste une étape critique. Une
piste pour améliorer ce transfert peut être la méthode proposée par Sharma et
al. [Sharma et al., 2010].
7.2.1.2 Perspectives plus générales
Nous avons présenté les améliorations possibles sur les méthodes présen-
tées au cours de cette thèse. Dans cette partie, nous nous intéressons plus gé-
néralement aux perspectives sur la segmentation de séquences de maillages,
sous toutes ses formes.
Segmentation temporelle Nousnous sommes intéressés uniquement aux seg-
mentations sur les sommets, et non aux segmentations en sous-séquences. Cer-
tains travaux existent [Yamasaki and Aizawa, 2009a]. Il serait intéressant de pro-
poser des méthodes permettant d’indexer des séquences de maillages. Une mé-
thode de segmentation temporelle pourrait se fonder sur la méthode proposée
dans la section 5.2 pour analyser les mouvements en cours.
Segmentation fondée perception Les méthodes de segmentation actuelles se
fondent uniquement sur le mouvement pour guider la segmentation, i.e. elles
segmentent la séquence en fonction des mouvements apparaissant dans la sé-
quence, sans savoir s’ils sont perçus ou non par un être humain. Il serait inté-
ressant de tenir compte de la perception humaine pour guider la segmentation
et ainsi ne tenir compte que des mouvements perçus. Cela serait extrêmement
proﬁtable pour la compression.
Résolution conjointede lamise encorrespondance et de la segmentation Dans
nos méthodes, les étapes de mise en correspondance et de segmentation sont
disjointes, or résoudre les deux problèmes simultanément est une piste promet-
teuse. Deux voies sont possibles :
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– soit résoudre la mise en correspondance et la segmentation simultané-
ment, comme le proposent Franco et al. [Franco and Boyer, 2011] ;
– soit résoudre ces deux étapes itérativement : alterner les étapes de mise en
correspondances et de segmentation en utilisant le résultat de la segmen-
tation en entrée de la mise en correspondance aﬁn de guider celle-ci.
Dans le canevas proposé dans les sections 5.1 et 5.2, la deuxième solution
paraît implantable, notamment pour l’initialisation de la position et le nombre
de patchs nécessaire pour le recalage.
7.2.2 Protocole d’évaluation quantitative
Dans cette thèse, nous avons proposé une méthode d’évaluation quantita-
tive des méthodes de segmentation. Ce protocole est fondé uniquement sur
l’animation de la séquence. Une des pistes suggérée dans la section précédente
concerne la segmentation fondée perception de séquences de maillages. Une
telle segmentation serait automatiquement mal notée par le système d’évalua-
tion que nous avons proposé car il ne tient pas compte de la perception hu-
maine pour évaluer la segmentation. Une piste qui nous semble intéressante
est de développer un tel protocole comme il existe dans le cas des maillages sta-
tiques [Benhabiles et al., 2009]. Cela nécessite cependant d’important travaux
de recherche dans la perception du mouvement.
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2-variété à bord 2-manifold with boundary. 9
adaptatif adaptative. 10
arête edge. 8




distance entre les valeurs propres eigen-gap. 72
Erreur d’affectation d’image Frame Assignement Error. 88
Erreur d’affection de sommet Vertex Assignement Error. 88
face face. 8
géométrie geometry. 9
images frame. vii, 11
irrégulier irregular. 10
maillage mesh. 8
maillage dynamique dynamic mesh. 11






partitionnement par déplacement de la moyenne mean shift clustering. 33
régulier regular. 10
segment, cluster ou région cluster. 23
segmentation globale global segmentation. 27
segmentation par instances instance segmentation. 27
segmentation par ligne de partage des eaux watershed. 22
segmentation temporelle temporal segmentation oumotion segmen-
tation. 31
segmentation temporellement variable Temporally Varying Segmentation. 29
sommets vertex. 8
suivi de maillages mesh tracking. 20
séquence non contrainte de maillages unconstrained mesh sequences. 15






Séquences de maillages :
classiﬁcation et méthodes de segmentation
ABSTRACT
Mesh sequences are becoming a common tool in computer graphics as can be seen
in video games or medical imaging. As a consequence, mesh sequences generation’s
methods have been developed. Sequences can be created using a modeler or by multi-
cameras acquisition. These methods can generate sequences which have different pro-
perties. Moreover, different applications using mesh sequences have been proposed
such as compression or pose transfer. Most of these applications require to compute
a segmentation as a pre-processing step.
This thesis deals with mesh sequence segmentation into rigid components. First,
we formalize the notion of mesh sequence, and propose a nomenclature, allowing us to
design the properties attached to each kind ofmesh sequence, and to describe precisely
what kind of sequence an algorithm requires as input.
Next, we propose a formalization of mesh sequence segmentation by providing dif-
ferent deﬁnitions of segmentation.We thenpresentmesh sequences segmentation state
of the art.
We then propose a ﬁrst segmentation method, producing a global segmentation
and taking as input a stable mesh sequence. This method is based on a region-growing
process.
Next, we present two segmentation methods, both based on spectral clustering and
taking as input an unconstrained mesh sequence. The former method produces a set of
global segmentations, while the latter generate either a global segmentation or a time-
varying segmentation.
We also propose a quantitative segmentation evaluation system.
Finally, we provide future work leads on mesh sequence segmentation.
KEYWORDS
Mesh Sequences, Classiﬁcation, Segmentation
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