INTRODUCTION
Expression quantitative trait loci (eQTL) mapping, an innovative combination of traditional quantitative trait mapping and microarray technology, is genetic mapping of genome-wide gene expression or transcriptome. It aims to identify genomic locations to which expression traits are linked.
eQTL mapping provides an opportunity to investigate a large and unbiased set of traits as well as to study traits which are most immediately connected to DNA sequence variation. Therefore, it has the potential to furnish more detailed information about biological processes of gene networks than the traditional quantitative trait analysis. eQTL mapping studies have been applied in several model organisms and humans recently (BREM et al. 2002; SCHADT et al. 2003; MORLEY et al. 2004; CHESLER et al. 2005; STRANGER et al. 2005; WANG et al. 2006) . These studies thus far have demonstrated several advantages of this line of research from identifying candidate genes (SCHADT et al. 2003) to elucidating regulatory networks (BREM et al. 2002; SCHADT et al. 2003; YVERT et al. 2003) .
Typical eQTL studies involve a N × G matrix of gene expression, where rows are different individuals (e.g., mice, in the order of tens) and columns are genes (in the order of thousands), and a N × p matrix (X p ) with genomic marker (in the order of hundreds or more) information.
The eQTL analysis differs from the traditional single quantitative trait locus (QTL) analysis in the number of traits considered. We refer to KENDZIORSKI and WANG (2006) for a comprehensive review of general statistical issues concerning eQTL studies. Initial methods for eQTL mapping can be grouped into two : (1) transcript-specific analysis in which mapping of a single expression trait is considered at a time and the entire eQTL mapping analysis consists of thousands of transcript-specific analysis; (2) marker-specific analysis detecting differentially expressed transcripts based on their association with the discrimination pattern of an individual marker and the complete analysis requires scanning for all the markers under consideration. The fundamental challenge and impracticality with either of these approaches, which extend either the single trait mapping to multiple traits or differential expression identification for a single treatment (as implied by the marker genotype) to multiple treatments via multiple hypothesis testing, are due to elevated number of false positives and loss of power due to disjoint (either at the transcript-or marker-level) analysis.
Methods such as clustering or principal components analysis on genome-wide gene expression (YVERT et al. 2003; LAN et al. 2003) are viable approaches for reducing the number of tests considered and possibly improving the power of linkage detection by combining multiple similarly behaving transcripts into a single trait. However, these methods suffer from the incapability of producing transcript-specific information, i.e., identified markers associate with a meta transcript trait that is composed of several distinct transcripts.
Recent efforts for eQTL analysis focus on combined analysis of all the transcript and marker data by innovatively collapsing the aforementioned approaches (1) and (2). Mixture Over Marker (MOM) model of is the first approach that allowed information sharing across transcripts by an Empirical Bayes method. Its operating principle depends on first identifying mapping transcripts and then characterizing one or more eQTL per mapping transcript by utilizing transcript-specific highest posterior density regions. Recently, GELFOND et al. (2007) improved on the MOM model by utilizing the genomic locations of the transcripts. In an attempt to identify mapping transcripts and related eQTL simultaneously, JIA and XU (2007) proposed a Bayesian shrinkage method called BAYES. This approach models individual transcript expression as a linear function of the marker data and treats eQTL mapping in a variable selection context. To achieve better power in linkage detection, it uses all the transcripts and markers simultaneously when fitting transcript-level regression models. These transcript-level regression models share the same set of prior distributions for the regression parameters. Although BAYES is flexible enough to map multiple markers per transcript, it is a highly parametric model which relies on prior specifications and requires intense computations. Furthermore, properties of BAYES when the markers are highly correlated are not studied. This is an important practical challenge because, typically, many markers are in close proximity of each other and are correlated due to linkage disequilibrium. Therefore, the highly correlated nature of marker data may hamper the performance of variable selection schemes that do not explicitly accommodate such a grouping structure.
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In this paper, we propose a multivariate response regression framework for the eQTL mapping problem. This approach utilizes sparse partial least squares regression (SPLS) (CHUN and KELEŞ 2007) , a novel statistical methodology for regression with multivariate response variables and with built-in dimension reduction and variable selection. Such a formulation is motivated by the apparent power advantages of multiple phenotype modeling observed in traditional multi-trait QTL mapping (JIANG and ZENG 1995; ALLISON et al. 1998) . It aims to capitalize on the correlation among multiple transcripts while simultaneously dealing with all the markers. Recent eQTL mapping studies in yeast Saccharomyces cerevisiae provided extensive evidence that most of the eQTL have weak effects, and half of the transcripts require more than five loci (marker) under additive models (BREM and KRUGLYAK 2005) . This study further elucidated the importance of joint analysis of multiple transcripts and markers to boost weak linkage signals. Our approach for utilizing multiple transcripts is aided by the successful applications of clustering in the study of gene expression analysis for identifying co-expressed groups of genes (EISEN et al. 1998) . First, by utilizing the clustering principle, we partition genes into smaller groups based on their expression similarity across the experimental units. This helps to view the vector of expression of genes within a cluster as a multivariate response. Next, we form a cluster-level multivariate response regression and employ the principled simultaneous dimension reduction and variable selection method SPLS regression to identify markers affecting all or a subgroup of genes within the cluster. In the next two sections, we review the underlying principles of the SPLS regression methodology by focusing on the aspects important to our application and describe our proposed procedure for the eQTL mapping problem in detail. In the simulation studies section, we outline and present the results of our simulation studies benchmarking the operating characteristics of our approach and comparing it with other approaches. Our simulation studies are rooted by the recent observations on the eQTL architectures in yeast (ROCKMAN and KRUGLYAK 2006) and are more comprehensive than the eQTL mapping simulation studies present in the literature. In this section, we provide extensive evidence that the proposed framework has excellent power and very small Type-I error and significantly outperforms a comparable multiple univariate regression formulation of the eQTL mapping 6 problem. In the case study section, we illustrate our approach with a case study in obesity and diabetes research of mice and then discuss potential extensions.
eQTL MAPPING WITH SPLS REGRESSION
We start with a brief review of the sparse partial least squares regression since it forms the core of our methodology for eQTL mapping. Subsequently, we describe our approach in detail.
Sparse partial least squares (SPLS) regression: Partial least squares (PLS) regression has been used as an alternative to the ordinary least squares (OLS) regression in ill-conditioned linear regression models that arise in several disciplines such as chemistry, economics, medicine, psychology, and pharmaceutical science (DE JONG 1993) . At the core of PLS regression is a dimension reduction technique that operates under the assumption of a basic latent decomposition of the response matrix (Y ∈ R N ×q ) and predictor matrix (X ∈ R N ×p ):
where T ∈ R N ×K is a matrix that produces K linear combinations (scores); P ∈ R p×K and Q ∈ R q×K are matrices of coefficients (loadings); and E ∈ R N ×p and F ∈ R N ×q are matrices of random errors.
In order to specify the latent component matrix T such that T = XW , PLS requires finding the columns of W = (w 1 , w 2 , . . . , w K ) from successive optimization problems. The criterion for k-th estimated direction vectorŵ k is formulated aŝ This direction vector objective function (2) is utilized in the course of the SPLS algorithm to select active, e.g., relevant, variables. We define A to be an index set for active variables, K as the number of components, and X A as the matrix of covariates contained in A. Then, the computational SPLS algorithm can be summarized as follows: 8 SPLS algorithm:
2.1. Findŵ by solving the minimization problem in (2) with
2.3. Fit PLS with X A by using k number of latent components.
2.4. Updateβ P LS by using the new PLS estimates of the direction vectors, and update Y 1 and k through Y 1 ← Y − Xβ P LS and k ← k + 1.
As can be seen from the formulation in (2), SPLS has tuning parameters λ 1 , λ 2 and K. We show in CHUN and KELEŞ (2007) that setting λ 2 to ∞ yields the solution to have the form of a soft thresholded estimator (ZOU and HASTIE 2005) . As a result, step 2.1 of the SPLS algorithm takes the form of a simple soft thresolding driven only λ 1 . To tune λ 1 , we utilize the following adaptive form of soft thresholded estimator where we only need to tune η in place of direction vector specific λ 1 s for all K direction vectors:
where 0 ≤ η ≤ 1. This form of soft thresholding retains components those are greater than some fraction of the maximum component and avoids the necessity for tuning multiple thresholding parameters, one for each direction vector.
In summary, from a practical point of view, SPLS has two tuning parameters, η and K, and these are tuned by cross-validation (CV). Simulation studies with combinations of small and large numbers of predictors and sample sizes in CHUN and KELEŞ (2007) is not limited by the sample size. This is a unique property of the SPLS regression and leads to simultaneous dimension reduction and variable selection.
As apparent from the formulation in (1), another unique property of SPLS is its ability to handle multivariate Y ∈ R N ×q , q ≥ 1, without additional computational complexity. This property motivates the use of SPLS within the context of eQTL mapping where the goal is to utilize transcript and marker information simultaneously.
eQTL mapping with SPLS regression: Our approach consists of two steps.
Step 1 or parametric clustering methods, e.g., mixture of Gaussian distributions (FRALEY and RAFTERY 2002) . We view the choice of the clustering method as a design dependent decision and will give an example of a clustering application within the context of our case study. The thrust of the clustering step is to provide a transition from transcript-level regression models to module/clusterlevel regression models.
Step 2. Cluster-specific SPLS regression with bootstrap confidence intervals. After the clustering/grouping step, within each cluster k, we define a response vector
denote the expression of all the G k genes in this cluster measured on the i-th subject. Subsequently, a cluster-specific marker model is considered. For subject i, we have
where E i. denotes the random error matrix and β (k) is a p × G k matrix representing the contribution of each marker m ∈ {1, · · · , p} to expression variation of each transcript g ∈ {1, · · · , G k } of cluster k. Such a model is fit for every cluster using SPLS regression. In Figure 1 , we provide a pictorial representation of the conceptual framework at the cluster-level when considering both univariate and multivariate responses. U-SPLS refers to SPLS regression with a single response which then corresponds to carrying out G k number of SPLS regressions, one for each transcript.
M-SPLS refers to SPLS regression with multivariate response and, as depicted in the figure, M-SPLS obtains linkage estimates (indicated by the regression coefficients) simultaneously.
There are two apparent gains to be expected from this clustering combined with SPLS regression approach. First, we expect this approach to be more powerful than both the individual transcript and the marker analyses as the genes with similar patterns will be considered simultaneously and inherent correlations among the transcripts will be taken into account. Thus, it will be able to detect weak linkages. Second, it is expected to avoid Type-I error inflation by avoiding multiple model fittings. One additional attractive property of SPLS regression is that when a single marker among a group of highly correlated markers is putatively linked to one or more transcripts, SPLS regression tends to select this whole set of correlated markers rather than randomly pick one.
Many common variable selection methods such as LASSO (TIBSHIRANI 1996) randomly picks one of these markers. Selecting the whole set of correlated markers is more desirable as the data does not discriminate among these and one can always conduct further detailed studies for selected candidate markers.
The final stage of cluster-specific SPLS regression is constructing bootstrap confidence intervals for transcript selection. The outcome of multivariate SPLS regression is a set of selected markers that significantly associate with one or more transcripts in the cluster and their estimated regression coefficients. We provide an example of such an outcome for a dataset from our simulation study (case B.1 in simulation section in Figure 2 . Panel (a) depicts true linkages simulated for a cluster of 100 genes over 145 markers. Panel (b) displays linkages estimated by the M-SPLS regression. As evident in this plot, M-SPLS is able to select the true set of markers but several false linkages, albeit with very weak effect sizes, are also revealed for the selected markers. This is not realistic because, generally, a given marker or a set of markers is likely to associate with a subset of the genes within a cluster as cluster analysis is also prone to errors. To circumvent this, we construct bootstrap confidence intervals for transcript selection with the M-SPLS regression. Essentially, after the initial application of M-SPLS regression, subjects are randomly selected with replacement and multivariate response PLS regression is fitted using only the selected markers from the original fit.
An empirical distribution of estimated regression coefficients is obtained for each marker/transcript combination after a large number of bootstrap iterations. Using these empirical distributions, a 95% confidence interval is constructed for each marker/transcript combination. The final summary of linkages contains marker/transcript combinations for which the confidence intervals exclude 0.
Panel ( 
SIMULATION STUDIES
Our simulations are largely motivated by the empirical observations in eQTL analysis of yeast S.
cerevisiae (Table 2 of BREM and KRUGLYAK (2005) and Figure 1 of ROCKMAN and KRUGLYAK (2006) ). These two extensive studies in yeast reveal that the genetic architecture of most expression traits involves multiple QTL, and most of these QTL explain a minority of trait variation. In a yeast cross, only 3% of expression traits are consistent with single-locus inheritance, and most traits require more than two additive QTL.
We start our simulation section by first comparing our approach to BAYES (JIA and XU 2007) and MOM by adopting the simulation experiments of JIA and XU (2007) . Then, we devise simulation experiments that incorporate the eQTL architectures observed in the yeast S. cerevisiae and evaluate power gain and Type-I error attained by both the univariate and multivariate SPLS regressions.
Simulation studies comparing cluster-specific SPLS regression based eQTL mapping to JIA and XU (2007) and error terms are generated in the same way as in the first scenario.
We perform 100 replicates of each simulation scenario and compare the operating characteristics of our method with the results from JIA and XU (2007). We note that JIA and XU (2007) use only 20 replicates which is presumably due to the computational complexity of the BAYES method but the results are overall comparable because our results for 20 versus 100 simulation replicates are very similar. We used 99% bootstrap confidence intervals based on 1000 bootstrap samples for 13 transcript selection whereas JIA and XU (2007) use some unspecified false discovery rate (FDR), which is much less than 1%, for linkage thresholding.
The simulation averages of power and Type-I error are reported in Table 1 . Here, U-SPLS refers to univariate SPLS where we fit an SPLS regression per transcript and M-SPLS refers to multivariate SPLS fitted using all the 1000 transcripts simultaneously. U-SPLS is expected to produce many false positives due to multiple fitting of the regression model. As seen in the table, indeed this approach has highly inflated Type-I error. It is possible to argue that the performance of U-SPLS can be improved by implementing a bootstrap confidence interval step similar to M-SPLS.
However, this increases computation time considerably, i.e., if M-SPLS replicates 1000 bootstrap samples, U-SPLS would replicate 1000 for each G k transcripts. We observe that M-SPLS has quite small Type-I error and performs comparably to BAYES in terms of power despite the fact that the underlying data generating model precisely follows the modeling assumptions of BAYES.
Additionally, it is interesting to observe that M-SPLS can accommodate the case where multiple markers are associated with different subsets of the transcripts. In other words, M-SPLS does not require all the transcripts in the cluster to be linked to the same set of markers with similar effect sizes. This is a desired property since different groups of transcripts within a cluster could very well be associated with multiple marker sets.
Simulation studies investigating the operating characteristics of cluster-specific SPLS regression based eQTL mapping: In the previous subsection, we observed that M-SPLS regression overcomes the elevation of Type-I error by avoiding multiple model fits. In this section, we study how M-SPLS regression takes advantage of simultaneous modeling of multiple transcripts in more depth.
As stated earlier, our simulations for this section are motivated by the empirical observations in eQTL analysis of S. cerevisiae (BREM and KRUGLYAK 2005; ROCKMAN and KRUGLYAK 2006) .
The simulations are divided into two as single eQTL architecture versus multiple eQTL architectures. Figure 4 depicts these scenarios pictorially and we describe below each in more detail.
Case A: Single eQTL architecture for a cluster of genes. In this set-up, we assume that there is only one eQTL architecture involving one or more loci and affecting a percentage of the genes in the cluster. In other words, the observed correlation mechanism among the genes is a result of a single eQTL architecture. This corresponds to considering three factors in the data generating scheme:
r: # of eQTL (1, 3, 7); ρ : proportion of cluster genes affected by the eQTL architecture (10%, 30%, 60%, 90%); e: effect size (weak versus strong). By changing the proportion of cluster genes under the control of the eQTL mechanism, we aim to address the case where only a fraction of the similarity among the expression of genes within a cluster is attributable to the eQTL mechanism.
This scenario also encompasses the case where the clustering procedure is noisy resulting in many irrelevant genes within a cluster.
The current literature on eQTL mapping utilizes only a very small number of markers and often does not impose a population structure when investigating the operating characteristics of the methods by simulations. We extend this by first utilizing only 10 markers as in the simulations of JIA and XU (2007) and then 145 markers, which is the size of the marker dataset in our case study.
The first simulation uses 10 randomly selected markers (D2Mit2, D2Mit297, D2Mit327, D2Mit17, D2Mit26, D2Mit49, D2Mit148, D3Mit151, D3Mit22, D3Mit19) from chromosomes 2 and 3 of the mice study and the extended version uses all of the 145 markers. The rationale for using the real marker data is for accurately mimicking the ranges of the correlations that inherently exist among markers. The data generation starts with generating a norm 1 eQTL architecture direction vector with r nonzero components. The effect size is controlled by a constant multiplied to the eQTL architecture direction vector. We consider the constants e = 1 and e = 2 for weak and strong effects. ρ proportion of transcripts are controlled by this eQTL architecture and the random error terms are generated from N (0, 1). We use 5-fold CV for marker selection and 95% bootstrap confidence intervals based on 1000 bootstrap samples for the transcript selection step of the M-SPLS regression. Each simulated dataset has G = 100 transcripts with N = 60 (number of mice in the case study) subjects and the number of simulation replicates is set to 100. More details on data generation of these simulations are provided in Table 3 of the Supplementary Materials Section.
The results in terms of power and Type-I error are presented in Figure 5 . U-SPLS regression exhibits inflated Type-I error as expected based on the earlier simulations following JIA and XU (2007)'s design. Additionally, the power of U-SPLS does not change as the proportion of transcripts associated with the eQTL mechanism increases. This is also expected since U-SPLS considers separate regression fits for each transcript and there is no information sharing. On the other hand, M-SPLS regression has very small Type-I error. Overall, M-SPLS also has significantly higher power than U-SPLS. We note that in our data generating scheme, the effect size is inherently decreasing as the number of markers r in the eQTL mechanism increases. This is because the effect size is proportional to the elements of the direction vector and the norm of the direction vector is by definition 1. As a result, the r = 7 markers and weak effect size configuration has the highest noise level among the 24 configurations considered. Despite the decreasing overall signal at the transcript-level, the power of M-SPLS increases as the proportion of transcripts affected by the eQTL mechanism increases. This provides concrete evidence that M-SPLS successfully utilizes information across multiple transcripts; therefore, low signal linkages that might be missed by examining individual markers separately become detectable.
As an extension, we then consider a more realistic scenario with all the 145 markers. We assume that r = 3, 10 markers control ρ ∈ {0.1, 0.3, 0.6, 0.9} proportion of the transcripts and consider both weak and strong effect sizes as in the previous case. Figure 6 summarizes the results for both U-SPLS and M-SPLS and reassuringly our observations for the small number of markers simulation hold when the number of markers exceed the sample size. The power of M-SPLS again increases as the proportion of transcripts affected by the eQTL increases. Additionally, M-SPLS has more power than U-SPLS even when only 10% of the genes in the cluster are affected by the same set of markers (at both effect sizes when r = 10).
Case B: Multiple QTL architectures for a cluster of genes. In this setting, subgroups of genes within a cluster have different eQTL architectures. This corresponds to having multiple hidden components. We study the case where two hidden components, therefore two different eQTL architectures, are present. These two hidden components are: (1) eQTL mechanism 1: linear combinations of markers 11, 12 and 13; (2) eQTL mechanism 2: linear combinations of markers 136 and 137. Mechanism 1 is set to have a weaker effect size than mechanism 2. We consider three sub cases for the multiple eQTL architectures simulation:
• B.1: Transcripts 1-50 are under the influence of mechanisms 1 and 2, and transcripts 51-90 are only affected by mechanism 1.
• B.2: Same as B.1 but with a larger effect size.
• B.3: Similar to B.1 except that transcripts 51 − 80 are associated with mechanism 1. All linkages with mechanism 2 have the same strong effect size. However, linkages with mechanism 1 exhibit weak effect sizes randomly generated from U nif (−0.3, 0.3) with the exception of the linkage with transcript 30. Transcript 30 has an effect size of 0.5 with mechanism 1.
More details on how the actual components of the direction vectors are set are provided in Table 4 of the Supplementary Materials Section.
The results of these multiple eQTL architecture simulations are provided in Figure 7 . For cases B.1 and B.2, M-SPLS has greater power than U-SPLS with a much smaller and negligible Type-I error. This observation is consistent with our earlier simulation experiments. In case B.3, linkages with the first eQTL mechanism cannot be detected by U-SPLS because the effect size is very small. This results in poor power for U-SPLS. On the other hand, although M-SPLS misses some of the linkages with this architecture, it has at least twice the power that U-SPLS has. This result is also reflected in the hot spot selection performance of the methods. Hot spot regions are traditionally defined as regions of a genome with multiple linkages. The first eQTL mechanism cannot be revealed as a hot spot from individual regression analyses by U-SPLS (bottom left panel of Figure 7 ). Here, we use the proportion of estimated linkages for hot spot detection. Although M-SPLS misses some of the mapping transcripts due to the eQTL mechanism 1 with weak effect size, it is able to identify markers involved in this mechanism as hot spots (bottom right panel of Figure 7 ).
CASE STUDY: APPLICATION TO MICE DATA FROM A STUDY OF OBESITY AND DIABETES
We present an application our method to a mice data published by LAN et al. (2006) . This dataset contains expression measurements of 45, 265 transcripts from liver tissues of 60 mice. Mice were collected from a (B6 × BTBR) F 2 -ob/ob cross where animals lacked a functional leptin protein hormone, known to be important for reproduction and regulation of body weight and metabolism (ZHANG et al. 1994) , and segregated for obesity and diabetes related phenotypes. We utilized the pre-processed data which is publicly available at GEO (http://www.ncbi.nlm.nih.gov/ projects/geo/query/acc.cgi?acc=GSE3330). The marker map for this data consists of 145 microsatellite markers from 19 mouse non-sex chromosomes. Following JIA and XU (2007), we performed an initial screening of the transcripts based on their variability across 60 mice and excluded transcripts with sample variances < 0.12 from our analysis. This left a total of G = 1573
transcripts.
Next, we clustered these remaining transcripts. As discussed earlier, clustering method in an application will be highly design dependent. Here, we present the results for one of the clusters in more detail. This cluster contains three lipid metabolism transcripts, namely, Scd1, Elovl6, and Fasn, that were investigated by different analysis of the same dataset JIA and XU 2007) . There are a total of 83 transcripts in this cluster with a median within cluster correlation of 0.12. An application of our approach with M-SPLS yields 24 markers, presented in Table , that are associated with one or more transcripts.
The total number of linkages identified for this cluster is 463 and there are 61 transcripts that do not map to any marker. An image plot of the estimated effects of this cluster across markers and transcripts is provided in Figure 8 . The entire M-SPLS analysis, including both the tuning and the bootstrap steps, for this cluster of 83 transcripts took only 30 minutes on a 64 bit machine with 2.66Ghz CPU.
First, we note that many of the selected markers are in close proximity of each other on the mouse genome. Essentially, these 24 markers form clusters on the chromosomes that they appear.
These physically close markers are highly correlated (bottom two panels of Figure 9 of the Supplementary Materials section). The fact that these highly correlated markers are identified closely relates to the correlated group selection property of the SPLS regression that we highlighted earlier. Since SPLS can select more than one variable at each step of the selection process (step 2.2 of the SPLS algorithm), it is able to capture all the relevant correlated variables rather than arbitrarily selecting one. Second, in each correlated marker group in Table , there is at least one marker previously declared as an obesity and diabetes related locus (literature search for the markers is performed via www.informatics.jax.org). This result is encouraging since it provides a list of transcripts mapping to loci known to be related to obesity and diabetes.
Expression profiles of lipid metabolism transcripts Scd1, Elovl6, and Fasn are highly correlated ( Figure 10 of the Supplementary Materials Section, minimum pairwise correlation is 0.756).
Therefore, it is reasonable to expect similar linkages for these transcripts. Indeed, M-SPLS identifies that these transcripts map to similar markers, whereas BAYES yields different linkages for these. This could be due to high correlation among markers. Unlike the markers generated by the Haldane map function in the simulation study section, markers from the mice study exhibit very high correlations. This multi-collinearity problem is not explicitly addressed in BAYES, and priors for regression coefficients are assumed to be independent. In fact, similar mixture priors were used by SHA et al. (2006) in the context of a different model and a decrease in the variable selection performance was observed for the correlated variable case. So, it is plausible that BAYES also suffers from a similar problem and tends to select only one of the variables among a set of correlated variables like other standard variable selection methods. LAN et al. (2006) highlighted that transcripts which were highly correlated with Scd1 mapped to the same genomic locations as Scd1, and found major QTL peaks for most of the 20 lipid metabolism traits at markers D2Mit263 and D5Mit240. These two markers are successfully identified by our approach. Among the five hot spots reported by MOM, two of them are also identified by M-SPLS with the group of transcripts we considered. These are D2Mit241, which is adjacent to the obesity-modifier locus D2Mit9 (STOEHR et al. 2004) , and D8Mit249, which is close to the "fat" gene known to affect obesity and diabetes (NAGGERT et al. 1995) . Instead of D5Mit1, that is known to affect triglyceride levels, M-SPLS identified D5Mit348 which is adjacent to D5Mit1.
D15Mit63, emphasized in the findings of BAYES, is also identified by M-SPLS. Loci on chromosome 2 have been most popular candidates for obesity and diabetes (STOEHR et al. 2000; JEREZ-TIMAURE et al. 2005; DIAMENT et al. 2004 ), but hot spots from MOM and BAYES do not have noticeable indication of this. Also, BAYES does not find any hot spots on chromosome 2. However, M-SPLS yields strong effects for markers on chromosome 2. Furthermore, although marker D5Mit267, which is identified by M-SPLS but missed by MOM and BAYES, does not seem to be directly related to obesity and diabetes, it is associated with reproduction which is another known function of leptin protein hormone (EWART-TOLAND et al. 1999). We have demonstrated and validated the advantages of our method with simulation experiments motivated by the recent eQTL architecture observations in yeast S. cerevisiae. Our experiments included eQTL architectures with strong effects on a small fraction of transcripts as well as weak effects on a substantially larger fraction of genes. These studies showed that as the number of mapping transcripts increases, the power of M-SPLS increases whereas its univariate analog with transcript-level regressions cannot capitalize on this phenomena. We illustrated the utility of our approach with an example from mice obesity and diabetes research. This case study highlighted the ability of SPLS regression for selecting groups of correlated markers. BAYES, an alternative variable selection approach to eQTL problem, lacks this property and tends to select only one marker among the group of correlated markers. Our approach was able to consistently yield similar 22 linkages for highly correlated transcripts. Furthermore, we were able to identify a marker which was missed by the previous analysis of the same dataset but could potentially be important since it relates to another function of the leptin protein hormone (EWART-TOLAND et al. 1999) .
In this paper, we allowed the markers to appear as main terms in the regression model. Identifying interactions among markers within the context of eQTL analysis is also a major research problem. Considering interactions is an exponentially complex problem. However, with an appropriate pre-screening of markers, SPLS regression has the potential to handle large number of interactions.
In CHUN and KELEŞ (2007) , this property is illustrated with as many as 5000 variables. Another important research question in eQTL mapping is allowing for linkages with locations between markers using interval mapping (CHEN and KENDZIORSKI 2007) . Our current formulation only allows for mapping at exact marker locations. However, a first pass with our approach and then a more focused traditional interval mapping (SEN and CHURCHILL 2001) based on the selected markers might be a viable strategy.
U-SPLS
For g = 1, … , Gk:
