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ABSTRACT
Lithium ion battery (LIB) is a lightweight, rechargeable and powerful battery that is used widely
from mobile phones to laptops to electric cars. It has many exceptional advantages such as high
energy density, high output power, relatively low self-discharge, etc. However, it has some
disadvantages such as safety issues, capacity loss, and expensive manufacture. LIB is composed
of three main components: electrolytes, positive and negative electrodes. Researchers have been
working on improving the performance of LIB for the past decade, but only a few have focused
on investigating the electrolytes at the molecular level. In addition, the molecular mechanisms
behind the macroscopic properties of LIB are yet to be explored. The vibrational stretch of the
solvent molecule is selected as the infrared probe in order to investigate the structure and
dynamics in LIE at the molecular level via linear and non-linear infrared spectroscopies.
Ultrafast laser spectroscopy has emerged as a powerful tool of studying the structure and
dynamics at the molecular level because it offers unique advantages of time and frequency
resolutions. DFT calculation, classical and ab initio MD simulations are also employed to assist
the interpretation of experimental data. Three projects of LIE are detailed in this dissertation. The
first project focused on lowering the flammability of the electrolyte by replacing carbonate
solvent with urea solvent, where it is found that the molecular interactions in urea-based
electrolytes are similar to the carbonate-based electrolytes. The aim of second project was to
reveal the molecular mechanism behind the dynamics of solvent molecules around Li ion in
acetonitrile-based electrolytes, where it is shown that the angle between Li ion and acetonitrile
plays the most important role in the molecular dynamics around Li ion. The last project
investigated a less conventional LIE, which is the concentrated electrolyte composed of Li
sulfonylimide salt and acetonitrile, where a highly correlated network is proposed to form in the
v

mixtures. In addition, the molecular origin of the macroscopic properties in a family of
concentrated electrolytes is studied through both experimental and theoretical methods.
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CHAPTER 1. INTRODUCTION TO LITHIUM ION ELECTROLYTES
Lithium ion batteries (LIB) have dominated the energy storage market for past decade. Due to
the exclusive advantages of LIB such as high energy output, high energy density and low selfdischarge, they have been employed in a variety of devices ranging from mini storage devices to
electric household to electric vehicles.1 The technology of LIB still has room for improvement in
order to reach better battery performance. Some problems of LIB are yet to be solved, such as
safety issues, relatively high cost and poor durability.2-4 A basic rechargeable LIB is composed of
an ion-conducting electrolyte, two electrodes, and a separator.1 The electrolyte, as one key
component of LIB, has direct relation with the durability, flammability and conductivity of the
battery.5 Conventional electrolyte is constituted by a mixture of cyclic and linear carbonate
solvents with ~1 M lithium salt.6 While many researchers have focused on optimizing the
materials of electrodes or the compositions of electrolytes, only a few studied the electrolytes
and the conduction mechanism of electrolytes at the molecular level. In addition, some novel
types of electrolytes have been proposed as possible replacement for conventional electrolytes in
order to solve the safety issues and enhance the durability of LIB, one of which is the highly
concentrated electrolyte, where the Li ion (Li+) concentration is increased to ~4 M.7-9 Such
concentrated solutions of Li salt and organic solvents have less safety issues, relatively high
conductivity, and unusually high stability.10 The origin of the interesting properties of
concentrated electrolytes is still unclear. More investigations on the conventional and novel
electrolytes at the molecular level are expected in the future to further optimize the performance
of LIB.

1

1.1. Overview of LIB
1.1.1. History
The foundation of LIB was laid during 1970s.1 The first battery was not rechargeable
after the initial discharging, where the negative electrode was lithium and the positive electrode
was manganese dioxide. Later in 1985, the first rechargeable battery was introduced to the
market by Moli Energy, where the lithium and molybdenum sulfide were used as the negative
and positive electrodes, respectively. Onto the next step, the lithium was replaced by a petroleum
coke for the anode and the metal sulfide was replaced by a metal oxide for the cathode. Up to
this point, a high voltage potential of LIB and the intercalation/de-intercalation of lithium on the
surface of electrodes were enabled by the proper electrode materials.1 Based on this prototype of
LIB, Sony developed the first commercial rechargeable LIB and introduced it on the market in
1991.11 In past decade, LIB have revolutionized our lives and laid the foundation of a wireless,
and fossil fuel-free society. In 2019, John B. Goodenough, M. Stanley Whittingham and Akira
Yoshino were awarded the Nobel Prize in Chemistry for their great contributions to the
development of LIB during 1970s to 1980s.12
1.1.2. Components, performance and applications
A basic LIB should be composed of two electrodes, an ion-conducting electrolyte and a
separator between the electrodes. In the electrolyte, lithium ions migrate back and forth between
the anode and the cathode through the separator during charging and discharging processes, and
get intercalated into the active materials on the surface of electrodes. Simultaneously, electrons
move between two electrodes via an outer electrical connection, like a cable, as the electricity
carriers.1 The intercalation/de-intercalation of Li ions has significant importance for the
performance of rechargeable battery.13, 14 For example, when excess amount of Li ions
2

accumulates on the electrode surface, the ions form Li dendrites that can puncture the separator
and short-circuit the cell, leading to the battery failure.15, 16 Compared to other cations, Li ion is
very small, allowing for a great number of intercalation compounds. Such property of the Li ion
enables the wide electrochemical window from -3 V to more than 2 V vs. standard hydrogen
electrode (SHE).17
Depending on the materials used to make the battery, LIB have different performance. In
general, a LIB can have an energy density ranging from 250 to 693 Wh/L,18 a specific power
density ranging from 300 to 1500 W/kg,19 and a cycle life between 400 and 1200.20 In addition,
the efficiency of LIB is very high, usually above 90%.21 The high energy density, the long cycle
life, and the light weight have made LIB the undisputed champion among all rechargeable
batteries.
LIB were first used in mobile consumer devices, such as mobile phones, followed by the
laptops. In 2000, most of the laptops were powered by LIB, where the battery packs usually
consist of 3 to 12 cells.1 Some other applications are electric household appliances and power
tools, such as vacuum cleaner, electric drills and electric mower, with a voltage of 3.6 to 36 V,
depending on the usage.22, 23 In recent years, LIB play a more and more significant role in the
electric mobility, such as electric bicycles, electric scooters and electric vehicles.24-26 This type of
LIB is specifically designed for a high ampere-hour capacity.
1.1.3. Advantages and disadvantages
LIB is superior to other types of batteries due to its high specific energy, high specific
power, high efficiency during charging and discharging as well as low self-discharge rates.1 As
discussed above, the high performance of LIB has opened many additional markets besides
original small electronic devices, such as toys, lighting, medical devices, electric vehicles and
3

many others.1, 27 However, there are certain disadvantages of present day LIB, which, if remedied
with suitable solutions, could open new applications and expand markets even more. For
example, one important topic of LIB manufacturing is to increase capacity and energy with lower
cost so that the needs of green and sustainable development of electric vehicles can be
fulfilled.22, 27 A second topic of interest is the specific energy improvement of LIB in order to
accelerate the development of many energy storage schemes, e.g. the alternative energy storage
devices such as pumped hydro, compressed air, flywheels, etc.22, 28 Another deficiency of LIB is
the safety issues. For example, the short-circuiting of the cell due to the formation of Li dendrites
during cycling leads to cell rupture, cell failure or even battery explosion.29, 30 The last deficiency
of LIB requires extensive research regarding the formation of electrolyte-solid interface, the
flammability of electrolytes and the development of novel or post-lithium-ion batteries.
1.2. Nonaqueous electrolytes
1.2.1. Components
The electrolyte is a key component of a LIB. The development and investigation of
electrolytes can advance the technology of power tools, hybrid electric vehicles and stand-by
power sources for communication and modern airplanes.5, 6 A typical lithium ion electrolyte
(LIE) is composed of a Li salt in a mixture of cyclic and linear carbonate solvents. Lithium
hexafluorophosphate (LiPF6) was reported to be the predominant salt used for most commercial
Li-ion batteries due to its high ionic conductivity, high solubility, and relatively strong stability
with the Al current collector and with the electrodes.5, 31, 32 However, LiPF6 undergoes
hydrolysis33, 34 and has a relatively low thermal stability35, 36. The hydrolysis of LiPF6 can
produce HF gas and cause cell rupture, which is one of the major issues for the usage of this
salt.37, 38 Some other Li salts were also established and have been used previously for LIE, which
4

include lithium perchlorate (LiClO4), lithium hexafluoroarsenate (LiAsF6), lithium
tetrafluoroborate (LiBF4) and lithium bis(trifluoromethanesulfony)imide (LiTFSI).6, 31, 39 LiClO4
was widely used for electrolyte research due to its comparable electrochemical properties to
LiPF6.5, 40 However, the salt cannot passivate the Al current collector and thus are limited to the
usage in research aspects.32, 41 LiAsF6 was also used frequently for electrolyte research due to the
improvement of efficiency of Li metal plating/stripping.5, 31, 42 However, the potential hazards
associated with the As element have prevented its use in commercial batteries.43 LiBF4 is less
susceptible to hydrolysis and more thermally stable as compared to LiPF6.44, 45 The electrolyte
with LiBF4 is also proven to have improved cell cycling performance at extreme temperature
when compared with LiPF6 electrolytes.46, 47 However, the significantly lower conductivity of
LiBF4 has made it commercially unfavorable.46, 48 LiTFSI is a rather interesting salt. The
sulfonylimide anion is a fluorinated anion with two low-energy conformations (cis and trans).49,
50

The strongly electron-withdrawing fluorine atoms and resonance structures arising from the

sulfonyl groups result in an extensive charge delocalization across the backbone of the anion.51, 52
Electrolytes with LiTFSI are shown to have high thermal stability and are not susceptible to
hydrolysis.40, 53 However, LiTFSI electrolytes have relatively low conductivity54, 55 and are
known to corrode the Al current collector at high potential56, 57, which again limits its usage in
commercial batteries.
As for the organic solvent, usually a mixture of cyclic carbonate, such as ethylene
carbonate (EC) and propylene carbonate (PC), and linear carbonate, such as dimethyl carbonate
(DMC), ethyl methyl carbonate (EMC) and diethyl carbonate (DEC), is utilized in the
commercial LIB.5, 6 The cyclic carbonates have high dielectric constant and high viscosity, while
the linear carbonates have low dielectric constant and low viscosity.58 The mixture of cyclic and
5

linear carbonates help achieve the optimal performance of batteries due to the synergetic effects
of the cyclic and linear solvents. Carbonates are selected as the universal solvent because they
can make Li ion solutions with high electrolytic conductivity, high electrochemical stability,
relatively high safety, and stable electrode-electrolyte interface.5, 6 Besides carbonate solvents,
some new solvents were introduced in the literature in order to improve the battery performance,
e.g. fluorine-containing6, 59, boron-containing60, 61, phosphorous-containing62, 63, and sulfurcontaining organic solvents64, 65. Some other solvents like acetonitrile and urea were also
reported as possible replacement for the carbonate, which can make electrolytes with less safety
issues.66-68
1.2.2. State-of-the-art research of LIE
In the state-of-the-art research of LIB, most of the investigations focused on the materials
or performance of electrodes and battery cells,69, 70 while only some of them studied the
electrolytes at a nanoscopic level.71, 72 The performance of LIE is usually evaluated by the
conductivity, viscosity and electrochemistry window of the Li ion solutions.73 To better
understand the function of LIB, molecular level research on the electrolytes is required, which
has direct relation to the formation of electrolyte-solid interface. Typical electrolytes are
composed of Li salts (usually ~1 M) dissolved in a mixture of linear and cyclic carbonate
solvents.5 Thus, carbonate solvents have been studied extensively in the literature regarding the
electrochemical properties and the molecular interactions in the carbonate/Li+ solutions.74-76 To
be more specific, the interactions between Li ions and organic solvents are of special interest
because the microscopic properties of electrolytes are dependent on the solvation shell of Li+.
The functional groups of solvent molecules can serve as good probes in spectroscopies such as
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Raman and infrared, where the signals of molecules in different environment can be identified in
spectra according to stark effect.66, 77, 78
It is universally accepted that each Li+ is coordinated by four solvent molecules in
solutions with low Li+ concentration, forming a tetrahedral arrangement.77, 79, 80 (Figure 1.1) In
the case of carbonate-based electrolytes, coordination bonds are formed between Li+ and the
oxygen of carbonyl groups while the interactions between Li+ and the ester oxygen are
minimal.71, 77 The Li+ first solvation shell is solvated by more solvent molecules in the
surrounding that is named as second solvation shell, which can influence the structure and
dynamics of the first solvation shell.66, 81 However, most properties of the solutions are controlled
by the first solvation shell so the second solvation shell is usually neglected. For example, it is
shown that the conductivity of a dilute electrolyte has direct relation to the diffusion of the Li+
first solvation shell, where faster diffusion indicates higher conductivity.6, 82
Besides the free ion solvation shell in the tetrahedral arrangement, other types of ionic
species can play a role in the performance of the electrolytes. Some common ionic species are
contact ion pairs (CIP), solvent separated ion pairs (SSIP) and aggregates.81, 83, 84 (Figure 1.1)
Each CIP is composed of a Li+, an anion and typically three solvent molecules. For example, it
is demonstrated in the cyclic carbonate solutions with LiPF6, CIP are formed between Li+ and
PF6- ions due to the strong affinity of counterions to the cations.77, 81 Another example of CIP is
for the lithium thiocyanate (LiSCN) solutions, where almost all thiocyanate ions (SCN-)
coordinate Li+ even in the dilute solution of acetonitrile.85 SSIP is different from the CIP because
there is no direct interaction between cation and anion. Instead, the anion solvates the free ion
solvation shell and has indirect interaction with the Li+ from a short distance. Due to the indirect
interaction between ions, SSIP are usually hard to detect because the signals are convoluted with
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or similar to those of free ion solvation shells. A Raman study of carbonate-based electrolytes
claims that the SSIP can be resolved in the anion-bond stretching region of Raman spectra.78
However, most researches have shown that SSIP cannot be discerned from the free ion solvation
shells. Lastly, aggregates are easier to distinguish experimentally. Aggregates are composed of
more than two ions that interact with multiple solvent molecules. The signature peaks of
aggregates are shifted from those of free ion solvation shell and thus easy to detect via
spectroscopies.83, 84 Three types of ionic species discussed above are considered as unfavorable
forms of Li+ solvation because they can slow down the diffusion of first solvation shells and
consequently lead to a decrease in the conductivity of dilute electrolytes.6, 86

Figure 1.1. Chemical structures of free ion solvation shell (left), contact ion pair (middle), and
solvent separated ion pair (right).
Besides the conventional electrolytes with a Li+ concentration of ~1 M, the highly
concentrated electrolytes with a ~4 M Li+ concentration are established as novel electrolytes that
have high stability and less safety issues compared to the dilute electrolytes.9, 10, 87 In highly
concentrated electrolytes, the molar ratio of Li+:solvent is in the range of 1:3 to 1:1.5. It is shown
that concentrated electrolytes have relatively low, but fairly high conductivity compared to dilute
electrolytes, considering the very high molar ratio of Li+:solvent.10, 88, 89 In addition, an
unusually high stability is found in the concentrated electrolytes, where the corrosion of
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electrodes and the flammability of the electrolyte are very much limited.10 When the molar ratio
of Li+:solvent is around 1:2, each Li+ can only be coordinated by at most two solvent molecules.
Thus, the anions have direct interaction with cations in order to fulfill a coordination number of
four. Clearly, the ionic species in concentrated electrolytes should be dominated by contact ion
pairs rather than free ion solvation shells. It is also found that the anions will be oxidized first
instead of solvent molecules and then form a protective layer on the surface of electrode, which
again benefits the stability of electrolytes.90, 91 However, the molecular origin of the favorable
properties of concentrated electrolytes is yet unknown. Further investigations regarding the
mechanisms of the performance of concentrated electrolytes are required in order to obtain a
molecular understanding of such novel systems.
1.2.3. Our interests in Li ion solvation shell
My research on Li ion electrolytes focused on the physical aspects of molecular
interactions in the solutions, especially the solvation shell of Li+. As stated previously, four
solvent molecules coordinate a Li+ in a tetrahedral arrangement in the first solvation shell. The
structure of the Li+ first solvation shell in dilute electrolytes is one of the main topic in this
research. Carbonate-based electrolytes have been studied extensively by our group and other
research groups.71, 72, 74, 77, 81, 83 It is shown that in dilute electrolytes, most Li+ form first
solvation shells exclusively with solvent molecules, while a small amount can interact with the
anions and form CIP, SSIP or aggregates.77, 81 In addition, the ionic species formed have relation
to the structure of the solvent molecules. For example, CIP and SSIP are proven to exist in the
electrolytes of cyclic and linear carbonates, respectively.77, 81 It is also demonstrated that the
degree of dissociation of the Li salt plays an important role in the formation of first solvation
shells.67, 92, 93 For instance, LiTFSI and LiSCN are shown to form free ion solvation shell and
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CIP, respectively, in the dilute solutions of acetonitrile.85 The speciation of ionic species is
meaningful for understanding the ion transport and solvent-ion interactions in the electrolytes,
and thus has been studied via linear and non-linear infrared spectroscopies with the assistance of
computational tools.81, 83
The dynamics of the Li+ first solvation shell in dilute electrolytes is another topic of our
interest. The molecular motions of the solvation shells have significant meaning for studying the
local interactions between Li+ and solvent molecules, as well as among the nearby coordinated
solvent molecules in the same solvation shell. Because the molecular motions in solutions
happen on the femto- to pico-second time scale, ultrafast laser pulses and time-resolved
spectroscopy are required for such investigation. Our group employs two-dimensional infrared
spectroscopy (2DIR) as the key technique in order to probe the ultrafast dynamical processes in
LIE.66, 74, 77 Ab initio molecular dynamics simulation (AIMDS) is occasionally used to interpret
the experimental data as well.81 Rick’s and Rempe’s groups demonstrated that polarizable or
quantum-based force fields or quantum models are required to accurately model the properties of
Li+ solutions. Thus, compared to classical MD simulation, AIMDS should be more appropriate
for the investigation of dynamics and structure in LIE.94, 95 In the literature, it is shown by both
experiments and simulations that the local motions within the Li+ first solvation shell is on the
order of a few to tens of picosecond66, 77, 81, while the diffusion of the solvation shell is relatively
slower but still within the time scale of picosecond to nanosecond96, 97. The molecular motions
and dynamics around Li+ are related to the distances and angles between coordinated solvent and
Li+, or the angles between two coordinated solvent molecules.74, 85 Interestingly, due to the large
magnitude of the transition dipole of carbonyl stretch, the coordinated carbonates in the same
solvation shell are vibrationally coupled, which results in highly convoluted IR spectra that are
10

hard to interpret in terms of individual molecules.66, 77 In order to investigate the molecular
mechanisms of the deformation dynamics in the first solvation shell, AIMDS and DFT
calculations were utilized to decipher the coupling among coordinated molecules.81, 85 It is
illustrated that the dynamics of deformation is dominated by the energy transfer among the
coupled states of carbonyl groups due to the excitonic nature of the carbonyl stretches.66, 77 The
exchange of coordinated and free solvent molecules was also investigated experimentally and
theoretically, where the dynamics of solvent exchange is found to be on the order of tens of
picosecond.77, 81
Besides dilute electrolytes, highly concentrated electrolytes are also of our interest. As
stated in previous section, the molecular interactions in concentrated electrolytes differ very
much from those in dilute electrolytes, considering the different composition of Li+ solvation
shell.90, 98 In order to reach such a high concentration, LiTFSI was extensively used for
electrolyte preparation due to its high solubility in organic solvents.88, 99 This high solubility of
LiTFSI has relation to the delocalized charge among the backbone of TFSI- and the four oxygen
atoms from the sulfonyl groups. In concentrated solutions of LiTFSI, the TFSI- directly interacts
with Li+ through its oxygen atoms, where four oxygen atoms can at most coordinate two Li ions.
There are two universally adopted configurations of the LiTFSI contact ion pairs.98, 100 (Figure
1.2) One is named the bidentate form, where two oxygen atoms of the TFSI- coordinate the same
Li+, while two solvent molecules join in the same solvation shell to fulfill four coordination
bonds around the Li+. The other is named the monodentate form, in which only one oxygen of
TFSI- interacts with the Li+, and three solvent molecules participate in the solvation shell to
fulfill a coordination number of four. Thus, the dynamics and structure of Li+ first solvation shell
in concentrated solutions can be significantly different from those in dilute electrolytes, arising
11

from strong ion-ion interactions in concentrated solutions. In fact, researchers have found out
that the ion-ion interactions dominate the microscopic properties of electrolytes, where the
deformation dynamics of first solvation shell is obviously slowed down and a system with high
correlation among ions has formed.10, 98 In addition, the making and breaking of coordination
bonds between Li+ and the anion is likely to be the conduction mechanism for concentrated
electrolytes, which is also known as ion hopping mechanism, rather than the diffusion of the first
solvation shell as discussed for dilute electrolytes.101, 102 In my research, linear and non-linear
spectroscopies together with DFT and AIMDS were used to study the speciation and dynamics of
Li+ first solvation shell. Furthermore, the effects of the anion were studied by comparing the
results of three different salts in the same family with increasing anion size, which can offer
more insights into the ion-ion interactions and the molecular origin of the macroscopic properties
in concentrated solutions.

Figure 1.2. Two configurations of LiTFSI coordination. On the left side, two oxygen atoms of
TFSI- coordinate the same Li+, which is named as the bidentate form. On the right side, one
oxygen atom of TFSI- coordinates the Li+, which is named as the monodentate form.
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CHAPTER 2. THEORY OF LINEAR AND NON-LINEAR
SPECTROSCOPIES
Infrared spectroscopy is a powerful tool for determining sample composition, studying energetics
and investigating molecular structures. While linear infrared spectroscopy has been widely used
since the 1950s, non-linear infrared spectroscopic techniques such as two-dimensional infrared
spectroscopy (2DIR) have only emerged recently.103-107 2DIR is a third-order non-linear
spectroscopy technique that can investigate vibrational modes in condensed-phase systems. The
advantages of 2DIR, such as high-resolution spectra and time-dependent measurements, enable
the investigation of the structure and dynamics of vibrational probes at the molecular level.108-110
In this chapter, an outline of essential physical phenomena in 2DIR is first provided, where the
mathematical formalism of the optics is discussed regarding the interpretation and design of
multiple-pulse or 2DIR experiments. The mathematical methodology is then applied to predict
the lineshape and cross-peak patterns, depending on the experimental setup selected for the
measurement of 2DIR spectra. The 2DIR spectra can assist in gaining structural information such
as vibrational coupling and anharmonicities, as well as the dynamical information such as
molecular motions and energy transfer, which all happen on a femtosecond (fs) to picosecond
(ps) time scale.111-115 The generation of ultrafast laser pulses and the setup of the 2DIR
experiment are also discussed at the end.
2.1. Eigenstates and emitted electric field for individual molecules
Assume one vibrational mode of a molecule is in the gas phase, isolated from other
molecules, and if it is oriented along the z-axis, the real-valued electric field of the light that
interacts with the molecule can be written as,

13

⃗ ∙ 𝑟 − 𝜔𝑡 + 𝜑)
𝐸⃗ (𝑡) = ⃗⃗⃗⃗
𝐸 ′ (𝑡)𝑐𝑜𝑠(𝑘
Eq. 1
where ⃗⃗⃗⃗
𝐸 ′ (𝑡) is the pulse envelope that is a vectorial property that includes the information of the
⃗ is the wavevector that describes the direction of light propagation, 𝜔 is the
pulse polarization, 𝑘
frequency and 𝜑 is the phase. When the pulse is polarized along the z-axis or parallel to the
vibrational mode, this equation can be simplified to the following,
𝐸(𝑡) = 𝐸 ′ (𝑡) 𝑐𝑜𝑠(𝜔𝑡)
Eq. 2
so the electric field is only dependent on the pulse envelope and the frequency. Here the
interaction between light and molecule is treated semiclassically such that the time-dependent
electric field is considered classically but the vibrational states of the molecule are considered
quantum mechanically. The energy of interaction between molecule dipole 𝜇̂ and the external
electrostatic field 𝐸̂ is,
̂ (𝑡) = −𝜇̂ 𝐸 (𝑡)
𝑊
Eq. 3
Note that the electric field and the dipole operator are operators. The total Hamiltonian can be
written as
̂=𝐻
̂0 + 𝑊
̂ (𝑡)
𝐻
Eq. 4
̂0 is the Hamiltonian for the isolated vibrational mode, and 𝑊
̂ is the quantum mechanical
where 𝐻
operator for the interaction between the laser pulse and the molecule. The time-dependent
Schrödinger equation is written as
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̂0 |𝑛⟩ = 𝐸𝑛 |𝑛⟩
𝐻
Eq. 5
̂0 . The wavefunction |Φ⟩ of the molecule is timewhere |𝑛⟩ is the molecular eigenstates of 𝐻
dependent and governed by the Schrödinger equation, which is represented as,
𝑖ℏ

𝜕
̂ |Φ⟩
|Φ⟩ = 𝐻
𝜕𝑡
Eq. 6

̂0 , or the wavefunction |Φ⟩ becomes,
Without the external laser pulse, the solution of 𝐻
|Φ⟩ = ∑ 𝑐𝑛 𝑒 −𝑖𝐸𝑛 𝑡⁄ℏ |𝑛⟩
𝑛

Eq. 7
When the laser pulse interacts with the molecule, the molecule should be in a linear combination
of eigenstates as represented by 𝑐𝑛 . By substituting Eq. 7 into Eq. 6, the time dependence of 𝑐𝑛 is
found to be,
𝜕
𝑖
̂ (𝑡)|𝑛⟩
𝑐𝑚 (𝑡) = − ∑ 𝑐𝑛 (𝑡)𝑒 −𝑖(𝐸𝑛 −𝐸𝑚 )𝑡/ℏ ⟨𝑚|𝑊
𝜕𝑡
ℏ
𝑛

Eq. 8
The wavefunction after interacting with the laser pulse for a duration 𝑡 can be calculated from
Eq. 8. For a two-level system of the ground and first excited states, substituting Eq. 3 and
defining 𝜔01 ≡ (𝐸1 − 𝐸0 )/ℏ in Eq. 8, two coupled differential equations obtained are
𝜕
𝑖
𝑐1 (𝑡) = + 𝑐0 (𝑡)𝑒 −𝑖𝜔01 𝑡 ⟨1|𝜇̂ |0⟩𝐸(𝑡)
𝜕𝑡
ℏ
𝜕
𝑖
𝑐0 (𝑡) = + 𝑐1 (𝑡)𝑒 +𝑖𝜔01 𝑡 ⟨0|𝜇̂ |1⟩𝐸(𝑡)
𝜕𝑡
ℏ
Eq. 9
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where ⟨𝑛|𝜇̂ |𝑚⟩ is the transition dipole moment which will be referred to as 𝜇̂ nm , and can be
written as,
⟨𝑛|𝜇̂ |𝑚⟩ =

𝑑𝜇
⟨𝑛|𝑥̂|𝑚⟩
𝑑𝑡

Eq. 10
In this last expression, 𝑥 is the coordinate for the vibrating bond, and the 𝑑𝜇⁄𝑑𝑡 is the change of
the static dipole of the molecule when the bond vibrates. Therefore, after the laser pulse, the
molecule is in a linear combination of two eigenstates (|0⟩ and |1⟩), or
〈Φ(𝑡)〉 = 𝑐0 𝑒 −𝑖𝐸0 𝑡⁄ℏ |0⟩ + 𝑖𝑐1 𝑒 −𝑖𝐸1 𝑡⁄ℏ |1⟩
Eq. 11
This is a so-called coherent linear superposition of states, which is also known as a wavepacket,
created due to the interaction with the laser pulse. The time dependence of the wavepacket is the
time dependence of the isolated molecular Hamiltonian Eq. 7, which is known as the molecular
response, 𝑅(𝑡). If there were numerous molecules interfered with the laser pulse, they would
initially vibrate in phase right after the field interaction. Thus, a nonequilibrium charge
distribution in the molecules has been created, which is referred to as macroscopic polarization,
𝑃(𝑡). This polarization evolves with time according to the response function in Eq. 11, providing
structural and dynamical information for the molecular interaction, solvent environment, energy
transfer and other properties. The 2DIR spectroscopy is aimed at measuring the macroscopic
polarization, 𝑃(𝑡) and extracting the molecular response, 𝑅(𝑡). Since the laser field is coupled to
the molecule through the interaction term as shown in Eq. 3, it is reasonable that the same
coupling term also accounts for the emission of the field. Thus, the macroscopic polarization can
be derived as the expectation value of the transition dipole 𝜇̂ nm ,
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𝑃(𝑡) = 〈𝜇〉 = ⟨Φ(𝑡)|𝜇̂ |Φ(𝑡)⟩ =
(𝑐0 𝑒 𝑖𝐸0 𝑡⁄ℏ ⟨0| − 𝑖𝑐1 𝑒 𝑖𝐸1 𝑡⁄ℏ ⟨1|)𝜇̂ (𝑐0 𝑒 −𝑖𝐸0 𝑡⁄ℏ |0⟩ + 𝑖𝑐1 𝑒 −𝑖𝐸1 𝑡⁄ℏ |1⟩) =
𝑐0 𝑐1 ⟨0|𝜇̂ |1⟩ sin(𝜔01 𝑡) + 𝑐02 ⟨0|𝜇̂ |0⟩ + 𝑐12 ⟨1|𝜇̂ |1⟩
Eq. 12
Here, ⟨0|𝜇̂ |0⟩ or ⟨1|𝜇̂ |1⟩ represents the static dipoles of the molecule in the ground or first
excited states, they are not time-dependent and can be ignored. In addition, it is most likely that
after the laser pulse, 𝑐0 ≪ 𝑐1 , so 𝑐1 ≈ 1. With above approximations, Eq. 12 becomes116,
2
𝑃(𝑡) ≡ 𝑐0 𝑐1 𝜇01 sin(𝜔01 𝑡) ∝ +𝜇01
sin(𝜔01 𝑡)

Eq. 13
The product of 𝑐0 and 𝑐1 coefficients is dependent on the transition dipole 𝜇01 , which is
responsible for the time-dependent vibrational dipole. Because the vibrator oscillates at the
difference in frequency of the two states |0⟩ and |1⟩, it will emit a field at the fundamental
frequency of the vibrator.
According to Maxwell’s equations,117, 118 charged oscillators create an electromagnetic
wave with a 90° phase shift from the macroscopic polarization. So based on Eq. 13, the emitted
2
electric field is proportional to −𝜇01
cos(𝜔01 𝑡). From a quantum mechanical perspective, the

laser pulse prepares a vibrational coherence after it creates a linear superposition of eigenstates
which later radiates. The emitted field can be measured and Fourier transformed into an
absorption spectrum, which is known as linear absorption.
If there are more than two eigenstates, such as the overtone state |2⟩, a second pulse can
be used in order to couple |1⟩ and |2⟩, hence creating a coherence between |0⟩ and |2⟩. Up to this
point, it is validated that by tailoring sequences of pulses, linear superpositions of eigenstates can
be created, where an emitted electric field of the eigenstates will assist the study of the system.
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Figure 2.1. Left: vector diagram of Eq. 15 and Eq. 16. The vector precesses around the z-axis.
Right: trajectory of a Bloch vector for a molecular ensemble with dephasing. The vector spirals
towards the z-axis, while the projections of the vector reduce to zero on the x- and y-axes.
2.2. Bloch vector and density matrix for molecular ensemble
2.2.1. Bloch vector
In the condensed phase, each molecule in the sample is in a slightly different environment
from the others, so the same vibrational mode should have different frequencies for different
molecules. Under this circumstance, quantum mechanics alone is not sufficient to explain the
interference in molecular ensembles. Instead, statistical mechanics is utilized to calculate how
the polarizations from an ensemble of molecules interfere with each other and how the
macroscopic polarization is created. For instance, the polarization for a system with two
molecules can be written as
(1) (1)

(1)

(2) (2)

(2)

𝑃(𝑡) = 𝑐0 𝑐1 𝜇01 sin(𝜔01 𝑡) + 𝑐0 𝑐1 𝜇01 sin(𝜔01 𝑡)
Eq. 14
When a laser pulse interacts with the molecular system, the molecules are in a coherent state.
Without the laser pulse, the molecules gradually become out of phase and the polarizations
destructively interfere. Thus for a molecular ensemble, the polarization should decay irreversibly.
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To clarify the generation of macroscopic polarization, Bloch vector is used to visualize the
quantum mechanical coherence. The vector of a molecule in the coherent superposition of
quantum states |0⟩ and |1⟩ has been presented in Eq. 11, which is
|Φ(𝑡)⟩ = 𝑐0 𝑒 −𝑖𝐸0 𝑡⁄ℏ |0⟩ + 𝑖𝑐1 𝑒 −𝑖𝐸1 𝑡⁄ℏ |1⟩ ≡ 𝑐0 (𝑡)|0⟩ + 𝑖𝑐1 (𝑡)|1⟩
Eq. 15
The three components of the Bloch vector can be defined as
𝐵𝑧 (𝑡) = 𝑐0 (𝑡)𝑐0∗ (𝑡) − 𝑐1 (𝑡)𝑐1∗ (𝑡)
𝐵𝑥 (𝑡) = 𝑖(𝑐0 (𝑡)𝑐1∗ (𝑡) − 𝑐0∗ (𝑡)𝑐1 (𝑡)) = 𝑐0 𝑐1 sin(𝜔01 𝑡)
𝐵𝑦 (𝑡) = 𝑐0 (𝑡)𝑐1∗ (𝑡) + 𝑐0∗ (𝑡)𝑐1 (𝑡) = 𝑐0 𝑐1 𝑐𝑜𝑠(𝜔01 𝑡)
Eq. 16
which is shown in Figure 2.1. In this case, right after the laser pulse (𝑡 = 0), the vector lies in the
(z, y)- plane at an angle depending on the strength of the pulse. As time progresses, it precesses
around the z-axis, which is responsible for the emitted field. Note that the macroscopic
polarization 𝑃 is proportional to the 𝐵𝑥 as presented by Eq. 13 and Eq. 16. The coherence of the
state is enclosed in 𝐵𝑥 and 𝐵𝑦 while the population of the state is included in the 𝐵𝑧 .
The concept of Bloch vector can be applied to a molecular ensemble where the molecules
have slightly different frequencies. In this case, the macroscopic polarization 𝑃(𝑡) is the sum of
the individual projection 𝐵𝑥 of each molecule 𝑠,
𝑃(𝑡) = 〈𝜇〉 = 〈𝐵𝑥 〉 = ∑ 𝑖𝑝𝑠 (𝑐0𝑠 (𝑡)𝑐1𝑠∗ (𝑡) − 𝑐0𝑠∗ (𝑡)𝑐1𝑠 (𝑡))
𝑠

= 𝑖(〈𝑐0 (𝑡)𝑐1∗ (𝑡)〉 − 〈𝑐0∗ (𝑡)𝑐1 (𝑡)〉)
Eq. 17
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The brackets in above equation represent an ensemble average and 𝑝𝑠 weights the contribution of
each molecule. In this method, the three components of the averaged vector can be derived as
〈𝐵𝑧 〉 = 〈𝑐0 (𝑡)𝑐0∗ (𝑡)〉 − 〈𝑐1 (𝑡)𝑐1∗ (𝑡)〉
〈𝐵𝑥 〉 = 𝑖(〈𝑐0 (𝑡)𝑐1∗ (𝑡)〉 − 〈𝑐0∗ (𝑡)𝑐1 (𝑡)〉)
〈𝐵𝑦 〉 = 〈𝑐0 (𝑡)𝑐1∗ (𝑡)〉 + 〈𝑐0∗ (𝑡)𝑐1 (𝑡)〉
Eq. 18
When the molecules in the sample have a distribution of frequencies that are not dependent on
time, such distribution is said to be inhomogeneous. When the frequencies of a molecular
ensemble are time-dependent, the frequency fluctuations lead to dephasing and the distribution
of frequencies is said to be homogenous. Both inhomogeneous and homogeneous dynamics can
cause a decay of macroscopic polarization in time. As shown in Figure 2.1, the vector spirals
towards the direction of 〈𝐵𝑧 〉 while the projections on 〈𝐵𝑥 〉 and 〈𝐵𝑦 〉 decay to zero. The
homogeneous and inhomogeneous decays cannot be discerned by linear spectroscopy, so the
non-linear spectroscopy such as 2DIR spectroscopy is vital for qualifying dephasing mechanisms
through multi-pulse experiments. In addition, the population of the excited states decreases until
the wavefunction coefficient 𝑐0 = 1 and 𝑐1 = 0. Such population relaxation makes 〈𝐵𝑧 〉 increase
until 𝐵𝑧 = +1 and 𝐵𝑥 = 𝐵𝑦 = 0.
2.2.2. Density matrix
The coherence and dephasing of the molecular ensemble can also be represented by a
density matrix. In a vibrational system with two quantum states |0⟩ and |1⟩, the density matrix is
defined as,
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𝜌00
𝜌 = (𝜌
10

𝜌01
〈𝑐0′ (𝑡)𝑐0′∗ (𝑡)〉
)
=
(
𝜌11
〈𝑐1′ (𝑡)𝑐0′∗ (𝑡)〉

〈𝑐0′ (𝑡)𝑐1′∗ (𝑡)〉
)
〈𝑐1′ (𝑡)𝑐1′∗ (𝑡)〉

Eq. 19
Since 𝑐0′ = 𝑐0 and 𝑐1′ = 𝑖𝑐1, Eq. 19 becomes
〈𝑐 (𝑡)𝑐0∗ (𝑡)〉 〈−𝑖𝑐0 (𝑡)𝑐1∗ (𝑡)〉
𝜌=( 0
)
〈𝑐1 (𝑡)𝑐1∗ (𝑡)〉
𝑖〈𝑐1 (𝑡)𝑐0∗ (𝑡)〉
Eq. 20
The relation between Bloch vector and density matrix representations is,
〈𝐵𝑧 〉 = 𝜌00 − 𝜌11
〈𝐵𝑥 〉 = −(𝜌01 + 𝜌10 )
〈𝐵𝑦 〉 = 𝑖(𝜌01 − 𝜌10 )
Eq. 21
Therefore, the diagonal terms of density matrix are the populations, while the off-diagonal terms
are the source of quantum mechanical coherences, which result in the emitted electric field,
𝐸𝑠𝑖𝑔 (𝑡). Without dephasing and population relaxation, the off-diagonal terms evolve with time
and are written as,
𝜌00 (𝑡) = 𝑐02
𝜌11 (𝑡) = 𝑐12
𝜌01 (𝑡) = −𝑖𝑐0 𝑐1 𝑒 +𝑖𝜔01 𝑡
𝜌10 (𝑡) = 𝑖𝑐0 𝑐1 𝑒 −𝑖𝜔01𝑡
Eq. 22
When homogeneous dephasing and population relaxation are included, the matrix terms become,
𝜌11 (𝑡) = 𝜌11 (0)𝑒
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−

𝑡
𝑇1

𝜌00 (𝑡) = 1 − 𝜌11 (𝑡)
𝜌01 (𝑡) = −𝑖𝑐0 𝑐1 𝑒 +𝑖𝜔01 𝑡 𝑒

−

𝑡
𝑇2

𝜌10 (𝑡) = 𝑖𝑐0 𝑐1 𝑒 −𝑖𝜔01𝑡 𝑒 −𝑡/𝑇2
Eq. 23
𝑇1 is the population relaxation time and 𝑇2 is the homogeneous dephasing time. The two times
are related by the following,
1
1
1
=
+ ∗
𝑇2 2𝑇1 𝑇2
Eq. 24
where 𝑇2∗ is the pure dephasing time due to the fluctuations of the environment.
The density matrix can be represented by a quantum mechanical operator, 𝜌 = |𝜑⟩⟨𝜑|.
The elements in the matrix are found by the expansion of the wavefunction 𝜑 𝑠 for each
eigenstate:
|φs ⟩ = ∑ 𝑐𝑛𝑠 |𝑛⟩
𝑛

⟨φs | = ∑ 𝑐𝑛𝑠∗ ⟨𝑛|
𝑛

Eq. 25
Performing the ensemble average by summing over all molecules gives,
∗ 〉|𝑛⟩⟨𝑚|
𝜌̂𝑛𝑚 = 〈𝑐𝑛 𝑐𝑚

Eq. 26
It is clear that matrix elements are related to a coherence between states |𝑛⟩ and ⟨𝑚|. It is worth
noting that the polarization is calculated by,
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∗ 〉𝜇
𝑃(𝑡) = 〈𝜇〉 = ∑〈𝑐𝑛 𝑐𝑚
𝑛𝑚 = ∑ 𝜌𝑛𝑚 𝜇𝑛𝑚
𝑛𝑚

𝑛𝑚

Eq. 27
The right side of Eq. 27 is the trace of 𝜌𝜇,
〈𝜇〉 ≡ 𝑇𝑟(𝜌𝜇) ≡ 〈𝜌𝜇〉
Eq. 28
2.3. Molecular response
2.3.1. Response function
The time evolution of molecular ensemble is discussed in terms of density matrix. The
̂ (𝑡) = −𝜇̂ 𝐸 (𝑡) as
laser pulses interact with the molecules through the transition dipole operator 𝑊
̂ (𝑡) on the ensemble of wavefunctions, the
shown in Eq. 3. In order to evaluate the effect of 𝑊
density matrix can be time-propagated according to the influence of the time-dependent
Hamiltonian during the laser pulse, as shown in Eq. 4. This propagation in time will be further
discussed in chapter 2.6. Lineshape of 2DIR spectra.
The transition dipole operator is written as,
0
𝜇=(
𝜇01

𝜇01
)
0

Eq. 29
Multiplying 𝜌 with 𝜇 from both ket and bra sides of 𝜌 describes the interaction of a laser pulse
with the molecules. Such procedure can be represented by,
𝜌(1) = 𝑖(𝜇(0)𝜌(−∞) − 𝜌(−∞)𝜇(0))
Eq. 30
The electric field 𝐸(𝑡) is neglected for the moment. The macroscopic polarization is obtained by
taking the trace of 〈𝜇(𝑡1 )𝜌(1) 〉 (Eq. 28), so the linear response function is derived,
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𝑅 (1) (𝑡1 ) = 𝑖〈𝜇(𝑡1 )𝜇(0)𝜌(−∞)〉 − 𝑖〈𝜇(𝑡1 )𝜌(−∞)𝜇(0)〉
= 𝑖〈𝜇(𝑡1 )𝜇(0)𝜌(−∞)〉 − 𝑖〈𝜌(−∞)𝜇(0)𝜇(𝑡1 )〉
Eq. 31
The superscript in 𝑅 (1) means this is the first term in a perturbative expansion. With the matrix of
the response function, the macroscopic polarization of the molecular ensemble can be calculated,
which is what infrared spectroscopy detects.
2.3.2. Rotating wave approximation
The role of the electrical field 𝐸(𝑡) has been ignored in previous discussion about the
̂ of the
macroscopic polarization 𝑃(𝑡). 𝐸(𝑡) plays a role in 𝑃(𝑡) through the perturbation term 𝑊
Hamiltonian. To precisely include 𝐸(𝑡) in the polarization, the time-dependent Schrodinger
equation should be solved. The linear response theory is used to solve this problem, where the
laser pulse is assumed to be weak so that the macroscopic polarization changes linearly with the
electric field strength. When the envelope of the electric field is a -function in time, or 𝐸 ′ (𝑡) =
𝛿(𝑡), the macroscopic polarization can reproduce the molecular response,
𝑃(1) (𝑡) ∝ 𝑅 (1) (𝑡)
Eq. 32
With linear response theory, the finite width pulse is treated as a sum of -function pulses which
gives the pulse envelope 𝐸 ′ (𝑡). The first-order response function is convoluted with the laser
pulse to calculate the macroscopic polarization,
∞

𝑃

(1)

(𝑡) = ∫ 𝑑𝑡1 𝐸 ′ (𝑡 − 𝑡1 )𝑅 (1) (𝑡1 )
0

Eq. 33
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The electric fields have real values in experiments, but they can be written with positive and
negative frequencies as the following,
2𝐸 ′ (𝑡) cos(𝜔𝑡) = 𝐸 ′ (𝑡)(𝑒 −𝑖𝜔𝑡 + 𝑒 +𝑖𝜔𝑡 ) = 𝐸(𝑡) + 𝐸 ∗ (𝑡)
Eq. 34
Substituting Eq. 34 into Eq. 33 gives,
∞

𝑃(1) (𝑡) = ∫ 𝑑𝑡1 (𝐸(𝑡 − 𝑡1 ) + 𝐸 ∗ (𝑡 − 𝑡1 ))𝑅 (1) (𝑡1 )
0

Eq. 35
To continue the derivation, the function of linear response is required. As in Eq. 31, there
are two terms in the response function. Therefore, the resulting macroscopic polarization should
have four combinations of electric fields and molecular responses. When the homogeneous
dephasing is added to the first term in Eq. 31, the response function becomes,
𝑅 (1) (𝑡1 ) = 𝑖〈𝜇(𝑡1 )𝜇(0)𝜌(−∞)〉 = 𝑖𝑒 −𝑖𝜔01 𝑡1 𝑒 −𝑡1 /𝑇2
Eq. 36
Assuming the laser field is resonant with the transition (𝜔 = 𝜔01 ), the macroscopic polarization
for the first term becomes,
∞

𝑃(1) (𝑡) ∝ 𝑖𝑒 −𝑖𝜔𝑡 ∫ 𝑑𝑡1 𝐸 ′ (𝑡 − 𝑡1 )𝑒

𝑡
− 1
𝑇2

∞

+ 𝑖𝑒 +𝑖𝜔𝑡 ∫ 𝑑𝑡1 𝐸 ′ (𝑡 − 𝑡1 )𝑒

0

𝑡
− 1 −𝑖2𝜔𝑡
𝑇2 𝑒
1

0

Eq. 37
The first term of Eq. 37 is slowly varying as a function of time 𝑡1 , while the second term is
highly oscillating. Thus, the second integral is much smaller than the first. When the smaller
term is ignored, this method is named the rotating wave approximation (RWA). With this
approximation, it is found that 𝐸(𝑡) creates the coherence and the linear polarization is
represented by one term only:
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∞

𝑃(1) (𝑡) = ∫ 𝑑𝑡1 𝐸(𝑡 − 𝑡1 )𝑒

𝑡
− 1
𝑇2

𝑅 (1) (𝑡1 )

0

Eq. 38
while the term interacting with 𝐸 ∗ (𝑡 − 𝑡1 ) disappears. The same calculation is applied to the
second term of Eq. 31,
𝑅 ∗(1) (𝑡1 ) = 𝑖〈𝜌(−∞)𝜇(0)𝜇(𝑡1 )〉 = −𝑖𝑒 +𝑖𝜔01 𝑡1 𝑒 −𝑡1 /𝑇2
Eq. 39
It is found that only 𝐸 ∗ (𝑡 − 𝑡1 ) generates the coherence while 𝐸(𝑡 − 𝑡1 ) vanishes. RWA is useful
for studying the evolution of ground and excited states because it offers an approximate analytic
solution for the time-dependent Schrodinger equation.107

Figure 2.2. a) The transition between two vibrational states, |0⟩ and |1⟩, with a transition
frequency of 01, considered for linear spectroscopy. b) Feynman diagram for the two vibrational
states. An electric field is applied on the sample, which is followed by an emission of the electric
field from the sample after a duration of time, t1. c) A schematic of the typical experimental setup
for linear spectroscopy. An electric field is applied on the sample as an input, followed by an
emission of the electric field from the sample as the output. Both electric fields go through the
spectrometer and then the detector to collect IR spectra of the sample.
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2.4. Linear spectroscopy
For the linear spectra measured by weak infrared light, there are two vibrational states
and one Feynman diagram to consider (Figure 2.2). Before the infrared light, meaning at
negative times, the system is in the ground state. At 𝑡 = 0, the off-diagonal element of the
density matrix is generated, which depends on the transition dipole moment,
𝜌10 = 𝜌01 ∝ 𝑖𝜇01
Eq. 40
It was discussed in Eq. 23 that 𝜌10 oscillates at the frequency 𝜔01 and decays with the
homogeneous lifetime 𝑇2 ,
𝜌10 ∝ 𝑖𝜇01 𝑒 −𝑖𝜔01 𝑡1 𝑒 −𝑡1 /𝑇2
Eq. 41
After a time period 𝑡1 , the first-order response of the system due to the interaction with the
infrared light can be derived from 〈𝜇〉 ≡ 𝑇𝑟(𝜌𝜇01 ), which is,
2 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2
𝑅 (1) (𝑡1 ) ∝ 𝑖𝜇01
𝑒
𝑒

Eq. 42
The superscript of 𝑅 (1) indicates that it is the first term in the general response function. 𝑅 (1) is
convoluted by the envelope of the laser pulse in order to create a macroscopic polarization in the
sample,
∞

𝑃 (1) (𝑡) ∝ ∫ 𝑑𝑡1 𝑅 (1) (𝑡1 )𝐸(𝑡 − 𝑡1 ) 𝑒 −𝑖𝜔(𝑡−𝑡1 )+𝑖𝑘⃗1 𝑟+𝑖𝜙
0

Eq. 43
The emitted field has a 90° phase shift from 𝑃 (1) (𝑡),
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(1)

𝐸𝑠𝑖𝑔 ∝ 𝑖𝑃(1) (𝑡)
Eq. 44
The molecular response of the system is the aim of measurement because it encloses
information about the molecules. Since the homogeneous lifetime 𝑇2 is usually in the range of 15 ps, femtosecond pulses are needed to measure the molecular response. The necessity of using
femtosecond infrared pulses is the main reason that 2DIR has just become practical in the past
⃗ 1 in Eq. 43 has a directionality into the density matrix,
decades. Notice that the wavevector 𝑘
⃗𝑠 = ∑𝑘
⃗ 𝑛.
where the maximum of the signal is obtained when 𝑘
In linear spectroscopy, the electric field is emitted in the same direction as the incident
⃗𝑠 = 𝑘
⃗ 1 . (Figure 2.2) A spectrometer is used for the detection in the direction of the
beam 𝑘
emitted field. The spectrometer performs a sequence of operations on the electric fields, where
the electric field is initially Fourier transformed and then has its magnitude squared. The detected
signal of the electric field after the operations of the spectrometer is written as,
2

∞

𝑆(𝜔) ∝ |∫ {𝐸(𝑡) +
0

(1)
𝐸𝑠𝑖𝑔 (𝑡)}𝑒 𝑖𝜔𝑡 𝑑𝑡|

∞

∞

(1)

(1)

∝ 𝐼0 (𝜔) + 2ℜ (∫ 𝐸(𝑡)𝑒 𝑖𝜔𝑡 𝑑𝑡 ∙ ∫ 𝐸𝑠𝑖𝑔 (𝑡)𝑒 𝑖𝜔𝑡 𝑑𝑡) + 𝐼𝑠𝑖𝑔 (𝜔)
0

0

(1)

≈ 𝐼0 (𝜔) + 2ℜ (𝐸(𝜔) ∙ 𝐸𝑠𝑖𝑔 (𝜔)).
Eq. 45
(1)

(1)

𝐼𝑠𝑖𝑔 (𝜔) is the spectrum of the signal 𝐸𝑠𝑖𝑔 , which is much smaller than the spectrum of laser pulse
(1)

𝐼0 (𝜔), so it is ignored. The interference term of 𝐸(𝜔) ∙ 𝐸𝑠𝑖𝑔 (𝜔) is due to the heterodyne between
emitted field and incident pulse, which should be isolated in order to obtain the information of
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the molecules. To achieve this purpose, the absorbance of the sample is calculated by subtracting
the spectrum of the laser pulse to the first order,
𝑆 ′ (𝜔) ≡ − log

𝑆(𝜔)
(1)
≈ 2ℜ (𝐸(𝜔) ∙ 𝐸𝑠𝑖𝑔 (𝜔))
𝐼0 (𝜔)
Eq. 46

Assuming the laser pulse is simply a -function in time, the interference term reduces to only the
(1)

Fourier transform of the emitted electric field, 𝐸𝑠𝑖𝑔 (𝜔). Substituting the molecular response
𝑅 (1) (𝑡1 ) from Eq. 42 into Eq. 46 gives the signal as the following,
∞

𝑆

′ (𝜔)

= 2ℜ ∫ 𝑖𝑅

∞
(1)

(𝑡)𝑒

𝑖𝜔𝑡

2 𝑖(𝜔−𝜔01 )𝑡1
𝑑𝑡 ∝ ℜ ∫ 𝜇01
𝑒
𝑒

0

𝑡
− 1
𝑇2 𝑑𝑡
1

0

2
∝ ℜ𝜇01

1
𝑖(𝜔 − 𝜔01 ) − 1/𝑇2

Eq. 47
After heterodyned with the laser pulse, only the real part of the signal can be obtained, which
possesses a Lorentzian lineshape:
2
𝐴(𝜔) ∝ 𝜇01

1/𝑇2
(𝜔 − 𝜔01 )2 + 1/𝑇22
Eq. 48

This is called the absorptive part of the band. The full width at half maximum (FWHM) is
simply,
∆𝜈 =

∆𝜔
1
=
2𝜋 𝜋𝑇2

Eq. 49
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Figure 2.3. Sequence of pulse interactions with dipoles in 2DIR experiment. Three pulses,
represented by (0), (t1), and (t1+t2), are used to generate the photon echo from the sample.
The time separation between first and second pulses is t1, while the time separation between
second and third pulses is t1+t2. The photon echo can be collected after a time duration of
t1+t2+t3.
2.5. Non-linear spectroscopy
In non-linear spectroscopy of 2DIR, the emitted field is generated by third-order response
functions. The non-linear response function can be derived in a similar way as the linear
response function. The pulse sequence for the 2DIR experiment is shown in Figure 2.3. At time
𝑡 = 0, a 𝜌10 off-diagonal matrix element of the density matrix is generated as shown in Eq. 40.
During time 𝑡1 , the density matrix of the system can be represented by Eq. 41. At time 𝑡 = 𝑡1 , a
population state is generated by the interaction with the second pulse,
2 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2
𝜌11 ∝ 𝑖𝜇01
𝑒
𝑒

Eq. 50
During time 𝑡2 , the population state undergoes a population relaxation with a decay time 𝑇1 ,
2 −𝑖𝜔01 𝑡1 −𝑡2 /𝑇2 −𝑡1 /𝑇1
𝜌11 ∝ 𝑖𝜇01
𝑒
𝑒
𝑒

Eq. 51
At 𝑡 = 𝑡1 + 𝑡2 , the system interacts with the third pulse and is switched back to a coherent state
which dephases during time 𝑡3 ,
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3 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2 −𝑡2 /𝑇1 −𝑖𝜔01 𝑡3 −𝑡3 /𝑇2
𝜌10 ∝ 𝑖𝜇01
𝑒
𝑒
𝑒
𝑒
𝑒

Eq. 52
At 𝑡 = 𝑡1 + 𝑡2 + 𝑡3 , the third-order response function produces the macroscopic polarization and
the emitted signal field, as given by 〈𝜇〉 ≡ 𝑇𝑟(𝜌𝜇01 ),
4 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2 −𝑡2 /𝑇1 −𝑖𝜔01 𝑡3 −𝑡3 /𝑇2
𝑅4 (𝑡1 , 𝑡2 , 𝑡3 ) ∝ 𝑖𝜇01
𝑒
𝑒
𝑒
𝑒
𝑒

Eq. 53

Figure 2.4. Left: energy potential for an anharmonic oscillator with three quantum states, |0⟩, |1⟩
and |2⟩. The transition frequencies are 01 and 12 for the transition from |0⟩ to |1⟩, and |1⟩ to
|2⟩, respectively. Right: six Feynman diagrams for third-order non-linear response functions
starting from the ground state |0⟩⟨0|. Rephasing and non-rephasing diagrams are shown in top
and bottom panels, respectively. In each diagram, three pulses are used to generate the third⃗ 1, 𝑘
⃗ 2 and 𝑘
⃗ 3 . Details
order nonlinear response from the sample. Three pulses are represented by 𝑘
of the diagrams are illustrated in the text.
The third-order response of molecules can be achieved by multiple pathways as shown in
the double-sided Feynman diagrams of Figure 2.4. The other five Feynman pathways can be
generated by the same procedure. For example, the Feynman diagram 𝑅1 is found to be,
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4 +𝑖𝜔01 𝑡1 −𝑡1 /𝑇2 −𝑡2 /𝑇1 −𝑖𝜔01 𝑡3 −𝑡3 /𝑇2
𝑅1 (𝑡1 , 𝑡2 , 𝑡3 ) ∝ 𝑖𝜇01
𝑒
𝑒
𝑒
𝑒
𝑒

Eq. 54
where the element oscillates as the complex conjugate of 𝑅4 during time 𝑡1 . It turns out that 𝑅2
and 𝑅1 , or 𝑅5 and 𝑅4 , have the same sequences of coherences, so 𝑅2 = 𝑅1, 𝑅5 = 𝑅4 . On the
other hand, the pathways 𝑅3 and 𝑅6 involve the overtone state |2⟩. The corresponding response
functions are,
(01)

2 2 +𝑖𝜔01 𝑡1 −𝑡1 /𝑇2
𝑅3 (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑖𝜇01
𝜇12 𝑒

(01)

2 2 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2
𝑅6 (𝑡3 , 𝑡2 , 𝑡1 ) ∝ 𝑖𝜇01
𝜇12 𝑒

(12)

𝑒 −𝑡2 /𝑇1 𝑒 −𝑖𝜔12 𝑡3 −𝑡3/𝑇2

(12)

𝑒 −𝑡2 /𝑇1 𝑒 −𝑖𝜔12 𝑡3 −𝑡3/𝑇2

Eq. 55
It is worth noting that in the vector representations of 𝑅1 , 𝑅2 and 𝑅3 , the individual
vectors rephase after time 𝑡3 (𝑡3 = 𝑡1) to reproduce the macroscopic polarization of the
ensemble. The reappearance of the polarization is called a photon echo. Thus 𝑅1 , 𝑅2 and 𝑅3 are
rephasing pathways. Due to the lack of such photon echo, 𝑅4 , 𝑅5 and 𝑅6 are called non⃗1 +𝑘
⃗2+𝑘
⃗ 3,
rephasing pathways. The rephasing diagrams are emitted in the direction of −𝑘
⃗1 −𝑘
⃗2+𝑘
⃗ 3 . In fact, by
while the non-rephasing diagrams are emitted in the direction of +𝑘
switching the time ordering of first two pulses, the rephasing and non-rephasing responses can be
easily achieved. In most general form, a 2DIR experiment applies a beam geometry where the
⃗1 ±𝑘
⃗2+𝑘
⃗ 3 , so that the output
laser pulses have different wavevectors from the directions of ∓𝑘
field can be emitted noncollinearly with any input fields. Such a phase matching direction is
shown in Figure 2.5.
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Figure 2.5. Phase matching direction selected in 2DIR setup. R stands for the light from
⃗1 +𝑘
⃗2+𝑘
⃗ 3 , which is shown in the left, top corner. NR
rephasing responses in the direction of −𝑘
⃗1 −𝑘
⃗2+𝑘
⃗ 3 , which is
stands for the light from non-rephasing responses in the direction of +𝑘
⃗ 1, 𝑘
⃗ 2 and 𝑘
⃗ 3. 𝑘
⃗3
shown in the right, top corner. The other light beams are from the input pulses, 𝑘
⃗ 1 and 𝑘
⃗ 2 are below 𝑘
⃗ 3. 𝑘
⃗ 1 is on the left and
is positioned close to the center of the figure, while 𝑘
⃗ 2 is on the right.
𝑘
2.6. Lineshape of 2DIR spectra
Previously, the transition frequency 𝜔01 was considered as a constant, meaning it is not
time-dependent. In a real sample, the potential energy surface of the vibrational transition of the
molecule is deformed, so the frequency 𝜔01 changes in time. In this section, Kubo’s stochastic
theory of lineshape is applied to describe the dephasing of coherences.119, 120 The variation of
𝜔01 in time results in pure and inhomogeneous dephasing, which is useful for studying the
structure and dynamics in the solution.
For a single molecule during a coherence time, the time evolution of the density matrix
can be written as,
𝜌̇ 01 (𝑡) = −𝑖𝜔01 (𝑡)𝜌01 (𝑡)
Eq. 56
and should follow the Liouville-von Neumann equation107, 121, 122,
𝑖
̂ (𝑡), 𝜌(𝑡)]
𝜌̇ = − [𝐻
ℎ 0
Eq. 57
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Integration of Eq. 56 gives the following,
𝑡

𝜌01 (𝑡) ∝ exp (−𝑖 ∫ 𝜔01 (𝜏)𝑑𝜏)
0

Eq. 58
The average of density matrix over all individual molecules is,
𝑡

𝜌01 (𝑡) ∝ 〈exp (−𝑖 ∫ 𝜔01 (𝜏)𝑑𝜏)〉
0

Eq. 59
where the notation 〈… 〉 indicates the ensemble average. The instantaneous frequency 𝜔(𝑡)
should change with time due to the variation of environment, which fluctuates around the
average frequency 𝜔01 . The time-dependent transition frequency of the vibrational state can be
represented by,
𝜔01 (𝑡) = 𝜔01 + 𝛿𝜔01 (𝑡)
Eq. 60
where the first term is the mean frequency and the second term is the frequency fluctuation. The
time average of the fluctuation term is 0, meaning 〈𝛿𝜔01 〉 = 0, so Eq. 59 becomes,
𝑡

𝜌01 (𝑡) ∝ 𝑒

−𝑖𝜔01 𝑡

〈exp (−𝑖 ∫ 𝛿𝜔01 (𝜏)𝑑𝜏)〉
0

Eq. 61
Following this procedure, all response functions can be translated into a new form where
𝜔01 is time-dependent. For instance, the linear response function in Eq. 42 becomes,
𝑡1

2 −𝑖𝜔01 𝑡1 〈exp
𝑅 (1) (𝑡1 ) = 𝑖𝜇01
𝑒
(−𝑖 ∫ 𝑑𝜏𝛿𝜔01 (𝜏))〉
0

Eq. 62
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The ensemble average for all molecules in Eq. 61 is slowly converging due to the oscillatory
exponential function, so the expression can be expanded with cumulant expansion truncated after
the second order. Thus, the second exponential term in Eq. 61 can be expanded in powers of
𝛿𝜔01,
𝑡
𝑡
1 𝑡 𝑡
〈exp (−𝑖 ∫ 𝑑𝜏 𝛿𝜔01 (𝜏))〉 = 1 − 𝑖 ∫ 𝑑𝜏〈𝛿𝜔01 (𝜏)〉 − ∫ ∫ 𝑑𝜏 ′ 𝑑𝜏 ′′ 〈𝛿𝜔01 (𝜏 ′ )𝛿𝜔01 (𝜏 ′′ )〉 + ⋯
2 0 0
0
0

Eq. 63
In addition, this expression can be written as,
𝑡
1
〈exp (−𝑖 ∫ 𝛿𝜔01 (𝜏)𝑑𝜏)〉 ≡ 𝑒 −𝑔(𝑡) = 1 − 𝑔(𝑡) + 𝑔2 (𝑡) + ⋯,
2
0

Eq. 64
and the 𝑔(𝑡) can be expanded in powers of 𝛿𝜔01 ,
𝑔(𝑡) = 𝑔1 (𝑡) + 𝑔2 (𝑡) + ⋯
Eq. 65
2
In the above equation, 𝑔1 (𝑡) is on the order of 𝛿𝜔01, 𝑔2 (𝑡) is on the order of 𝛿𝜔01
, etc. Inserting

Eq. 65 into Eq. 64 gives,
1
𝑒 −𝑔(𝑡) = 1 − (𝑔1 (𝑡) + 𝑔2 (𝑡) + ⋯ ) + (𝑔1 (𝑡) + 𝑔2 (𝑡) + ⋯ )2 + ⋯
2
Eq. 66
The term of 𝛿𝜔01 vanishes by construct (𝑔1 (𝑡) = 0), because 〈𝛿𝜔01 〉 = 0. Therefore, the
dominant term is 𝑔2 (𝑡), which is called the lineshape function,
𝑔(𝑡) =

1 𝑡 𝑡 ′ ′′
∫ ∫ 𝑑𝜏 𝑑𝜏 〈𝛿𝜔01 (𝜏 ′ )𝛿𝜔01 (𝜏 ′′ )〉
2 0 0
Eq. 67
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Because the lineshape for a molecule is measured at the equilibrium, the absolute time of
measurements is not important. Instead, the difference between times of measurements matters,
which means the frequency fluctuation function is stationary. Moreover, because the time
correlation function is stationary, it should also be even. Thus, the correlation function can be
written as,
〈𝛿𝜔01 (𝜏 ′ )𝛿𝜔01 (𝜏 ′′ )〉 = 〈𝛿𝜔01 (𝜏 ′ − 𝜏 ′′ )𝛿𝜔01 (0)〉 = 〈𝛿𝜔01 (𝜏 ′′ − 𝜏 ′ )𝛿𝜔01 (0)〉
= 〈𝛿𝜔01 (𝜏)𝛿𝜔01 (0)〉
Eq. 68
The function 〈𝛿𝜔01 (𝜏)𝛿𝜔01 (0)〉 is called the frequency-frequency correlation function (FFCF).
Plugging 𝑔(𝑡) into Eq. 62, the linear response function becomes,
2 −𝑖𝜔01 𝑡1 −𝑔(𝑡)
𝑅 (1) (𝑡1 ) = 𝑖𝜇01
𝑒
𝑒

Eq. 69
and the linear absorption spectrum is obtained,
∞

𝑆(𝜔) ∝ ℜ ∫ 𝑒 𝑖(𝜔−𝜔01 )𝑡 𝑒 −𝑔(𝑡) 𝑑𝑡
0

Eq. 70
The same formalism can be extended to non-linear spectra. In 2.5. Non-linear spectroscopy, the
response functions with dephasing can be represented as,
4 +𝑖𝜔01 𝑡1 −𝑡1 /𝑇2 −𝑖𝜔01 𝑡3 −𝑡3 /𝑇2
𝑅1,2 (𝑡1 , 𝑡2 , 𝑡3 ) ∝ 𝑖𝜇01
𝑒
𝑒
𝑒
𝑒
4 −𝑖𝜔01 𝑡1 −𝑡1 /𝑇2 −𝑖𝜔01 𝑡3 −𝑡3 /𝑇2
𝑅4,5 (𝑡1 , 𝑡2 , 𝑡3 ) ∝ 𝑖𝜇01
𝑒
𝑒
𝑒
𝑒

Eq. 71
In the above equation, the terms of the sort 𝑒 ±𝑖𝜔01𝑡 𝑒 −𝑡/𝑇2 can be replaced by
𝑡

𝑒 ±𝑖𝜔01 𝑡 〈exp (±𝑖 ∫0 𝑑𝜏𝜔01 (𝜏))〉, so the third-order response functions of a two-level system are,
36

𝑅1,2 =

𝑅4,5 =

𝑡1
4 −𝑖𝜔01 (𝑡3 −𝑡1 ) 〈exp
𝑖𝜇01 𝑒
(+𝑖 ∫ 𝛿𝜔01 (𝜏)𝑑𝜏
0
𝑡1
4 −𝑖𝜔01 (𝑡3 +𝑡1 ) 〈exp
𝑖𝜇01 𝑒
(−𝑖 ∫ 𝛿𝜔01 (𝜏)𝑑𝜏
0

𝑡3 +𝑡2 +𝑡1

𝛿𝜔01 (𝜏)𝑑𝜏)〉

−𝑖∫
𝑡2 +𝑡1
𝑡3 +𝑡2 +𝑡1

−𝑖∫

𝛿𝜔01 (𝜏)𝑑𝜏)〉

𝑡2 +𝑡1

Eq. 72
In addition, when applying the cumulant expansion truncated after second order as shown in Eq.
64 to Eq. 66, the response functions become,
4 −𝑖𝜔01 (𝑡3 −𝑡1 ) −𝑔(𝑡1 )+𝑔(𝑡2 )−𝑔(𝑡3 )−𝑔(𝑡1 +𝑡2 )−𝑔(𝑡2 +𝑡3 )+𝑔(𝑡1 +𝑡2 +𝑡3 )
𝑅1,2 = 𝑖𝜇01
𝑒
𝑒
4 −𝑖𝜔01 (𝑡3 +𝑡1 ) −𝑔(𝑡1 )−𝑔(𝑡2 )−𝑔(𝑡3 )+𝑔(𝑡1 +𝑡2 )+𝑔(𝑡2 +𝑡3 )−𝑔(𝑡1 +𝑡2 +𝑡3 )
𝑅4,5 = 𝑖𝜇01
𝑒
𝑒

Eq. 73
The non-linear response function can be simplified to the same lineshape function 𝑔(𝑡) (Eq. 67)
and the same FFCF 〈𝛿𝜔01 (𝜏)𝛿𝜔01 (0)〉 (Eq. 68). FFCF is one important function that can be
measured in infrared spectroscopy, and tells us about the dynamics of frequency fluctuations of
the molecules. In principle, the FFCF can be measured by linear spectroscopy (Eq. 69 and Eq.
70), but in fact, such measurement is ill-conditioned and not practical due to the presence of
experimental noise and double integral. Thus, non-linear spectroscopy is a much better method
for determining the FFCF of molecules.
2.7. Spectral diffusion in 2DIR spectra
Several methods have been proposed to extract the frequency-frequency correlation
function (FFCF) from 2DIR spectra. The information of FFCF is included in the evolution of the
2DIR peak shape with time, which is called spectral diffusion. Mathematically, the determination
of FFCF requires the fitting of experimental 2DIR spectra, which involves constructing a
physically motivated model of FFCF, applying the model through corresponding response
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functions and the Fourier transform, as well as varying the parameters in FFCF until a good
agreement is reached. Instead of above complicated procedure, certain features of the 2DIR
spectra can be measured in order to determine the FFCF. For instance, the tilt of the nodal line
between the 0-1 peak and 1-2 peak can be a good representation of FFCF, when the
anharmonicity is larger than the linewidth of the transition.107

Figure 2.6. An example of extracting FFCF dynamics in D2O solution of 50 mM sodium azide
(NaN3). 2DIR spectra of azide stretch at waiting time of 0, 2 and 5 ps are shown in the top panel.
X- and y-axis are probe and pump frequencies, respectively. Green and yellow dashed lines
represent the nodal line and center line of 0-1 peak, respectively. The slope of the nodal line
(slope, bottom left) and center line slope (CLS, bottom right) were used to extract FFCF
dynamics of azide stretch. The slopes were fitted by a single exponential decay with an offset,
while the fitting parameters are listed in the plots. Both methods give the dynamics of ~1.1 ps.
If the anharmonicity is smaller than or equal to the transition, the two peaks overlap and
cancel in part, making the tilt of the nodal line a measurement of anharmonicity.123 In the case of
a very inhomogeneous transition, the tilt of the nodal line is 45° at early time 𝑡 = 𝑡0, which
rotates towards 90° at late time 𝑡 = 𝑡0 + 𝜏. Since the tilt of a line can be represented by the slope
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of the line, the qualitative measurement of FFCF can be achieved by plotting the slope of nodal
line with time 𝑡. An example of extracting the nodal line is shown in Figure 2.6. To obtain the
FFCF dynamics of the azide stretch, the plot of slope vs. time is fitted by single exponential
decay because the FFCF has a form of,
〈𝛿𝜔01 (𝑡)𝛿𝜔01 (0)〉 = ∆𝜔12 𝑒 −𝑡/𝜏1 + ∆𝜔22 𝑒 −𝑡/𝜏2 ≈ ∆𝜔12 𝑒 −𝑡/𝜏1 + 𝑦0
Eq. 74
where ∆𝜔1 and ∆𝜔2 are the frequency fluctuation amplitudes, 𝜏1 and 𝜏2 are the FFCF dynamics,
and 𝑦0 is the offset. When the 𝜏2 is much longer than the investigated time window, the second
term of the exponential decay is approximated to be a constant, which is the offset 𝑦0 . The first
point at 0 ps is excluded in the fitting due to the presence of the non-resonant signal.
Another method of describing spectral diffusion in 2DIR spectra is the center line slope
(CLS).124 At a given pump frequency , a slice through the 2DIR spectrum parallel to the probe
frequency t is a spectrum when the slice is projected onto the t axis. The maximum of this
spectrum around the measured transition is one point on the center line. Searching for all maxima
of the spectra at each reveals a set of points. The line connecting the points is the center line.
Similar to the nodal line, the center line is tilted along the diagonal line at early time 𝑡 =
𝑡0 , while it gets more upright at late time 𝑡 = 𝑡0 + 𝜏. So the slope of the center line is a good
indication of spectral diffusion, where FFCF can be retrieved by plotting the CLS vs. the waiting
time. The example of CLS for the azide stretch in 50 mM D2O/NaN3 solution is shown in Figure
2.6. The CLS was fitted with a single exponential decay as shown in Eq. 74. The resulted
parameters are listed in the corresponding plot of Figure 2.6. Comparing the fitting results of
CLS with nodal line slope, though there are small differences for 𝑦0 and 𝐴1 between two
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methods, the FFCF dynamics 𝜏 is statistically the same, which proves that both methods capture
the same information from the 2DIR spectra. Some other methods for retrieving FFCF from
2DIR spectra are discussed in the reference.123

Figure 2.7. Level schemes of two coupled oscillators in two extremes: a) strong coupling regime
|𝛽12 | ≫ |ℏ𝜔2 − ℏ𝜔1 |, and b) weak coupling regime |𝛽12 | ≪ |ℏ𝜔2 − ℏ𝜔1 |. The schemes of
2DIR spectra c) and d) are shown below the corresponding level schemes a) and b), respectively.
The red (high frequency peak) and blue (low frequency peak) represent the 0-1 and 1-2
transitions, respectively. The dash lines are the diagonal lines of y=x. X- and y-axes are pump
and probe frequencies, respectively. In strong coupling regime, two cross peaks from the 0-1 and
1-2 transitions are far away in frequency as compared to the diagonal peaks. In weak coupling
regime, they are very close in frequency as compared to the diagonal peaks.
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2.8. Cross peaks in 2DIR spectra
Another important feature of 2DIR spectra is the cross peak. As shown in Figure 2.7, the
low-intensity peaks at the intersection of the two pairs of main peaks are called the cross peaks.
Usually, the appearance of cross peaks can result from either vibrational coupling/excitons66, 77 or
chemical exchange.101, 125
2.8.1. Vibrational coupling
For a system of coupled local modes, the exciton Hamiltonian should be,
1
1
𝐻 = ℏ𝜔1 (𝑏1† 𝑏1 + ) + ℏ𝜔2 (𝑏2† 𝑏2 + ) + 𝛽12 (𝑏1† 𝑏2 + 𝑏2† 𝑏1 )
2
2
Eq. 75
where the 𝑏𝑛† and 𝑏𝑛 are the creation and annihilation operators of the local oscillators,
respectively. The Hamiltonian of Eq. 75 can be expanded on a site basis {|𝑖𝑗⟩} where 𝑖 and 𝑗 refer
to the quantum number in the two modes. In this example, only two coordinates are considered
for clarification. Neglecting the zero-point energies, Eq. 75 can be written as,
𝐻 = ℏ𝜔1 𝑏1† 𝑏1 + ℏ𝜔2 𝑏2† 𝑏2 + 𝛽12 (𝑏1† 𝑏2 + 𝑏2† 𝑏1 )
Eq. 76
The coupling is included in the terms 𝑏1† 𝑏2 + 𝑏2† 𝑏1 , which describes a hopping of the excitation
from one site to the other. For example, 𝑏1† 𝑏2 |01⟩ = |10⟩, where the |𝑖𝑗⟩ is in a local mode basis.
The two-mode site basis is used to describe the third-order non-linear spectroscopy up to double
excitations, e.g. {|𝑖𝑗⟩} = |00⟩, |10⟩, |01⟩, |20⟩, |02⟩, |11⟩, because the pulses in the third-order
non-linear spectroscopy do not probe higher eigenstates. The expanded Hamiltonian can be
represented by,
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√2𝛽12
ℏ𝜔1 + ℏ𝜔2 )

Eq. 77
The Hamiltonian has only the quantum conserving terms, so it can be divided into three blocks:
the ground state, the one-exciton Hamiltonian, and the two-exciton Hamiltonian. Although the
Hamiltonian includes the coupling terms between two local modes, it is still harmonic and thus
cannot be detected by 2DIR spectroscopy.107 For a potential energy surface to create a 2DIR
spectrum, the terms of higher than second order need to be included in the Hamiltonian,
especially the ones that allow us to describe the local modes as anharmonic potentials and are
quantum-conserving. Under these conditions, the Hamiltonian becomes,
∆
∆
𝐻 = ℏ𝜔1 𝑏1† 𝑏1 + ℏ𝜔2 𝑏2† 𝑏2 + 𝛽12 (𝑏1† 𝑏2 + 𝑏2† 𝑏1 ) − 𝑏1† 𝑏1† 𝑏1 𝑏1 − 𝑏2† 𝑏2† 𝑏2 𝑏2
2
2
Eq. 78
where the terms −𝑏𝑛† 𝑏𝑛† 𝑏𝑛 𝑏𝑛 decrease the site energies of the doubly excited local modes by an
energy ∆, which is the local mode anharmonic shift. Expanding the Hamiltonian of Eq. 78 on the
same basis as previously discussed, a new Hamiltonian is expressed as,
0
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𝛽12
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2ℏ𝜔1 − ∆
0
0
2ℏ𝜔1 − ∆
√2𝛽12
Eq. 79
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√2𝛽12

√2𝛽12
√2𝛽12
ℏ𝜔1 + ℏ𝜔2 )

In this representation, the ground state and one-exciton Hamiltonians are still the same, but the
two-exciton Hamiltonian is different because of the anharmonicity of the local modes. Therefore,
assume the frequencies of two local modes are similar (𝜔1 ≈ 𝜔2 ≡ 𝜔), the Hamiltonian after
diagonalization becomes,
0
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2ℏ𝜔 − ∆)

Eq. 80
In this case, the local mode anharmonicity mixes into all double-excited states, which creates
diagonal and off-diagonal anharmonic shifts that can be measured by 2DIR spectroscopy.
Now that the exciton Hamiltonian is introduced, the spectroscopy of the excitons can be studied.
The vibrational coupling or the excitonic nature of the transitions provides valuable information
about the 3D structure of the molecular system. In the model of two coupled transition dipoles,
the coupling between the pair of dipoles can be written as,
𝛽𝑖𝑗 =

(𝑟𝑖𝑗 ∙ 𝜇𝑖 )(𝑟𝑖𝑗 ∙ 𝜇𝑗 )
1 𝜇𝑖 ∙ 𝜇𝑗
[ 3 −3
]
4𝜋𝜖0 𝑟𝑖𝑗
𝑟𝑖𝑗5
Eq. 81

where 𝜇𝑖 , 𝜇𝑗 are the transition dipoles of the local modes and 𝑟𝑖𝑗 is the vector connecting the sites
𝑖 and 𝑗.
For the linear spectrum of a coupled dimer, the one-exciton Hamiltonian is considered,
which is:
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ℏ𝜔
𝐻1 = ( 1
𝛽12

𝛽12
).
ℏ𝜔2

Eq. 82
The eigenvalues of above Hamiltonian are:
(𝑒𝑥)

𝐸1,2 =

2
ℏ𝜔1 + ℏ𝜔2 ∓ √4𝛽12
+ (ℏ𝜔2 − ℏ𝜔1 )2
2

Eq. 83
The eigenstates of above Hamiltonian are:
|Φ1 ⟩ = + cos 𝛼|10⟩ − sin 𝛼|01⟩
|Φ2 ⟩ = + sin 𝛼|10⟩ + cos 𝛼|01⟩
Eq. 84
(𝑒𝑥)

for the eigenvalues of 𝐸1

(𝑒𝑥)

and 𝐸2

, respectively, with a mixing angle of tan 2𝛼 = 2 ℏ𝜔

𝛽12
2 −ℏ𝜔1

.

The transition dipole moments can be derived in the same way,
(𝑒𝑥)

= + cos 𝛼 ∙ 𝜇1 − sin 𝛼 ∙ 𝜇2

(𝑒𝑥)

= + sin 𝛼 ∙ 𝜇1 + cos 𝛼 ∙ 𝜇2

𝜇1

𝜇2

Eq. 85
(𝑒𝑥)

Thus, the intensities of the two observed transitions, which are |𝜇1

2

(𝑒𝑥)

| and |𝜇2

2

| , are

dependent on the relative orientation of the two coupled transition dipoles, the coupling strength
𝛽12 and frequency separation (ℏ𝜔2 − ℏ𝜔1 ). In principle, linear spectra can provide structural
information for different geometries of molecules. However, the linear spectra of the molecules
can be so convoluted that the peaks from different structures are not distinguishable.
2DIR spectroscopy can make the distinction between different structures by mixing the
local mode anharmonicity ∆ into the two-exciton states as shown in Eq. 80. In the strong
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coupling limit where |𝛽12 | ≫ |ℏ𝜔2 − ℏ𝜔1 |, the cross peaks in 2DIR spectra have a larger
separation than the diagonal peaks since the excitons are delocalized over the two local modes.
In the weak coupling limit with |𝛽12 | ≪ |ℏ𝜔2 − ℏ𝜔1 |, the excitations are localized so the
resulting 2DIR spectrum looks similar to the uncoupled spectrum. In this limit, the diagonal
anharmonicities are ∆11 ≈ ∆22 ≈ −∆, so the off-diagonal anharmonicities can be calculated126,
2
𝛽12
∆12 = −4∆
(ℏ𝜔2 − ℏ𝜔1 )2

Eq. 86
In the weak coupling limit, the splitting of the cross peaks is proportional to the squared strength
of the coupling constant. Since the splitting is usually smaller than the spectral widths, the two
cross peaks from 0-1 and 1-2 transitions overlap partially and cancel. Therefore, instead of one
pair of cross peaks, only one peak with low intensity can be observed. In addition, the diagonal
peak intensity in 2DIR spectra is proportional to |𝜇 |4 while the peak intensity in linear spectra is
only proportional to |𝜇 |2, so the strong peak becomes even more prominent in 2DIR spectra.
Since the cross peak intensity is proportional to |𝜇1 |2 |𝜇2 |2 , the cross peak will disappear when
the diagonal peak disappears. During the measurement of non-linear spectra, the Hamiltonian of
a coupled dimer changes at different population times (𝑡2 , Figure 2.3), which leads to energy
transfer between eigenstates that can change the intensity of cross peaks or even create new
peaks. In fact, the intensity of cross peak grows with increasing 𝑡2 and will decrease at very long
time after a plateau. The lineshape of the peaks also changes due to the fluctuations of the
solvent and molecular structure. Thus, the evolution of cross peaks in time can provide
dynamical information about the structure and environment of molecules, e.g. population
relaxation, population transfer and coherence transfer.
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Figure 2.8. Scheme of hydrogen bond making and breaking of methyl acetate in deuterated water
(D2O). On the left side of the equilibrium, two D2O molecules form hydrogen bonds with the
oxygen atom of the methyl acetate. On the right side of the equilibrium, one hydrogen bond
breaks between the methyl acetate and one D2O molecule, leaving only one hydrogen bond
between methyl acetate and the other D2O molecule.
2.8.2. Chemical exchange
The other process that causes time-dependent cross peaks is chemical exchange. For
example, the FTIR spectrum of methyl acetate in D2O has one broad band with two sub-bands in
the carbonyl stretch region.127 The sub-band at low frequency side corresponds to the carbonyl
group forming two hydrogen bonds with deuterated water, while the sub-band at high frequency
side corresponds to the carbonyl group forming one hydrogen bond with the deuterated water.
The band of hydrogen-bonded carbonyl stretch is red-shifted from the free carbonyl stretch
because the hydrogen bonding strongly deforms the potential energy curve of the carbonyl
stretch. Multiple peaks of the same vibrational mode can occur when this mode is positioned in
multiple environments, or in other words, has different potential surfaces. Since the hydrogen
bonds are usually weak, they can constantly form and break on a femtosecond to picosecond
time scale as shown in Figure 2.8, which creates a kinetic/chemical exchange between the two
states of the transition. The exchange between different transition states like this can be probed
by 2DIR spectroscopy via the appearance of cross peaks.128 At waiting time zero, the two states
of carbonyl stretch are observed as the diagonal peaks, while the cross peaks are absent because
the making and breaking of hydrogen bonds happen on a longer time scale and the coupling
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between two states is negligible. As waiting time increases, the two states exchange, which
creates the cross peaks on the off-diagonal line. As a result, the dynamics of the cross peak is a
direct observation of the exchange dynamics of the two states.

Figure 2.9. Simplified schematic layout of the optical parametric amplifier used for generating
infrared pulses. Details of the layout are illustrated in the text.
2.9. 2DIR experimental setup
2.9.1. Laser pulse generation
The Mai-Tai SP with Spitfire Ace High-performance Ti:sapphire system is used to
generate an ultrafast laser pulse. Ultrafast pulses are produced with passive mode locking
technique, where the continuum wave light is focused into a Ti:sapphire crystal, and shortened in
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the cavity exploiting non-linear optical Kerr-Lens effect.129 The other cavity components are an
end mirror, an output coupler, and a prism pair in order to compensate for the dispersion of
Ti:sapphire crystal. The resulting pulse is centered at ~800 nm with low peak power, which
serves as the seed pulse to be amplified. To avoid serious damage to the amplification cavity,
chirped pulse amplification technique was utilized.130 In this case, the ultrafast laser pulse is first
stretched out temporally, then amplified, and finally compressed again. After the compressor, a
laser pulse centered at ~800 nm with 5 kHz repetition rate, a temporal width of ~60fs, and an
average power of 5.0 W is safely generated.
An optical parametric amplifier (OPA) is used for generating pulses in the mid-infrared
region with the amplified ~800 nm pulse as input. The simplified schematic layout of the OPA is
shown in Figure 2.9. The input pulse is split into three beams, two of which serve as the pump
pulses with the last one working as the white light seed. The white light seed is focused on a 2
mm thick sapphire plate in order to generate the white light. The resulting white light and the
pump pulses are focused on a -BaB2O4 crystal (BBO, type Ⅱ, 2 mm thickness) to generate the
signal and idler beams in two steps. First, the white light and one of the pump pulses (~50 J) are
combined on the BBO crystal in order to preamplify the desired frequency component of the
output beam. Second, the preamplified beam is overlapped with the other pump pulse (~ 270J)
on the same BBO crystal at a different spot in order to amplify the power of signal beam. After
the power amplifier, signal and idler beams are separated from the pump using dichroic mirrors.
The mid-infrared pulse is later generated by difference frequency generation (DFG) between
signal and idler beams focused on a AgGaS2 crystal (AGS, type Ⅱ, 1 mm thickness). The pulses
other than the desired infrared pulse will be filtered by a germanium filter so that only the
infrared pulse can be transmitted.
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Figure 2.10. Simplified schematic layout for 2DIR spectroscopy setup. Details of the layout are
illustrated in the text.
2.9.2. 2DIR spectroscopy
Several ways of experimental setup design have been proposed for collecting
heterodyned photon echo signals generated by three incident pulses. In our lab, the most
commonly used geometry of 2DIR setup is employed, which is called the box-CARS phasematching geometry.131 The simplified schematic layout of the 2DIR setup is shown in Figure
⃗ 1, 𝑘
⃗ 2 and 𝑘
⃗ 3 . The
2.10. The incident beam is split into four pulses: the local oscillator (LO), 𝑘
path of each pulse can be modified with a computer-controlled translation stage that moves at a
nanometer scale. With the precise motion of the stage, the time interval between pulses can be
modified with attosecond time resolution. A synchronized chopper at the frequency of 2.5 kHz is
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positioned on the path of 𝑘⃗3 to allow for the subtraction of the local oscillator intensity. The three
⃗ 1, 𝑘
⃗ 2 and 𝑘
⃗ 3 are focused on the sample to generate the photon echo signal. The liquid
pulses 𝑘
sample is held in a mounted O-ring-sealed sample cell with two CaF2 windows separated by a
Teflon spacer. The emitted photon echo is overlapped and heterodyned with the LO on a CaF2
beamsplitter. The interfered signal is then detected by a liquid nitrogen-cooled 64-element MCT
array detector through a monochromator. The experimental setup is enclosed in an air-tight handmade box, which is purged with CO2 and H2O filtered air to avoid contact with CO2 and water.
The coherent time  and the center wavelength  are varied in the experiment to collect
absorptive 2DIR spectra for the vibrational modes of interest at different waiting times.
After the raw data are collected in the form of time  and wavelength , they are first
inverse Fourier transformed from 𝑆(𝜏, 𝑇, 𝜆𝑘 ) to 𝑆(𝜏, 𝑇, 𝑡), followed by another Fourier transform
⃗ 2 and 𝑘
⃗ 3, 𝜆𝑘 is the
from 𝑆(𝜏, 𝑇, 𝑡) to 𝑆(𝜔𝜏 , 𝑇, 𝜔𝑡 ), where 𝑇 is the waiting time between 𝑘
⃗ 3 and LO, and 𝜔𝜏 /𝜔𝑡 is
wavelength of the kth detector element, 𝑡 is the coherent time between 𝑘
the evenly spaced pump/probe frequency. The inverse Fourier transform is performed as:
64

𝑆(𝜏, 𝑇, 𝑡) = ∑ 𝑆̃(𝜏, 𝑇, 𝜆𝑘 )𝑒 −𝑖𝜔𝑘𝑡 Δ𝜔𝑘
𝑘=1

Eq. 87
where 𝜔𝑘 =

2𝜋𝑐
𝜆𝑘

and Δ𝜔𝑘 =

2𝜋𝑐
1
2

𝜆𝑘 − Δ𝜆

−

2𝜋𝑐
1
2

. Δ𝜆 is the wavelength difference between two

𝜆𝑘 + Δ𝜆

neighboring elements of the detector. The final coherent time 𝑡 is obtained by moving the time
delay for LO and examining the interference between LO and photon echo. Notice that the LO
always precedes the photon echo by 0.5 to 1 ps for full data acquisition. Then the double Fourier
transform of the signal is performed as:
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𝑆̃(𝜏, 𝑇, 𝜔𝑡 ) = ∑ 𝑆(𝜏, 𝑇, 𝑡)𝑒 𝑖𝜔𝑡𝑡 Δ𝑡
𝑡

𝑆̃(𝜔𝜏 , 𝑇, 𝜔𝑡 ) = ∑ 𝑆(𝜏, 𝑇, 𝜔𝑡 )𝑒 𝑖𝜔𝜏𝑡 Δ𝜏
𝑡

Eq. 88
Both rephasing and nonrephasing data are processed in the same method following the procedure
discussed above. The final frequency domain data are corrected by putting a relative phase
between the rephasing and nonrephasing signals.
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CHAPTER 3. STRUCTURE AND DYNAMICS OF THE LITHIUM ION
SOLVATION SHELL IN UREAS
Lithium ion batteries have become ubiquitous to modern life due to its use in the energy storage
needs of our daily lives. In past several decades, much effort has been put into studying the
molecular structure of electrolytes composed of organic carbonates. However, other solvents
with similar properties but better thermal stabilities, such as tertiary amides, have not received
the same level of scrutiny. In this work, solutions of lithium salts in ureas, tertiary amides with
structure RR’N-CO-NR’’R’’’, with different sizes and connectivity are studied. Ureas present an
interesting case study because unlike organic carbonates the amide bond is planar and has
restricted conformational change. In addition, ureas cannot bind the lithium ion through their
nitrogen atoms. By using steady-state and time-resolved infrared spectroscopies and ab-initio
computational methods, detailed descriptions of the changes to the lithium ion solvation structure
as a result of the urea structure were derived for three ureas bearing a strong resemblance to
commonly used organic carbonates. These results show that the solvation shell of ureas has a
tetrahedral structure similar to other organic solvents. Although the structure of the amide bonds
in these ureas is similar to that of carbonate molecules, the atomic connectivity differs. In
addition, the dynamics of the cation solvation shell formed by ureas shows a picosecond motion,
which is attributed to deformation of the tetrahedral structure. Our investigations also indicate
that the deformation dynamics is controlled directly by the size of the urea due to the rigidity of
the amide bond in these molecules. Overall, this work shows that ureas share similarity with their
organic carbonate analogues, but the rigid urea structure provides an easier framework for
interpreting the vibrational observations in terms of the solvent molecular structure.
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This chapter was previously published as Chen, X.; Fulfer, K. D.; Woodard, K. T.; Kuroda, D.
G., "Structure and dynamics of the litium ion solvation shell in ureas," The Journal of Physical
Chemistry B, 2019, 123 (46), 9889-9898, copyright 2019 American Chemical Society.

3.1. Introduction
As energy demands continue to expand, finding safe and efficient means of storing
energy is becoming a high priority.6 Lithium ion batteries currently serve most portable energy
storage needs, albeit with a few significant safety and efficiency issues.132 While these issues are
relatively manageable for the portable energy storage industry, the safety and efficiency concerns
of lithium ion technology limit its ability to be used for larger scale energy storage.133-136 One
significant contributor to these safety issues, is the high flammability and low flash points of the
solvents used in the current electrolytes.137
A common metric used to determine good solvents for an electrolyte is the dielectric
constant and viscosity.5, 138-140 The organic carbonates, especially those of cyclic structure, have
particularly high dielectric constants, with ethylene carbonate having a dielectric constant of 90.0
and dimethyl carbonate having a dielectric constant of 3.2 at 25°C, hence the widespread use of
carbonate solvents in lithium ion battery electrolytes.6 While other alternatives to organic
carbonates have been presented in the literatures, these alternatives have some drawbacks such
as: high viscosity, low dielectric constant, low boiling point, etc. However, ureas are an
alternative which has not been fully investigated in the literature. Notably, replacing the ethereal
oxygen of the carbonates with a nitrogen atom does not result in large loss of dielectric constant
since 1,3-dimethyl-2-imidazolidinone (DMI) and tetramethylurea (TMU) have dielectric
constants of 37.6 and 23.5 respectively, at 25°C.141, 142 From a safety perspective, ureas have a
significant larger flash point, which makes them less susceptible to problem associated with
thermal runoff.143 In comparison, DMI has a flash point of ~120 °C and TMU has a flash point of
~75 °C, while the typical commercially used lithium ion battery electrolyte has a flash point of
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~28 °C.137, 141, 144 Thus, the favorable flash points, dielectric constants and similar structures to
carbonates, give a promising prospectus for urea-based electrolytes.

Scheme 3.1. Structure and space-filled model of ureas: (a) 1,3-dimethyl-2-imidazolidinone
(DMI), (b) tetramethylurea (TMU), (c) tetraethylurea (TEU), (d)
bis(trifluromethanesulfonyl)imide (TFSI-) anion, and (e) lithium ion solvated with four urea
molecules (DMI).
From a molecular perspective, ureas have the additional methyl groups crowding the
oxygen and potentially making it less available to bind with lithium ion (Li+) than the carbonyl
oxygen of carbonates, as seen in the structure and space-filled model of some ureas (Scheme
3.1).77 Furthermore, the groups directly bonded to the ethereal oxygen in organic carbonates
(Scheme 3.1) have the ability to rotate with very low energy barriers.145 The isomerization is
avoided in the case of ureas due to the double bond character of the amide C-N bond,146-148
which not only inhibits the conformational rotation of the group, but also makes the ureas much
more rigid than its analogue carbonate. Finally, ureas do not have the possibility of binding Li+
through their nitrogen atoms because they are doubly substituted (Scheme 3.1). Thus, the change
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in structure of the solvent from carbonates to ureas is expected to have structural, and potentially
dynamical effects on the lithium ion (Li+) solvation shell, which are known to play a significant
role in the properties of the electrolyte.149
In this work, a combination of infrared spectroscopic techniques and computational
methods was used to characterize the structure and dynamics of the Li+ solvation complexes in
ureas. Specifically, Li+ solutions formed by mixing lithium bis(trifluromethanesulfonyl)imide
(LiTFSI) and a urea (DMI, TMU or TEU, Scheme 3.1) were studied with linear (FTIR) and twodimensional infrared (2DIR) spectroscopies, and DFT calculations. In particular, twodimensional infrared spectroscopy (2DIR) has been previously shown to be an excellent tool for
characterizing the structure and dynamics of solvation complexes with strongly coupled
vibrational modes.72, 74, 77, 83 Compared to linear infrared spectroscopy (FTIR), 2DIR has
advantages with regard to structure determination and dynamics investigation, including
enhanced spectral resolution and the ability to sense vibrational coupling.150-155
3.2. Methods
3.2.1. Solution preparation
LiTFSI 98% pure from Acros Organics, DMI 98% pure from Alfa Aesar, TMU 99% pure
from Alfa Aesar, and TEU 99% pure from TGI were dried with molecular sieves for two days
prior to use. LiTFSI was dried in a vacuum oven overnight at 150 C. Note that LiTFSI was
selected due to its higher solubility in the ureas. The prepared samples were tested for less than
200 ppm of water after preparation. Urea-Li+ solutions were prepared at different concentrations
with molar fractions of Li+, X(Li+), equal to 0, 0.025, 0.05, 0.075 and 0.1. In this case, X(Li+) is
defined as the moles of Li+ over the total moles of Li+ and solvent. Sample cells for FTIR were
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comprised of the Li+-urea solution sandwiched between two CaF2 windows without spacer. For
2DIR experiments, sample cells consisted of a CaF2 window and a CaF2 convex lens with 1 m
focal length.74, 77, 83 All solutions and sample cells were prepared inside a N2-filled glovebox in
order to minimize water contamination.
3.2.2. Fourier transform infrared spectroscopy (FTIR)
FTIR experiments were performed on a Bruker Tensor 27 equipped with a liquid nitrogen
cooled MCT detector with a spectral resolution of 0.5 cm-1. Reported spectra were averaged over
40 scans. FTIR data were modeled using OriginLab software.
3.2.3. Pump probe spectroscopy
The frequency selective pump-probe experiments were performed using the same
experimental setup as previously published.84 In this case, the pump-probe signal was collected
from -0.4 ps to 5 ps in 0.1 ps intervals for the first 1.6 ps, and followed by 0.4 ps intervals due to
the short vibrational lifetime of the ureas. The anisotropy of each sample was computed from the
different polarized selective pump probe experiments as: 𝑟(𝑡) =
[𝐼∥ (𝑡) − 𝐼⊥ (𝑡)]⁄[𝐼∥ (𝑡) + 2𝐼⊥ (𝑡)], where I||(t) and I⊥(t) are the pump-probe signals measured for
parallel and perpendicular polarization between the pump and probe, respectively.
3.2.4. Vibrational photon echo infrared spectroscopy (2DIR)
The experimental setup used for 2DIR photon echo experiments has been described
previously,114, 150 and thus, is only briefly described here. A Spectra Physics Spitfire Ace
Ti:sapphire amplifier with a 5 kHz repetition rate followed by an OPA-800C was used to
generate broadband infrared pulses with a temporal width of ~60 fs. Each infrared pulse was split
into four identical pulses, three of which were focused onto the sample in a boxcar
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configuration.107 The time intervals between the infrared pulses were adjusted using four
computer-controlled delay stages and were denoted as follows:  (between pulses 1 and 2), Tw
(between pulses 2 and 3, the latter of which produces the photon echo), and t (between the
generated photon echo and pulse 3). Photon echo produced with all parallel polarization pulses
(XXXX) in the –k1+k2+k3 phase-matching direction was heterodyned with the local oscillator,
dispersed with a Triax monochromator (100 grooves/mm), and detected on a liquid nitrogen
cooled 64 element MCT array. To obtain the 2DIR spectrum, the photon echo signal was
transformed from S(, Tw, t) to S(, Tw, t) with a double Fourier transform along  and t, while
keeping the waiting time (Tw) as a parameter. Data were collected for waiting times, Tw, of 0 to 5
ps in 0.5 ps steps. For each Tw time, the first time interval, , was scanned from -4 ps to +4 ps in
5 fs steps in order to collect both the rephasing and non-rephasing data. The local oscillator was
set to precede the photon echo signal by ~0.5 ps. It should be noted that the Tw = 0 data point
was excluded from some of the data analysis due to possible distortions arising from the
presence of non-resonant signals.156
3.2.5. Density functional theory calculations (DFT)
Density functional theory calculations were performed with Gaussian 16 software at
PBE1PBE level of theory using the 6-311++G** basis set.157 Initial molecules and solvation
shells were built in the Avogadro software where the structures were first minimized using a
classical force field (MMFF94). Geometry optimizations, frequency calculations and Natural
Bond Orbital (NBO) analysis were performed in the gas phase.
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Figure 3.1. Concentration-dependent FTIR spectra for LiTFSI in DMI, TMU and TEU for the
following concentrations: 0 (black), 0.025 (red), 0.05 (green), 0.075 (blue) and 0.1 (orange) in
mole fraction of Li+. Details of the figure are illustrated in the text.
3.3. Results
FTIR spectroscopy was first used to study the solvation structure of Li+ in the three ureas.
Concentration-dependent IR spectra in carbonyl stretch region (1600-1700 cm-1) are shown in
Figure 3.1. The normalized FTIR spectra of urea-based electrolytes are similar to those of
carbonate-based electrolytes where the pure ureas show only one band in the carbonyl stretch
region and a low frequency band grows with the addition of Li+.74, 77, 158-163 Due to the change of
the bands with Li+ concentration, the high and low frequency bands have been referred as the
free and coordinated band, respectively, which is the same convention used here. In the case of
ureas, the free bands are located at ~1700 cm-1 for the cyclic urea (i.e., DMI) and at ~1650 cm-1
for the linear ureas (i.e., TMU and TEU). In contrast, the coordinated band appears at ~1685 cm-1
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for DMI, at ~1625 cm-1 for TMU, and at ~1612 cm-1 for TEU. It is important to note that DMI
presents a small Fermi resonance in the high frequency side of the band (~1725 cm-1) as seen in
the spectra of DMI in different solvents (Figure 3.2). However, the Fermi resonance is
significantly away from the free carbonyl band; thus, its presence is not expected to produce
major changes in the analysis and it is not taken into consideration in our later analysis.

Figure 3.2. FTIR spectra of amides and amides diluted in DMSO and THF. From top to bottom,
the spectra are from DMI, TMU and TEU, respectively. Black, red and blue represent neat
amides, amides in DMSO and amides in THF, respectively.
The structure and dynamics of the Li+ solvation shell formed by ureas were further
investigated using 2DIR spectroscopy. 2DIR spectra collected for all three ureas with a LiTFSI
concentration of ~1 M (X(Li+) ~ 0.1) are shown in Figure 3.3. In all the studied ureas, the 2DIR
spectra present two pairs of peaks along the diagonal (=t, shown as a black solid line) in
accordance to the peaks observed in the FTIR (Figure 3.1). The red (right) peaks represent
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Figure 3.3. 2DIR spectra of ~1M LiTFSI in each of DMI, TMU and TEU at Tw = 0, 2 and 5 ps.
Dashed lines show the approximate frequency locations of the peak and dashed circles highlight
the cross peaks when they are most noticeable.
transitions between the  = 0 and  = 1 vibrational states and blue (left) peaks represent  = 1 to
 = 2 vibrational transitions. As in the FTIR, the high frequency pair of peaks corresponds to the
free carbonyl stretch, while the low frequency pair of peaks corresponds to the Li+-coordinated
carbonyl stretch. The waiting time dependence of the 2DIR spectra reveals that the peaks acquire
a more upright shape from their initially elongated shape along the diagonal. This change in the
shape of the peaks with waiting time evidences the process of spectral diffusion in these
systems.107 Further, the 2DIR spectra of all samples present off-diagonal features, denoted as
cross peaks, which are evident at longer waiting time and in approximately the following
60

locations: (t) = (1686 cm-1, 1709 cm-1) and (1710 cm-1, 1671 cm-1) for the DMI sample, at
(1624 cm-1, 1657 cm-1) and (1647 cm-1, 1618 cm-1) for the TMU sample and at (1609 cm-1, 1661
cm-1) and (1643 cm-1, 1590 cm-1) for the TEU sample. The time dependence of the 2DIR spectra
shows that the intensity of the cross peaks grows as waiting time progresses, which indicates that
a dynamical process with a picosecond time scale is occurring in these systems, similar to the
observations in the 2DIR spectra of Li+ in organic carbonate.74, 77, 83
3.4. Discussion
3.4.1. Structure of the Li+ solvation shell
Previously, the presence and growth of cross peaks in the 2DIR spectra was shown to be
the spectral signature of either vibrational coupling or ultrafast chemical exchange.107, 114, 150, 164
However, it was previously demonstrated for the carbonate solutions of Li+ that the cross peaks
at Tw = 0 between the free and lithium-coordinated carbonyl stretch bands arise due to the
vibrational coupling among C=O stretch modes of the tetrahedral solvation complex around Li+
since they showed to be polarization-dependent featutes.77, 81, 165 Similarly, the cross peaks in the
2DIR data of ureas (Figure 3.3) could evidence a vibrational coupling mechanism between
carbonyl stretch modes of the Li+ tetrahedral solvation complex. The mechanism behind the
growth of the cross peak was also measured by polarization-dependent 2DIR spectroscopy for
the three urea solutions at Tw=0. For pulse polarizations different from parallel (<XXXX>), the
2DIR spectrum containing vibrationally coupled transitions is expected to show enhanced cross
peak because of the dependence of the third-order non-linear response with the pulse
polarizations and the angle between the dipole directions of the two transitions, which in the case
of ureas is 90˚.166, 167 The polarization dependence spectra show off-diagonal features that
resemble to that of cross peaks (Figure 3.4), but no direct conclusion can be drawn from these
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experiments due to their small amplitude of the off-diagonal features. Thus, the cross peak
mechanism was further investigated by measuring the anisotropy dynamics of the coordinated
peak for the TMU solution.

Figure 3.4. Absorptive 2DIR spectra of DMI, TMU and TEU at TW=0ps in blue and red contours.
The black contours show the absolute value of the different 2DIR spectra with <XXXX> and
<XX, Y+X, Y+X>. The dashed circles show the location of the possible off-diagonal features.
The anisotropy displays an ultrafast decay with a characteristic time of ~0.9 ps for Li+ in
pure TMU, but its time scale becomes considerably larger (~5 ps) for a dilute solution of the urea
in BC. (Figure 3.5) While one could interpret the result as a the system undergoing ultrafast
chemical exchange as proposed by Cho and co-workers where the fast exchange dynamics
causes the localization of the initially delocalized transition,72 the 2DIR spectra of Li+ in the
same dilute solution of the urea (LiTFSI:TMU:BC=2:1:17), where coupling effects are inhibited,
does not present a cross peak growing with waiting time. (Figure 3.6) This last result
demonstrates not only that the cross peaks arise from the vibrational modes of the urea
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tetrahedral solvation shell, but also that process of chemical exchange does not occur within the
investigated time window. Furthermore, the result is in agreement with a recent ab-initio
molecular dynamics simulation study of Li+ in organic carbonates, which showed that the
chemical exchange rates have time scales larger than 20 ps.81 Overall, the data presented here
provides a strong argument for supporting a mechanism of cross peak growth arising exclusively
from vibrational energy transfer.

Anisotropy

0.4

0.2

0.0

0

1
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Figure 3.5. Anisotropy decay data (dots) of the solutions of Li+ in pure TMU (black squares) and
in a dilute solution in BC (red circles) as described in text. The fitting models (red lines) are
exponential decays with a characteristics time of ~0.9 ps and ~5 ps for pure TMU and TMU:BC
mixture respectively.

Figure 3.6. 2DIR spectra of dilute urea electrolyte, 0.1 LiTFSI in TMU and BC (molar ratio of
Li:TMU:BC = 2:1:17). Left to right: 2DIR spectra at 0, 2 and 5 ps, respectively. CLS of the
coordinated band for the diluted urea solution gives a dynamics much slower than 5 ps.
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The mechanism of vibrational energy transfer could arise from energy transfer either
between molecules in the first and second solvation shells or among urea molecules exclusively
in the first solvation shell. Whereas the energy transfer between urea molecules in different
solvation shell could occur, it has been previously observed for similar carbonates that the dipole
of the molecules in the first and second solvation shells are separated by at least 4 Å.81 In
addition, it was previously demonstrated by Cho and co-workers via a dilution experiment that
this mechanism was unlikely to occur.71 Thus, it is likely that the vibrational energy transfer
occurs entirely among molecules located in the first solvation shell.

Figure 3.7. Results of frequency calculations from DFT. Top panel: frequencies of single ureas.
Bottom panel: frequencies of four ureas coordinated to Li+, or Li(urea)4+. For details, see Table
3.1.
In agreement with an energy transfer among molecules in the first solvation shell, the
frequency location of cross peak demonstrates an underlying transition situated at the same
frequency position as the free carbonyl band irrespective of the solvent. This high frequency
band has been previously assigned to the symmetric carbonyl stretch combination mode for a
tetrahedral arrangement of carbonyls around Li+ with a Hamiltonian of the form:77
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where 10 is the transition frequency for each isolated carbonyl stretch, (t) describes the timedependent change in frequency for the modes and (t) defines the time-dependent coupling
between the two vibrational modes.74 In this model, the frequency difference between the
symmetric and asymmetric transitions is given by 4 which experimentally corresponds to ~4
cm-1, ~6 cm-1, and ~8 cm-1 for DMI, TMU and TEU, respectively. DFT computations (Figure
3.7) predict a tetrahedral solvation with a vibrational manifold of carbonyl stretches with three
asymmetric stretches and one symmetric stretch, in which the former are fully allowed IR
transitions and the latter is only weakly. Moreover, the computations also predict a frequency
difference between the weakly allowed symmetric and the fully allowed asymmetric transitions
of ~40 cm-1, or equivalent, a coupling constant of = 10cm-1 for all the ureas (Figure 3.7), which
is in reasonable agreement with the experiment. Thus, the formation of a tetrahedral solvation
shell around Li+ by ureas is also in agreement with DFT calculations. In addition, the DFT
results are a direct indication of vibrational coupling among symmetric and asymmetric modes of
the ureas in the solvation shell. One consequence of having a vibrational manifold with strong
coupling among sites is that the resulting asymmetric and symmetric vibrational modes of the
tetrahedral complex should have a cross peak in the 2DIR spectra. The cross peak arises from the
combinational mode between symmetric and asymmetric carbonyl stretches in the two quanta
vibrational manifold since the symmetric stretch is weakly allowed and the modes are coupled
(Scheme 3.2).77 Overall, the experimental features of the carbonyl stretch region observed in the
linear and 2DIR spectra as well as the predicted modes by DFT computations support a Li+
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solvation shell with four ureas in a tetrahedral arrangement similar to the structure of organic
carbonates.6, 77, 80, 95, 149, 168-170
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Scheme 3.2. Energy diagram describing a coupled, anharmonic, four-mode system where as and
s represent the frequencies of the three degenerate asymmetric and one symmetric stretches,
respectively, and s are their anharmonicities.
The structure of the solvation shell complex formed by ureas does not appear to differ
significantly from other solvents such as carbonates.6, 80, 149, 171-174 However, the linear IR and
2DIR spectra of the ureas appear to show significant differences with molecular structure. One
difference is observed in the frequency difference between the free and coordinated bands of
each urea (Figure 3.8), which is ~17 cm-1 for DMI, ~26 cm-1 for TMU and ~33 cm-1 for TEU.
The change in the frequency shift among ureas of different structure contrasts the observations in
carbonates where the shift is observed to be ~30 cm-1 irrespective of the molecular
arrangement.74, 77, 83, 158, 160-162 The molecular origin of the difference between free and
coordinated frequencies for various ureas was investigated by dilution experiments. In this case,
the solutions consist of LiTFSI, one urea and a co-solvent (acetonitrile, tetrahydrofuran or
butylene carbonate) at a molar ratio of 2:1:17 (Li+:urea:co-solvent). It is important to note that in
these dilution experiments the possibility of having more than one urea molecule per Li+
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Figure 3.8. Parameters from modeling of the concentration-dependent FTIR spectra. Black, red
and blue represent DMI, TMU and TEU, respectively. Top panel, frequency difference between
coordinated and free peaks (Δexp) with concentration. Middle panel, full width at half maximum
(FWHM) of coordinated peaks with concentration. Bottom panel, ratio between the area of
coordinated peak and total area of both coordinated and free peaks, with concentration.
solvation shell is minimized at this concentration. In addition, the ureas in solutions of organic
carbonates are predominantly coordinated to Li+ since they have a higher interaction with the
cation as compared to the organic carbonate.159 The frequency differences (Δexp) between free
and coordinated peaks in diluted solutions (LiTFSI:urea:co-solvent = 2:1:17) and in pure ureas
(LiTFSI:urea = 1:9) show a strong correlation (Figure 3.9 and Figure 3.10), indicating that the
frequency shift is not directly related to the shift caused by the vibrational coupling that gives
rise to the formation of highly coupled vibrational transitions (excitons), but to the interaction
between the urea molecule and Li+. This last hypothesis is proved with DFT computations,
which reveals a similar trend in frequency (Table 3.1 and Figure 3.11) as observed
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experimentally; i.e., ΔcalcTEU) > ΔcalcTMU) > ΔcalcDMI). In addition, natural bond orbital
(NBO) analysis reveals that the frequency shift is caused by pure electronic effects since the
C=O bond polarization in the presence of Li+ follows the same trend as the frequency shift; i.e.,
TEU>TMU>DMI.175 It is interesting to observe that this trend can be explained using the
concept of electron donating ability of a group commonly used in organic chemistry: ethyl
(TEU) > methyl (TMU) > methylene (DMI).

Figure 3.9. FTIR spectra of dilute experiments for LiTFSI in ureas and co-solvents. Molar ratio
of LiTFSI:urea:co-solvent is 2:1:17. The upper panel shows the spectra in AN. The middle panel
shows the spectra in THF. The lowest panel shows the spectra in BC.
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Figure 3.10. Frequency shift in solvent mixtures (LiTFSI:urea:solvent = 2:1:17) versus that in
pure ureas (LiTFSI:urea = 1:9). Black, red and blue represent DMI, TMU and TEU, respectively.
Square, circle and triangle shapes represent acetonitrile, butylene carbonate and tetrahydrofuran,
respectively.

Figure 3.11. Frequency difference from DFT vs. frequency difference from FTIR. The regression
coefficient is found to be R2=0.97 (pure urea) and R2=0.99 (dilute urea).
Table 3.1. Results of DFT frequency calculations for free and coordinated carbonyl stretching
mode frequencies in ureas and urea-based electrolytes. All frequencies in cm-1 and intensities in
km/mol.
Species
Li+(DMI)4

Li+(TMU)4

Li+(TEU)4

Free
Free
Symmetric Symmetric Asymmetric Asymmetric
Freq. Intensity
Freq.
Intensity
Freq.
Intensity
1816.84 508.67
1804.66
25.00
1762.74
984.88
1765.10
1052.42
1769.27
969.42
1753.81 415.31
1732.26
21.69
1691.21
793.14
1694.74
1331.85
1696.85
599.42
1740.59 346.49
1718.38
55.46
1675.61
453.82
1677.23
888.21
1679.28
920.82
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FTIR spectra with increasing concentration show that the area ratios of coordinated
peaks, derived by Voigt modeling of the bands, present different growths among ureas. For
example, the fractional areas of the coordinated bands in linear ureas are always larger than the
cyclic analogue (Figure 3.8). The high fractional area of the Li+-coordinated band in the urea
solution is likely to indicate that Li+-O=C angles are closer to 180°.74 This result is also
substantiated by the possibility of the intercalation of the cyclic urea molecules of the second
solvation shell into the tetrahedral complex as seen from theoretical studies in organic
carbonates.81 In this case, the intercalation produces a more distorted solvation shell, which
results in the decrease (increase) of transition dipole magnitudes for the asymmetric (symmetric)
excitonic states of the urea solvation shell, or equivalently, a lower area ratio between
coordinated and free bands. Thus, the higher coordinated area ratio in linear ureas is likely to
indicate that these molecules form a more tetrahedral solvation complex, with respect to the Li+O=C angle, than their cyclic analogue. Finally, the concentration dependence of the area ratio for
ureas shows that the area ratio of TEU and DMI grows non-linearly, while TMU grows almost
linearly (Figure 3.8). This effect is likely to arise from any process that can distort the Li+
tetrahedral solvation shell since a deformed tetrahedral solvation shell will decrease the transition
dipole magnitude of the asymmetric stretch modes, but will increase the transition dipole
magnitude of the symmetric stretch mode. Thus, the non-linear trend in the area ratio could be
the result of the intercalation phenomenon or solvent separated ion pair formation. In both cases,
the addition of ureas or anions to the solvation shell results in a less tetrahedral Li+ solvation
shell. Note that the change in the area ratio is not caused by the presence of contact ion pairs
since the Raman spectrum (Figure 3.12) does not show the ~220 cm-1 band observed for the
formation of contact ion pairs of TFSI.78
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Figure 3.12. Raman spectra of 0.1 LiTFSI in ureas compared with the spectra of pure ureas.
Another spectral feature derived from modeling the FTIR spectra is the FHWM of the
coordinated bands. For each urea, the carbonyl coordinated band did not show any significant
change with Li+ concentration, which indicates that the structure and dynamics of the Li+
solvation is likely to remain invariant for the studied concentrations (X(Li+)=0.02-0.1). However,
the FWHM among ureas is observed to be different. While the FWHMs are comparable between
TMU and DMI, both are smaller than TEU for any studied Li+ concentration (Figure 3.8). The
result is surprising given that the FWHM of the coordinated band of the cyclic carbonate doubles
that of its linear analogue at any given Li+ concentration.77 Furthermore, the FWHM of the
coordinated bands in any of the urea solutions is very similar to that of the linear carbonates.74
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While the trend in the area ratios might indicate the possibility of cyclic urea intercalating into
the primary solvation complex of Li+, this phenomenon is expected to change the linewidth of
the band as previously seen for cyclic carbonates.163 However, in the case of the cyclic urea, the
small separation of the bands produces an uncertainty in the FWHM of the coordinated band that
does not allow us to confirm the expected trend in the FWHM as a function of Li+ concentration.
It is also possible that the additional methyl groups flanking the carbonyl group of the urea
molecule inhibit the urea-urea interaction through steric interactions of these methyl groups.
3.4.2. Dynamics of the Li+ solvation shell
Dynamics of the solvation shell is evident in the evolution of the 2DIR diagonal features
with waiting time. This time evolution of the diagonal peaks is interpreted as the change of the
correlation between the frequencies of the oscillators initially labeled by the IR pump () and
the frequencies read by the IR probe (t). Here, the characteristic time of the frequencyfrequency correlation function (FFCF) was extracted using the center line slope (CLS)
methodology.124 The time evolutions of the CLS for both free and coordinated bands of each
electrolyte are shown in Figure 3.13. For each solution, the time evolution of the CLS shows a
temporal behavior, which is well modeled with an exponential decay of the form: 𝑓(𝑇𝑤 ) =
𝐴 ∗ 𝑒 (−𝑇𝑤⁄𝜏) + 𝑦0 , where Tw is the waiting time,  is the decorrelation time, and y0 is an offset.
The parameters obtained from modeling the CLS data are presented in Table 3.2. The CLS of the
free band shows that TEU has the largest  value (slowest dynamics), while DMI and TMU have
similar dynamics but almost twice as fast as TEU. This result is not surprising given that TEU is
the largest molecule and TMU and DMI have very similar structures, but both smaller than TEU.
Interestingly, the frequency decorrelation dynamics of the coordinated band (TEU>TMU>DMI)
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presents a similar trend as the free band (TEU>TMU≈DMI). However, the coordinated FFCF
shows a difference between TMU and DMI which is not observed on the FFCF of the free band.
Moreover, it appears that DMI has a slow component as seen by the presence of an offset (Table
3.2), which could be caused by the intercalation of molecules from the second solvation shell.
CLS (norm.)

1.0
DMI

TMU

TEU

DMI

TMU

TEU

0.8
0.6

CLS (norm.)

0.4
1.0
0.8
0.6
0.4
0

1

2

3

Tw (ps)

4

50

1

2

3

4

50

Tw (ps)

1

2

3

4

Tw (ps)

Figure 3.13. Normalized CLS time evolution for the free carbonyl stretch (top) and coordinated
carbonyl stretch (bottom) of 0.1 LiTFSI in DMI (black squares), TMU (red circles) and TEU
(blue triangles). Red lines correspond to the model fitting as described in the text.
Table 3.2. Model parameters for the fitting of experimental FFCF of the free and coordinated
carbonyl stretch (Figure 3.13) and of the cross peak growth (Figure 3.15).
Solvent
DMI
TMU
TEU

Coordinated Coordinated Cross peak growth
offset*
 (ps)
 (ps)
et (ps)
6.0 ± 0.4
3.1 ± 0.4
0.20 ± 0.04
2.3±0.2
5.4 ± 0.2
6.2 ± 0.4
-2.2±0.3
13.9 ± 0.6 11.2 ± 0.5
-1.2±0.3
Free

The decays of both the coordinated and free carbonyl stretch FFCFs appear to be
correlated to the size of the molecule. This result is in line with the decorrelation time of free
molecules, given the larger size of TEU compared to the other two ureas. However, it has been
previously shown that the dynamics of the tetrahedral solvation shell is related to the rate of the
solvation shell deformation, due to the excitonic nature of the band.77 The fast decay of the
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anisotropy (Figure 3.5) shows that the initially delocalized exciton experiences a fast
randomization of its dipole direction due to the mixing of the states from energy transfer.
However, the ultrafast randomization of dipole orientation does not necessarily imply that the
excitonic mixing is fully localizing the initially mixed states into a single urea. For example, a
mechanism where the initial asymmetric state flips its transition dipole by 90˚ caused by
population transfer among the three asymmetric stretches will also produce a decay in the
anisotropy, but the mixing of the asymmetric modes does not necessarily imply that the
delocalized modes will be localized to a single carbonyl stretch. Thus, the FFCF dynamics is
likely to indicate the decorrelation of the solvation shell due to fluctuations of the coupling
constant arising from deformation of the tetrahedral solvation shell of Li+. This model is also
supported by the frequency fluctuations observed in the urea dilute experiments (Figure 3.6) in
which a single urea solvating Li+ shows a very slow decay of the FFCF. In other words, the slow
FFCF decay for a single site demonstrate that the motions of the other carbonyl groups and/or of
Li+ are not sufficient to produce a fast decorrelation and that the changes in the coupling constant
must be primarily responsible for the fast decay of the FFCF of the coordinated band.
To test the feasibility of the deformation of the solvation shell as the mechanism of the
FFCF, the potential energy surface around the Li+-O=C equilibrium angle for the three ureas was
computed (Figure 3.14 and Table 3.3). While this is one of the possible deformation coordinates
for the solvation shell, it has been previously shown to be the most representative motion of the
solvation shell coordinate of organic carbonates interacting with Li+.81 The computations reveal
that all ureas have shallow potential wells, which allow the system to move in this molecular
coordinate simply by thermal energy. Moreover, it is observed that the three ureas have similarly
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Figure 3.14. Potential surface of urea solvation shell vs. change in angle Li-C=O.
1

Table 3.3. Harmonic force constant k of data in Figure 3.14 with 𝑉 = 2 𝑘( − 0 )2 .
Type
DMI
TMU
TEU

Force constant
K (kcal/(mol.degree2))
0.010
0.018
0.012

small harmonic force constants, indicating that the urea solvation shells can have fast thermal
fluctuations. Finally, the motions in the Li+-O=C coordinate also produce fluctuations in the
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frequency on the order of ~5 to ~10 cm-1, further supporting our hypothesis in which thermal
deformations of the solvation shell are responsible for the observed FFCF dynamics of the urea
coordinated band.
Another important dynamics of the system can be retrieved from the waiting time
evolution of the off-diagonal features in 2DIR spectra. Off-diagonal features appear in the 2DIR
spectra as a result of vibrational energy transfer or chemical exchange. Previous studies have
demonstrated that at short time scales the mechanism responsible for cross peak is vibrational
energy transfer among excitonic states formed by the vibrational coupling among molecules in
the solvation shell.74, 77, 81, 165 In this case, the carbonyl groups in Li+ solvation shell are
vibrationally coupled, generating combinational states between symmetric and asymmetric
carbonyl modes in the second excited vibrational manifold.107 These mixing modes cause the
appearance of cross peaks in 2DIR spectra at all waiting times. In particular, the dynamics of
cross peaks represents the rate of energy transfer between asymmetric and symmetric carbonyl
stretch modes in the tetrahedral solvation complex, resulting from fluctuations in the angles
between neighboring solvent molecules.74, 77, 81, 83 Energy transfer is evident in the growth of the
cross peak area relative to the diagonal peak area for the coordinated mode with increasing
waiting time (Figure 3.15).74, 176-179 Cross peak growth with Tw indicates that the Li+ solvation
shell undergoes deformations which change the vibrational coupling among carbonyls and
produce a localization of the initially excitonic states.
The cross peak growth was determined by fitting the  traces of the 2DIR spectrum
passing through the maximum of the coordinated band as a function of waiting time. The time
dependence was modeled with an exponential growth of the form: 𝑓(𝑇𝑤 ) = 𝐴(1 − 𝑒 (−𝑇𝑤⁄𝜏𝑒𝑡 ) ),
where et is the characteristic energy transfer time (Table 3.2). The et in these urea solutions has
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a characteristic time of ~2 ps, which indicates that urea molecules have fast fluctuations of the
tetrahedral structure of Li+ solvation shell in agreement with the potential energy surface
calculations. Moreover, the fast time constant observed for the cross peak growth validates the
observed picosecond dynamics in the FFCF since the fluctuations of the vibrational coupling
among carbonyl groups is likely the main mechanism for both FFCF and cross peak growth.
However, to find the detailed connection between the fluctuations of the excitonic frequencies
and the coupling constant of the urea carbonyls, a more detailed analysis such as those performed
in references 180-182 is needed, which is beyond the scope of this study. The data also reveals the
presence of an underlying oscillation, which might be attributed to coherence energy transfer
pathways between the excitonic transitions.74 In addition, it is observed that the oscillation is
more pronounced for TEU than TMU, but barely noticeable in DMI. This result is in agreement
with the FFCF dynamics trend (TEU>TMU>DMI) since fast fluctuations of the coupling () will
rapidly dephase the coherence states producing the oscillation.

Figure 3.15. Growth of relative cross peak area for each electrolyte as a function of Tw in ps.
Black, red and blue represent the cross peak growth for DMI, TMU and TEU, respectively.
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3.5. Summary
The present study shows the characterization of the molecular structure and dynamics of
the solvation shell around the lithium ion formed by ureas with different molecular structure. In
particular, the characterization is focused on three ureas, in which two are linear (TMU and
TEU) and one is cyclic (DMI). The experimental results in conjunction with theoretical
calculations reveal that ureas form tetrahedral solvation shell, which is similar to other organic
molecules containing carbonyl groups such as organic carbonates. In addition, it is observed that
the C=O bond of the ureas is polarized more as the substituents in the nitrogen have more carbon
atoms. Moreover, it appears that the width of the coordinated band is larger for the largest urea,
which is likely to be attributed to its slow dynamics. In addition, the observed dynamics of the
Li+ solvation shell is in-line with the molecular structure of the ureas, where TMU and TEU have
an overall faster dynamics than DMI likely due to the intercalation of cyclic urea molecules in
the first solvation shell of Li+, but TEU has slower rearrangements than TMU due to its size.
Furthermore, it is observed that the deformation shell dynamics occurs on a picosecond time
scale. The dynamics of the first solvation shell motions is observed through both the FFCF and
cross peak growth as expected from excitonic transitions originated from the strong coupling
among carbonyl groups of the urea molecules in the Li+ solvation shell.
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CHAPTER 4. MOLECULAR MOTIONS OF ACETONITRILE
MOLECULES IN THE SOLVATION SHELL OF LITHIUM ION
Lithium ion solutions in organic solvents have become ubiquitous because of their use in energy
storage technologies. The widespread use of lithium salts has prompted a large scientific interest
in elucidating the molecular mechanisms, giving rise to their macroscopic properties. Due to the
complexity of these molecular systems, only few studies have been able to unravel the molecular
motions and underlying mechanisms of the lithium ion (Li+) solvation shell. Lately, the atomistic
motions of these systems have become somewhat available via experiments using ultrafast laser
spectroscopies, such as two-dimensional infrared spectroscopy. However, the molecular
mechanism behind the experimentally observed dynamics is still unknown. To close this
knowledge gap, this work investigated solutions of a highly dissociated salt [LiTFSI: lithium
bis(trifluoromethanesulfonyl)imide] and a highly associated salt (LiSCN: lithium thiocyanate) in
acetonitrile (ACN) using both experimental and theoretical methods. Linear and non-linear
infrared spectroscopies showed that Li+ is found as free ions and contact ion pairs in
ACN/LiTFSI and ACN/LiSCN systems, respectively. In addition, it was also observed from the
non-linear spectroscopy experiments that the dynamics of the ACN molecules in the Li+ first
solvation shell has a characteristic time of ∼1.6 ps irrespective of the ionic speciation of the
cation. A similar characteristic time was deducted from ab initio molecular dynamics simulations
and density functional theory computations. Moreover, the theoretical calculations showed that
molecular mechanism is directly related to fluctuations in the angle between Li+ and the
coordinated ACN molecule (Li+⋯N≡C), while other structural changes such as the change in the
distance between the cation and the solvent molecule (Li+⋯N) play a minor role. Overall, this
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work uncovers the time scale of the solvent motions in the Li+ solvation shell and the underlying
molecular mechanisms via a combination of experimental and theoretical tools.
4.1. Introduction
The solvation of lithium salts in organic solvents has gained significant attention in the
last ten years due to its direct implication for designing electrolytes in lithium ion battery (LIB).5,
149, 183, 184

In the past, most studies had focused on the macroscopic electrochemical aspects of the

electrolytes,185-189 while only a few were able to study the molecular structure and dynamics of
lithium ion electrolyte solutions.74, 77, 81, 83, 190 In particular, the problem of elucidating the
molecular arrangements and interactions in lithium salt solutions arises from the ultrafast
changes in the speciation of Li+ as well as the fast motions of the molecular components.71, 72, 74,
77, 83, 165

To this end, many experimental methodologies have been utilized to study the structure

and dynamics of lithium ion electrolyte solutions, including Raman spectroscopy,10, 191, 192 X-ray
scattering,193-195 nuclear magnetic resonance (NMR),196-198 mass spectrometry,199-201 and linear
infrared spectroscopy.66, 74, 77, 92, 202, 203 In addition, theoretical studies using different levels of
theories have been presented.81, 171, 173, 204, 205 Notwithstanding the major findings of the
previously used methodologies, the use of ultrafast infrared techniques to probe the molecular
structure of lithium ion solutions has allowed us to gain dynamical information of the molecular
motions occurring in these systems with a time resolution similar to that of the atomic.74, 77
It is now well accepted that dilute solutions of lithium salts have the lithium ions (Li+)
coordinating four solvent molecules (tetrahedral arrangement) when the solvent has one primary
interaction site, such as carbonates and nitriles.77, 79-81, 173, 206 At high concentration, the formation
of contact ion pairs, solvent separated ion pairs and aggregates is observed, but the tetrahedral
coordination of Li+ is maintained.77, 83, 92, 190, 202, 206 Time-resolved infrared spectroscopy enables
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the investigation of the dynamics of the Li+ solvation shell.107 In particular, the motions of the
first solvation shell have been probed through the carbonyl stretch of carbonate molecules
coordinated to Li+.74, 77, 83 From those studies, the dynamics of the Li+ solvation shell was found
to occur with a characteristic time of a few picoseconds.74, 77 However, in the non-linear IR
studies, it has been very difficult to decipher the molecular mechanisms giving rise to the
observed dynamics due to the vibrational couplings that lead to complex vibrational manifold for
the solvent molecules in Li+ solvation shell.

Scheme 4.1. Geometrical factors describing the Li+ solvation shell of carbonyl containing solvent
molecules.
In previous studies, the dynamics of the solvent (carbonates) molecules in the solvation
shell were described in terms of three geometrical factors (Scheme 4.1): the distance between Li+
and carbonyl oxygen atom (dr, Li+···O), the angle between Li+ and coordinated carbonyl group
(, Li+···O=C) and the angle between two coordinated carbonyl groups (ϕ, O···Li+···O).74, 77, 83 It
is found that the potential well for the distance between Li+ and coordinated carbonate molecule
is narrow and deep, indicating that the thermal fluctuation of dr is highly restricted.74, 81 While
the distance between Li+ and a single coordinated linear carbonate molecule appears to have an
insignificant role in the Li+ solvation shell motions, the fluctuations around the angles  and ϕ
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emerge as the motions dominating the rearrangements of the solvation shell at room temperature.
Subsequent theoretical work has further supported that the thermal changes in the angular factors
dominate the motions of Li+ solvation shell since the characteristic times for the dynamics of
their fluctuationsmatch the dynamics observed in the experiments.77, 81 It was also proposed that
the most dominating factor in the motions of the Li+ solvation shell is likely to be the angle ϕ as
a result from the change in vibrational coupling for coordinated carbonyl stretches. Overall, the
theoretical study supported the hypothesis that geometrical factors are good descriptors of the
vibrational dynamics due to the strong vibrational coupling (excitonic nature) of the carbonyl
stretch in carbonates. However, the excitonic nature of the vibrational manifold for coordinated
carbonate molecules deterred the characterization of molecular motions of individual solvent
molecules coordinated to Li+. Thus, the direct link between the experimentally observed
dynamics and the specific molecular motions is still missing. For this purpose, a solvent
presenting low vibrational coupling is needed to characterize the molecular motions of individual
solvent molecules coordinated to Li+.
In this work, a combination of experimental and theoretical methods was employed to
study the molecular mechanisms behind the dynamics of individual molecules in the Li+
solvation shell. Acetonitrile (ACN-H3, Scheme 4.1) was chosen as a solvent because it has a
dielectric constant higher than linear carbonates, and yet comparable to cyclic carbonates. In
addition, the ACN-H3 molecule coordinates exclusively to Li+ through its nitrile group, which
can be probed via its nitrile (CN) stretch using IR spectroscopy, as previously demonstrated.79,
207-209

To examine the CN stretching band, deuterated acetonitrile (ACN-D3) was used because it

does not have the combination band found in nitrile stretching region.210 Another key property of
ACN is the transition dipole moment of its CN stretch, which is significantly lower than the
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corresponding carbonyl stretch of carbonates (Table 4.1). Moreover, the small transition dipole
of the nitrile stretch reduces substantially the vibrational coupling between adjacent molecules107
and permits the characterization of the motions of individual ACN molecules in the Li+ solvation
shell via time-resolved IR spectroscopy.
Table 4.1. Dielectric constant of BC, DMC and ACN at 25 °C. Transition dipole moment
magnitudes of CO stretch of carbonates, and that of CN stretch of ACN were obtained from DFT
calculations of single molecules in gas phase.
Solvents
Dielectric constant, ɛr @ 25 °C |𝜇01 |2 (km/mol)
Butylene carbonate (BC)
56
779 (CO)
Dimethyl carbonate (DMC)
3
354 (CO)
Acetonitrile (ACN)
36
14 (CN)

Scheme 4.2. Chemical structures of bis(trifluoromethanesulfonyl)imide ion (TFSI-), thiocyanate
ion (SCN-), Li+ coordinated to four acetonitrile molecules (Li(ACN)4), and contact ion pair of
Li+ and SCN- (Li(ACN)3SCN).
The motions of the Li+ coordinated ACN molecules as a function of the ionic speciation
of Li+ were also investigated. For this purpose, two different salts were selected: lithium
bis(trifluoromethanesulfonyl)imide (LiTFSI, Scheme 4.2) and lithium thiocyanate (LiSCN,
Scheme 4.2). In the LiTFSI/ACN system, it has been previously shown that most cations have
solvation shells formed exclusively by solvent molecules.51, 67, 97, 211 In contrast, the LiSCN/ACN
solutions have the Li+ forming contact ion pairs.79, 212-214 Thus, the structure and dynamics of
ACN molecules in different Li+ solvation shells were studied using linear and time-resolved
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infrared spectroscopies. In addition, the experimental studies were complemented with ab initio
computations and molecular dynamic simulations to uncover the molecular mechanism behind
the motions of the ACN molecules coordinated to Li+.
4.2. Methods
4.2.1. Solution preparation
Tetrabutylammonium thiocyanate (TBASCN, 95% TCI) was used as received. Lithium
bis(trifluoromethanesulfonyl)imide (LiTFSI, 98% Acros Organics), lithium thiocyanate hydrate
(LiSCN•xH2O, LiSCN >63% Alfa Aesar), lithium perchlorate (LiClO4, >95% Aldrich),
acetonitrile (ACN-H3, 99% Fisher Biotech) and acetonitrile-D3 (ACN-D3, 99.8% isotope VWR)
were dried before use. LiTFSI was dried in a vacuum oven under 150°C for 2 days.
LiSCN•xH2O was first dried in a vacuum oven under 60°C for 1 day and then under 110°C for 2
days. LiClO4 was dried in a vacuum oven under 140°C for 2 days. ACN-H3 and ACN-D3 were
dried with molecular sieves for 2 days prior to use.
Solutions of either LiTFSI or LiSCN in ACN-D3 were prepared at different
concentrations with Li+ molar fractions of 0, 0.01, 0.025 and 0.05, where the molar fraction of
Li+ (i.e., X(Li+)) is defined as the moles of Li+ over the total moles of both Li+ and solvent.
Solutions of TBASCN and LiClO4 in ACN-H3 were prepared at different X(Li+) concentrations
(0, 0.01, 0.02, 0.025 and 0.05) while the molar fraction of SCN- was kept at X(SCN-) = 0.05 in
all solutions. Note that TBASCN was used to describe the free ion because it has been previously
observed that its presence does not perturb the anion, which allowed us to investigate the
speciation of the thiocyanate ion. Sample cells for FTIR and 2DIR consisted of the ACN-D3/Li+
solution sandwiched between two CaF2 windows with or without spacer according to the
required optical density of the sample. All samples and sample cells were prepared in a N2-filled
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glovebox to minimize water contamination. All prepared samples tested less than 100 ppm of
water after preparation. Note that in the rest of the manuscript ACN refers to ACN-D3 unless
otherwise noted.
4.2.2. Fourier transform infrared spectroscopy (FTIR)
FTIR experiments were performed on a Bruker Tensor 27 equipped with a liquid nitrogen
cooled MCT detector with a spectral resolution of 0.5 cm-1. Reported spectra were averaged over
40 scans. FTIR data were modeled using OriginLab software.
4.2.3. Two-dimensional (2D) IR spectroscopy
The setup used for 2DIR experiments has been previously detailed in the literature, so
only a short description is provided here.107, 150 The input IR pulses were generated with a
Spectra Physics Spitfire Ace Ti:sapphire amplifier at a repetition rate of 5 kHz, in combination
with an OPA-800C and difference frequency generation crystal. These input IR pulses were then
split into three replicas and later focused on the sample using the well-known boxcars
geometry.215 The photon echo signal was measured in the −k1 + k2 + k3 phase-matching
direction. A heterodyned detection was performed using a fourth pulse (local oscillator). The
heterodyned signal was measured in a 64-element MCT array detector after dispersing the
heterodyned signal in a spectrometer. The photon echo signal was measured as a function of
three critical time intervals: the coherence time τ (interval between pulses 1 and 2), the waiting
time Tw (interval between pulses 2 and 3), and the coherence time t (interval between pulse 3 and
the detected signal). These time intervals were set via computer-controlled translation stages.
Here, 2DIR data were collected by scanning τ time from −4 to +4 ps in increments of 5 fs for
each waiting time to collect both the rephasing and nonrephasing data by switching the time
ordering.180

Signals were collected for waiting times from 0 to 3 ps in steps of 0.25 ps. The
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data collection in waiting time was confined to a maximum of 3 ps due to the presence of heating
effects.92, 216, 217 In all of the measurements, the local oscillator always preceded the photon echo
signal by ∼0.6 ps. The time domain signal, collected as a function of (τ, Tw, λt) via a
monochromator-array detection, is transformed into the 2DIR spectra (ωτ, Tw, ωt) by means of
Fourier transforms. A detailed explanation of the Fourier analysis has been described
elsewhere.218
4.2.4. Ab initio molecular dynamics simulations (AIMDS)
The AIMDSs were carried out with the CP2K package (version 3.0).219 The electronic
structure was calculated via Quickstep module219 using the PBE functional with the D2220
dispersion scheme and the TZV2P basis set, with Goedecker-Teler-Hutter (GTH)
pseudopotentials.221-223 Periodic boundary conditions were applied to all the systems, and the
Nosé-Hoover thermostat was used to keep the temperature constant at 300 K, with the
temperature damping constant of 100 fs. A self-consistent field (SCF) convergence criterion was
set to 5.0 × 10−7 hartree. The plane wave cutoff was set to 400 Ry.224 The ACN/LiTFSI system
was composed of 1 lithium ion (Li+), 1 bis(trifluoromethanesulfonyl)imide ion (TFSI-) and 61
acetonitrile-t3 (ACN-T3) in a cubic box with a length of ∼17.5 Å. The ACN-T3 (i.e., all
hydrogens (H) were replaced by tritium (T)) is required for 1.0 fs time steps in the AIMDSs.171,
225

Similarly, the ACN/LiSCN system was composed of 1 Li+, 1 thiocyanate ion and 61 ACN-T3

molecules in a cubic box with a length of ∼17.5 Å. In this paper, both box compositions are
representative of dilute lithium solutions in acetonitrile (i.e. X(Li+) ≤ 0.05) since aggregates are
not found at significant concentrations in dilute solutions.83, 190, 209, 226
The initial lithium solvation shell of LiTFSI in ACN-T3, consisting of a Li+ coordinated
to 4 acetonitrile molecules (tetrahedral solvation shell), was first optimized by Gaussian 09.227
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Similarly, the initial structure of LiSCN contact ion pair in ACN-T3, consisting of a Li+
coordinated to 3 acetonitrile molecules and 1 SCN-, was also optimized by Gaussian 09.227 Each
optimized solvation shell was then submerged in a box containing the rest of the acetonitrile
molecules using Packmol.228 The molecular box with restraints on the molecules forming the
first solvation shell of lithium underwent a minimization run over 500 cycles, a 2 ns NVT and 2
ns NPT process using AMBER software package and GAFF force field.229, 230 These preparation
steps were required to assure the equilibration of the box while maintaining the correct solvation
structure around Li+. In the starting structure of AIMDS, the distance between Li+ and the N
atom of TFSI- was set at 9.6 Å in the ACN/LiTFSI system, while the distance between Li+ and
the N atom of thiocyanate ion was set at 2.1 Å in the ACN/LiSCN system. In the AIMDSs, the
systems were equilibrated for ∼20 ps, and the production run was carried out in the NVT
ensemble for another ~180 ps.
4.2.5. DFT calculations
DFT calculations were performed with Gaussian 09 software at the PBE1PBE level of
theory using the 6-311++G** basis set.227 In order to obtain reasonable results of structure
optimizations and frequency calculations, the initial geometries of the lithium solvation shells
were captured from the AIMDS. The captured structure of tetrahedral solvation shell and contact
ion pair contained not only the first solvation shells of Li+ but also appropriate amount of
acetonitrile molecules from the second solvation shell. Structure optimization and frequency
calculations were performed in the gas phase unless otherwise noted.
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Figure 4.1. Concentration-dependent FTIR spectra in the nitrile stretch region. Top panel
corresponds to ACN/LiTFSI in the ACN nitrile stretch region. and bottom panel corresponds to
ACN/LiSCN in the ACN nitrile stretch region. The inset in the bottom panel shows the same
sample in both ACN and thiocyanate nitrile stretch region. The display concentrations are X(Li+)
= 0 (black), X(Li+) = 0.01 (red), X(Li+) = 0.025 (green) and X(Li+) = 0.05 (cyan).
4.3. Results
4.3.1. FTIR spectroscopy
Linear IR spectroscopy was first used to study the structure of LiTFSI and LiSCN in
ACN. Concentration-dependent infrared (IR) spectra in the CN stretching region of ACN (2220
cm-1 to 2320 cm-1) are shown in Figure 4.1. In pure ACN, only one asymmetric band is observed
at ~2260 cm-1. This band is asymmetric due to an overlap of hot band transition in the lowfrequency side.231-233 The addition of lithium salt gives rise to a new band at the high-frequency
side (~2285 cm-1) of the solvent CN stretch band, which becomes more pronounced when the
concentration of Li+ increases. Due to the direct increase of the high frequency band with the
addition of salt, the low-frequency and high-frequency bands have been assigned to free and Li+coordinated CN stretching bands, respectively.79 It is to be observed that the spectra reported
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here are similar to the spectra from previous studies on similar systems.79, 207-209, 234, 235 In
addition, it is observed in the case of LiSCN in ACN that a band at 2074 cm-1 grows with the
addition of the lithium salt. This downshifted band corresponds to the nitrile stretch of the anion.

Figure 4.2. Upper panel: ACN solutions with mixed salts of TBASCN and LiClO4 with X(Li+)
equal to 0 (black), 0.01 (red), 0.02 (cyan), 0.025 (magenta) and 0.05 (green). Lower panel:
LiSCN in ACN-d3 in the thiocyanate CN stretching region with X(Li+) equal to 0 (black), 0.01
(red), 0.025 (green) and 0.05 (cyan) as well as 0.05 TBASCN in ACN-d3 (magenta). All spectra
were normalized.
It is now well accepted that at low concentrations Li+ and TFSI- remain dissociated in
high dielectric organic solvents, such as ACN.51, 67, 97, 211 In addition, previous research has
evidenced a solvent coordination number of four in dilute ACN/Li+ solutions.67, 79, 207-209, 234, 235
Thus, it is expected that most Li+ will coordinate four ACN molecules at the investigated
concentrations (0 ≤ X(Li+) ≤ 0.05) in the ACN/LiTFSI system. On the other hand, LiSCN has
been proven to be a highly associated salt that can form contact ion pairs (CIPs) in organic
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solvents.79, 212-214 The speciation of SCN-, characterized using its CN stretch band, allows us to
reach the same conclusion. First, a sample containing SCN- with a non-perturbing cation (TBA)
shows a peak at 2057 cm-1 (Figure 4.2), which is downshifted by ~20 cm-1 from the peak seen for
LiSCN in ACN (Figure 4.1). Second, a concentration-dependence of a mixture of TBASCN with
varying amounts of LiClO4 shows the rise of the CIP peak at ~2075 cm-1 with the addition of Li+
(Figure 4.2). These results are similar to observations previously made for LiSCN in
dimethylformamide, which is a high dielectric constant solvent.214

Figure 4.3. 2DIR spectra of (a) LiTFSI in ACN (top panels) and (b) LiSCN in ACN (bottom
panels) with X(Li+) equal to 0.05. The spectra at waiting time of 0.25 ps, 1 ps and 3 ps are shown
in left, middle and right panels, respectively.
4.3.2. 2DIR spectroscopy
To gain more structural and dynamical information of the ACN/Li+ solutions, the 2DIR
spectra were collected for the two systems ACN/LiTFSI and ACN/LiSCN at X(Li+) = 0.05. The
2DIR spectra in the region corresponding to the CN stretch of ACN are shown in Figure 4.3. The
data was analyzed for waiting times up to 3 ps due to the presence of heating effects.92, 212, 216, 236
In both solutions, the 2DIR spectra have two pairs of peaks on top of the diagonal line
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represented by the solid black line. These red positive peaks are attributed to third order nonlinear response arising from the transitions between 𝜈=0 and 𝜈=1 vibrational states of ACN,
while the blue negative peaks downshifted by ~24 cm-1 correspond to non-linear signals arising
from the transitions between 𝜈=1 and 𝜈=2 vibrational states. The pair of peaks on the lowfrequency and high-frequency side of the 2DIR spectra are the same free and coordinated CN
bands seen in the FTIR spectra, respectively.
The waiting time evolution of the spectra shows that the main peaks are more tilted along
the diagonal line at early waiting time, indicating the pump and probe frequencies are correlated.
However, the 2DIR peaks become more upright at later waiting times, depicting the loss of
correlation between pump and probe frequencies as the waiting time progresses. The peak shape
dependence with waiting time showcases the randomization of the initially pumped frequencies
(spectral diffusion process) in these systems.107 Interestingly, the peak shapes evolve rapidly
within the first 2 ps and only change marginally afterwards for both samples. In addition, the
2DIR spectra do not present off-diagonal features within the first 2 ps.
4.4. Discussion
4.4.1. Speciation of Li+
The FTIR spectra (Figure 4.1) show only two peaks in the CN stretching region of ACN
for either LiTFSI or LiSCN samples. The result indicates that in each solution the solvent is
mainly observing two different molecular environments; i.e., bulk solvent and Li+ solvation
shell. Li+ is known to form tetrahedral solvation shell in most organic solvents with single
coordination sites.67, 77, 237-240 Thus, the coordinated peak (high frequency) seen in the
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Figure 4.4. Lineshape parameters of the coordinated nitrile stretch of ACN as function of Li+
concentration. Top and bottom panels display the peak shift from free peaks to coordinated peaks
and the full width at half maximum (FWHM) of coordinated peaks, respectively. Black squares
and red circles represent the LiTFSI/ACN and LiSCN/ACN samples, respectively.
Table 4.2. DFT computations of Li+ binding SCN- through S or N, calculated in gas phase and
polarizable continuum (PCM) using two types of methods (PBE1PBE and MP2). Energy of Li+
binding SCN- through S or N reported as the energy difference (𝛥E) in kcal/mol with respect to
the minimum of energy.
Structure

𝛥E (kcal/mol) 𝛥E (kcal/mol)
𝛥E (kcal/mol)
PBE1PBE (PCM)
PBE1PBE (gas)
MP2 (gas)
Li---N≡C-S, (through N)
0
0
0
Li---S-C≡N, (through S)
26
23
6
ACN/LiTFSI samples correspond to the ACN molecules in the first solvation shell of Li+.
Moreover, the coordinated peak positions relative to the free peaks and the full width at half
maximum (FWHM) of coordinated peak (Figure 4.4) remain almost invariant with increasing Li+
concentration, demonstrating that there is no obvious change in the speciation of Li+ within the
investigated range of concentrations. This last result is in agreement with the large dissociation
presented by this salt in ACN.67 In the case of ACN/LiSCN, Li+ predominantly exists as a contact
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ion pair with a tetrahedral solvation shell which includes the SCN-. It is important to note that in
the LiSCN CIP, the anion coordinate Li+ through the N atom rather than the S atom (Table
4.2).212 Thus, the two peaks at low- and high-frequency side seen in the CN stretching region of
ACN for LiSCN are assigned to free and Li+-coordinated ACN molecules in the CIP,
respectively. Similar to the case of LiTFSI, the spectra of ACN/LiSCN shows a constant relative
peak position and FWHM as functions of Li+ concentrations (Figure 4.4).

Figure 4.5. Computational results. Top panel shows the radial distribution function (RDF)
between Li+ and nitrogen atom of the coordinated ACNs (g(r)Li+-NACN, solid line) and its
integrated RDF (Int(g(r)Li+-NACN), dash line) from AIMDS. Black and red correspond to the
LiTFSI and LiSCN solutions in ACN, respectively. Bottom panel depicts the DFT frequency
calculations (PCM) for free and coordinated ACN. Blue squares, black circles and red triangles
represent the frequencies and intensities of the nitrile stretch in a single ACN molecule, in
tetrahedral solvation shell of free Li+ (Li(ACN)4+), and its CIP (Li(ACN)3(SCN)), respectively.
The geometry used for these calculations can be found in the SI.
The FTIR spectra of ACN/LiTFSI and ACN/LiSCN appear to be similar (Figure 4.1), but
a close inspection reveals that the relative peak position of the coordinated CN of ACN is slightly
more upshifted for LiTFSI samples (~25 cm-1) as compared to LiSCN samples (~23 cm-1). This
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difference in the relative peak position is attributed to the different speciation of Li+, which in the
case of LiTFSI is mainly Li(ACN)4+ and in the case of LiSCN is Li(ACN)3(SCN). The
assignment is supported by DFT computations , where a similar upshift of the CN stretch of
ACN is seen for the Li(ACN)4+ when compared to Li(ACN)3SCN solvation shells (Figure 4.5).
Finally, the deduced speciation is also in agreement with the AIMDSs. The radial distribution
functions between Li+ and the nitrogen atom of the coordinated ACN (g(r)Li-NACN) and the
integral of g(r)Li-NACN (int(g(r)Li-NACN)) show that in the LiTFSI system, Li+ coordinates four
ACN molecules, but it coordinates three ACN molecules and one thiocyanate ion in the LiSCN
system (Figure 4.6). A similar molecular picture is deduced for the LiSCN/ACN system from the
radial distribution function between Li+ and the nitrogen atom of thiocyanate (Figure 4.6).

Figure 4.6. Radial distribution function between Li+ and thiocyanate N (g(r)Li-NSCN, solid line)
and integral of g(r)Li-N (Int(g(r)Li-NSCN), dash line) from ab initio MD simulation.
4.4.2. Vibrational coupling
The experiments performed here were designed with the objective of characterizing the
molecular motions of the individual solvent molecules coordinating Li+. Previous attempts on
other solvents did not succeed because of the strong coupling among solvent molecules in the Li+
solvation shell.74, 77, 83 In contrast with previous systems, ACN has a small transition dipole
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magnitude which is ~20 times smaller than dimethyl carbonate (Table 4.1). The small transition
dipole for the CN stretch of ACN is directly observed when computing the vibrational spectrum
of the complex Li(ACN)4+. In this case, the separation between the symmetric and asymmetric
CN stretches is only ~2 cm-1 (Figure 4.5), demonstrating that the vibrational coupling constant is
small (β < 0.5 cm-1). Experimentally, this is confirmed by the FTIR and 2DIR spectra of the
ACN/LiTFSI solution (Figure 4.1 and Figure 4.3) since only one peak is observed in the
coordinated region in agreement with the symmetric and asymmetric CN stretches being very
close to one another in frequency. In addition, the cross peaks due to vibrational coupling
between coordinated and free ACN molecules are absent at all measured waiting times.
The lack of cross peak between coordinated and free peaks is in stark contrast with the
observation in solutions of solvents containing carbonyl groups.66, 72, 74, 77, 83 For example, the
2DIR spectra of solution of Li+ in organic carbonates and ureas presented cross peaks between
the asymmetric and symmetric carbonyl stretch modes in 2DIR spectra at Tw = 0 ps. Moreover,
the characteristic time of vibrational energy transfer in carbonate/Li+ or urea/Li+ system is found
to be on the order of several to tens of picosecond.66, 74, 77, 83 However, in the case of ACN/Li+
solutions, the cross peaks are not observed within the investigated window of Tw = 3 ps. The lack
of cross peaks between coordinated and free peaks also demonstrates that the chemical exchange
characteristic time is much slower than a few picoseconds, but it does not imply that the ACN
molecules in the Li(ACN)4+ complex are not vibrationally coupled. On the contrary, the small
vibrational coupling among ACN molecules makes the cross peak due to vibrational coupling
between symmetric and asymmetric CN stretches to be located within the diagonal peak of the
CN stretches of coordinated ACN molecules.
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Figure 4.7. Frequency changes of the nitrile stretches computed by DFT as function of different
geometrical factors: angle  (left), distance dr (middle) and angle  (right) in a solvation shell of
Li(ACN)4+. Magenta star, black square, red circle and blue triangle represent the calculated
frequencies of the four coordinated nitriles of ACN. Note that only the geometrical factors for the
nitrile group represented by the magenta star were varied in the calculation.
The weak vibrational coupling is also seen by computing distortions of Li+ solvation
shell. In this case, adjusting the distance (dr, N···Li+) or the angles C≡N···Li+ and ϕ
(O···Li+···O) of one ACN within the Li(ACN)4+ complex does not significantly affect the CN
frequencies of the other coordinated molecules (Figure 4.7). This result further supports our
hypothesis that the coupling between coordinated CN groups is weak.
4.4.3. Dynamics of Li+ solvation shell
The dynamics of the ACN molecules in the Li(ACN)4+ complex can be retrieved from the
waiting time evolution of the coordinated peak shapes in the 2DIR spectra and represents the
dynamics of frequency-frequency correlation function (FFCF). In any tetrahedral solvation shell,
the Hamiltonian of the CN stretch can be described as:
(1)

𝜔10 (𝑡)
0
0
𝜔10 + 𝛿𝜔1 (𝑡)
𝛽12 (𝑡)
𝛽13 (𝑡)
𝛽14 (𝑡)
(2)
0
𝜔10 (𝑡)
0
𝛽12 (𝑡)
𝜔10 + 𝛿𝜔2 (𝑡)
𝛽23 (𝑡)
𝛽24 (𝑡)
𝐻(𝑡) =
=
(3)
𝛽13 (𝑡)
𝛽23 (𝑡)
𝜔10 + 𝛿𝜔3 (𝑡)
𝛽34 (𝑡)
0
0
𝜔10 (𝑡)
[
𝛽14 (𝑡)
𝛽24 (𝑡)
𝛽34 (𝑡)
𝜔10 + 𝛿𝜔4 (𝑡)]
0
0
[ 0

0
0
0
(4)
𝜔10 (𝑡)]

where 10 is the transition frequency for each isolated CN stretch, i(t) describes the timedependent change in frequency for the ith CN stretch and ij(t) defines the time-dependent
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Figure 4.8. CLS of coordinated ACN in LiTFSI and LiSCN solutions with X(Li+) = 0.05. Black
and red represent the data of LiTFSI and LiSCN, respectively. The lines correspond to the model
fitting as described in the text.
Table 4.3. Model parameters from the fitting of coordinated CLS in LiTFSI and LiSCN in ACN
solutions.
Sample
y0
A
 (ps)
ACN/LiTFSI 1.6 ± 0.2 0.08 ± 0.01 0.29 ± 0.01
ACN/LiSCN 1.6 ± 0.2 0.13 ± 0.02 0.33 ± 0.01

Figure 4.9. Anisotropy decay of the reorientations of coordinated ACN.
Table 4.4. Modeling of the reorientation dynamics (Figure 4.9) of the coordinated ACN in
LiTFSI and LiSCN systems in the AIMDSs with an exponential decay of the form, 𝑦 = 𝐴1 ∗
−𝑡
−𝑡
𝑒 ( ⁄𝜏1 ) + 𝐴2 ∗ 𝑒 ( ⁄𝜏2 ) .
Parameters LiTFSI in ACN LiSCN in ACN
A1
0.10  0.01
0.10  0.01
1 (ps)
0.45  0.01
0.41  0.01
A2
0.89  0.01
0.89  0.01
2 (ps)
32.9  0.1
24.3  0.1
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coupling between the ith and jth CN stretch. Using the previously demonstrated assumption that
ij(t) is negligible, the Hamiltonian reduces to a simple expression containing four degenerate
(𝑗)
(𝑡) = 𝜔10 + 𝛿𝜔𝑗 (𝑡)), where each randomly fluctuates according to its j(t). A
frequencies (𝜔10

similar Hamiltonian is deduced for the CIP, but only contains three sites. Thus, the characteristic
time of FFCF directly relates to the fluctuation of the individual sites.
The spectral diffusion of ACN molecules coordinated to Li+, computed using the center
line slope (CLS)241, 242, is shown in Figure 4.8. The CLSs of the coordinated CN stretches are
well modelled with a single exponential decay of the form: 𝑓(𝑇𝑤 ) = 𝐴 ∗ 𝑒 (−𝑇𝑤⁄𝜏) + 𝑦0 , where
𝑇𝑤 is the waiting time, 𝐴 is the amplitude, 𝜏 is the decorrelation time, and 𝑦0 is an offset. The
model parameters (Table 4.3) reveal that the ACN molecules undergo thermal frequency
fluctuations in time scales smaller than 2 ps. Moreover, the presence of an offset (y0) is also
observed, which is indicative of the 2DIR peak containing more than one underlying transition
that exchanges with a slow characteristic time. For example, the CLS offset in LiTFSI sample
could be attributed to the presence of multiple transitions and/or solvent separated ion pairs.
While the former case refers to the presence of the four/three CN stretches within the same
band,243 the latter case produces an offset since it is expected that the making and breaking of
solvent separated ion pairs occur with a much longer characteristic time.214 A curious finding is
that the CLS of the coordinated CN stretch has very similar value of the spectral diffusion time (τ
= 1.6 ps) for both samples even though Li+ form totally different solvation shells corresponding
to a free ion and CIP, as previously described. In other words, the motions of the ACN
coordinating Li+ appear to be very similar even in the presence of an anion in the Li+ solvation
shell. It should be noted that the CLS dynamics of the coordinated ACN molecules only accounts
for site frequency fluctuation and not their reorientations244 since Li(ACN)4+ complex has a large
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molecular size (148 cm3/mol) compared to a single ACN molecule (38 cm3/mol). This is in
agreement with the reorientation dynamics of 33 ps and 24 ps for a single coordinated ACN
(Figure 4.9 and Table 4.4) computed from the AIMDSs for Li(ACN)4+ and Li(ACN)3(SCN),
respectively. Thus, the fast dynamics seen in CLS of the coordinated peak describes exclusively
the thermal motions of the ACN molecules coordinated to Li+.
4.4.4. Molecular mechanism of FFCF
The molecular mechanism giving rise to the FFCF dynamics was studied using the
AIMDSs. Given the simplicity of the Li+ solvation shells for the free ion and CIP, it is possible to
model the effect of the solvation shell with three structural parameters: the N···Li+ distance, the
N···Li+···N angle and the C≡N···Li+angle. In the case of ACN, each coordinated ACN molecule
in the Li(ACN)4+ complex undergoes fluctuations of its CN stretch independently of the others
due to the weak vibrational coupling between coordinated ACN nitrile stretches. Moreover, the
weak coupling makes the frequency of coordinated ACN nitrile stretches to fluctuate slightly
when N···Li+···N angle is changed (Figure 4.7). The lack of change of the CN stretch
frequencies with this geometrical factor is in agreement with the single site representation in
which changes in the distance and angle between the nitrile group of ACN and Li+ drive the large
frequency fluctuations in the CN stretch. Thus, the modeling of the CN stretch coordinated to Li+
reduces to two structural factors: the N···Li+ distance and the C≡N···Li+angle.

Interestingly,

the autocorrelation function of these two geometrical factors reveals dynamics with characteristic
times in the range of 1-2 ps (Table 4.5), which are both very close to the experimental values of
the FFCF. Thus, the dynamics of the structural factors alone does not show to what degree each
geometrical factor contributes to the FFCF. To this end, a frequency map of CN stretch was built.
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Table 4.5. Modelling of correlation functions of dr or angle  in LiTFSI and LiSCN systems in
−𝑡
the AIMDSs (Figure 4.10) with a single exponential decay of the form, 𝑦 = 𝐴1 ∗ 𝑒 ( ⁄𝜏1 ).
Geometrical Factor Parameters LiTFSI in ACN-d3 LiSCN in ACN-d3
dr
A1
0.0030  0.0001
0.0011  0.0001
1 (ps)
1.42  0.01
1.12  0.02

A1
108.3  0.6
139.2  0.4

1 (ps)
0.96  0.01
1.70  0.01


Figure 4.10. Correlation functions of distance dr (top) or angle  (bottom) in LiTFSI (black) and
LiSCN (red) solutions, calculated from AIMD simulations.
The new-built frequency map (Figure 4.11) reflects the effect on the CN stretch
frequency of single ACN in the Li(ACN)4+ or Li(ACN)3(SCN) complex for the distance dr
(N···Li+) and the angle  (C≡N···Li+). It is also observed that the frequency fluctuations due to
changes in the angle  are not significantly affected by the changes in the distance dr and vice
versa (Figure 4.12). This indicates that frequency changes can be described in first
approximation by two independent fluctuation terms as:
𝑜𝑝𝑡
𝜔01 (𝑡) = 𝜔01
+ 𝛿𝜔𝜃 (𝑡) + 𝛿𝜔𝑟 (𝑡)
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where 𝛿𝜔𝜃 and 𝛿𝜔𝑟 are the fluctuations of the frequency due to changes in the angle  and
distance dr, respectively. Using the DFT map and the coordinates from the AIMDSs, the
instantaneous frequencies were calculated for the ACN in the Li+ solvation of the ACN/LiTFSI
and ACN/LiSCN systems.

Figure 4.11. Frequency map as contour plots of the nitrile stretch of acetonitrile from DFT
computations of solvated tetrahedral solvation shell (left) and solvated contact ion pair with
thiocyanate ion (right). X axis: distance dr in Å. Y axis: angle  in degree. Each contour line is
marked with the corresponding frequency in cm-1.
The 𝛿𝜔𝜃 as a function of and 𝛿𝜔𝑟 as a function of dr were obtained from the fitting of
𝑜𝑝𝑡
the data in Figure 4.12. As a result for the ACN/LiTFSI system and using that 𝜔01
= 2406.57

cm-1, the following equation were obtained:
𝛿𝜔𝜃 (𝑐𝑚−1 ) = −0.0089 ∗ 𝜃 2 + 3.3486 ∗ 𝜃 − 308.9300,
𝛿𝜔𝑟 (𝑐𝑚−1 ) = −24.9417 ∗ 𝑟 + 51.2219,
𝜔01 (𝑐𝑚−1 ) = 2148.8619 − 0.0089 ∗ 𝜃 2 + 3.3486 ∗ 𝜃 − 24.9417 ∗ 𝑟.
𝑜𝑝𝑡
Similarly for the ACN/LiSCN system where 𝜔01
= 2397.30 cm-1, the following equation were

obtained:
𝛿𝜔𝜃 (𝑐𝑚−1 ) = −0.0077 ∗ 𝜃 2 + 2.9652 ∗ 𝜃 − 271.6233,
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𝛿𝜔𝑟 (𝑐𝑚−1 ) = −22.2312 ∗ 𝑟 + 45.6975,
𝜔01 (𝑐𝑚−1 ) = 2171.3742 − 0.0077 ∗ 𝜃 2 + 2.9652 ∗ 𝜃 − 22.2312 ∗ 𝑟.
These sets of equations were used to obtain the instantaneous frequencies from the AIMDSs.
The theoretical FFCF derived from the instantaneous frequencies shows an ultrafast
decay in agreement with the fast fluctuations seen for the angle and distance dr (Figure 4.13).
The theoretical FFCF modeled with a single exponential decay (Table 4.6) has characteristic
times of 1-2 ps for the CN stretches in Li(ACN)4+ and Li(ACN)3(SCN). These time scales are in
good agreement with their experimental counterpart of 1.6 ± 0.2 ps. In addition, the computed
FFCF reveals the presence of another ultrafast component (~0.1 ps), but it is likely that this
component only contributes as homogeneous component in the FFCF and it is not measured
experimentally.242, 245 To compute the influence of the dr and  geometrical factors on the FFCF,
the frequency autocorrelation function was computed for each individual geometrical factors

Figure 4.12. Frequency fluctuations () due to the change of  (left) or dr (right) in the
tetrahedral solvation shell (upper) and contact ion pair with SCN- (lower).
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Figure 4.13. FFCFs computed from the AIMDS for the ACN/LiTFSI (top panel) and
ACN/LiSCN (bottom panel) systems. Insets show the FFCFs for 10 ps windows. Black, red and
blue lines represent the FFCF containing both dr and , only , or only dr, respectively.
Table 4.6. Parameters from fitting the autocorrelation functions of both dr and , only  or only
dr in ACN/LiTFSI and ACN/LiSCN systems.
Type
Fitting Parameters ACN/LiTFSI ACN/LiSCN
A’
104 ± 4
109 ± 2
Both dr&
0.88 ± 0.03
1.70 ± 0.04
' (ps)
A’
82 ± 3
99 ± 2
Only 
0.92 ± 0.04
1.72 ± 0.04
' (ps)
Only dr
A’
1.9 ± 0.1
0.65 ± 0.05
1.44 ± 0.08
0.94 ± 0.08
' (ps)
(angle and distance dr). The FFCFs for the individual components (Figure 4.13) reveal the
same decorrelation times of 1-2 ps. However, it is evident that for both ACN/LiTFSI and
ACN/LiSCN systems, the frequency of single ACN nitrile stretch is dominated by the
fluctuations in the angle  since the fluctuations of distance dr have a much smaller amplitude
(variance) as compared to those of the angle or to the total amplitude of the frequency
103

fluctuation (Figure 4.13). The result is also in line with the effect of individual motions of ACN
molecules in the solvation shell of Li+, where only the angle has a strong effect on the
frequency of ACN nitrile stretch (Figure 4.12). In addition, the strong interaction between Li+
and the CN group, as seen by the presence of sharp peaks in the radial distribution functions
(Figure 4.5), is likely to restrict the fluctuations of the distance dr as compared to the angle ,
which explains the small effect of dr in the FFCF. Overall, the results demonstrate that angles
play a significant role in the frequency fluctuations of coordinated nitriles, and is similar to what
was previously reported in carbonate-based electrolytes, where it was postulated that the angles
within the first solvation shell of Li+ are key for describing the FFCF of the coordinated carbonyl
groups.74, 81
4.5. Summary
The present study investigated the dynamics of the acetonitrile molecules in first
solvation shell of Li+ and unveiled the underlying molecular mechanism of such dynamics by a
combination of experimental and theoretical methodologies. The results showed that Li(ACN)4+
and Li(ACN)3(SCN) are formed in ACN/LiTFSI and ACN/LiSCN systems, respectively. In
addition, it is observed that the ACN molecules solvating Li+ are vibrational weakly coupled.
Thus, FFCF of coordinated CN stretch extracted from 2DIR experiments and the AIMDSs
revealed that the in-place motions of the individual ACN molecules in Li+ first solvation shell
have a characteristic time of ~1.6 ps irrespective of the speciation of Li+. The experimental FFCF
was found to be in good agreement with the theoretical FFCF derived from the AIMDSs and the
DFT frequency maps. In addition, analysis of effect of the two geometrical factors, the distance
dr and the angle , in FFCF indicated that the angle  is the dominating factor of the FFCF
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dynamics while the contribution of the distance dr is found to be negligible. The findings of this
work are in line with previous modeling of the solvation shell motions of Li+.
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CHAPTER 5. THE MOLECULAR ORIGIN OF MACROSCOPIC
PROPERTIES IN CONCENTRATED LITHIUM ION ELECTROLYTES
Highly concentrated or “solvent-in-salt” electrolytes are an emerging type of lithium ion
electrolytes in past few years. In this type of electrolytes, the concentration of Li salt is ~4 M,
meaning the molar ratio of salt:solvent is ~1:2. Since there is few free solvent molecules, ion
pairs instead of free ion solvation shell, become dominant in the speciation of Li+. In the
literature, concentrated electrolytes have been studied extensively regarding the macroscopic
properties, e.g. conductivity, viscosity, capacity and cyclability. However, a detailed picture at
the microscopic level needs to be resolved in order to obtain a better understanding of the
macroscopic properties of concentrated electrolytes. In this work, the highly concentrated
electrolytes are studied at the molecular level by linear and non-linear infrared spectroscopies,
with the assistance of DFT computations and ab initio molecular dynamics simulations. To
investigate the molecular environment of concentrated electrolytes, a family of lithium salts with
increasing anion size is used to prepare concentrated electrolytes in acetonitrile. A strong
correlation is observed between nearby Li+, indicating a high correlation between nearby first
solvation shells. Further analysis reveals the fully correlated dynamics inside and outside the first
solvation shells of Li+, which supports the formation of a highly correlated network in
concentrated electrolytes. A direct relation between the molecular motions and the macroscopic
properties is observed as well, which again supports the proposed model of highly correlated
networks. Overall, this study gains better understanding of the concentrated electrolytes at the
molecular level, and reveals the molecular origin of macroscopic properties in a family of
concentrated lithium ion electrolytes.
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5.1. Introduction
Lithium ion batteries (LIB) have become one essential part of the energy storage
techniques in last several decades. As a type of rechargeable batteries, LIB have been used
universally in mobile phones25, 246, household electric equipment25, 247, and some larger-scale
power tools like mowing machines248, 249 and electric vehicles24, 26. LIB are known to be superior
to other types of batteries due to the advantages of high power output, high energy density, high
coulombic efficiency and stable cycling performance.22, 250-252 However, LIB have some major
issues regarding the safety, toxicity, cost and degradation, making the advancement of the battery
more and more demanding.3, 24, 253-256 In the state-of-the-art literature of LIB, most researches
focused on making adjustments on the components of the batteries, e.g. electrodes257, 258,
electrolytes259, 260 or electrolyte additives261-263, while only a few investigated the molecular
structure and motions in the electrolytes66, 71, 77, 81, 264. In order to develop LIB with better
performance, a detailed picture of the electrolytes at the molecular level needs to be resolved.
Typical lithium ion electrolytes (LIE) are composed of lithium salts and organic solvent.5,
14

Commercially used electrolytes are prepared by dissolving ~1 M lithium hexafluorophosphate

(LiPF6) in a mixture of cyclic and linear carbonates, usually a mixture of ethylene carbonate
(EC) and dimethyl carbonate (DMC).5, 14 Lithium ion (Li+) is known to have a tetrahedral
solvation shell exclusively formed by solvent molecules in ~1 M Li+ solutions.67, 77, 169, 239, 265 It
is also known that the conduction mechanism of dilute LIE is the vehicular transport of Li+ first
solvation shell. Though commercial LIE have the optimal performance for batteries, they have
some problems that are yet to be solved. For instance, the cycling stability of the electrodes are
not fulfilled in the dilute electrolyte (~1 M Li+).4, 266 The electrodes at the solid-electrolyte
interface (SEI) reacts with the dilute electrolytes during charging and discharging processes. The
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repetitive destruction/construction of SEI will lead to formation of Li dendrites on the surface of
electrodes, and therefore, cause capacity fade.2, 70 One possible solution for this issue is to
develop highly concentrated electrolytes.10, 191
Highly concentrated electrolyte (HCE) is prepared by dissolving ~4 M Li salt in organic
solvents. At this concentration, the molar ratio of Li:solvent is ~1:2, meaning that each Li+ is
coordinated by a maximum of two solvent molecules in the first solvation shell. Thus, the anions
have to join the first solvation shell to fulfill the coordination number of four.10, 101, 237 HCE is
found to have few free solvent molecules in the solution, which eliminates the solvent
intercalation into the electrode and enables the successful cycle of Li
intercalation/deintercalation on the surface of electrode.267, 268 HCE is also determined to have
high chemical stability, high cyclability and enhanced safety.10, 191 Mandai et al. investigated the
structure and properties of concentrated mixtures of salts and solvents.269 It is claimed that
certain concentrated mixtures of Li salt and ligand molecules are not simply “solutions”
anymore, but may be described as “ionic liquids”. In addition, the thermal and electrochemical
stability of the mixtures are observed to gradually improve with increasing concentration of
Li+.269 It is also claimed by other research groups that the remarkable performance of the
concentrated electrolyte arises from the formation of a fluid polymeric network of the anions and
Li+ cations.10, 98 In the literature, macroscopic properties of HCE have been investigated by
many researchers99, 191, 270-272, while the study of molecular origin of those properties is scarce10,
98, 101, 237, 273

. In order to gain a better understanding of the macroscopic properties of HCE, more

insights should be put into the molecular environment in the electrolytes.
A previous study by our group has obtained more information about the structure and
dynamics of Li+ first solvation shell in the concentrated mixtures of Li salts and carbonate
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molecules.101 Three configurations of the first solvation shell around Li+ were derived, where the
sulfonylimide anions can coordinate Li+ in either monodentate or bidentate configuration. In
addition, the coordination/decoordination of solvent molecules from a Li+ solvation shell is
observed on a picosecond time scale. The process of solvent exchange is found to be correlated
to the making and breaking of coordination bonds between the cation and anion in the same
solvation shell. The making and breaking of coordination bonds initiate the ion transport from
one solvation shell to another, which is determined to be the conduction mechanism in HCE.
Though carbonate molecules are good infrared probes for studying the structural and dynamical
changes in solutions, the excitonic nature or strong vibrational coupling of carbonyl stretches
made the interpretation of infrared spectra very demanding. To enable the investigation of
individual solvent molecules, a non-excitonic solvent, acetonitrile, is selected and found to be a
good reporter for the environment around Li+ centers.85 Additionally, the spectral features and
motions of acetonitrile molecules in Li+ first solvation shell were well studied in previous
research.85 Thus, acetonitrile should be a good reporter for the structure of solvation shell and the
dynamics of individual solvent molecules in HCE.
In this study, a family of lithium salts where the size of fluorinated anion increases
systematically, was selected to investigate the molecular interactions in the concentrated
solutions of acetonitrile (ACN). The selected lithium salts are lithium bis(fluorosulfonyl)imide
(LiFSI), lithium bis(trifluoromethanesulfonyl)imide (LiTFSI) and lithium
bis(pentafluoroethanesulfonyl)imide (LiBETI), the chemical structures of which are shown in
Scheme 5.1. This family of lithium salts has large counter-ions with highly delocalized negative
charges, which facilitates the dissolution of Li salts in organic solvents. It is worth noting that the
sulfonylimide anion cannot be directly measured by infrared spectroscopies due to the highly
109

convoluted peaks in the low frequency region. Thus, the environment around the Li+ centers
were investigated through the CN stretch of ACN molecules. For these purposes, linear (FTIR)
and two-dimensional infrared (2DIR) spectroscopies as well as DFT calculations and ab initio
molecular dynamics simulation (AIMDS) were utilized. From IR spectra, the structure and
dynamics of Li+ first solvation shell can be investigated. AIMDS will be used to interpret the
experimental results by providing detailed information about the local structures and molecular
motions in the HCE formed by lithium sulfonylimide salts.

Scheme 5.1. Structures of sulfonylimide anions, solvent molecule and two coordination
configurations of TFSI-. (a) bis(fluorosulfonyl)imide (FSI-), (b)
bis(trifluoromethanesulfonyl)imide (TFSI-), (c) bis(pentafluoroethanesulfonyl)imide (BETI-), (d)
acetonitrile (ACN), (e) bidentate and (f) monodentate configurations of TFSI- coordinating Li+.
5.2. Methods
5.2.1. Solution preparation
LiFSI (98% TCI) was used without purification. LiTFSI (98% Alfa Aesar) and LiBETI
(98% TCI) were dried in a vacuum oven under 150 °C for two days. Acetonitrile-D3 (ACN-D3,
99.8% isotope VWR) was dried in molecular sieves overnight before use. The usage of ACN-D3
instead of ACN is to eliminate the combination band in the nitrile stretching region of infrared
110

spectrum.85, 210 In the manuscript, ACN refers to ACN-D3 in the results and discussion of the
experiments.
Solutions of LiFSI, LiTFSI or LiBETI in ACN-D3 were prepared at the salt:solvent molar
ratio of 1:2. To assist the dissolution of Li salt in ACN-D3, the mixture of salt and solvent was
heated at low level on a hot plate until a clear, homogeneous liquid formed. Sample cells for
FTIR and 2DIR consisted of the ACN-D3/Li+ solution sandwiched between two CaF2 windows
without spacer. All samples and sample cells were prepared in a N2-filled glovebox to minimize
water contamination from the air. The solvent was tested for less than 100 ppm of water by Karl
Fischer titration.
5.2.2. Ionic conductivity and viscosity measurements
The ionic conductivity of the electrolytes was measured using a YSI 3200 conductivity
meter combined with YSI 3250 cell probe. The temperature of the solutions was recorded with
the integrated temperature probe of the cell probe. The viscosity of the electrolytes was measured
using a Brookfield DV-II+pro viscometer.
5.2.3. Fourier transform infrared spectroscopy (FTIR)
FTIR experiments were performed on a Bruker Tensor 27 equipped with a liquid nitrogen
cooled MCT detector with a spectral resolution of 0.5 cm-1. Reported spectra were averaged over
40 scans. FTIR data were modeled using OriginLab software.
5.2.4. Two-dimensional infrared spectroscopy (2DIR)
The setup used for 2DIR experiments has been previously detailed in the literature, so
only a short description is provided here.107, 150 The input IR pulses were generated with a
Spectra Physics Spitfire Ace Ti:sapphire amplifier at a repetition rate of 5 kHz, in combination
with an OPA-800C and difference frequency generation crystal. These input IR pulses were then
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split into three replicas and later focused on the sample using the well-known boxcars
geometry.215 The photon echo signal was measured in the −k1 + k2 + k3 phase-matching
direction. A heterodyned detection was performed using a fourth pulse (local oscillator). The
heterodyned signal was measured in a 64-element MCT array detector after dispersing the
heterodyned signal in a spectrometer. The photon echo signal was measured as a function of
three critical time intervals: the coherence time τ (interval between pulses 1 and 2), the waiting
time Tw (interval between pulses 2 and 3), and the coherence time t (interval between pulse 3 and
the detected signal). These time intervals were set via computer-controlled translation stages.
Here, 2DIR data were collected by scanning τ time from −4 to +4 ps in increments of 5 fs for
each waiting time to collect both the rephasing and nonrephasing data by switching the time
ordering.180 Signals were collected for waiting times from 0 to 5 ps in steps of 0.25 ps. The data
collection in waiting time was confined to a maximum of 5 ps due to the presence of heating
effects.92, 216, 217 In all of the measurements, the local oscillator always preceded the photon echo
signal by ∼0.8 ps. The time domain signal, collected as a function of (τ, Tw, λt) via a
monochromator-array detection, is transformed into the 2DIR spectra (ωτ, Tw, ωt) by means of
Fourier transforms. A detailed explanation of the Fourier analysis has been described
elsewhere.218
5.2.5. Ab initio molecular dynamics simulations (AIMDS)
The AIMDSs were carried out with the CP2K package (version 3.0).219 The electronic
structure was calculated via Quickstep module219 using the PBE functional with the D2220
dispersion scheme and the TZV2P basis set, with Goedecker-Teler-Hutter (GTH)
pseudopotentials.221-223 Periodic boundary conditions were applied to the system, and the NoséHoover thermostat was used to keep the temperature constant at 300 K, with the temperature
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damping constant of 100 fs. A self-consistent field (SCF) convergence criterion was set to 5.0 ×
10−7 hartree. The ACN/LiTFSI system was composed of 10 lithium ions (Li+), 10
bis(trifluoromethanesulfonyl)imide ions (TFSI-) and 20 acetonitrile-t3 (ACN-T3) in a cubic box
with a length of ∼15.9 Å. The ACN-T3 (i.e., all hydrogens (H) were replaced by tritium (T)) is
required for 1.0 fs time steps in the AIMDS.171, 225 In this paper, the box composition is
representative of concentrated lithium electrolyte in acetonitrile with a molar ratio between salt
and solvent of 1:2.
The initial lithium solvation shell of LiTFSI in ACN-T3, consisting of a Li+ coordinated
to 2 acetonitrile molecules and 1 TFSI- in a bidentate configuration (Scheme 5.1), was first
optimized to reach the minimum energy by Gaussian 09.227 The molecular box contains 10
optimized solvation shells randomly placed using Packmol.228 The box later underwent a
minimization run over 5000 cycles, a 2 ns NVT and 2 ns NPT process using AMBER software
package and GAFF force field.229, 230 These preparation steps were required to assure the
equilibration of the box. In the AIMDS, the system was equilibrated for ∼20 ps, followed by a
production run in the NVT ensemble for another ~100 ps.
5.2.6. DFT calculations
DFT calculations were performed with Gaussian 09 software at the PBE1PBE level of
theory using the 6-311++G** basis set.227 Structure optimization, frequency calculations and
natural bond orbital (NBO) analysis were performed in acetonitrile using polarizable continuum
model (PCM) in order to obtain reasonable structures of the contact ion pairs.
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Figure 5.1. Normalized FTIR spectra (upper) and normalized FTIR spectra after overlapping the
maxima of peaks (lower). The results of LiFSI, LiTFSI and LiBETI in ACN are represented by
black, red and cyan, respectively. The salt:solvent molar ratio is 1:2. Details of the figure are
illustrated in the text.
5.3. Results
The concentrated solutions of Li salts and ACN were studied by linear infrared (IR)
spectroscopy. The concentration-dependent FTIR spectra in the nitrile (CN) stretching region for
the solvent (2220 cm-1–2340 cm-1) are shown in Figure 5.1. From previous research, it is known
that pure ACN shows one asymmetric band at ~2265 cm-1 corresponding to the free CN stretch.85
This band is asymmetric due to the overlap of hot band transitions.207 In dilute ACN electrolytes,
the frequency of the CN stretch blue shifts due to the interaction with Li+, giving rise to a second
band at ~ 2285 cm-1.79, 85 Similar bands are also observed in the FTIR spectra of concentrated
electrolytes. The low- and high-frequency bands in the CN stretching region are assigned as free
and coordinated bands of CN stretch, respectively. It is observed that the intensity of the
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coordinated band is much higher than the free band. The central frequency of coordinated band
blue shifts by ~2 cm-1 from LiFSI to LiBETI sample. In addition, the normalized spectra of three
different salts have similar bandwidth. Even after overlapping the maximum of coordinated
bands, the difference in bandwidth among three Li salts in ACN at the molar ratio of 1:2 is
negligible. (Figure 5.1)
2DIR spectroscopy is known to have high spectral resolution and time resolution. In
order to investigate the molecular environment in concentrated electrolytes, the 2DIR spectra
were collected for LiFSI, LiTFSI or LiBETI in ACN at the molar ratio of 1:2, as shown in Figure
5.2. The 2DIR spectra among three salts have similar spectral features. In the CN stretching
region of each spectrum, one pair of major peaks can be observed along the diagonal,
corresponding to the coordinated bands in the FTIR spectra. The red and blue peaks correspond
to the vibrational transitions from =0 to =1 and from =1 to =2, respectively. The pair of
coordinated peaks is located approximately at (, t) = (2290 cm-1, 2295 cm-1) and (2290 cm-1,
2270 cm-1). It is worth noting that the free bands in FTIR spectra still appear in the 2DIR spectra
on the low-frequency side at around (, t) = (2265 cm-1, 2265 cm-1). However, because the
amplitude of the transition dipole moment of the coordinated CN stretch (~130 km/mol) is twice
as much as the free CN stretch (~60 km/mol) (Table 5.1), the resulted free peaks in 2DIR spectra
have very small intensity as compared to the coordinated peaks, and thus, are hardly seen.
(Figure 5.2) At short waiting time, the peaks are elongated along the diagonal line that is
represented by the solid black line. When time progresses, the shape of the peaks become
rounder and more upright, which indicates the process of spectral diffusion. At waiting time of 5
ps, heating effect causes the peaks to get wider along the axis of probe frequency.
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Figure 5.2. 2DIR spectra of Li salts in ACN at the molar ratio of 1:2. LiFSI, LiTFSI and LiBETI
are shown in the upper, middle and lower panels, respectively. The waiting times shown from left
to right are 0, 2 and 5 ps. The x-axis is probe frequency (t cm-1) while the y-axis is pump
frequency ( cm-1).
Table 5.1. Frequency calculations of bidentate solvation shells formed by three Li salts. The
frequency (CN) and intensity (I) of coordinated CN stretch are reported in cm-1 and km/mol,
respectively.
CN (cm-1) I (km/mol)
2403.66
73.19
2404.05
214.89
Li(ACN)2(TFSI)
2403.83
210.98
2404.01
69.01
Li(ACN)2(BETI) 2403.03
172.43
2403.44
95.90
ACN
2378.15
62.15
Species
Li(ACN)2(FSI)
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Figure 5.3. Radial distribution functions (g(r)) and the integrated radial distribution functions
(Int(g(r))) between Li and coordinated atoms. The g(r)Li-NACN and Int(g(r)Li-NACN) between Li
and the N of ACN are shown in the upper panel. The g(r)Li-OTFSI and Int(g(r)Li-OTFSI) between
Li and the O of TFSI- are shown in the lower panel.
5.4. Discussion
It is known that Li+ forms four coordination bonds with either solvent or anion in the
first solvation shell.10, 101, 237 When the molar ratio of salt:solvent is around 1:2, most of the
solvent molecules are coordinated, as supported by the high intensity of coordinated bands and
the low intensity of free bands in IR spectra. (Figure 5.1 and Figure 5.2) Fitting the FTIR
spectrum reveals the areas of coordinated and free bands. Combining the band areas, LambertBeer Law, and the transition dipole amplitudes of CN stretches, the percentage of free ACN is
determined to be ~8% at the salt:solvent molar ratio of 1:2.
A comparison of FTIR data with AIMDS of the ACN/LiTFSI system at the salt:solvent
molar ratio of 1:2 provides detailed information about the solvation shell of Li+. The radial
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distribution functions (g(r)) between Li+ and the coordinated atoms are shown in Figure 5.3. It is
indicated that the coordination number of NACN is 1.89 at the cutoff distance of 2.95 Å, while the
coordination number of OTFSI is 2.35 at the cutoff distance of 2.95 Å. It is also shown that OTFSI
atoms form more coordination bonds than NACN atoms. Because the number of coordinated ACN
per Li+ is lower than 2, there is a small amount of free solvent molecules in the concentrated
electrolytes, which is supported by the low intensity of free band in IR spectra. The percentage of
free ACN in the simulation box is calculated to be ~6%, which is similar to the result previously
determined by FTIR experiment (~8%). AIMDS also predicts that the total coordination number
of Li+ in the ACN/LiTFSI system is 4.24, which is slightly larger than the coordination number
in dilute electrolytes (~4).67, 77, 169, 239, 265 Higher coordination number in the concentrated
electrolyte demonstrates an expansion of the first solvation shell due to the extensive
coordination between Li+ and counter-ions.
It has been shown that the sulfonylimide anions have four possible coordination sites
(four O atoms). Hence, TFSI- can coordinate Li+ in several possible configurations.67, 98, 100 The
most popular configurations of TFSI- coordinating Li+ are monodentate and bidentate as shown
in Scheme 5.2, where the Li+ is coordinated by one or two O atoms of a TFSI-, respectively.
Similar structures can also be formed for the coordination between Li+ and FSI-/BETI-. AIMDS
of the ACN/LiTFSI system supports the configurations of both monodentate and bidentate
coordination of TFSI-. Especially, there are three types of Li+ first solvation shells that are
commonly seen throughout the 100 ps run. (Scheme 5.2) The first type is defined as mixed
configuration with both monodentate and bidentate TFSI-. In this type of solvation shell, besides
one coordinated ACN, two TFSI- ions coordinate the same Li+ in different forms: one is
monodentate, the other one is bidentate. The second type is defined as double monodentate,
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where two TFSI- anions coordinate the same Li+, each by one O atom, with the other two
coordination sites occupied by two ACN molecules. The third type is bidentate, which has one
TFSI- coordinating Li+ by two O atoms and two ACN molecules coordinating the same cation to
make a coordination number of four. Note that similar solvation structures were derived for the
concentrated electrolytes of carbonate solvents as well.101 Despite the different configurations of
TFSI- solvation, the frequency of acetonitrile CN stretch in the IR spectra appears to be
invariant. (Table 5.2) Hence, the different structures of solvation shells cannot be easily
discerned from the lineshape of the linear or non-linear IR spectra, which explains why there is
only one coordinated peak in the CN stretching region of the IR spectra.
Table 5.2. Frequency calculations for three configurations of the first solvation shells formed by
LiTFSI and ACN. The frequency (CN) and intensity (I) of coordinated CN stretch are reported
in cm-1 and km/mol, respectively.
Configurations
CN (cm-1) I (km/mol)
mixed
2404.20
136.17
double monodentate 2403.26
148.95
2403.60
112.85
bidentate
2403.83
210.98
2404.01
69.01

Scheme 5.2. Ball and stick models of the most probable configurations of the first solvation
shells for ACN/LiTFSI system at the salt:solvent molar ratio of 1:2. From left to right: (a) mixed,
(b) double monodentate, and (c) bidentate configurations. The pink, red, cyan, yellow, gray, light
blue and white colors represent Li, O, N, S, C, F and H, respectively.
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Figure 5.4. CLS of coordinated CN stretch in the 2DIR spectra of three Li salts. Black, red and
cyan colors represent the results for LiFSI, LiTFSI and LiBETI, respectively. The lines represent
the fitting results of CLS data as discussed in the text.
Table 5.3. Fitting parameters of CLS for the 2DIR spectra of LiFSI, LiTFSI and LiBETI
samples.
Sample
A
 (ps)
ACN/LiFSI
9.3 ± 0.4 0.67 ± 0.01
ACN/LiTFSI 11.0 ± 0.4 0.67 ± 0.01
ACN/LiBETI 16.4 ± 0.9 0.65 ± 0.01
The anion effect on the solvation shell of Li+ is studied through the IR spectra of
coordinated solvent molecules. FTIR spectra of three salts share high resemblance at the
salt:solvent molar ratio of 1:2. The only difference is a ~2 cm-1 blue shift of the coordinated band
from LiFSI to LiBETI sample, which is likely due to the change in the dielectric of the mixture.
The lineshape of linear absorption spectrum is dependent on the vibrational lifetime, diffusion
coefficient and frequency fluctuation of the IR reporter.107 The similar lineshape of FTIR spectra
indicates that the aforementioned properties of CN stretch appear to be very similar even though
the counter-ion is different in three samples. It is worth noting that the finding in this work
appears to be a match to a previous study on the dilute mixtures of Li salts and ACN, which
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revealed very similar IR spectral features of acetonitrile CN stretch irrespective of the solvation
structures.85
The anion effect on the dynamics of ACN molecules in the Li+ first solation shell is
investigated by 2DIR spectroscopy. The peak shape of coordinated band evolves with increasing
waiting time, resulted from the gradual decorrelation between the pump and probe frequencies of
CN stretch. To model the dynamics of frequency-frequency correlation function (FFCF) of
coordinated CN stretch, center line slope (CLS) was analyzed for the coordinated band, as shown
in Figure 5.4. The CLS data were modeled with a single exponential decay of the form:
𝐶𝐿𝑆(𝑇𝑤 ) = 𝐴 ∗ 𝑒 −𝑇𝑤⁄𝜏 , where 𝐴 is the amplitude, 𝑇𝑤 is the waiting time and 𝜏 is the frequency
decorrelation time. (Table 5.3) The modeling reveals that the dynamics of FFCF for the
concentrated electrolytes (𝜏) are in the range of 10 to 20 ps, which is almost 10 times slower than
that of the dilute electrolyte of LiTFSI in ACN (~1.6 ps).85 The slower dynamics in concentrated
electrolyte indicates a shallower potential well around the coordinated solvent molecules at high
concentration of Li+ as described by Kramers theory.274 The amplitude of CLS (𝐴) is also found
to be statistically the same for three samples, while the decorrelation time constant (𝜏) gets larger
from LiFSI to LiTFSI to LiBETI sample. In low concentration electrolyte, the frequency
fluctuation of coordinated CN stretch has been assigned to the deformation or the in-place
motions of the first solvation shell of Li+.85 Hence, the faster dynamics of FFCF for the
coordinated CN stretch demonstrates a faster deformation of the first solvation shell formed by
FSI- than BETI-, namely, the motion of coordinated solvent molecule is within a narrower and
deeper potential well in LiFSI sample than in LiBETI sample, with TFSI- sample in between.
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The slowdown in FFCF dynamics can arise from different molecular mechanisms. One
possible mechanism is that the ion-solvent interactions are different for the different counterions. However, the NBO analysis for the bidentate solvation shells of LiFSI, LiTFSi and LiBETI
show similar electronic structures around Li+ centers, as shown in Table 5.4. Another possibility
is that the frequency fluctuation is related to the energy landscape of moving solvent molecules.
Thus, the potential energy surfaces are calculated by adjusting the distance between Li+ and
coordinated ACN as one possible coordinate of ACN motion. (Figure 5.5) Note that the distance
between Li+ and ACN was adjusted in DFT calculations based on their distributions extracted

Figure 5.5. Frequency change of coordinated CN stretch and energy landscape of changing the
distance between Li+ and NACN (r(Li-NACN)) in bidentate solvation shells of Li+, calculated by
DFT. Black, red and cyan represent the results of LiFSI, LiTFSI and LiBETI, respectively. Each
landscape was fitted by a parabolic function based on the energy function of harmonic
oscillation. The solid lines show the fitting results. The spring constants, k, from fitting are 65,
60, and 59 kcal/(mol*A2) for LiFSI, LiTFSI and LiBETI sample, respectively.
Table 5.4. Charge densities on the Li+ and coordinated OTFSI/NACN calculated by NBO analysis.
Species
Li(ACN)2(FSI)

Charge on Li+ Charge on NACN Charge on OTFSI
0.647
-0.387
-0.926
-0.387
-0.926
Li(ACN)2(TFSI)
0.635
-0.383
-0.945
-0.383
-0.945
Li(ACN)2(BETI)
0.637
-0.382
-0.947
-0.379
-0.944
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Figure 5.6. Linear relation between FFCF dynamics () and viscosity (upper) or ionic resistivity
(lower) of concentrated electrolytes. Results of ACN/LiFSI, ACN/LiTFSI and ACN/LiBETI are
represented by black, red and cyan, respectively.
Table 5.5. Ionic conductivity, viscosity and ionic resistivity for three samples: ACN/LiFSI,
ACN/LiTFSI, and ACN/LiBETI at the salt:solvent molar ratio of 1:2. All properties were
measured at ~23°C.
Sample
Viscosity (cP) Conductivity (mS/cm) Resistivity (m)
ACN/LiFSI
16.8
5.5
182
ACN/LiTFSI
97.9
1.4
714
ACN/LiBETI
316.2
0.4
2500
from AIMDS trajectories. It is observed that the frequency fluctuates by similar amplitude for the
same change in distance, while the energy landscape of ACN motion has no obvious difference
among three Li salts. According to Kramers theory274, the change in energy landscape explains
the faster FFCF dynamics in LiFSI system, but no obvious difference can be observed between
LiTFSI and LiBETI systems. Another possible explanation for the variant FFCF dynamics is the
volume effect, meaning that the deformation of Li+ first solvation shell is less restricted with
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increasing anion size. In other words, the Li+ first solvation shell has larger volume with larger
anion, which results in a less crowded environment around the coordinated CN stretch. Though
this hypothesis is possible, the direct relation between the FFCF dynamics and macroscopic
properties suggests otherwise. As shown in Table 5.5 and Figure 5.6, FFCF dynamics of
coordinated CN stretch has a linear relation with the viscosity or the resistivity (reciprocal of
ionic conductivity) of the sample, which indicates long-range interactions among Li+ first
solvation shells in concentrated electrolytes. Since volume effect is a local effect that should only
be observed surrounding the first solvation shell of Li+, it is unlikely to be the main reason for
the change in FFCF dynamics with increasing anion size. In previous discussion, the local
environment within and surrounding the first solvation shell has been investigated. However, no
clear connection was found to explain the different FFCF dynamics among three samples
measured by 2DIR experiments. Therefore, it is hypothesized that the effect should involve
motions beyond the first solvation shells of Li+.
Previously, it was observed that concentrated electrolytes formed by LiTFSI and
carbonate solvents present a strong correlation between the Li+-anion coordination and Li+solvent coordination in the same solvation shell.101 The making and breaking of coordination
bonds between Li+ and TFSI- enable the Li+ transport from one solvation shell to another, which
is proposed to be the conduction mechanism for concentrated electrolytes. According to this
model, nearby Li+ should be highly correlated through the coordination/decoordination of TFSI
from one Li+ center to another. From the AIMDS of ACN/LiTFSI system, a high correlation is
found out between nearby first solvation shells in concentrated electrolytes. The g(r) between
Li+ and Li+, as well as the correlation function (CF) of the distance between two closest Li+
(r(Li-Li)) were analyzed and shown in Figure 5.7. The data of CFr(Li-Li) was fitted by a double
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Figure 5.7. High correlation between nearby Li+ supported by AIMDS. The g(r)Li-Li (black
solid line) and Int(g(r)Li-Li) (red dotted line) between Li+ and Li+ are shown in the top panel.
The correlation function of the distance between two closest Li+ (CFr(Li-Li)) is shown in the
bottom panel. The fitting of CFr(Li-Li) is shown as the red dotted line.
Table 5.6. Fitting parameters of the correlation function of the distance between two closest Li+.
Factor

Params.
Params.
Params.
Params.
A
A2
 (ps)
2 (ps)
1
r(Li-Li) 9.6 ± 0.1 0.53 ± 0.01 0.36 ± 0.01 0.09 ± 0.01
exponential function: 𝐶𝐹(𝑇) = 𝐴1 ∗ 𝑒 −𝑇⁄𝜏1 + 𝐴2 ∗ 𝑒 −𝑇⁄𝜏2 , where 𝐴1 , 𝐴2 are the amplitudes, 𝑇 is
the time and 𝜏1 , 𝜏2 are the time constants. (Table 5.6) Notice that the fast decay time 𝜏2 (0.36 ps)
is likely due to the local oscillation of Li+, and the definition of a cutoff distance. It is shown that
the two closest Li+ are separated by ~6 Å, and the dynamics of the distance between them (𝜏1 ) is
on the order of ~10 ps. The match between the dynamics of CF(r(Li-Li)) from AIMDS and the
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FFCF dynamics from 2DIR experiment confirms the high correlation between nearby Li+,
supporting the model proposed previously for the concentrated electrolytes of carbonate solvents.
Further analysis of the correlation functions of the geometrical factors in Li+ first
solvation shell demonstrates the fully correlated dynamics within and beyond the first solvation
shell. The CFs of four factors were calculated and fitted by exponential decay functions. (Figure
5.8) Note that the CF of the distance between Li+ and coordinated NACN (r(Li-NACN)) was
modeled with a single exponential decay of the form: 𝐶𝐹(𝑇) = 𝐴1 ∗ 𝑒 −𝑇⁄𝜏1 , where 𝐴1 is the
amplitude, 𝑇 is the time and 𝜏1 is the time constant, while the others were fitted by a biexponential decay as described previously for the fitting of CFr(Li-Li). It is indicated that all
geometrical factors in Li+ first solvation shell have similar dynamics of ~10 ps. The dynamics of
these geometrical factors in the first solvation shell (Table 5.7) match the dynamics of r(Li-Li)
(Table 5.6), which also matches the FFCF dynamics measured by 2DIR experiment (Table 5.3).
The similarity in the dynamics inside and outside the first solvation shell of Li+ supports the idea
of a highly correlated network in the concentrated electrolyte. This explains why DFT
calculations did not capture the difference among three Li salts. It is worth noting that the fully
correlated dynamics within and beyond the Li+ first solvation shell results from two aspects. One
is the bridge between nearby Li+ through the coordination of TFSI-. For example, it is observed
that one TFSI- anion can coordinate more than one Li+, forming a bridge between cations. The
correlation between cations also arises from the coordination/decoordination of TFSI- from one
Li+ center to another. For example, a coordination bond between a TFSI- and Li+ breaks, which
initiates the making of a new coordination bond between this TFSI- and a different Li+. Based on
this model, the ion-ion interactions dominate the making and breaking of coordination bonds
around Li+ centers, where the ion-dipole interactions make adjustments accordingly. Therefore,
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the slowdown of FFCF dynamics from LiFSI to LiBETI sample should be related to the
dynamics of the making/breaking of ion-ion coordination bonds in concentrated electrolytes.
AIMDSs of ACN/LiFSI and ACN/LiBETI are necessary for studying the molecular origin of the
slowdown in FFCF dynamics of coordinated CN stretch, which will be conducted in future study.

Figure 5.8. Autocorrelation functions of four geometrical factors: the distance between Li+ and
NACN (r(Li-NACN), top left), the distance between Li+ and OTFSI (r(Li-OTFSI), top right), the angle
Li-N≡C (, bottom left), and the angle NACN-Li-OTFSI (, bottom right). The red dash lines
represent the fitting results as described in the text.
Table 5.7. Fitting parameters of autocorrelation functions of four geometrical factors: the
distance between Li+ and NACN (r(Li-NACN)), the distance between Li+ and OTFSI (r(Li-OTFSI)),
the angle Li-N≡C (), and the angle NACN-Li-OTFSI ().
Factor

Params.
Params.
Params.
Params.
A1
A2
 (ps)
2 (ps)
r(Li-NACN)
6.4 ± 0.1 0.0013 ± 0.0001
r(Li-OTFSI)
8.9 ± 0.1
0.012± 0.0001 1.13 ± 0.02 0.012± 0.001
8.8 ± 0.1
33.4 ± 0.3
0.80 ± 0.02
37.1 ± 0.6
(Li-N≡C)
113.8± 0.1
0.36 ± 0.01
53 ± 1
(NACN-Li-OTFSI) 11.1 ± 0.1
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Based on all observations in this work, a general picture of the highly correlated network
in a concentrated electrolyte is established. A previous study proposed that concentrated mixtures
of Li salts and organic solvents behave in part like ionic liquid instead of typical solutions.269
Another study of ionic liquid observed a linear relation between the lifetime of ion cages and the
viscosity of ionic liquids.275 The making and breaking of local ion-cages in ionic liquid were
proposed to be the fundamental event that activates molecular diffusion and thus determines the
viscosity of the fluids.275 The same linear relation is observed between the FFCF dynamics of
coordinated CN stretch () and the viscosity of concentrated lithium ion electrolytes. (Table 5.3,
Table 5.5 and Figure 5.6) Following the similar principle in ionic liquids, The viscosity of
concentrated electrolytes should result from the breakup of coordination bonds between ions,
which causes ion transport in the samples. The higher viscosity corresponds to a slower molecular
diffusion, or in other words, a slower breakup of ionic cages in LiBETI than in LiFSI solutions.
Besides, another study on deep eutectic solvents (DES) observed a linear relation between the
ionic resistivity and the reorientational relaxation times in DESs, which is proposed to arise in part
from a revolving-door mechanism.276 Within this mechanism, the most mobile ions find additional
paths that allow them to bypass the “doors” formed by urea molecules and less mobile ions. Similar
relation is observed for the FFCF dynamics of coordinated CN stretch () and the resistivity of
concentrated electrolytes. (Figure 5.6) As stated previously, the dynamics of solvent is dominated
by the making and breaking of ion-ion coordination bonds, which is possibly related to the
reorientation of anions around Li+ centers. The relation between  and resistivity could arise from
a similar mechanism as revolving-door mechanism, where the charges are transported in the highly
correlated network formed by Li+ and TFSI- ions. When the making and breaking of ion-ion
coordination bonds slow down from LiFSI to LiBETI sample, the ion transport gets slower, and
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thus, the resistivity is higher. Overall, the direct relation between molecular motions and the
macroscopic properties is a result of long-range interactions among ions in the concentrated
electrolyte. Thus, all observations in this work support the proposed model of highly correlated
networks in concentrated electrolytes.
5.5. Summary
This study investigated the molecular origin of the macroscopic properties of
concentrated lithium ion electrolytes through the linear and non-linear infrared spectroscopies,
with the assistance of DFT calculation and AIMDS. For that purpose, a family of lithium
sulfonylimide salts with increasing anion size was used (LiFSI, LiTFSI and LiBETI) to prepare
concentrated electrolyte in ACN. Our findings showed that the coordinated CN stretch of ACN
has highly resembled spectral features in the IR spectra irrespective of the Li salts. The 2DIR
experiments of the concentrated electrolytes at the salt:solvent molar ratio of 1:2 revealed that
the FFCF dynamics of coordinated CN stretch slows down with increasing anion size. The direct
relation between FFCF dynamics and macroscopic properties of samples indicates long-range
interactions among ions in concentrated electrolytes. The analysis of AIMDS of ACN/LiTFSI
system showed a fully correlated dynamics within and beyond the Li+ first solvation shell, which
supports a model of highly correlated networks in concentrated electrolytes. Based on all
observations in this work, a molecular picture for the concentrated electrolyte is established. The
making and breaking of ion-ion coordination bonds dominate the overall dynamics inside and
outside the first solvation shell of Li+. A highly correlated network was formed in the
concentrated electrolyte, where the molecular motions are interconnected among first solvation
shells, and thus each first solvation shell cannot be studied independently. Overall, this work
proposes the model of highly correlated networks for describing highly concentrated electrolytes,
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and reveals the molecular origin of the macroscopic properties in a family of concentrated
lithium ion electrolytes.
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