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a b s t r a c t
We study some properties of block-circulant preconditioners for high-order compact
approximations of convection–diffusion problems. For two-dimensional problems, the
approximation gives rise to a nine-point discretisation matrix and in three dimensions,
we obtain a nineteen-point matrix. We derive analytical expressions for the eigenvalues
of the block-circulant preconditioner and this allows us to establish the invertibility of the
preconditioner in both two and three dimensions. The eigenspectra of the preconditioned
matrix in the two-dimensional case is described for different test cases. Our numerical
results indicate that the block-circulant preconditioning leads to significant reduction
in iteration counts and comparisons between the high-order compact and upwind
discretisations are carried out. For the unpreconditioned systems, we observe fewer
iteration counts for the HOC discretisation but for the preconditioned systems, we find
similar iteration counts for both finite difference approximations of constant-coefficient
two-dimensional convection–diffusion problems.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
We consider block-circulant preconditioners for linear systems arising from high-order compact (HOC) discretisations
of the steady-state convection–diffusion problem
− 1u(x)+w(x) ·∇u(x) = f (x), (1)
in a domain Ω ⊂ Rd (d = 2, 3) with Dirichlet boundary conditions u(x) = g(x) on ∂Ω . In (1),  > 0 is the diffusivity
parameter, w is the convective velocity field and f (x) is the source term. In the convection-dominated case (‖w‖  ),
the solution has steep gradients or exhibits interior layers in some parts of the domain Ω . When these are due to the
Dirichlet boundary conditions on the outflow boundaries, the numerical solutions arising from standard finite difference
(central difference scheme) or finite element (Galerkin scheme) discretisations exhibit non-physical oscillations. In order to
produce stable discrete solutions, a modification of the Galerkin scheme is the SUPG (streamline upwind Petrov–Galerkin)
scheme of [1] which stabilizes the discrete variational formulation through the addition of consistent terms proportional to
the residual of the discrete solution on each element.
In the context of finite difference discretisations, one way to avoid the phenomenon of instability is to use an upwind
discretisation for the first-order derivative. However, the upwind scheme is only first-order accurate and therefore the
solutions of large linear systems are required to obtain sufficiently accurate numerical solutions.
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A suitable alternative to the upwind scheme for problems in two dimensions is the high-order compact discretisation
introduced in [2]. This nine-point scheme has been shown to produce numerical solutions with high accuracy when the
cell-Reynolds number is not too large. Similar schemes ofO(h4) accuracy for Navier–Stokes equations have been developed
in [3,4] and these schemes have been shown to yield highly accurate numerical solutions.
For three-dimensional problems, a different mechanism for deriving a nineteen-point high-order compact scheme was
described in [5]. An interesting property for both the nine and nineteen-point schemes are that they have been observed to
yield non-oscillatory discrete solutions for various test problems even in the convection-dominated case. For grid-aligned
flows, this non-oscillatory property has been theoretically established in [6] for the two-dimensional case and in [7] for a
three-dimensional problem.
The study of iterative solution methods for HOC linear systems arising from two-dimensional problems has revealed
some interesting properties of the nine-point scheme. The unconditional stability of this scheme with the Jacobi relaxation
scheme has resulted in the development of efficient multigrid techniques [8]. An analysis of the stability of incomplete
factorisations for a problemwith grid-aligned constant flow carried out in [9] has shown that contrary to the case of central
difference approximations where the performance of ILU-preconditioned iterations are adversely affected by unstable
triangular solves in the convection-dominated case, such problems are not observed for the high-order scheme.
The performance of preconditioners based on incomplete factorisations and sparse approximate inverses for solving
linear systems arising from HOC approximations of two-dimensional problems has been studied in [10]. In this present
work, we consider block-circulant preconditioning of the HOC linear systems. The invertibility of the preconditioners are
established andwe then give an experimental study of the eigenspectra of the preconditionedmatrix in the two-dimensional
case. A brief outline is described next.
In Section 3, we recall some properties of circulant matrices and in Section 2, we give the discretisationmatrices for grid-
aligned flow problems in two and three dimensions andwe give analytical expressions for their eigenvalues. In Section 4we
analyze a block-circulant preconditioner for the two-dimensional case and we prove that the preconditioner is invertible.
In Section 5, a similar analysis is carried out for the three-dimensional case. Numerical results on the performance of the
block-circulant preconditioner for the iterative solution of HOC linear systems are given in Section 6.
In the rest of the paper, ej denotes the jth canonical basis vector, I denotes the identity matrix, C ⊗ L is the Kronecker
product of matrices C and L and depending on the dimension d, the discretisation matrix of order N = nd will be denoted
by A.
2. High-order compact schemes
We consider problems when the flow is constant and aligned with the grid onΩ = (0, 1)d. We thus assume that in (1),
 = 1 and that the velocity field is given byw = (τ , 0) for d = 2 andw = (τ , 0, 0)when d = 3.
Using a columnwise ordering of the grid unknowns on a mesh with spacing h = 1/(n+ 1) in each direction, and letting
γ = τh/2 denote the cell-Reynolds number, the HOC system matrix Awhen d = 2 has the structure
A = blocktridiag [L, K , M] , (2)
where L, K andM are the n× n tridiagonal matrices given by
L = tridiag [−(1+ γ ), −(4+ 4γ + 2γ 2), −(1+ γ )] ,
K = tridiag [−4, 20+ 4γ 2, −4] ,
M = tridiag [−(1− γ ), −(4− 4γ + 2γ 2), −(1− γ )] .
Since L, K and M are symmetric tridiagonal matrices, they all have the same eigenvector matrix V = (vij)1≤i, j≤n with
vij = sin ijpih. This result leads to the following analytical expressions for the eigenvalues
(
θjk
)
1≤j,k≤n of the matrix A in
(2) [6]
θjk = λ(K)j + 2
√
λ
(L)
j λ
(M)
j cos kpih,
where the eigenvalues λ(L)j , λ
(K)
j and λ
(M)
j of the matrices L, K andM for j = 1, 2, . . . , n are respectively given by
λ
(L)
j = −2
(
1+ (γ + 1)2)− 2(1+ γ ) cos jpih,
λ
(K)
j = 20+ 4γ 2 − 8 cos jpih, (3)
λ
(M)
j = −2
(
1+ (γ − 1)2)− 2(1− γ ) cos jpih.
Using (3) it then follows that the n2 eigenvalues of the system matrix A arising from the grid-aligned flow problem can be
written in the form
θjk = 20+ 4γ 2 − 8 cos jpih+ 4 cos kpih
√
4+ γ 4 + (4− 2γ 2) cos jpih+ (1− γ 2) cos2 jpih, 1 ≤ j, k ≤ n. (4)
In [6], it is proved that the eigenvalues θjk are positive for all values of the cell-Reynolds number γ .
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Table 1
Elements of L0 , K− , K0 and K+ .
a b c
L0 −1 −2 −1
K− −(1+ γ ) −2(1+ γ + γ 2) −(1+ γ )
K0 −2 24+ 4γ 2 −2
K+ −(1− γ ) −2(1− γ + γ 2) −(1− γ )
2.1. Three-dimensional grid-aligned flow problem
In the three-dimensional case, considering the natural lexicographic ordering done by z-planes, the resulting linear
system has coefficient matrix A given by
A = blocktridiag [A−, A0, A+] , (5)
where the matrices A−, A0 and A+ are given by
A− = tridiag [L−, K−, L−] , A0 = tridiag [L0, K0, L0] , A+ = tridiag [L+, K+, L+] .
The matrices L0, K−, K0 and K+ are of the form tridiag [a, b, c], where the nonzero entries a, b and c are shown in Table 1.
It can be shown that the eigenvalues
{
φi,j,k
}
1≤i,j,k≤n of the coefficient matrix A in (5) are given in [7]
φi,j,k = 24+ 4γ 2 − 4Ck − 4(1+ Ck)Cj + 4
(
1+ γ 2 + γ 4 + 2(Cj + Ck)+ (1− γ 2)(Cj + Ck)2
) 1
2
Ci,
where Cm = cosmpih form = i, j, k, and 1 ≤ i, j, k ≤ n.
3. Circulant matrices
In this section, we briefly study the properties of a circulant matrix. For details, we refer to the book in [11].
Let ω = e2piι/n. Then the n roots of zn = 1 are given by {ωj}0≤j≤n−1. The Fourier matrix Fn ∈ Cn×n is the matrix whose
(j, k)th entry is given by
[Fn]j,k = 1√nω
(j−1)(k−1), 1 ≤ j, k ≤ n.
The matrix Fn is unitary, that is, FHn Fn = I .
A matrix C ∈ Rn×n is said to be circulant if
C =

c0 c−1 . . . c2−n c1−n
c1 c0 c−1 . . . c2−n
... c1 c0
. . .
...
cn−2
. . .
. . . c−1
c−1 cn−2 . . . c1 c0
 , (6)
where c−k = cn−k for 1 ≤ k ≤ n− 1.
Let
{
ej
}n
j=1 be the canonical basis of C
n and let S˜ be the permutation matrix such that S˜ej = ej+1 for j = 1, . . . n− 1 and
S˜en = e1. It then follows that
C =
n∑
j=1
c1−jS˜ j−1. (7)
Let f (j)n = (1/√n)
[
1, ωj−1, ω2(j−1), . . . , ω(n−1)(j−1)
]T denote the jth column of the Fourier matrix Fn. Since f (j)n = Fnej we
have f (j)n = FnS˜ej−1. Now define the diagonal matrix
Λ = diag [1, ω, ω2, . . . , ωn−1] .
Since f (j)n = Λf (j−1)n , we have
FnS˜ej−1 = ΛFnej−1, 2 ≤ j ≤ n+ 1.
We thus have the eigendecomposition
S˜ = FHn ΛFn.
Using (7), we have the following important result [11, p. 73]:
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Theorem 1. The circulant matrix C in (6) has the eigendecomposition
C = FHn Λ˜Fn,
where Λ˜ = p (Λ) with
p(z) =
n∑
j=1
c1−jz j−1.
4. A block-circulant preconditioner in two dimensions
We first consider a block-circulant preconditioner for the system matrix A in two dimensions given by (2). Let the
circulant matrices C−1 and C1 be respectively given by
C−1 = L+ Q−1, (8)
where
Q−1 =

0 . . . 0 −(1+ γ )
0 . . . 0 0
...
...
... 0
−(1+ γ ) 0 0 0
 ,
and
C1 = M + Q1, (9)
where
Q1 =

0 . . . 0 −(1− γ )
0 . . . 0 0
...
...
... 0
−(1− γ ) 0 0 0
 .
We then define the block-circulant preconditioner as
PB = I ⊗ C0 + S ⊗ C−1 + ST ⊗ C1, (10)
where S is the downward shift matrix given by S = [a2, e3, . . . , en, 0].
We need to prove that the block-circulant preconditioner PB is invertible. In order to establish this result, we study the
eigenvalues of this preconditioning matrix. First note that we have the decompositions
C0 = FHn Λ˜0Fn, C−1 = FHn Λ˜−1Fn, C1 = FHn Λ˜1Fn, (11)
with the entries of the diagonal matrices given in the following result:
Lemma 2. Denote the matrices Λ˜j for j = −1, 0, 1 by
Λ˜j = diag
[
λ
(Cj)
1 , . . . , λ
(Cj)
n
]
.
Then, we have
λ
(C−1)
k = −(4+ 4γ + 2γ 2)− 2(1+ γ ) cos θk,
λ
(C0)
k = 20+ 4γ 2 − 8 cos θk,
λ
(C1)
k = −(4− 4γ + 2γ 2)− 2(1− γ ) cos θk,
where θk = 2pi(k− 1)/n.
Proof. We give the proof only in the case of C0. We find that
Λ˜0 = (20+ 4γ 2)I − 4Λ− 4Λn−1.
Thus,
λ
(C0)
k = 20+ 4γ 2 − 4ωk−1 − 4ω1−k.
Noting that ωk−1 + ω1−k = 2 cos θk, the result follows. 
Next define the block diagonal matrix F = I ⊗ Fn ∈ RN×N . We then have the following decomposition
PB = F H
(
I ⊗ Λ˜0 + S ⊗ Λ˜−1 + ST ⊗ Λ˜1
)
F . (12)
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Now let P denote the permutation matrix that transforms the rowwise natural ordering into the columnwise natural
ordering. Then
P̂B = P−1˜SP
= blockdiag [̂D1, . . . , D̂n] ,
where
D̂k = tridiagonal
[
λ
(C−1)
k , λ
(C0)
k , λ
(C−1)
k
]
, 1 ≤ k ≤ n.
Hence, the similarity transformation P̂B = (F P )−1PB(F P ) implies that the eigenvalues
{
λ
(PB)
j,k
}
1≤i,j≤n
of the block-circulant
preconditioner PB are the same as the eigenvalues of D̂k. We summarize the above result in the following theorem.
Theorem 3. The eigenvalues λ(PB)j,k for 1 ≤ j, k ≤ n of the block-circulant preconditioner PB in (10) are given by
λ
(PB)
jk = 20+ 4γ 2 − 8 cos θk − 4 cos jpih
√
γ 4 − (cos θk + 2) cos θkγ 2 + (cos θk + 2)2. (13)
In the following theorem, we establish that the preconditioning matrix PB is invertible.
Theorem 4. The eigenvalues of PB are all positive and therefore the block-circulant preconditioner PB is nonsingular.
Proof. We first show that the all the eigenvalues are real. For this it is sufficient to show that, for all γ ,
$ = γ 4 − (cos θk + 2) cos θkγ 2 + (cos θk + 2)2 > 0.
We write$ in the form
$ =
(
γ 2 + 1
2
cos θk(cos θk + 2)
)2
+ (cos θk + 2)
(
1− 1
4
cos2 θk
)
.
Then note that−1 < cos θk < 1, and therefore
(cos θk + 2)
(
1− 1
4
cos2 θk
)
> 0.
It then follows that$ > 0 for all γ > 0 and therefore all the λ(PB)jk are real.
To show that λ(PB)j, k > 0, observe that
λ
(PB)
j,k = 4
(
5+ γ 2 − 2 cos θk
)−√$ cos jpih.
Thus
min
1≤j≤n
[(
5+ γ 2 − 2 cos θk
)2 −$ cos2 jpih] > (5+ δ2 − 2 cos θk)2 −$.
Then (
5+ δ2 − 2 cos θk
)2 −$ = (10− 2 cos θk + cos2 θk)δ2 + 3(1− cos θk)(7− cos θk).
Now noting that−1 < cos θk < 1, we find that λ(PB)j,k > 0 for all 1 ≤ j, k ≤ n. This means that PB is nonsingular. 
However, for non-grid-aligned velocity fields w = (τ , σ ), the preconditioning matrix PB has complex eigenvalues as
shown in Fig. 1.
4.1. Eigenspectra of preconditioned matrix
In this section we study the eigenvalues of the preconditioned matrix P−1B A. Thus consider the matrix E = PB − A. Since
the matrices Qj for j = −1, 0, 1 are of rank 2, the matrix E given by
E = I ⊗ Q0 + S ⊗ Q−1 + ST ⊗ Q1
has rank equal to 2n. Then the matrix
P−1B A = I − P−1B E
has n2 − 2n eigenvalues each equal to 1.
We are interested in the remaining 2n eigenvalues and we graphically illustrate the eigenspectra resorting carrying out
some numerical computations. In Fig. 2, the eigenspectra for different values of n are shown for the case τ = 1 and σ = 0.
In Fig. 3, the eigenspectra of preconditioned matrices for different values of the parameter τ . In this test example, we
have chosen σ = 0 and n = 31.
We finally illustrate the eigenspectra of the preconditioned matrices for the cases σ = τ and n = 31 (see Fig. 4).
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Fig. 1. Eigenspectra of PB for various pairs (τ , σ ) = 10, 100, 100 and 1000.
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Fig. 2. Eigenspectra of preconditioned matrix P−1B Awhen τ = 1, σ = 0 for different values of n.
5. Three-dimensional grid-aligned flow problem
We now analyze the application of our block-circulant preconditioner to the linear system obtained from the HOC
discretisation of (5). We consider the preconditioner PB given by
PB = blocktridiagonal
[
PB− ,PB0 ,PB+
]
, (14)
where the matrices PB− , PB0 and PB+ are given by
PB− = tridiagonal
[
L−, CK− , L−
]
,
PB0 = tridiagonal
[
CL0 , CK0 , CL0
]
,
PB+ = tridiagonal
[
L+, CK+ , L+
]
.
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Fig. 3. Eigenspectra of P−1B A for different values of the parameter τ when σ = 0 and n = 31.
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Fig. 4. Eigenspectra of P−1B A for different values of (τ , σ )when n = 31.
The circulant matrices CL0 , CK− , CK0 and CK+ are respectively given by
CL0 = L0 + QL0 , (15)
where
QL0 =

0 . . . 0 −1
0 . . . 0 0
...
...
... 0
−1 0 0 0
 ,
CK− = K− + QK− , (16)
where
QK− =

0 . . . 0 −(1+ γ )
0 . . . 0 0
...
...
... 0
−(1+ γ ) 0 0 0
 ,
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CK0 = K0 + 2QL0 , (17)
and
CK+ = K+ + QK+ , (18)
where
QK+ =

0 . . . 0 −(1− γ )
0 . . . 0 0
...
...
... 0
−(1− γ ) 0 0 0
 .
To find an analytic expression of the eigenvalues of PB, define the matrix F ∈ Rn3×n3 by
F = diagonal [Fn, Fn, . . . , Fn] .
Then
P˜B = F−1PBF
= blocktridiagonal [P˜B− , P˜B0 , P˜B+] ,
and where the matrices P˜B− , P˜B0 and P˜B+ are given by
P˜B− = tridiagonal
[
L−, P˜BK− , L−
]
,
P˜B0 = tridiagonal
[
P˜BL0 , P˜BK0 , P˜BL0
]
,
P˜B+ = tridiagonal
[
L+, P˜BK+ , L+
]
,
where the diagonal matrices P˜ϑ (ϑ = BL0 , BK− , BK0 , or BK+ ) are given by
P˜ϑ = diagonal
[
λ
(P˜ϑ )
1 , . . . , λ
(P˜ϑ )
n
]
,
with λ
(
P˜BL0
)
k = −2 − 2 cos θk, λ
(
P˜BK−
)
k = −2(1 + γ + γ 2) − 2(1 + γ ) cos θk, λ
(
P˜BK0
)
k = 24 + 4γ 2 − 4 cos θk and
λ
(
P˜BK+
)
k = −2(1− γ + γ 2)− 2(1− γ ) cos θk, for 1 ≤ k ≤ n.
Let P be the permutation matrix that transforms the natural horizontal ordering parallel to the xy-plane to the natural
vertical ordering parallel to the yz-plane. Then,
PˆB = P−1P˜BP
= blockdiagonal [B̂1, . . . , B̂n] ,
where
B̂k = blocktridiagonal
[
B
(−)
k , B
(0)
k , B
(+)
k
]
,
with the matricesB(−)k ,B
(0)
k andB
(+)
k given by
B
(−)
k = tridiagonal
[
−(1+ γ ), λ
(
P˜BK−
)
k , −(1+ γ )
]
,
B
(0)
k = tridiagonal
[
λ
(
P˜BL0
)
k , λ
(
P˜BK0
)
k , λ
(
P˜BL0
)
k
]
,
B
(+)
k = tridiagonal
[
−(1− γ ), λ
(
P˜BK+
)
k , −(1− γ )
]
.
ThematrixV = [v1, v2, . . . , vn]where vj =
√
2h [sin jpih, sin 2jpih, . . . , sin njpih]T diagonalizes the symmetricmatrices
B
(−)
k ,B
(0)
k andB
(+)
k . Define the n
3 × n3 matrix V as follows:
V = diagonal[V , . . . , V ].
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Then,
P B = V−1PˆBV
= blockdiag [B1, . . . ,Bn] ,
where
Bk = blocktridiagonal
[
B
(−)
k ,B
(0)
k ,B
(+)
k
]
,
with the matricesB(−)k ,B
(0)
k andB
(+)
k given by
B
(−)
k = diagonal
[
λ
(
P˜BL− P˜BK−
)
1 , . . . , λ
(
P˜BL− P˜BK−
)
n
]
,
B
(0)
k = diagonal
[
λ
(
P˜BL0
P˜BK0
)
1 , . . . , λ
(
P˜BL0
P˜BK0
)
n
]
,
B
(+)
k = diagonal
[
λ
(
P˜BL+ P˜BK+
)
1 , . . . , λ
(
P˜BL+ P˜BK+
)
n
]
.
and
λ
(
P˜BL− P˜BK−
)
j = λ
(
P˜BK−
)
k + (1+ γ ) cos jpih,
λ
(
P˜BL0
P˜BK0
)
j = λ
(
P˜BK0
)
k − 2λ
(
P˜BL0
)
k cos jpih,
λ
(
P˜BL+ P˜BK+
)
j = λ
(
P˜BK+
)
k + 2(1− γ ) cos jpih.
Letting Pˆ = diagonal(P , . . . , P ) ∈ Rn3×n3 , we get
P B = Pˆ−1P BPˆ
= blockdiagonal
[
B1, . . . ,Bn
]
,
where
B j = blocktridiagonal
[
λ
(
P˜BL− P˜BK−
)
j , λ
(
P˜BL0
P˜BK0
)
j , λ
(
P˜BL+ P˜BK+
)
j
]
.
The eigenvalues ofB j can then be found to be given by
λ
Bj
i,j,k = λ
(
P˜BL0
P˜BK0
)
j − 2 cos ipih
√
λ
(
P˜BL− P˜BK−
)
j λ
(
P˜BL+ P˜BK+
)
j .
Hence, the similarity transformation P B = (FPVPˆ)−1PB(FPVPˆ) implies that the eigenvalues, λ(PB)i,j,k , of the block-circulant
preconditioner PB are similar to the eigenvalues of λ
Bj
i,j,k.
Theorem 5. The eigenvalues λ(PB)i,j,k , 1 ≤ i, j, k ≤ n of the block-circulant preconditioner PB in (14) are given by
λ
(PB)
i,j,k = 4
(
6+ γ 2 − (cos θk − cos jpih)+ cos θk cos jpih
− cos ipih
√
((1− γ )(cos θk − cos jpih)− 1+ γ − γ 2)((1+ γ )(cos θk − cos jpih)− 1− γ − γ 2)
)
.
The next theorem show that the preconditioner PB is invertible.
Theorem 6. All the eigenvalues of the preconditioner PB are nonzero.
Proof. We first note that−2 < cos θk − cos jpih < 2 and that
℘ = ((1− γ )(ck − cj)− 1+ γ − γ 2)((1+ γ )(ck − cj)− 1− γ − γ 2)
can be written in the form
℘ =
(
γ 2 + 1
2
(1− (ck − cj))2
)2
+ 1
4
(3− (ck − cj))(1+ (ck − cj))3.
Thus, when cos θk − cos jpih < −1, ℘ < 0 and λ(PB)i,j,k ∈ Cwith the real part of λ(PB)i,j,k being positive.
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Table 2
Number of iterations required for convergence with τ = 0.
HOC-(δ) Upwind-(δ)
10 20 40 10 20 40
n unp pr unp pr unp pr unp pr unp pr unp pr
15 31 9 29 9 26 8 39 8 36 8 32 8
31 61 11 56 11 50 11 77 10 70 10 62 10
47 88 12 83 12 75 12 114 12 103 12 92 12
63 115 13 109 13 99 14 147 13 134 13 122 13
Next, we consider the case when cos θk − cos jpih ≥ −1. We find that for all γ ,
(6+ γ 2 − (cos θk − cos jpih)+ cos θk cos jpih)2 − γ cos2 ipih > (6+ γ 2 − (cos θk − cos jpih)+ cos θk cos jpih)2 − γ
= (11− 2 cos θk + 2 cos jpih+ cos2 θk + cos2 jpih)γ 2
+ (cos jpih cos θk + 2 cos jpih+ 5− 2 cos θk)(cos jpih cos θk + 7)
> 0. 
6. Numerical experiments
We now describe the performance of the block-circulant preconditioners studied in this paper for solving linear systems
arising from HOC discretisations of constant-coefficient convection–diffusion problems of the form (1) defined in Ω =
(0, 1)d for d = 2 and d = 3. We consider Dirichlet boundary conditions and the source term f (x) in (1) is such that after
the discretisation matrix A has been assembled, the solution vector of the linear system of equations is a vector of ones. We
use the GMRES [12] method to solve the different linear systems with and without preconditioning with the zero vector
being chosen as the initial guess in all tests. The stopping criteria for the GMRES iterations is that the relative residual norm
satisfies ‖rk‖2/‖r0‖2 < 10−6, where rk is the residual after k iterations. All computations have been performed usingMatlab.
The computational cost of each GMRES iteration is largely dominated by the cost associatedwith carrying out thematrix-
vector multiplication P−1B y. We follow the same procedure as outlined in the paper in [13, p. 148] and we recall below these
steps for the two-dimensional case.
(1) Perform n discrete fast Fourier transforms of size n to compute
y1 = (I ⊗ Fn) y.
(2) Solve the linear system
(I ⊗ Λ˜0 + S ⊗ Λ˜−1 + ST ⊗ Λ˜1)y2 = y1. (19)
We note that using the permutation matrix P , we can generate an equivalent system whose coefficient matrix has
a block diagonal structure. Since each block of the coefficient matrix of the equivalent system decouples, y2 can be
generated by solving n one-dimensional problems.
(3) Perform n discrete inverse fast Fourier transforms to compute
P−1B y =
(
I ⊗ FHn
)
y2.
6.1. Two-dimensional problems
We consider the constant-coefficient two-dimensional problem given by
−1u+ τux + δuy = f (x, y), (x, y) ∈ Ω = (0, 1)2. (20)
The performance of the block preconditioner for a grid-aligned flow problem with τ = 0 in (20) is shown in
Table 2. Iteration counts required by GMRES are given for both the high-order compact and the upwind discretisations
of the convection–diffusion problem with the results for the unpreconditioned system denoted by unp and those for the
preconditioned system denoted by pr. For the unpreconditioned system, we observe that the numbers of iterations required
byGMRES for theHOC approximations are less than those required in the case of the upwind discretisations.We also observe
that for both the HOC and upwind methods, the iteration counts for the unpreconditioned linear system decreases with
increasing values of δ. For the block-circulant preconditioner, we observe comparable number of iteration counts for both
discretisations.
Table 3 gives the number of GMRES iterations required for the case when τ = δ in (20). Similar conclusions concerning
the iteration counts as for the grid-aligned flow problem can be made here. We observe that, for both the grid-aligned flow
problem and the problem with τ = δ, the block-circulant preconditioning is an effective strategy that leads to significant
reduction in iteration counts for both discretisation schemes.
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Table 3
Number of iterations required for convergence with τ = δ.
HOC-(τ = δ) Upwind-(τ = δ)
10 20 40 10 20 40
n unp pr unp pr unp pr unp pr unp pr unp pr
15 34 10 31 10 30 8 40 10 38 10 36 10
31 65 13 60 12 57 11 80 13 75 13 70 12
47 96 14 89 14 83 13 117 14 111 14 104 14
63 126 15 118 15 110 14 154 15 146 15 137 15
Iteration count
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Fig. 5. Convergence behaviour of GMRES and its block-circulant preconditioned version for the grid-aligned flow problem (21) with n = 15.
6.2. Model three-dimensional problem
We consider the three-dimensional model problem given by
−1u+ τux = f (x, y, z), (x, y, z) ∈ (0, 1)3. (21)
In Fig. 5, we illustrate the convergence of GMRES to solve the unpreconditioned and preconditioned HOC linear systems for
different values of the parameter τ when n = 15.We plot the natural logarithm of the 2-norm of the relative residual vector
against the iteration count. All the convergence results indicate rapid convergence with respect to the iteration count for
the preconditioned system.
Finally, we make a remark on the computational cost of the block-circulant preconditioning strategy used in this
paper. For this, we make the following observations from the paper in [13] who have studied the efficiency of two block-
circulant preconditioners for solving linear systems arising from central difference and upwind approximations of a three-
dimensional model convection–diffusion problem. These authors have compared the computational costs associated with
the GMRES method with one of their proposed block preconditioner and a block Jacobi scheme. Their numerical results
indicate that if k1 is the number of iterations associated with preconditioned GMRES and k2 is the corresponding number
of iterations for the block Jacobi scheme, then for 4k1 log n < 18k2 [13, p. 156], preconditioned GMRES is less expensive
than block Jacobi. Although no such comparisons are included here, from the numerical results which indicate low iteration
counts for the preconditioned system, similar conclusions for HOC linear systems will hold regarding the computational
cost of block-circulant preconditioned GMRES in comparison to the costs associated with block Jacobi iterations for the
three-dimensional problem.
7. Conclusion
We have studied block-circulant preconditioners for high-order compact approximations of convection–diffusion
problems with grid-aligned constant flow problems. We proved that the preconditioners are invertible and for the
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two-dimensional case, we described the eigenspectra of the preconditioned matrices. Our study of the performance
of preconditioned GMRES indicated that the preconditioning leads to significant reduction in the number of iteration
counts. We also compared the number of iterations required for convergence in the case of the HOC discretisation with
those required for the upwind scheme. We observed similar iteration counts for the preconditioned systems, but for the
unpreconditioned linear systems, we observed fewer iteration counts for the HOC linear systems. In a future work, we
aim to draw comparisons between the block-circulant preconditioner studied here with a semi-circulant preconditioner.
An interesting result is that, similar to the case of central difference approximations studied in [14], the semi-circulant
preconditioned HOC matrix also has eigenvalues which lie in two intervals on the left and right sides of unity.
References
[1] A.N. Brooks, T.J.R. Hughes, Streamline upwind Petrov Galerkin formulations for convection dominated flows with particular emphasis on the
incompressible Navier–Stokes equations, Comput. Methods Appl. Mech. Engrg. 32 (1982) 199–259.
[2] M.M. Gupta, R. Manohar, J.W. Stephenson, A single cell high order difference scheme for the convection diffusion equation with variable coefficients,
Internat. J. Numer. Methods Fluids 4 (1984) 641–651.
[3] S.C.R. Dennis, J.D. Hudson, Compact h4 finite-difference approximations to operators of Navier–Stokes type, J. Comput. Phys. 85 (1989) 390–416.
[4] M. Li, T. Tang, B. Fornberg, A compact fourth-order finite difference scheme for the steady incompressible Navier–Stokes equations, Internat J. Numer.
Methods Fluids 30 (1995) 1137–1151.
[5] M.K. Jain, R.K. Jain, R.K. Mohanty, Fourth-order finite differencemethod for three-dimensional elliptic equations with nonlinear first-derivative terms,
Numer. Methods Partial Differential Equations 8 (1992) 575–591.
[6] A. Gopaul, M. Bhuruth, Analysis of algebraic systems arising from high-order compact discretisation s of convection–diffusion equations, Numer.
Partial Differential Equations 18 (2002) 155–178.
[7] A. Gopaul, M. Bhuruth, Analysis of a fourth-order scheme for a three-dimensional convection–diffusionmodel problem, SIAM J. Sci. Comput. 29 (2006)
2054–2074.
[8] A.L. Pardhanani, W.F. Spotz, G.F. Carey, A stable multigrid strategy for convection–diffusion using high-order compact discretisation, ETNA 6 (1997)
211–233.
[9] A. Gopaul, M.S. Sunhaloo, R. Boojhawon, M. Bhuruth, Analysis of incomplete factorizations for a nine-point approximation to a convection–diffusion
model problem, J. Comput. Appl. Math. 224 (2009) 719–733.
[10] M. Bhuruth, M.K. Jain, A. Gopaul, Preconditioned iterative methods for the nine-point approximation to the convection–diffusion equation, J. Comput.
Appl. Math. 138 (2002) 79–102.
[11] P. Davis, Circulant Matrices, John Wiley, New York, 1979.
[12] Y. Saad, M. Schultz, GMRES: A generalisedminimal residual algorithm for solving non-symmetric linear systems, SIAM J. Sci. Statist. Comput. 7 (1986)
856–869.
[13] W.M. Cheung, M.K. Ng, Block-circulant preconditioners for systems arising from discretisation of the three-dimensional convection–diffusion
equation, J. Comput. Appl. Math. 140 (2002) 143–158.
[14] S.D. Kim, S.V. Parter, Semicirculant preconditioning of elliptic operators, SIAM J. Numer. Anal. 41 (2003) 767–795.
