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論 文 内 容 の 要 旨 
 
1. Introduction 
    When a person sees an image, complex brain activities occur in diverse scales of 
the brain, from single-neuron spikes to synchronous oscillations of neural populations. 
Researchers have investigated the properties of diverse brain activities using either 
experimental or theoretical methods to understand how the visual system in the brain 
works. Cognitive neuroscience studies the underlying mechanism of visual perception. To 
develop quantitative models, various methods have been pro- posed for modeling the 
relationship between perceptual information and brain activities. One of the most classic 
method is to test whether brain activities significantly change for different conditions 
(e.g., face and non-face images). Recently, various machine learning methods have been 
used as powerful brain encoding and decoding models, as the result of the growth of the 
machine learning literature and the increase of available computational resources. 
Encoding models are used to predict brain activities from perceptual information. On 
the other hand, decoding models are used to predict perceptual information from brain 
activities. The flexibility of encoding and decoding models make them important tools 
for cognitive neuroscience. Furthermore, developing better encoding and decoding models 
in hard conditions is a important problem for achieving real-world brain-computer 
interface (BCI) systems. 
    In this thesis, we study brain encoding and decoding methods using deep learning. 
Deep learning has achieved state-of-the-art performance on various hard tasks in 
artificial intelligence (AI), such as object recognition, machine translation, speech 
recognition, and automatic game playing. Using deep learning for brain encoding and 
decoding is promising, because both brain activities and perceptual information are 
complex spatiotemporal data. In Chapter 2, to investigate how visual selectivity differs 
across frequency bands, we analyze frequency-specific activities in ECoG signals 
recorded from the macaque ITC using rich hierarchical visual representations extracted 
from a deep convolutional neural network (CNN). In Chapter 3, we develop deep learning-
based models that reconstruct diverse natural images from brain signals recorded in the 
primate inferior temporal cortex (ITC). To investigate what kind of models are effective 
for the task, we trained and evaluated multiple state-of-the-art image restoration 
methods in deep learning. In Chapter 4, we develop deep learning methods for channel-
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agnostic brain decoding across multiple subjects. Inspired from multi-instance learning, 
we propose a novel decoder architecture that can handle a variable number of channels, 
has permutation invariance to the order of input channels, and can capture inter-channel 
relationships. 
 
2. Encoding and Analyzing Frequency-Specific ECoG Signals Using Hierarchical Visual 
Features 
    There has been increasing evidence that indicates the importance of neuronal 
oscillatory activities in cognition. Neuronal oscillatory activities can be measured by 
local field potentials (LFPs), electrocorticography (ECoG), electroencephalography 
(EEG), and magnetoencephalography (MEG). It is thought that raw brain signals contain 
aggregated activities in several time-frequency bands, such as delta, theta, alpha, 
beta, and gamma bands. In the visual cortex, several previous studies suggest that brain 
signals in specific time-frequency bands have stronger selectivity to visual stimuli, 
and that low- and high-frequency bands are related to distinct visual information. 
However, few studies have investigated the detailed visual selectivity of each frequency 
band, especially in the primate inferior temporal cortex (ITC), which is the highest-
level area in the ventral visual pathway. 
    In this work, to investigate how visual selectivity differs across frequency bands, 
we analyze frequency-specific activities in ECoG signals recorded from the macaque ITC 
using rich hierarchical visual representations extracted from a deep convolutional 
neural network (CNN). CNNs have achieved state-of-the-art performance on various 
computer vision tasks. Furthermore, CNNs enable us to extract optimized hierarchical 
visual features. Previous studies indicate that units in lower, mid, and higher CNN 
layers represent lower-, mid-, and higher-level visual features, respectively. In our 
experiments, we trained and evaluated encoding models that predict frequency-specific 
ECoG activities from visual features extracted at a specific layer of a pretrained CNN. 
We found that two specific frequency bands, theta (around 5 Hz) and gamma (around 20-
25 Hz) bands, were better predicted from CNN features than the other bands. Furthermore, 
these two bands were better predicted from higher and lower CNN layers, respectively. 
Our visualization analysis using CNN-based encoding models qualitatively showed that 
theta- and gamma-band encoding models had selectivity to higher- and lower-level visual 
features, respectively. 
 
3. Natural Image Reconstruction from ECoG Signals Using Deep Learning 
    In the literature of brain decoding, most previous studies are on classification 
tasks, where the goal is to predict a class label given brain activities as input. In 
classification tasks, models map brain activities into the most likely class in a 
predefined class set. Because outputs are limited in the class level, it is difficult 
to analyze the relationship between more fine-grained visual features and brain 
activities with classification models. Therefore, for understanding how complex brain 
activities are related to diverse visual features, it is important to develop image 
reconstruction methods, which directly predict presented images solely from brain 
signals. 
    Most previous studies on image reconstruction proposed various methods for human 
functional magnetic resonance imaging (fMRI) data. Although fMRI can cover a broad part 
of the brain, its hemodynamic responses inherently limit the temporal resolution of 
recorded signals. In the brain, neuronal activities continuously change in the sub-
millisecond level. Therefore, to elucidate the relationship between visual experiences 
and complex neuronal activities, it is crucial to develop image reconstruction method 
for high-temporal-resolution electophysiological recordings, such as 
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electroencephalography (EEG), magnetoencephalography (MEG), and electrocorticography 
(ECoG). Furthermore, accurate decoding of various stimuli from electrophysiological 
signals is crucial for real-world brain-computer interface (BCI) applications. 
    Towards this end, we study natural image reconstruction from ECoG signals using deep 
learning. We trained three deep learning models that reconstruct presented images from 
ECoG signals: L1, L1-VGG-GAN, and conditional GAN (cGAN). We quantitatively and 
qualitatively evaluated our reconstruction models. In our results, reconstructions by 
the GAN-based models (L1-VGG-GAN, cGAN) are perceptually far better than those by the 
L1 model. In successful cases, the L1-VGG-GAN and cGAN models produced reconstructions 
that contain various class- or object- specific visual attributes in presented images, 
suggesting that training reconstruction models with an adversarial loss is crucial to 
achieve better natural image reconstructions. Furthermore, our results with downsampled 
ECoG signals showed the importance of utilizing rich temporal dynamics in ECoG signals 
for better natural image reconstruction. Our results suggest the possibility of 
reconstructing diverse natural stimuli from high-temporal- resolution 
electrophysiological recordings. 
 
4. Deep Learning for Channel-Agnostic Brain Decoding across Multiple Subjects 
    While a number of studies have proposed various decoding methods for brain signals, 
most existing methods consider only static, single-subject cases, where a decoder is 
trained independently for each subject’s dataset with the same recording equipment. In 
BCI applications, long calibration time and overly repeated recording trials are painful 
for patients; thus, decoders are desired to be transferable to novel patients and 
conditions. For cognitive science, across-subject decoding analyses are useful when the 
number of trials for each subject is limited. In the literature, various methods for 
across-subject decoding have been proposed, such as common spatial patterns (CSPs) and 
transfer learning. However, few studies have investigated decoding methods that are 
robust to the shift of recording channels. In practice, it is tough to record brain 
signals with exactly the same equipment and conditions from a large number of subjects 
or from a subject over a long period. Moreover, even with the same equipment, channel 
locations or conditions can change in each session, especially when the recording 
requires breaks and/or repeated removals of the electrode. Also, if a decoder accepts 
only one fixed number of input channels, it is not applicable to novel subjects’ dataset 
that have a different number of channels. Therefore, developing channel-agnostic 
decoding methods is crucial for creating scalable and transferable BCI systems. 
    In this work, we study brain decoding across multiple subjects with a different 
number of recording channels and channel location shifts. We consider channel- agnostic 
brain decoding as a multi-instance learning problem. In multi- instance learning, each 
input is considered as a set of independent instances (bag), and the task is considered 
as a weakly supervised learning problem where only one label is annotated for each 
entire bag. By using a multi-instance pooling operator, models can aggregate informative 
features over a variable number of input instances. This formulation naturally fits into 
channel-agnostic brain decoding, where the goal is to train better performing decoders 
that are robust to the change of the number and the location of recording channels. 
    Based on the multi-instance learning formulation, we propose a novel channel- 
agnostic decoder architecture with three building blocks: (1) Channel-wise temporal 
convolutional network (TCN), (2) across-channel transform, (3) multi-channel pooling. 
We conducted a thorough experiment to verify the design of our proposed decoder 
architecture in channel-agnostic brain decoding across multiple subjects. Our dataset 
has ECoG signals recorded from two subjects with a different number of channels and 
inconsistent channel locations. We trained our proposed models and baselines to predict 
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six visual object classes from each subject’s single-trial data. Our results indicate 
the importance of using across-channel transforms with channel permutation invariance 
and inter-channel interactions for achieving better classification results in channel-
agnostic brain decoding across multiple subjects. 
 
5. Conclusions 
    In this thesis, we proposed deep learning-based encoding and decoding methods for 
modeling brain signals. Our encoding analysis in Chapter 2 showed novel insights about 
visual representations in frequency-specific brain signals. Our proposed decoding 
methods in Chapter 3 and 4 showed that deep learning enables us to read out diverse 
visual information from brain signals under non-static conditions. Overall, our results 
in this thesis indicate the importance of deep learning in encoding and decoding complex 
brain signals. Furthermore, we believe that our proposed methods are effective tools 
for analyzing and reading brain signals in a lot of future cognitive neuroscience 








符号化と復号化の問題に対する取り組みを述べたもので，全編 5 章からなる。 
第１章は序論であり，本研究の目的と背景を述べている。 





















第 5 章は結論である。 
以上要するに本論文は，霊長類の視覚に関わる脳内情報処理機構の解明，並びに BCI の実現と
いう，関連分野における 2 大目標の達成へ向けて，マカクザルの視覚皮質の ECoG 信号を使った
脳波の符号化と復号化の問題にそれぞれ取り組み，有用な知見を得るとともに未解決の問題を解
決しており，システム情報科学ならびにロボットビジョンの発展に寄与するところが少なくない。 
よって，本論文は博士（情報科学）の学位論文として合格と認める。 
