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2Abstract
Recognizing human activities in domestic environments from audio and active
power consumption sensors is a challenging task since on the one hand, environ-
mental sound signals are multi-source, heterogeneous, and varying in time and on
the other hand, the active power consumption varies significantly for similar type
electrical appliances.
Many systems have been proposed to process environmental sound signals for event
detection in ambient assisted living applications. Typically, these systems use fea-
ture extraction, selection, and classification. However, despite major advances,
several important questions remain unanswered, especially in real-world settings.
A part of this thesis contributes to the body of knowledge in the field by addressing
the following problems for ambient sounds recorded in various real-world kitchen
environments: 1) which features, and which classifiers are most suitable in the
presence of background noise? 2) what is the effect of signal duration on recogni-
tion accuracy? 3) how do the SNR and the distance between the microphone and
the audio source affect the recognition accuracy in an environment in which the
system was not trained? We show that for systems that use traditional classifiers,
it is beneficial to combine gammatone frequency cepstral coefficients and discrete
wavelet transform coefficients and to use a gradient boosting classifier. For sys-
tems based on deep learning, we consider 1D and 2D CNN using mel-spectrogram
energies and mel-spectrograms images, as inputs, respectively and show that the
2D CNN outperforms the 1D CNN. We obtained competitive classification results
for two such systems and validated the performance of our algorithms on public
datasets (Google Brain/TensorFlow Speech Recognition Challenge and the 2017
Detection and Classification of Acoustic Scenes and Events Challenge).
Regarding the problem of the energy-based human activity recognition in a house-
hold environment, machine learning techniques to infer the state of household
appliances from their energy consumption data are applied and rule-based sce-
narios that exploit these states to detect human activity are used. Since most
activities within a house are related with the operation of an electrical appliance,
this unimodal approach has a significant advantage using inexpensive smart plugs
and smart meters for each appliance. This part of the thesis proposes the use
of unobtrusive and easy-install tools (smart plugs) for data collection and a de-
cision engine that combines energy signal classification using dominant classifiers
(compared in advanced with grid search) and a probabilistic measure for appliance
3usage. It helps preserving the privacy of the resident, since all the activities are
stored in a local database.
DNNs received great research interest in the field of computer vision. In this
thesis we adapted different architectures for the problem of human activity recog-
nition. We analyze the quality of the extracted features, and more specifically
how model architectures and parameters affect the ability of the automatically ex-
tracted features from DNNs to separate activity classes in the final feature space.
Additionally, the architectures that we applied for our main problem were also
applied to text classification in which we consider the input text as an image and
apply 2D CNNs to learn the local and global semantics of the sentences from the
variations of the visual patterns of words. This work helps as a first step of creating
a dialogue agent that would not require any natural language preprocessing.
Finally, since in many domestic environments human speech is present with other
environmental sounds, we developed a Convolutional Recurrent Neural Network,
to separate the sound sources and applied novel post-processing filters, in order
to have an end-to-end noise robust system. Our algorithm ranked first in the
Apollo-11 Fearless Steps Challenge.
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Chapter 1
Introduction
1.1 Project Background
Assisted living in smart homes can change the way millions of elderly people live,
manage their conditions and maintain well-being [1]. This could support the age-
ing population to live longer independently and to enjoy comfort and quality of life
in its private environments. While current monitoring and assistive technologies
are selectively deployed due to high cost, limited functionality and interoperabil-
ity issues, future smart homes could leverage cheap ubiquitous sensors, intercon-
nected smart objects, packaged with robust context interference and interaction
techniques [2]. The next generation of smart home technologies will be adaptive
to fit versatile living environments, and interoperable for heterogeneous applica-
tions. In addition, a service-oriented cloud-based system architecture will support
reconfiguration and modular design that is essential to empower care providers to
customize solutions.
With the increasing ageing population and the growing demand on novel health
care models, research on smart homes for independent living, self-management and
well-being has intensified over the last decade due to the wide availability of afford-
able sensing and effective processing technologies. Yet, it remains a challenge to
develop and deploy smart home solutions that can handle everyday life situations
and support a wide range of users and care applications. Smart home technologies
must be interoperable for seamless technology integration and rapid application
development, and adaptable for easy deployment and management, achieved by
thorough testing and validation in multiple application scenarios. This requires a
joint multidisciplinary cross-sector effort of research and development.
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A monitoring system within a smart home checks the daily activities and decides
whether the behavior of the residents is regular or irregular. The success of such
a system depends on understanding the normal lifestyle and the degree to which
the behavior of the elderly has deviated from what is defined as normal.
This project developed an in-depth understanding of automatic activity detection
and context inference within smart home environments of healthy people, but
also patients with mild cognitive impairments, dementia and Parkinson’s disease.
Specifically, the project investigated the use of wireless acoustic and energy me-
ter sensor network for daily activity monitoring and detection. It developed: i)
a holistic framework that integrates low-cost sensors (power consumption smart
meters and MEMS microphones) for activity detection and behavior modeling of
elderly people suffering with dementia or Parkinson, ii) algorithms for audio-based
event classification using statistical feature analysis, data augmentation, feature
extraction techniques and deep learning, iii) an automatic activity detection frame-
work to recognize events and create user profile, with daily activities, based on
acoustic and active power consumption sensors, iv) associated technologies and an
integration of the developed algorithms on a low-power single board computer for
evaluation by real users from care homes and living lab environments.
1.2 Research Problems and Questions
This research seeks to investigate four main aspects of building an AAL system.
These aspects include building a holistic framework using open source and off-
the-shelf products (e.g., MEMS microphones, Raspberry Pi), speech/non-speech
activity detection, energy-based event detection and adaptation of algorithms in
a different domain (e.g., CRNNs used for object detection can also be used for
speech activity detection).
A few research questions regarding the problem of audio-based event detection
are related to the distance of the sensor from the target appliance related to an
activity, the selection of features and classifiers for an indoor environment and
the parameters of DNN and their impact on recognition accuracy. Regarding
speech/non-speech activity detection, the fundamental problem is the design of a
general system that would perform equally well in a very noisy and a quiet en-
vironment. For the problem of energy-based event detection, a computationally
inexpensive system is needed, that would make use of the active power consump-
tion and discard other features such as statistical time-series features (skewness,
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kurtosis). Finally, there is the research problem of adapting a DNN architecture
and training it from scratch for a different task (e.g., natural language processing)
and pre-training on a dataset of a particular domain and testing on a different
dataset, but in the same domain. In this way, one can examine how well a DNN
system generalizes and which parameters would require fine tuning.
Knowing the activity of occupants in a building at any given time is fundamental
for the effective management of various building operation functions ranging from
energy savings to security targets, especially in complex buildings with different
internal kind of use (e.g., an office building, a hotel). As the activities of occupants
within the building vary throughout the day, it is difficult to characterize the
different activities in different time periods. In general, activity monitoring in
buildings is of high interest, since it significantly contributes to the improvement
of a building’s energy efficiency [3] and increases the quality of life of people in
AAL environments [4]. Therefore, there is a need for detailed activity knowledge.
Human activity can be estimated using various sources, such as movement sensors
[5], occupancy sensors [6], cameras [7], audio [8], as well as appliance current
consumption [9].
Let us imagine that one is listening to an audio recording, in which one can
hear boiling sounds, frying sounds, sounds of cutlery or chewing. If one wanted
to identify the source of the recording, one would most likely answer that the
recording is taking place in a kitchen (e.g., cooking, doing the dishes). In the
above scenario, the person would take the task of auditory scene recognition. One
of the goals of this research is to develop advanced methods that would enable a
computer to do the same task, or as the scientific term refers to this problem as,
ASR [10].
Practical applications of ASR include intelligent wearable devices [11], automatic
speech recognition [12] and hearing aids that sense the environment of the user
in real time [13]. The information about the environment enables the device to
provide accurate and better service to the user. As mentioned above, ASR is used
in content-based audio indexing and retrieval at the level of different environments.
The goal of acoustic event detection is to label temporal regions, such that each
one represents a single event of a specific class. Early work in event detection
treated the sound signal as monophonic, with only one event detectable at a time
[14]. Events in a typical sound scene may be simultaneous; hence polyphonic event
detection with overlapping event regions is desirable. There has been some work
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on extending monophonic systems to polyphonic detection [15, 16]. Audio tagging
is probably more demanding (complexity, computational cost) than monophonic
event detection, but at the same time heavily intertwined to real-world scenarios
where multiple audio events are co-occurring.
ASR can be jointly used with processing of other signals to obtain a more thorough
understanding of user activities; for instance, processing of the fridge electrical
power signal can also provide further information on a detected cooking activity,
related to the times that the user opens the fridge and the time it is left open.
The main research question is how to improve the quality of living of elderly people
with mild cognitive impairments using an unobtrusive sensor network, in order to
understand their daily activities by creating a profile for each user (e.g., how many
times there was a visit to the bathroom, time spent for cooking) and contact their
relatives regarding abnormalities in their daily lives.
To answer this question there are several aspects that need to be covered. This
research is going to cover the capabilities of individual sensor modalities and fo-
cus, specifically, on audio and energy consumption sensors. Robust audio event
detection remains an unsolved problem. Environmental sound signals can vary
according to the different environment (indoor, outdoor). Annotating audio data
and assigning class labels (especially when sound events are overlapping) is a te-
dious task and since the human factor is involved, we can have mislabeling of
the dataset. Secondly, background noise is a factor that affects the performance
of an audio event detection system. Traditional approaches, such as filtering the
input signal, can fail when the SNR is very small, meaning that we will “cancel”
our entire input signal and miss any event for that time. Furthermore, another
important question is, when applying deep learning models and our input data
is not sufficient for training how we can explore additional data augmentation
techniques for environmental signals. Regarding the energy consumption sensors,
most researchers focus on data disaggregation (identifying appliances operating in
a house from the total-main power consumption) techniques. Most public datasets
(REDD [17], BERDS [18], Belkin Energy Dataset [19]) are released for research
in novel methods for data disaggregation. Activity inference in a smart home
environment from energy consumption has received less attention compared to
the data disaggregation [20]. Finally, a thorough comparison of sensor modalities
(energy, audio) in different house environments has to be conducted in order to
understand which of these can output the highest accuracy for activity recogni-
tion. In theory the more types of sensors inside a house, the higher the accuracy
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of specific activities. However, an important question lies with the recognition
accuracy that can we achieve with one acoustic sensor placed at various distances
from the target activities.
1.3 Project Objectives
Researchers are working on telemedicine and telemonitoring solutions to allow
elderly people to stay at home as long as they can. Meanwhile, elderly care
units have limited capacities (space and resource limitations). Mobility, which is
currently a common request of companies, adds distance between family members.
Elderly people often live alone and have to be autonomous. Moreover, with the
increase of life expectancy, cognitive impairments such as dementia and diseases
such as Alzheimer’s are more and more prevalent. All this leads to implementing
telemonitoring systems, able to detect a distress situation, or a significant change
in the habits or behavior of the person.
Systems for enhancing medical diagnosis and information technology often focus
on the clinical environment and depend on the extensive infrastructure present in
traditional health care settings. Most high-fidelity sensor networks are expensive
and require specialized training to operate [21].
Detecting normal and abnormal activities in a domestic environment necessitates
an “always-on” and unobtrusive monitoring system. Gietzelt et al. [22] evalu-
ated gait parameters measured by a single waist mounted accelerometer during
everyday life of patients with dementia. Marschollek et al. [23] developed an
unobtrusive method to determine individual fall risk based on the use of motion
sensor data. Palmerini et al. [24] measured the acceleration of the low back to
differentiate gait patterns in healthy adults and those with Parkinson’s disease.
An important scope of this research is to infer events offline, where no data will
be sent to a cloud server but instead run locally on a Raspberry Pi, based on the
input data. Most existing systems entail delays in detecting and reporting urgent
situations. As such, offline activity recognition models are necessary for real-time
analysis of sensor data. Therefore, it is important for a home care system to sum-
marize the health status and daily behavior of the elderly, in order to guide the
elderly towards healthy and active living. For instance, an activity recognition
system would detect the activity of cooking for a week and notify the user’s rel-
atives with a phone call if no cooking activity was detected within the following
week.
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The innovative sensing infrastructure of this research aims towards the accurate,
unobtrusive and privacy preserving monitoring of behavioral parameters and risk
indicators in the daily living environment of older individuals and their use for
the assessment of the mental condition of older individuals. An IoT environment
comprising active power consumption and acoustic sensors will be the basis for
retrieving large-scale data without posing any threats to the privacy of users. This
data will then be processed and annotated to knowledge concerning the mental
health and safety of their users, protecting at the same time their privacy and
health record, using modern hardware and software data encryption approaches
of the project’s security and privacy framework. Specifically the recorded datasets
(kitchen audio and power consumption) will be pseudo-labeled, the training would
be done on a desktop computer and the inference on a Raspberry Pi would not
save audio clips. Instead an audio stream will be stored in a buffer and logs of the
recognized activities will be stored in a text file.
The main novelty of this research lies in utilizing the scope of different sensor
modalities, using acoustic sensors and plug-wise energy meters. Specifically:
• The performance of each modality will be examined along with statistical
significance tests. Starting from single-user single-activity use scenarios to
real-world complex use scenarios, e.g., multiple users, interleaved and con-
current activity recognition
• Data mining and event detection recognition algorithms will be improved
• Feature extraction techniques and importance of CNN hyper-parameters in
recognition accuracy will be explored
• A smart audio sensing infrastructure (integrated to a single board computer)
using acoustic sensors will be created
• Deep learning algorithms for separating the speech from any other non-
speech signals will be investigated
1.4 Proposed Approaches
This thesis presents the use of various machine learning and deep learning algo-
rithms for the problem of human activity detection in domestic environments to
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address the aforementioned aims and objectives. In order to achieve this an ex-
tensive review of the literature is carried out. Beginning the literature review on
audio-based event detection from the theory of the computational auditory scene
analysis to the machine and deep learning methods applied for the problem. The
key relevant research in both audio-based event detection and speech/non-speech
activity detection is surveyed. An understanding of the state-of-the-art approaches
is provided and the research gaps are highlighted. Furthermore, the same process
is followed for the energy-based event detection part.
Based on this understanding, two main frameworks are proposed to satisfy our
objectives, about the audio-based event detection, set out to achieve. Using these
frameworks, several tests are implemented to evaluate their performance in the
task of audio-based event classification and speech activity detection. Various
deep learning architectures are experimented to optimize our final system for high
classification performance. For evaluation purposes tests with different parameters
that are affected by randomness are conducted. Additionally, the filter size and
the kernel size of the 2D CNNs and test their impact on classification accuracy are
examined. Finally, the adaptation of the 2D CNN system in a natural language
processing problem is examined and compared with traditional 1D CNN systems.
Regarding the energy-based event detection, a metric for the status of electrical
appliances and the relation with the human activity is defined, Monte Carlo sim-
ulations and grid search are performed, in order to find the optimal parameter
settings of traditional classifiers.
1.5 Contributions and Paper Publications
This thesis studies the task of using machine learning algorithms for human ac-
tivity detection in domestic environments, with a particular focus on acoustic and
energy consumption sensors. The contributions of this thesis are summarized as
follows:
• Two frameworks for audio-based event detection are developed and statis-
tical significance between traditional classifiers and a CNN architectures is
examined.
Chapter 1 Introduction 23
• The statistical significance of well-known audio features for the problem of
audio-based event detection in a kitchen environment, in the presence of
background noise is examined.
• The effect of the duration of the signal segment used for classification on
recognition accuracy is demonstrated.
• The SNR, the distance between the microphone and the effect of the audio
source on the recognition accuracy in a new environment (i.e., one which
was not used to train the classifier) is investigated.
• An end-to-end 1D CRNN and a 2D CRNN, using the 2D magnitude STFT
representation as input, for speech/non-speech activity detection is proposed.
• A framework for unobtrusive human activity context inference, based on
energy consumption rate from selected appliances and using a decision engine
based on operation of the appliances is presented.
• The performance of CNN extracted features is studied. The experiments fo-
cus on comparison of automatically extracted and HCF for activity recogni-
tion. In particular, the audio signal, accelerometer and gyroscope data have
been investigated. Moreover, the effect of important parameters, namely
number of convolutional layers, and kernel size used for the convolutions, is
evaluated.
• A framework for an NLP task based on visual features of text is presented.
Similarly to understanding patterns in the magnitude representation of the
audio spectrogram, two-dimensional CNNs, that use an image of a text as in-
put, can build semantic representations which let them detect abnormalities
in a text (i.e., garbage characters) without the need of OCR. This framework
could help in the creation of a virtual assistant that would receive an image
related to the timestamp and the activity detected by the audio sensor and
perform a conversation between the user and the assistant.
During this PhD study, the following publications were made:
1. Federico Cruciani, Anastasios Vafeiadis, Chris Nugent, Ian Cleland, Paul
Mc-Cullagh, Konstantinos Votis, Dimitrios Giakoumis, Dimitrios Tzovaras,
Liming Chen and Raouf Hamzaoui. “Feature learning for Human Activity
Recognition using Convolutional Neural Networks”, CCF Transactions on
Pervasive Computing and Interaction, 2020,
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https://doi.org/10.1007/s42486-020-00026-2.
Contribution with respect to co-authors: Developed and implemented
the system using the audio modality for the DCASE 2017 Task 1 develop-
ment dataset and the ExtraSensory dataset.
2. Anastasios Vafeiadis, Konstantinos Votis, Dimitrios Giakoumis, Dimitrios
Tzovaras, Liming Chen and Raouf Hamzaoui. “Audio Content Analysis for
Unobtrusive Event Detection in Smart Homes”, Engineering Applications of
Artificial Intelligence, Elsevier, Vol. 89 (103226), 2020,
https://doi.org/10.1016/j.engappai.2019.08.020.
Contribution with respect to co-authors : Data collection, designed
and implemented the proposed frameworks.
3. Anastasios Vafeiadis, Eleftherios Fanioudakis, Ilyas Potamitis, Konstanti-
nos Votis, Dimitrios Giakoumis, Dimitrios Tzovaras, Liming Chen and Raouf
Hamzaoui. “Two-Dimensional Convolutional Recurrent Neural Networks for
Speech Activity Detection”, in Proc. 20th Annual Conference of the Inter-
national Speech Communication Association (INTERSPEECH 2019), Graz,
Sep.2019. Contribution with respect to co-authors : The end-to-end
convolutional recurrent neural network and the spectrogram 2D CNN for
speech activity detection.
4. Federico Cruciani, Anastasios Vafeiadis, Chris Nugent, Ian Cleland, Paul
Mc-Cullagh, Konstantinos Votis, Dimitrios Giakoumis, Dimitrios Tzovaras,
Liming Chen and Raouf Hamzaoui. “Comparing CNN and human crafted
features for human activity recognition”, in Proc. 16th IEEE International
Conference on Ubiquitous Intelligence and Computing (UIC), Leicester, Aug.
2019. (best student paper award) Contribution with respect to co-
authors : Developed and implemented the comparison systems for the audio
modality using the DCASE 2017 Task 1 development dataset.
5. Erinc¸ Merdivan, Anastasios Vafeiadis, Dimitrios Kalatzis, Sten Hanke,
Johannes Kropf, Konstantinos Votis, Dimitrios Giakoumis, Dimitrios Tzo-
varas, Liming Chen, Raouf Hamzaoui and Matthieu Geist. “Image-based
text classification using 2D convolutional neural networks”, in Proc. IEEE
Smart World Congress 2019, Leicester, Aug. 2019. Contribution with
respect to co-authors: Domain adaptation of the 2D CNN, using 2D
magnitude spectrogram representation for audio-based event detection, to a
natural language processing task.
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6. Anastasios Vafeiadis, Thanasis Vafeiadis, Stelios Zikos, Stelios Krinidis,
Konstantinos Votis, Dimitrios Giakoumis, Dimosthenis Ioannidis, Dimitrios
Tzovaras, Liming Chen and Raouf Hamzaoui. “Energy-based decision engine
for household human activity recognition”, in Proc. Pervasive Computing
and Communications Workshops (PerCom Workshops), 2018 IEEE Interna-
tional Conference on Pervasive Computing Athens, Mar. 2018. Contri-
bution with respect to co-authors: Development of the communication
infrastructure for data collection, decision framework implementation.
7. Anastasios Vafeiadis, Dimitrios Kalatzis, Konstantinos Votis, Dimitrios
Giakoumis, Dimitrios Tzovaras, Liming Chen and Raouf Hamzaoui. “Acous-
tic Scene Classification: From a Hybrid Classifier to Deep Learning”, in Proc.
Detection and Classification of Acoustic Scenes and Events 2017 Workshop
(DCASE 2017), Munich, Nov. 2017. Contribution with respect to co-
authors : Design and implementation of the hybrid SVM-HMM and 2D
CNN systems.
8. Anastasios Vafeiadis, Konstantinos Votis, Dimitrios Giakoumis, Dimitrios
Tzovaras, Liming Chen and Raouf Hamzaoui. “Audio-based event recogni-
tion system for smart homes”, in Proc. 14th IEEE International Conference
on Ubiquitous Intelligence and Computing (UIC), San Francisco, Aug. 2017.
Contribution with respect to co-authors : Data collection and design
of the system based on traditional classifiers.
1.6 Outline of the Thesis
The thesis is organized as follows. Chapter 2 presents the background of HAR, with
an emphasis on sound and energy-based activity recognition and the privacy issues
related to each modality. Additionally, it presents related work on human crafted
engineering features, focusing on IMUs and acoustic sensors, and the features
learnt by a CNN. The aim of this Chapter is to identify the research gaps in the
literature.
Chapter 3 describes the approach in the area of acoustic event classification in
smart homes and presents two approaches for audio-based event detection in an
indoor environment. Moreover, several advanced classification techniques are com-
pared in that Chapter. Statistical importance of audio features and classifiers are
also investigated, applying McNemar’s test. The proposed frameworks are tested
Chapter 1 Introduction 26
for their generalization ability in an environment that is not seen during training
and their ability to recognize a class not included in the training, but with similar
sound characteristics as the trained ones.
Chapter 4 details the problem of the speech activity detection and propose two
frameworks. An end-to-end one dimensional CRNN and a two dimensional CRNN.
The Chapter highlights the importance of the post-processing convolution opera-
tions for the problem of speech activity detection and their effect in a real-world
dataset.
Chapter 5 describes the work done in the energy-based activity detection problem,
using a decision engine based on active power consumption. There is a focus on
the data collection infrastructure and the classification accuracy of traditional
classifiers is compared, using the active power consumption as the only feature
vector.
Chapter 6 presents the study of human crafted features and the automatic CNN
features in real-world datasets. The effect of the number of layers and the kernel
sizes of simple CNN architectures is compared. The second part of the Chapter
presents the adaptation of a 2D CNN, which was used for audio-based event de-
tection, in a NLP problem. It shows that for a dialogue task the 2D CNN, which
receives an image of a text as input, can significantly outperform the memory
networks without a match type.
Finally, Chapter 7 concludes the thesis, summarizing the contributions, the limi-
tations of this work and presenting the open issues for future work.
Chapter 2
Background
2.1 Introduction to Human Activity
Recognition
Activity recognition methods in smart homes rely mostly on sensors, which are
further separated into wearable [25] and environment-related ones [26]. Recent
work [27] shows that ontologies and semantic technologies have been used for ac-
tivity modeling and representation. Wearable-based techniques depend on user
interaction with the sensor and in most cases on user motion by employing ac-
celerometers.
He et al. [28] provide the time series from such sensors as input to autoregressive
models to extract features and classify four activities (running, still, jumping and
walking) utilizing an SVM classifier. Subsequent works [29, 30] use more advanced
models to extract features, namely autoregressive combined with signal magnitude
area and tilt angles, while employing modules to further enhance the data sepa-
rability, for activities such as resting (lying/sitting/standing), walking, walking-
upstairs, walking-downstairs, running, cycling, and vacuuming. Plo¨tz et al. [31]
perform feature extraction on the time-series using layered Restricted Boltzmann
Machines, on four public datasets. Considering methodologies focusing on sensors
attached to the environment, there is a significant diversity of types, ranging from
light sensors, humidity ones, thermometers and others. Since the extracted in-
formation from such sensors can be insufficient, they are usually accompanied by
accelerometers [32], which are attached to objects of interest. However, this cate-
gory of methods fails when activities do not involve the registered objects. Several
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works [33, 34] place sensors on objects and track their movement, thus activities
are inferred through the traces of the objects which are modeled using a HMM
or a DBN, respectively. Bourobou et al. [35] propose a two-step procedure that
relies on smart environments to recognize five activities (taking a bath, preparing
breakfast, listening to music, playing a game and preparing lunch). The first step
comprises the discretization of activity patterns while the second step trains an
ANN based on the temporal relations of those patterns.
Smart home-based ambient assisted living ICT solutions can allow the elderly
to remain in their own homes and live independently for longer [1]. Research
on ICT solutions for ambient assisted living has intensified over the last decades
considerably, due to the emergence of affordable powerful sensors and progress in
artificial intelligence [25, 36, 37].
Various HAR systems that monitor daily activities to identify abnormal behavior
have been proposed for ambient assisted living applications [32, 38].
One common approach to automated HAR uses portable sensors such as ac-
celerometers and gyroscopes [39, 40]. However, these sensors require cooperation
of the subject, may restrict body movement, and are energy constrained [41, 42].
Another approach relies on computer vision [43, 44]. However, privacy concerns are
hindering its adoption. A further approach is based on audio processing. Features
are extracted from the environmental sounds and classifiers are used to recognize
the corresponding human activity [45, 46, 47].
2.2 Audio-based Event Detection and Activity
Recognition
Audio-based activity recognition has received a lot of attention from researchers
in recent years [48, 49]. A number of studies have also taken the first steps to
characterize the indoor sound environment and the classification of events [50, 51].
While many approaches addressed the problem of audio-based activity recognition
in a home environment [52, 53, 54, 55], there is not enough justification for the
classifier and feature selection. Most of them used well-known features from the
field of speech recognition (e.g., MFCCs) along with classifiers, such as the kNN
algorithm, to serve as a proof of concept for indoor audio-based activity classifica-
tion. Chu et al. [56] showed that increasing the number of audio features does not
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improve the recognition accuracy of a system classifying environmental sounds and
used the matching pursuit algorithm to obtain effective time-frequency features.
DNNs are able to extract important information from the raw data without the
need for hand-crafted feature extraction and outperform traditional classifiers in
many tasks. There is significant research on recognizing single events in mono-
phonic recordings [57] and multiple concurrent events in polyphonic recordings
[58]. Different feature extraction techniques [59], hybrid classifiers [60, 61] and
very deep neural models [62] have been explored. However, none of these works
compared 1D and 2D CNN architectures for ambient sounds.
Another focus of this work is the duration of the signal used with an audio-based
event detection system. The works [63, 64, 65] examined the length needed for suf-
ficient recognition accuracy. They used systems based on time-frequency features
and simple classifiers, such as SVMs and HMMs. The proposed approaches work
well with datasets that contain indoor or outdoor environmental sounds. How-
ever, due to the high variability in the class and the similarity between different
classes, they can fail in a specific acoustic event detection task (e.g., in a kitchen
environment).
Finally, there has been extensive research on the effect of the SNR in the pres-
ence of background noise [66, 67, 68]. Wang et al. [69] performed experiments
for various artificially added SNRs (0-10 dB and clean recordings) using different
environmental sound datasets and a hierarchical-diving deep belief network. How-
ever, all previous work assumed prior knowledge of the SNR, which is not possible
in a real-world environment.
2.2.1 Computational Auditory Scene Analysis
CASA is the study of auditory scene analysis by computational means. In essence,
it refers to how the human auditory system organizes the sounds of a complex
environment. Bregman [70] was one of the pioneers in this field, studying the
processes in the human brain, how humans perceive the auditory environment by
grouping sounds into objects. Bregman suggests that there are many phenomena
going on in the auditory perception that are similar to those in visual perception,
such as exclusive allocation (properties belonging to one event only) and apparent
motion (a motion is perceived, although the stimulus is not moving). Dan Ellis has
contributed a lot to the research on CASA. In his Ph.D. thesis [71] he presents an
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approach, in which the analysis is done by matching the predictions of an internal
world model and observed acoustic features.
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Figure 2.1: CASA System Overview
Figure 2.1 shows a typical architecture of a CASA system. All these systems start
with an analysis of the signal in the time-frequency domain. In most cases, a
gammatone filterbank [72] is applied to the input signal, in order to “mimic” the
frequency selectivity of the human ear.
The next stage includes the feature extraction of the signal. Some of the most
important features are the fundamental frequency, onset/offset of the signal, am-
plitude/frequency modulation. The extracted features enable the system to form
the segments. The segments provide a mid-level representation on which grouping
operates. Finally, grouping rules are applied, in order to identify components that
have the highest probability to come from the same source [73].
2.2.2 Acoustic Scene Recognition
ASR is closely related to CASA. ASR is a particular task that is related to CASA,
however, the focus is the context recognition, or the environment recognition,
rather than the analysis and interpretation of discrete sound events [74]. Applica-
tions of ASR include intelligent wearable devices and hearing aids that sense the
environment and adjust the mode of operation accordingly.
Research on unstructured audio recognition, such as environmental sounds, has
received less attention than that for structured audio such as speech or music.
Only a few studies have been reported, and most of them were conducted with raw
environment audio. Because of randomness, high variance and other difficulties
associated with environmental sounds, their recognition rates are smaller than
those for structured audio are. This is especially true when the number of sound
classes increases. To overcome the insufficiency of MFCCs and other commonly
used features, Chu et al. [56] proposed a set of features based on the MP technique.
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Although the MP-based features provide good performance, their computational
complexity is too high for real-time applications.
The performance of ASR algorithms dramatically decreases when the number of
sound classes increases (even with good features). It will need more good features
for performance improvement. On the other hand, a larger number of features not
only results in higher complexity but also demands more samples while there is no
guarantee on performance improvement. That is because some features may help
classify some classes but hamper the classification results for the others. Besides, it
is not easy to train a classifier for better discriminant power in a higher dimension
feature space. As a result, feature selection and reduction is an important task.
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Figure 2.2: Intersection of Audio Event Recognition with the wider scientific
field
Figure 2.2 shows how the field of audio-based event detection intersects with other
scientific fields, such as psychoacoustics (e.g., ERB scale for the construction of
the GFCC features) and how environmental sound classification is often based
on methods from the voice activity detection and music genre classification. Ex-
amples of domain intersection include data augmentation techniques (e.g., image
rotation, salt and pepper noise) that are applied in the image domain but also in
the audio/spectrogram respresentation, DNNs designed for computer vision prob-
lems that are also applied to the audio-based event recognition problem, audio
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features that are important for speech and music classification, can be extracted
for environmental sound classification.
2.2.3 Deep Learning in Audio-based Event Detection
Deep learning is a machine learning field based on learning direct representations
from the input data rather than task specific algorithms (e.g., time-dependent algo-
rithms such as HMMs and time-independent algorithms such as Random Forests).
The first neural network can be tracked back in 1967 [75], when Rosenblatt intro-
duced the idea of a perceptron unit capable of learning weights from input data
to find patterns. The ability of deep learning networks to extract unique features
from raw data and the high processing speeds of modern GPUs lead these net-
works to receive a lot of attention in a wide range of scientific fields, such as natural
language processing, image/video classification and segmentation, reinforcement
learning and audio event detection.
Lee et al. [76] were one of the first ones to introduce unsupervised learning for audio
data using convolutional deep belief networks. In particular they showed that
the learned features from the neural networks corresponded to phones/phonemes
in speech data. They also showed that these models could be applied to other
datasets, such as music genre classification with promising results (comparing to
traditional MFCC extraction with a classifier). Since then there were a number of
research outcomes in the field of speech recognition [77, 78, 79, 80].
Piczak [81] tested a very simple CNN architecture with environmental audio data
and achieved accuracies comparable to state-of-the-art classifiers. Cakir et al. [82]
used one dimensional (time domain) DNNs in polyphonic sound event detection
for 61 classes to achieve an accuracy of 63.8%, which was a 19% improvement
over a hybrid HMM/Non-negative Matrix Factorization method. Lane et al. [83]
created a mobile application capable of performing very accurate speaker diariza-
tion and emotion recognition using deep learning. Recently, Wilkinson et al. [84]
performed unsupervised separation of environmental noise sources adding artificial
Gaussian noise to pre-labeled signals and used auto-encoders to cluster. However,
background noise in an environmental signal is usually non-Gaussian, making this
method to work on specific datasets only.
Creating a network for robust environmental sound classification in different envi-
ronments with highly variable datasets (in terms of noise) remains an open issue.
There is a strong need of a model that would generalize with unlabeled data.
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2.2.4 Privacy Issues
The key question regarding acoustic monitoring for activity recognition is the
following: Will sound “surveillance” be socially acceptable in private places, such
as bedroom or bathroom where the use of video is not? Therefore, a framework
has to be developed in order to address this issue.
A useful term about the privacy discussion is Palen and Dourish’s genre of disclo-
sures [85], in which they created social patterns of privacy management involving
recognizable, socially meaningful patterns of information disclosure and use. Given
a genre, people expect each other to disclose this information but not that, under
these conditions but not those, to this but not that person, and to use information
in this but not that way. Within this framework, the degree of perceived “privacy
loss” caused by the introduction by a new technological construct is related to its
non-conformity to these expectations of disclosures within a given genre.
2.3 Energy-based Event Detection and Activity
Recognition
2.3.1 Statistical and Traditional Machine Learning
Approaches in Energy-based Event Detection
Many approaches have been proposed to address the problem of activity recog-
nition in domestic environments. Most methods operate on the basis of multi-
parametric data, taken from multiple modalities; i.e., various kind of sensors in-
stalled in the house environment. Kim et al. [86] compared the performance
of HMMs, CRFs and the Skip-Chain CRF, of eating activities in a home envi-
ronment. Nazefrad et al. [87] compared the performance of HMMs and CRFs
for activity recognition in a smart home environment, using real time data from
motion and temperature sensors. Giakoumis et al. [43] proposed an activity
recognition scheme for daily activities such as cooking, eating, dishwashing and
watching TV, based on depth video processing and Hidden Conditional Random
Fields, achieving an overall accuracy of 90.5% in a natural home environment.
More recently, Stankovic et al. [88] proposed an innovative methodology that
characterizes the energy consumption rate of domestic life by making the linkages
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between appliance end-use and activities through an ontology built from qualita-
tive data about the household and NILM data. Lavin and Klabjan [89] proposed a
clustering technique for time series, on energy usage data provided by several U.S.
power utilities, aiming to compare and contrast those with similar energy usage
tendencies and to identify potentials for energy efficiency along with the open and
close hours for business.
Cottone et al. [90] trained an HMM as an automated activity recognizer using
sensors network readings initially converted into meaningful events, by applying
a lossy compression algorithm based on minimum description length. The aim
of their work was to level out peaks of energy consumption rate by identifying
the appliances whose service is effectively needed by users, and postponing the
use of the others until the combined demand for energy falls below some prede-
fined threshold. In the work of Xu et al. [91] an alternative scalable two- stage
methodology for household consumption segmentation is proposed that considers
both the shape of a load profile (the time and magnitude of its peaks in household
appliances consumption) along with its overall consumption to determine different
typical consumer behavior patterns. Rao et al. [92] proposed an approach combin-
ing machine learning (SVMs) edge analysis and time series models (autoregressive
moving average) on the identification of active appliances and on the prediction
of future power usage utilizing demographic data in addition to aggregate power
usage over time. Deshmukh and Lohan [93] proposed a framework for creating the
appropriate features and labels from the training data and used these features to
predict the appliance status (ON/OFF) and appliance energy consumption rate
using a variety of classifiers. Finally, Belley et al. [94] proposed an algorithm for
human activity recognition extracting features from the active and reactive power
of each device using a Gavazzi meter. This method does not consider the case
where a smart home would be equipped with several devices of a specific model.
Furthermore, it would require the purchase of materials to measure the harmonics
in power system in some cases, such as the television.
Contemporary activity recognition methods in smart homes rely mostly on sensors,
which are further separated into wearable [26] and environment-related ones [25].
Recent work [27] shows that ontologies and semantic technologies have been used
for activity modeling and representation, as well as knowledge-driven approaches
[95]. Wearable-based techniques depend on user interaction with the sensor and,
in most cases, on user motion measured with accelerometers.
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2.3.2 Deep Learning in Energy-based Event Detection
Most of the deep learning frameworks, developed for a NILM task, focus on dis-
aggregating specific electrical appliances. That means that given only the total
power consumption of a house, one can identify operating appliances.
Kelly et al. [96] developed three deep neural network architectures (feed-forward
fully connected, recurrent neural network, one-dimensional autoencoder) for en-
ergy disaggregation of five appliances (kettle, washing machine, dishwasher, fridge
and microwave), using a real-world dataset (UK-DALE). Zhang et al. [97] used a
CNN architecture for sequence to sequence learning on the UK-DALE dataset and
the same five appliances as Kelly et al. They showed that the sequence to sequence
learning based on CNNs can achieve better results in disaggregating appliances,
since the networks can capture most of the information in the time domain. Fi-
nally, Krystalakos et al. [98] pointed the importance of sliding windows in the
time domain that could significantly affect the performance of the neural network
architectures.
Despite the developed approaches, there is a strong need for reproducibility of the
results reported in the papers, as with any deep learning algorithm. Additionally,
for the NILM problem, there are appliances (e.g., desk lamp) that occupy a small
portion of the total energy consumption and are therefore, not easily detectable.
The architectures developed for a specific dataset may not work on another dataset
and finally, any developed architecture should report the results on the same time
windows, when using public datasets, in order to have a fair comparison.
2.3.3 Privacy Issues
Privacy using the active power consumption sensors is related to the energy data
that are transmitted to an IoT device for further processing. A few services that
an IoT device can provide are elderly monitoring, theft detection and management
of the power consumption [99]. Most of the times there is a client/server based
solution, either via a RESTful application or another telemetry transport protocol,
the data is sent over the cloud. Despite the useful services that can be provided
to the user, the can be accessed by attackers and important information about
human activity can be retrieved. Past studies [100, 101] have focused in developing
unsupervised, non-invasive privacy protection techniques based on public datasets
from real-world homes.
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2.4 Comparison of Human Crafted Engineering
Features and Learnt Features of a CNN for
Activity Recognition
HAR finds several real-life applications; in smart home research, for instance, it
can be applied to support AAL [102][103]. AAL is among the application scenarios
making this research branch particularly relevant. Its relevance is linked to the
potential role AAL could play in dealing with rising healthcare costs associated
with an ageing demographic [104]. At the same time, HAR is also among the main
fields of application of ML. As in other cases of ML applications (e.g., speech-
recognition or visual object recognition), DL has been increasingly employed in
recent years, and its adoption has led to a significant improvement in the state-of-
the-art performance metrics [105]. HAR is no exception in this sense. DL methods
such as CNN and LSTM networks have shown good results in terms of recognition
accuracy both in the case of simple activities (e.g., ‘sitting’, ‘standing’, ‘walking’)
and complex activities (e.g., preparing a meal) [102, 106]. One of the distinctive
traits of DL approaches to HAR is that these methods simplify some stages of the
conventional approach taken to activity recognition, by automating some of the
steps commonly employed in similar classification tasks (e.g., feature extraction).
In sensor-based HAR, DL allows direct use of raw data as input [105] (e.g., in
the case of HAR based on inertial sensors [107]). For instance, CNNs have been
successfully employed to extract relevant features from the accelerometer raw data
signal, in an automated fashion [102]. The ability of processing data in its raw form
represents a disruptive change in comparison to conventional ML approaches. In
the past, the step of feature extraction would require (in most cases) an advanced
degree of domain specific expertise [105]. Despite the popularity of DL methods,
very little focus has been put on automatically extracted features, particularly
in comparison with the case of HCF. While in the first case, HCF have been the
objective of several studies attempting to identify optimal feature sets for different
target activities [108, 109], for automatically extracted features, implementation
of the HAR chain focuses on the recognition accuracy performance of different
classifiers and less on the impact of the extracted features. Some recent studies
have attempted to fill this gap [102, 110]. In [102], 1D temporal convolution has
been examined for HAR using inertial sensors. In [110], different feature learning
methods have been compared including CNN, LSTM and HCF. The comparison,
however, has been measured on the final F1-score obtained on the same dataset
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using different methods, rather than focused on comparison between HCF and
automatic features.
The process of activity recognition usually includes a specific sequence of steps,
also known as ARC [111]. The chain describes the process of HAR going from raw
data to final classification, and includes the following steps: pre-processing, seg-
mentation, feature extraction, and classification. In the pre-processing step, raw
data are processed in order to transform them into a form suitable for processing
by a classification model. Typical operations performed at this stage include for
instance filtering (e.g., in the attempt or removing noise or not relevant parts of
the signal), or re-sampling, as in the case where multiple inputs acquired at differ-
ent sampling rates need to be put together into a time-series. In the segmentation
step, the data sequence is divided into a set of segments. This operation introduces
a relevant parameter for classification which is the window size, that will deter-
mine the length of each segment [111]. The choice of the window size can influence
the ability of extracting informative features from the segment. If, for instance,
the window size is too short, relevant features may be missed. Window sizes of
1-4 seconds are often used for HAR of simple activities, while larger window sizes
are considered generally for complex activities, as in the case of ADL [107, 112].
The following step in the ARC is the feature extraction step [111], that typically
requires domain specific expertise [105]. It is common at this stage to perform an
additional step, known as feature selection. Feature selection normally consists
in an iterative process, in which different subsets of HCF at each iteration are
evaluated based on the final accuracy. This process allows for the identification
of an optimal set of features [113]. Although feature selection further exacerbates
the complexity of generating a candidate feature set, this process can be auto-
mated, as for instance in [113]. In this case, an algorithm has been proposed to
discard features with low importance (i.e., not improving classification accuracy),
however, the initial set of features prior to selection are still human crafted. DL
approaches facilitate automation of both feature extraction and selection [105],
and that is also the case of CNN based methods [102, 103, 110] but do not omit
the entire ARC. In this work, two main cases are analyzed: inertial sensors and au-
dio signals for HAR. Consequently, the following subsections will describe common
feature extraction techniques for the two cases.
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2.4.1 Inertial sensor
Inertial sensors are commonly used in HAR as they are less power demanding
compared to other sensors, such as GPS, and do not pose privacy issues by cap-
turing location data anonymously [114], which occur in the case of video-based
approaches. Several studies have investigated different HCF sets as well as feature
selection techniques [108]. Common features used for inertial-based HAR usually
belong to two main groups, depending on the fact if they are extracted from the
time or the frequency domain [107, 108]. Time domain features are more often used
and include the statistical moments of the signal (e.g., mean, variance, skewness),
or other simple features such as max and min values in the interval. Frequency do-
main features require DFT computation, and therefore are more rarely employed
due to the inherent computational complexity [107]. Identifying an optimal fea-
ture set for HAR has been the objective of several studies. Consequently, it is
possible to rely on existing literature, that provides a comprehensive analysis of
feature quality, as in [108]. The UCI-HAR dataset [115] includes a set of 561
features extracted from accelerometer and gyroscope signals (348 considering the
accelerometer only), both from the time and frequency domain and both at single
axis and at magnitude level. When focusing on DL approaches, and particularly
on automating feature extraction, only few studies attempted to do an analysis of
produced features [103]. Feature learning strategies including DL has been the ob-
jective of [110]. In this case however, the comparison is provided only on the final
accuracy of models, that are trained using different approaches (including CNN).
In [102], a more detailed analysis of features extracted using CNN is provided,
including an insight on the effect of main parameters used for CNN classifiers
(e.g., number of convolutional layers and filter size). The objective of the study,
however, was to evaluate optimal CNN parameters for HAR, rather than focusing
on CNN features. Also in this case, results were provided on the final accuracy of
the CNN approach, measured on the UCI-HAR dataset [115]. Moreover, the study
analyzed only the case of combined accelerometer and gyroscope signals, while in
this work, results obtained using both combined accelerometer and gyroscope, and
accelerometer only, are presented.
2.4.2 Audio Features
In the field of computational auditory scene recognition, feature extraction remains
a fundamental problem. Many types of low-level features such as zero-crossing
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rate, band-energy ratio, spectral roll-off, spectral flux, spectral centroid, spectral
contrast, MFCCs and gammatone frequency cepstral coefficients are commonly
used in the literature [10, 64, 116, 117]. The majority of the features selected
within these studies, however, only work well for structured data, such as speech
and non-speech separation or music genre classification. Therefore, a more dis-
criminative feature set that captures the spatial and temporal events is required,
especially for environmental sounds. Recently, deep CNNs have been successful
in many tasks such as, speech recognition [118], audio source separation [119] and
environmental sound recognition [120]. However, the problem of audio-based event
recognition remains a hard task. This is because DL approaches that work ex-
tremely well for a specific dataset may fail for another. The fundamental difficulty
of environmental sound recognition is that the input signal is highly variable due
to different environments (indoor, outdoor, vehicle) and acoustic conditions.
Chapter 3
Audio-based Event Detection
3.1 Introduction
While several audio-based HAR systems have been proposed, a number of impor-
tant questions remain unanswered:
• which features and which classifiers are most suitable in the presence of
background noise?
• what is the effect of the duration of the signal segment used for classification
on recognition accuracy? Decreasing the segment duration decreases the
response time of the system but may harm its recognition accuracy. At the
same time, increased duration can lead to increased co-occurrence of multiple
events within the same sound segment;
• how do the SNR and the distance between the microphone and audio source
affect the recognition accuracy in a new environment (i.e., one which was
not used to train the classifier)?
This work answers these questions for a real-world indoor kitchen environment
where large audio datasets are captured and processed to train classifiers. Two
representative AED approaches are studied. The first one extracts time and fre-
quency features and uses a traditional classifier. We compared various features
and classifiers and showed that the best results are obtained with hybrid time-
frequency features, together with a gradient boosting classifier. Our best system
achieved an F1-score of 90.2% and a recognition accuracy of 91.7%. The sec-
ond system uses the two-dimensional mel-spectrogram magnitude representation
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of the audio signals as input to a 2D CNN. We showed that compared to a 1D
CNN that applies max-pooling to only one dimension, applying max pooling to
both dimensions of the input (time and frequency) reduces the dimensionality
in a more uniform manner, yielding more salient features with each consecutive
convolutional-max pooling operation. Although 2D CNNs usually outperform 1D
CNNs in many tasks [121], when deploying the network in a system-on-chip de-
vice, one has to consider the complexity of the network, the number of network
trainable parameters and the effect on the recognition accuracy. The proposed
2D CNN achieved a recognition accuracy of 96% and an F1-Score of 92.7%, while
maintaining a small number of trainable parameters (approximately 550,000). Ad-
ditionally, we observed that in a real-world environment the recognition accuracy
for some classes did not improve when the signal duration was greater than 3
s. This was due to overlapping sounds that occurred in the kitchen environment
(e.g., kitchen faucet running, while the user picks a plate to wash). Even in the
cases where the recognition accuracy increased, the improvement was not signifi-
cant. Studying the trade-off between signal duration and accuracy is important in
scenarios where the data needs to be captured and processed on a system-on-chip
device (e.g., Raspberry Pi), with limited memory size. Finally, since real-world
environments typically include noise, we studied the effect of the SNR and distance
between the microphone and the target audio event on the recognition accuracy.
For events such as using the mixer and the utensils (forks, spoons, knives), the
recognition accuracy was high despite the background noise of a kitchen fan and a
refrigerator. The high amplitudes in the signals associated with these events could
mask the low amplitudes of the background noise signals. On the other hand, we
noticed a drop in the recognition accuracy for quieter sounds (e.g., dishwasher).
We did not add artificial background noise to affect the SNR since we wanted to
be as close to a real-world scenario as possible. The classification results that we
obtained at various distances showed that we can achieve good accuracies with
one microphone. This was useful, especially for monitoring houses of the elderly,
where the number of sensors should be as small as possible.
The two systems are unobtrusive and preserve privacy as the raw audio is imme-
diately deleted after feature extraction and cannot be recovered from the features.
The rest of the Chapter is organized as follows. Section 3.2 describes the two
systems used in our study, giving details on signal acquisition, feature extrac-
tion, feature selection and classification. The results are presented in Section 3.3.
Finally, Section 3.4 concludes this Chapter.
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3.2 Acoustic Event Detection Frameworks
We propose two approaches for acoustic event detection in an indoor environment.
Preprocessing
ZCR
Model Creation
Feature
Matching
Decision
Kitchen
Activity
Recordings
Decision
Logic
Feature
Extraction
SR
SC
GFCCs
-GFCCs
2-GFCCs DWT
Sequential
Backward
Selection
Principal
Component
Analysis
Training
Testing
ΜFCCs
Δ-ΜFCCs
Δ
2-ΜFCCs
Figure 3.1: First proposed AED approach.
For the first AED approach (Figure 3.1), we considered time-domain features
(ZCR), frequency-domain features (MFCCs, GFCCs, SR, SC), and time-frequency
features (DWT coefficients). Furthermore, we studied the effect of adding many
audio features along with proper feature selection and reduction techniques on
recognition accuracy. For classification, we examined well-known classifiers such
as kNN, SVM, Random Forest, Extra Trees and Gradient Boosting [122].
For the second AED approach, we used a CNN trained on mel-spectrogram images
(Figure 3.6). We show that even for a small dataset, a 2-dimensional CNN with
2-dimensional max-pooling (downsamping) layers can provide good recognition
accuracy results. The details of the two approaches are given in the following
sub-sections.
3.2.1 Signal Acquisition
The success of the signal recording depends on the environment and the placement
of the microphone. Ideally the recordings should take place in soundproof studios
or labs. However, this is not possible in real life. Therefore, we examined test
case scenarios with various types of noises that may occur in a home environment.
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Three kitchen environments (author’s house, CERTH’s nZEB smart home and
AKTIOS S.A. Elderly Care Units in Vari, Athens 1) were used for data collection.
In the first step of the preprocessing, we recorded the input signal in stereo at
44,100 Hz (16-bit depth) and then averaged the two channels. This allowed us
to use frequencies up to 22,050 Hz, according to the Nyquist criterion. This is
sufficient to cover all the harmonics generated by our input signal and removes
noise above this range (also not detected by human ear).
Sounds of activities using the kitchen setup of Figure 3.2 (a), were recorded, where
there was no background noise and Figure 3.2 (b, c) that included background
speech sounds and ambient noise of a fan and refrigerator. Sounds for the seven
classes were collected from Freesound [123].
(a) Home Kitchen Environment Setup (b) CERTH Smart Home nZEB setup
(c) AKTIOS Kitchen Environment Setup
Figure 3.2: Experimental Setup
The first recordings were made in the kitchen of the first author (Figure 3.2 (a)).
Only one person was present at the time of the recordings.For this environment,
two smartphones (Samsung Galaxy S5 & ZTE Nubia Z11 miniS) were placed on
the kitchen counter above the dishwasher at an identical position. The main reason
1Ethical approval at Appendix A
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for using two smartphones was to capture the same source from two different,
off the shelf, microphones. The smartphones were 50 cm away from the faucet,
approximately 50 cm from the mixer, 1 m from the oven and approximately 2 m
from the kitchen drawer. For the second set of recordings, the setup was as follows
(Figure 3.2 (b)):
1. we used a Raspberry Pi 3 Model B with an MEMS DSP board to record the
audio signals
2. the environment was noisier than for the first set of recordings because other
researchers were present and speech or other environmental noises were cap-
tured more frequently
3. the MEMS board was placed at 1.2 m from the dishwasher, 1.4 m from the
mixer, 40 cm from the kitchen faucet and 1.6 m from the oven. Compared
to the first recordings, the distances to the appliances were larger to reduce
the SNR
Finally, for the third set of recordings (Figure 3.2 (c)), we classified the audio
signals in near real-time (approximately 450 ms delay) using a laptop and an
MEMS microphone board. For this environment there was a background noise
of a fan and a refrigerator. We used the MEMS board to manually adjust the
microphone gain (+6 dB; maximum threshold to avoid clipping when placed within
50 cm from the cutting board to detect the activity of bread cutting) for the
recordings and the laptop to perform near real-time classification. The MEMS
board was placed in a fixed position on top of the laptop and 3 m from the kitchen
faucet, 3 m from the dishwasher, 6 m from the mixer, and 50 cm from the cutting
board.
Table 3.1: Number of recordings of each class from different sources
Classes
Kitchen
Environment
Figure 6(a)
Kitchen
Environment
Figure 6(b)
Kitchen
Environment
Figure 6(c)
Freesound
Frying 160 85 - 40
Boiling 160 85 - 40
Mixer 160 40 45 40
Doing the
dishes
160 85 - 40
Kitchen sink 160 34 51 40
Dishwasher 160 20 65 40
Cutting bread - - 285 -
A total of 1,995 audio signals from different activities were collected from the three
kitchen environments (285 kitchen faucet, 285 boiling, 285 frying, 285 dishwasher,
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285 mixer, 285 doing dishes and 285 cutting bread). All signals had a duration of
5 s. The dataset was manually labeled by doing one event at a time. The setup
included the following steps:
• we used data augmentation techniques as described in Section 3.2.2 to in-
crease the total number of recordings in each class to 855
• Monte Carlo cross-validation was used to randomly split the dataset into
training and testing data (80% training and 20% testing) and the results
(accuracy, precision, recall, F1-score) were averaged over the splits
The number of recordings for each class is summarized in Table 3.1.
3.2.2 Data Augmentation
Environmental audio recordings have various temporal properties. Therefore, we
need to make sure that we have captured all the significant information of the
signal in both the time and frequency domain. Any environmental signal is a
non-stationary signal [56], since it is a stochastic signal and a signal value is not
equally probable to occur given another signal value at any time instance.
Previous research [124, 125] showed that data augmentation can significantly im-
prove the performance of a classification system by introducing variability into
the original recordings. For this reason, for both AED approaches, we produced
two additional recordings from the original ones. First, for each recording, we
added white noise with uniform probability distribution. This allowed us to train
our system better, since the test audio data in an unknown environment (not
used for training) would also include various noises (e.g., different people speaking
while performing an activity such as cooking). Second, we re-sampled the original
recording from 44.1 kHz to 16 kHz. Most of the monitored kitchen environment
recordings (mixer, dishwasher, faucet, utensils) had a fundamental frequency of
around 600-700 Hz. We focused on the harmonics produced by devices such as the
mixer and the dishwasher and found that a lot of information at around 11 kHz
was necessary for these classes.
The quality of the data was maintained since i) downsampling removed the fre-
quencies above 16 kHz and did not affect the general recording since the energy of
the highest frequencies (above 16 kHz) was very small and ii) the added uniform
Chapter 3 Audio-based Event Detection 46
noise corresponded to the scenario where ambient noise was present in the kitchen
environment (e.g., fan and refrigerator of the setup in Figure 3.2 (c)).
3.2.3 Feature Extraction
To include the range of frequencies that are relevant to identifying the kitchen
environmental sounds and to efficiently extract the audio features, we split the
input signal into smaller frames for processing. Each frame had a window size of
20 ms with a 10 ms hop size from the next one (50% overlapping sliding Hamming
window). Thus, there were 173 frames per recording.
For the second AED approach, we calculated the mel-spectrogram with 128 bins
to keep the spectral characteristics of the audio signal while greatly reducing the
feature dimension. We normalized the values before using them as an input into
the CNN by subtracting the mean and dividing by the standard deviation.
In the following, we give the details of feature extraction for the first AED ap-
proach.
3.2.3.1 Mel-Frequency Cepstral Coefficients
MFCCs are one of the most popular features for voice recognition [126]. Figure
3.3 shows the steps involved in MFCC feature extraction.
Figure 3.3: MFCC Feature Extraction [127]
One of the disadvantages of MFCCs is that they are not very robust against
additive noise, and so it is common to normalize their values in speech recognition
systems to lessen the influence of noise.
MFCCs are used for voice/speaker recognition. However, the indoor environmental
audio signals had significant information at the trajectories of the MFCCs over
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time. Therefore, we included the delta values and delta-delta values [128]. To
compute these features, we used the mfcc function of the LibROSA library [129],
which return 39 MFCC features per frame: 13 MFCCs where the zeroth coefficient
was replaced with the logarithm of the total frame energy, 13 delta features and
13 delta-delta features.
3.2.3.2 Discrete Wavelet Transform
The DWT provides a compact representation of a signal in time and frequency and
can be computed efficiently using a fast, pyramidal algorithm. In the pyramidal
algorithm the input signal is analyzed at different frequency bands with different
resolution by decomposing it into a coarse approximation and detail information.
This is achieved by successive high pass and low pass filtering of the time domain
signal. We used an 8-level DWT with the 20-coefficient wavelet family (db20)
proposed by Daubechies [130], because of its robustness to noise, and extracted
the mean and variance in each sub-band, resulting in 16 (high-frequency) features.
The wavelet transform concentrated the signal features in a few large-magnitude
wavelet coefficients; hence the coefficients with a small value (noise) could be
removed without affecting the input signal quality.
In the kitchen environment signals, high frequency components are present very
briefly at the onset of a sound while lower frequencies are present for a long period.
3.2.3.3 Zero-Crossing Rate
In the context of discrete-time signals, a zero crossing is said to occur if successive
samples have different algebraic signs. The rate at which zero crossings occur is a
simple measure of the frequency content of a signal.
The zero-crossing rate returned a 1×173 vector for each recording and we cal-
culated the mean and median of each vector, resulting in two ZCR features per
recording.
3.2.3.4 Spectral Roll-off
SR is defined as the frequency below which a certain percentage (85% - 95%;
depending on the application) of the magnitude distribution of the power spectrum
is accumulated. The equation of the feature is given in Equation (3.1):
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argmin
m∈{1,...,N}
m∑
k=1
X i(k) ≥ C
N∑
k=1
X i(k) (3.1)
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Figure 3.4: SR comparison between the sound of the kitchen sink (top) and
the sound of a violin (bottom). The x-axis shows the time in s
where Xi(k), k = 1, ..., N are the Discrete Fourier Transform (DFT) coefficients
of the i-th short-term frame and N is the number of frequency bins. The DFT
coefficient Xi(m) corresponds to the SR of the i-th frame, m is the roll-off fre-
quency and C is the percentage of the magnitude distribution of the spectrum.
We found a threshold of 95% to be suitable for distinguishing different kitchen
sounds. Therefore C=0.95 in Equation 3.1. The mean and median of the SR for
each recording were calculated and normalized between 0 and 1.
Figure 3.4 shows the difference of the SR between a violin recording and the
running tap water in the sink. The harmonics of the violin are very distinct in
the spectrum, the mean is 0.423 and the median is 0.417. On the other hand, the
mean and median of the kitchen sink sound are 0.811 and 0.803 respectively.
3.2.3.5 Spectral Centroid
SC is defined as the “center of gravity” of the spectrum. It is described by Equation
(3.2)
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SC =
∑N
k=1(k + 1)X i(k)∑N
k=1X i(k)
(3.2)
where Xi(k), k = 1, ..., N are the DFT coefficients of the i-th short-term frame
and N is the number of frequency bins.
SC is directly related to the sharpness (high-frequency content) of the sound spec-
trum. Hence, higher SC values mean that there is a very bright sound with high
frequencies present. The mean and median of the SC for each recording were
calculated and normalized between 0 and 1.
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Figure 3.5: SC comparison between the sound of the kitchen sink (top) and
the sound of a violin (bottom). The x-axis shows the time in s
Figure 3.5 shows a significant difference between the brighter sound of a violin
and the more broadband sound of the running water of a kitchen sink. More
specifically, for the kitchen sink, where low frequencies are mainly present, the
mean is 0.126 and the median is 0.113. On the other hand, the “sharper” sound of
the violin, where the harmonics are very distinct at higher frequencies has a mean
of 0.383 and a median of 0.366.
3.2.3.6 Gammatone Frequency Cepstral Coefficients
The Gammatone filter-bank consists of a series of band-pass filters, which model
the frequency selectivity property of the basilar membrane. The main difference
Chapter 3 Audio-based Event Detection 50
between the MFCC and GFCC is that the Gammatone filter-bank and the cube
root are used before applying the DCT while the triangular filter-bank and the log
operation are applied in MFCC. Equation (3.3) describes the calculation of the
GFCC:
GFCCm =
√
2
N
N∑
n=1
log(En) cos[
pin
N
(m− 1
2
)], 1 ≤ m ≤M (3.3)
where En is the energy of the signal in the n-th band, N is the number of Gam-
matone filters and M is the number of GFCC.
We extracted 39 GFCC features per frame. These consisted of 13 GFCCs, 13 delta
values and 13 delta-delta values.
3.2.4 Feature Selection
Feature selection was a crucial step for the first AED approach, since the frame-
work had to detect activities in real-time.
3.2.4.1 Feature Aggregation
Out of the 5,985 recordings (original=1,995 and two augmented=3,990), we ex-
tracted the following features: 173×16 (DWT) + 2 (ZCR) + 2 (SR) + 2 (SC)
+ 173×39 (GFCC) + 173×39 (MFCC). Aggregating all the features into a single
vector is an important step before passing it to the sequential backward search
algorithms and applying principal component analysis. Feature extraction and
classification (using the first AED approach) ran on a Raspberry Pi 3 Model B
platform.
3.2.4.2 Sequential Backward Selection
SBS starts from the whole feature set X = {xi | i = 1, . . . , N} and discards the
“worst” feature (x′) at each step, such that the reduced set X − {x′} gives the
maximum value of an objective function J(X − {x′}). Given a feature set, SBS
gives better results but is computationally more complex than other statistical
feature selection methods [131]. With SBS, we reduced the number of features
to 17 per recording. The most important features were the DWT, the first five
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GFCCs, first three MFCCs and the spectral centroid. The ZCR did not affect the
overall system.
3.2.4.3 Principal Component Analysis
The central idea of PCA is to reduce the dimensionality of a dataset that consists
of many interrelated variables, while retaining as much as possible the variation
present in the dataset. We applied PCA to the features given by SBS to reduce
the feature space down to two principal components. The principal components
were used as input to the classifier.
3.2.5 Activity Classification
For the first AED approach, we compared the performance of a kNN classifier
with 5 nearest neighbors, an SVM with a linear and a RBF kernel, an Extra Trees
classifier, a Random Forest and a Gradient Boosting classifier.
For the second AED approach, we implemented a CNN based on a modified
AlexNet [132] architecture. The CNN was trained on an NVIDIA GeForce GTX
1080 Ti.
Mono channel 
mel- spectrogram 
Convolution 3x3 Max pooling 2x2 Convolution 3x3 Convolution 3x3 Max pooling 2x2 Convolution 3x3 
Max pooling 2x2 
Fully Connected
.
.
.
.
.
Softmax
Figure 3.6: Second proposed AED approach
The CNN consists of 4 convolutional layers (Figure 3.6). The number of filters at
each layer increases as a power of two. Specifically the first layer has 8 filters, the
second 16, the third 32 and the fourth one 64. The first layer performs convolutions
over the spectrogram of the input segment, using 3×3 kernels. The output is fed
to a second convolutional layer which is identical to the first. A 2×2 max pooling
operation follows the second layer and the subsampled feature maps are fed to two
consecutive convolutional layers, each followed by max pooling operations. Each
convolution operation is followed by batch normalization [133] of its outputs, before
the element-wise application of the ELU activation function [134] to facilitate
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training and improve convergence time. We selected the ELU activation function
based on the results obtained by Clevert et al. [134], where it outperformed
other commonly used activation functions (e.g., ReLU), when tested on image
datasets using deep neural networks with more than five layers. After each max
pooling operation, we apply dropout [135] with an input dropout rate of 0.2. The
number of kernels in all convolutional layers is 5. The resulting feature maps of the
consecutive convolution-max pooling operations are then fed as input to a fully-
connected layer with 128 logistic sigmoid units to which we also apply dropout with
a rate of 0.2, followed by the output layer which computes the softmax function.
Classification is obtained through hard assignment of the normalized output of
the softmax function
c = argmax
i=1,...,N
yi (3.4)
yi =
expxi∑N
j=1 expxj
(3.5)
where N is the number of classes and xi is the probability for the i-th class. We
used the Adam optimizer [136] and trained our network with an initial learning
rate lr=0.001, which was reduced by a factor of 0.01 when there was no validation
loss (categorical cross-entropy) improvement for five consecutive epochs. This
ensured that there was no overfitting in the training. We trained the CNN for 20
epochs.
3.3 Results
In this section, we present experiments to assess the performance of our two AED
systems. In all experiments, we used 80% of the dataset for training and 20%
for testing. For all classifiers, the split between training set and testing set was
identical, as is common in the literature [137]. In Section 3.3.1, we compare several
classifiers for the first system, we select the one with the highest F1-score and
recognition accuracy and compare the performance to that of the second system.
In Section 3.3.2, we study the effect of feature fusion on the recognition rate of
the best classifier identified in Section 3.3.1 (Gradient Boosting). In Section 3.3.3,
we study the recognition accuracy as a function of signal duration. In Section
3.3.4, we analyze the effect of both the SNR and distance between the microphone
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and event on the recognition accuracy in an “untrained” environment. In Section
3.3.5, we examine the response of the second AED system for an activity that was
not included in the training set.
3.3.1 Comparison of the recognition accuracy of traditional
classifiers against CNNs for AED
Table 3.2 compares the performance of various classifiers for the selected features.
For all classifiers, we used the implementations in the scikit-learn [138] library. The
signals used for this experiment were all the recordings from the three environments
mentioned in Section 3.2.1 in addition to the Freesound recordings.
Table 3.2: Classifier Performance Comparison
MFCC+GFCC+SR+SC+ZCR+DWT (with augmented data)
Classifier PRECISION RECALL F1-SCORE ACCURACY
kNN (5 nearest neighbors) 78.4% 79.4% 78.9% 79.4%
SVM (linear kernel) 79% 81.2% 80.1% 83.5%
SVM (RBF kernel) 84.1% 90.1% 87% 90.9%
Extra Trees 83.4% 85% 84.2% 89.7%
Random Forest 88.5% 89.1% 88.8% 91%
Gradient Boosting 90.4% 90% 90.2% 91.7%
Mel-Spectrogram (with augmented data)
2D CNN /w 2D Max-pooling 94.6% 90.9% 92.7% 96%
1D CNN /w 1D Max-pooling 90% 89.7% 89.8% 91.3%
For the Random Forest classifier, we noticed, as the theory suggests, that increas-
ing the number of trees can give a better and more stable performance; hence there
is a small possibility of overfitting. The number of leaves in the tree had to be
small, in order to capture noisy instances in the training dataset [139]. Therefore,
we selected 50 samples for each leaf node, after performing a grid search at 25, 50,
75 and 100. For the RBF-based SVM classifier, the highest values for all evaluation
measures were found for σ = 1 and C = 0.1. The parameter σ of the RBF kernel
handles the non-linear classification and parameter C trades off correct classifica-
tion of training examples against maximization of the decision function’s margin.
Finally, for Gradient Boosting 500 estimators were picked. The deviance (logistic
regression) loss for classification with probabilistic outputs, was used, since it was
a multi-class problem. Another important parameter that affected the classifica-
tion performance was the learning rate. All values from 0.01 to 0.1 with a 0.01
step, were tried and 0.05 was selected, as it provided the best results. We kept the
rest of the parameters in the scikit-learn library at default settings. Additionally,
as Gradient Boosting is fairly robust to overfitting, the large number of estimators
resulted in a better performance, achieving an F1-Score of 90.2%. Good results
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for boiling, frying, the use of the mixer, and also the use of the dishwasher, were
obtained. However, the activity of the “running” kitchen faucet was “understood”
by the architecture as doing the dishes because some recordings were very simi-
lar due to the timing (meaning that no dishes or utensils were “heard” from the
microphone).
We also applied McNemar’s test to determine whether there was a significant
difference between the accuracy of the classifiers. The results are summarized in
Table 3.3 and show in particular that the 2D CNN classifier is statistically different
from all other classifiers at the 0.05 significance level.
To further compare the performance of the classifiers, we plotted their ROC curves
(Figure 3.7). We noticed that the boiling class was the most easily separable class
for all the classifiers. The classes of cutting the bread and operating the kitchen
faucet were the hardest ones for all the classifiers. This is because many recordings
had sounds corresponding to these two particular classes towards the last second
of the 5 s-recording.
In the following experiments, the first AED system was used with the Gradient
Boosting classifier, since it achieved the highest performance characterized by a
stable relationship between precision, recall, F1-Score and recognition accuracy.
Table 3.3: McNemar’s test results
p-values (statistically significant where p <0.05)
Classifiers kNN
SVM
Linear
SVM
RBF
Extra
Trees
Random
Forest
Gradient
Boosting
2D CNN 1D CNN
kNN - 0.01337 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
SVM
Linear
- - <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
SVM
RBF
- - - 0.52239 0.86793 0.51137 <0.001 0.74282
Extra
Trees
- - - - 0.24778 0.05247 <0.001 0.21532
Random
Forest
- - - - - 0.62905 <0.001 1
Gradient
Boosting
- - - - - - 0.00259 0.82380
2D CNN - - - - - - - <0.001
In order to highlight the importance of 2D max-pooling, we compared it to 1D max-
pooling with a 1D CNN. The input to the 1D CNN network were mel-spectrograms
with 128 bins. The resulting feature matrix input vector to the 1D CNN consisted
of 128 mel-band energies in 431 successive frames (number of FFT samples = 1024
with hop length = 512, or window size of 20 ms with a 10 ms hop size from the
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(a) kNN (b) SVM w/ linear kernel
(c) SVM w/ RBF kernel (d) Extra Trees
(e) Random Forest (f) Gradient Boosting
(g) 1D CNN (h) 2D CNN
Figure 3.7: ROC curves for the selected classifiers. Classes 0, 1, 2, 3, 4, 5
and 6 correspond to boiling, cutting bread, dishwasher, doing the dishes, frying,
operating the kitchen faucet and mixer, respectively
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next one). The 1D CNN had the same number of filters, kernels, etc. as the 2D
CNN (described in Section 3.2.5). The main differences between the two networks
are that kernels change from 3×3 to 3×1, max-pooling from 2×2 to 2×1 and
in the Keras [140] library the Conv2D and MaxPooling2D layers are replaced
with the Conv1D and MaxPooling1D, respectively. The 2D CNN with 2D max-
pooling, was able to capture the spatio-temporal information of the given signal
and achieved an F1-Score of 92.7%. On the other hand, the 1D CNN achieved an
F1-Score of 89.8% only. This showed that the audio signals that were present in the
kitchen environment contained important information in the frequency domain.
3.3.2 Fusion of features for the first AED approach
Figure 3.8 shows how fusing features improves the performance of the first AED
approach with the Gradient Boosting classifier. The accuracy rates were calculated
for seven feature combinations.
Figure 3.8: Recognition accuracy for different audio features using Gradient
Boosting. The results are after the aforementioned feature selection.
Many sounds in a kitchen environment have an interchangeable pattern (bigger/s-
maller values for odd/even MFCCs). Some mechanical noises (mixer, dishwasher)
have high short-time energy on their fundamental frequency and others (forks,
spoons, trays) have high short-time energy on higher frequencies. This served
as our motivation to test more time-frequency features in the kitchen recordings.
Specifically, when introducing the GFCCs and the DWT, the recognition accu-
racy was significantly improved. MFCCs and ZCR achieved an accuracy of 71.3%.
When we added the GFCCs first and DWT second, the accuracy improved to 79%
and 85.6% respectively. GFCCs use the ERB scale. The ERB scale has a finer
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Table 3.4: McNemar’s test on the features
p-values (statistically significant where p <0.05)
Features
MFCCs +
GFCCs +
DWT +
ZCR +
SC + SR
MFCCs +
GFCCs +
DWT +
ZCR +
SR
MFCCs +
GFCCs +
DWT +
ZCR +
SC
MFCCs +
GFCCs +
DWT +
ZCR
MFCCs +
GFCCs +
ZCR
MFCCs +
ZCR
MFCCs +
DWT +
ZCR
MFCCs +
GFCCs +
DWT +
ZCR +
SC + SR
- 0.23788 0.14346 0.01612 <0.001 <0.001 <0.001
MFCCs +
GFCCs +
DWT + ZCR +
SR
- - 1 0.24778 <0.001 <0.001 <0.01609
MFCCs +
GFCCs +
DWT + ZCR +
SC
- - - 0.16863 <0.001 <0.001 0.00642
MFCCs +
GFCCs +
DWT + ZCR
- - - - <0.001 <0.001 0.15385
MFCCs +
GFCCs +
ZCR
- - - - - 0.00239 0.00254
MFCCs + ZCR - - - - - - <0.001
resolution at low frequencies, which were present in the kitchen environment, com-
pared to the mel-scale used by the MFCCs. Additionally, the DWT was able to
separate the fine details of the input signal and increased the recognition accuracy.
As for the classifiers, we applied McNemar’s test on the features (Table 3.4) to
check the statistical significance of the results.
3.3.3 Recognition accuracy as a function of the audio sam-
ple duration
We studied the impact of segment duration on the accuracy of activity recognition
within the kitchen environment. Figure 3.9 shows that a 3 s time duration of
the input signal is sufficient for accurate activity recognition. For the Gradient
Boosting classifier, we noticed an unexpected drop-off for the activity of doing
the dishes after three seconds. Examination of the confusion matrices revealed
that there is a recognition uncertainty of the activity of doing the dishes and the
operation of the kitchen sink. After careful listening of all the recordings, we
noticed that there were times when the faucet was turned on and only at the last
second of the recording an object (plate, utensils) was picked to be washed. On
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Figure 3.9: Recognition accuracy (using the Gradient Boosting classifier and
the CNN) as a function of the sample duration
the other hand, the performance of the CNN improved as the audio clips became
longer, since it was able to find clear patterns in the mel-spectrogram image.
3.3.4 Dependence of recognition accuracy on certain dis-
tance and SNR in a new environment
We trained both systems in the environments of Figure 3.2 (a-b) and tested them
in the environment of Figure 3.2 (c). Our training set consisted of 1547 recordings
for the seven classes. We tested the systems on the following classes only: dish-
washer, mixer, utensils/trays, kitchen faucet. For this experiments, we renamed
the class doing the dishes to utensils/trays, since the people in the kitchen rinsed
the utensils/trays for a very short period of time and then used the dishwasher.
41 recordings for the activity of moving the utensils/trays were collected in order
to test the two AED systems.
Table 3.5: Confusion matrix using Gradient Boosting for the classes of the
framework in a new environment (not included in the training dataset). The
distance between the microphone and each activity was 3 m
Mixer Dishwasher Utensils/Trays Kitchen Faucet
Mixer 45 11 0 1
Dishwasher 0 48 2 10
Utensils/Trays 0 1 39 0
Kitchen Faucet 0 5 0 40
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Table 3.6: Confusion matrix using CNN for the classes of the framework in a
new environment (not included in the training dataset). The distance between
the microphone and each activity was 3 m
Mixer Dishwasher Utensils/Trays Kitchen Faucet
Mixer 45 11 0 0
Dishwasher 0 46 0 5
Utensils/Trays 0 2 41 0
Kitchen Faucet 0 6 0 46
For this experiment we could not test all seven classes since, i) the recordings from
cutting the bread were collected and trained using the setup of that environment,
ii) there was no frying activity due to dietary instructions from the elderly care
home where the experiment took place and iii) the setup was similar to a restaurant
kitchen setup and we could not detect the boiling activity (the microphone was
placed at a large distance from the stove). The results (Table 3.5 and Table 3.6)
show that even with a relatively small training dataset and a distance of 3 m
from the event to be classified, we were able to obtain satisfactory results when
testing in a new indoor environment. For the Gradient Boosting system, the
overall weighted recognition accuracy was 92%, whereas the 2D CNN achieved a
recognition accuracy of 93.88%.
Table 3.7: Recognition accuracy of Gradient Boosting and CNN according to
distances and SNRs
Activities
Distance
(m)
SNR
(dB)
Accuracy
with
Gradient
Boosting
(%)
Accuracy
with
CNN
(%)
Using the
Kitchen Sink
3 -27 90.2 93.4
0.4 -10 94 98.8
Using the
Mixer
6 -11 98.5 97.1
3 -8 100 100
Moving the
Utensils/Trays
6 -16 91.1 95
3 -13 96.8 100
Using the
Dishwasher
3 -30 90.2 89.9
1 -25 93 91.7
The distance between the activity and the microphone affected the recognition
accuracy. Table 3.7 shows the SNR and the classification accuracy, using the
Gradient Boosting and the CNN, of a set of activities at various distances. The
ambient noise of the kitchen at AKTIOS (fan and refrigerator at -32 dB) operating
at the time of the experiment dropped the performance of the approaches when
increasing the distance from the microphone. The CNN outperformed the Gradi-
ent Boosting except when the mixer was used and the microphone was placed 6 m
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and 3 m away or when the dishwasher was used and the microphone was placed 1
m away.
3.3.5 Tests with activity that was not included in the train-
ing set (coffee machine) using the second AED sys-
tem
For this experiment, we used the MEMS microphone board and a laptop 50 cm
away from a coffee machine to collect 25 recordings of 5 s each. Out of the 25
recordings, 8 were classified as boiling, since it was the closest match in terms
of the audio characteristics of the filter coffee machine. For the remaining 17,
the classifier output was discarded because the output probability for each class
was below the minimum threshold, set for this experiment to 0.7. More precisely,
the class probability was between 0.5 and 0.6 for the boiling class and randomly
distributed among the other classes.
3.4 Conclusions
We proposed two systems for AED in real-world conditions. The first one relies on
feature extraction, selection, and classification, while the second one uses a CNN to
learn from mel spectrogram images without the need for human-crafted features.
Adding more audio features does not necessarily increase the recognition accuracy
of the first system. However, feature selection methods and feature dimensionality
reduction techniques, are critical to the success of the system. GFCCs and DWT
coefficients significantly increased the recognition accuracy. They outperformed
other well-known time-frequency features in the presence of background noise.
Furthermore, we found that a signal duration of 3 s provided a good trade-off
between time delay and recognition accuracy. The two systems were tested in a
new environment and provided recognition accuracies above 90% for appliances
that were up to 6 m away. This is a positive result since in most commercial kitchen
environments, the distance between the microphone and the target appliance will
be smaller.
Finally, in order to check the robustness of our second AED system, we tested
it on an activity that was not included in the training set. The system correctly
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rejected the recording in 68% of the cases and misclassified it as boiling in the
remaining cases.
Chapter 4
Convolutional Recurrent Neural
Networks for Speech Activity
Detection
4.1 Introduction
One of the most important problems in the area of speech signal processing is
distinguishing speech from non-speech periods in an audio signal [141]. SAD is
part of many applications (e.g., ASR [142] and speaker diarization [143]). Recently,
SAD has received attention especially in research projects [144] and challenges
[145, 146]. The main reason is that speech recordings and specifically historical
recordings, such as the Apollo audio data [147], are characterized by multiple noise
types and several overlap instances over most channels. Most audio channels are
degraded due to high channel noise, system noise, attenuated signal bandwidth,
transmission noise, cosmic noise, analog tape static noise, and noise due to tape
aging.
SAD algorithms have been extensively researched [148, 149, 150, 151]. These algo-
rithms are mainly probabilistic models, use temporal and power spectral charac-
teristics of sound and do not require training. Because of their low complexity, the
majority of SAD algorithms work well for real-time applications. However, they re-
quire extensive fine-tuning of their hyper-parameters and have lower performance,
to a certain extent, in low SNR environments.
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A large number of SAD methods and models have been proposed for highly de-
graded acoustic conditions. Most of them are supervised and exploit the time and
frequency properties of speech and noise to effectively separate speech from non-
speech [152, 153]. Some of them use energy operators and multi-band modulations
[154], autocorrelation coefficients [155], as well as time and frequency feature-level
fusion [156].
The problem with most supervised methods is that the data has to be well an-
notated (in milliseconds), which is a time-consuming task requiring specialists to
hand-label the audio data. To address this problem, semi-supervised and unsuper-
vised methods have been proposed. In particular, GMMs have been extensively
used [157, 158]. GMM-based SAD systems are typically composed of two GMMs:
one trained on speech frames and one on non-speech frames.
More recently, DL based methods have been proposed to solve the SAD problem.
The ability of deep neural networks to automatically extract low-level features from
a given signal segment, has made them popular in various scientific fields. Various
DL methods have been explored, compared and fused with SAD algorithms [159],
in order to select the ones best suited for the SAD problem [160]. Among these
DL based methods, RNN have several properties that make them a popular choice
for SAD [161, 162].
In this Chapter, we consider SAD as a multilabel classification problem, meaning
that each sample in an audio recording has a unique label (e.g., 8000 samples
equal to 8000 labels in a 1 s recording sampled at 8 kHz) and use a 2D CRNN to
address it. The ability of the CNN layers to capture the temporal and frequential
information of the audio signal and the ability of the recurrent layers to identify
the time intervals, for long sequences, of the classified events (speech, non-speech),
make them suitable for this problem. Furthermore, we use the stratified k-fold
cross-validation method, to preserve the percentage of samples for each class in
different folds and use majority voting to calculate the DCF. Finally, we perform
convolutions on the k-fold majority voting results to smooth the output. The
main contribution is related not only to the simplicity of the proposed frameworks
(e.g., end-to-end CRNN based on raw waveforms), but the importance of the post-
processing step is highlighted. Performing convolutions with ones for every 10 ms
can successfully clear all the false positive spikes (speech detection) of the network
prediction.
The remainder of the Chapter is organized as follows. Section 4.2 describes our
methodology, including raw audio signal pre-processing, feature extraction and
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network architecture. The evaluation of the networks for the dataset is presented
in Section 4.3 and the results in Section 4.4. Finally, Section 4.5 concludes the
Chapter [163].
4.2 Proposed Approach for Speech Activity De-
tection
This Section describes the steps of our proposed approach, starting from the ex-
traction of the features of the audio signal that are used as input to the 2D network
architectures, to describing the neural network architectures used in our experi-
ments. As an augmentation method, we used random time shifts for each 1 s of
recording (-8000 samples, +8000 samples), creating an array with elements that
roll between the last position and the re-introduced at first in order to keep all
the signal information. Finally, we did not apply any denoising method, since
we wanted the network to learn how to distinguish between noisy and ambient
recordings.
4.2.1 Feature Extraction
As a first step, we split the recordings into segments of 1 s and assign to each
of the samples the corresponding label (0: non-speech, 1: speech). The main
advantage of deep neural networks is their ability to extract features from raw
data. We calculated the STFT spectrogram for each 1 s - recording and extracted
the corresponding grayscale spectrogram image. The length of the FFT was 256,
with a hop length of 64. We selected the Hanning window for the FFT, since it is
commonly used for speech signals [164]. This resulted in a 129x126 spectrogram
used as input to the 2D CRNN.
4.2.2 Convolutional Recurrent Neural Networks Descrip-
tion
As a network architecture, we used a modified 2D CRNN, where we permute the
dimensions of the CNN output and then reshape them to feed the GRU of the
RNN. Additionally, we apply max-pooling on the frequency domain only, when
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calculating convolutions, allowing the entire time information to be processed by
the RNN. The network was trained in Keras [140] with TensorFlow [165] backend,
using a batch size of 32 for 25 epochs.
Our 2D CRNN architecture is shown in Figure 4.1. The architecture was inspired
by Bartz et al. [166], who applied 2D CRNNs for language identification in text
documents. We applied a similar architecture for SAD. The CNN part of our 2D
CRNN architecture consists of five convolutional layers. The first one has 16 filters,
Figure 4.1: 2D CRNN architecture with STFT spectrogram magnitude rep-
resentation as input. The arrows around the Conv2D blocks indicate the same
max-pooling operation applied after each convolutional layer
the second 32, the third 32, the fourth 32 and the fifth one 32. The first layer
computes convolutions over the time and frequency domain, using 7×7 kernels. A
3×3 max pooling operation follows each convolutional layer and the subsampled
feature maps are fed to the next convolutional layer. We used 2×1 strides for each
max pooling operation since we wanted to sub-sample the frequency domain and
leave the time domain as is to be processed by the RNN part. The size of the
kernels was decreased to 5×5 in the second convolution and to 3×3 in the third,
fourth and fifth. Each convolution was followed by batch normalization [133] of
its outputs, before the element-wise application of the rectified linear unit (ReLU)
[167] activation function. Finally, the resulting feature maps of the consecutive
convolution-max pooling operations were permuted and reshaped to be used as
input to two bi-directional GRUs (RNN part), each one having a filter size of 126.
We used the Adam [136] optimizer with an initial learning rate lr=0.001 which was
reduced by a factor of 0.01, when there was no DCF improvement for 5 consecutive
epochs.
Chapter 4 Convolutional Recurrent Neural Networks for Speech Activity
Detection 66
4.3 Evaluation and Analysis
We conducted experiments on the development and evaluation datasets of the
Fearless Steps Challenge (Apollo 11) [168]. These datasets consist of 39 and 40
recordings, respectively, each recording containing a total of approximately 30 min
audio in wav format and sampled at 8000 Hz.
4.3.1 Network Architectures
The proposed 2D CRNN model with STFT spectrograms as input was compared
to a 1D CRNN that uses raw waveforms as inputs, the 2D CRNN where the STFT
spectrograms were replaced by MFCC images, a GRU-RNN [161] using MFCCs as
input, a state-of-the-art VAD system [169] and the baseline system results [147],
provided by the organizers. MFCCs are one of the most popular features for voice
recognition [126]. For our experiments, we calculated 20 double-delta coefficients
(including the 0th energy coefficient) using an FFT with a Hanning window size
of 2048 and a hop length of 512, which resulted in a 20×16 vector. This 2D vector
was used as an input to the 2D CRNN. The main reason for selecting the double-
delta coefficients is that they convey richer information about the frame context
[170].
The GRU-RNN is a basic network consisting of two bi-directional GRU units,
each one having a filter size of 126. All the networks were trained using the same
parameters as described in Section 4.2.2.
The 1D CRNN architecture is shown in Figure 4.2. The CNN part of it consists
of five convolutional layers. The filter size at each layer increases as a power of
two. Specifically the first one has 16, the second 32, the third 64, the fourth
128 and the fifth one 256. The first layer performs convolutions over the time
domain (raw waveform), using 1×3 kernels. A 1×2 max pooling operation follows
on each convolutional layer and the subsampled feature maps are fed to the next
convolutional layer. Each convolution is followed by batch normalization of its
outputs, before an element-wise application of the ReLU activation function. We
selected this activation function for each layer, as it is the most commonly used.
Finally, the resulting feature maps of the consecutive convolution-max pooling
operations are fed as input to two bi-directional GRUs (RNN part), each one
having a filter size of 126. The main reason for using bi-directional GRUs over the
original LSTM units proposed for CRNNs, is that they train faster and we can
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achieve comparable performance with the LSTMs. Furthermore the bi-directional
unit, compared to a uni-directional unit [171], could learn the context based on
future and past values (e.g., speech followed by non-speech, large periods of silence
or noise). We used the Adam optimizer with an initial learning rate lr=0.001. We
reduced the lr by a factor of 0.01, when there was no DCF improvement for five
consecutive epochs, which boosted our DCF score. The 1D and 2D CRNNs use the
same number of convolutional layers, but with different kernel sizes and number
of filters, since the nature of the input data is different.
Figure 4.2: 1D CRNN architecture with raw waveform as input. The arrows
around the Conv1D blocks indicate the same max-pooling operation applied
after each convolutional layer
4.3.2 Network Training
In order to avoid bias over a single class, we trained our networks using the strati-
fied k-fold method (k = 5). This helped us preserve the percentage of samples for
each class. The metric that was selected as a performance measurement was the
DCF score, which is defined as follows:
DCF (θ) = 0.75× PFN(θ) + 0.25× PFP (θ)
where θ denotes a given system decision-threshold setting. PFP is the probability of
a false positive (FP ), which is equal to the total FP time divided by the annotated
total non-speech time and PFN is the probability of a false negative (FN), which is
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equal to the total FN time divided by the annotated total speech time. To optimize
parameter θ we tested all values from 0 to 1 with a step size of 0.01.
4.4 Results
The results are summarized in Table 4.1. Our approaches significantly outper-
formed the unsupervised baseline algorithm and the VAD system [169] for the
development set (ground truth given). VAD algorithms can predict continuous
speech segments in some noisy channels but they require a lot of fine-tuning based
on the recorded channel. Although the 2D CRNN achieved the best performance
for the challenge, the 1D CRNN achieved a good DCF score. Considering that
the 1D CRNN has a smaller number of trainable parameters, compared to the 2D
CRNN, and uses raw waveforms as input, makes it ideal for real-life applications,
since it is an end-to-end system.
Table 4.1: Performance of different architectures using DCF as a metric on
the development dataset. No temporal collars are used
Systems
DCF (%)
without filtering
1D CRNN 3.02
2D CRNN
(STFT spec. image)
2.89
2D CRNN
(MFCC image)
4.02
MFCC RNN 4.08
Google VAD [169]
(mode 0)
13.99
Baseline [147] 8.6
Figure 4.3 depicts the SAD performance for the different architectures. We notice
that the 2D CRNN with STFT spectrograms as input is able not only to accurately
detect the speech and non-speech segments, but also to correct the labeling of the
ground truth.
Since we evaluated the CRNNs using a 5-fold stratified cross validation, it was
also necessary to compare the performance of each fold. Figure 4.4 shows that
the average of the 5-folds achieved the best performance amongst them, and the
standard deviation of each fold was very small, justifying the robustness of the
CRNN architectures.
The most important advantage of the proposed method is a post-processing mov-
ing average filter, applied to the output of the CRNN. An array of ones was used
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Ground Truth - Example 1 Ground Truth - Example 2
Google VAD (mode 0) - Example 1 Google VAD (mode 0) - Example 2
SAD 1D CRNN - Example 1 SAD 1D CRNN - Example 2
SAD 2D (STFT) CRNN - Example 1 SAD 2D (STFT) CRNN - Example 2
Figure 4.3: Examples of speech and non-speech activity detection of 1D and
2D (STFT) CRNN architectures with the ground truth of the development
dataset
to perform convolutions, acting as a high-pass filter. By calculating convolutions
of 10 ms windows (80 samples) average, the predictions (red line) of the CRNN
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Figure 4.4: SAD results for the 5-folds and the ensembled majority on an
example of the evaluation dataset (no ground truth given) using 2D (STFT)
CRNN
were corrected (black line). Figure 4.5 shows the advantage of our moving aver-
age (temporal smoothing) post-processing filter. The CRNN architectures output
many spikes in the waveform as speech predictions. These spikes usually range
from 0.01 to 0.5 s (red line). Additionally, the average filter can also work as
a confidence score for each predicted segment. The main problem that we are
trying to solve is the misclassification of spikes (either detected as speech or non-
speech). As another post-processing step, segments whose duration was shorter
than 150 ms (1200 samples) and which were predicted as speech were relabelled as
non-speech if their preceding and following segment was predicted as non-speech.
This is because speech segments cannot be too short due to the inertia of human
articulators.
Figure 4.5: SAD results using the moving average filter of the convolutions
(temporal smoothing) after averaging the 5 folds
Finally, our 2D CRNN architecture, using STFT spectrograms as input, achieved
a DCF score of 3.318% on the evaluation dataset of the 2019 Fearless Steps SAD
Challenge [147], ranking first among the 27 submissions.
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4.5 Conclusions
We proposed a system that exploits a 2D CRNN for SAD. On Task 1 of the 2019
Fearless Steps Challenge, our system outperformed a well-known VAD algorithm
[169] and achieved the first place among the 27 submissions. The novelty of our
approach lies in treating SAD as a 2D image multilabel classification problem,
where the input is an STFT spectrogram of the audio recording. The operational
simplicity of our system makes it able to run on low-power devices and has been
tested on a Raspberry Pi 3B+ model at CERTH’s nZEB smart home.
Chapter 5
Energy-based Event Detection
5.1 Introduction
Knowing the true activity of occupants in a building at any given time is fun-
damental for the effective management of various building operation functions
ranging from energy savings to security targets, especially in complex buildings
with different internal kind of use. As the activities of occupants within the build-
ing vary throughout the day, it is difficult to characterize the different activities
in different time periods. In general, activity monitoring in buildings is of high in-
terest, since it significantly contributes to the improvement of a building’s energy
efficiency [3] and increases the quality of life of people in AAL environments [4].
Therefore, there is a need for detailed activity knowledge.
In this Chapter, we propose a decision engine that is able to identify the activities
based on the energy consumption rate of household appliances using smart plugs to
support NILM and machine learning. The human activity is recognized using only
the energy consumption rate information from several appliances in a domestic
environment by using only smart plugs. The decision engine for human activity
recognition applies popular machine learning classifiers (supervised) on household
appliances aiming to infer the appliance status (ON/OFF) along with a real time
appliance activity proportion measurement for each appliance to determine daily
household activities related to these appliances. To determine the most effective
classifier for each appliance we run a series of Monte Carlo simulations testing
different settings for each classification method.
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Our work proposes the use of unobtrusive and easy-install tools (smart plugs) for
data collection and a decision engine that combines energy signal classification
using dominant classifiers (compared in advanced with grid search) and a proba-
bilistic measure for appliance usage. It helps preserving the privacy of the resident,
since all the activities are stored in a local database.
The remainder of the Chapter is organized as follows. In Section 5.2, we describe
the energy consumption rate dataset and how we pre-process it. In Section 5.3,
we formulate the decision engine for the activity recognition. In Section 5.4, we
describe our simulation setup and give our results. In Section 5.5, we draw our
conclusions.
5.2 Data Collection and Analysis
In order to infer the daily activities of a resident from electricity meters, one has to
know the operating state of an electrical appliance. Estimating the operating state
of an electrical appliance within a household, based on its power consumption, re-
quires an extensive data collection procedure. As an initial step of this research,
we focused on the power consumption of electrical appliances in a kitchen envi-
ronment. From the first house (House A) (Figure 5.1a), we collected data from
the oven, the cooker hood, the dishwasher, the fridge and the main consumption
(which includes the Heating, Ventilation, and Air Conditioning, lights and other
appliances) of the entire apartment. Regarding the second house (House B) (Fig-
ure 5.1b), we collected data from one fridge, since our goal in that specific setup,
was to check if it is possible to detect when a resident opens and closes the fridge
door. In what follows, the infrastructure for data collection and the approach that
was followed for pre-processing of the dataset are described.
5.2.1 Data Collection Infrastructure
Figure 5.2 shows our data collection infrastructure. We installed a Gavazzi smart
electricity meter in the oven and the main consumption panel of House A. The
Gavazzi meter communicates with a Raspberry Pi via BACnet and then the Rasp-
berry Pi sends the raw data to the InfluxDB database via a RESTful web service.
We also measured the electricity consumption of selected devices (fridge, cooker
hood, dishwasher and oven) via a wireless network of smart plugs that use the
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(a) Kitchen environment setup CERTH nZEB smart
home with selected devices of interest
(b) Kitchen environment setup
CERTH/ITI ground floor kitchen
with selected devices of interest
Figure 5.1: Data collection environments
ZigBee protocol (https://www.plugwise.com). The installed smart plug modules
communicate with each other forming a network of mesh topology. Furthermore,
a special built-in module was used in order to monitor the power consumption of
the electrical kitchen appliance.
An aggregator application was developed and installed on a PC (MQTT Broker).
It requested the current power consumption from each module for given time
steps, received the corresponding messages, which include the measured energy
consumption rate of the connected appliance in Watts, the time stamp (in UTC;
later converted to local time), the ID of the device, and then stored the data
directly into the database (InfluxDB).
For the second house (House B), we followed a similar procedure using the plugwise
smart plugs that collected the energy consumption rate data for the specific device
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that we monitored (fridge).
Figure 5.2: Data collection infrastructure
5.2.2 Data Pre-Processing
After retrieving the raw data for House A, over a period of one month, a pre-
processing step was performed in order to create the final aggregated dataset,
which includes events per one-minute intervals of all the measured features. It is
worth mentioning that due to technical issues with the smart plugs or the InfluxDB
database, we had to overcome the sparsity of the raw data matrix. In order to
solve this problem, we filled the missing values with the mode of the values of the
last 15 minutes, until a new value was sent to the database. Regarding House B,
we collected the electricity consumption of a fridge over a period of 10 days. The
plugwise smart plug was sending data every 5 seconds, a time interval that was
sufficient to detect whether someone opens and closes the door of the fridge.
The next step was to aggregate the features, consisting of energy consumption
rate in Watts for each of the four appliances of interest (oven, fridge, dishwasher,
cooker hood). Firstly, we had to round the time (index), since there was a delay of
a few ms between the “subscription” and the “publish” of the event to the MQTT
broker. Secondly, we manually labeled the dataset regarding the “target feature”
or the state of operation (ON/OFF). The fridge was considered to be always “ON”,
even when the compressor was not operating. The rest of the devices were labeled
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Figure 5.3: Power consumption plots of the selected appliances. Top-left is the
cooker hood, top-right is the oven, bottom-left is the fridge and bottom-right
the dishwasher.
as “OFF” (0) when the reading of the sensor was between 0 and 2.1348 W (a value
around 2 W was considered as a 0 for all the appliances from the manufacturer)
and “ON” (1) when the reading of the sensor was greater than 3 W. Hence, the
dimensions of the overall dataset is 1440(minutes)×4(number of appliances) (for
each day, without taking into account the target feature).
Figure 5.3 shows indicative instances of the power consumption for the four ap-
pliances from House A. We noticed that we could detect a difference in power
consumption regarding the LED state of the cooker hood (measured 4 W). In
addition, after measuring the power consumption of the oven (Gavazzi meter sent
data every 15 minutes), we could check if there are any “matching” times be-
tween the two devices, in order to infer the activity of cooking. Furthermore, the
operation of the dishwasher was periodic and therefore quite trivial to infer the ac-
tivity of washing the dishes. The most challenging appliance was the fridge, since
our goal was to detect the appliance usage, in terms of door opening and closing
events (based on the fridge light consumption). The fridge located in House A was
a state of the art machine, in terms of energy efficiency and consequently it was
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not possible to detect when the resident opened and closed the door, even when
we increased the data collection time to 20 s.
Figure 5.4: Fridge power consumption from House B
On the other hand, the fridge that we monitored located in House B was an older
model than the one in House A. After sampling at 5 s, we noticed that we could
detect when a resident opens and closes the door of the fridge (light turned on)
only when the compressor was not operating (Figure 5.4), since the consumption
increased from 2 W to 6 W. Otherwise, it was not possible to detect any activity,
since there was no difference in the power consumption.
5.2.3 Appliance State Proportion Feature
A key feature to the proposed activity decision engine is the appliance state pro-
portion, which defines the probability of an appliance to be at ON stage on a
pre-decided overlapping sliding window [172]. Assume again a set of M activities.
In our approach, for each activity i ∈ {1, 2, . . .M}, and each decision time t, a fea-
ture F
(i,j)
t is calculated for each sensor j, as the proportion of time, or probability,
that sensor j is activated at time t, that is:
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F
(i,j)
t =
T
(i,j)
ON
T
(5.1)
where 0 ≤ T (i,j)ON ≤ T is the total amount of time that sensor j is activated at time
t, the latter having a total duration of T . In our work, T was equal to 2 minutes,
as it was found to be sufficient for activity detection.
5.3 Decision Engine for Human Activity Recog-
nition
Figure 5.5 depicts our proposed methodology for an energy sensor-based (smart
plugs) decision engine for human activity recognition. Assume a set of N sen-
sors (smart plugs) that provide the input data (energy consumption rate of N
household appliances) for the N classifiers, where each classifier is dedicated to a
specified appliance and M ≥ N activities (an activity may relate with more than
one appliance). The input data for each classifier is the energy consumption rate
measurements of the whole set of appliances while the supervisory signal (used
during training) is a vector of the specified appliance states (0 and 1, where 0
denotes the OFF state and 1 denotes the ON state of an appliance). The decision
engine calculates the probability of presence of a specific activity using RBS that
get as inputs the appliance operating state from the classifier and the appliance
state proportion, at the decision time t. An appliance was considered to be active
if the state proportion feature was above a threshold of 0.5. In total we collected
21,600 measurements over the 30 days (720 2-minute measurements per day).
We measured the energy consumption of the cooker, cooker hood, oven, washing
machine, and dish washer to monitor the three following activities: cooking, wash-
ing the dishes, and washing clothes. Therefore for our particular example N was
4 (oven, cooker hood, dishwasher and washing machine) and M was 4 (cooking,
washing clothes, washing dishes and doing nothing; when no activity of the afore-
mentioned was performed). Furthermore, we applied a probability boost of 0.3 for
the activity of cooking when the cooker hood is ON and a 0.7 for the activity of
cooking when the oven is ON, since the state of cooker hood is not related directly
with cooking.
A key-feature of the proposed decision engine is the use of an efficient and effective
classification technique. To identify a suitable classification technique, we tested
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Figure 5.5: Overview of energy sensor-based decision engine human activity
detection
Table 5.1: Accuracy of proposed decision engine
Activities
Number of correct
predictions
Ground-truth in 2-minute
intervals for 30 days
Accuracy
(%)
Cooking 632 685 92.3
Washing Clothes 240 250 96.1
Washing the Dishes 920 965 95.4
Doing Nothing 19,621 19,700 99.6
Average - - 99.1
the following machine learning methods: SVMs with their basic kernels (Linear,
Polynomial and RBF) [173], DT [174], NB [175], LR [176], ANN and specifically a
BPN [177]. Along with these standalone machine learning algorithms, the ensem-
ble learning methods of RF [178] and GB [179] were also tested for their predictive
performance. We considered the aforementioned classifiers, since a simple thresh-
olding would not be robust against noisy signals and we would lose significant
information from the 2 minute-windows.
For the two-class classification scenario of a single household appliance (appliance
status OFF/ON), in order to assess our models, the measures of precision, recall,
accuracy and MCC were used, which are computed from the contents of the con-
fusion matrix of the classification predictions. Precision is the ratio of predicted
true positive cases to the sum of true positives and false positives, recall is the
proportion of the true positive cases to the sum of true positives and false nega-
tives and accuracy is the proportion of the total number of predictions that were
correct.
Precision or recall alone cannot describe a classifier’s efficiency, especially in cases
where the labels in training target feature are not balanced. Therefore, MCC
is used as balanced evaluation measure and specifically a correlation coefficient
among the actual classification and predicted output of the classifier. It returns
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a value between -1 and +1, where +1 represents a perfect prediction, 0 random
prediction and -1 indicates total disagreement between prediction and observation.
MCC is calculated directly from the confusion matrix and is given by the equation:
MCC = TP∗TN−FP∗FN√
(TP+FP )(TP+FN)(TN+FP )(TN+FN)
(5.2)
where TP (True Positives), FP (False Positives), TN (True Negatives) and FN
(False Negatives).
5.4 Results
We generated 100 Monte Carlo iterations for different parameter scenarios in each
classifier to eliminate the bias. For every iteration, we used a random sampling
cross-validation where the percentage of samples in the training and the testing
datasets was 70% and 30%, respectively. For the SVM with polynomial kernel,
the parameter, θ, which is a free parameter taking integer values, is assigned
as: θ=(start=30,end=60,step=6) and the polynomial degree takes the values
p=(start=2,end=7,step=1). We found that after the 4th degree, we overfitted
the dataset. For the SVM with linear kernel, we used the default configuration of
scikit-learn [180]. For the SVM with radial basis function kernel, σ varied same
as θ and the constant C as C=(start=100,end=1000,step=100). The parameter
σ of the RBF kernel handles the non-linear classification. For the DT we used
the default optimized version of the classification and regression trees algorithm.
For NB we used the Gaussian algorithm for classification and for LR we used the
default configuration of scikit-learn. The BPN had a single hidden layer and the
number of neurons varies as n=(start=100,end=200,step=20). The RF and GB
have an ensemble of estimators=(start=20,end=100,step=20) DTs. The combi-
nation of all values of parameters and the size of 100 Monte Carlo iterations for
each case, results in an overall of 11000 tested cases grid search.
Since more than one classifier achieved the best performance, we selected the
SVM with polynomial kernel classifier and performed activity inference for random
times. Table 5.1 summarizes the accuracies for the monitored activities (cooking,
washing clothes, washing dishes) over 30 days. When an appliance was switched
on, our decision engine was not able to instantly detect that it was operating and
relate it to an activity. However, after 4 minutes of operation of that particular de-
vice it was able to predict the activity related to the operating appliance correctly
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and achieved an average accuracy of 99.1%. Furthermore, since the fridge required
a high sampling rate in order to determine when the door is open or closed, it is
not a device that can be directly related to an activity, such as cooking. However,
it can be used as a “supplementary” appliance to increase the confidence of the
predicted activity.
5.5 Conclusions
We presented a framework for human activity context inference, based on energy
consumption rate from selected appliances. The results are very promising towards
unobtrusive activity detection for ambient assisted living. While our experiments
were done in a kitchen environment, our approach is flexible enough to be applied
to other smart home environments. Since most activities within a house are related
with the use of an electrical appliance, this unimodal approach has a significant
advantage using inexpensive smart plugs and smart meters for each appliance.
Chapter 6
Investigation of 2D Convolutional
Neural Networks
6.1 Introduction
Deep learning techniques such as CNNs have shown good results in activity recog-
nition. One of the advantages of using these methods resides is their ability to
generate features automatically. This ability greatly simplifies the task of feature
extraction that usually requires domain specific knowledge, especially when us-
ing big data where data driven approaches can lead to anti-patterns. Despite the
advantage of this approach, very little work has been undertaken on analyzing
the quality of extracted features, and more specifically on how model architecture
and parameters affect the ability of those features to separate activity classes in
the final feature space. The first part of this Chapter focuses on identifying the
optimal parameters for recognition of simple activities applying this approach on
both signals from inertial and audio sensors.
The second part of this Chapter tackles a NLP problem, using a 2D CNN archi-
tecture from the computer vision domain. The main problem in the literature lies
in pre-processing of a text (e.g., optical character recognition, word-embedding),
in order to convert it to a meaningful input to an RNN or a 1D CNN. We show
that the 2D CNNs capture semantically meaningful features from images with text
without using optical character recognition techniques and sequential processing
pipelines. The 2D CNNs can help develop an end-to-end framework for natural
language understanding.
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6.2 Comparison of Human Crafted Engineering
Features and Learnt Features of a CNN
In this work, the automatic feature extraction of the CNNs and the comparison
with the human crafted features are evaluated on large-scale datasets [115, 181].
Regarding the audio modality, the DCASE 2017 development dataset consists of
recordings from various acoustic scenes, all having distinct recording locations.
For each recording location, 3-5 minute long audio recording was captured. The
original recordings were then split into segments with a length of 10 seconds. The
total number of recordings were 4680, sampled at 44.1 kHz and were split in four
folds (75/25 train/validation split). We compare the recognition accuracy between
standard human crafted audio features (MFCCs) and the low-level features that 2D
CNNs learn during back-propagation. The MFCCs were selected since they are the
most common features used in the fields of speech recognition and environmental
sound recognition. Furthermore, since this work used images to train 2D CNNs,
it would not be possible to use features such as the zero-crossing rate, spectral
centroid, etc.
Regarding the IMU modality, the experiments on the UCI-HAR dataset have been
carried out with a group of 30 volunteers within an age bracket of 19-48 years. Each
person performed six activities (WALKING, WALKING UPSTAIRS, WALKING
DOWNSTAIRS, SITTING, STANDING, LAYING) wearing a smartphone (Sam-
sung Galaxy S II) on the waist. Using its embedded accelerometer and gyroscope,
the 3-axial linear acceleration and 3-axial angular velocity at a constant rate of
50Hz were captured.
The contributions focus on a comprehensive analysis on how architecture (number
of convolutional layers) and model parameters (size of filters, number of kernels)
affect separation of target classes in the feature space. Secondly, in order to
verify the selected parameters, a comparison between CNN auto features and gold
standard HCF is performed on publicly available datasets. For the inertial sensors,
we used the 1D feature vectors from accelerometer and gyroscope. For the audio
sensors, we used 2D images, normalized from 0 to 1, of the MFCCs.
The remainder of this Chapter is structured as follows. Section 6.2.1 describes
the advantages and disadvantages of automatic feature extraction. Section 6.2.2
describes the approach and the final experiment. The evaluation methodology is
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described in Section 6.2.3. Results and discussion are reported in Section 6.2.4
and Section 6.2.5 respectively. Finally, conclusions are drawn in Section 6.2.6.
6.2.1 Automatic Feature Extraction
Among the advantages that DL provides for automatic feature extraction, one of
the most relevant is that it does not require domain specific knowledge [105]. In
this sense DL provides a standardized way to fulfill the feature extraction step.
On the other hand, it introduces some disadvantages. In particular, a training
phase is required in order to optimize the weight of the convolutional layers to
the characteristic of data from the target domain. This makes DL methods for
feature extraction subject to the cold-start problem [182], and potentially also to
generalization.
The experiment in Section 6.2.3, focuses on feature space rather than on final
accuracy. Moreover, the analysis of auto features includes the comparison with
gold standard HCF sets.
6.2.2 Approach and Experiment
Typically, CNN architectures include several convolutional layers. In most cases
convolutions are followed by a max-pooling operation. The first layer can take
directly raw data as input, and the convolutional layers play the role of extract-
ing good features for the final classification. Few cases can be distinguished. For
instance, when dealing with inertial sensors (such as accelerometer or gyroscope),
the input will be a sequence of samples for each channel. Given an accelerometer
signal sampled at 40 Hz, and assuming a window size of 3 s for segmentation, this
will produce a 3×120 input in the case all 3 channels (X, Y, Z) are considered sep-
arately, or a 1×120 input in the case only the 3D magnitude of the acceleration is
taken as input. The input is then processed using temporal convolution (Conv1D)
as in [102].
In other cases, 2D convolution is used, as for instance in the case of an image used
as input. Audio input typically falls into this category where the 2D magnitude
representation of the spectrogram (or any variations of it e.g., mel-spectrogram)
or the 2D spectrogram values matrix (e.g., MFCCs) of the audio signal in the time
window is used as input. For the case of the MFCC feature extraction, we used
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the default sampling rate (44.1 kHz) of the DCASE dataset [181]. The number
of MFCCs was 13 (including the 0th coefficient), the FFT window size was 2048,
with a hop length of 1024 (50% overlap). This resulted in a 13×431 matrix. It has
been shown that 2D CNNs outperform 1D CNNs in many audio recognition tasks,
since they are able to capture the time-frequency information of the signal [183].
After the sequence of convolutional layers, the output of last convolutional layer
is generally flattened into a 1D vector. The output of this step is the automatic
feature vector in our experiment.
In the case of a multi-class problem (where classes are mutually exclusive) the
output layer is obtained typically using a softmax activation layer in a dense layer.
In some cases, a number of dense layers are added in between the flatten and the
softmax operation [184], or in case of multi-label classification (where more than
one output class can be active at the same time, e.g., “standing” and “walking”)
other activation functions such as sigmoid can be used [185]. Similarly, the loss
function used for training varies commonly from mean squared error in the case
of multi-class, or binary cross-entropy in the case of multi-label [185]. The entire
process is depicted in Figure 6.1, showing both conventional process with HCF,
and automatic features using CNN.
The advantages of the CNN approach are (i) the ability of feeding the model
directly with raw data, and (ii) that features are extracted within the series of
convolutional operations automatically. On the other hand, as mentioned in Sec-
tion 6.2.2, the CNN layers will not be able to generate good features, until the
model is trained on some known data.
To solve the cold start problem a different dataset can be used for initial training.
In our case, one for the IMU feature extractor and the second for the audio signal.
Our rationale for the training dataset is to consider a dataset with the following
characteristics:
1. the dataset shall not be subject to annotation errors, reducing the risk of
overfitting by learning on noisy labels [186]
2. the input data and the target activities must be similar to the target ap-
plication scenario (so that a feature extractor trained in a similar dataset
can be used on the target dataset, in a similar way to a transfer learning
approach).
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Figure 6.1: A typical CNN architecture taking IMU raw data as input will
include multiple convolutional layers, with each layer followed by a max-pooling
operation. The output of last convolutional layer is then flattened. The vector
obtained corresponds to a feature vector automatically extracted. Finally, soft-
max is generally applied to connect to the output layer in multi-class problems.
In order to fulfill the first requirement, only datasets collected in controlled en-
vironment have been considered. Similarly, regarding the second requirement we
consider only datasets with the same input data and similar target activity sets.
The initial training phase and the comparison with HCF is performed for the iner-
tial sensor using UCI-HAR dataset [115] and for the audio component the DCASE
2017 development dataset [181]. These two datasets match our aforementioned re-
quirements for training purposes. The main reason for using those datasets is to
be able to locate the user.
Figure 6.2 illustrates the training and testing phases of the experiment. UCI-
HAR and the DCASE 2017 development dataset are used for training the feature
extractor. At this stage the two datasets are used to compare auto features,
extracted from the CNNs, with human crafted ones.
Figure 6.2 depicts the proposed process for cross-validation, where the CNN feature
extractor is trained on a dataset, then the CNN feature extractor is cross-validated
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Figure 6.2: Cross-validation of a CNN automatic feature extractor: (top)
two CNN feature extractors are trained using datasets collected in controlled
conditions (UCI-HAR and the DCASE 2017 development datasets), (middle)
the CNN model is used as feature extractor, and training data from the final real-
world dataset is used to train IMU-HAR and AUDIO-HAR models, (bottom)
finally results are evaluated over the final test data.
in conjunction with a classifier model for classification on a different dataset.
6.2.3 Evaluation
In the experimental work two datasets have been used, UCI-HAR dataset [115]
for inertial sensors, and the DCASE 2017 development dataset [181] for the audio
case. For the audio case, we simplified the 15 classes to 3, based on the location
(indoor, outdoor and vehicle). Simplifying the classes helps in a scenario where
inertial and audio sensors would be used to approximate the user’s location, with-
out a GPS sensor. UCI-HAR dataset fulfills our requirements being a dataset
collected under controlled conditions. IMU data have been collected using a Sam-
sung Galaxy S II smartphone, placed on the waist. The dataset includes data from
30 participants and provides benchmark training (70% of participants) and test
dataset (30% participants). This type of evaluation enables accuracy performance
to be tested on users that have not been part of the training. The dataset provides
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a benchmark set of 348 features, extracted from time and frequency domains of
the accelerometer signal. This benchmark set has been used as the set of HCF in
the comparison.
6.2.3.1 Extracted Features
The aforementioned datasets were used to train the feature extractor, and the
features obtained were compared to human crafted ones. The comparison aims
also at verifying how parameters affect the quality of automatically generated
features. The analysis investigated the following parameters:
1. number of convolutional layers
2. kernel size used for convolution
The final accuracy of the model was complemented with plots, visualizing how
activities were separated in the feature space, both in the case of HCF and au-
tomatic features. The visual comparison assists to analyze and interpret results
obtained in terms of accuracy and provides a more complete evaluation of CNN
features.
6.2.3.2 Experimental Environment
The experimental framework was implemented using Python. A Keras [140] im-
plementation of CNN was used, with TensorFlow [165] as the backend.
6.2.4 Results
This Section describes the results that were obtained regarding the IMU modality
on the UCI-HAR dataset and the acoustic modality on the DCASE 2017 Task 1
development dataset.
6.2.4.1 IMU CNN Features
Regarding automatic generation of CNN features for the IMU, the experiment
focused on the set of target activities defined in the UCI-HAR [115] dataset (i.e.,
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‘Laying’, ‘Sitting’, ‘Standing’, ‘Walking’, ‘Walking Upstairs’ and ‘Walking Down-
stairs’). Feature quality has been measured on accuracy performances of CNN
models using different layers of convolution (n-CNN where n is the number of lay-
ers) and different values of kernel size k. Models were trained for 150 epochs with
a batch size of 512 samples. The benchmark train and test sets from UCI-HAR
have been used. The training set has been further split using 90% for training
and 10% as validation for early stop criterion to avoid overfitting. The UCI-HAR
dataset provides IMU raw data for the accelerometer and gyroscope signal. Data
are split in segments with a window size of 128 samples and 50% overlap, obtained
from IMU signals sampled at 50 Hz. The accelerometer signal is separated into
gravity and body components, separated using a Butterworth low-pass filter (cut-
off 0.3 Hz). The separation makes a total of 9 channels, 6 for the accelerometer
(X,Y,Z for both gravity and body components) and 3 for the gyroscope (X,Y,Z).
Consequently, an input of 128×9 or 128×6 was obtained by taking accelerometer
and gyroscope signals, or accelerometer only. For multi layer CNN models, the
number of filters used were 12, 24, 48 and 96 respectively, each followed by a max-
pooling operation. For IMU 1D convolution was used. A flatten layer was used
after the last convolutional, followed by a dense layer (64 nodes and relu activa-
tion function), and the final output with the 6 classes using a softmax and adam
optimizer with learning rate lr=0.001. The comparison with manually engineered
features was performed using the same architecture as the CNN case after the
flatten layer. The input layer would take HCF (a 348-dimensional features vector
using accelerometer only, and 561 with both accelerometer and gyroscope) with
a dense layer of 64 nodes, and the final output layer. Comparison between HCF
and CNN automatic features was performed on the same architecture as in Figure
6.3.
Figure 6.3: Architecture used to compare HCF and CNN features: taking
features in input, one dense layer (64 nodes) and 6 classes (for the inertial
sensors) and 3 classes (for the audio sensors) on the output layer.
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Figure 6.4 (left column) depicts a visualization of the feature space obtained per-
forming PCA, reducing to three dimensions for visualization purposes. To fa-
cilitate visual inspection of data points separation in the feature space, in Figure
6.4-6.5 the plot has been obtained excluding data points labeled as ‘Laying’, which
were far away in the feature space from all other activities; including them would
affect interpretation of visualized data. Training of models using different kernel
sizes has been performed. Figure 6.4 (right column) depicts data points in the
feature space for activities using varying kernel sizes. Figure 6.5 depicts visual
1-CNN kernel size k=2 3-CNN kernel size k=2
2-CNN kernel size k=2 3-CNN kernel size k=16
4-CNN kernel size k=2 3-CNN kernel size k=32
Figure 6.4: Visual comparison of 1D CNN architectures using n = 1, 2 and 4
layers with a kernel k = 2 (on the left), and kernel size k = 2, 16, 32 using n = 3
layers (on the right).
comparison of target activities separation in the feature space using (top) HCF,
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and (bottom) automatic features obtained with 3-CNN model and using kernel
size k = 32.
(a)
(b)
Figure 6.5: Visual comparison of (a) HCF, and (b) CNN using 3 layers.
Table 6.1 and 6.2 summarizes average precision, recall and F-score with the tested
models, using accelerometer only, and both accelerometer and gyroscope signals.
Figure 6.6 provides further insight on how error rates were distributed between
classes, comparing HCF with a CNN model (3 layers kernel size k = 64). The
confusion between sitting and standing can be explained by the fact that the
human torso is oriented the same way during both activities.
6.2.4.2 Audio CNN Features
Regarding automatic generation of CNN for the DCASE 2017 development dataset,
the experiment focused on grouping the 15 given classes (beach, bus, cafe/restau-
rant, car, city center, forest path, grocery store, home, library, metro station,
office, park, residential area, train and tram) to three classes, namely outdoor, in-
door and vehicle. The raw spectrogram images were used as the input to the CNN.
In order to extract the spectrogram of the signal, an FFT size of 512 with a hop
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Table 6.1: Precision, Recall and F-Score obtained on UCI-HAR Dataset using
HCF and CNN features obtained with different parameters using accelerometer
only.
Parameters Precision Recall F-Score
HCF (acc only)a 89.95% 89.38% 89.58%
1-CNN K=2 85.31% 84.63% 84.41%
2-CNN K=2 88.26% 87.95% 87.96%
3-CNN K=2 90.73% 90.57% 90.55%
4-CNN K=2 89.62% 89.21% 89.19%
3-CNN K=8 90.55% 90.26% 90.20%
3-CNN K=16 90.71% 90.09% 90.16%
3-CNN K=32 88.24% 87.89% 87.87%
3-CNN K=64 88.17% 87.95% 87.97%
aset of 348 accelerometer only.
Table 6.2: Precision, Recall and F-Score obtained on UCI-HAR Dataset using
HCF and CNN features obtained with different parameters using accelerometer
and gyroscope.
Parameters Precision Recall F-Score
HCF (acc & gyro)a 95.80% 95.39% 95.50%
1-CNN K=2 88.84% 89.01% 88.87%
2-CNN K=2 89.54% 89.70% 89.59%
3-CNN K=2 90.51% 90.63% 90.55%
4-CNN K=2 91.84% 91.97% 91.89%
3-CNN K=8 91.44% 91.63% 91.51%
3-CNN K=16 92.96% 93.08% 92.98%
3-CNN K=32 93.31% 93.52% 93.38%
3-CNN K=64 92.03% 92.20% 92.04%
a561 features: accelerometer and gyroscope.
(a) (b)
Figure 6.6: Normalized confusion matrices obtained using (a) HCF and (b)
using CNN.
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length of 512 was used. Furthermore, the original recording was down-sampled
to 16 kHz. The reason for down-sampling and using a non-overlapping window
for FFT was due to the length of the recording (10 s), which would produce an
image size that could not be processed. Therefore, the resulting image after the
pre-processing step was 257×313 pixels. Feature quality has been measured on ac-
curacy performances of CNN models using different layers of convolution (n-CNN
where n is the number of layers) and different values of kernel size k. The filters
used for each CNN layer were 32, 48, 120 and 120 respectively followed by a 2×2
max-pooling layer. The CNNs were trained between 20-30 epochs (for different
folds and different network sizes) and the selected batch size was 32. The number
of epochs was selected based on the early stopping criterion, in order to avoid over-
fitting. The ReLU [167] activation function was used for each convolutional and
max-pooling layer and the Adam [136] optimizer was used to train the networks
with an initial learning rate lr = 0.001.
For our experiments we used the default 4-fold cross validation that is provided
in [181]. However, we show the PCA analysis for the second fold, since it was the
most challenging one. The other folds follow a similar trend. Table 6.3 summarizes
average precision, recall and F-score with the tested models. We notice that the
best model consisted of 2 convolutional layers with a kernel size of 2. Figure
6.7 (left column) depicts a visualization of the feature space obtained performing
PCA, reducing to three dimensions for visualization purposes. Figure 6.7 (right
column) depicts data points in the feature space for activities using varying kernel
sizes. The variance of the PCA components increases as the number of kernels
increases. The first and third principal components show that for the case of
two convolutional layers (kernel of size 2), two classes can be distinguished in the
feature space.
6.2.5 Discussion
6.2.5.1 IMU CNN Features
Results obtained using different number of layers of convolution highlights how a
model with 3-4 layers outperforms models with 1 or 2 layers in F-score. At the same
time, increasing the number of convolutional layers does not improve accuracy, but
only increases the complexity of the model. The results are confirmed with the
visualization of data points in Figure 6.4, showing how a 4 layer model better
separates activities in the feature space. Smaller values of kernel size correspond
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Figure 6.7: Visual comparison (first with second PCA and first with third
PCA) of 2D CNN architectures using n = 1 (top left), n = 2 (mid left) and
n = 4 (bottom left) layers with a kernel k = 2, and kernel size k = 8 (top right),
k = 16 (mid right), k = 32 (bottom right) with n = 2 layers for the audio
dataset.
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Figure 6.8: Visual comparison of HCF (top) and CNN using 2 layers (bottom)
for the audio sensor.
Table 6.3: Precision, Recall and F-Score (averaged over 4-folds) obtained on
the DCASE 2017 development using different parameters.
Parameters Precision Recall F-Score
HCF (MFCCs) 85.37% 85.22% 84.75%
1-CNN K=2 51.63% 60.47% 53.72%
2-CNN K=2 91.02% 90.2% 90.5%
3-CNN K=2 90.9% 90.17% 90.45%
4-CNN K=2 90.14% 89.56% 89.74%
2-CNN K=8 89.1% 88.62% 88.78%
2-CNN K=16 49.58% 52.9% 52.12%
2-CNN K=32 11.09% 33.33% 16.59%
2-CNN K=64 12.23% 33.33% 17.86%
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(a) (b)
Figure 6.9: Un-normalized confusion matrices obtained using (a) HCF and
(b) using CNN for the audio dataset.
to lower accuracy values; conversely increasing the kernel size over 32, decreased
accuracy. When using larger kernel sizes, 3 and 4 layers provide similar results,
thus a 3 layers approach is preferable since it reduces model’s complexity. It should
be noted that data segmentation in this dataset has been performed with window
size of approximately 2.5 seconds. With a sampling rate of 50 Hz the best per-
forming kernel sizes (8 and 16) corresponds to 0.3 and 0.6 seconds approximately.
Summarizing, increasing the number of layers helps to better separate inter-group
variability between static (sitting, standing) and active labels (walking, walking
upstairs and walking downstairs). On the other hand, increasing the kernel size
helps to better separate data points intra-group for both active and static labels.
The insight provided with visualization is confirmed by recognition performance
of models measured using precision, recall and F-score. Results confirm that CNN
automatic features are able to provide accuracy performances comparable with
best known set of HCF, and are in line with performances measured in [102]. In
this work, classification using only the accelerometer has also been evaluated. In
this case CNN features provided higher precision and recall compared to HCF.
When considering both accelerometer and gyroscope, HCF provide about 1-2%
higher F-score, although that is including frequency domain features.
6.2.5.2 Audio CNN Features
Good recognition accuracy can be obtained using only two convolutional layers,
followed by max-pooling. For the 2D CNN architectures, increasing the kernel size,
while keeping a relatively shallow network (two layers), decrease the recognition
accuracy performance. The network performance would increase by stacking more
convolutional layers, thus increasing the complexity of the model. Furthermore,
experiments show that the kernel size of the 2D CNN should be small, in order
Chapter 6 Investigation of 2D Convolutional Neural Networks 97
to capture all the details in the time and frequency domain. Figure 6.8 shows
that a 2-layer 2D CNN can distinguish the three target classes after being trained
for 22 epochs from raw spectrogram images. The top part of the figure depicts
the human crafted MFCC features. When visualizing the first and third principal
components we notice that there is not a clear distinction between the classes.
Confusion matrices in Figure 6.9 show that the CNN can outperform HCF for
indoor and outdoor settings. However, for the selected dataset, HCF achieved
better classification accuracy in the vehicle environment. This probably occurred
since the MFCCs are not robust to noisy environments. The results were promis-
ing, especially for training deep networks on device. To ensure privacy of sensitive
audio data, networks should be light-weight and able to capture data and adapt
(re-train) on the embedded system, ensuring no information is stored on the cloud.
6.2.6 Conclusions
In this work, an analysis of performance of CNN extracted features has been pre-
sented. The experiment focused on comparison of automatically extracted and
HCF for activity recognition. In particular, the audio signal, accelerometer and
gyroscope data have been investigated. Moreover, the effect of important param-
eters has been evaluated, namely number of convolutional layers, and kernel size
used for the convolution. Automatically extracted features achieved comparable
results with the HCF on the UCI-HAR dataset. Furthermore, the automatically
extracted features of the 2D CNN from the raw-spectrogram outperformed the
HCF on the DCASE 2017 development dataset. On the one hand, it must be con-
sidered that using CNN features provides a standard way for feature extraction,
simplifying the process compared to the human crafted case. On the other hand, a
CNN used as feature extractor requires an initial training phase in order to gener-
ate good features (cold-start problem). The experiments provide insight on CNN
feature performances; however, further work should evaluate performance of CNN,
on large real-world datasets. Next steps will include experiments cross-validating
a pre-trained CNN feature extractor on different datasets, with different sets of
target activities.
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6.3 2D Convolutional Neural Networks for dia-
logue modelling
An important part of the ACROSSING project that sponsored this PhD, was the
collaboration between the Early Stage Researchers. An end goal of the ACROSS-
ING project was the creation of a virtual assistant that would be able to interact
with the user regarding providing recipes or checking any abnormalities (e.g., call-
ing a relative of the user when no activity is detected for one day). To achieve
this goal, the 2D CNNs used for the audio-based event detection were chosen to
solve the NLP task of dialogue modeling. Although one would argue that the
results of the audio-based event detection could be used as a text file for further
processing, the purpose of this research was to examine if the same approach of
using a two-dimensional image of a text (including timestamps with activities in
a tabular format), as in the case of the spectrograms, could provide comparable
classification results with state-of-art 1D neural networks. The two-dimensional
CNNs would be able to remove the need for OCR, leading towards an end-to-end
system.
Recent advances in NLP make heavy use of neural network models. Solutions
for tasks such as semantic tagging [187], text classification [188] and sentiment
analysis [189] rely on either RNN or CNN variants. In the latter case, the vast
majority of the proposed models are based on character-level CNNs applied on
one-hot vectors of text or 1D CNNs [190]. Although the results are promising,
having either surpassed or equaled the previous state of the art, there are a few
issues regarding the proposed models, which are all related to the fundamental
inductive bias underlying these models’ architectural design. Whether working at
the word- or character-level, language processing with most neural network models
almost always translates to sequential processing of a string of abstract discrete
symbols.
CNNs based on 1D or character convolutions constitute the vast majority of CNN
models used in language processing. These networks are fast if the dictionary size
is small. However, for some languages, the one-hot encoding vector dimension for
input sequences can be very large (e.g., over 3,000 for Chinese characters). Fur-
thermore, and specifically for RNN variants, training for long input sequences is
difficult due to the well-known problem of vanishing gradients. While architectures
like LSTM [191] and GRU [192] were specifically designed to tackle this problem,
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stable training on long sequences remains an elusive goal, with recent works de-
vising yet more ways to improve performance in recurrent models [193, 194, 195].
Moreover, many state of the art recurrent models rely on the attention mechanism
to improve performance [196, 197, 198], which places an additional computational
burden on the overall method.
To tackle the above problems, we use CNNs to process the entire text at once
as an image. In other words, we convert our textual datasets into images of the
relevant documents and apply our model on raw pixel values. This allows us
to sensibly apply 2D convolutional layers on text, taking advantage of advances
in neural network models designed for and targeting computer vision problems.
Doing so, allows us to bypass the issues stated earlier relating to the use of 1D
character-level CNNs and RNNs, since now the processing of documents relies on
parallel extraction of visual features of many lines (depending on filter size) of
text. Regarding the vanishing gradient problem, we can take advantage of recent
CNN architectural advances [199, 200, 201], which specifically aim to improve its
effects. In terms of linguistics, our approach is based on the distributional hy-
pothesis [202], where our model produces compositional hierarchies of document
semantics by way of its hierarchical architecture. Beyond providing an alternative
computational method to deal with the problems described above, our approach
is also motivated by findings in neuroscience, cognitive science and the medical
sciences where the link between visual perception and recognition of words and se-
mantic processing of language has long been established [203, 204]. Our approach
is robust to textual anomalies, such as spelling mistakes, unconventional use of
punctuation (e.g., multiple exclamation marks), etc. which factors in during fea-
ture extraction. As a result, not only is the need of laborious text preprocessing
removed, but the derived models are able to capture the semantic significance of
the occurrence of such phenomena (e.g., multiple exclamation marks to denote
emphasis), which proves to be especially helpful in tasks such as text classification
and/or sentiment analysis. Moreover, our approach can work with any text (latin
and non-latin), text font, misspellings and punctuation. Furthermore, it can be
extended to handwriting, background colors and table formatted text naturally. It
also removes the need of pre-processing real-world documents (and thus the need
for optical character recognition, spell check, stemming, and character encoding
correction).
The proposed approach is based on the hypothesis that more semantic information
can be extracted from features derived from the visual processing of text than
by processing strings of abstract discrete symbols. We test this hypothesis on
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NLP tasks and show that a solid capture of text semantics leads to better model
performance. Our contributions are summarized as follows:
• a proof of concept that text classification can be achieved over an image of
the text;
• a proof of concept that basic dialogue modeling (restaurant booking), in an
information retrieval setting, can be completed using only image processing
methods;
The remainder of the Chapter is organized as follows: Section 6.3.1 positions
our approach compared to related work, Section 6.3.2 introduces the proposed
method, Section 6.3.3 presents the experimental results and Section 6.3.4 draws
the conclusions.
6.3.1 Related Work
The use of convolutional neural networks for natural language processing has at-
tracted increasing attention in recent years. For sentence classification, Kim [205]
used a simple CNN architecture consisting of one convolutional layer with multi-
ple filters of different sizes, followed by max-pooling. The feature maps produced
are then fed to a softmax layer for classification. Despite its simplicity, this ar-
chitecture exhibited good performance. Sentence modeling was further explored
by Blunsom et al. [206] who used an extended application, which they call Dy-
namic CNN to deal with various input lengths and short- and long-term linguistic
dependencies. Wang et al. [207] perform clustering in an embedding space to de-
rive semantic features which they then feed to a CNN with a convolutional layer,
followed by k-max pooling and a softmax layer for classification.
Character-level (as opposed to word- or sentence-level) feature extraction was in-
vestigated by Zhang et al. [208] who used a standard deep convolutional archi-
tecture for text classification. Conneau et al. [209] showed that using very deep
convolutional architecture improves results over standard deep convolutional net-
works on text classification tasks. Dos Santos and Gatti [210] carried out sentiment
analysis on sentences taken from text corpora, using a CNN architecture which
derives input representations that are hierarchically built from the character to the
sentence level. Johnson and Zhang [211] used a CNN for text categorization. Their
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method does not rely on pre-trained word embeddings, but rather computes con-
volutions directly on high-dimensional text data represented by one-hot vectors.
An architectural variation was also proposed for adapting a bag-of-words model in
the convolutional layers. Johnson and Zhang [212] used CNNs for sentiment and
topic classification in a semi-supervised framework, where they retained the rep-
resentations derived by a CNN over text regions, and which they then integrated
into the supervised CNN classifier. Ruder et al. [213] employed a novel architec-
ture combining character- and word-level channels to determine an unseen text’s
author among a large number of potential candidates, a task they called large-scale
authorship attribution. Bjerva et al. [214] introduced a semantic tagging method,
which combines stacked neural network models and a residual bypass function.
The stacked neural networks consist of a vanilla CNN or a ResNet [200] in the
lower level for character-/word-level feature extraction and a bidirectional GRU
in the higher level. The residual bypass function preserves the saliency of lower-
level features that could be potentially lost in the processing chain of intermediate
layers.
Dialogue managers can be trained either as generative models or as discriminative
models to differentiate good replies in NUC [215]. In generative models [216, 217,
218], dialogue managers are trained to produce replies for a given dialogue history.
In NUC setting, a dialogue manager needs to choose the correct response from a
set of candidate replies as Memory Networks (MemNets) [219, 220] in Facebook
bAbI dataset [221].
While all the aforementioned works exploited CNNs for NLP tasks, they all used
text data as input, either pre-trained word embeddings or simply one-hot vector
representations.
6.3.2 Proposed Method
In our approach, we treat text classification as a problem which concerns the
learning of context-dependent semantic conventions of language use in a given
corpus of text. We treat this complex problem as an image processing problem,
where the model processes an image with the text body (Figure 6.10), learning
both the local (word- and sentence-level) and the global semantics of the corpus.
In this way, the domain or context dependent meaning of sentences is implicitly
contained in the variations of the visual patterns given by the distribution of
words in sentences. As such, the problem is that the model needs to observe as
Chapter 6 Investigation of 2D Convolutional Neural Networks 102
many variations of in-domain text as possible to be able to generalize adequately.
This process is similar to the analytical method of learning to read [222], where
the global meaning of a body of text is acquired first and learning of the text’s
meaning moves to hierarchically lower linguistic units. In our case, this translates
to capturing the structure and context of the whole corpus first, then the sentences,
and finally the words that constitute these sentences.
Figure 6.10: Top: Sogou News dataset with Chinese characters. Bottom:
Sogou News dataset with pinyin (romanization of the Chinese characters based
on their pronunciation)
6.3.2.1 Models
For the tasks of (English and Chinese) text classification we used a vanilla CNN
and also the Xception architecture [201] to check whether better vision deep net-
works can increase performance.
The vanilla CNN consists of seven convolutional layers, a fully connected layer
and an output layer containing as many units as classes (e.g., for a classification
problem with four classes, the output layer would contain four units). All filters
in the convolutional layers are 5×5 with stride 2. The first three layers use 32
filters, while the rest use 64 filters. The fully connected layer consists of 128 units.
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All units in all layers use the rectifier function, apart from the output layer, which
uses a softmax output. Figure 6.11 shows the architecture of the model.
... ... ...
3x32 5x5 conv 4x64 5x5 conv
Fully
connected
Softmax
"Somewhere between gleam
and gloom, President Bush has 
been saying that the US 
economy has turned the 
corner"
Figure 6.11: Proposed model: 3 convolutional layers consisting of 32 filters
with a kernel of size 5×5 each, are followed by 4 convolutional layers consisting
of 64 filters with a kernel of size 5×5 each. A linear fully connected layer and a
classification output layer complete the model.
For the task of dialogue modeling we used version 4 of the recently proposed deep
Inception network (Inception-V4) [223]. Our choice was motivated by the fact that
the vanilla CNN model was too simple to effectively model the dialogue structure,
as well as its pragmatics (i.e., the use of language in discourse within the context
of a given domain), a problem which Inception-V4 seems to have tackled, at least
to a certain extent. We selected the Inception-V4 against the Xception because
it is a lighter network in terms of training times and provides robust recognition
accuracy results in many tasks.
6.3.2.2 Data Augmentation
Data augmentation has been shown to be essential for training accurate models
[209, 224]. For image recognition, augmentation is applied using simple transfor-
mations such as shifting the width and the height of images by a certain percentage,
scaling, or randomly extracting sub-windows from a sample of images [225].
For the task of English and Chinese text classification, we used the ImageData-
Generator function provided by Keras [140]. The input image was shifted in width
and height by 20%, rotated by 15 degrees and flipped horizontally, using a batch
size of 50. For the task of dialogue modeling, we applied the same augmenta-
tion techniques and random character flipping. Character flip and in particular
changing the rating of a restaurant improved the per-response and per-dialogue
accuracy, especially for difficult sentences, such as booking a 4 star restaurant.
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6.3.3 Results
To validate our approach, we ran experiments for two separate tasks: text classi-
fication and dialogue modeling, using a single NVIDIA GTX 1080 Ti GPU.
6.3.3.1 Text classification
In this task we trained our model on an array of datasets which contained text re-
lated to news (AG’s News and Sogou’s News), structured ontologies on Wikipedia
(DBPedia), reviews (Yelp and Amazon) and question answering (Yahoo! answers).
Details about the datasets can be found in [208]. For this task, Zhang et al. [208]
tested CNNs that use 1D convolutions in the task of text classification, which may
more broadly include natural language processing, as well as sentiment analysis.
While the model in [208] uses text as input vectors, our proposed method uses
image data of text. In other words, whereas Zhang et al. [208] use one-hot vec-
tor representations of words or word embeddings, we use binarized pixel values of
grayscale images of text corpora.
Table 6.4: Results of Latin and Chinese text classification in terms of held-
out accuracy. Worst-Best Performance reports the results of the worst and best
performing baselines from Table 4 of Zhang et al. [208] and Conneau et al.
[209]. Results reported for TI-CNN were obtained in 10 epochs
Dataset
Worst-best
Performance
(%)
TI-CNN
(%)
Xception
(%)
Number of
Classes
AG’s News 83.1-92.3 80.0 91.8 4
Sogou News (Pinyin) 89.2-97.2 90.2 94.6 5
Sogou News (Chinese) 93.1-94.5 - 98.0 5
DBPedia 91.4-98.7 91.7 94.5 14
Yelp Review Polarity 87.3-95.7 90.3 92.8 2
Yelp Review Full 52.6-64.8 55.1 55.7 5
Yahoo! Answers 61.6-73.4 57.6 73.0 10
Amazon Review Full 44.1-63 50.2 57.9 5
Amazon Review Polarity 81.6-95.7 88.6 94.0 2
Table 6.4 shows our method’s held-out accuracy in the task of Latin and Sogou
News in Chinese text classification for each of the datasets. All baselines are
derived from Table 4 of Zhang et al. [208] and Conneau et al. [209]. We denote
the vanilla CNN by TI-CNN (Text-to-Image Convolutional Neural Networks).
The column Worst-Best Performance shows the worst and best held-out accuracy
achieved by the baseline models. Our approach achieved comparable results to
most of the best performing baselines. The Amazon datasets were large and we
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Table 6.5: Generated text for testing. The following text samples were not
seen during the training
Sample No Text Sample Positivity Score Sample No Text Sample Positivity Score
1
this product
is mediocre
0.60 5
I love this product
it is great
0.99
2
this product
is excelent
0.91 6
I like this product
it is ok
0.78
3
this product
is excellent
0.96 7 I don’t know 0.56
4
this product
is excellent!!!
0.98 8
as;kdna;sdn nokorgmnsd
kasdn;laknsdnaf
0.51
did not have enough computational resources to achieve comparable results to the
state-of-art with Xception.
Table 6.5 shows human generated text (not included in the training set) used
for testing. For these examples, the table shows predictions after the model was
trained on the Amazon Review Polarity dataset [226], which contains reviews
of products in various product categories. The dataset is used for binary (pos-
itive/negative) sentiment classification of text and the metric (positivity score)
is the probability of the positive class. The model was able to discriminate be-
tween words expressing different degrees of the same sentiment (e.g., samples 1,6
compared to samples 2-5). Sample 2 (compared to samples 3-4) illustrates our
method’s robustness to anomalies like spelling mistakes. In a traditional NLP set-
ting the misspelled word would have a different representation from the respective
correctly-spelled word. Unless the model was trained on data that contained many
of these anomalies, or engineered by a human, it would not necessarily correlate
the misspelled word with the sentiment it expressed. In our model the misspellings
are handled naturally. We note that while this can be alleviated by preprocessing
procedures or character-level models, these require more pre-processing or human
intervention than our method.
As discussed before, the model builds these visual representations in a bottom-up
fashion, creating a semantic hierarchy which is derived from language use within
the context of the corpus domain. Sample 4 shows another interesting characteris-
tic of our model which is capturing the effect of punctuation (exclamation marks)
even if used informally. The exclamation marks used in sample 4 generated the
highest prediction score for positive sentiment among all variations of the same
phrase (samples 2-4). Samples 5 and 6 have a similar structure but the different
choice of words to describe positive sentiment affects the prediction score. This
also exhibits the model’s capacity to build meaningful hierarchical representations,
as it has learned to discriminate between the small nuances (e.g., choice of words)
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encountered in (visually and semantically) similar textual structures (sentences).
Interestingly, an input which expresses a “neutral” sentiment, such as sample 7,
has an analogous prediction score (0.56) that is closer to random guessing in a
model that was trained in binary sentiment prediction, which is reasonable behav-
ior. The model is also robust to nonsensical text such as sample 8.
Finally, we applied the Xception architecture to the Sogou News dataset, using
the original Chinese characters (Figure 6.10). Huang and Wang [190] used 1D
CNNs for text classification with Chinese characters and showed that the accuracy
recognition was higher than the traditional conversion to the pinyin romanization
system. We extended this work by using the Xception architecture in the 2D
image to achieve almost the same result (Table 6.4). This proves that regardless
of how many Chinese words we fit in a 300×300 or a 200×200 image, our approach
outperformed the NLP sequential CNNs. Furthermore, the performance improved
when using the Chinese characters instead of the pinyin.
6.3.3.2 Dialogue modeling
For the dialogue modeling task, we tested our Inception-V4-based agent in task 4 of
the bAbI dialogue dataset [221], since it requires knowledge base information when
choosing the replies to the user (e.g., address, phone number). The bAbI dialogue
dataset consists of 1000 training, 1,000 validation and 1,000 test dialogues in the
restaurant booking domain. Each dialogue is divided in four different tasks. Here
we focus on task 4, where the dialogue agent should be able to read entries about
restaurants from a relevant knowledge base and provide the user the requested
information, such as restaurant address or phone number. We note that restaurant
phone numbers and addresses have been delexicalized and replaced by tokens
representing this information. We chose to focus on this task to demonstrate
the increased effectiveness of visual processing of dialogue as opposed to purely
linguistic processing, due to the high number of different lexical tokens. In our
approach the agent needs to correlate the visual pattern of a knowledge base
entry to the relevant request. While in principle this should be easy to achieve
using artificial delexicalized tokens, as in this benchmark task, it would be far
more difficult to do so in the real world, with non-standard sequences of words
(such as restaurant names, addresses etc). However, given the results of the text
classification tasks, we hypothesize that given enough data, our visual approach
can create semantic models that encapsulate such correlations.
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As in text classification, we trained the model with images of dialog text taken
from the bAbI corpus. So the agent learns the expected user utterances and their
corresponding responses on the system side by processing images of in-domain dia-
logue text. The agent learned visual representations of text meaning and structure
both at word-level (implicitly, through the optimization process) and utterance-
level (explicitly, through labeling of correct and incorrect responses given a user
utterance).
Table 6.6: Facebook bAbI Dialogue Task 4
Metrics
Inception-V4
(%)
Memory Networks
w/o Match Type
(%)
Per-response Accuracy 63.3 59.5
Per-dialogue Accuracy 11.4 3.0
Table 6.6 shows the Inception-V4 performance against the MemNets used in [221].
The table shows that, our approach is competitive with MemNets when the latter
does not use match types. Bordes et al. [221] introduced match types to make
their model rely on type information, rather than exact match of word embed-
dings corresponding to words that frequently appear as containing OOV entities
(restaurant name, phone number). This is because it is hard to distinguish between
similar embeddings in a low-dimensional embedding space (e.g., phone numbers)
as they lead to full scores in all metrics. In real life, match types would require a
lexical database to identify every word type which is not realistic.
6.3.4 Conclusions
We presented a proof of concept that natural language processing can be based
on visual features of text. For non-dialogue text, images of text as input to CNN
models can build hierarchical semantic representations which let them detect var-
ious subtleties in language use, irrespective of the language of the input data.
For dialogue text, we showed that CNN models learn both the structure of dis-
course and the implied dialogue pragmatics implicitly contained within the train-
ing data. Although our model is trained in an NUC setting, it could be expanded
as a generative model by using an image-based encoder for dialogue history and
a language-based model for decoding. Crucially, unlike traditional NLP applica-
tions, our approach does not require any preprocessing of natural language data,
such as tokenization, optical character recognition, stemming, or spell checking.
Our method can work using different computer fonts, background colors and can
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be expanded to human handwriting. It can perform NLP tasks on real-word doc-
uments that include tables, bold, underlined and colored text, where traditional
NLP methods, as well as language agnostic models (1D CNN) fail.
Our work is a first step towards expanding the methods for natural language
processing, exploiting recent advances in image recognition and computer vision.
Initial results of this approach are promising for a wide range of NLP tasks, such
as text classification, sentiment analysis, dialogue modeling and natural language
processing.
Chapter 7
Conclusions
7.1 Summary of Contributions
This thesis has studied the task of using machine learning algorithms for human
activity detection in domestic environments, with a particular focus on acoustic
and energy consumption sensors. The human activities vary for each user and
their home environment and we have advanced the research in the cases of exam-
ining different environments using the aforementioned modalities. We have also
investigated an end-to-end system for speech activity detection, as human speech
plays an important role in activity recognition and needs to be separated from the
other environmental sounds. Below is a summary of the contributions made by
this thesis:
• Developed two frameworks for audio-based event detection and examined
the statistical significance of between traditional classifiers and a CNN ar-
chitectures (Section 3.3.1).
• Identified the statistical significance of well-known audio features for the
problem of audio-based event detection in a kitchen environment, in the
presence of background noise (Section 3.3.2).
• Demonstrated the effect of the duration of the signal segment used for classi-
fication on recognition accuracy. Decreasing the segment duration decreases
the response time of the system but may harm its recognition accuracy. At
the same time, increased duration can lead to increased co-occurrence of
multiple events within the same sound segment (Section 3.3.3).
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• Investigated the SNR and the distance between the microphone and how
does the audio source affect the recognition accuracy in a new environment
(i.e., one which was not used to train the classifier) (Sections 3.3.4 and 3.3.5).
• Proposed an end-to-end 1D CRNN and a 2D CRNN, using spectrogram
images as input, for speech/non-speech activity detection. In both systems,
we calculated convolutions of 10 ms windows (80 samples) average to correct
speech predictions ranging from 0.01 to 0.5 s (Chapter 4)
• Presented a framework for unobtrusive human activity context inference,
based on energy consumption rate from selected appliances and using a de-
cision engine based on operation of the appliances (Chapter 5).
• Investigated the performance of CNN extracted features. The experiments
focused on comparison of automatically extracted and HCF for activity
recognition. In particular, the audio signal, accelerometer and gyroscope
data have been investigated. Moreover, the effect of important parameters
has been evaluated, namely the number of convolutional layers, and the
kernel size used for the convolution (Section 6.2) .
• Presented a proof of concept that natural language processing can be based
on visual features of text. For non-dialog text, images of text as input to
CNN models can build hierarchical semantic representations which let them
detect various subtleties in language use, irrespective of the language of the
input data. For dialogue text, we showed that CNN models learn both
the structure of discourse and the implied dialogue pragmatics implicitly
contained within the training data. This work was inspired by building
an end-to-end dialogue assistant in a domestic environment. The audio was
transformed to STFT spectrogram images and the recognized event from the
audio-based framework was transformed from a text to an image. The two
images were trained using the same network and this lead to the reduction of
number of trainable parameters as well as training time per epoch (Section
6.3).
7.2 Limitations of this Work
Despite obtaining promising results for most of the problems studied in this thesis
there are still some limitations of this work. These include:
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• The inability of audio-based event detection systems to distinguish between
overlapping events. Since only one acoustic sensor was used, only the loudest
event was identified. For instance, when the microphone was placed 6 m away
from the mixer and at the same time 3 m away from the kitchen faucet, the
systems were able to correctly classify only the activity of the mixer, since the
sound of the mixer masked entirely the sound of the running tap water. The
same limitation applies to multiple people doing multiple activities (multi-
label scenario).
• Training the proposed audio networks requires a powerful desktop PC. When
deploying the system on a single board computer, one has to stream data to
the desktop server in order to initiate the training. Therefore, for the final
solution the network has to be optimized so the training can run on device
(e.g., single board computer) and avoid the client/server application.
• Activities that are not related to electrical appliances, such as sleeping and
taking a shower. A single modality for human activity recognition based on
the active power consumption is not sufficient for those cases. Therefore, a
combination of other modalities (e.g., audio) is needed.
• Deployment infrastructure of the energy-based activity inference method.
When analyzing many appliances in a home environment, one would require
to setup a smart meter on every appliance and an MQTT broker for commu-
nication. This could cause data communication problems between the broker
and the database, especially when capturing data every minute, resulting in
a sparsity matrix from the missing data
• Answering the question whether the SAD system could generalize by sep-
arating speech coming from the speakers of the television and live speech
in an indoor environment. The proposed framework has been trained with
background noise coming from specific audio sources and would be prone to
any similar sounds from other audio sources (e.g., sound of cicadas can be
confused with the running water from a faucet).
• The ability of the 2D CNNs on natural language understanding when varying
the size of the input image. Currently the system expects a specific image
size in pixels and only certain words can fit in it. Furthermore, it can only
work with computer fonts and not human alphabet ones.
• Testing the human activity detection framework, using the audio modality,
on a new real-world dataset that has not been included in the training.
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7.3 Open Issues and Future Work
Although the problem of single audio-based event detection was researched, ro-
bust polyphonic event detection in different environments remains an open prob-
lem. Various room effects (e.g., reverberation and echo) can affect the recognition
accuracy of a developed system. Although many solutions have been proposed,
future work could focus on reinforcement learning techniques that can penalize
the false positives and false negatives when detecting the starting time of an audio
event.
Additionally, public audio datasets are increasing in number and in size (big data).
Manually labeling them, in order to obtain the ground-truth, can be a tedious task,
since the labels are prone to human error but also expensive when professionals are
called to label the sounds. Specifically in the case of environmental sounds where
there are many similarities in the case of a water boiling sound and the sound
of a coffee pot that can be related to cooking and preparing coffee, respectively.
Regarding this problem, unsupervised algorithms (e.g., autoencoders) have been
proposed to use the latent space that is “learnt” from the network for clustering
the audio event. A possible extension to these unsupervised methods could be a
deep hierarchical variational autoencoder, which uses a mixture of discrete and
continuous distributions to learn to effectively separate the different data mani-
folds and would be trainable end-to-end. This method could work for real-world
datasets with significant class imbalance, where we the discriminative capabilities
of a purely unsupervised framework.
Regarding an energy-based event detection system, one of the important challenges
is to test the system in a new “untrained” home environment, where appliances
such as the fridge, dishwasher and washing machine will have a different profile of
power consumption. Additionally, our work assumed that the dataset was seam-
lessly disaggregated. This is not realistic for most domestic environments, meaning
that one cannot disaggregate from the main power consumption appliances such
as a laptop or a desk lamp, but rather focus on appliances that consume more
power (e.g., oven and microwave). Therefore, there is a strong need of accurate
disaggregation that can work robustly in different domestic environments. A pos-
sible solution to improve the performance of disaggregation algorithms is by using
spectrogram images, of the active power consumption, as input to 2D CNN de-
noising autoencoders, since the 2D CNNs can identify strong patterns in the time
and frequency domains.
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For the problem of SAD, developing algorithms that are robust in recognition
accuracy in both quiet and noisy environments and are able to generalize well
under unseen environments remains an unsolved problem. In a multi-condition
environment, such as the Apollo-11 dataset, single channels have different SNRs.
Therefore, in this supervised problem, a possible solution to improve the proposed
algorithm is to apply the 2D CRNN to each channel and average the scores. Ad-
ditionally, pseudo-labeling, test time shift augmentation techniques and varying
the signal length can significantly affect the performance of the SAD system.
Generalization of a developed neural network architecture is a broad open problem
for all the modalities that were researched in this thesis. Particularly, the image-
based text classification using 2D CNNs can work well with computer fonts but
has not been tested with human fonts. Similarly in the case of using IMU and
audio sensors for human activity inference, a particular network architecture can
work well for one or two datasets. The problem of generalization could be solve
by using advanced deep neural networks, however, this would make the system
impossible to be deployed in a mobile device. Another solution could be to focus
on pre-trained models that could be used simply to initialize the weights, perform
ensemble of different architectures either by majority voting or fuse the layers
earlier before the fully connected layer.
7.4 Concluding Remarks
This thesis presented the use of machine and deep learning algorithms for human
activity recognition in indoor environments. We specifically focused on audio
sensors and the single event detection in an indoor environment. The study of the
effect of audio features and classifiers can be used by researchers and practitioners
in their task of selecting the most suitable features for their classifier.
Speech is a very common part of the every day life. Separating the speech sound
signals from the other sound sources is important, especially for home assistant
devices (e.g., Amazon Alexa, Google Home), since it can contain sensitive in-
formation for each user. We believe that we advanced the research in the field of
speech activity detection by focusing on the post-processing of an audio signal and
not the neural network architecture itself. Even though there is a great interest
in complex deep neural networks that can achieve the highest possible accuracy,
with very simple post-processing steps (e.g., convolutions with ones to act as a
high-pass filter), we can still increase the recognition accuracy.
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Using smart power consumption meters, the activity of a user in a home environ-
ment can be inferred using traditional machine learning classifiers with one type of
feature vector (active power consumption) and showed that we should not always
focus on deep neural network architectures.
Since most of the CNN architectures are considered as “black-boxes”, simple CNN
architectures were investigated in order to identify a criterion of selection of num-
ber of kernels and filter sizes for particular datasets.
Finally, this research approached two NLP tasks from a different perspective than
what is common in the literature (e.g., 1D CNNs, word-embedding with attention
RNNs) and showed that we can outperform state-of-the-art architectures in Latin
and non-Latin alphabets.
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