We analyze, implement, and evaluate a distributionsensitive point location algorithm based on the classical Jump & Walk, called Keep, Jump, & Walk. For a batch of query points, the main idea is to use previous queries to improve the current one. In practice, Keep, Jump, & Walk is actually a very competitive method to locate points in a triangulation. Regarding point location in a Delaunay triangulation, we show how the Delaunay hierarchy can be used to answer, under some hypotheses, a query q with a O(log #(pq)) randomized expected complexity, where p is a previously located query and #(s) indicates the number of simplices crossed by the line segment s. The Delaunay hierarchy has O(n log n) time complexity and O(n) memory complexity in the plane, and under certain realistic hypotheses these complexities generalize to any finite dimension. Finally, we combine the good distribution-sensitive behavior of Keep, Jump, & Walk, and the good complexity of the Delaunay hierarchy, into a novel point location algorithm called Keep, Jump, & Climb. To the best of our knowledge, Keep, Jump, & Climb is the first practical distributionsensitive algorithm that works both in theory and in practice for Delaunay triangulations.
Introduction
Point location in spatial subdivision is a classical problem in computational geometry [20] . Given a query point q and a partition of the d-dimensional space in regions, the problem is to retrieve the region containing q. This paper addresses the special case where the spatial subdivision is a simplicial complex, also called triangulation.
In two dimensions, locating a point has been solved in optimal O(n) space and O(log n) worst-case query time a quarter of a century ago by Kirkpatrick's hierarchy [28] . In three dimensions, optimal point location remains an open problem [11] . While O(log n) is the best worst-case query time one can guarantee, it * Supported by ANR Project Triangles ANR-07-BLAN-0319 and Région PACA.
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turns out that it is still possible to improve the query time in the average case when successive queries have some spatial coherence. For instance, spatial coherence occurs (i) when the queries follow some specific path inside a region, (ii) when a method (e.g., the Poisson surface reconstruction [26, 7] ) uses point dichotomy to find the solution to some equation, or (iii) in geographic information systems, where the data base contains some huge geographic area, while the queries lie in some small region of interest. During the last twentyfive years, computational geometers borrowed from the classical one-dimensional framework [29, 23] , two ways to take the spatial coherence into account in point location algorithms: (i) using the entropy of the query distribution [2, 24] , and (ii) designing algorithms that have a self-adapting capability, i.e. algorithms that are distribution-sensitive [25, 12] .
Entropy. Entropy-based point location assumes that a distribution on the set of queries is known. There are some well-known entropy-based point location data structures in two dimensions. Arya et al. [2] or Iacono [24] , both achieve a query time proportional to the entropy of that distribution, linear space, and O(n log n) preprocessing time. Those algorithms are asymptotically optimal [30] . However, in many applications the distribution is unknown. Moreover, the distribution of query points can deliberately change over time. Still, it is possible to have a better complexity than the worstcase optimal if queries are very close to each other.
Distribution-sensitiveness. A point location algorithm that adapts to the distribution of the query is called a distribution-sensitive point location algorithm. A few distribution-sensitive point location algorithms in the plane exist: Iacono and Langerman [25] and Demaine et al. [12] . Both achieve a query time that is logarithmic in terms of the distance between two successive queries for some special distances. However the space required is above linear, and preprocessing time is above O(n log n).
Walk. Despite the good theoretical query time of the point location algorithms above, alternative algorithms using simpler data structures are still used by practitioners. Amongst these algorithms, walking from a simplex to another using the neighborhood relationships between simplices, is a straightforward algorithm which does not need any additional data structure besides the triangulation [14] . Walking performs well in practice for Delaunay triangulations, but has a nonoptimal complexity [15] .
Building on walk. Building on the simplicity of the walk, both the Jump & Walk [31] and the Delaunay hierarchy [13] improve the complexity while retaining the simplicity of the data structure. The main idea of these two structures is to find a good starting point for the walk to reduce the number of visited simplices. In particular, the Delaunay hierarchy guarantees a randomized expected O(log n) worst-case query time for any Delaunay triangulation in the plane. Furthermore, these methods based on walking extend well for any finite dimension [13, 16] , which is not true for the aforementioned optimal algorithms. Under some realistic hypotheses, the Delaunay hierarchy guarantees a randomized expected O(log n) worst-case query time even for Delaunay triangulations in the d-dimensional space. Delaunay hierarchy is currently implemented as the Fast location policy of the Computational Geometry Algorithms Library [7, 36, 32] 
(Cgal).
Contribution. In this paper, we propose several new ideas to improve point location in practice. Under some hypotheses verified by "real point sets", we also obtain interesting theoretical analysis.
In Section 3, we introduce the Distribution Condition: A region C of a triangulation T satisfies this condition if the expected cost of walking in T along a segment inside C is in the worst case proportional to the length of this segment. In Section 6.1, we provide experimental evidence that some realistic triangulations verify the Distribution Condition for the whole region inside their convex hull.
In Section 4, we relate this condition to the length of the arcs of a greedy spanning tree embedded in R d , and we revisit Jump & Walk so as to make it distribution-sensitive; the modification is called Keep, Jump, & Walk. In a different setting, Haran and Halperin verified experimentally [22] that similar ideas in the plane gives interesting running time in practice. In Section 4.4 we give theoretical guarantees that, under some conditions, the expected amortized complexity of Keep, Jump, & Walk is the same as the expected complexity of the classical Jump & Walk. In Section 6.2, experiments show that Keep, Jump, & Walk, has an improved performance compared to the classical Jump & Walk in 3D as well. Despite its simplicity, it is a competitive method to locate points in a triangulation.
In Section 5, we show that climbing the Delaunay hierarchy can be used to answer a query q in O(log #(pq)) randomized expected complexity, where p is a point with a known location and #(s) indicates the expected number of simplices crossed by the line segment s. Climbing instead of walking makes Keep, Jump, & Walk becomes Keep, Jump, & Climb, which appears to take the best of all methods both in theory and in practice. Table 1 gives a succinct summary of previous works and our contributions. First, let us define the visibility graph VG(T , q) of a triangulation T of n points in dimension d and a query point q. VG(T , q) (or simply VG when there is no ambiguity) is a directed graph (V, E), where V is the set of d-simplices of T , and a pair of simplices (σ i , σ j ) belongs to the set of arcs E if σ i and σ j are adjacent in T and the supporting hyperplane of their common facet separates the interior of σ i from q; see Figure 1 . When two simplices σ i and σ j are such that (σ i , σ j ) ∈ E, we say that σ j is a successor of σ i . Now, a visibility walk consists in repeatedly walking from a simplex σ i to one of its successor in VG until the simplex containing q is found; a walking strategy describes how this successor is chosen.
The following two walking strategies are considered in this work: (i) the straight walk is a visibility walk where each visited simplex intersects the segment pq; and (ii) the stochastic walk is a visibility walk where the next visited simplex, from a simplex σ, is randomly chosen amongst the successors of σ in VG.
The straight walk has a worst-case complexity lin- ear in the number of simplices [33] . If T is the Delaunay triangulation of points evenly distributed in some finite convex domain and s is not close to the domain boundary, the expected number of simplices stabbed by a segment s is O( s · n 1/d ) [21, 6, 15, 5] . Current results on the complexity of the stochastic walk are weaker: It is known that the stochastic walk finishes with probability 1 [14] , though it may visit an exponential number of simplices (even in R 2 ). In the case of Delaunay triangulations, the complexity improves to become linear in the number of simplices. For evenly distributed points, the O( s · n 1/d ) complexity is also conjectured for stochastic walk, but remains unproved. In practice, stochastic walk answers point location queries faster than the straight walk [14] and it is the current choice of Cgal for the walking strategy [36, 32] , in both dimensions 2 and 3.
In this paper, we use the straight walk for the theoretical analysis (Sections 4 and 5), and the stochastic walk for experiments (Section 6). 
To analyze the complexity of the straight walk and derived strategies for point location, we need some hypotheses claiming that the behavior of a walk in a given region C of the triangulation is as follows.
Distribution Condition. Given a triangulation scheme (such as Delaunay, Regular, . . .), and a distribution of points with compact sup-
For a triangulation T of n points following the given distribution and built upon the given triangulation scheme, the Distribution Condition is verified if there exists a constant κ ∈ R, and a function F : N → R, such that for a segment s ⊆ C, the expected number of simplices of T intersected by s, averaging on the choice of the sites in the distribution, is less than κ · s · F(n) + 1.
One known case where the Distribution Condition is verified is the Delaunay triangulations of points following the Poisson distribution in dimension d, where
for any region C; see Figure 2 -left. We believe that the distribution condition generalizes to other kinds of triangulation schemes and other kinds of distributions. An interesting case seems to be the Delaunay triangulation of points lying on some manifold of dimension δ embedded in dimension d. We claim that the relevant dimension is in fact the one of the manifold (see Figure 2 -right), this claim is supported by our experiments (Section 6.1) and stated in the following conjecture:
Conjecture 3.1. The Delaunay triangulations in dimension d of n points evenly distributed on a bounded manifold Π of dimension δ, verify the Distribution Condition inside the convex hull of Π, with F(n) = O(n 1/δ ). then a walk in T is performed from that vertex. The usual analysis of Jump & Walk makes the hypothesis that T is the Delaunay triangulation of points evenly distributed.
Jump & Walk Revisited. The classical
Jump & Walk strategy [31, 16] uses a set of k landmarks randomly chosen in the vertices of T ; a query is located by walking from the closest landmark. To ensure adaptation to the query distribution instead of using vertices of T as landmarks, we keep previous queries as landmarks. Then, we have several possibilities: (i) we can use k queries chosen at random in previous queries;
(ii) we can use the k last queries for the set of landmarks; and (iii) we can keep all the queries as landmarks, and regularly clear the landmarks set after a batch of k queries. For any rule to construct the set of landmarks, the time to process a query q splits in: -Keep: the time K(k) for updating the set of landmarks if needed, -Jump: the time J(k) for finding the closest landmark l q , and -Walk: the time W (k) to walk from l q to q.
This modification performs surprisingly well in practice, experimental results for method (ii) are provided in Section 6.2. We also ensure that, under the Distribution Condition, the expected amortized complexity of Keep, Jump, & Walk is the same as the expected complexity of the classical Jump & Walk. In order to achieve such a result, we relate the Distribution Condition with the length of a greedy spanning tree embedded in the space. Analyses in what follows consider the straight walk as the walk strategy.
Location
Tree. Let S = {q 1 , q 2 , . . . , q k } be a sequence of queries. For a new query, the walk has to start from a point whose location is already known, i.e. a point inside a simplex visited during a previous walk. Thus the k segments s i , 1 ≤ i ≤ k, formed by (i) the starting point of the i-th walk toward q i , and (ii) q i itself, must be connected. Therefore the graph E formed by these line segments s i is a tree spanning the query points; we call such a tree the Location Tree, and its length is given by E = e∈E e .
Each variation of the algorithm produces such a Location Tree. In particular, the Location Tree produced by Keep, Jump, & Walk with k landmarks, for the input sequence S, is the spanning tree T k described below. We build incrementally a sequence of trees T i for S i = {q j ∈ S, j ≤ i} with T 1 = {q 1 } and T i = T i−1 ∪{q i q j }, such that q i q j has the shortest length for any 1 ≤ j < i. T k is called the Euclidean minimum insertion tree, and is denoted by EM IT (S). Steele [34] proved that, in the d-dimensional space, the asymptotic
The constant γ d looks big, but it is indeed very pessimistic. Theorem 4.2 gives a better constant for queries evenly distributed inside the unit ball.
Theorem 4.2. Let S be a sequence of k query points uniformly independent and identically distributed in the unit ball, then the expected value of EM IT (S) is
The proof is a direct consequence of the following theorem.
Theorem 4.3. ( [9] , for α = 1) Let S be a sequence of query points uniformly i.i.d in the unit ball, denoted by B unit , then the expected length of the k-th edge of EM IT (S) is such that 
with as small as we want.
4.4 Complexity. The Distribution Condition ensures the relationship between the cost of locating points and the proximity between points. Let T be a triangulation of n points following some distribution with compact support in R d , if the distribution condition is verified for a region C in the convex hull of T , the expected cost of locating in T a finite sequence S of k query points lying in C is at most to construct Delaunay triangulation for points on a hypersurface, and not O(n 1/(d+1) ) as for random points in the space. In particular, k should be O(n 3/8 ) in 3D; this is verified experimentally in Section 6.2, and should be applied in surface reconstruction applications. The full paper [8] gives further results we can obtain varying K(k), J(k), and W (k), with the Distribution Condition.
Climbing Up in the Delaunay Hierarchy
In this section, we show how the Delaunay hierarchy can be made distribution-sensitive under some hypotheses. Assume T is a Delaunay triangulation, then classical use of the Delaunay hierarchy provides a logarithmic cost in the total size of T to locate a point. The cost we reach here is logarithmic in the number of vertices of T in between the starting point and the query. Given a set of n points P in the space, we assume that the expected size of the Delaunay triangulation of a random sample of size r of P has linear size. The hypothesis always holds in 2D, and is proved in several other situations: points randomly distributed in space [17] or on a hypersurface [19, 3, 4, 1] . The Delaunay hierarchy [13] constructs random samples P = P 0 ⊇ P 1 ⊇ P 2 ⊇ . . . ⊇ P h such that P rob(p ∈ P i+1 | p ∈ P i ) = 1/α for some constant α > 1. The h + 1 Delaunay triangulations D i of P i are computed and the hierarchy is used to find the nearest neighbor of a query q by walking at one level i from the nearest neighbor of q at the level i + 1. It is proven that the expected cost of walking at one level is O(α) and since the expected number of levels is log α n, we obtain a logarithmic expected time to descend the hierarchy for point location.
If a good starting vertex v = v 0 in D 0 is known, the Delaunay hierarchy can be used in another way: From v 0 a walk starts in D 0 visiting simplices crossed by segment v 0 q; the walk is stopped, either if the simplex containing q is found, or if a simplex having a vertex v 1 belonging to the sample P 1 is found. If the walk stops because v 1 is found, then a new walk in D 1 starts at v 1 along segment v 1 q. This process continues recursively up to the level l, where a simplex of D l that contains q is found; see Figure 4 . Finally, the hierarchy is descended as in the usual point location. Theorem 5.1 bounds the complexity of this procedure.
Theorem 5.1. Given a set of n points P, and a convex region C ⊆ CH(P), such that the Delaunay triangulation of a random sample of size r of P (i) has expected size O(r), (ii) satisfies the Distribution Condition in C with F(r) = O(r β ) for some constant β, then the expected cost of climbing and descending the Delaunay hierarchy from a vertex v to a query point q, both lying in C, is O(log w), where w is the expected cost of the walk from v to q in D the Delaunay triangulation of P. Proof. Climbing one level. Since the probability that any vertex of D i belongs to D i+1 is 1/α, and that each time a new simplex is visited during the walk a new vertex is discovered, the expected number of visited simplices before the detection of a vertex that belongs to D i+1 is at most 1 + 
, the expected number of levels that we climb before descending is less than l = (log w 0 )/β, since we have
(where the big O have been omitted). Then, at level l the walk takes constant time.
Please remind that in Section 4, we keep landmarks in order to improve the classical walking algorithm, which leads to Keep, Jump, & Walk. Now, it is natural to improve the climbing algorithm described above by adding landmarks in D 0 as well, and starting the climbing procedure from a good landmark. Since the complexity of climbing is O(log w), to balance the different costs, the number of considered landmarks has also to be O(log w). More exactly, we look at landmarks till the number of seen landmarks is smaller than the expected cost of climbing and walking from the best landmark we have seen. Using the hypotheses in Theorem 5.1, this cost is given by log w = O(log(κ · F(n) · pq + 1)) = O(log(n pq )); neither F(n) nor the constant in the big O need to be known to ensure such a complexity. This approach is evaluated experimentally in the next section.
Experiments
Experiments have been realized on synthetic and realistic models (scaled to fit in the unit cube). The scanned models used here: Galaad, Pooran's Hand, and Turtle are taken from the Aim@shape repository; see Figure 5 . The hardware used for the experiments described in the sequel, is a MacBook Pro 3,1 equipped with an 2.6 GHz Intel Core 2 processor and 2 GB of We consider data sets in 3D described in Table 2 .
uniform cube Points evenly distributed in the unit cube. anisotropic cube Points distributed in a cube with a ρ = x 2 density. ellipsoid Points evenly distributed on the surface of an ellipsoid; the lengths of the ellipsoid axes are 1/3, 2/3, and 1. Galaad, They are data sets Pooran's Hand, obtained by scanning a 3D and Turtle model of a physical object. Files of different sizes, smaller than the original model are obtained by taking random samples of the main file with the desired number of points. Twodimensional experiments are not reported in this abstract; they can be found in [8] .
6.1 Distribution Condition. Our first set of experiments is an experimental verification of the Distribution Condition. We compute the Delaunay triangulation of different inputs, either artificial or realistic, with several sizes; for realistic inputs we construct files of is n β , β is given by the slope of above "lines" .
various sizes by taking random samples of the desired size. Figure 6 shows the number of crossed tetrahedra in terms of the length of the walk, for various randomly chosen walks in the triangulation. A linear behavior with some dispersion is shown. Though, from this experiment, the walks that deviates significantly from the average behavior are more likely to be faster than slower, which is a good news.
From Figure 6 , the slope of lines best fitting these point clouds give an estimation of F(n) for a particular n (namely n = 2 20 ). By doing these computations for several n, we draw F(n) in terms of the triangulation size in Figure 7 .
If F(n) is clearly bounded by a polynomial on n, then curves in Figure 7 should lie below some line. Now, from the biggest slope of lines tangent to these different curves, we evaluate the exponent of n. The Copyright © 2011 by SIAM Unauthorized reproduction is prohibited. 
1M points on Galaad
points sampled on an ellipsoid give F(n) ∼ n 0.52 , and on a closed cylinder give F(n) ∼ n 0.51 , which are not far from Conjecture 3.1 that claims F(n) = O(n 1/2 ). The points evenly distributed in a cube give F(n) ∼ n 0.31 , which is not far from F(n) = O(n 1/3 ). For the scanned models, the curves are a bit concave, with a slope always smaller than 0.5; the Conjecture 3.1 is also verified in these cases, since the Distribution Condition claims only an upper bound and not an exact value for the number of visited tetrahedra. 1 For the later, we use a number of log n landmarks.
2
We consider the following experiment scenarios.
Scenario I -This scenario is designed to show how the proximity of queries relates to the point location algorithms performance. Let M be a scanned model with 2 20 vertices inside the unit cube, we first define S i , for i = 0, . . . , 20, the 2 i vertices of M closest to the 1 All these point location strategies are also implemented in a javascript demo available at [10] . 2 The technique described in Section 5 to optimize the number of landmarks is not justified when the maximal number of landmarks log n is small enough. For our models of 2 20 points we explore systematically 20 landmarks. cube center. When i is large (resp. small), points are distributed in a large (resp. small) region on M. Then, we form the sequence A i of 2 20 points by taking 2 20 times a random point from S i (repetitions are allowed) and slightly perturbing these points. The perturbation actually removes duplicates and ensure that most of the queries are strictly inside a Delaunay tetrahedron and thus prevent many filter failures. Figure 8 -up shows the computation times for point location and different strategies in function of i. Scenario II -This scenario is designed to show how the spatial coherence of queries relates with the point location algorithms performance.
Imagine a scenario where N random walkers w 0 , w 1 , . . . w N −1 , are walking simultaneously with the same speed inside the convex hull of M, and at each step, queries are issued for each walker position. Each random walker starts at different positions. For any walker, one step consists of a displacement of length 0.01 in one of the following directions selected at random: (±1, 0, 0), (0, ±1, 0), (0, 0, ±1). In Figure 8 -bottom, we compute the time to complete all 2 20 queries generated by 1 to 20 random walkers, for different strategies. One single walker means a very strong spatial coherence. Conversely, several walkers mean a weaker spatial coherence.
The walk strategy used in the experiments is the stochastic walk. To guarantee honest comparisons, we use the same stochastic walk implementation for all the experiments: the stochastic walk implemented in Cgal [36, 32] .
From Scenario I. Strong Locality. Consider a set of 2 20 query points sampled inside a cube with edge size l = 1 × 10 −3 , . . . , 100 × 10 −3 , and centered at the center of the unit cube; Figure 9 shows the average number of visited tetrahedra per query point for various strategies. When the locality is extremely strong both lastpoint and Keep, Jump, & Walk visit less then 10 tetrahedra per query point in average; however since Keep, Jump, & Walk has to check for the closest landmark amongst the set of landmarks, the last-point strategy is the best one in this situation. When the cube edge size is bigger than 0.01, then Figure 9 -bottom shows a rapidly degradation of the last-point strategy performance; the last-point strategy should not be used when there is no a priori knowledge on the query distribution. When the locality is strong and data sets are not huge, strategies based on the Delaunay hierarchy visits more tetrahedra than Keep The exactness of the walk is certified by exact computations, which are classically accelerated with arithmetic filtering. To speed-up the walking procedure even more, we can use a filtering scheme called structural filtering, proposed by Funke et al. [18] , which works at a higher level than the classical arithmetic filtering scheme. It is based on the relaxation of the exactness of the predicates; see Figure 10 .
More precisely, the correctness of the visibility walk relies on the exactness of the orientation predicates. The filtering mechanism accelerates the exact computation of the orientation predicate, but it remains slower than a direct evaluation with floating-point numbers without certification of the sign. Structural filtering extends this classical filtering mechanism to a higher level. Instead of certifying exactness at each orientation predicate, the process just certifies that the returned simplex contains the query. Since a walk is mostly dependent on the performance of the orientation predicate, using a cheaper predicate will improve the whole performance of the walk. Therefore, a two-phases exact algorithm can be designed:
• The first phase, called the relaxation phase, consists in running the visibility walk algorithm with an uncertified orientation predicate. This phase either terminates in some simplex and returns that simplex, or visits a number of simplices above some threshold and then returns the current simplex. This threshold mechanism avoids a possible non-termination of the relaxation phase. In any case, this phase returns a simplex (hopefully) not too far from the solution; see Figure 10 .
• The second phase consists in running the visibility walk algorithm with a certified orientation predicate starting at the simplex returned by the relaxation phase, until the solution is found. We will call this phase the certification phase; see Figure 10 .
Point locations described in this work are compatible with such optimization, and we obtained around 20% speed-up; see Figure 11 . Structural filtering for point location in triangulations is implemented in Cgal 3.8.
Conclusion
In this work, we analyzed, implemented, and evaluated methods that improve the performance of point location in triangulation when queries have some spatial coherence; we believe that these methods are good candidates for inclusion in the Cgal library [32, 36] .
Before starting this work, our best method for point location in triangulations was descending the Delaunay hierarchy. Such a method handles 1M queries in a 1M points triangulation in about 15 seconds for various scenarios. We have proposed Keep, Jump, & Climb, a new way of using the Delaunay hierarchy, which can be even faster than the classical descent: For a reasonable amount of spatial coherence of the queries, running Copyright © 2011 by SIAM time are improved by a factor 2. (In Figure 8 -bottom, the running times can be as low as 6s depending on the query coherence; this should be contrasted with the classical Delaunay hierarchy, which achieves around 15s.) Our methods are compatible with the structural filtering technique, which allows to ensure robustness to numerical issues in a cheaper way than usual arithmetic filtering of the predicates. By using such filtering scheme, we improved running times by an additional 20%.
One of our main tools in the theoretical analysis of our work is the introduction of the Distribution Condition that relates the expected number of tetrahedra intersected by a line segment with its length. The Distribution Condition allows us to analyze algorithms in a more general context than Delaunay triangulation of evenly distributed points.
For example, we can derive from our work that the best size of sample for Keep, Jump, & Walk, when the data points lie on a surface, is n 3/8 and not the usual n 1/4 . Furthermore, our experiments show that the Distribution Condition seems to hold in realistic cases.
From a theoretical point of view, climbing the Delaunay hierarchy provides a solution to the problem of distribution-sensitive point location, which is much simpler and faster than previous data structures [25, 12] , but requires some reasonable hypotheses on the point set.
As a final remark, we emphasize the dichotomy between the straight and stochastic walk. The straight walk is used in theoretical analysis for simplicity and usage of previous results, while the visibility walk is used in practice since it is faster and easier to implement; an interesting research direction is to get a better theoretical basis for the use of the stochastic walk.
