Distribución de la estadística de prueba de compatibilidad en la predicción ex-post de series temporales multivariadas by Martínez Buendía, Juan Miguel
Distribución de la estad́ıstica de
prueba de compatibilidad en la
predicción ex-post de series
temporales multivariadas
Juan Miguel Mart́ınez Buend́ıa
Universidad Nacional de Colombia




Distribución de la estad́ıstica de
prueba de compatibilidad en la
predicción ex-post de series
temporales multivariadas
Juan Miguel Mart́ınez Buend́ıa
Tesis presentada como requisito parcial para optar al t́ıtulo de:
Magister en Ciencias Estad́ıstica
Director:
Fabio Humberto Nieto Sánchez
Ph. D.
Universidad Nacional de Colombia




Dedicado A: Amalia Camila, un motorcito de 105cm de alto y 14.5Kg de pe-
so con la fuerza necesaria para impulsarme a hacer lo que que debo hacer...
Al ya no tan pequeño Jaime, a Mary y al
pequeño Juanse, quienes están recorriendo el
camino. Espero que la poca luz que emiten
mis aciertos sean su gúıa para que intenten
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Para desagregar series temporales multivariadas, Nieto (2007) propone una metodoloǵıa de
predicción ex-post. Esta metodoloǵıa utiliza un proceso auxiliar con información disponible
en peŕıodos de alta frecuencia y que se supone relacionado con el proceso de interés. La com-
patibilidad entre los procesos auxiliar y de interés, determina el éxito de la predicción, y es
verificada a través de varias pruebas individuales de no correlación entre las series marginales
de dos procesos multivariados de residuales. Se diseñó una prueba de hipótesis conjunta, con
enfoque multivariado, para verificar compatibilidad en el marco de predicción ex-post. Se
propusieron dos estad́ısticas de prueba tipo pormanteau (LB y PR) que extienden, al caso
multivariado, las estad́ısticas de Ljung y Box (1978) y Peña y Rodŕıguez (2002), respecti-
vamente. Se analizó para cada estad́ıstica, v́ıa simulación, su distribución emṕırica bajo la
hipótesis de no correlación cruzada y la potencia de la prueba de compatibilidad. Se simula-
ron 10000 realizaciones de las estad́ısticas en cada uno de 150 escenarios. Debido a que no se
ajustaron a ninguna distribución común, se recomienda el uso de la técnica de Bootstrapping
para obtener sus distribuciones emṕıricas. La prueba de compatibilidad realizada con LB, en
el marco de predicción ex-post, demostró ser más potente que la realizada con PR bajo las
mismas condiciones. Los resultados sugieren que la compatibilidad puede ser verificada con
la prueba de hipótesis diseñada utilizando LB, manteniendo el nivel de significancia nominal
desde el enfoque conjunto, considerando las posibles relaciones entre las series marginales de
los procesos de residuales y liberando carga computacional.
Palabras clave: Series temporales multivariadas; Predicción ex-post ; Prueba de compatibi-
lidad.
Abstract
To disaggregate multivariate time series, Nieto (2007) proposes an ex-post prediction met-
hodology, this methodology uses an auxiliary process with available information in high-
frequency periods and alleged related to the process of interest. Compatibility between
interest and auxiliary processes determines the success of prediction, and this is verified
through non cross-correlation individual tests between the marginal series of two residual
multivariate processes. I designed a joint hypothesis test, with multivariate approach, for
testing compatibility in ex-post prediction framework. I proposed two portmanteau type sta-
tistic tests (LB and PR), that extend to the multivariate case, Ljung-Box statistics (1978)
and Peña-Rodŕıguez statistics (2002), respectively. It was analyzed for each statistic, via
simulation, its empirical distribution under the non cross-correlation hypothesis and the
x
compatibility-test power. 10000 realizations were simulated in 150 scenarios for each one
of the statistics. Because none of them are adjusted to any common distribution, I recom-
mend to use Bootstrapping technique to obtain their empirical distributions. Compatibility
testing, in ex-post prediction framework, made with LB proved to be more powerful than
taken with PR under the same conditions. Results suggest that the compatibility can be
verified with the designed hypothesis test using LB, keeping the nominal significance level
in global approach, considering the possible interrelationships between the marginal series
in the residual processes and freeing computational load.
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1. Introducción
El análisis de algunos fenómenos estocásticos, como por ejemplo, el PIB de un páıs, niveles
de contaminación en acúıferos, niveles de precipitación, entre muchos, en ocasiones deman-
dan observaciones en altas frecuencias, que podŕıan no estar disponibles debido a que los
mecanismos de observación no llevan un registro continuo de su comportamiento. Por tanto,
a menudo solo se tiene a la mano observaciones en frecuencias menores (baja frecuencia).
Nieto (2007) presenta una metodoloǵıa para la predicción de los valores no observados de un
proceso multivariado ({Zt}, principal) en los peŕıodos de alta frecuencia (ex-post), basándo-
se en algunas variables supuestas relacionadas con dicho proceso ({Wt}, proceso auxiliar),
pero que śı son observadas en los peŕıodos de alta frecuencia. Como una extensión al caso
univariado presentado en Nieto (1998), el autor, con el fin de establecer si el proceso auxi-
liar ({Wt}) es compatible con la predicción ex-post del proceso de interés ({Zt}), propone
el contraste de la hipótesis nula: “No existe correlación cruzada entre los procesos {Wt} y
{Xt}”, donde {Zt} = {Wt}+ {Xt} y {Xt} es un proceso multivariado no observable. Dicha
prueba es ejecutada con base en la estad́ıstica Q de Ljung y Box (1978), contrastando k2
pruebas individuales, donde k es la dimensión del vector del proceso {Zt}. Al realizar las
pruebas a través de los procesos marginales en las componentes de los vectores estimados
de residuales de {Wt} y {Xt}, se generan tres inconvenientes que podŕıan superarse: i) Se
ignoran posibles interacciones entre las series marginales. ii) Se aumenta el nivel de signifi-
cancia de la prueba global por efecto del familywise error rate (FWER), cuando aumenta la
dimensión del proceso principal (Westfall y Wolfinger, 1997). iii)El procedimiento es compu-
tacionalmente exigente dada la cantidad de pruebas individuales a realizar en función de la
dimensión del proceso principal. Como solución a estos inconvenientes, Nieto (2007) propuso
(como problema de investigación) el diseño de una estad́ıstica tipo pormanteau, para dar
un enfoque multivariado a la estad́ıstica Q de Ljung y Box que permita el contraste de la
prueba de compatibilidad planteada arriba, a través de una única prueba conjunta en lugar
de k2 pruebas individuales.
La prueba de compatibilidad está basada en un sistema de hipótesis que pretende verificar si
existe o no correlación entre dos series de tiempo multivariadas. Según Roy y Cléroux (1993)
y El Himdi, Roy y Duchesne (2003) la herramienta básica para analizar la relación entre dos
series de tiempo multivariadas es la función matricial de correlaciones cruzadas entre sus
series de residuales. Kedem y Slud (1981) y Duchesne (2007) afirman que la estad́ıstica más
utilizada para probar correlación, autocorrelación y ajuste de un modelo, es la estad́ıstica Q
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de Ljung y Box (1978), la cual fue extendida al caso multivariado por Haugh (1976), Hosking
(1980) y Li y McLeod (1981) a través de tres estad́ısticas tipo pormanteau. Hosking (1981)
además de demostrar que esas tres estad́ısticas eran equivalentes, dedujo una modificación
que exhib́ıa propiedades estad́ısticas superiores, tales como el tamaño y la potencia de la
prueba. En todos los casos se probó que la distribución asintótica de la estad́ıstica, era una
variable Chi-cuadrado cuyos grados de libertad depend́ıan del modelo subyacente. Koch y
Yang (1986) presentan una prueba de independencia a través de los coeficientes de correla-
ción cruzada, pero a diferencia del enfoque de Haugh (1976), consideran posibles patrones en
los coeficientes sucesivos de correlación cruzada, deducen que la prueba implementada ante-
riormente por Haugh es en realidad un caso particular de ésta y que su distribución también
es Chi-cuadrado. Ali (1989) propone nuevas estad́ısticas de prueba para autocorrelación y
aleatoriedad, modificando también la estad́ıstica de Haugh (1976), su más importante aporte
es que logra que estas nuevas estad́ısticas alcancen un buen comportamiento en muestras
relativamente pequeñas y no normales. En general otros autores como, El Himdi, Roy y
Duchesne (2003), Pham, Roy y Cédras (2003), Chen y Deo (2004), Francq y Räıssi (2006),
Halling y Saidi (2007), Katayama (2007) y Boubacar (2009), a partir de la estad́ıstica de
Haugh (1976) aplicada bajo diferentes condiciones de los procesos de interés, desarrollaron
estad́ısticas y métodos para probar no correlación cruzada, se obtuvo en todos los casos que la
distribución exacta o asintótica de las estad́ısticas, correspond́ıa a una variable Chi-cuadrado.
El documento se ha estructurado en seis caṕıtulos de la siguiente manera: En el primer
caṕıtulo se presenta una introducción y se motiva la investigación a abordar; en el segundo
caṕıtulo se exponen los fundamentos teóricos sobre los cuales está basada la metodoloǵıa
desarrollada por Nieto (2007), se enfatiza en los antecedentes del problema de investigación,
su origen y la forma como se integran con la metodoloǵıa de predicción ex-post ; en el tercer
caṕıtulo se proponen dos estad́ısticas de prueba con las cuales se pretende contrastar el
sistema de hipótesis de compatibilidad (no correlación cruzada entre las series de residuales),
se analizan sus caracteŕısticas y propiedades estad́ısticas; en el cuarto caṕıtulo, con la ayuda
de programas de computo se generan artificialmente 10000 realizaciones de los procesos de
interés con tamaños de series N = 160, 320, 2500, 5000, 10000, ordenes autorregresivos
p = 1, 2, 3 y dimensiones k = 2 y k = 3. Para cada caso se estiman las series de residuales
con las que se evalúan las estad́ısticas propuestas en los valores de rezagos r = 1, 2, 3, 4 y
5, se establecen los cuantiles de dichas distribuciones y a través de ellos, la potencia de la
prueba de compatibilidad basada en cada una de las estad́ısticas en mención; en el caṕıtulo
cinco se validan los resultados obtenidos a través de una aplicación con datos reales (PIB
Industrial de Colombia) y por último en el caṕıtulo seis se presentan algunas conclusiones y
recomendaciones derivadas de la investigación.
2. Prerrequisitos teóricos
2.1. Una metodoloǵıa de predicción ex-post
Nieto (2007) desarrolla una metodoloǵıa de predicción ex-post para series de tiempo multi-
variadas considerando modelos estructurales, dicha metodoloǵıa constituye la base teórica
para el desarrollo de la presente investigación y será expuesta sintéticamente a continuación:
Considérense los procesos estocásticos k−dimensionales {Zt = (Z1t, ..., Zkt)′ : t = 0,±1, ...},
{Xt = (X1t, ..., Xkt)′ : t = 0,±1,±2, ...}, {Yi = (Yi1, ..., Yik)′ : i = 1, 2, ...} y {Wt =
(W1t, ...,Wkt)
′ : t = 0,±1,±2, ...}, estos dos últimos observables, pero los dos primeros no.
Sea {Y ct : t = 1, 2, ...} un proceso estocástico univariado observable, sean C1,C2, ...,Cm
matrices reales no nulas tales que Cl = diag(c1l, .., ckl) para l = 1, 2, ...,m y d = (d1, ..., dk)′ ̸=
0 un vector cuyas componentes son números reales. Supongamos ahora, que para todos estos
elementos se tiene
Y ct = d




Ct−m(i−1)Zt, i = 1, 2, ... (2-2)
Zt = Wt +Xt, t = 0, 1, 2, ... (2-3)
{Zt} es el proceso estocástico k−dimensional de interés (principal), el cual es no observable.
{Wt} es el proceso estocástico k − dimensional asociado (auxiliar), el cual es observable.
{Xt} es un proceso estocástico no observable k−dimensional de media 0, que representa la
diferencia entre las observaciones del proceso auxiliar y las realizaciones del proceso principal.
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m es el número de peŕıodos de alta frecuencia (intrapeŕıodos), contenidos en los periodos
de baja frecuencia, para los cuales t = 1, 2, ..., por ejemplo, m = 4 trimestres dentro de ca-
da año,m = 3 meses en un trimestre,m = 4 semanas en un mes óm = 7 d́ıas en una semana.
{Yi} es un vector que en la j-ésima componente contiene el valor observado, al final de cada
peŕıodo de baja frecuencia, de una variable (agregado temporal) que se supone es una combi-
nación lineal de los m valores de la respectiva j-ésima componente (no observada) del vector
{Zt}, j = 1, 2,...,k. El vector {Yi} se observa cuando han transcurrido los m intrapeŕıodos,
es decir, se tiene un valor por cada peŕıodo de baja frecuencia.
Y ct representa el valor observado de una variable (agregado contemporáneo del proceso) que
se supone es una combinación lineal de los valores de las k componentes del vector Zt y se
tiene disponible para cada uno de los peŕıodos de alta frecuencia.
Ahora se plantearan algunas suposiciones sobre estos procesos con el fin de determinar un
predictor óptimo para Zt que pueda ser usado para obtener estimaciones de sus valores en
los peŕıodos de alta frecuencia, los cuales no han sido observados.
1. {Zt} y {Wt} son modelos estructurales de acuerdo con el enfoque de Harvey (1989), lo
cual implica que se pueden escribir de la siguiente manera
Π(B)Zt = Θµt + γt + µ
∗
0 + at (2-4)
Π(B)Wt = Θµt + γt + µ
∗
0 + bt (2-5)
Θ = (Θij) donde Θij = 0 si j > i y Θii = 1, es una matriz de orden k× s de rango completo
de columnas s ≤ k que explica una posible cointegración entre {Zt} y {Wt}. Las anteriores
condiciones sobre Θ garantizan la identificabilidad del modelo (Massimiliano, 1999).
{µt} es un proceso estocástico s− dimensional que representa la componente de tendencia.
{γt} es un proceso estocástico k − dimensional que representa la componente estacional.
µ∗0 = (0
′, µ̄)′ es un vector fijo k − dimensional que representa un intercepto.
{at} y {bt} son dos procesos de ruido blanco con media 0 y matrices de varianzas-covarianzas
Σa y Σb respectivamente, las cuales son además definidas positivas.
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Para el polinomio Π(x) = Ik −π1x− ...−πpxp, donde πi es una matriz de orden k × k con
i = 1, 2, ..., p se cumple que det[Π(x)] ̸= 0 para cualquier x complejo tal que ∥ x ∥≤ 1.
E(atZ
′
t−j) = 0 y E(btW
′
t−j) = 0 para j = 1, 2, ...
2. µt y γt son procesos que se comportan de acuerdo a las siguientes leyes:
µt = µt−1 + βt−1 + ηt, t = 1, 2, ... (2-6)
βt = βt−1 + ζt, t = 1, 2, ... (2-7)
m−1∑
j=0
γt−j = ωt, t = 1, 2, ... (2-8)
(esta última ecuación significa que la longitud de la estacionalidad es m).
{ηt}, {ζt} y {ωt} son procesos estocásticos Gaussianos de ruido blanco y media 0 con ma-




r), Σζ y Σω, respectivamente. Tales procesos
son mutuamente independientes e independientes de {at} y {bt}.
3. Los procesos {bt}, {ηt}, {ζt} y {ωt} son mutuamente independientes de {Xt}. Además,
E[Wsη
′
t] = 0 y E[Wsω
′
t] = 0 para s < t, s, t = 1, 2, ....





′ donde γ′∗l = (γl,−m+2, ...γl,0) para l = 1, ...k, el conjunto de
las condiciones iniciales γ∗, η0 y β0 es mutuamente independiente del conjunto de procesos
{ηt : t ≥ 1}, {ζt : t ≥ 1}, {ωt : t ≥ 1} y {Xt : t ≥ 1}.
5. El proceso {(a′t,b′t,η′t,ω′t)′ : t = 1, 2, ...} es un proceso Gaussiano (3k+s)−dimensional.
Consecuencias de los supuestos
Con las suposiciones hechas hasta ahora sobre los procesos y elementos mencionados se pue-
den deducir las siguientes proposiciones (Nieto, 2007):
Definamos et = Π(B)Xt entonces :
i. at = bt + et
ii. E[WtX
′





t] = 0 para t, j ≥ 1 y t > j




v. E[etes] = 0 para todo t ̸= s
De (v) se puede demostrar, según Nieto (2007) que {et} es un proceso de ruido blanco con
media 0 y {Zt −Wt} es un proceso estacionario V AR(p).
Supongamos ahora, que los procesos {Wt} y {Ytc} han sido observados para mn peŕıodos
de alta frecuencia, y {Yi} ha sido observada para los n peŕıodos de baja frecuencia, es de-




W = (W′1, ...W
′
mn)
′, YT = (Y′1, ...Y
′
n)
′, Yc = (Yc1, . . .Y
c
mn), Y = (Y











′. Es fácil verificar haciendo uso del conocido pro-
ducto Kronecker entre matrices y las ecuaciones (2-1) y (2-2), que el vector Y puede ser


















y C0 = (C1 | ... | Cm). (2-10)
Suponiendo ahora que Zj − Wj = 0 para j = 1 − p, 1 − p + 1, ..., 0, se tiene entonces
Π(Z−W) = e, donde:
Π =

Ik 0 0 · · · · · · 0 0
−π1 Ik 0 · · · · · · 0 0






−πp −πp−1 −πp−2 · · · · · · 0 0
0 −πp −πp−1 · · · · · · Ik 0
0 0 −πp · · · · · · −π1 Ik

.
El predictor lineal óptimo (MPL)






′, en el sentido del error cuadrático medio mı́nimo (ECMM,) basado
en W = (W′1, ...W
′
mn)
′ y Y = (Y′1, ...Y
′
mn)
′ esta dado por
Ẑ = Ẑ0 + A(Y − CẐ0) (2-11)
Donde Ẑ0 es el MPL de Z basado unicamente en W y Y, A = ΨΨ′C′(CΨΨ′C′)+, “ + ”
denotando la inversa generalizada de Moore-Penrose y tomando Ψ = Π−1.
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Sea B = Ψ−1ACΨ, y supongamos que ê = Π(Ẑ −W) = Ψ−1ACΨe = Be, haciendo uso de
esto, no es dif́ıcil deducir que {êt} no es estacionario pero E[êt] = 0.
Observación: El hecho que el proceso {êt} no es estacionario, significa que no reproduce
las caracteŕısticas o el comportamiento del proceso {Xt}, esto se debe a que {êt} no es una
auténtica serie de residuales del proceso {Xt}, sino una estimación de la misma.
Esta metodoloǵıa propuesta por Nieto (2007) fue validada bajo un procedimiento análogo al
utilizado en el caso univariado, por Nieto (1998). Se ejecutan k2 pruebas de hipótesis donde
H0: No existe correlación entre los procesos {bit} y {ejt}, i, j = 1, ..., k. Las mencionadas
pruebas permiten contrastar la hipótesis nula H0: No existe correlación cruzada entre los
procesos {bt = (bit, ..., bkt)′} y {et = (eit, ..., ekt)′}, para la cual, no se toman los valores
auténticos de las series de residuales, sino sus estimaciones dadas por {b̂t} y {ẽt}.
Para obtener {ẽt}, se define ẽ = Π̂Â(Y−CW) análogamente como se definió anteriormente
Z, W y Y y se considera Â = Ψ̂Ψ̂′C′(CΨ̂Ψ̂′C′)+. La estad́ıstica utilizada para contrastar el
sistema de hipótesis es la de Ljung-Box




N− | j |
, ρ̂is(j) =
∑N
t=j+1 (̂bitẽs(t−j) + b̂i(t−j)ẽst)∑N
t=1 b̂itẽst
(2-12)
donde N es la longitud de las series marginales y r es el orden de correlación cruzada entre
{bit} y {est}. El sistema de hipótesis se puede formular aśı, para s, i,= 1, 2, , ..., k y j ∈ Z
H0:ρ̂is(j) = 0
H1:ρ̂is(j) ̸= 0
Nieto (2007) propuso como problema de investigación, el diseño de una estad́ıstica tipo
pormanteau para dar un enfoque multivariado a la estad́ıstica Q de Ljung-Box, antes men-
cionada, que permita el contraste de la hipótesis nula planteada arriba, a través de una única
prueba conjunta, en lugar de k2 pruebas individuales para el caso de predicción ex-post. Esta
estad́ıstica tipo pormanteau ofrece tres ventajas fundamentales sobre la metodoloǵıa de las
pruebas individuales. La primera, es que al ser una única prueba, permite conservar el nivel
de significancia nominal, a diferencia del conjunto de pruebas individuales que por el efectos
del familywise error rate (FWER), desde un punto de vista global, hace que el nivel de
significancia sea mayor (Westfall y Wolfinger, 1997). La segunda ventaja, es que no asume
las pruebas individuales como independientes, tomando en cuenta las posibles interrelaciones
subyacentes entre las componentes de los vectores de residuales. La tercera es que libera no-
tablemente la carga computacional que exigen las k2 pruebas individuales ante la presencia
de vectores de gran dimensión.
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Puesto que la prueba de compatibilidad se va a ejecutar a través de los valores de las series
{b̂t} y {ẽt}, las cuales no son auténticas series de residuales, se desconoce la distribución
de las estad́ısticas de prueba bajo la hipótesis nula, por eso se propone explorar sobre su
distribución y sus propiedades estad́ısticas, v́ıa simulación.
2.2. Desagregación recurrente (Guerrero y Nieto, 1999)
La metodoloǵıa expuesta en Nieto (2007) requiere la construcción de matrices y vectores cu-
yo tamaño depende en forma directa de la dimensión de los procesos, los tamaños de muestra
y el número de intrapeŕıodos, y su aplicación implica una gran carga computacional en los
casos en que estos elementos sean grandes.
Una metodoloǵıa de desagregación óptima, bajo un procedimiento recurrente, presentada en
Nieto y Guerrero (1999), libera la carga computacional y además permite la estimación de
los parámetros con información actualizada a medida que se realiza cada iteración.
A continuación se presenta una breve descripción de los fundamentos teóricos y el algoritmo
que sustentan la metodoloǵıa.






el vector del proceso de interés {Zt} a ser estimado en el






el vector del proceso auxiliar {Wt} correspondiente






el vector de residuales del proceso {Xt = Zt−Wt} en
el peŕıodo τ , donde τ = n + 1, n + 2, ... las restricciones temporales y contemporáneas para
ese peŕıodo son YTτ = C0Zτ y Yτc = (Im ⊗ d
′
)Zτ . Por lo tanto, se puede definir un vector







Zτ = C∗0Zτ . (2-13)
Además, supongamos que E(τ−1)(e
τ | Wτ ) = 0 y E(τ−1)(eτeτ
′ | Wτ ) = Pτ ⊗Σ con Pτ una
matriz de orden m×m definida positiva y E(τ−1)(· | Wτ ) el valor esperado condicional para




−πm(i−1) −πm(i−1)−1 · · · −πm(i−2)+1





−πmi−1 −πmi−2 . . . −πmi−1
 (2-14)
para i = 1, ..., p, −π0 = Ik y πj = 0 si j < 0 ó j > p, Nieto y Guerrero (1999) demuestran
que el MPL de Zτ dados Yτ y W
τ y los valores previos desagregados de {Zt} está dado por
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La aplicación directa de la metodoloǵıa de Nieto (2007) con los tamaños considerados en las
simulaciones, requiere operaciones con matrices cuyos tamaños son tan grandes (hasta de
orden 80000× 80000) que no pueden ser léıdos por las maquinas de computo disponibles.
Con el fin de trabajar con matrices más pequeñas y aliviar la carga computacional en la
implementación de la simulación que nos permitirá explorar la distribución emṕırica de las
estad́ısticas para la prueba de compatibilidad, se implementará el algoritmo de desagregación
recurrente.
3. Prueba de compatibilidad y
estad́ısticas propuestas
3.1. Prueba de compatibilidad
El éxito de la predicción ex-post en peŕıodos de alta frecuencia, para una serie no observa-
da {Zt}, según la metodoloǵıa de Nieto (2007), está sujeto básicamente a dos condiciones
relacionadas con el proceso auxiliar {Wt}. Por un lado, el modelo extráıdo de los datos
observados de {Wt} debe estar correctamente especificado, es decir, debe reproducir co-
rrectamente las caracteŕısticas del proceso. Por otra parte, {Wt} debe contener la máxima
información posible acerca de la dinámica del proceso {Zt}, de tal manera que no sea po-
sible recabar información adicional sobre el comportamiento de {Zt} a través de otro proceso.
La prueba de compatibilidad, en el marco de predicción ex-post, se concentra entonces en
determinar si el proceso {Wt} cumple con las dos condiciones expuestas. Rechazar la com-
patibilidad de {Wt} en la desagregación de {Zt}, significa que existe evidencia de que se hizo
una mala selección del proceso auxiliar, o que el modelo para el mismo ha sido erróneamente
especificado.
El supuesto de que {Zt} = {Wt}+ {Xt} (ecuación (2-3)), significa que la información acer-
ca de {Zt} que no puede ser explicada por {Wt}, es explicada entonces por {Xt}. De esta
manera, la compatibilidad de {Wt} es equivalente a afirmar que no existe ninguna corre-
lación entre el proceso {Wt} y {Xt} ya que este último no aporta significativamente en la
explicación de la dinámica de {Zt}.
Probar la compatibilidad de {Wt} en la predicción de {Zt}, se traduce en una prueba de
no correlación cruzada entre las series {Wt} y {Xt}. El problema de probar no correlación
cruzada entre series temporales ha sido abordado por varios autores y se han propuesto va-
rias estad́ısticas para resolverlo. Por ejemplo, McLeod (1979) analizó la correlación cruzada
entre dos series univariadas de modelos ARMA a través de sus series de residuales, estudió la
distribución asintótica de la correlación cruzada de los residuales, su varianza y covarianza.
Davies, Pate y Petruccelli (1985) obtienen expresiones anaĺıticas para la distribución exacta
de las correlaciones cruzadas en modelos ARMA multivariados.
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Pham, Roy y Cédras (2003) extienden la generalización de la estad́ıstica de Haugh (1976)
hecha por El Himdi y Roy (1997) al caso de modelos ARMA cointegrados (o parcialmente
no estacionarios), demostrando que bajo la hipótesis de no correlación cruzada ésta sigue
asintóticamente una distribución χ2.
El Himdi y Roy (1997) para probar no correlación cruzada entre dos series multivariadas,
proponen dos estad́ısticas basadas en matrices de correlación cruzada que generalizan la es-
tad́ıstica de Haugh (1976) al caso multivariado, una para rezagos particulares y otra tipo
pormanteau que considera los k primeros rezagos. Demuestran que para modelos ARMA,
bajo la hipótesis de no correlación cruzada, esta estad́ıstica sigue una distribución χ2.
Como puede observarse, la mayoŕıa de los trabajos de investigación realizados alrededor de
las pruebas de no correlación cruzada, concluyen que las estad́ısticas se distribuyen según
variables aleatorias χ2, ya sea de forma exacta o asintóticamente. Sin embargo, al realizar la
prueba de no correlación cruzada entre las series {b̂t} y {ẽt} de residuales de {Wt} y {Xt},
respectivamente, no se puede garantizar que la distribución de la estad́ıstica de prueba bajo
la hipótesis nula sea χ2. Esto porque, como ya se hab́ıa dicho, la serie {ẽt} es una serie esti-
mada y no la serie original de residuales de {Xt}. En estas condiciones, debe ser explorada
la distribución emṕırica de las estad́ısticas propuestas, para poder realizar las pruebas de
compatibilidad.
3.2. Generalización de la Estad́ıstica de Ljung y Box (LB)
Una de las dos estad́ısticas que utilizaremos para llevar a cabo la prueba de compatibilidad,
es la generalización de la estad́ıstica de Ljung y Box, la cual es equivalente a la ampliamente
utilizada, estad́ıstica de Haugh (1976) (Hosking, 1981).
Según Francq, Roy y Zaköian (2005) una estad́ıstica tipo pormanteau, basada en las auto-
correlaciones emṕıricas de los residuales de una serie univariada, muy utilizada como herra-
mienta para diagnosticar en modelos ARMA, fue introducida por Box y Pierce (1970). Más
tarde, Ljung y Box (1978) modifican dicha estad́ıstica para obtener más eficiencia y mejor
comportamiento en la ejecución de pruebas de bondad de ajuste con muestras pequeñas
(Hosking, 1980).




ρ̂(h)2 (Box y Pierce), (3-1)
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(Ljung y Box), (3-2)
donde r es un entero positivo fijo, N es la longitud de la serie y ρ̂(h) es el coeficiente de
autocorrelación de los residuales en el rezago h. En ambos casos se demuestra que las es-
tad́ısticas se distribuyen asintóticamente como variables χ2 con r grados de libertad.
Como generalización de la estad́ıstica de Box y Pierce al caso multivariado, Hosking (1980)
propone una estad́ıstica basada en las matrices de autocovarianzas de los residuales que
permite verificar bondad de ajuste en modelos autorregresivos. La estad́ıstica se define aśı
P(r) = N(vecΓ̂)
′








donde vecΓ̂ es la función que construye un vector ubicando una debajo de la otra, todas las
columnas de Γ̂, ⊗ representa el producto Kronecker, Γ̂l es la matriz estimada de autoco-
varianzas de residuales en el rezago l, N es la longitud de la serie y r es un entero positivo fijo.
En el mismo trabajo, con el fin de generalizar la estad́ıstica de Ljung y Box, Hosking modifica






(N − l)−1tr(Γ̂lΓ̂−10 Γ̂lΓ̂−10 ) (3-4)
Hosking demuestra que bajo algunas condiciones P y P
′
se distribuyen como variables χ2
con k2(r − p− q) grados de libertad, donde k es la dimensión del proceso de interés y (p, q)
es el orden del modelo VARMA.
La estad́ıstica P
′
, utilizada para probar bondad de ajuste en modelos VARMA a partir de
las matrices de autocovarianzas de los residuales, será ajustada para definir una de nuestras
estad́ısticas para la prueba de compatibilidad.
Con el fin de probar no correlación entre las series de residuales de dos procesos de dimen-












donde N es el tamaño de la serie, r es un entero positivo, Γ̂12(l) es la matriz de autocova-
rianzas cruzadas en el rezago l entre las series de residuales de los procesos 1 y 2, y Γ̂
−1
ii (0)
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es la inversa de la matriz de autocovarianzas de residuales del proceso i = 1, 2. Demuestran
que QH∗r se distribuye asintóticamente como variable χ
2 con (2r+1)k1k2 grados de libertad.
Análogamente a lo desarrollado en Boubacar (2009), la expresión anterior para QH∗r puede












La cual se propone, en este trabajo, como generalización a la estad́ıstica de Ljun y Box (LB
en adelante) para verificar no correlación cruzada entre dos series de residuales.
3.3. Generalización de la Estad́ıstica de Peña y Rodŕıguez
(PR)
Peña y Rodŕıguez (2002) anotan que Ljung (1986) encontró que cuando se consideran pocos
rezagos en el cálculo de la estad́ıstica de Ljung y Box (Qr, ecuación (3-2)) para el caso
univariado, la prueba de bondad de ajuste puede presentar problemas con el tamaño y la
potencia. También mencionan que una estad́ıstica que ofrece una prueba más potente que la
ejecutada a través de Qr, fue propuesta por Monti (1994), dicha estad́ıstica está dada por






donde π̂h es la autocorrelación parcial de residuales en el rezago h, N es la longitud de
la serie y r es un entero positivo fijo, ambas estad́ısticas fueron demostradas distribuidas
asintóticamente como variables χ2 bajo el supuesto de que los datos proveńıan de un modelo
ARMA (p, q).
Peña y Rodŕıguez (2002) proponen una estad́ıstica que determina una prueba más potente
que las ejecutadas a través de Qr y QMT . Dicha estad́ıstica está basada en el planteamiento
de que la serie de residuales estimados puede ser considerada como una realización de un
proceso multivariado de dimensión N (longitud de la serie).
Teniendo en cuenta lo anterior, el interés de los autores se centra en verificar, que tan se-
mejantes son la matriz de correlaciones del proceso multivariado y la matriz identidad del
mismo orden. Como se acostumbra en análisis multivariado, la prueba de razón de verosimili-
tud para verificar si un conjunto de variables aleatorias normales tiene matriz de covarianzas
escalar, es probar que ella es proporcional al determinante de la matriz de correlaciones del
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proceso multivariado (Peña y Rodŕıguez, 2002).









1 ρ̂1 ρ̂2 ρ̂3 . . . ρ̂r
ρ̂1 1 ρ̂1 ρ̂2 . . . ρ̂r−1
ρ̂2 ρ̂1 1 ρ̂1 . . . ρ̂r−2







ρ̂r ρ̂r−1 ρ̂r−2 ρ̂r−3 . . . 1

,
donde N es la longitud de la serie, r es un entero positivo fijo, det es la función determinante
y ρ̂i es el coeficiente de autocorrelación de residuales en el rezago i.





1,i donde para cada i, χ
2
1,i es una variable aleatoria χ
2
1, λi son los valores
propios de (Ir −Qr)Mr, Qr = XrV−1X
′
rV con V la matriz de información de los parámetros









. Sin embargo, establecen mediante simulación de Montecarlo y basados en
la propuesta de Satterthwaite (1941), Satterthwaite (1946) y Box (1954) que la distribución






Se propone ahora, una extensión de esta estad́ıstica al caso de series de tiempo multivariadas,
con el fin de ejecutar la prueba de compatibilidad en el contexto de predicción ex-post.
Roy y Cléroux (1993) plantearon un coeficiente al que denominaron “Coeficiente vectorial
de correlación cruzada”, a partir de este coeficiente establecen una estad́ıstica tipo porman-
teau para ejecutar pruebas de hipótesis de ruido blanco y de no correlación entre dos series






, la matriz de correlaciones muestrales entre las series de
residuales de dos procesos de dimensiones k1 y k2 en el rezago r. Se define el coeficiente





(tr [ρ̂11(0)] tr [ρ̂22(0)])
1/2
.
Se utilizará este coeficiente en la definición de la estad́ıstica propuesta, como extensión al
caso multivariado, de la estad́ıstica D̂r de Peña y Rodŕıguez (PR en adelante), la cual
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está dada por la expresión
PR(r) = N{1− [det(Λ̂r)]
1
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
.
La prueba de compatibilidad de {Wt} en la desagregación de {Zt}, consiste en contrastar la
hipótesis nula H0:“No existe correlación cruzada entre las series de residuales {bt} y {et}”.
Tomando ρbe(r) como la correlación cruzada entre {bt} y {et} en el rezago r, el sistema de
hipótesis se puede plantear aśı:
H0:ρbe(r) = 0
H1:ρbe(r) ̸= 0
Las estad́ısticas de prueba serán LB y PR, que por la forma como han sido definidas, son
no negativas, crecientes respecto al valor de r y del grado de correlación entre las series de
residuales en los rezagos considerados. Por tanto, la presencia de correlación entre las series,
generará valores grandes de las estad́ısticas.
Con un nivel α de significancia, la regla de decisión en la prueba de compatibilidad será:
“Rechazar H0, si Esti(r) > P(1−α)(i)”, donde, i = 1, 2, Est1(r)=LB(r), Est2(r)=PR(r), r
es el máximo rezago considerado para la prueba y P(1−α)(i) es el percentil (1− α)× 100 de
la distribución de Esti(r) bajo la hipótesis nula.
4. Distribución Emṕırica de las
Estad́ısticas Propuestas
4.1. Descripción del experimento
La exploración del comportamiento de las estad́ısticas propuestas (LB y PR) bajo la hipóte-
sis nula, se hace v́ıa simulación, para lo cual se procede de la siguiente manera:
i) Según los supuestos y condiciones establecidos en Nieto (2007), contenidos en las
ecuaciones (2-1) a (2-18), se definen los modelos a los cuales obedecen los procesos
{Zt},{Wt} y {Xt} y se agregan los valores del vector d y las matrices Cl, l = 1, . . . ,m
que serán utilizados para las restricciones contemporáneas y temporales respectiva-
mente. Los siguientes fueron los valores considerados en las simulaciones:
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Caso IV: Dimensión k = 3, orden autorregresivo p = 1
Σω =
0.115 0 00 0.432 0
0 0 0.242
, Σξ =







0.225 0 00 0.404 0
0 0 0.049
, Σb =
0.130 0 00 0.304 0
0 0 0.265
, Θ =




0.230 0 00 0.303 0
0 0 0.030
, π1 =







8 0 00 8 0
0 0 8
, C2 =
7 0 00 4 0
0 0 3
, C3 =
7 0 00 9 0
0 0 0
, C4 =
1 0 00 7 0
0 0 5

Caso V: Dimensión k = 3, orden autorregresivo p = 2
Σω =
0.122 0 00 0.331 0
0 0 0.444
,Σξ =
0.282 0 00 0.332 0
0 0 0.165
,Ση =




0.145 0 00 0.221 0
0 0 0.365
, Σb =
0.071 0 00 0.319 0
0 0 0.366
, Θ =







 0.378 −0.092 0.049−0.342 0.027 0.233
−0.294 −0.129 −0.453
, π2 =
−0.101 0.249 0.0910.308 −0.426 0.081
0.250 0.078 0.162
,





8 0 00 8 0
0 0 8
, C2 =
7 0 00 4 0
0 0 3
, C3 =
7 0 00 9 0
0 0 0
, C4 =
1 0 00 7 0
0 0 5

Caso VI: Dimensión k = 3, orden autorregresivo p = 3
Σω =
0.003 0 00 0.144 0
0 0 0.076
, Σξ =
0.384 0 00 0.407 0
0 0 0.245
, Θ =




0.386 0 00 0.424 0
0 0 0.261
, Σe =










0.417 0 00 0.282 0
0 0 0.292
, π1 =




−0.101 0.049 0.3080.233 0.250 −0.453
0.472 −0.342 0.336
, π3 =
−0.092 0.092 0.0270.081 −0.129 0.162
−0.099 −0.351 0.463
, C1 =




7 0 00 4 0
0 0 3
, C3 =
7 0 00 9 0
0 0 0
, C4 =
1 0 00 7 0
0 0 5

Para cada uno de los seis casos presentados arriba, se generan aleatoriamente los valores
iniciales γ−3, γ−2, γ−1, γ0, β0, µ
∗
0 y se fijan los valores de las matrices πi de tal modo
que cumplan el supuesto de estabilidad det(Ik + π1x+ π2x2 + π3x3 + . . .+ πpxp) ̸= 0
en el ćırculo unitario complejo.
ii) Suponemos que cada peŕıodo de baja frecuencia contiene m = 4 peŕıodos de alta fre-
cuencia, y para cada uno de los seis casos definidos en i) se generan muestras aleatorias
de tamaños N = 260, 420, 2600, 5100 y 10100 de los procesos de ruido blanco {ωt},
{ξt}, {ηt}, {bt} y {et}, cuyas matrices de varianzas-covarianzas son Σω, Σξ, Ση, Σb
y Σe respectivamente.
iii) Habiendo generado las muestras mencionadas en el paso ii) y aplicando las ecuaciones
(2-4) y (2-5) de los modelos, se obtienen las series de los procesos {Zt} y {Wt},
cuyas longitudes finales, después de haber removido los primeros 100 valores (con el
fin de reducir el efecto de los valores iniciales en la generación de dichos procesos), son
N = 160, 320, 2500, 5000 y 10000.
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iv) Disponiendo de los N valores obtenidos para el proceso {Wt}, y la ayuda de los
paquetes MARSS y stats del software R.15.1 (2012), se obtienen los valores de π̂i
para i = 1, 2, 3, Σ̂b y Θ̂. Éstas estimaciones a su vez nos permiten hallar la serie {b̂t}.
v) Los valores obtenidos para la serie {Zt}, el vector d y las matrices Cl, l = 1, ..., 4 son
utilizados para obtener los valores de las restricciones temporales y contemporáneas,
expresadas en las ecuaciones (2-1) y (2-2).
vi) Se aplica la metodoloǵıa de Nieto (2007) y el método de desagregación recurrente de
Guerrero y Nieto (1999) y se obtiene la serie {ẽt}.
vii) Obtenidas las series {b̂t} y {ẽt}, se calculan los valores de las estad́ısticas de prueba
propuestas (LB y PR), evaluadas en los rezagos r = 1, 2, 3, 4, 5.
viii) Se repite todo el proceso 10000 veces en cada caso. Con las salidas obtenidas para
cada estad́ıstica (LB y PR), se explora su distribución emṕırica, verificando mediante
diferentes pruebas de bondad de ajuste, si corresponde o no, a alguna distribución de
probabilidad conocida.
4.2. Resultados del experimento
Para cada uno de los 150 casos determinados por k = 2, 3; p = 1, 2, 3; r = 1, 2, 3, 4,
5 y N = 160, 320, 2500, 5000, 10000 se obtuvo, v́ıa simulación, 10000 valores de LB y
10000 valores de PR, con estos valores se determinaron los cuantiles de la distribución de
cada estad́ıstica bajo la hipótesis de no correlación cruzada entre {bt} y {et}, se aplicaron
las pruebas de bondad de ajuste Chi-cuadrado, Kolmogorov-Smirnov, Cramer-Von Mises y
Anderson-Darling a un nivel de significancia de 0.05 para verificar si se comportaban según
alguna distribución común. Las pruebas aplicadas rechazaron el ajuste a cualquiera de las
distribuciones conocidas.
En las Figuras 4-1 y 4-2 se aprecia la forma de la distribución de las estad́ısticas para los
tamaños de muestra mı́nimo (N = 160) y máximo (N = 10000), para apreciar el resto de
los casos remı́tase al Anexo A. Aunque ambas gráficas son asimétricas, en la Figura 4-1, se
observa un poco de simetŕıa y una notoria traslación hacia la derecha en las gráficas de la
estad́ıstica LB a medida que se aumenta el valor del rezago (r). También podemos observar
que dicha estad́ıstica, es poco sensible a los aumentos en el valor del orden autoregresivo
(p), pero śı lo es con respecto a los aumentos en la dimensión del vector (k). Por su parte,
la gráfica de la estad́ıstica PR no sufre traslación; se observa claramente que adquiere un
cola derecha cada vez más dilatada y por tanto se torna más asimétrica en la medida que se
aumentan los valores de (p). En contraste con la estad́ıstica LB, la estad́ıstica PR es poco
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sensible a los aumentos en el valor de (k).
La Figura 4-2 muestra que el comportamiento de la estad́ıstica LB es muy similar al que
se encontró en el caso de la muestra pequeña (N = 160), es decir, aumentos en el tamaño
de la muestra, no generan diferencias sustanciales en la distribución de dicha estad́ıstica.
Caso contrario ocurre con la estad́ıstica PR, la cual reduce notoriamente la extensión de
su cola derecha al aumentar el tamaño de la muestra, proporcionando valores cada vez más
pequeños para los diferentes cuantiles (esto se ve claramente en las Tablas de percentiles 4-1
a 4-6).
Como puede observarse en las Figuras 4-1 y 4-2, la distribución de ambas estad́ısticas es
asimétrica positiva, sin embargo, con tamaños de muestra grande y para las series de dimen-
sión 3, la gráfica de LB se torna cada vez menos asimétrica.
Las Tablas 4-1 a 4-6 muestran algunos percentiles de las distribuciones de LB y PR en
diferentes escenarios. En estas tablas se debe leer Ps como el s-ésimo percentil de la distri-
bución, s ∈ {1, 5, 10, 25, 50, 75, 90, 95, 99}.
Tabla 4-1.: Percentiles para LB y PR con k=2, p=1
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 2.595 4.113 5.136 7.498 11.271 16.759 23.743 29.127 41.135
r=4 14.081 18.568 21.325 27.441 36.343 47.783 61.301 71.503 94.145
r=5 18.776 24.527 27.831 34.957 44.903 58.082 73.512 84.617 109.948
N=2500
r=1 2.644 4.006 5.096 7.470 11.282 16.554 23.690 29.101 41.183
r=4 14.142 18.435 21.380 27.516 36.330 48.006 62.057 71.894 94.072
r=5 18.761 24.055 27.522 34.597 44.985 57.900 73.876 84.657 108.783
N=5000
r=1 2.579 4.025 5.064 7.484 11.205 16.806 23.667 28.819 40.486
r=4 14.412 18.668 21.604 27.468 36.287 48.031 61.772 72.156 95.645
r=5 19.020 24.221 27.616 34.596 44.819 57.907 73.239 84.508 108.302
Peña y Rodŕıguez
N=320
r=1 0.00005 0.00030 0.00071 0.00243 0.00758 0.02131 0.04969 0.07937 0.17156
r=4 0.00181 0.00392 0.00615 0.01232 0.02652 0.05621 0.10960 0.16635 0.32098
r=5 0.00298 0.00607 0.00891 0.01703 0.03373 0.06750 0.13034 0.18877 0.36958
N=2500
r=1 0.00001 0.00004 0.00009 0.00031 0.00098 0.00266 0.00624 0.01001 0.02152
r=4 0.00024 0.00054 0.00081 0.00162 0.00340 0.00738 0.01431 0.02109 0.04070
r=5 0.00035 0.00077 0.00111 0.00209 0.00428 0.00881 0.01673 0.02471 0.04711
N=5000
r=1 0.00000 0.00002 0.00005 0.00015 0.00047 0.00134 0.00317 0.00494 0.01090
r=4 0.00012 0.00026 0.00040 0.00078 0.00169 0.00361 0.00726 0.01083 0.02086
r=5 0.00018 0.00038 0.00055 0.00104 0.00212 0.00441 0.00833 0.01208 0.02222















































































































































































































































































































(d) Caso VI; k=3; p=3
Figura 4-1.: Histogramas para la distribución de LB y PR, con N=160
































































































































































































































































































































(d) Caso VI; k=3; p=3
Figura 4-2.: Histogramas para la distribución de LB y PR, con N=10000
4.2 Resultados del experimento 23
Tabla 4-2.: Percentiles para LB y PR con k=2, p=2
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 3.506 5.288 6.689 9.497 14.161 20.152 27.538 32.779 44.167
r=4 16.823 22.988 26.355 33.624 44.427 57.902 73.731 85.275 112.796
r=5 22.946 29.088 33.510 42.022 54.262 69.570 87.438 101.483 134.989
N=2500
r=1 3.318 5.236 6.550 9.402 14.047 20.325 28.076 33.986 48.603
r=4 17.169 22.580 26.217 33.536 44.052 58.521 75.640 88.638 118.109
r=5 23.391 29.629 33.718 42.373 54.277 70.325 89.618 103.552 135.511
N=5000
r=1 3.425 5.331 6.620 9.487 14.120 20.282 28.330 34.221 47.982
r=4 17.293 22.555 26.333 33.447 44.173 58.615 75.363 88.114 115.887
r=5 22.948 29.496 33.586 42.146 54.588 71.072 89.602 102.890 133.435
Peña y Rodŕıguez
N=320
r=1 0.00009 0.00063 0.00144 0.00508 0.01526 0.03887 0.08093 0.12079 0.25090
r=4 0.00366 0.00855 0.01293 0.02504 0.05118 0.09865 0.17665 0.24765 0.46168
r=5 0.00579 0.01162 0.01707 0.03258 0.06134 0.11710 0.20594 0.27955 0.49251
N=2500
r=1 0.00001 0.00008 0.00018 0.00063 0.00191 0.00494 0.01082 0.01625 0.03326
r=4 0.00047 0.00109 0.00162 0.00315 0.00654 0.01327 0.02394 0.03406 0.06291
r=5 0.00076 0.00152 0.00219 0.00416 0.00816 0.01560 0.02826 0.04000 0.07094
N=5000
r=1 0.00001 0.00004 0.00009 0.00031 0.00097 0.00260 0.00542 0.00840 0.01652
r=4 0.00024 0.00053 0.00079 0.00161 0.00328 0.00667 0.01216 0.01742 0.03047
r=5 0.00034 0.00075 0.00113 0.00208 0.00411 0.00803 0.01420 0.01957 0.03544
Tabla 4-3.: Percentiles para LB y PR con k=2, p=3
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 2.580 4.350 5.754 8.981 14.084 21.526 30.609 36.994 51.487
r=4 12.942 18.022 21.647 30.156 43.028 61.649 84.426 100.039 133.860
r=5 17.139 23.652 28.223 37.903 53.088 73.825 99.613 118.918 159.246
N=2500
r=1 2.805 4.551 5.887 9.059 14.380 21.950 30.865 37.286 51.465
r=4 13.251 18.570 22.050 30.605 44.279 63.437 86.449 102.530 143.905
r=5 18.007 24.404 28.608 38.903 55.071 77.583 105.072 122.934 166.306
N=5000
r=1 2.831 4.590 5.984 9.167 14.407 22.030 30.723 36.954 50.994
r=4 13.551 18.943 22.639 30.751 44.774 63.909 86.376 102.303 134.078
r=5 17.060 23.921 28.400 38.660 54.873 77.395 104.369 123.436 166.307
Peña y Rodŕıguez
N=320
r=1 0.00008 0.00043 0.00104 0.00371 0.01254 0.03439 0.07740 0.12056 0.26345
r=4 0.00169 0.00442 0.00730 0.01657 0.04058 0.09185 0.18574 0.27260 0.55163
r=5 0.00259 0.00640 0.01014 0.02192 0.05053 0.11047 0.21958 0.31699 0.66088
N=2500
r=1 0.00001 0.00008 0.00017 0.00053 0.00174 0.00479 0.01109 0.01723 0.03497
r=4 0.00026 0.00066 0.00104 0.00233 0.00562 0.01289 0.02612 0.03854 0.07470
r=5 0.00038 0.00094 0.00146 0.00312 0.00712 0.01582 0.03067 0.04511 0.08988
N=5000
r=1 0.00001 0.00004 0.00008 0.00027 0.00089 0.00241 0.00540 0.00817 0.01698
r=4 0.00012 0.00033 0.00053 0.00119 0.00285 0.00650 0.01244 0.01824 0.03626
r=5 0.00019 0.00045 0.00070 0.00150 0.00358 0.00788 0.01594 0.02323 0.04366
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Tabla 4-4.: Percentiles para LB y PR con k=3, p=1
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 10.822 13.804 15.703 19.347 24.141 30.096 36.218 40.689 50.301
r=4 45.812 52.973 57.107 64.765 74.546 85.257 96.166 103.882 118.284
r=5 58.472 66.808 71.734 80.281 90.927 102.919 115.236 123.400 139.178
N=2500
r=1 10.689 13.697 15.712 19.336 24.191 30.092 36.357 40.785 51.014
r=4 45.417 52.671 57.013 64.747 74.607 85.695 97.386 104.895 120.591
r=5 58.484 66.780 71.382 80.083 91.286 103.138 116.023 124.997 141.849
N=5000
r=1 10.776 13.791 15.584 19.372 24.163 30.032 36.505 41.217 51.488
r=4 45.563 52.997 56.966 64.569 74.198 85.327 96.804 104.153 119.597
r=5 58.622 67.069 71.634 80.295 91.498 103.440 116.069 124.481 140.720
Peña y Rodŕıguez
N=320
r=1 0.00091 0.00237 0.00377 0.00771 0.01711 0.03479 0.06192 0.08685 0.15046
r=4 0.01085 0.01747 0.02285 0.03440 0.05500 0.08652 0.12948 0.16148 0.24544
r=5 0.01539 0.02318 0.02937 0.04320 0.06620 0.10106 0.14682 0.18224 0.27228
N=2500
r=1 0.00012 0.00030 0.00049 0.00103 0.00220 0.00445 0.00802 0.01111 0.02044
r=4 0.00139 0.00229 0.00295 0.00451 0.00703 0.01110 0.01674 0.02134 0.03491
r=5 0.00204 0.00311 0.00395 0.00569 0.00860 0.01318 0.01979 0.02488 0.03854
N=5000
r=1 0.00006 0.00015 0.00025 0.00051 0.00110 0.00224 0.00399 0.00551 0.01062
r=4 0.00069 0.00115 0.00148 0.00223 0.00353 0.00557 0.00830 0.01063 0.01735
r=5 0.00097 0.00153 0.00195 0.00287 0.00437 0.00664 0.00972 0.01233 0.01909
Tabla 4-5.: Percentiles para LB y PR con k=3, p=2
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 10.562 13.755 15.841 19.561 24.698 30.822 37.436 41.951 51.718
r=4 44.422 52.203 56.804 65.118 75.645 87.681 100.539 109.002 126.469
r=5 57.060 65.661 70.979 80.348 92.071 105.939 119.864 128.785 150.312
N=2500
r=1 10.711 13.733 15.632 19.450 24.510 30.526 37.513 41.776 51.260
r=4 44.360 51.796 56.089 64.737 75.077 87.409 100.236 108.539 125.549
r=5 56.914 66.161 71.254 80.655 92.801 106.296 120.544 129.801 148.010
N=5000
r=1 10.765 13.892 15.769 19.621 24.679 31.150 37.949 42.592 52.651
r=4 44.482 51.720 56.459 65.083 75.915 88.235 101.628 110.357 128.779
r=5 57.076 65.711 71.164 80.754 92.815 106.873 120.812 129.555 151.150
Peña y Rodŕıguez
N=320
r=1 0.00087 0.00233 0.00386 0.00829 0.01770 0.03597 0.06445 0.08783 0.16185
r=4 0.01013 0.01775 0.02281 0.03474 0.05520 0.08828 0.13298 0.16511 0.26168
r=5 0.01472 0.02338 0.02955 0.04416 0.06738 0.10369 0.15261 0.19715 0.29710
N=2500
r=1 0.00012 0.00031 0.00051 0.00107 0.00231 0.00454 0.00821 0.01168 0.02117
r=4 0.00139 0.00219 0.00286 0.00445 0.00715 0.01128 0.01739 0.02243 0.03584
r=5 0.00187 0.00300 0.00380 0.00564 0.00873 0.01349 0.02034 0.02601 0.04011
N=5000
r=1 0.00006 0.00016 0.00025 0.00054 0.00115 0.00233 0.00421 0.00592 0.01100
r=4 0.00068 0.00115 0.00147 0.00226 0.00358 0.00577 0.00879 0.01135 0.01883
r=5 0.00096 0.00150 0.00192 0.00283 0.00441 0.00691 0.01021 0.01286 0.02044
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Tabla 4-6.: Percentiles para LB y PR con k=3, p=3
Lunjg y Box P1 P5 P10 P25 P50 P75 P90 P95 P99
N=320
r=1 11.451 14.975 17.031 21.322 27.031 33.992 41.328 46.536 56.805
r=4 47.628 55.583 60.788 70.364 82.335 96.510 111.258 121.082 142.774
r=5 60.242 70.459 75.689 86.739 100.735 117.282 133.942 145.613 170.001
N=2500
r=1 11.247 14.582 16.896 21.287 26.974 33.933 41.344 46.447 57.492
r=4 46.036 55.612 60.412 70.281 82.734 96.683 111.719 122.280 143.710
r=5 60.400 69.828 76.205 87.248 101.255 118.045 134.505 145.772 171.690
N=5000
r=1 11.260 14.710 16.896 21.083 26.888 33.874 41.654 47.096 57.254
r=4 47.104 55.322 60.262 69.814 82.262 96.902 112.220 122.927 144.079
r=5 59.946 69.803 75.555 86.728 100.933 117.608 135.203 146.126 169.190
Peña y Rodŕıguez
N=320
r=1 0.00119 0.00302 0.00482 0.00980 0.02067 0.04053 0.07199 0.10224 0.18364
r=4 0.01157 0.01958 0.02550 0.03927 0.06363 0.10114 0.15686 0.19975 0.32046
r=5 0.01565 0.02533 0.03234 0.04906 0.07803 0.12196 0.18310 0.23460 0.37115
N=2500
r=1 0.00014 0.00037 0.00061 0.00124 0.00265 0.00533 0.00949 0.01321 0.02331
r=4 0.00143 0.00251 0.00328 0.00506 0.00816 0.01319 0.02023 0.02605 0.04147
r=5 0.00201 0.00326 0.00421 0.00641 0.01010 0.01590 0.02380 0.03089 0.04892
N=5000
r=1 0.00007 0.00019 0.00030 0.00063 0.00133 0.00265 0.00479 0.00683 0.01214
r=4 0.00077 0.00125 0.00160 0.00250 0.00413 0.00671 0.01022 0.01319 0.02206
r=5 0.00098 0.00163 0.00206 0.00313 0.00499 0.00787 0.01200 0.01526 0.02395
Al observar los resultados presentados en las Tablas 4-1 a 4-6, se concluye que existe una
relativa estabilidad en la distribución de la estad́ıstica LB respecto a los diferentes tamaños
de muestra (manteniendo fijas las demás condiciones). Para ilustrar ésta caracteŕıstica, ob-
servemos por ejemplo, el percentil 25 en la Tabla 4-1, el cual toma los valores 7.498, 7.470 y
7.484 para el rezago r = 1 en los tamaños de muestra 320, 2500 y 5000, respectivamente. De
igual manera ocurre con los demás percentiles en todos los tamaños de muestra considerados.
A diferencia de lo observado para la estad́ıstica LB, la estad́ıstica PR muestra un com-
portamiento menos constante en sus cuantiles, observándose que estos śı están asociados al
tamaño de la muestra y que la relación es inversa, mostrando un decrecimiento en la medida
en que crece el tamaño muestral y viceversa. Por ejemplo, según la Tabla 4-6 el percentil
75 para el caso de rezago r = 5 toma los valores, 0.12196, 0.01590 y 0.00787 para tamaños
de muestra respectivos de, 320, 2500 y 5000. Vale la pena resaltar que se presenta una cu-
riosa caracteŕıstica con respecto a estos valores, Por ejemplo, el percentil 75 para tamaño
de muestra 2500 (0.01590) es aproximadamente 4 veces mayor que el percentil para tamaño
10000 (0.00392) que es un tamaño 4 veces mayor que el primer tamaño de muestra. Similar
situación se observa con los demás percentiles y tamaños de muestra estudiados.
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Percentiles 90, 95 y 99 de las estad́ısticas propuestas
Para tener un referente respecto al comportamiento de la prueba de compatibilidad, según
los niveles de significancia 0.1, 0.05 y 0.01, se estudian los percentiles 90, 95 y 99 de las
estad́ısticas propuestas. Se generaron 10000 replicas de LB y 10000 réplicas de PR para
cada uno de los escenarios establecidos y para cada tamaño de muestra desde N = 28 hasta
N = 424. Se utilizó este rango de longitudes para las series, por ser tamaños razonables en
la práctica y además por las limitaciones computacionales que implican los cálculos de los
valores de los percentiles (v́ıa simulación); cada corrida pod́ıa tomar hasta 72 horas continuas
para una computadora promedio. Las gráficas de percentiles contra tamaños de series, en los
diferentes escenarios, se muestran en la Figura 4-3.
Como era de esperarse, según lo afirmado respecto a los cuantiles de las distribuciones, el
valor de los percentiles 90, 95 y 99 es más estable en el caso de la estad́ıstica LB, espe-
cialmente cuando la dimensión del proceso es k = 3 y el tamaño de la muestra es grande.
Por otro lado, se confirma que en el caso de la estad́ıstica PR los percentiles presentan un
decrecimiento no lineal.
Para proporcionar una herramienta que permita obtener un estimado del valor de los per-
centiles en el rango de muestra presentado aqúı (N = 28 hasta N = 424), se han ajustado
modelos de regresión para P90, P95 y P99. En cada modelo ajustado (uno para cada escena-
rio), se tomó como variable independiente, el tamaño de la muestra, mientras se mantuvieron
invariantes las demás condiciones. En las Tablas 4-7 y 4-8 se muestra la información referente
a los modelos ajustados según diferentes condiciones para los percentiles P95 y P99 de LB
y PR. El resto de información referente a los modelos ajustados se puede consultar en el
Anexo B.
En general, se obtuvo un buen ajuste en el modelo estimado para P90, P95 y P99. Para el
modelado de la estad́ıstica LB, se ajustó en cada caso, el modelo Perc = (a+ bN−1)−1,
mientras que para para la estad́ıstica PR se ajustó el modelo Perc = a+ bN−1.
Observación: Es importante anotar, que los anteriores modelos deben leerse como el resul-
tado de un análisis exploratorio, y que para concluir de manera contundente acerca de los
mismos, se sugiere desarrollar investigaciones futuras que consideren una amplia gama de
escenarios en las simulaciones, o un análisis teórico.
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(a) Caso I; k=2; p=1


































































































































































(b) Caso III; k=2; p=3










































































































































































(c) Caso IV; k=3; p=1































































































































































(d) Caso VI; k=3; p=3
Figura 4-3.: Percentiles 90, 95 y 99 Vs Tamaño muestral
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Tabla 4-7.: Modelos de regresión para los percentiles 95 y 99 de LB
Ljung-Box Modelo: Perc=1/(a+b/N)
Caso Rezago a b E.E. (a) E.E. (b) Caso Rezago a b E.E. (a) E.E. (b)
Caso I r=1 0.03426 0.16394 0.00006 0.00694 Caso IV r=1 0.02451 0.03978 0.00002 0.00265
k=2; p=1 r=3 0.01689 0.10158 0.00003 0.00312 k=3; p=1 r=3 0.01193 0.02140 0.00001 0.00095
Percentil 95 r=5 0.01203 0.07986 0.00001 0.00128 Percentil 95 r=5 0.00804 0.01494 0.00000 0.00047
Caso I r=1 0.02387 0.18813 0.00007 0.00838 Caso IV r=1 0.02003 0.05440 0.00003 0.00358
k=2; p=1 r=3 0.01240 0.11320 0.00003 0.00433 k=3; p=1 r=3 0.01024 0.02802 0.00001 0.00124
Percentil 99 r=5 0.00911 0.08763 0.00001 0.00162 Percentil 99 r=5 0.00715 0.01728 0.00000 0.00034
Caso II r=1 0.02941 0.18099 0.00005 0.00559 Caso V r=1 0.02282 0.00764 0.00003 0.00299
k=2; p=2 r=3 0.01402 0.10146 0.00002 0.00215 k=3; p=2 r=3 0.01142 0.03605 0.00001 0.00117
Percentil 95 r=5 0.00985 0.07509 0.00001 0.00168 Percentil 95 r=5 0.00780 0.01628 0.00000 0.00042
Caso II r=1 0.02115 0.19217 0.00006 0.00786 Caso V r=1 0.01885 0.00281 0.00002 0.00222
k=2; p=2 r=3 0.01033 0.10575 0.00003 0.00394 k=3; p=2 r=3 0.00972 0.03013 0.00001 0.00150
Percentil 99 r=5 0.00736 0.07687 0.00001 0.00113 Percentil 99 r=5 0.00679 0.01296 0.00000 0.00031
Caso III r=1 0.02652 0.26410 0.00005 0.00590 Caso VI r=1 0.02148 -0.03325 0.00003 0.00294
k=2; p=3 r=3 0.01210 0.18293 0.00002 0.00317 k=3; p=3 r=3 0.01021 0.00967 0.00001 0.00086
Percentil 95 r=5 0.00796 0.13682 0.00001 0.00149 Percentil 95 r=5 0.00711 -0.00051 0.00000 0.00032
Caso III r=1 0.01906 0.20763 0.00006 0.00756 Caso VI r=1 0.01748 -0.03302 0.00004 0.00356
k=2; p=3 r=3 0.00885 0.13529 0.00003 0.00375 k=3; p=3 r=3 0.00861 -0.00233 0.00001 0.00140
Percentil 99 r=5 0.00593 0.10129 0.00002 0.00251 Percentil 99 r=5 0.00599 0.00012 0.00000 0.00042
Tabla 4-8.: Modelos de regresión para los percentiles 95 y 99 de PR
Peña y Rodŕıguez Modelo: Perc=a+b/N
Caso Rezago a b E.E. (a) E.E. (b) Caso Rezago a b E.E. (a) E.E. (b)
Caso I r=1 0.0083 22.5923 0.0008 0.0866 Caso IV r=1 0.0135 24.7026 0.0011 0.1150
k=2; p=1 r=3 0.0323 35.3949 0.0024 0.2559 k=3; p=1 r=3 0.0363 35.7931 0.0027 0.2853
Percentil 95 r=5 0.0602 46.9503 0.0007 0.0688 Percentil 95 r=5 0.0588 45.8333 0.0041 0.4354
Caso I r=1 0.0293 46.5980 0.0030 0.3138 Caso IV r=1 0.0371 41.6981 0.0031 0.3253
k=2; p=1 r=3 0.0904 65.1520 0.0065 0.6822 k=3; p=1 r=3 0.0757 53.9486 0.0050 0.5258
Percentil 99 r=5 0.1475 82.9090 0.0027 0.2853 Percentil 99 r=5 0.1098 66.0309 0.0076 0.8047
Caso II r=1 0.0272 33.4119 0.0023 0.2406 Caso V r=1 0.0040 27.3892 0.0006 0.0616
k=2; p=2 r=3 0.0736 49.5126 0.0048 0.5060 k=3; p=2 r=3 0.0229 39.8852 0.0014 0.1469
Percentil 95 r=5 0.1179 65.0543 0.0013 0.1341 Percentil 95 r=5 0.0482 54.5212 0.0008 0.0795
Caso II r=1 0.0721 62.8036 0.0054 0.5730 Caso V r=1 0.0062 49.0976 0.0022 0.2311
k=2; p=2 r=3 0.1755 82.9456 0.0116 1.2266 k=3; p=2 r=3 0.0491 61.8685 0.0034 0.3537
Percentil 99 r=5 0.3115 105.8111 0.0038 0.4047 Percentil 99 r=5 0.1103 77.1452 0.0021 0.2212
Caso III r=1 0.0636 21.2387 0.0029 0.3101 Caso VI r=1 -0.0027 34.0374 0.0011 0.1173
k=2; p=3 r=3 0.1309 35.9280 0.0063 0.6588 k=3; p=3 r=3 0.0136 51.2393 0.0020 0.2118
Percentil 95 r=5 0.2007 50.2823 0.0104 1.0912 Percentil 95 r=5 0.0240 69.8225 0.0008 0.0806
Caso III r=1 0.1223 48.1275 0.0059 0.6233 Caso VI r=1 -0.0064 62.2234 0.0026 0.2774
k=2; p=3 r=3 0.2673 71.4654 0.0146 1.5345 k=3; p=3 r=3 0.0164 85.0096 0.0043 0.4583
Percentil 99 r=5 0.3927 91.0615 0.0202 2.1321 Percentil 99 r=5 0.0230 108.6808 0.0020 0.2098
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Potencia de la prueba de compatibilidad
Para hacer el análisis de las potencias de las pruebas de compatibilidad propuestas, se su-
puso falsa la hipótesis nula de no correlación cruzada entre los procesos vectoriales {bt} =
{(bit, ..., bkt)′} y {et} = {(eit, ..., ekt)′} definidos en la sección 2.1. Este supuesto se materializa
induciendo algún tipo de correlación entre las componentes cruzadas de {bt} y {et}. Cuando
















, t = 1, 2, ...,mn, (4-1)











e independiente de {bt}.













 , t = 1, 2, ...,mn, (4-2)




, matriz de varianzas-covarianzas
0.8 0 00 0.8 0
0 0 0.8
 e independiente de {bt}.
Para cada uno de los 3000 escenarios determinados por k, p, r y N (N entre 28 y 424), se
fijan sus valores y se generan dos muestras de tamaño 10000 de cada estad́ıstica. La primera
muestra (digamos, M1), siguiendo estrictamente los 9 pasos enunciados en la sección 4.1 y
la segunda muestra (digamos, M2), siguiendo los mismos pasos, excepto en la generación
del proceso {et}, el cual se genera a partir de las ecuaciones (4-1) o (4-2), después de haber
generado el proceso {bt} .
La muestraM1 permite obtener, para cada estad́ıstica, los cuantiles de la distribución emṕıri-
ca bajo la hipótesis nula de no correlación cruzada. A partir de ellos se establecen los per-
centiles 90, 95 y 99 que serán usados, según la regla planteada en el caṕıtulo 3, para decidir
el rechazo o no rechazo de la hipótesis nula, a niveles de 0.1, 0.05 y 0.01, respectivamente.
En la muestra M2, se han utilizado las ecuaciones (4-1) y (4-2) con el fin de incumplir de
manera intencional la hipótesis de no correlación cruzada para el mismo escenario fijado en la
obtención de M1. Ahora bien, la potencia de la prueba de compatibilidad, en las condiciones
fijadas para obtener M1 y M2, es su capacidad para rechazar la no correlación cruzada entre
{bt} y {et}, dado que esta correlación existe en realidad. Esto quiere decir, que una vez fijado
el nivel α al que se desea ejecutar la prueba, la potencia de la misma estará determinada por
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el porcentaje de valores de la muestra M2 que nos lleven a rechazar la hipótesis nula de no
correlación cruzada, o sea, el porcentaje de los 10000 valores de M2 que son mayores que el
percentil P(1−α) determinado a partir de la muestra M1.
La Figura 4-4 presentan el comportamiento de la potencia de las pruebas de compatibilidad
ejecutadas con LB y PR, utilizando longitudes de series desde N = 28 hasta N = 424,
para los escenarios k = 2, 3 y p = 1, 3. Para apreciar la información referente a los demás
escenarios, remı́tase al Anexo C.
Según la Figura 4-4, con ambas estad́ısticas, la potencia de la prueba es creciente respecto
a los tamaños de muestra. Sin embargo, LB genera una prueba más potente que PR para
todos los escenarios analizados. Para constantes valores de k y p, ambas estad́ısticas gene-
ran menos potencia en la prueba, a medida que aumenta el valor del rezago (r). Por otro
lado, si se mantienen los valores de k y r, entonces se pierde potencia al aumentar los valo-
res del orden autoregresivo (p). Por último, si se mantienen los valores de p y r, entonces la
prueba realizada con LB gana potencia al aumentar los valores de la dimensión del vector (k)
En el caso en que k = 2 y p = 3, se tiene la menor potencia para la prueba compatibilidad
con ambas estad́ısticas, alcanzando potencias máximas, inferiores a 0.4 para el caso LB y
0.22 para PR. Esto quiere decir que para lograr alcanzar altas potencias se requeriŕıan ta-
maños de muestra considerablemente más grandes que N = 424.
Para el caso LB, la prueba es más potente en el escenario k = 3 y p = 1, en el cual se
observa una potencia próxima a 1 desde el tamaño de muestra N = 100 en los cinco rezagos
considerados.
Para el caso PR, la potencia máxima se alcanza en el escenario k = 2 y p = 1, en el cual se
alcanzan potencias próximas a 1 para tamaños de muestra cercanos a N = 400 en los cinco
rezagos considerados.
En general, para las condiciones en que se efectuó la simulación, la prueba de compatibilidad
con LB alcanzó buenos niveles de potencia, excepto cuando k = 2 y p = 3. No ocurrió lo
mismo para el caso PR, cuyos niveles de potencias son mucho menores en la mayoŕıa de los
casos. Claramente, la estad́ıstica LB genera una prueba más potente que la estad́ıstica PR,
bajo las mismas condiciones.
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(a) Caso I; k=2; p=1


















































































































































































(b) Caso III; k=2; p=3
































































































































































(c) Caso IV; k=3; p=1






















































































































































(d) Caso VI; k=3; p=3
Figura 4-4.: Potencia de la prueba Vs Tamaño muestral
5. Aplicación emṕırica
5.1. Desagregación del PIB Industrial en Colombia
Nieto (2007) ilustró el uso de su metodoloǵıa de predicción ex-post, desagregando la serie
trimestral observada del Producto Interno Bruto (PIB) Industrial de Colombia, a la serie
mensual no observada en el peŕıodo 1994:01 a 2002:12. Para probar la compatibilidad en-
tre las series auxiliares seleccionadas y la serie trimestral del PIB, Nieto (2007) ejecutó 160
pruebas individuales entre los procesos marginales de las series estimadas de residuales {ẽt}
y {b̂t}. Al no rechazar las hipótesis de no correlación, concluyó que las series auxiliares utili-
zadas fueron compatibles para la predicción ex-post del PIB Industrial mensual en Colombia.
Para ilustrar los resultados obtenidos en este trabajo, se verificó la compatibilidad entre las
series auxiliares utilizadas por Nieto (2007) y la serie trimestral del PIB Industrial de Co-
lombia en el peŕıodo 1994:01 a 2002:12. Para tal fin, se replicó el proceso de desagregación
hecho por Nieto (2007) y posteriormente se aplicó la prueba de hipótesis propuesta. Esto
nos permitió comparar nuestras conclusiones con las de Nieto.
Nieto (2007) definió como proceso de interés {Zt = (Z1t, Z2t, Z3t, Z4t)′}, donde {Z1t}, {Z2t},
{Z3t} y {Z4t}, t=1, 2,...,108 = mn, representan las series mensuales del PIB de los subsec-
tores: Minero, Servicios, Construcción e Industria manufacturera, respectivamente. El autor
consideró como datos observados, los valores trimestrales reportados del PIB industrial, y los
asumió como el agregado contemporáneo (suma) de los valores trimestrales (no observados)
de cada uno de los cuatro subsectores.
De acuerdo con la metodoloǵıa de predicción ex-post (Nieto, 2007), se requiere un proceso
auxiliar {Wt = (W1t,W2t,W3t,W4t)′}, el cual debe ser observado en los peŕıodos de alta
frecuencia. Para obtener la serie auxiliar, Nieto (2007) utilizó las variables indicadoras (ob-
servadas mensualmente): I1t=Producción de petróleo (x1000 barriles), I2t=Demanda total
de enerǵıa (GW/H), I3t=Producción de cemento (x1000 toneladas) e I4t=Índice de produc-
ción industrial, como procesos asociados con los subsectores económicos: Minero, Servicios,
Construcción e Industria manufacturera, respectivamente. Además, utilizó el Índice de pro-
ducción industrial como proceso asociado al comportamiento de los valores mensuales del
PIB Industrial total.
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Siguiendo la filosof́ıa de Chow y Lin (1971) y Nieto (2004), Nieto (2007) obtuvo las series
univariadas, {Wlt}, a través de regresiones lineales Wlt = αl + βlIlt + νlt, l = 1, 2, 3, 4,
las cuales son las componentes de la serie multivariada {Wt, t = 1, 2, ..., 108} y permiten
estimar el modelo estructural al cual obedece el proceso {Wt}. Los coeficientes αl y βl se
presentan en la Tabla 5-1, las gráficas de la series auxiliares {Wlt} y la serie auxiliar para el
PIB mensual, se exhiben en las Figuras 5-1 y 5-2.



























































Figura 5-1.: Series auxiliares {Wlt} para la desagregación del PIB
Al igual que en Nieto (2007), se estimó un modelo de orden autoregresivo p = 12, para el
cual, las matrices de coeficientes estimados (π̂i, i = 1, 2,...,12) son:
π̂1=

0.600 3849.110 −0.072 0.028
0.000 −0.479 0.000 0.000
−0.464 −1574.357 0.642 0.423
−0.468 −12597.075 0.004 0.643
, π̂7=

0.019 −10.752 0.061 −0.117
0.000 0.098 0.000 0.000
0.562 −1136.746 0.163 −0.094
−0.036 9378.071 0.065 −0.103

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π̂2=

0.052 3937.976 −0.030 −0.138
0.000 0.283 0.000 0.000
0.070 6092.617 0.044 −0.122
−0.086 7732.826 0.302 −0.217
, π̂8=

0.050 −1804.526 0.094 −0.024
0.000 0.307 0.000 0.000
−0.597 −364.496 0.042 −0.234




−0.226 −1850.667 0.053 0.004
0.000 0.365 0.000 0.000
0.073 −2852.401 0.030 −0.207
−0.306 740.790 −0.093 0.059
, π̂9=

0.240 −3084.638 −0.021 0.076
0.000 0.259 0.000 0.000
0.067 12933.974 0.071 0.162




0.337 −1378.912 0.064 −0.017
0.000 0.289 0.000 0.000
−0.488 6980.942 0.092 0.055
0.191 3851.546 0.259 −0.387
, π̂10=

−0.425 −2932.559 0.054 −0.004
0.000 0.296 0.000 0.000
0.138 13397.332 0.159 −0.500




−0.198 −1821.008 0.022 −0.014
0.000 0.046 0.000 0.000
−0.475 12165.294 −0.024 −0.269
−0.440 5030.146 −0.046 0.056
, π̂11=

0.072 2240.231 0.0570 0.001
0.000 −0.051 0.000 0.000
0.104 −2158.334 −0.017 −0.140




0.142 3013.542 −0.001 −0.022
0.000 −0.093 0.000 0.000
0.436 −1955.140 −0.003 −0.115
−0.304 8317.006 −0.116 −0.117
, π̂12=

0.126 7232.701 −0.023 −0.160
0.000 0.082 0.000 0.000
0.052 −15639.791 0.152 0.154
0.262 −18401.275 0.1210 0.342

Con el modelo estimado para {Wt}, las ecuaciones (2-1), (2-9), (2-10) y la expresión para
Π̂, se obtuvieron las series de residuales {ẽt} y {b̂t}. Las Figuras 5-3 y 5-4 muestran su
comportamiento. Los valores pueden apreciarse en el Anexo D.
Seguidamente, se calcularon los valores de LB y PR evaluadas en los primeros 12 rezagos y
se almacenaron como valores del estad́ıstico para ejecutar la prueba de compatibilidad. Para
completar la prueba, con niveles 0.1, 0.05 y 0.01, fueron necesarios los percentiles 90, 95 y
99 de la distribución de las estad́ısticas bajo la hipótesis de no correlación cruzada, en las
condiciones del problema (k = 4, p = 12, r = 1, 2,...,12, n = 36, m = 3, mn = N = 108).
Puesto que la muestra para {ẽt} y {b̂t} es relativamente pequeña (tamaño 96), se procedió a
obtener los cuantiles de las distribuciones de LB y PR a través de la técnica de Bootstrap-
ping, generando en cada caso 100000 muestras con reemplazo de tamaño 96 de las series {ẽt}
y {b̂t}. Este procedimiento, nos permitió obtener 100000 valores de las estad́ısticas en cada
uno de los 12 rezagos considerados. En la Tabla 5-3 se pueden apreciar los valores de prueba
de las estad́ısticas y los respectivos cuantiles en los diferentes rezagos.
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Series de residuales estimados de Xt
Figura 5-3.: Serie de residuales estimados {ẽt}











































Series de residuales estimados de Wt
Figura 5-4.: Series de residuales estimados {b̂t}
En la Tabla 5-3 se observa que todos los valores de las estad́ısticas para cada uno de los 12
rezagos son menores que el percentil 90 de la distribución de LB y PR bajo la hipótesis de
no correlación cruzada. Basados en la regla de decisión planteada en el caṕıtulo 3, en ningún
caso se rechazó la hipótesis nula de no correlación cruzada entre los procesos {et} y {bt},
con p-valores mayores que 0.1, .
Al igual que Nieto (2007), concluimos que las variables indicadoras utilizadas y el modelo
estimado para el proceso auxiliar ({Wt}), están suficientemente bien especificados, y que
además, la información que no está contenida en {Wt}, acerca de la dinámica del PIB In-
dustrial mensual de Colombia, no es significativa.
Obtuvimos la misma conclusión que Nieto (2007) realizando solo una prueba de hipótesis de
no correlación cruzada en cada rezago, en lugar de 16 pruebas realizadas por él. Al realizar
una sola prueba de hipótesis, controlamos el efecto FWER, que tiene como resultado, que
el nivel de significancia nominal sea menor que el nivel real efectivo debido a la ejecución de
16 pruebas de hipótesis simultáneas (Westfall y Wolfinger, 1997). Por último, retomamos lo
dicho anteriormente, podŕıan existir relaciones subyacentes entre los procesos marginales de
los procesos de residuales, que se ignoran al realizar pruebas individuales, y que a través de
este procedimiento conjunto, son impĺıcitamente tenidas en cuenta.
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Tabla 5-2.: Estad́ısticos y percentiles para la prueba de compatibilidad
Estad́ıstico Percentiles
Calculado Percentil 90 Percentil 95 Percentil 99
LB
r=1 40.589 70.601 75.242 84.107
r=2 67.579 105.039 110.546 121.125
r=3 101.646 139.655 145.307 157.170
r=4 138.272 173.508 180.213 193.401
r=5 230.973 339.901 358.576 398.235
r=6 254.316 372.441 391.709 430.943
r=7 272.037 405.326 424.222 464.927
r=8 301.306 437.860 456.836 500.562
r=9 390.148 616.885 650.243 713.744
r=10 413.208 649.757 682.063 748.585
r=11 440.785 682.007 714.730 777.883
r=12 487.111 714.480 747.533 812.647
PR
r=1 0.11022 0.21795 0.30152 0.54579
r=2 0.13025 0.28338 0.36716 0.59594
r=3 0.15266 0.34594 0.44276 0.67688
r=4 0.18525 0.40647 0.50807 0.75020
r=5 0.23296 0.49488 0.60511 0.89739
r=6 0.25770 0.54941 0.66411 0.95409
r=7 0.27632 0.60313 0.71841 1.00964
r=8 0.30271 0.65672 0.77193 1.05752
r=9 0.35843 0.76320 0.88256 1.20897
r=10 0.38811 0.80862 0.93215 1.26290
r=11 0.41361 0.85422 0.97775 1.31074
r=12 0.44078 0.89492 1.02774 1.36534
6. Conclusiones y recomendaciones
Se propusieron dos estad́ısticas tipo pormanteau que permiten ejecutar la prueba de com-
patibilidad en el marco de predicción ex-post de series temporales multivariadas. Dichas
estad́ısticas son extensiones a las estad́ısticas de Ljung y Box (LB) y Peña y Rodŕıguez
(PR) utilizadas para verificar bondad de ajuste en modelos univariados de series de tiempo.
Bajo la hipótesis de no correlación cruzada entre {et} y {bt}, ambas estad́ısticas presentan
una alta asimetŕıa con una cola derecha alargada para tamaño de muestra pequeño, sin em-
bargo, la estad́ıstica LB es estable y relativamente insensible a los cambios en los tamaños de
muestra, manteniendo casi constantes los valores de sus cuantiles para cualquier longitud de
serie y adquiriendo mayor grado de simetŕıa para tamaños de muestra grande. En contraste,
la estad́ıstica PR śı evidencia una notable sensibilidad a los tamaños de series, reduciendo
notoriamente los valores de sus cuantiles a medida que las longitudes de series aumentan.
La prueba de compatibilidad ejecutada con LB, es mucho más potente que la prueba con
PR en todos los escenarios analizados. El aumento en los tamaños de series aumenta la
potencia de las pruebas y el aumento en los valores de los rezagos considerados la disminuye
notablemente. Para el caso de LB, aumentos en la dimensión de los procesos produce más
potencia en la prueba. Desde una perspectiva global de los casos estudiados, se puede consi-
derar que las pruebas realizadas con LB son bastante potentes, mientras que las ejecutadas
con PR, solo alcanza una potencia aceptable.
Se recomienda utilizar la estad́ıstica LB en lugar de la estad́ıstica PR, por generar una
prueba más potente. Puesto que las distribuciones de las estad́ısticas, bajo la hipótesis nula,
no ajustaron a ninguna variable conocida, se recomienda aplicar técnicas de Bootstrapping
para obtener su distribución.
Se recomienda desarrollar para trabajos futuros simulaciones en las que se consideren varia-
ciones en los valores del número de intrapeŕıodos (m), por ejemplo m = 12.
Este trabajo aporta una iniciación en la investigación acerca de la prueba de compatibilidad
analizada, se recomienda iniciar un trabajo de corte anaĺıtico para establecer la distribución
exacta o asintótica de la estad́ıstica de prueba y superar los posibles inconvenientes que
pueda generar la simulación.













































































































































































































































































(d) Caso V; k=3; p=2; N=10000
Figura A-1.: Histogramas para la distribución de LB y PR N=160 y 10000














































































































































































































































































































































































































(f) Caso VI; k=3; p=3

























































































































































































































































































































































































































(f) Caso VI; k=3; p=3
Figura A-3.: Histogramas para la distribución de LB y PR, con N=2500






















































































































































































































































































































































































































(f) Caso VI; k=3; p=3
Figura A-4.: Histogramas para la distribución de LB y PR, con N=5000
B. Anexo: Modelos para P90, P95 y P99
Tabla B-1.: Modelos de regresión para los percentiles 90, 95 y 99 de LB
Ljung-Box Modelo: Perc=1/(a+b/N)
Caso Rezago a b E.E. (a) E.E. (b) Caso Rezago a b E.E. (a) E.E. (b)
Caso I r=1 0.04182 0.15095 0.00006 0.00689 Caso IV r=1 0.02740 0.02778 0.00002 0.00220
r=2 0.02666 0.12182 0.00003 0.00389 r=2 0.01744 0.02463 0.00001 0.00108
k=2; p=1 r=3 0.01993 0.09515 0.00002 0.00288 k=3; p=1 r=3 0.01294 0.01859 0.00001 0.00083
r=4 0.01604 0.08044 0.00002 0.00213 r=4 0.01034 0.01517 0.00001 0.00063
Percentil 90 r=5 0.01392 0.08452 0.00002 0.00189 Percentil 90 r=5 0.00860 0.01315 0.00000 0.00045
Caso I r=2 0.02223 0.12808 0.00004 0.00428 Caso IV r=2 0.01590 0.02887 0.00001 0.00128
Percentil 95 r=4 0.01379 0.08465 0.00002 0.00227 Percentil 95 r=4 0.00959 0.01803 0.00001 0.00070
Caso I r=2 0.01591 0.14193 0.00004 0.00547 Caso IV r=2 0.01339 0.03829 0.00002 0.00222
Percentil 99 r=4 0.01035 0.09578 0.00003 0.00333 Percentil 99 r=4 0.00838 0.02053 0.00001 0.00097
Caso II r=1 0.03538 0.17163 0.00005 0.00541 Caso V r=1 0.02518 0.03733 0.00004 0.00428
r=2 0.02226 0.12168 0.00003 0.00334 r=2 0.01691 0.03103 0.00001 0.00135
k=2; p=2 r=3 0.01648 0.09700 0.00002 0.00205 k=3; p=2 r=3 0.01246 0.03893 0.00001 0.00109
r=4 0.01323 0.07857 0.00001 0.00162 r=4 0.00991 0.03712 0.00001 0.00082
Percentil 90 r=5 0.01142 0.07148 0.00002 0.00231 Percentil 90 r=5 0.00843 0.02581 0.00000 0.00049
Caso II r=2 0.01867 0.13101 0.00003 0.00342 Caso V r=2 0.01534 0.02655 0.00001 0.00139
Percentil 95 r=4 0.01136 0.08190 0.00001 0.00182 Percentil 95 r=4 0.00915 0.03503 0.00001 0.00091
Caso II r=2 0.01355 0.13965 0.00004 0.00523 Caso V r=2 0.01280 0.02243 0.00002 0.00227
Percentil 99 r=4 0.00851 0.08547 0.00002 0.00287 Percentil 99 r=4 0.00789 0.03114 0.00001 0.00107
Caso III r=1 0.03213 0.30518 0.00004 0.00577 Caso VI r=1 0.02406 -0.03305 0.00003 0.00277
r=2 0.01985 0.24961 0.00003 0.00414 r=2 0.01517 0.00378 0.00001 0.00127
k=2; p=3 r=3 0.01451 0.20865 0.00002 0.00283 k=3; p=3 r=3 0.01118 0.01585 0.00001 0.00074
r=4 0.01148 0.18041 0.00002 0.00229 r=4 0.00889 0.01883 0.00001 0.00060
Percentil 90 r=5 0.00987 0.17003 0.00002 0.00219 Percentil 90 r=5 0.00777 -0.00038 0.00000 0.00041
Caso III r=2 0.01647 0.21790 0.00003 0.00404 Caso VI r=2 0.01373 -0.00177 0.00001 0.00141
Percentil 95 r=4 0.00962 0.15569 0.00002 0.00257 Percentil 95 r=4 0.00817 0.01347 0.00001 0.00064
Caso III r=2 0.01197 0.16454 0.00004 0.00491 Caso VI r=2 0.01140 -0.01074 0.00002 0.00189
Percentil 99 r=4 0.00707 0.11464 0.00002 0.00306 Percentil 99 r=4 0.00698 0.00279 0.00001 0.00105
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Tabla B-2.: Modelos de regresión para los percentiles 90, 95 y 99 de PR
Ljung-Box Modelo: Perc=a+b/N
Caso Rezago a b E.E. (a) E.E. (b) Caso Rezago a b E.E. (a) E.E. (b)
Caso I r=1 0.0038 14.6843 0.0004 0.0465 Caso IV r=1 0.0080 18.1272 0.0007 0.0729
r=2 0.0103 19.8694 0.0009 0.0924 r=2 0.0165 23.4029 0.0013 0.1340
k=2; p=1 r=3 0.0168 24.8415 0.0013 0.1412 k=3; p=1 r=3 0.0248 28.3387 0.0019 0.2004
r=4 0.0241 29.3158 0.0019 0.1971 r=4 0.0338 32.7532 0.0025 0.2595
Percentil 90 r=5 0.0328 34.6187 0.0006 0.0675 Percentil 90 r=5 0.0429 38.1357 0.0032 0.3352
Caso I r=2 0.0201 29.2937 0.0016 0.1737 Caso IV r=2 0.0251 30.4302 0.0020 0.2106
Percentil 95 r=4 0.0451 40.7326 0.0032 0.3420 Percentil 95 r=4 0.0483 40.4586 0.0034 0.3585
Caso I r=2 0.0613 56.1966 0.0048 0.5096 Caso IV r=2 0.0568 48.2539 0.0041 0.4350
Percentil 99 r=4 0.1166 72.7520 0.0081 0.8545 Percentil 99 r=4 0.0946 58.8416 0.0060 0.6334
Caso II r=1 0.0145 23.1417 0.0013 0.1409 Caso V r=1 0.0036 19.5903 0.0004 0.0466
r=2 0.0299 29.7790 0.0022 0.2327 r=2 0.0099 25.4284 0.0008 0.0824
k=2; p=2 r=3 0.0457 36.6400 0.0032 0.3323 k=3; p=2 r=3 0.0180 30.7431 0.0011 0.1135
r=4 0.0640 42.3500 0.0043 0.4522 r=4 0.0246 36.0873 0.0013 0.1396
Percentil 90 r=5 0.0794 50.4537 0.0014 0.1450 Percentil 90 r=5 0.0358 44.7797 0.0008 0.0838
Caso II r=2 0.0502 41.1793 0.0036 0.3777 Caso V r=2 0.0126 33.8635 0.0009 0.1000
Percentil 95 r=4 0.0997 56.5703 0.0062 0.6570 Percentil 95 r=4 0.0320 45.8047 0.0017 0.1765
Caso II r=2 0.1199 72.2360 0.0085 0.8923 Caso V r=2 0.0272 55.3998 0.0027 0.2858
Percentil 99 r=4 0.2250 92.3758 0.0137 1.4426 Percentil 99 r=4 0.0640 69.1528 0.0038 0.4036
Caso III r=1 0.0420 13.2517 0.0018 0.1844 Caso VI r=1 -0.0006 24.1047 0.0005 0.0572
r=2 0.0644 18.8453 0.0029 0.3072 r=2 0.0053 31.5631 0.0009 0.0911
k=2; p=3 r=3 0.0869 24.0557 0.0040 0.4245 k=3; p=3 r=3 0.0131 38.6887 0.0013 0.1402
r=4 0.1089 29.3690 0.0051 0.5379 r=4 0.0182 46.2395 0.0019 0.1961
Percentil 90 r=5 0.1367 36.0393 0.0071 0.7456 Percentil 90 r=5 0.0394 52.8397 0.0007 0.0759
Caso III r=2 0.0972 28.7864 0.0047 0.4987 Caso VI r=2 0.0025 42.9682 0.0011 0.1129
Percentil 95 r=4 0.1646 42.7446 0.0080 0.8392 Percentil 95 r=4 0.0215 59.8687 0.0026 0.2725
Caso III r=2 0.1940 60.4409 0.0106 1.1133 Caso VI r=2 0.0023 73.1625 0.0030 0.3179
Percentil 99 r=4 0.3412 81.0193 0.0188 1.9831 Percentil 99 r=4 0.0335 95.8771 0.0061 0.6462
C. Anexo: Gráficas de potencia





































































































(a) Caso II; k=2; p=2






































































































(b) Caso V; k=3; p=2
Figura C-1.: Potencia de la prueba Vs Tamaño muestral
D. Anexo: Residuales estimados
Tabla D-1.: Series de residuales {b̂t} y {ẽt} para la prueba de compatibilidad
{b̂t} {ẽt}
Minero Servicios Construcción Producción Manuf. Minero Servicios Construcción Producción Manuf.
-5365.4546 0.6076 22407.4064 -2177.1172 -0.00695 -29.82128 0.01754 0.01769
9329.6117 -0.6374 -25430.3645 -9217.3482 0.01784 -32.11443 -0.01752 0.21680
8336.1997 0.6614 22557.9490 -10385.5718 -0.19181 38.28580 -0.09501 0.00937
-7314.9891 -0.4456 -44643.7030 -41188.5466 -0.05715 -30.52549 0.02514 0.00925
5312.2695 -0.1062 21983.0985 20254.4769 0.03394 -68.31375 0.02592 0.22588
11819.0646 -0.2024 -52126.8355 -1434.5685 -0.20471 47.28552 -0.08009 0.05397
-2225.6447 -0.1554 24481.8078 1545.7252 -0.17321 -15.42236 0.00540 -0.00581
-64.1338 -0.1633 25559.2458 16387.7859 -0.00816 -74.16170 0.05070 0.22597
1964.2887 0.1358 10840.4901 24705.1953 -0.19706 60.03368 -0.06533 0.11059
1015.7094 0.0975 -6592.4548 25681.9324 -0.22998 12.11418 -0.04282 -0.00487
-7245.2759 0.0800 -7774.8981 18090.7996 -0.04886 -101.33861 0.02849 0.21605
-9716.4756 -0.2804 -15143.0232 -15593.3453 -0.17459 28.77009 -0.06842 0.18235
2791.0059 -0.6684 -40379.1208 -34534.5817 -0.26591 31.76666 -0.09178 0.03219
-2901.5092 0.5074 15890.0088 22340.6494 -0.07824 -106.88602 -0.01527 0.20921
-11802.2104 -0.0766 -10679.0615 25133.1858 -0.13771 8.07389 -0.09097 0.23850
-3122.7972 -0.4789 -31602.1452 -14507.8710 -0.24870 63.01311 -0.14295 0.06423
5355.1780 -0.3305 -22853.4948 5558.1837 -0.07996 -98.50571 -0.06787 0.18144
-2671.5793 -0.1744 3782.3098 13678.3148 -0.07943 -24.70292 -0.11816 0.26098
2402.8892 0.0854 -492.2125 21453.5360 -0.21062 90.09568 -0.19513 0.08772
-8851.1211 0.1843 29655.3591 -2201.2371 -0.06997 -96.54515 -0.11840 0.14092
6693.5119 0.2344 11367.3580 -7134.6122 -0.02134 -75.86750 -0.13331 0.25279
6214.3006 -0.0418 -6709.0392 -11600.2450 -0.16365 103.11964 -0.22036 0.09312
-11472.9093 0.1542 11314.8390 -10805.2251 -0.06676 -58.97858 -0.15771 0.07497
5352.9059 0.1331 12135.4182 -4953.7566 0.02799 -113.55752 -0.14653 0.20499
-1821.4547 0.0317 16273.3003 -3898.6661 -0.09051 109.65344 -0.23424 0.08587
-5556.6706 -0.5375 22961.8703 -20988.5291 -0.03621 -17.24471 -0.18049 0.00719
-6719.4177 -0.7172 25436.6215 -49211.7463 0.08805 -158.01087 -0.14613 0.13189
3440.0233 0.6125 -274.4615 21356.1983 -0.01466 87.38684 -0.23004 0.05622
-1872.9767 0.4800 38595.0362 -16233.7231 -0.00597 31.77384 -0.19480 -0.06263
-4612.2508 -0.7090 -18898.4032 -20602.8918 0.14105 -181.72114 -0.13700 0.04859
-13344.4005 -0.1781 -23315.3821 -16696.2676 0.08490 62.36887 -0.19541 0.00453
-3827.9285 0.2603 35600.5523 -9956.1610 0.04473 98.92870 -0.17766 -0.15072
1491.2630 0.8514 9453.0588 29570.6837 0.18568 -181.96999 -0.10362 -0.07189
4544.5289 0.4746 23506.4199 7740.0292 0.16672 2.35648 -0.12822 -0.07661
8763.7541 0.4461 26886.1247 38186.6934 0.09509 132.35744 -0.12441 -0.23618
-4052.5455 -0.0134 14859.9989 6720.3638 0.21967 -171.26663 -0.04382 -0.18896
1782.5608 0.2446 -22758.2917 -20307.8837 0.23615 -49.42014 -0.03336 -0.16858
-16763.8010 0.2582 -4314.3889 24096.2404 0.12881 194.12981 -0.04382 -0.32663
8689.5577 0.2947 -1877.0169 10973.2246 0.21941 -112.75484 0.03424 -0.31832
4221.7379 0.3649 27894.0341 19257.5342 0.26742 -112.77423 0.07762 -0.27162
-4085.4644 0.2028 19189.3826 20814.2392 0.16649 198.10179 0.06406 -0.39710
-11465.4046 0.3002 65562.3425 7504.6177 0.22380 -68.41341 0.13759 -0.41509
15436.7660 0.1671 24460.5082 3162.2351 0.29151 -178.62654 0.20985 -0.35691
11786.6694 -0.5921 -57687.1584 -34415.3077 0.16349 215.05247 0.18622 -0.45398
-10243.6001 -0.5247 -28326.9579 -26853.7310 0.17589 34.77171 0.23837 -0.49609
7339.4332 -0.1331 -7951.6115 27347.7876 0.24420 -209.66398 0.32358 -0.42781
47
-1145.7927 -0.4676 -23205.7654 -26812.2139 0.15083 186.67436 0.30811 -0.47521
7328.6318 -0.4352 -41141.2676 -27729.2419 0.12897 117.50742 0.35535 -0.54109
6014.1229 0.1678 19274.3890 6281.8329 0.19004 -244.09084 0.45209 -0.47792
-148.9568 -0.1027 -26624.5735 -11232.5805 0.09022 123.59245 0.42867 -0.47745
2234.3806 0.3863 1360.2629 -2099.4501 0.02936 205.33811 0.44841 -0.52800
-4073.9290 -0.4115 21831.8322 4105.7975 0.09426 -230.45902 0.53611 -0.46171
-1625.6390 0.0579 -14691.6222 -6239.4192 0.01389 74.47786 0.51329 -0.42332
13150.0364 0.2793 6924.6968 7116.1044 -0.05845 328.29938 0.52009 -0.48927
-6484.5496 0.1521 -270.6583 -3647.7416 -0.02858 -200.44255 0.59185 -0.43271
7472.5136 0.2574 -6120.2162 21760.6789 -0.04996 -81.50508 0.57596 -0.34297
-8366.4512 -0.1975 5140.5759 -4963.6080 -0.16658 339.12331 0.56045 -0.37346
-976.0656 0.0975 11205.8473 -13868.2778 -0.13820 -86.00059 0.60800 -0.32197
7005.3276 0.0587 -4761.0585 -6493.6540 -0.18363 -106.15582 0.58545 -0.22906
-10540.9976 0.2289 -29192.8674 18518.2059 -0.28706 411.98076 0.55298 -0.26181
-4463.2733 -0.3706 -14747.2290 -23592.9645 -0.30607 -20.88387 0.56691 -0.21723
-874.8671 -0.1805 -2769.9203 -28337.8531 -0.26842 -284.96326 0.56513 -0.09021
-2585.0163 0.0280 37413.0694 20795.3345 -0.37481 326.91566 0.52288 -0.09600
6254.4785 -0.7000 -29276.2386 -19330.0979 -0.41039 108.82637 0.49797 -0.04569
3817.3361 0.0257 -31297.3460 1740.2333 -0.38740 -275.31763 0.48337 0.06382
7345.4363 0.2090 36631.3434 15374.4590 -0.50349 338.03010 0.42756 0.07187
1445.2911 -0.0505 32954.8261 13221.0764 -0.53072 284.72895 0.36258 0.11159
-12311.0254 0.2207 18913.3384 41720.4167 -0.47304 -352.17065 0.36038 0.22633
4420.5473 -0.2985 -11078.1132 -13544.5233 -0.48703 137.30286 0.32249 0.24635
-4318.8366 -0.2514 270.8666 3369.3474 -0.55530 287.33500 0.23585 0.28441
20752.1936 -0.3430 -13165.3229 2665.4377 -0.48586 -363.20140 0.22655 0.36974
8539.8906 0.3007 -14378.2017 -7812.0413 -0.57674 64.22903 0.16005 0.40455
5599.0389 0.5930 34506.3426 -1234.9820 -0.61106 461.38312 0.05458 0.42762
-10095.7601 -0.6055 -32274.9403 -3526.4796 -0.58142 -278.77352 0.06023 0.46096
-13296.9697 0.2565 7000.5458 21151.1832 -0.60978 -88.37801 0.03189 0.45605
-3246.5179 0.2242 15691.4807 11952.3317 -0.65593 515.56440 -0.04948 0.45719
-9779.9314 0.4133 11021.6300 10380.1227 -0.55243 -316.63909 -0.04577 0.51264
-9216.6311 0.3105 -26507.5357 4922.7914 -0.51363 -479.71146 -0.08997 0.59483
1294.3207 0.3609 -28615.6209 4981.0355 -0.51637 444.79971 -0.19347 0.63380
10468.8849 -0.1549 -8257.4994 -19505.2522 -0.46156 40.18500 -0.19403 0.58464
10480.5592 0.4032 12760.3361 22133.0075 -0.48569 -407.21672 -0.25737 0.57174
-7849.7027 0.3056 -4319.4995 -12715.5213 -0.51868 363.89088 -0.33740 0.53080
1650.2644 0.2192 -14128.6783 7818.7299 -0.47052 -56.16468 -0.28666 0.50305
17116.0096 -0.1859 20824.9020 -25917.6890 -0.39270 -695.89842 -0.25962 0.51235
-5647.8566 -0.2108 5478.6888 10672.2966 -0.44638 280.66439 -0.27758 0.46365
17161.2173 -0.4072 -9379.7899 -24585.6077 -0.42619 173.45557 -0.26699 0.41802
6460.1716 -0.5584 -47234.1148 -13355.5431 -0.34878 -893.65464 -0.27492 0.44499
-4918.9092 0.8029 37812.4893 27547.6971 -0.27963 -9.23482 -0.28489 0.41795
4495.6733 0.0346 -5768.8437 -3147.8609 -0.29635 596.20126 -0.29998 0.34984
5640.4286 -0.2779 -8331.6232 -12754.8192 -0.19676 -570.97210 -0.28069 0.32764
-4418.7196 0.4804 28663.6406 24339.7517 -0.16803 -581.15320 -0.24950 0.23803
-10918.1775 -0.2892 -36004.0290 8195.4434 -0.26026 -24.94711 -0.26892 0.20732
-4310.7363 -0.5039 -27072.5111 1075.6728 -0.24413 -621.37202 -0.21588 0.22495
-6568.1769 -0.0367 18432.6243 -4357.6495 -0.18462 -135.15462 -0.12132 0.11704
-7767.5019 -0.4216 -26500.4613 -25606.4287 -0.18886 443.53942 -0.15427 0.06673
2841.0218 -0.1168 20177.3042 3911.8143 -0.14456 -0.04546 -0.11189 0.06044
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