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ABSTRACT 
I n  t h i s  paper we examine the l o c a l  s t r u c t u r e  o f  the  f e a s i b l e  s e t  o f  a 
non l inear  programming problem under the  cond i t i on  o f  nondegeneracy. 
We in t roduce  t h i s  cond i t ion ,  examine i t s  re1 a t i onsh ips  t o  known 
p rope r t i es  o f  o p t i m i z a t i o n  problems, and show t h a t  when i t  holds a t  
a g iven p o i n t  the  p o r t i o n  o f  the  f e a s i b l e  s e t  near t h a t  p o i n t  i s  
d i f feomorphic t o  a simple convex s e t  ( o f t e n  polyhedral  ) . Moreover, 
t h i s  d i f feomorphic r e l a t i o n  i s  s t a b l e  under small changes i n  the 
problem func t i ons .  
Sponsored by the  U.S. Nat ional  Science Foundation under Grant No. 
MCS 8200632. Pre l  im inary  research f o r  t h i s  paper was done a t  the  
Centre de Recherche de Mathematiques de l a  Decision, Un ivers i  t e  
Par is  - I X  Dauphine, w i t h  t r a v e l  support f rom C.N.R.S., and the  
w r i t i n g  was completed a t  the  I n t e r n a t i o n a l  I n s t i t u t e  f o r  Appl i ed 
Systems Analysis,  Laxenburg, Aus t r ia .  The author  thanks a l l  o f  
these agencies f o r  t h e i r  support  o f  t h i s  work. 
0. I n t roduc t i on .  
I n  t h i s  paper we study the  syste~i l  o f  non l inear  cons t ra in t s  
where h i s  a cr f u n c t i o n  from an open subset o o f  IRn t o  IRm ( r  = > I ) ,  
and C i s  a nonempty c losed convex s e t  i n  R ~ .  We s h a l l  be concerned w i t h  
p rope r t i es  o f  the  s e t  F o f  p o i n t s  s a t i s f y i n g  (0.1) under a c e r t a i n  
r e g u l a r i t y  c o n d i t i o n  t h a t  we term nondegeneracy. Th is  c o n d i t i o n  i s  
de f ined i n  Sect ion  1, where i t s  rela.t-ionships t o  s tandard c o n s t r a i n t  
qua1 i f i c a t i o n s  used i n  non l i nea r  p r o g r a m i n g  are  a l so  explored.  
I n  Sect ion 2 we in t roduce  pe r tu rba t i ons  i n t o  the  f u n c t i o n  h, and 
we show t h a t  under nondegeneracy the  po r t i ons  o f  t he  f e a s i b l e  sets 
of ( 0 1 )  and of a l l  problems "close" t o  ( 0 1 )  t h a t  a re  near xo 
are  mutua l ly  cr di f feomorphic.  Geometr ica l ly ,  t h i s  means t h a t  i f  we 
do n o t  p e r t u r b  h very much then we a re  e s s e n t i a l l y  working w i t h  
the  same problem, up t o  a cr t rans format ion  o f  the  coordinates. 
Moreover, t h i s  common f e a s i b l e  s e t  has, w i t h  the  c o r r e c t  choice 
o f  coordinates, a very simple s t ruc tu re :  i t  i s  j u s t  the  i n t e r s e c t i o n  
o f  the p a r t  o f  C near xo w i t h  the  tangent space t o  h-'(0) through 
x . The coordinates through which t h i s  s i m p l i f i c a t i o n  i s  made 
0 
are  easy t o  compute, and t h i s  means t h a t  non l inear  o p t i m i z a t i o n  
problems whose f e a s i b l e  se ts  l ook  l i k e  (0.1) can a c t u a l l y  be 
regarded, l o c a l l y ,  as problems o f  op t im iza t i on  on a f i x e d  convex 
se t  which will be polyhedral i f  C i s  polyhedral. 
The main point of Section 3 i s  t o  apply this point of view t o  establish 
some properties of local minimizers of such problems. We show that al l  
such local minimizers must 1 ie on a certain face of C ,  so that the 
optimization problem in question may be further simp1 ified by 
restricting one's attention to that face of C .  Finally, we show t h a t  
when the problem i s  thus restricted the local minimizer in question 
i nheri t s  from the ori gi nal problem the property of nondegeneracy , 
so that all  of the results established under the nondegeneracy 
hypothesis wi 11 remain val id for the restricted problem. 
1. Nondeaeneracv. 
In [41 we introduced a fundamental decomposition of IRn around a 
feasible point for (0. I ) ,  and we used i t  t o  prove various results 
1 about the feasible se t  F = C n h- (0 ) .  Since we shall use the 
same decomposition here, we f i  r s t  summarize i t s  properties. 
Given a point xo E F y  denote h i ( x o )  by D. Let M be the subspace 
of IRn parallel to the affine hull A of the se t  C ,  and assume 
D ( M )  = IRm. Denote M n ker D by K ,  and l e t  L and J be subspaces 
complementary to K in M and in ker D respectively. Then one has 
= J J K @ L ,  and one can defi ne the projectors P J ,  PK, and PL 
on to  the spaces indicated a long ,  in each case, the other two spaces. 
One has PJ + P K  + P L  = I ,  and the product of any two of these 
three projectors i s  zero. We shall denote by Po the projector 
PJ + P K  on to  ker D along L. 
With these d e f i n i t i o n s  the  r e s t r i c t i o n  o f  D t o  L i s  a b i j e c t i o n  
onto IRm, and t h i s  b i j e c t i o n  has an inverse  D-: a 1 i n e a r  operator  
from IRm t o  IRn whose image i s  L and f o r  which 00- = I and D-D = PL. 
One way t o  compute D- i s  t o  l e t  E be any b i j e c t i o n  from t o  L, 
then s e t  D- = E(DE) - l ;  the  i nve rse  o f  DE e x i s t s  because we assumed 
The c o n d i t i o n  o f  nondegeneracy t h a t  we in t roduce here deals w i t h  
the r e l a t i o n s h i p  o f  t he  spaces j u s t  descr ibed t o  the  convex s e t  C 
appearing i n  (0.1) .  Geometr ica l ly ,  i t  says t h a t  t he  space L can be 
chosen so t h a t  it i s  complementary t o  the  tangent space ( k e r  D) t o  
h-'(0) a t  xo, w h i l e  a t  the  same t ime f o r  any x i n  C near xo, movement 
along L near x  does n o t  cause one t o  leave C. 
DEFINITION 1.1: 
L e t  xo s a t i s f y  ( 0 . 1 )  We say xo i s  a nondegenerate f e a s i b l e  p o i n t  
f o r  (0.1) i f  D(M) = and the re  e x i s t  an open neighborhood N o f  
the o r i g i n  i n  and a subspace L, complementary t o  K i n  M, such t h a t  
I t  might  appear t h a t  ins tead o f  (1.1) one could impose the s imp ler  
c o n d i t i o n  t h a t  xo + L n N c C. However, t h i s  c o n d i t i o n  i s  n o t  equ iva len t  
t o  (1.1), and i n  f a c t  we s h a l l  need (1.1) .  To see t h a t  the  two 
cond i t i ons  are  no t  equivalent ,  consider  t he  c losed convex cone C i n  R 3 
def ined by 
3 Ev iden t l y  a f f  C = R . I f  we l e t  xo := (0,0,1) and K := R2x(0], then 
we can l e t  L :=  (012 xR,  and f o r  an appropr ia te  neighborhood N o f  
3 the  o r i g i n  i n  R we have xo + L n N c C. However, f o r  any posi  ti ve 
2 2 
E we have (E ,&,I) E C, b u t  f o r  a l l  small p o s i t i v e  6, (E ,&,I+) $ C. 
Hence the  c o n d i t i o n  (1.1) i s  no t  s a t i s f i e d .  
I t  i s  n o t  d i f f i c u l t  t o  show t h a t  i f  L i s  complementary i n  M t o  
M n ker  h 1 ( x 0 ) ,  then f o r  x near x L i s  a l s o  complementary t o  
0 ' 
M n ke r  h '  ( x ) .  It f o l l o w s  e a s i l y  t h a t  i f  xo i s  a nondegenerate f e a s i b l e  
p o i n t  f o r  (0.1) then so i s  each f e a s i b l e  p o i n t  s u f f i c i e n t l y  c lose  t o  x. 
I f  xo i s  a nondegenerate f e a s i b l e  p o i n t  f o r  (0.1) then i t  i s  
necessar i l y  a l s o  a r e g u l a r  p o i n t  i n  the  sense o f  [41.  To see t h i s ,  
note t h a t  L B K = M, so t h a t  D(L) = D(M) = R ~ .  Therefore, f o r  t he  
neighborhood N o f  (1.1) i t  must be t r u e  t h a t  D(L n N) i s  a neighborhood 
o f  t he  o r i g i n  i n  Rmm. We can r e w r i t e  (1.1) as 
and by app ly ing  D t o  bo th  s ides we see t h a t  D ( C - x  ) i s  a neighborhood 
0 
o f  0 i n  Rm. But  t h i s  i s  one o f  t h e  equ iva len t  ways o f  expressing 
r e g u l a r i t y  [4, Prop. 1.11. 
There are  several ways i n  which (1.1) might  be s a t i s f i e d .  One obvious 
way i s  f o r  C t o  be a c y l i n d e r  o f  the  form Q + C '  , where Q i s  a subspace 
and C '  i s  convex. I f  Q + K  = M, then the  requirement i s  s a t i s f i e d .  O f  
course, nondegeneracy may hol  d a1 so under much 1 ess s t r i n g e n t  cond i t i ons  , 
s ince (1.1)  deals o n l y  w i t h  l o c a l  behavior.  
I n  case C i s  polyhedral ,  as i t  i s  i n  many p r a c t i c a l  app l i ca t i ons ,  
then the tangent cone t o  C a t  xo, TC(xo) , ~ o i  n c i  des w i  t h  C - xo near 
the o r i g i n .  I n  t h a t  case we can ob ta in  a  simple c h a r a c t e r i z a t i o n  o f  
nondegeneracy i n  t e n s  o f  TC(xo) and i t s  p o l a r  NC(xo) , the  normal 
cone t o  C a t  xo. The statement o f  t h i s  cha rac te r i za t i on  uses the  
-
idea o f  the 1  i neal i ty space o f  a  cone Z: t h i s  space, w r i  t t e n  1  i n  Z  , 
i s  the l a r g e s t  subspace i n  Z  ( i . e . ,  Z  n ( -Z ) ) .  
PROPOSITION 1.2: 
Suppose C i s  polyhedral  and xo i s  f e a s i b l e  f o r  ( 0 . 1 )  Then each o f  the 
f o l l o w i n g  i s  necessary and s u f f i c i e n t  f o r  x  t o  be nondegenerate: 
0 
PROOF: 
The two condi ti ons are equ iva len t  s ince 
l. D[ l i n  TC(xo) l  = D[ [aff N ~ ( X ~ ) I ~ I  = [u lD*u E a f f  NC(xo)1 . 
To show t h a t  ( a )  imp l i es  nondegeneracy, we f i r s t  observe t h a t  
l i n  TC(xo) c M y  so under ( a )  we have D(M) =  Next, we note t h a t  
t o  e s t a b l i s h  (1.1) i t  i s  enough t o  show t h a t  
l i n  T ~ ( x ~ )  + K = M . (1.2) 
Indeed, i f  (1.2) holds we can take L t o  be any subspace o f  l i n  TC(xo) 
t h a t  i s  complementary t o  K i n  M. Then s ince  C i s  polyhedral ,  TC(xo) 
co inc ides w i t h  C - x o  near t he  o r i g i n ,  so t h a t  (1.1) w i l l  ho ld  f o r  an 
appropr ia te  N. 
To establish (1.2) we need only show t h a t  lin T C ( x o )  + K 3 M y  since 
the reverse inclusion is tr ivial .  Let m E M ;  since D [ l  in TC(xo)l = lRm 
there i s  some1 E lin T C ( x o )  with De = Dm. B u t  then m - 1  E K ,  so 
m = 1 + ( m  -l) E lin T C ( x o )  + K ,  which proves (1.2). 
We next show t h a t  nondegeneracy imp1 ies ( a ) .  We are given that 
D ( M )  = Rm and that a subspace L exists, complementary to  K in M y  
for which (1.1) holds for some neighborhood N. In particular, i t  
follows from (1.1) t h a t  L n N c C - x o .  If we write cone A for the 
cone generated by a set A ,  we then have 
L = cone L n N c cone ( C  - x o )  c c1 cone ( C  - x O )  = T C ( x O )  , 
so L c lin T C ( x 0 )  B u t  we observed earlier that i f  nondegeneracy 
holds then D ( L )  = R ~ ,  so
and this completes the proof. 
A t  this p o i n t ,  i t  niay be helpful t o  review some special cases in 
order t o  p u t  the idea of nondegeneracy i n t o  perspective. First, le t  
n us consider the 1 i near programming problem in which C = R+ and 
h ( x )  = A x - b .  If xo i s  a basic feasible point corresponding t o  a 
parti tion of A into [ B  N 1  , where B i s  a basis: for Rm, then we have 
where 
I R i f  ( x ~ ) ~  > 0 - 
Qi - 1 R+ otherwise . 
However, s ince  x i s  a bas ic  f e a s i b l e  p o i n t  the  o n l y  poss ib le  i nd i ces  0 
i f o r  which (x,)~ cou ld  be p o s i t i v e  are  l , . . . m  and the re fo re  
1 i n  TC(xo) i s  conta ined i n  the subspace o f  t h e  f i r s t  m coordinates. 
But  f o r  nondegeneracy as expressed i n  p a r t  ( a )  o f  P ropos i t i on  1.2 
t o  hold, we must have dim l i n T C ( x o )  = m : t h a t  i s ,  l i n  T ( x  ) must C 0 
be e x a c t l y  t h e  subspace o f  the  f i r s t  m coordinates. However, t h i s  
i n  t u r n  imp l i es  t h a t  (x,)~, ...,( x ) must a l l  be p o s i t i v e ,  so we o m 
see t h a t  i n  t h i s  case nondegeneracy i n  the  sense used here reduces 
t o  the  standard concept o f  nondegeneracy i n  1 i near p rog raming  . 
For another example, consider  a system of nonl i n e a r  cons t ra in t s  
o f  t he  type o f t e n  seen i n  the  l i t e r a t u r e :  
where gl and g2 are d i f f e r e n t i a b l e  func t ions  from an open s e t  W c R k 
i n t o  RP and respec t i ve l y .  To r e w r i t e  (1.3) i n  t he  form (0.1) , 
l e t  n = k + p  and m = p + q ;  w r i t e  x = (z,s) w i t h  
and take  C = R~ XR!. I f  zo i s  f e a s i b l e  f o r  (1.3) , then w i t h  so = -gl(z) 
the p o i n t  xo = ( z  ,s ) s a t i s f i e s  h (xo )  = 0, xo E C. We have 0 0 
and 
l i n  TC(xo) = R ~ x ( x ~  = l  Qi) , 
w i t h  
where A i s  the  s e t  {i E 1 , .  . 1 I gl(z0) = 0  o f  i n d i c e s  corresponding 
t o  a c t i v e  i n e q u a l i t y  cons t ra in t s .  Therefore D w i l l  c a r r y  l i n  TC(xo) 
onto R ~ + ~  i f  and on l y  i f  t he  s e t  { g i ( z 0 ) i  l i E A1 U { C J ~ ( Z ~ ) ~  I1  5 J 5 q1 
has rank equal t o  the  sum o f  q  and the  c a r d i n a l i t y  o f  A: t h a t  i s ,  i f  
and on l y  i f  the  g rad ien ts  o f  the  c o n s t r a i n t s  a c t i v e  a t  zo a re  1  i n e a r l y  
independent. Thus, here again nondegeneracy corresponds t o  a  we1 1  
known p rope r t y  f o r  the  spec ia l  case under cons idera t ion .  
One might reasonably ask whether, i n  the  case o f  a  polyhedra l  s e t  C, 
a  representa t ion  l i k e  (1.3) cou ld  be used i ns tead  o f  (0 .1 ) .  That i s ,  
cou ld  we s imply represent  the  s e t  C by a  system o f  l i n e a r  i n e q u a l i t y  
and/or equal i t y  cons t ra in t s ,  a d j o i n  those c o n s t r a i n t s  t o  the  equat ion 
h ( x )  = 0, and thereby o b t a i n  an equ i va len t  system o f  t he  form (1.3)? 
O f  course, the  answer i s  yes i n s o f a r  as t h i s  procedure mainta ins the 
same f e a s i b l e  set ,  b u t  i t  i s  no i n  the sense t h a t  i n  the new system 
a  g iven p o i n t  may be degenerate whereas i t  was nondegenerate i n  the  
representa t ion  (0.1 ) . 
For an examp:'+ : . I  illustrate this difficulty, consider the system 
4 
where a i s  a vector in R with a * 0 and C i s  the polyhedral convex 
set defined by 
The origin i s  feasible for (1.4), and we have 
Evidently the image of lin TC(0) under the linear operator <a,.> i s  R ,  
so by Theorem 1.2 the origin i s  a nondegenerate feasible point for 
(1.4). However, if  we try t o  represent C by a system of linear 
inequalities we obtain the system 
I t  i s  not hard t o  show t h a t  (1.5) is  a minimal representation of the 
feasible set in the sense of Telgen [6l . Thus, any representation 
must have a t  least five linear constraints, and a l l  five must pass 
through the origin since the solution set  of (1 .5)  i s  a cone. B u t  
4 then their gradients (in R ) cannot be linearly independent, so t h a t  
the origin i s  a degenerate feasible point. 
I t  f o l l ows  t h a t  t he  representa t ion  (0.1) i s  indeed more general,  
a t  1  east  f o r  purposes o f  represent ing  nondegeneracy, than i s  
(1.3):  t h a t  i s ,  there  e x i s t  f e a s i b l e  se ts  which can be 
represented i n  the  form (0.1) , whose nondegenerate po in t s  become 
degenerate under - any equ iva len t  representa t ion  of the  form (1.3).  
This may i n d i c a t e  t h a t  (0.1) i s  a b e t t e r  choice than (1.3) f o r  use 
as a "canonical"  representa t ion  f o r  t he  f e a s i b l e  se t  o f  a 
non l inear  p r o g r a m i n g  problem. 
2. Local s t r u c t u r e  o f  the  f e a s i b l e  se t .  
Having the  idea o f  nondegeneracy as in t roduced i n  Sect ion 1, we can 
now proceed t o  study the  s t r u c t u r e  o f  t he  f e a s i b l e  s e t  near a non- 
degenerate p o i n t  xo. I n  f a c t ,  we are i n t e r e s t e d  n o t  o n l y  i n  the  
f e a s i b l e  s e t  o f  the  g iven problem but  a l s o  i n  the f e a s i b l e  se ts  o f  
a l l  problems c lose  t o  i t  i n  an appropr ia te  sense. To make t h i s  
idea p rec i se  we in t roduce a parameter p l y i n g  i n  some open subset 
n o f  a r e a l  Banach space, and a f u n c t i o n  h: n xn + iRm. The s e t  we 
s h a l l  study i s  t he  s e t  o f  x  E n s a t i s f y i n g  
and we denote the  s e t  o f  a l l  such x by F(p) .  To l i n k  t h i s  n o t a t i o n  
t o  the ana lys i s  o f  Sec t ion  1 we spec i f y  a p o i n t  po E n and i d e n t i f y  
t he  "unperturbed" f u n c t i o n  h(x,po) w i t h  the  h ( x )  o f  Sect ion 1. I n  a1 1 
o f  what fo l lows we assume t h a t  h ( . , - )  i s  cr ( r l  - 1 ) .  
By app ly ing  the  impl i c i  t - f u n c t i o n  theorem t o  the  f u n c t i o n  
us ing  the  hypothesis t h a t  D(M) = R", one can prove the  f o l l o w i n g  
theorem . 
THEOREM 2.1: 
I f  D(M) = lRm, there  e x i s t  neighborhoods U o f  the o r i g i n  i n  lRn, 
-
V - o f  po - i n n , and W of xo i n  and a  unique f u n c t i o n  x: 
- - -
U x V -, W, such t h a t :  
and f o r  each y E U and p  E V, 
-
Further ,  x  - i s cr on U x V .  
-
We omit  the p roo f  s ince  i t  i s  almost i d e n t i c a l  t o  the  p roo f  given i n  
[41 ; the  on l y  d i f f e r e n c e  i s  i n  the presence o f  the parameter p, which 
causes no essen t i a l  change i n  the  argument; o f  course, one has t o  
appeal t o  a  vers ion  o f  t he  impl i c i  t - f unc t i on  theorem f o r  Banach 
spaces (e.g., [I, Th. l ( 4 . X V I I  ),I ) . I n  many appl i c a t i o n s  the space 
o f  pe r tu rba t i ons  may be f i n i t e  - dimensional, b u t  we have made i t  a  
Banach space here i n  o rde r  t o  cover s i t u a t i o n s  i n  which i t  may be, 
e.g., a  f u n c t i o n  space. 
The main use we s h a l l  make o f  Theorem 2.1 w i l l  be a p roo f  t h a t  i f  
xo i s  a nondegenerate f e a s i b l e  p o i n t  o f  (2. l ) ( p o ) ,  then f o r  each 
p near  po the  p o r t i o n  o f  F(p) near xo i s  cr d i f feomorph ic  t o  t he  
p o r t i o n  o f  t he  f i x e d  convex s e t  A := K n (C - xo) t h a t  i s  near 
the  o r i g i n .  Thus, under nondegeneracy the  l o c a l  s t r u c t u r e  o f  t he  
se ts  F(p) near xo does n o t  change. The n e x t  theorem formulates 
t h i s  r e s u l t .  
THEOREM 2.2: 
Assume x i s  a nondegenerate f e a s i b l e  p o i n t  of (2 .1 ) (pA)  0 . Then " 
there  e x i s t  open neighborhoods U, c U, V, c V, and W, c W, such t h a t  
-
i f  f o r  each p E V, one de f ines  
and 
-
then + i s  a crdiffeOmOrphlsrn U, n A onto W, n ~ ( p ) ,  and 0 i s  
- P- - - P -  
i t s  inverse .  
PROOF: 
Recal l  t h a t  s ince  xo i s  a nondegenerate f e a s i b l e  p o i n t  there  i s  a 
neighborhood N o f  the  o r i g i n  i n  IRn such t h a t  
Shr ink the  neighborhoods U, V,and W o f  Theorem 2.1 t o  open neighbor- 
hoods U,, V,, and W '  such t h a t  i f  y E K n U,, p E V, and z E W '  then 
y E N, and such t h a t  U, i s  open and convex w i t h  
a )  x(y,p) E W '  and PL[x(y,p) - xJ E N , 
and 
b )  z - xo E N and -PL(z - xo)  E N . 
Fina l  ly, l e t  W, = W '  n [xo + P,'(~,)] . 
Choose any p E V,; we f i r s t  show t h a t  JI . U, n A -, W, n F ( p )  and t h a t  P ' 
0 O J I  i s  the  i d e n t i t y  o f  U, n A. Suppose y E U, n A. Then as P P 
Po[x(y,p) - xo] = y, we have x(y,p) - xo = (Po + PL) [~ (Y ,P  ) - XJ = 
= y + P L [ ~ ( y , P )  - XJ E (C - xO) nN + L n N c C - x o  However, we 
a l ready  know h[x(y,p) l  = 0, and we know x(y,p) E W '  and 
Po [x (yYp)  - x J  = Y E U,, so X(Y,P) E W,. Thus x(y,p) E W, n F(P).  
@P: U, n A -, W, n .F(p). I f we apply 8 we f i n d  t h a t  P 
(0, oJIp)(y) = Op[x(y.p)l = Po[x(y,p) - x,] = y, so 0 o JI i s  the  P P 
i d e n t i t y  o f  U, n A. 
Now suppose t h a t  z E W, n F(p) .  Then e ( z )  = Po[z - XJ = 
= ( I  - PL) ( *  
P 
- xo) E (C - xo) n N + L n N c C - xo. However, s ince  
z E C we have z - xo E M, so Po(z - xo) E K, and s ince  z E W, we 
know P o ( z - x o )  E U,. Thus 0 : W, n F(p) + U, n A. Now i f  we s e t  
P 
y = e ( z )  we have z E M+xo  = A, h(z,p) = 0 (s ince  z E ~ ( p ) ) ,  and P 
Po(z - xo)  = 8 ( z )  = y. By the  l o c a l  uniqueness asse r t i on  o f  
P 
Theorem 2.1 we then have z = x(y,p) = (J Ipo8 ) ( z ) ,  so t h a t  @ 0 8  
P P P 
i s  t he  i d e n t i t y  o f  W, n F(p). This  completes the  proof .  
Ev ident ly ,  i f  pl and p2 belong t o  V, then @ 0 0 i s  a cr 
Pz PI 
diffeomorphism o f  W, n F(pl) onto W, n J(p2)  whose inverse  i s  
JIp, o e . This prov ides a s i g n i f i c a n t  con t ras t  t o  the  s i t u a t i o n  Pz 
of [4] , i n  which or l ly  r e g u l a r i t y  (as opposed t o  nondegeneracy) 
held. For example, consider the regular system 
where po = 0. The feasible set  F ( p o )  i s  the half - plane 
((a,a,8)1 a 2 0, i3 E R3, of dimension 2 in IFt3. The origin i s  
a degenerate feasible point. If p i s  now changed from 0 t o  small 
positive or negative values, then the new feasible set  F ( p )  
acquires a vertex a t  the origin and therefore cannot be diffeomorphic 
t o  F ( P ~ ) -  
We can obtain a more detailed picture of the structure of F ( p )  
near xo i f  we examine the faces of A that meet U,. Every point of A 
i s  in the relative interior of exactly one face of A [5, Th.  18.a . 
The intersection of such a relative interior with the open set  U, 
i s  again a relatively open convex set ,  so for each p E V, i t s  
image under I i s  a cr manifold whose dimension equals that of the 
P 
face in question. The collection of all  such manifolds must form 
a partition of W, n F ( p ) ,  so we have the following theorem: 
THEOREM 2.3: 
Assume the notation and hypotheses of Theorem 2.2. For each 
the set  W, n J(p)  i s  a union of mutually disjoint cr manifolds, each 
being the image under I of U, n r i  F for a distinct face F of A.  
P -  - 




Everyth ing has been proved except f o r  the  l a s t  statement, which 
fo l l ows  from the f a c t  t h a t  a polyhedral  convex s e t  has o n l y  f i n i t e l y  
many faces [5, Th. 19.11 . 
3. A w l  i c a t i o n  t o  nonl i near   roar am mi na. 
Here we apply the  r e s u l t s  o f  Sect ions 1 and 2 t o  study the  l o c a l  
so lu t i ons  o f  the non l inear  op t im iza t i on  problem 
min f(x,p) 
X 
sub jec t  t o  h(x,p) = 0, x E C, 
where f i s  a cr f u n c t i o n  from n xn i n t o  R ,  and where h and C are as 
p rev ious l y  def ined. Note t h a t  i f  xo i s  a nondegenerate f e a s i b l e  p o i n t  
f o r  ( 3 l ) ( p 0 ) ,  then Theorem 2.2 says t h a t  f o r  p E V* the  se ts  
a re  cr dif feomorphic copies o f  each o ther .  Hence, i f  we are i n t e r e s t e d  
on l y  i n  the  behavior o f  ( 3 . l ) ( p )  near x0, we might j u s t  as we1 1 study 
the  problem 
min @(Y,P) 
Y 
sub jec t  t o  y E A, 
where we have s e t  
Note t h a t  the  f e a s i b l e  s e t  o f  (3 .2 ) (p )  i s  a convex se t ,  independent 
o f  p, which w i  11 be polyhedral  i f  C i s  polyhedral  . For the  r e s t  
o f  t h i s  sec t i on  we make the  b lanket  assumption t h a t  C i s  polyhedral  
and xo i s  a nondegenerate f e a s i b l e  p o i n t  o f  (3.1)(po) .  
We s h a l l  e x p l o i t  the  r e l a t i o n s h i p  between ( 3 . l ) ( p )  and (3 .2) (p)  i n  
several d i f f e r e n t  ways i n  what f o l l ows .  One f i r s t  r e s u l t  i s  a simple 
proof  o f  the  we1 1 known f i r s  t order  o p t i  ma1 i ty cond i t i on .  It w i  1 1 
a l s o  y i e l d  geometric i n s i g h t  t h a t  we can apply t o  f i n d  o the r  r e s u l t s .  
PROPOSITION 3.1: 
If xo i s  a l o c a l  min imizer  o f  (3.1)(po),  then 
- -
PROOF: 
Since xo i s  a l o c a l  min imizer  o f  ( 3 . l ) ( p  ) the o r i g i n  i s  a l o c a l  
0 
minimizer  o f  (3 .2 ) (po) .  Suppose d E TC(xo); s ince  L c l i n  TC(xo) 
and Pod = d -  PLd, we have Pod E T ( x  ) However, s ince  d E T ( x  ) c M, C 0 C 0 
we have PJd = 0, and thus Pod = PKd E K. Hence Pod E K n TC(xo), and 
f o r  small h > 0 we have hPod E K n (C - x ) s ince (C - xo)  agrees w i t h  
0 
TC(xo) near the o r i g i n .  But  then hPod i s  f e a s i b l e  f o r  (3.2)(po) and 
the re fo re  $(hPod,po) 2 - $(O,po) f o r  small A. Hence we must have 
$y(O,po)Pod 2 0, b u t  by the  chain r u l e  $ (O.po) = fx(xo,po)Po, and 
Y 
since p2 = Powe have fx(xo,po)Pod 2 0  f o r  a l l  d  E T C ( x o )  But t h i s  
0 
means f ( x  p  )P E -NC(xo) and t h i s  completes the  proof .  X 0 ' 0  0 
One may t h i n k  t h a t  (3.3) i s  n o t  the usual f i r s t  o rder  o p t i m a l i t y  
cond i t ion .  To see t h a t  i t  r e a l l y  i s ,  r e c a l l  t h a t  
Po = 1 - h x ( x o . ~ o ) - h x ( x o ¶ ~ o )  
and de f i ne  
x (xo¶po)  := - I ~ ~ ( X ~ ¶ P ~ ) - I  * f x ( ~ o ' ~ o )  .
Then (3.3) beconies 
f x ( x o ' ~ o )  + h x ( ~ o ' ~ o ) * ~ ( ~ o ¶ ~ o )  E -Nc(xo) 9 (3.5) 
which i s  t he  f a m i l i a r  m u l t i p l i e r  r u l e .  
It i s  worth n o t i n g  t h a t  under the  nondegeneracy hypothesis t he  m u l t i -  
p l i e r s  appearing i n  (3.5) a re  unique. To see t h i s ,  suppose t h a t  X1 
and X2 s a t i s f y  (3.5) when s u b s t i t u t e d  f o r  X(xo,po) there.  Then 
and by p a r t  ( b )  o f  P ropos i t i on  1.2 we then have hl = X2. 
Now denote @ (O,po) by go. The necessary opt imal i t y  cond i t i on  i n  
Y  
Propos i t ion  3 .1  shows tha t ,  i f  xo i s  a  l o c a l  min imizer  o f  (3.1)(po) ,  
then xo belongs t o  the  s e t  
I t  i s  easy t o  show t h a t  t h i s  s e t  i s  a face o f  C; we s h a l l  denote 
i t  by Fo. It i s  a l s o  easy t o  show t h a t  (Fo - x,) n K i s  a face o f  
A, which we s h a l l  denote by mo. What may be l e s s  obvious i s  t h a t  i f  
we apply $ t o  mo, we recover, l o c a l l y ,  e x a c t l y  the  i n t e r s e c t i o n  o f  P 
Fo w i t h  h - l ( 0 ) .  This  i s  the content  o f  the  nex t  r e s u l t .  
PROPOSITION 3.2: 
I f  xo i s  a l o c a l  min imizer  o f  (3.1)(po) ,  then f o r  any p E V,, 
-
PROOF: 
Suppose y E U, n mo; l e t  x = $p(y)  = x(y.p).  By Theorem 2.2, 
x E W, n ~ ( p )  By Theorem 2.1, P o ( x -  xo) = Poy By the  d e f i n i t i o n  
o f  mo, we have y E K r l  (Fo - xo) ; thus, 
For the opposi t e  i nc lus ion ,  suppose t h a t  x E W* n Fo rl F(p) . L e t  
y = ep(x)  = Po(x - x ) ;  then we know t h a t  x = $ ( y )  and y E U, rl A 
0 P 
by Theorem 2.2; thus i n  p a r t i c u l a r  y E K and x + y E C. However, 
0 
since p2 = P we have 
0 0 
0 = <go,x - x > = f ( x  p )P ( x -  xo) = 0 X 0 ' 0  0 
and' thus xo + y E Fo, which completes the  proof .  
I t  w i l l  t u r n  o u t  t h a t  t he  face o0 and, there fo re ,  i t s  image 
Fo n hml(0), con ta in  a l l  o f  t he  l o c a l  min imizers o f  (3 .2 ) (p )  and 
( 3 . l ) ( p )  r e s p e c t i v e l y .  I n  o rde r  t o  e s t a b l i s h  t h i s  f a c t ,  we show 
f i r s t  t h a t  t he  l o c a l  min imizers o f  ( 3 . l ) ( p )  and (3 .2 ) (p )  a re  i n  
1 - 1 correspondence f o r  each p. 
PROPOSITION 3.3: 
For any p  E V, and any y E U, n A, y i s  a  l o c a l  m in imizer  o f  (3 .2 ) (p )  
i f  and on l y  i f  $ ( y )  
P  
PROOF: 
Obvious, s ince  $ and i t s  i nve rse  8 are  diffeomorphisms and 
P  P  
4 ( . , p ) = f ( . , ~ )  . 
O $P 
The nex t  r e s u l t  shows t h a t  t he  l o c a l  minirn.izers o f  (3 .2 ) (p )  and of t h e  
more t i g h t l y  cons t ra ined problem 
min O(Y,P) 
sub jec t  t o  y E Q0 , 
are  i d e n t i c a l .  From now on, we assume t h a t  fxx(x,p) i s  cont inuous a t  
(xo,po) and t h a t  r 2 - 2. 
THEOREM 3.4: 
There e x i s t  neighborhoods Ul o f  t he  o r i g i n  i n  lFIn and Vl o f  po i n  n, such 
- - - -
t h a t  f o r  any (y,p) E U1 x V1, y i s  a  l o c a l  min imizer  o f  ( 3 .2 ) (p )  i f  and 
on l y  i f  y i s  a  l o c a l  m in imizer  o f  ( 3 .6 ) (p ) .  
PROOF: 
We w i l l  r e q u i r e  the  f o l  low ing  lemmas, proved i n  t he  appendix. 
LEMMA 3.5: 
L e t  C be a  po lyhedra l  convex s e t  i n  R ~ .  L e t  to E En and d e f i n e  
- -
zo 
:= a+;(zo). Then there  i s  a  neighborhood U - o f zo such t h a t  i f  
z  E U - then a+;(z) = 3 9  ( 2 ) .  
0 
This lemna says, geomet r ica l l y ,  t h a t  t he  face  o f  C picked o u t  by z  
i s  t h e  same as the  face of Zo p icked o u t  by z, as l ong  as z  i s  
c lose  t o  zo. A r e l a t e d  r e s u l t  was proved i n  [21. The lemna obv ious ly  
makes e s s e n t i a l  use o f  the  p rope r t y  o f  p o l y h e d r a l i t y .  
L e t  C, zo and Zo be as i n  Lemma 3.5. Assume Zo r $, and f o r  x  E En 
- -
l e t  z ( x )  be the p r o j e c t i o n  of x  on Zo. Then the re  i s  a  cons tan t  y > 0 
- -
such t h a t  f o r  each x  E C, 
For the proof o f  Theorem 3.4, no te  f i r s t  t h a t  i f  y i s  a  l o c a l  
m in imizer  o f  (3 .2 ) (p )  t h a t  i s  c lose  t o  0, and i f  p i s  c l ose  t o  po, then 
y  E a q [ - $  (y,p)l . Using Lemma 3.5 we conclude t h a t  y E a+* [-$ (y,p)l 
Y  @o Y 
and, i n  p a r t i c u l a r ,  t h a t  y E mo. But as y i s  a  l o c a l  m in imizer  o f  
( 3 .2 ) (p ) ,  i t  i s  e v i d e n t l y  a l s o  a  l o c a l  min imizer  o f  the  more t i g h t l y  
constra ined problem (3 .6 ) (p ) .  For  the  converse, we can deduce from o u r  
hypothesis about fxx t h a t  t he re  e x i s t  a b a l l  2pB o f  rad ius  2p about 
the o r i g i n  i n  a ne ighberhwd V1 of po i n  n, and a constant  A, such 
t h a t  i f  y1,y2 E 20% and p E V1 then 
$ ( Y ~ . P )  = $ ( Y ~ . P )  + $ y ( ~ 1 ' ~ ) ( ~ 2  -Y1) + a(Yl'Y2'~) 3 
1 
w i t h  la(y l  ,y2,p) I 5 yl - y2112 . Further ,  i f  p and Vl are  taken t o  
be small enough, then p = < A-$ and i f  y E ~ Q B  and p E V1 then y E U,, 
1 p E V,, and II $y(y,p) -$y(O.po)l l  < p, where y comes from Lema 3.6 
w i t h  zo := - (O,po). Now l e t  U1 := pB. L e t  (yo,p) E U1 x V1 and suppose 
Y 
yo i s  a l o c a l  m in imizer  o f  $(. ,p) on a,  so t h a t  f o r  some p o s i t i v e  TI, 
i f  y E m w i t h  II yo - y l l  < n then $(y,p) 2 $(yo.p).  Choose any Y E A 
w i t h  I1 y - yo ll < min {q ,Q] . L e t  ym be the  p r o j e c t i o n  o f  y on a; then 
2 2 
as yo E we have <y-y,,yo -y,> 5 0, so t h a t  II y - y  + Ily-y,ll 5 0 - 
< I l  y -yo112 . Hence I l y l l  l l  y -yell + l lYol l  < b and s i m i l a r l y  
= 
lly,ll < 20. Now we have 
where la1 5 - :A l l  y - yqll . Therefore 
s ince  $(Y,,P) 2 $(Y,.P) because y, E a w i t h  I y - y o  I y - o 11  < Q. 
Apply ing Lemna 3.6 w i t h  zo = -$ (Oypo),  we f i n d  t h a t  Y 
But a lso,  s i nce  y, E 2pB and p  E  V1, 
1 n m (Y .PI - my(OY~o)l l  < 7 Y  . Y 4 
Hence we conclude t h a t  
From (3.7)  we then have 
- 1 
s ince  II y-y,ll zr, 5 A y.  It f o l l ows  t h a t  y i s  a  l o c a l  m in imizer  0 
o f  (3 .2 ) (p ) ,  which completes the  p roo f  o f  Theorem 3.4. 
We have thus shown tha t ,  f o r  the purpose o f  op t im iza t i on ,  when 
cons ider ing  ( 3 . 2 ) ( p )  one may as w e l l  r e s t r i c t  one 's  a t t e n t i o n  t o  
t he  face aO: i .e . ,  t o  the  problem (3 .6 ) (p ) .  (Th i s  expla ins,  i n c i d e n t a l l y ,  
the prominent appearance o f  Qo i n  the second-order  o p t i m a l i t y  
cond i t ions  .) The immediate c o r o l l a r y  t o  t h i s  i s  t h a t  i n  cons ider ing  
( 3 . l ) ( p )  one may l ook  o n l y  a t  the  image o f  4, under $ as we showed 
P ' 
i n  P ropos i t i on  3.2, t h i s  w i l l ,  l o c a l l y ,  be the  r e s t r i c t i o n  o f  F(p)  
t o  the face  Fo o f  C picked o u t  by f x ( ~ o , p o ) P o .  Thus we cou ld  consider ,  
i ns tead  o f  (3.1) ( p )  , t he  more t i g h t l y  constra ined problem 
min f(x,p) 
X 
sub jec t  t o  h(x,p) = 0 
x E F o .  
(3.8) ( p )  
By Propos i t i on  3.2 the l o c a l  minima (near  xo)  o f  (3 .8 ) (p )  w i l l  be 
the  images under of those o f  (3 .6 ) (p ) .  The l a t t e r ,  i n  tu rn ,  a r e  
P  
by Theorem 3.4 i d e n t i c a l  t o  those o f  (3 .2 ) (p ) ,  which f i n a l l y  a re  
the  images under 0 o f  those o f  ( 3 . l ) ( p )  by P ropos i t i on  3.3. We 
P 
conclude tha t ,  f o r  any p  near po, the  l o c a l  m in imizer  o f  ( 3 . l ) ( p )  
and o f  (3 .8 ) (p )  a re  t he  same. 
It i s  worth p o i n t i n g  o u t  here t h a t  i f  F i s  any face  o f  C t h a t  
con ta ins  xo, then the  nondegeneracy hypothesis ac tua l  l y  imp1 i e s  
t h a t  xo i s  a  nondegenerate f e a s i b l e  p o i n t  f o r  the  system 
i n  which C has been replaced by F. To see t h i s ,  l e t  U be an open 
b a l l  about t he  o r i g i n  i n  IRn, smal l  enough so t h a t  t he  neighborhood 
N i n  t he  d e f i n i t i o n  o f  nondegeneracy conta ins U. I f  f - x o  E ( F - x o )  n U, 
then 
However, f + L n U i s  then a  r e l a t i v e l y  open convex subset o f  C, 
which meets F. Thus, by [ 5 ,  Th. 18.11 we have f + L n U c F. But t h i s  
imp1 i e s  
so t h a t  xo i s  a  nondegenerate f e a s i b l e  p o i n t  f o r  (3 .9 ) .  I n  p a r t i c u l a r ,  
i f  i n  p lace o f  F  we p u t  the  face  Fo, we f i n d  t h a t  xo, as a  f e a s i b l e  
p o i n t  o f  (3 .8)(po) ,  i n h e r i t s  the  nondegeneracy t h a t  i t  had as a  f eas ib le  
p o i n t  o f  (3 .1 )  (p,). 
Appendix. 
The purpose o f  t h i s  appendix i s  t o  prove the  two lemmas on polyhedral  
convexi ty  requ i red  fo r  the  proof  o f  Theorem 3.4. For convenience we 
repeat  here the  statements o f  the  lemnas. 
LEMMA 3.5: 
L e t  C be a polyhedral  convex s e t  i n  Le t  zo E SIn and de f i ne  
- -
zo := a@E(zO). Then there  i s  a neighborhood U zo such t h a t  i f  
z E U - then aJrE(z) = ag (2 ) .  
0 
PROOF : 
We f i r s t  show t h a t  f o r  z near zo we have 3$;(z) c a9 ( 2 ) .  Indeed, 
0 
i f  y E a@E(z) then f o r  each c E C, cz,c - y> 5 - 0. This holds i n  
p a r t i c u l a r  i f  c E Zo, so if y E Zo then y E W* ( 2 ) .  Thus we have 
zo 
t o  show t h a t  t he re  i s  a neighborhood o f  zo such t h a t  f o r  a l l  z i n  
t h a t  neighborhood we have a@?(z) c Zo. I f  t h i s  were n o t  so, there  
would be a sequence z converging t o  zo, such t h a t  f o r  each n the re  
e x i s t s  yn E a@E(zn)\Zo. Each s e t  3$E(zn) i s  a face o f  C, bu t  the  s e t  
o f  such faces i s  f i n i t e  s ince C i s  polyhedral [5, Th. 19.11 . Therefore 
some face G o f  C recurs  i n f i n i t e l y  o f t e n  among the  a@E(zn). L e t  
g E G; then f o r  i n f i n i t e l y  many n the  p a i r  (zn,g) belongs t o  the  
(c losed)  graph of WE. But then (zo,g) belongs t o  t h i s  graph too, 
so g E a@E(zo) and thus i n  f a c t  G c a@E(zo) c Zo. However, t h i s  
con t rad i c t s  the  ex is tence o f  the  yn, so we see t h a t  a@E(z) c a@* ( z )  
zo 
f o r  a l l  z i n  some neighborhood, say U1, o f  zo. 
To prove a$* ( z )  c %E(z) f o r  z  near z  we f i r s t  ob ta in  a  formula f o r  
z, 0 ' 
the  inverse  o f  a$? : i .e. ,  f o r  N . I f  z  E Z then, near 0, C - z  and 
0 zo 0 
zo - z  agree w i t h  TC(z)  and T  ( z )  respec t i ve l y .  Also, i f  we denote by . . zo 
L the ha1 f l  i ne {-AZ 1 h 2 01 , then we know t h a t  
- 
0 
Thus f o r  sollie neighborhood V o f  the o r i g i n ,  
v n T ( z )  = V n ( Z o - Z )  = v n ( c - Z )  n LO = 
zo 
But  s ince  T  ( z )  and TC(z)  n LO are  cones, we then have 
zo 
TZ ( z )  = TC(z)  17 LO and hence, by po l yhedra l i t y ,  NZ ( z )  = NC(z) + L. 
0 0 
Thus, f o r  each z  E C we have 
Having t h i s  representa t ion  f o r  N , we nex t  show tha t ,  f o r  small 
zo 
elements o f  N ( z ) ,  on l y  small elements o f  L  need be used i n  the 
zo 
representa t ion  (A. 1 )  Recal l  t h a t  NC i s  constant  on the  r e l a t i v e  
i n t e r i o r  o f  any convex subset o f  C, and i n  p a r t i c u l a r  t h i s  holds 
f o r  faces o f  C. But the r e l a t i v e  i n t e r i o r s  o f  the  faces p a r t i t i o n  
C [5, Th. 18.21, and thus NC takes on l y  f i n i t e l y  many d i s t i n c t  values. 
Each o f  these i s  a  cone i n  R~ : ca1 1  them K 1 .  . . , Kr For each i l e t  
Gi be the  convex polyhedral  m u l t i f u n c t i o n  tak ing  t E R+ t o  Ki - t zo .  
Then Ki + L = Gi (R+) , so by [ 3 ,  Prop. 21 the re  i s  some ai > 0 w i t h  
B n (Ki  + L )  = B n Gi(R+) = G i ( [ O , a i l )  . 
It fo l l .ows t h a t  
(a;%) n (Ki + L )  c Gi ( [O,  11 ) , 
I and i f  we l e t  a := r n a ~ ~ = ~ a ~ ,  then a > 0 and 
Hence i n  o rde r  t o  represent  elements o f  K. + L having norm n o t  g rea te r  
1 
than a-', we do no t  need t o  use elements o f  L having l e n g t h  more than 1. 
Now de f i ne  a neighborhood U o f  zo by l e t t i n g  U = U1 n ( Z o + d l B ) .  
L e t  z E U; then e i t h e r  a@* ( z )  i s  empty o r  i t  conta ins some p o i n t ,  say 
zo 
y .  I n  t he  l a t t e r  case z E N (y ) ,  so i f  w E Zo then <z,w-y> 5 0. 
zo 
- 
But then a l s o  <z - z ,w-y> 5 0 s ince  t z  ,w-y> = 0 because w and y 
0 - 0 
belong t o  Zo. Thus z - zo E N ( y )  , so by (A. 1) and (A. 2 )  we have f o r  
0 
some i , z - zo E Gi [ O , l l  . ~ h u s - t h e r e  i s  some t E [ O , l ]  w i t h  
However, we a l so  know t h a t  ( 1  - t ) z o  E NC(y),  s ince  Nc(y) i s  a cone 
and y E a@*@ ) Combining t h i s  w i t h  (A.3) we f i n d  t h a t  z E NC(y), so C 0 
t h a t  y E a@Z(z). It f o l l o w s  t h a t  39 ( z )  c ~ f ( z ) ,  and t h i s  completes 
0 
the p roo f  o f  Lemma 3.5. 
LEMMA 3.6: 
L e t  C, zo and Zo 
- -
be as i n  Lemma 3.5. Assume and f o r  
z ( x )  be the  p r o j e c t i o n  o f  x - on Z .  Then the re  i s  a constant  y > 0 such 
t h a t  f o r  each x E C, 
PROOF: 
Define an extended r e a l  valued f u n c t i o n  Q: IIn + R by: 
Q ( x )  := <-z , x - z ( x ) >  + ILC(x). Since the  p r o j e c t o r  t a k i n g  x  t o  
0 
z ( x )  can be w r i t t e n  as ( I  +NZ )  i t  i s  a  polyhedral  m u l t i f u n c t i o n  
0 
i n  the  sense of [3l . However, Q can be constructed from t h i s  
p r o j e c t o r  through operat ions o f  a d d i t i o n  and composit ion w i t h  
obviously  polyhedral  m u l t i f u n c t i o n ,  so Q i t s e l f  i s  po lyhedra l .  
Note t h a t  t he  s e t  o f  zeros o f  Q i s  p r e c i s e l y  Zo. Applying 
[3, Coro l l a ry  t o  Prop. 11 we see t h a t  f o r  some p o s i t i v e  y and 
6, and a l l  x  E C w i t h  d[x,ZJ := i n f { I I  x - w l l  l w  E Zol < 6, one 
has 
Choose any x  E C. For smal l  p o s i t i v e  u t he  p o i n t  x  : = ( 1  - u ) z ( x )  + w u 
remains i n  C and s a t i s f i e s  d [ x  ,Z I < 6. By (A.4), we then have 
u 0 
However, one has f o r  each w E Z  
0 
so z (x )  i s  the  p r o j e c t i o n  o f  x  on Z  . Hence 
u 0 
d[\,Z$ = Il xu - z ( x )  l l  = u I I  x - z ( x )  l l  , 
and from (A.5) we then obtain 
However, we note t ha t  since z (x)  E W ( z  ), we have <-zo,c - z(x)> 2 0 C 0 - 
f o r  each c E C and par t icular ly  for  c = x. T h u s  ( A . 6 )  becomes 
which completes the proof. 
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