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Abstract
In this paper, we discuss the problem of scheduling n jobs on a batch processor to minimize
total earliness and tardiness. We propose a dynamic programming algorithm in polynomial time
to show the problem is polynomially solvable. However, the algorithm is not ecient in prac-
tice because of the high exponent and large memory requirement. We then propose a dynamic
programming algorithm to solve the problem in pseudopolynomial time. We also extend our
analysis to the cases of weighted earliness and tardiness problems, jobs with agreeable release
times, and jobs with due windows. Finally, we report and discuss computational results. ? 1999
Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we study the problem of scheduling n jobs on a batch processor to
minimize total earliness and tardiness. The batch processor can process several jobs
simultaneously. The motivation of research on batch processor scheduling is the wide
application of batch processors in manufacturing systems, examples of which were
presented by Ahmadi et al. [1], Lee et al. [11], and Uzsoy [15].
The problem concerns two classes of scheduling problems, the batch processor
scheduling problem and the earliness and tardiness scheduling problem. We will rst
review previous related work.
Webster and Baker [14] reviewed recent work on batch processor scheduling prob-
lems. Several dierent models of batch processors have been proposed. The simplest
assumption is that the processing time of a batch is a constant [1,7,14]. In more com-
plex models, jobs belong to dierent families and only the jobs in the same family
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can be processed in one batch. The batch processing time depends on the family of
the jobs [12,15]. Another interesting model is derived from the burn-in operation in
semiconductor manufacturing, where the batch processing time is decided by the job
with the longest processing time in the batch [3,4,10,11,16].
All the above problems considered regular performance measures which are nonde-
creasing in job completion times. However, the current interest in just-in-time (JIT)
production encourages people to study nonregular performance measures, such as total
earliness and tardiness. In a JIT scheduling environment, jobs which are completed
early must be held in inventory until their due dates, while jobs which are completed
after their due dates may cause the customer penalties. Therefore, an ideal sched-
ule is one in which all jobs are completed exactly on their due dates. Baker and
Scudder [2] presented a review of the earliness and tardiness scheduling problems.
To our knowledge, most research on earliness and tardiness problems has only ad-
dressed unit-capacity machines. The most closely related work to our problem proba-
bly is Chen [5], in which he studied the unit-capacity machine earliness and tardiness
scheduling problem where jobs are processed in batches with batch setup times. There
are many papers considering the penalties of earliness and tardiness subject to due
windows instead of due dates. The due window of a job is a time interval. The ear-
liness is incurred when the job is completed before the due window and the tardiness
is incurred when it is completed after the due window. These works can be found
in [8,9,13].
This paper will consider the single batch processor scheduling problem of minimizing
total earliness and tardiness. In Section 2, the problem is described and the properties
of the optimal schedule are proposed. In Section 3, two sub-problems are presented
and solved as preliminaries. In Section 4, a dynamic programming algorithm (DP1) in
polynomial time is proposed. In Section 5, a dynamic programming algorithm (DP2)
in pseudopolynomial time is proposed. In Section 6, we extend the problem to the
cases of total weighted earliness and tardiness problems, jobs with agreeable release
times, and jobs with due windows. In Section 7, we report and discuss computational
results. Section 8 is the conclusion.
2. Problem description and properties
Suppose there are n jobs to be processed on one batch processor. All jobs are
available at time zero and at most B jobs can be processed simultaneously as a batch.
The processing of a batch cannot be interrupted, and the processing time of a batch is
a xed integer, denoted by p. The batches are indexed in the order they appear in the
schedule. Each job i is assigned an integer due date di. Suppose d16d26   6dn.
The scheduling problem is to assign jobs to batches and to determine the starting time
of each batch. A schedule  consists of a series of batches  = fb1; b2; : : : ; bkg. Let
C(bi) be the completion time of batch bi. For any job j in batch bi, its completion
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The earliness and tardiness scheduling problem on a batch processor (Problem ETB)




In order to solve the problem, some properties of the optimal schedule are given
below.
Property 1. There exists an optimal schedule in which jobs are processed in nonde-
creasing order of the due dates (EDD order). That is, for any two jobs x and y which
are in batch bi and batch bj, respectively, where i< j, we have dx6dy.
The property can be proved by a pairwise exchange procedure. The case of B = 1
was proved by Garey et al. [6]. The details are omitted. In the following, we will only
consider the schedules in which jobs are in increasing order of the index.
Since the problem is nonregular, there may be idle times in the optimal schedule.
The batches are divided into dierent groups by the idle times. We refer to the batches
in the same group as a block, denoted by b= fbi; bi+1; : : : ; bi+kg. Thus a schedule can
be represented by the blocks as = fb1; b2; : : : ; blg.
We will see in the following that in an optimal schedule, a block either starts at
time zero, or has at least one job completed exactly at its due date. Dene a virtual
job with p0 = 0 and d0 = 0. Let the completion time of the virtual job be time zero.
Thus the virtual job is always in the rst batch of the rst block in any schedule. A
special case is that the rst block only contains the virtual job. By the virtual job, we
obtain the uniform conclusion for all the blocks.
Property 2. There exists an optimal schedule such that, in each block, there is at least
one job completed exactly at its due date.
Proof. For any schedule  with l blocks, = fb1; b2; : : : ; blg. We will show that total
earliness and tardiness will not increase by moving the block in which no job is
completed at its due date.
Note that b1 always has at least one job completed at its due date by the denition
of the virtual job. Suppose b1; : : : ; bi−1 all have at least one job completed at its due
date, and bi has no job completed at its due date.
Let ne and nt be the number of early and tardy jobs in bi, respectively. If ne6nt ,
we move the whole block bi forward without changing the content of the batches. The
total earliness and tardiness of jobs in bi will decrease (or keep unchanged if ne = nt)
until
(1) one job in bi is completed at its due date, or
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(2) bi hits the preceding block bi−1 before at least one job in bi is completed at its
due date.
If ne >nt , we move the whole block bi backward without changing the content of
the batches. The total earliness and tardiness of jobs in bi will decrease until
(10) one job in b is completed at its due date, or
(20) bi hits the next block bi+1 before at least one job in bi is completed at its due
date.
For case (1) or (10), the same procedure will be applied on bi+1 to reduce the total
earliness and tardiness. For case (2), there is no idle time between bi and bi−1 and
they merge and form a new large block which already has at least one job completed
at its due date.
For case (20), there is no idle time between bi and bi+1 and they merge and form a
new large block. The same procedure can be applied to it to reduce the total earliness
and tardiness. Moreover, if bi is the last block and should be moved backward, case
(20) cannot occur. Thus we have the conclusion.
3. Preliminaries
Before solving Problem ETB, we need to dene two sub-problems, Problem ETB1
(t1; t2) and ETB2(t1; t2). Both sub-problems are to minimize total earliness and tardiness
subject to additional constraints that jobs must be processed during a time interval and
no idle times are allowed.
Problem ETB1(t1; t2). All jobs should be processed consecutively in EDD order. No
idle times are allowed. The rst batch should start at time t1 and the last batch must
be completed no later than time t2.
Problem ETB2(t1; t2). All jobs should be processed consecutively in EDD order. Idle
times can only be inserted before the rst batch. The last batch should be completed
exactly at time t2 and the rst batch must start no earlier than time t1.
We will solve these two problems by dynamic programming algorithms in polyno-
mial time.
3.1. Solution to ETB1
Suppose a feasible schedule of Problem ETB1(t1; t2) is = fb1; b2; : : : ; blg. Consider
batch bj in which jobs are s1; s2; : : : ; sk (k6B), where si=si−1+1. Then the completion
time of any job i in bj will be Ci = t1 + jp; i = s1; s2; : : : ; sk . To satisfy the constraint
of t2, we should have Ci6t2. We call job s1 the rst job in batch bj, job sk the last
job, and job si the ith job.
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To solve Problem ETB1, let H1(i; j; m) be the minimum total earliness and tardiness
of jobs from job 1 to job i where i is the mth job in batch bj. The earliness and
tardiness of job i; f(i; j), will be
f(i; j) = jCi − dij= jt1 + jp− dij:
If m> 1, then job i − 1 should be the (m− 1)-th job in batch bj, we have
H1(i; j; m) = f(i; j) + H1(i − 1; j; m− 1):
If m=1, then job i−1 should be the last job in batch bj−1. There are B possibilities
for the number of jobs in batch bj−1. We have
H1(i; j; 1) = f(i; j) + minfH1(i − 1; j − 1; m1) j 16m16Bg:
Therefore, we have the dynamic programming recurrence formula,
H1(i; j; m) =
8>>>><
>>>>:
+1 if t1 + jp> t2;
f(i; j) + H1(i − 1; j; m− 1) if t1 + jp6t2
and m> 1;
f(i; j) + minfH1(i − 1; j − 1; m1) j 16m16Bg if t1 + jp6t2
and m= 1:
The initial condition is that for i = 1,
H1(1; 1; 1) = jt1 + p− d1j:
The boundary conditions will be
H1(i; 1; 1) = +1 if i> 1;
H1(1; j; m) = +1 if j> 1 or m> 1:
The optimal solution will be the minimum H1(n; x; y) for all x; y. If t2 − t1 is large
enough, we have at most O(n2B) states in the dynamic program. To compute each state,
we need to compare at most B states. So the total complexity of the dynamic program is
O(n2B2). If B is xed, it is a polynomial algorithm. Otherwise, it is pseudopolynomial.
3.2. Solution to ETB2
It is easy to see that Problem ETB2 is an equivalent problem of Problem ETB1 if
we reverse the time direction. Thus it can be solved by the same idea. We give the
outline of the dynamic programming algorithm.
To solve Problem ETB2, we index the batches in inverse order, i.e. batch b1 is the
batch completed at time t2; C(b1) = t2; batch b2 is the batch completed at the starting
time of batch b1, and so on. Suppose in batch bj, the jobs are s1; s2; : : : ; sk (k6B),
where si = si−1 + 1. All these jobs are completed at time t2 − (j− 1)p. We say job si
the (k − i + 1)th job in the batch, sk the rst job and s1 the last job.
Let H2(i; j; m) be the minimum total earliness and tardiness of jobs from i to n where
i is the mth job in batch bj. The earliness and tardiness of job i; f(i; j), will be
f(i; j) = jCi − dij= jt2 − (j − 1)p− dij:
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If m> 1, job i + 1 should be the (m− 1)th job in bj,
H2(i; j; m) = f(i; j) + H2(i + 1; j; m− 1):
If m=1, then job i+1 should be the last job in batch bj−1. There are B possibilities
for the number of jobs in batch bj−1,
H2(i; j; 1) = f(i; j) + minfH2(i + 1; j − 1; m1) j 16m16Bg:
Therefore, we have the dynamic programming recurrence formula,
H2(i; j; m) =
8>>>><
>>>>:
+1 if t2 − jp< t1;
f(i; j) + H2(i + 1; j; m− 1) if t2 − jp>t1
and m> 1;
f(i; j) + minfH2(i + 1; j − 1; m1) j 16m16Bg if t2 − jp>t1
and m= 1:
The initial condition is
H2(n; 1; 1) = jt2 − dnj:
The boundary conditions will be
H2(i; 1; 1) = +1 if i<n;
H2(n; j; m) = +1 if j> 1 or m> 1:
The complexity of the dynamic program is O(n2B2). It is polynomial with xed B.
4. Solution to ETB
In this section, we propose a dynamic programming algorithm to solve Problem ETB,
which computes the minimum total earliness and tardiness for a block by solving two
sub-problems, ETB1 and ETB2.
Consider a block b containing the jobs from job  to job . Dene the state
(; ; ; !; x; y), where  is the job with the smallest index in b (the rst job), 
is the job with the largest index (the last job),  is the job completed at its due
date (C = d); ! is the job with the largest index in the batch which  belongs to
(C! = d), there are at most x batches before d and at most y batches after d. We
have 06666n; 6!6minf; + B− 1g, d(!− + 1)=Be6x6− + 1, and
d( − !)=Be6y6 − !. Here dxe is the smallest integer greater than or equal to x.
For the special case of  = 0, let  = ! = 0; x = 1. In the following, we use b or
(; ; ; !; x; y) interchangeably.
Note that b can be divided into two parts (b1; b2) where b1 contains the front batches
in b which are completed no later than d, and b2 contains the other batches in b which
are completed after d. In other words, in b1 the jobs are from  to !, and in b2 the
jobs are from !+ 1 to .
Dene an instance of Problem ETB2(t1; t2) for the jobs in b1, where t1 = d − xp;
t2 = d. Let F(b1) be the minimum total earliness and tardiness for Problem ETB2.
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Dene an instance of Problem ETB1(t1; t2) for the jobs in b2, where t1=d; t2=d+yp.
Let F(b2) be the minimum total earliness and tardiness for Problem ETB1. Note F(b1)
and F(b2) can be obtained by the dynamic program is Section 3. Then total minimum
earliness and tardiness for jobs in b is given by
F( b) = F(; ; ; !; x; y) = F(b1) + F(b2):
Remark. In Problem ETB2, consider the jobs from  to !. Because the due dates of
these jobs are no less than d and there are no more than B jobs, all these jobs must
be in the same batch in the optimal solution, which means that C = d.
Let G(; ; ; !; x; y) be the minimum total earliness and tardiness for the jobs form
 to n, where the rst block is (; ; ; !; x; y). Then the rst job in the next adjacent
block will be  + 1. We have the dynamic programming recurrence formula below:
G(; ; ; !; x; y) = F(; ; ; !; x; y) +minfG( + 1; 0; 0; !0; x0; y0) jd + yp
<d′ − x0pg;
where the minimum takes from 0; 0; !0; x0 and y0.
We denote the dynamic program by Algorithm DP1. Algorithm DP1 starts from
= n. The initial condition is:
G(n; n; n; n; 1; 0) =

0 if dn>p;
p− dn if dn<p:
The optimal solution is given by the minimum G(0; ; 0; 0; 1; y) for  = 0; 1; 2; : : : ; n
and y = 1; 2; : : : ; n.
The computational complexity is analyzed as follows. For the number of the states,
there are O(n) possibilities for ; ; ; x and y; B possibilities for !. So the number
of total states will not exceed O(n5B). For each state, we need to calculate F( b) in
O(n2B2) time, and nd the minimum G(+ 1; 0; 0; !0; x0; y0) among O(n4B) possible
states. So the total computational complexity of Algorithm DP1 will be O(n5B(n2B2 +
n4B)), i.e. O(n9B3). Again, it is polynomial with xed B.
Another factor in the implementation of DP1 is the computer memory requirement.
To calculate the state (; ; ; !; x; y), we need all the values of G(+1; 0; 0; !0; x0; y0)
for 0; 0; !0; x0; y0. There are O(n) possibilities for 0; 0; x0 and y0; B possibilities for
!0. The total number of values to be stored is in O(n4B). If we ignore the memory
required by solving the two sub-problems, the total computer memory requirement is
at least O(n4B). Take an example of n = 100. The memory requirement will roughly
be 108, or 100M . This is a very large number with respect to computer memory.
In general, both the high exponential time complexity and the large memory re-
quirement make Algorithm DP1 hard to implement in practice. Of course, it can be
improved in many ways. For example, many states can be proved to be +1 directly
without computation. But we do not want to discuss such details. What we have done
is to prove Problem ETB can be solved in polynomial time, which demonstrates the
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time complexity of the problem. A practical algorithm will be proposed in the next
section.
5. Pseudopolynomial dynamic program
In this section, we present a dynamic programming algorithm, Algorithm DP2, which
solves Problem ETB in pseudopolynomial time. Compared to DP1, DP2 is easy to
implement and has less computer memory requirement, which makes it a practical
algorithm.
Given a time t, take the pair (t; i) as a state, where i is the rst job in the rst batch
starting at or after time t; t = 0; 1; 2; : : : ; and i= 1; 2; : : : ; n. Let I(t; i) be the minimum
total earliness and tardiness for the jobs from job i to job n for state (t; i).
If job i starts at time t, then its completion time is Ci = t + p. Consider the batch
containing job i. The jobs in the batch are i; i+ 1; : : : ; i+ k (06k6B− 1). There are
at most B possibilities. Let F(t; i; j) (i6j6minfn; i+B−1g) be the total earliness and
tardiness for the jobs from i to j where they are in the same batch. Then we have
F(t; i; j) =
jX
k=i
jt + p− dk j;
and the next job (j + 1) will start at or after time t + p.
If job i starts after time t, we only need to consider state (t + 1; i). Therefore, we
have the dynamic programming recurrence formula:
I(t; i) = min

I(t + 1; i); min
j
fF(t; i; j) + I(t + p; j + 1) j
i6j6minfn; i + B− 1gg

:
When t>dn, the jobs should be processed as early as possible. Hence we have
Cj = t + d(j − i + 1)=Bep; for j = i; i + 1; : : : ; n:
And the total earliness and tardiness for jobs from job i to job n can be easy to
compute. Thus the initial conditions I(t; i), for t>dn have been obtained. Moreover let
I(t; n+ 1) = 0.
Algorithm DP2 begins from t = dn, and then computes dn − 1; dn − 2; : : : ; to t = 0.
There are O(maxfdign) states. For each state, I(t; i) is computed in O(B) time. So the
total computational complexity of Algorithm DP2 is O(maxfdignB).
Consider the computer memory requirement. To calculate a state (t; i), we need the
values of I(t+1; i) and I(t+p; j). Since the dynamic program is backward, at any time
t, we only need to store the values of I(t; i); I(t + 1; i); : : : ; I(t + p; i), for i = 1; : : : ; n.
So the total computer memory requirement is O(np), where p is the batch processing
time and can be regarded as a constant.
Note that Algorithm DP1 is based on the two properties of the optimal schedule.
Property 1 (EDD order) makes the dynamic program possible and Property 2 (one
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job completed on its due date) allows it to solve the problem in polynomial time.
Algorithm DP2 uses Property 1 explicitly. But it implicitly uses another property that
the starting time and the completion time of each job must be integer, which allows it
to solve the problem in pseudopolynomial time.
6. Some extensions
In this section, we extend Problem ETB to more general cases.
6.1. Problem with dierent weights
In Problem ETB, we assume that the earliness penalty and the tardiness penalty of
a job are equal. A more complex problem assumes that the earliness penalty and the
tardiness penalty are dierent. Let Ei = maxfdi − Ci; 0g, Ti = maxfCi − di; 0g, and 





For Problem WETB, we can prove that Properties 1 and 2 still hold. Thus Algorithms
DP1 and DP2 can be modied to solve this problem. The only modication will be
the computation of the penalties of jobs. We should use Ei+Ti to take the place of
jCi − dij.






But Property 1 does not hold for this case and neither DP1 nor DP2 can be applied
directly. Hence this problem remains open.
6.2. Problem with agreeable release times
Suppose each job i has an integer release time ri which is the earliest time at which
job i can start its processing. If ri6rj implies di6dj, the release times and due dates
are said to be agreeable. Li and Lee [10] made a similar assumption while studying
batch processor scheduling problems. We denote the problem with agreeable release
times by Problem RETB.
It is easy to see that Property 1 holds for Problem RETB. So Algorithm DP2 can
be used to solve Problem RETB only if we give the boundary condition as
I(t; i) = +1 for ri < t:
Similar to Property 2 of Problem ETB, we have Property 20 of Problem RETB.
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Property 20. There exists an optimal schedule for Problem RETB such that, in each
block, there is at least one job i either starting at its release time ri or completed at
its due date di.
Based on Property 20, we can modify Algorithm DP1 by adding a parameter in the
state for a block to show whether job  starting at r or completed at d. Thus the
algorithm becomes more complicated. But the complexity can also be shown to be in
polynomial time.
The problem is open if the release times and due dates are not agreeable.
6.3. Problem with due windows
Consider Problem ETB-WIN in which each job is given a due window [ui; vi]. Sim-
ilar to Section 6.2, we suppose the due windows are agreeable, i.e. u16u26   6un,
v16v26   6vn. Let Ei =maxfui − Ci; 0g, Ti =maxfCi − vi; 0g.





In Problem ETB-WIN, Property 1 holds and Property 2 should be stated as follows.
Property 200. There exists an optimal schedule such that, in each block, there is at
least one job i completed at either ui or vi.
It is easy to see that DP2 can be used to solve Problem ETB-WIN, if we modify
the computation of the penalties of jobs, as in Problem WETB. For Algorithm DP1,
we should add a parameter in the state for a block to show whether job  completed
at u or v. The complexity of the algorithm can also be shown to be in polynomial
time.
7. Computational results
In this section, we report and discuss the computational results. The main aim of the
computational experiments is to test the eciency of Algorithm DP2. First we report
the computation time of DP2 for dierent cases of Problem ETB. Then based on the
computational results, we analyze some characters of the problem and the algorithm.
7.1. Experimental design
In all the experiments, the processing time of a batch was xed to be 50. There are
three parameters directly related to the time used by Algorithm DP2: number of jobs
n, processor capacity B, and the maximum due date maxfdig.
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For the number of jobs, we studied the problems with n = 100; 300; 500; 1000, and
1500. This exceeds most computational experiments reported in the literature of batch
processor scheduling problems.
For processor capacity B, dierent values have been reported in the literature. For
example, B=10; 15; 20 in Ahmadi et al. [1], B=3; 7 in [15], and B=4; 8 in [12]. We
used three values for B, the small capacity B=5, the middle capacity B=10, and the
large capacity B= 20.
As an algorithm in pseudopolynomial time, DP2 heavily depends on the maximum
due date. We randomly generated the due dates as follows. Let d0 = 0 and generate
di=di−di−1 from a discrete exponential distribution with mean value . We studied
the cases of = 5; 10; 20; 30; 50; 70. Small  means a tight due date environment and
large  means a slack due date environment. Note in this case, the maximum due date
maxfdig will increase linearly with the number of jobs with speed . The assumption
of linear relationship between maxfdig and n is reasonable in real production systems.
Similar assumptions can be found in [12], where the due dates were generated from a
uniform distribution and the maximum value was in linear relationship with n.
For the total parameter combinations of n and , we had 30 dierent problems. Each
problem is solved by DP2 for the cases of B = 5, B = 10, and B = 20. So we had
total 90 problem types. For each problem type, we randomly generated 20 instances
and reported the average result of the 20 instances. The program was coded in C and
run on an AST Pentium 133 PC with the memory of 16M. The operating system is
MS Windows 95.
7.2. Computation time of DP2
Tables 1{3 report the average computation time in seconds used by DP2. In the
tables, the notation \−" represents that the computation time of that problem is much
more than 10 minutes.
The results show that the computation time increases with n; , and B. The increas-
ing speed is approximately in linear relationship with  and B, which coincides with
the complexity of DP2. And the increasing speed is much faster with n. A direct
explanation is that, in our experiments, maxfdig will increase simultaneously when n
increase.
Table 1
Computation time for B = 5
n = 100 300 500 1000 1500
 = 5 0.66 5.60 15.71 61.48 135.93
10 0.99 8.68 24.12 93.90 207.09
20 1.65 14.40 40.88 159.73 351.04
30 2.36 20.44 57.97 225.82 494.56
50 3.68 32.20 91.76 356.48 {
70 5.00 44.07 125.60 670.38 {
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Table 2
Computation time for B = 10
n = 100 300 500 1000 1500
 = 5 0.99 7.69 21.10 82.14 180.93
10 1.48 12.69 35.49 138.13 303.35
20 2.64 22.75 64.34 249.73 547.03
30 3.74 32.75 93.24 361.92 {
50 5.99 52.97 150.99 583.90 {
70 8.24 73.24 208.41 { {
Table 3
Computation time for B = 20
n = 100 300 500 1000 1500
 = 5 1.32 11.37 31.98 123.98 271.65
10 2.31 20.49 58.19 225.66 492.12
20 4.29 38.68 110.05 427.42 {
30 6.26 56.92 162.52 630.27 {
50 10.22 93.35 266.37 { {
70 14.07 129.62 369.84 { {
Problems with less than 300 jobs can be solved quickly. Problems with tight due
dates (=5; 10) with up to 1500 jobs can be solved in a few minutes. For the problem
with slack due date, DP2 is still ecient if the processor capacity is small (B= 5).
There are 12 problem types (more than 1000 jobs) not able to be solved in about
10 minutes. They all have slack due dates or large processor capacity. We will discuss
how to solve such problems below.
Besides average computation times, one may also concern the worst-case times. Our
computational experiments show that the computation times do not vary greatly for the
same problem type. The times of worst-case are no more than 110% of the average
times.
7.3. Discussion of experimental design
In this section, we give more analysis of our experimental design. The rst problem
is what should be a reasonable assumption of , the increasing speed of the due dates.
In an ideal JIT environment, we expect a stable and balanced production with respect
to the earliness and tardiness measurement. In other words, the average earliness and
tardiness of one job, 1n
Pn
i=1 jCi − dij, should not vary greatly with the increase of the
number of jobs. Tables 4{6 report the average earliness and tardiness in the optimal
schedule. Note we use \−" to represent the results of the problems unsolved.
It is easy to see that the minimum makespan (the completion time of the last job)
of a problem is given by Cmax = np=B. Comparing maxfdig with Cmax, we have three
dierent types of problems.
If <p=B (the case of =5; B=5 in Table 4), the average earliness and tardiness
increases rapidly with the number of jobs. The reason is that under such conditions,
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Table 4
The average earliness and tardiness for B = 5
n = 100 300 500 1000 1500
 = 5 228.65 765.62 1301.16 2653.23 4064.98
10 21.57 51.19 54.56 118.90 313.41
20 9.46 9.63 9.51 9.32 9.46
30 7.61 7.91 8.23 8.30 8.27
50 5.37 5.95 6.21 6.41 {
70 4.37 4.90 5.00 5.28 {
Table 5
The average earliness and tardiness for B = 10
n = 100 300 500 1000 1500
 = 5 17.23 39.56 65.62 160.41 319.97
10 11.06 10.78 11.01 10.97 10.85
20 9.44 9.38 9.21 8.96 9.06
30 7.61 7.88 8.19 8.20 {
50 5.37 5.95 6.21 6.41 {
70 4.37 4.90 5.00 { {
Table 6
The average earliness and tardiness for B = 20
n = 100 300 500 1000 1500
 = 5 11.00 11.30 11.13 11.37 11.30
10 11.06 10.78 11.01 10.97 10.83
20 9.44 9.38 9.21 8.96 {
30 7.61 7.88 8.19 8.20 {
50 5.37 5.95 6.21 { {
70 4.37 4.90 5.00 { {
maxfdig increases slower than Cmax. The due dates are too tight. So when n becomes
large, most jobs will be tardy. In the optimal schedule, jobs are processed as early as
possible to meet their due dates. Thus the full batch EDD schedule, in which jobs are
scheduled in EDD order, each batch has B jobs and no idle times are inserted, should
probably be the optimal schedule, at least when n is large.
If  = p=B (the case of  = 10; B = 5 in Table 4 and  = 5; B = 10 in Table 5),
computational results show that the average earliness and tardiness also increase with
the number of jobs, though in such case, maxfdig and Cmax increase roughly at the
same speed. We can say that, in the optimal schedule, most batches are full to meet
their due dates. So the full batch EDD schedule might also be optimal when n is large
enough.
We report the result of full batch EDD schedule for these three problems in Table 7,
which supports our discussion. So if 6p=B and n is large, we only need to use the
full batch EDD schedule, though DP2 is ecient too. But these problems may not be
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Table 7
The average earliness and tardiness for full batch EDD schedule
n = 100 300 500 1000 1500
 = 5; B = 5 228.65 765.62 1301.16 2653.23 4064.98
 = 10; B = 5 43.37 56.59 55.02 118.90 313.41
 = 5; B = 10 25.55 39.56 65.52 160.41 319.97
the ideal JIT production in which we expect a stable average earliness and tardiness
measurement.
If >p=B, the average earliness and tardiness varies slightly with n, which can
be regarded as a stable result. For the tight due dates ( = 5), only large processor
capacity B = 20 yields a stable result. When the due dates become slack, the small
processor capacity can obtain a stable result too.
We can see that for =20; 30; 50; 70, there is not much dierence among the results
of B=5; B=10 and B=20, which implies that for B=10 and B=20, in the optimal
schedule, most batches have no more than 5 jobs. Similarly, for the case of  = 10,
in the optimal schedule of B=20, most batches have no more than 10 jobs. The large
processor capacity is not helpful for the optimal schedule.
This gives us an idea of solving the problems with large processor capacity and
slack due dates. We can use smaller B to solve the problem and obtain a good near
optimal schedule.
In general, Problem ETB with tight due dates is meaningful with respect to JIT
production only when the processor capacity is large. Such problems with up to 1500
jobs can be solved in several minutes by Algorithm DP2. When the due dates become
slack, the problem can also be solved in reasonable time with small processor capacity
B. If B is large, DP2 may use more time. But we can use a smaller B to solve the
problem to get a good near optimal schedule.
8. Conclusion
In this paper, we discussed the problem of scheduling a batch processor to minimize
total earliness and tardiness of jobs. We rst studied two sub-problems as preliminaries.
Then, we proposed a dynamic programming algorithm in polynomial time to show
the problem is polynomially solvable. Since the algorithm is hard to implement in
practice, we proposed a dynamic programming algorithm in pseudopolynomial time
to solve the problem. We also extended the problem into more complicated cases.
Finally, we reported and analyzed computational results. One future direction is to
develop quick heuristics, or to develop fully polynomial time approximation schemes
based on dynamic programs. More complex models, such as the open problems in this
paper, are interesting topics as well.
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