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Introduction
Dans cette the`se on s’inte´resse aux langages L de mots infinis qui sont la puissance
infinie (puissance ω) de langages finis de mots finis. Si R est un tel langage, on note Rω
sa puissance infinie, et on a donc L = Rω. Cette puissance ω est donc une application
de l’ensemble des langages de mots dans l’ensemble des langages de mots infinis et
elle est de´finie comme e´tant l’ensemble de toutes les concate´nations d’une infinite´ de
mots de R. Ainsi a` toute suite de mots de R est associe´e par concate´nation des mots
de cette suite, un mot infini de L et on se pose la question suivante : e´tant donne´ un
langage fini R, existe-t-il un langage C fini ou pas, tel que d’une part Rω = Cω et
d’autre part tel que l’application qui a` toute suite de mots de C associe un mot infini,
soit injective ? De tels langages C sont appele´s ω-code [Sta86], en effet ce sont des
codes par rapport a` l’ope´ration puissance ω et bien suˆr tout ω-code est un code, mais
la re´ciproque est fausse.
Cette question « assez naturelle et classique », par exemple si on conside`re la
concate´nation finie (et non infinie) il s’agit de savoir si un mono¨ıde est ou non libre, n’a
e´te´ e´tudie´e que par peu de personnes, et elle reste actuellement toujours non re´solue.
Un des points de de´part de ce travail a e´te´ le suivant : on sait [JLP96] que si R est
un code tel que R+ est le plus grand ge´ne´rateur de Rω, alors il existe un ω-code C tel
Rω = Cω si et seulement si R lui-meˆme est un ω-code. Ainsi, on a essaye´ de de´finir
une classe de langage qui serait la plus « simple » possible apre`s la classe des codes.
Les codes sont les langages C pour lesquels deux concate´nations diffe´rentes de mots
de C, donnent deux re´sultats diffe´rents, donc il y a 0 e´galite´ entre deux concate´nations
diffe´rentes de mots de C. La classe la plus simple apre`s les codes pourrait donc eˆtre la
classe des langages R ayant « une seule » e´galite´ entre deux concate´nations diffe´rentes
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de mots de R. Mais de`s qu’il y a une e´galite´, une infinite´ d’autres en de´coulent, aussi
on de´finira la classe des langages R tels qu’il existe une unique e´galite´ e entre deux
concate´nations diffe´rentes de mots de R, telle que toutes les autres e´galite´s entre
deux concate´nations diffe´rentes de mots de R sont exactement toutes les e´galite´s qui
de´coulent de e. De tels langages sont appele´s langages a` un relateur. Pour cette vaste
classe de langages, on caracte´rise les langages finis R tels qu’il existe un ω-code ou un
code C tels que Rω = Cω et on montre que C n’est jamais un langage fini.
D’apre`s [DLLS94], les codes peuvent eˆtre caracte´rise´s par les factorisations de mots
infinis : un langage C est un code si et seulement si pour tout mot u ∈ C+, le mot
infini uω se de´compose de fac¸on unique en mots de C. Cela nous a amene´s a` de´finir
la classe des langages n-re´duits. Un langage L est n-re´duit si pour tout mot u ∈ Lk,
k ≤ n, le mot infini uω se de´compose de fac¸on unique en mots de L. Par de´finition,
un langage n + 1-re´duit est n-re´duit, mais la re´ciproque est fausse ; et un code est
un langage ∞-re´duit. Nous conside´rons les proprie´te´s de ces langages en tant que
ge´ne´rateurs de langages de mots infinis.
Apre`s l’introduction, la the`se est divise´e en cinq chapitres :
Dans le chapitre 1, nous pre´sentons des notations et des re´sultats sur les langages
de mots infinis et les codes, re´sultats que nous utiliserons dans les chapitres ulte´rieurs.
Le chapitre 2 est un expose´ rapide des re´sultats concernant les ge´ne´rateurs de
langages de mots infinis et la question de savoir s’il existe un code ou un ω-code
ge´ne´rateur pour un langage de mots infinis.
Dans le chapitre 3, nous e´tudions l’ensemble des relateurs satisfaits par un langage L,
c’est-a`-dire les couples (u, v) ou` u et v sont deux factorisations d’un meˆme mot dans
L∗ ∪ Lω. Avec cette notation, nous e´tablissons des conditions ne´cessaires pour qu’une
ω-puissance ait un code ou un ω-code ge´ne´rateur. Nous montrons aussi la me´thode
pour calculer l’ensemble des relateurs d’un langage fini.
Dans le chapitre 4, nous de´finissons la classe de langages a` un relateur et pre´sentons
le re´sultat principal de the`se, qui nous permet de caracte´riser les langages a` un
relateur L tel que Lω a un code ou un ω-code ge´ne´rateur.
Dans le chapitre 5, nous de´finissons les langages n-re´duits. Nous de´gageons des
proprie´te´s de ces langages. Nous illustrons aussi l’existence des langages de mots infinis
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Dans ce chapitre, nous pre´sentons des notations et des re´sultats sur les langages
de mots infinis [PP02, Tho90, Eil74] et les codes [BPR09, Sta86], re´sultats que nous
utiliserons dans les chapitres ulte´rieurs.
1.1 Mots et mots infinis
Soit A un ensemble nomme´ alphabet. Les e´le´ments de cet ensemble sont appele´s
lettres. Un mot fini sur l’alphabet A est une suite finie de lettres de A. Le nombre n de
lettres du mot u est la longueur du mot u et elle est note´e |u|. On note |u|a le nombre
d’occurrences de la lettre a dans u. La suite vide est note´e ε et elle est appele´e mot
vide. On note A∗ l’ensemble des mots finis sur l’alphabet A et on note A+ = A∗ − ε.
Un mot infini sur l’alphabet A est une suite infinie de lettres de A. On note Aω
l’ensemble des mots infinis sur l’alphabet A et on pose :
A∞ = A∗ ∪ Aω.
On munit A∞ d’une structure de mono¨ıde prolongeant celle de A∗ en posant :
uv =
uv si u ∈ A∗u si u ∈ Aω.
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Un mot w ∈ A∗ est facteur du mot x ∈ A∞ s’il existe u ∈ A∗ et v ∈ A∞ tels
que x = uwv ; le mot w est pre´fixe de x, note´ w ≤ x, si u = ε ; le mot w est pre´fixe
propre de x, note´ w < x, si u = ε et v 6= ε. Un mot w ∈ A∞ est suffixe du mot x ∈ A∞
s’il existe u ∈ A∗ tel que x = uw. On note respectivement Fact(x),Pref(x) et Suff(x)
l’ensemble des facteurs, pre´fixes et suffixes du mot x. Etant donne´e une partie X de
A∞, on note respectivement Fact(X),Pref(X) et Suff(X) l’ensemble des facteurs, des
pre´fixes et des suffixes des mots de X.
Remarque 1.1.1. Si X ⊆ Aω alors Pref(X) ⊆ A∗,Fact(X) ⊆ A∗ et Suff(X) ⊆ Aω.
Un mot infini u = a0a1 . . . est dit ultimement pe´riodique s’il existe deux entiers
m,n tels que ai = ai+n pour tout i ≥ m ; ce mot u est pe´riodique si m peut eˆtre choisi
e´gal a` 0.
Un mot z ∈ A+ est primitif si z = un seulement pour n = 1, imprimitif dans le
cas contraire. Tout mot z ∈ A+ posse`de une unique racine note´e √z qui est le mot
primitif ve´rifiant (
√
z)n = z pour un entier n.
Les deux the´ore`mes suivants sont connus, voir [Lot02].
The´ore`me 1.1.2. Deux mots u, v ∈ A+ commutent, c’est-a`-dire uv = vu, si et
seulement s’ils ont la meˆme racine primitive.
The´ore`me 1.1.3. Soient x ∈ A+ et y, z ∈ A∗. Si xz = yx, alors il existe deux mots
α, β et un entier positif k tels que x = (αβ)kα, y = αβ et z = βα.
1.2 Langages rationnels
Les parties de A∗ sont appele´es des langages, celles de Aω des ω-langages, celles
de A∞ des ∞-langages. Pour deux langages X et Y donne´s, on de´finit les ope´rations
rationnelles :
(1) l’union X ∪ Y ,
(2) le produit XY = {xy : x ∈ X et y ∈ Y },
(3) l’e´toile X∗ = {x1 . . . xn : n ≥ 0 et x1, . . . , xn ∈ X}.
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Donc X∗ est le sous-mono¨ıde de A∗ engendre´ par X.
On de´finit aussi l’ope´ration + par
X+ = {x1 . . . xn : n > 0 et x1, . . . , xn ∈ X}
qui est le sous-semigroupe engendre´ par X.
L’ensemble des langages rationnels de A∗ est la plus petite famille Rat(A∗) de
sous-ensembles de A∗ telle que :
(a) Rat(A∗) contient l’ensemble vide et les singletons {a} pour tout a ∈ A ;
(b) Rat(A∗) est ferme´ par union finie, produit fini et e´toile.
Remarque 1.2.1. Le langage {ε} est rationnel car ∅∗ = {ε}.
On e´tend de fac¸on naturelle le produit de deux langages en posant pour X ⊆ A∗
et Y ∈ A∞,
XY = {xy : x ∈ X et y ∈ Y }.
On de´finit e´galement la puissance infinie (ou l’ω-puissance) d’un langage X ⊆ A∗ par
Xω = {x0x1 · · · : pour tout i ≥ 0, xi ∈ X − ε}.
On pose
X∞ = X∗ ∪Xω.
Remarque 1.2.2. Par de´finition, pour tout langage X, on a
Xω = (X − ε)ω.
Donc ∅ω = {ε}ω = ∅.
Exemple 1. Soit A = {a, b} un alphabet. L’ensemble L = a∗b est un langage sur A.
Son ω-puissance Lω est l’ω-langage qui contient tous les ω-mots ayant une infinite´ de
fois la lettre b.
L’ensemble des langage rationnels de A∞ est la plus petite famille Rat(A∞) de
sous-ensembles de A∞ telle que :
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(a) Rat(A∞) contient l’ensemble vide et les singletons {a} pour tout a ∈ A,
(b) Rat(A∞) est ferme´ par union finie, produit fini, e´toile et ω-puissance.
Le the´ore`me suivant [PP02] caracte´rise les langages rationnels de Aω.
The´ore`me 1.2.3. Un ω-langage est un langage rationnel de Aω si et seulement s’il
est union finie des langages de la forme XY ω ou` X et Y sont des langages rationnels
de A∗.
1.3 Limite et adhe´rence
Soit L ⊆ A∗ un langage, la limite de L, note´e −→L , est l’ensemble des ω-mots ayant
une infinite´ de pre´fixes dans L :
−→
L = {w ∈ Aω : Card(Pref(w) ∩ L) est infini}.
Il existe la relation suivante entre la puissance ω et la limite [Sta80] :
−→
L∗ = Lω ∪ L∗−→L
On dit que l’ω-langage K est rationnel de´terministe s’il existe un langage rationnel de
mots finis L ⊆ A∗ tel que K = −→L .
Pour tout langage L, son adhe´rence est un ω-langage de´fini par




On a la relation suivante entre la puissance ω et l’adhe´rence [BN80] :
Adh(L∗) = Lω ∪ L∗Adh(L)
En particulier, quand L est un langage fini, on a :
Adh(L) =
−→
L = ∅ et −→L∗ = Adh(L∗) = Lω.
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On dit que l’ω-langage K est une adhe´rence s’il existe un langage L ⊆ A∗ tel que
K = Adh(L).
Exemple 2. Soit A = {a, b} et soit L = b+a+ un langage sur A. L’ω-puissance
Lω = (b+a+)ω est l’ensemble des ω-mots ayant une infinite´ de a, une infinite´ de b et
commenc¸ant par b. Sa limite
−→
L = b+aω tandis que son adhe´rence est Adh(L) = bω ∪
b+aω. De plus, Lω est strictement inclus dans
−→
L∗ = bAω−A∗bω, par exemple baω /∈ Lω ;
et
−→
L∗ est strictement inclus dans Adh(L∗) = bAω.
Les trois ope´rations, la puissance ω, la limite et l’adhe´rence nous permettent de
construire des ω-langages a` partir d’un langage finitaire.
1.4 Codes et mots infinis
Dans cette section, on conside`re une classe particulie`re de langages : celle des
codes [BPR09]. Ces langages assurent l’unicite´ du de´codage des mots.
Soit C ⊆ A+ un langage. Une factorisation sur C (ou C-factorisation) d’un mot u ∈
A+ est une suite finie de mots de C : (x1, x2, . . . , xn), n ≥ 1 telle que u = x1x2 . . . xn.
Une factorisation sur C (ou C-factorisation) d’un ω-mot w ∈ Aω est une suite infinie
de C : (x1, x2, . . . ) telle que w = x1x2 . . . .
Proposition 1.4.1. [BPR09] Soit C ⊆ A+. Les assertions suivantes sont e´quiva-
lentes :
(i) Tout mot de C+ a une seule C-factorisation.
(ii) Pour tous u, v ∈ C, on a :
uC∗ ∩ vC∗ 6= ∅ implique u = v.
(iii) C−1C ∩ C∗(C∗)−1 = {ε}.
Un langage C ⊆ A+ ve´rifiant les conditions (i)–(iii) ci-dessus est appele´ code.
Les codes nous permettent de de´coder de fac¸on unique les mots finis mais ce n’est
pas le cas en ge´ne´ral pour les mots infinis. Les ω-codes qui sont de´finis par L. Staiger
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dans [Sta86] assurent l’unicite´ du de´codage des mots infinis. En de´pit de leur nom, les
ω-codes sont des langages de mots finis.
Proposition 1.4.2. [Sta86] Soit C ⊆ A+. Les assertions suivantes sont e´quivalentes :
(i’) Tout mot de Cω a une seule C-factorisation.
(ii’) Pour tous u, v ∈ C, on a :
uCω ∩ vCω 6= ∅ implique u = v.
(iii’) C−1C ∩ Cω(Cω)−1 = {ε}.
Un langage C ⊆ A+ ve´rifiant les conditions (i’)–(iii’) ci-dessus est appele´ ω-code.
Remarque 1.4.3. Par de´finition d’un ω-code, on a les proprie´te´s suivantes :
– L’ensemble ∅ est un ω-code.
– Un singleton {u} est un ω-code si et seulement si u 6= ε.
– Tout sous-ensemble d’un ω-code est un ω-code.
– Les ω-codes sont des codes et il existe des codes non ω-codes.
Exemple 3. Le langage C = {a, ab, b2} est un code mais ce n’est pas un ω-code car le
mot abω ∈ Cω a deux C-factorisations : (ab, bb, bb, . . . ) et (a, bb, bb, . . . ).
Lemme 1.4.4. [Jul97] Soit C un langage. Tout ω-mot ultimement pe´riodique de Cω
admet une C-factorisation ultimement pe´riodique.
Lemme 1.4.5. Soient x, y, z ∈ A+. On a yω = xzω si et seulement s’il existe i, j > 0
tels que yix = xzj.
De´monstration. Si yω = xzω alors il existe un entier n > 0 et un mot t ∈ A∗ tels que
yn = xt. Donc on a yω = (xt)ω = xzω. Alors (tx)ω = zω. Donc il existe k, j tels que
(tx)k = zj. On a
x(tx)k = xzj et xt = yn
Posons i = nk, on a yix = xzj.
Re´ciproquement, s’il existe i, j > 0 tels que yix = xzj , alors on a ynix = xznj pour
chaque n > 0. Donc les deux mots yω et xzω ont une infinite´ de pre´fixes communs.
On en de´duit que yω = xzω.
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On pourra trouver dans [BPR09] des caracte´risations des codes concernant les
mots finis. Cependant, les codes peuvent aussi eˆtre caracte´rise´s par le fait de factoriser
les mots infinis [DLLS94].
Proposition 1.4.6. Soit C ⊆ A+. Les assertions suivantes sont e´quivalentes :
(i) C est un code.
(ii) Pour chaque u ∈ C+, uω a une unique C-factorisation.
De´monstration. ¬(i) ⇒ ¬(ii) : Supposons que C n’est pas un code, alors il existe
y ∈ C+ tel que y a deux C-factorisations. Donc yω a aussi deux C-factorisations.
¬(ii) ⇒ ¬(i) : Supposons qu’il existe y = y1 . . . yn ∈ C+ tel que yω a deux C-
factorisations de premiers pas distincts : (y1 . . . yn)
ω = (x1x2 . . . ) avec x1 6= y1. D’apre`s
le lemme 1.4.4, il existe t, z ∈ C+ tel que x2x3 · · · = tzω. Donc on a
yω = x1tz
ω
D’apre`s le lemme 1.4.5, il existe i, j > 0 tels que
yix1t = x1tz
j.
Alors C n’est pas un code.
Les plus simples des codes sont les codes pre´fixes. Rappelons qu’un langage non
vide est un code pre´fixe s’il ne contient pas deux mots dont l’un est pre´fixe propre
de l’autre. De fac¸on syme´trique, un langage est un code suffixe s’il ne contient pas
deux mots dont l’un est suffixe propre de l’autre. Un langage est un code bifixe s’il est
pre´fixe et suffixe.
En ge´ne´ral, le de´codage d’un message ne peut eˆtre re´alise´ que si on rec¸oit le message
entier. Naturellement, nous nous inte´ressons aux codes qui nous permettent de de´coder
le message en lisant a` partir du de´but vers la droite avec quelques pas en diffe´re´. Ce
sont les codes a` de´lai borne´ [GM59, Sta86].
Un langage C est un code a` de´lai borne´ s’il existe un entier m ≥ 0 pour lequel la
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proprie´te´ suivante est ve´rifie´e : pour tous u, v ∈ C,
uCmAω ∩ vCω 6= ∅ implique u = v. (1.1)
Le nombre m qui intervient dans la de´finition pre´ce´dente est appele´ de´lai de C.
Un langage qui ve´rifie la condition (1.1) est ne´cessairement un code. En effet, on
verra que la classe des codes a` de´lai borne´ est une sous-classe de celle des ω-codes. De
plus, la classe des codes a` de´lai borne´ 0 et celle des codes pre´fixes co¨ıncident.
Exemple 4. Le code pre´fixe P = {a, ba} est donc un code a` de´lai borne´ 0. Le code C =
{a, adb} est un code a` de´lai borne´ d. Le code suffixe C = {a, ab, b2} est sans de´lai
borne´ car pour tout m ≥ 0, le mot a(b2)m est un pre´fixe de ab(b2)mbω.
La proposition suivante [DLLS94] nous donne une caracte´risation des codes a` de´lai
borne´.
Proposition 1.4.7. Un code C est a` de´lai borne´ si et seulement si C est un ω-code
et Cω ∩ C∗Adh(C) = ∅.
De plus, par de´finition, nous savons que l’adhe´rence d’un langage fini est vide.
Ainsi on a
Corollaire 1.4.8. Un ω-code fini est un code a` de´lai borne´.
Exemple 5. L’ω-code C = {a, b} ∪ ab∗c n’est pas un code a` de´lai borne´. On s’aperc¸oit
qu’effectivement abω ∈ Cω ∩ C∗Adh(C).
Remarque 1.4.9. On a les relations suivantes entre les diffe´rentes classes de codes :
codes pre´fixes  codes a` de´lai borne´  ω-codes  codes
La notion de de´lai s’applique a` des langages quelconques, meˆme si ce ne sont pas
des codes. Un mot infini peut avoir plusieurs factorisations sur un langage a` de´lai
borne´ L, mais si on lit quelques mots, alors le premier de ces mots est de fac¸on suˆre le
premier mot dans une des factorisations sur L. En comparant avec les codes a` de´lai
borne´, pour les langages a` de´lai, la condition de l’unicite´ des factorisations est retire´e,
mais la condition du de´lai sur la construction des factorisations est maintenue.
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Un langage L ⊆ A+ est appele´ langage a` de´lai borne´ s’il existe un entier m ≥ 0
pour lequel la proprie´te´ suivante est ve´rifie´e : pour tout u ∈ L,
uLmAω ∩ Lω ⊆ uLω. (1.2)
Dans ce cas, L est dit a` de´lai m. Le de´lai de L est le plus petit entier m ve´rifiant
la proprie´te´ (1.2).
Exemple 6. Le de´lai du langage {a2, a3} est 0. Quant au de´lai du langage {a2, a3, b},
c’est 1.
La proposition suivante nous donne une relation entre les codes et les langages a`
de´lai borne´.
Proposition 1.4.10. [DLLS94] Un code qui ve´rifie la proprie´te´ (1.2) est un code a`
de´lai borne´.
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Chapitre 2
Codes ge´ne´rateurs de langages de
mots infinis
Ce chapitre est un expose´ rapide des re´sultats concernant les ge´ne´rateurs de
langages de mots infinis et la question de savoir s’il existe un code ou un ω-code
ge´ne´rateur pour un langage de mots infinis.
2.1 Ge´ne´rateurs de langages de mots infinis
Un ω-langage X est dit eˆtre une ω-puissance si X = Lω pour un langage L ⊆ A+.
Le langage L est appele´ ge´ne´rateur de X. On note [X] la famille des ge´ne´rateurs d’un
ω-langage X, c’est-a`-dire :
[X] = {L ⊆ A+ : Lω = X}.
Exemple 1 (reprise de p. 3). Soit A = {a, b} un alphabet et soit X l’ω-langage sur A
qui contient tous les ω-mots ayant une infinite´ de fois la lettre b. C’est-a`-dire :
X = {w ∈ Aω : |w|b =∞} = (a∗b)ω.
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Donc X est une ω-puissance et a∗b est un ge´ne´rateur de X. Un autre ge´ne´rateur de
X est A∗bA∗.
Exemple 7. Soit A = {a, b} un alphabet et soit X l’ω-langage sur A qui contient tous
les ω-mots ayant un nombre fini de fois la lettre b. C’est-a`-dire :
X = {w ∈ Aω : |w|b <∞} = {a, b}∗aω.
Supposons qu’il existe un langage G tel que Gω = X. Comme baω ∈ X, on a bai ∈ G
pour un entier i ≥ 0. Donc (bai)ω ∈ Gω mais (bai)ω /∈ X. C’est une contradiction.
Donc [X] = ∅.
La proposition suivante [LT87] porte sur la maximalite´ des ge´ne´rateurs d’ω-langages
rationnels.
Proposition 2.1.1. Soit X un ω-langage rationnel. On peut de´cider si la famille [X]
des ge´ne´rateurs est vide. Si [X] 6= ∅, alors [X] admet un nombre fini non nul de
ge´ne´rateurs maximaux (pour l’inclusion). Ces ge´ne´rateurs maximaux sont des semi-
groupes rationnels et ils peuvent eˆtre construits a` partir d’un automate reconnaissant X.
De plus, tout ge´ne´rateur de X est inclus dans un des ge´ne´rateurs maximaux.
Exemple 8. Soit A = {a, b} et soit L = A∗{a2, b2}A∗. L’ω-puissance Lω a deux
ge´ne´rateurs maximaux M1 et M2 ou`
M1 = L ∪ (ab)∗a et M2 = L ∪ (ba)∗b.
Dans le cas ou` l’ω-langage X a un unique ge´ne´rateur maximal, alors ce ge´ne´rateur
est le plus grand ge´ne´rateur. On a donc [LT87] :
Corollaire 2.1.2. On peut de´cider si un ω-langage rationnel admet un plus grand
ge´ne´rateur.
Si L ⊆ A+ est un ge´ne´rateur de l’ω-langage X 6= ∅, les langages G = L − L+L
et G2 sont aussi ge´ne´rateurs de X. De plus G ∩G2 = ∅. Alors on a :
Proposition 2.1.3. Un ω-langage non vide n’a jamais de plus petit ge´ne´rateur.
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Dans l’e´tude de la famille des ge´ne´rateurs [X] de l’ω-langage X, les deux majorants
de [X] suivants ont un roˆle important dans la compre´hension de la famille [X]. Le
premier, c’est le stabilisateur de X, note´ Stab(X), qui est de´fini par
Stab(X) = {u ∈ A+ : uX ⊆ X}.
Le second, c’est le langage caracte´ristique de X, qui est de´fini par
χ(X) = {u ∈ Stab(X) : uω ∈ X}.
Proposition 2.1.4. [Lit88] Soit L un langage, Stab(Lω) et χ(Lω) sont deux majorants
de [Lω], c’est-a`-dire, pour tout G ∈ [Lω], G ⊆ χ(Lω) ⊆ Stab(Lω).
La proprie´te´ suivante [Lit89] porte sur la constructibilite´ des langages Stab et χ.
Proposition 2.1.5. Soit X un ω-langage rationnel, Stab(X) et χ(X) sont rationnels
et ils peuvent eˆtre construits (a` partir d’un automate reconnaissant X).
Les langages Stab(X) et χ(X) peuvent eˆtre ou non ge´ne´rateurs de Lω comme
l’indique l’exemple suivant.
Exemple 9. (a) Soit X1 = a
ω. Alors Stab(X1) = χ(X1) = a
+ est un ge´ne´rateur de X1.
(b) Soit X2 = (a
∗b)ω. Le langage Stab(X2) = {a, b}+ n’est pas ge´ne´rateur de X2 car
aω /∈ X2. Mais le langage χ(X2) = {a, b}∗b{a, b}∗ est un ge´ne´rateur de X2.
(c) Soit X3 = (A
∗{a2, b2})ω. On a {a, b} ⊆ χ(X3) mais (ab)ω /∈ X3. Donc χ(X3) n’est
pas un ge´ne´rateur de X3.
Proposition 2.1.6. [Lit88] Soit L un langage rationnel. Si Lω est une adhe´rence,
alors Lω admet un plus grand ge´ne´rateur qui est Stab(Lω).
Le langage χ nous donne une caracte´risation d’une ω-puissance rationnelle, c’est-
a`-dire : deux ω-puissances rationnelles sont e´gales si elles ont meˆme ensemble χ, et
re´ciproquement, d’ou` la proposition suivante [Jul97] :
Proposition 2.1.7. Soient Lω et Gω deux ω-puissances rationnelles, Lω = Gω si et
seulement si χ(Lω) = χ(Gω).
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On dit qu’une ω-puissance rationnelle X est finiment engendre´e s’il existe un
langage fini F tel que F ω = X.
Proposition 2.1.8. [Lit89] Si une ω-puissance rationnelle Lω est finiment engendre´e,
alors Lω est une adhe´rence. Donc Stab(Lω) est le plus grand ge´ne´rateur de Lω.
Proposition 2.1.9. [LT86] On peut de´cider si une ω-puissance rationnelle est finiment
engendre´e.
2.2 Codes et ge´ne´rateurs
Nous nous inte´ressons au proble`me ouvert de l’existence d’ω-codes ge´ne´rateurs de
langages de mots infinis (voir [Bru91] et aussi [Lot02] p. 229).
Proble`me 1. Soit Lω une ω-puissance rationnelle, de´cider s’il existe un ω-code C tel
que Lω = Cω.
Avant de discuter en de´tails de ce proble`me, nous conside´rons les proble`mes
similaires pour les mots finis : celui de l’existence de codes ge´ne´rateurs d’un mono¨ıde.
Soit M un sous-mono¨ıde de A∗, c’est-a`-dire M∗ = M , l’ensemble des ge´ne´rateurs
de M admet toujours un plus grand e´le´ment (pour l’inclusion), c’est M lui-meˆme. De
plus, M a un plus petit ge´ne´rateur, c’est sa racine :
Rac(M) = (M − ε)− (M − ε)2.
Proposition 2.2.1. [BPR09] Si M est un sous-mono¨ıde libre de A∗, alors son plus
petit ge´ne´rateur est un code. Re´ciproquement, si C ⊆ A+ est un code, alors le sous-
mono¨ıde C∗ est libre et C est le plus petit ge´ne´rateur de C∗.
Donc le proble`me de l’existence des codes ge´ne´rateurs d’un mono¨ıde M se rame`ne au
proble`me de tester si le langage Rac(M) est un code ; ce proble`me est de´cidable [SP53]
dans le cas rationnel.
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La situation est plus complique´e pour les ω-puissances : la famille des ge´ne´rateurs
ne posse`de pas de plus petit ge´ne´rateur et elle n’admet pas toujours de plus grand
ge´ne´rateur. Dans le cas ou` le plus grand ge´ne´rateur M existe (par exemple si Mω est
finiment engendre´), il se peut que Rac(M) ne soit pas un ω-code mais que Mω ait un
ω-code ge´ne´rateur comme l’indique l’exemple suivant.
Exemple 10. Soit L = {a2, a3, b}. L est la racine du plus grand ge´ne´rateur de Lω mais
L n’est pas un ω-code. Cependant, le langage {a2, a3b, b} est un ω-code ge´ne´rateur
de Lω.
Dans le cas ou` le plus grand ge´ne´rateur existe et qu’il est libre, on sait de´cider du
proble`me 1.
The´ore`me 2.2.2. [JLP96] Soit Lω une ω-puissance rationnelle telle que son plus
grand ge´ne´rateur M est un semi-groupe libre, c’est-a`-dire M = C+ pour un code C.
Alors Lω a un ω-code ge´ne´rateur si et seulement si C est lui-meˆme un ω-code.
Si on remplace ω-code par code pre´fixe, le proble`me 1 a e´te´ re´solu par I. Litovsky
dans [Lit91].
The´ore`me 2.2.3. On peut de´cider si un ω-langage rationnel X admet un code pre´fixe
ge´ne´rateur, c’est-a`-dire si X = P ω pour un code pre´fixe P .
Nous pre´sentons ici une condition ne´cessaire pour qu’un ω-langage soit engendre´
par un code a` de´lai borne´ [Sta86].
Proposition 2.2.4. Soit X un ω-langage rationnel. Si X a un code a` de´lai borne´
ge´ne´rateur, alors X est un langage rationnel de´terministe.
Cette condition n’est pas suffisante comme l’indique l’exemple suivant :
Exemple 11. L’ω-langage X = {a, ab, b2}ω est une adhe´rence car il est finiment engen-
dre´, donc il est de´terministe. De plus, X admet le plus grand ge´ne´rateur {a, ab, b2}+ qui
est un semi-groupe libre, et {a, ab, b2} n’est pas un ω-code. D’apre`s le the´ore`me 2.2.2,
X n’a pas d’ω-code ge´ne´rateur. Donc X n’est pas engendre´ par un code a` de´lai.
L’exemple suivant dans [Sta86] montre qu’il existe un ω-code C tel que Cω n’est
pas de´terministe.
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Exemple 12. Le langage C = {a, ba} ∪ {ab, ac}∗aca est un ω-code mais Cω n’est pas
rationnel de´terministe.
Le proble`me 1 peut se formuler pour la classe des codes.
Proble`me 2. Soit Lω une ω-puissance rationnelle, de´cider s’il existe un code C tel
que Lω = Cω.
L’exemple suivant [JT07] montre l’existence d’ω-puissances rationnelles qui n’ont
pas de code ge´ne´rateur.
Exemple 13. Soit A = {a, b} et soit L = {a2, a3, b, ba}. On a Lω = {a2, b}Aω. Supposons
que C soit un code ge´ne´rateur de Lω. Montrons d’abord que : pour tout u ∈ A∗ et
pour tout entier i > 0, on a
{au, auai} 6⊆ C. (2.1)
En effet, si au ∈ C, alors (au)ω ∈ a2Aω ; ainsi pour tout entier i > 0, on a (aiau)ω ∈
a2Aω ⊆ Cω ; puis l’ω-mot (auai)ω a deux factorisations sur C ∪ {auai} :
(auai)ω = au(aiau)ω.
D’apre`s la proposition 1.4.6, on a auai /∈ C ce qui ache`ve la preuve de la relation (2.1).
Comme aω ∈ Cω et par (2.1), il existe un unique entier i0 ≥ 0 tel que aai0 ∈ C.
Ensuite, comme abaω /∈ Cω et par (2.1), l’ω-mot aai0abaω ∈ Cω n’a pas de C-
factorisation qui commence par un pre´fixe de aai0a, donc il existe un unique entier
i1 ≥ 0 tel que ai0abai1 ∈ C. Et ainsi de suite, on de´finit de fac¸on unique la suite
infinie (ij)j≥0.
Maintenant, on conside`re l’ω-mot :
w = aai0abai1abi2 · · · ∈ Lω.
Il n’a pas de C-factorisation, donc C n’est pas un ge´ne´rateur de Lω. Alors Lω n’a pas
de code ge´ne´rateur.
Dans le cas ou` la racine du plus grand ge´ne´rateur d’une ω-puissance est un langage
a` de´lai, le re´sultat suivant [Jul97] re´duit les proble`mes 1 et 2 a` celui de l’existence
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d’un ω-code fini ge´ne´rateur.
Proposition 2.2.5. Soit L un langage a` de´lai borne´ et tel que L+ est le plus grand
ge´ne´rateur de Lω. Si Lω est une adhe´rence alors chaque code C tel que Cω = Lω est
un ω-code fini.
2.3 Exemples
Dans le cas ou` le langage L 6= {ε} est singleton, L est un ω-code. Donc L est un
ω-code ge´ne´rateur de Lω. On conside`re le cas des langages a` deux e´le´ments.
Le lemme suivant est bien connu (voir par exemple [Dev93]).
Lemme 2.3.1. Un langage a` deux e´le´ments {u, v} ⊆ A+ n’est pas un ω-code si et
seulement si u et v commutent.
Proposition 2.3.2. Soit L ⊂ A+ un langage a` deux e´le´ments. Alors Lω admet
un ω-code ge´ne´rateur.
De´monstration. Si L = {u, v} ⊂ A+ est un ω-code, alors L est lui-meˆme un ω-code
ge´ne´rateur de Lω. Sinon u et v ont la meˆme racine primitive
√
u. Donc {√u} est un
ω-code ge´ne´rateur de Lω.
Exemple 10 (reprise de p. 15). Soit L = {a2, a3, b}. C’est un langage a` de´lai 1 tel que
L+ est le plus grand ge´ne´rateur de Lω. D’apre`s la proposition 2.2.5, il n’existe pas
de code infini qui soit un ge´ne´rateur de Lω. De plus, l’ω-code fini {a2, a3b, b} est un
ge´ne´rateur de Lω.
Exemple 14. Soit L = {a, ab, ba}. Le langage a∪(ab)∗ba est un ω-code infini ge´ne´rateur
de Lω. Maintenant on montre que Lω n’a pas de code fini ge´ne´rateur.
Supposons que C soit un code fini ge´ne´rateur de Lω et que n est le plus grand
entier de l’ensemble {|u| : u ∈ C}. Comme aω ∈ Cω, il existe un unique i ≥ 0 tel que
ai+1 ∈ C. On conside`re l’ω-mot
ai(ab)n(ba)ω ∈ Cω.
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Donc ce mot a une factorisation cw ou` c ∈ C et w ∈ Lω. Comme b(ab)∗(ba)ω ∩Cω = ∅,
il existe 0 < j < n tel que c = ai(ab)j ∈ C. D’apre`s la proposition 1.4.6 c’est impossible
car l’ω-mot (ai(ab)j)ω a deux C-factorisations :
(ai(ab)j)ω = aia((ba)j−1baia)ω.
On en de´duit que Lω n’a pas de code fini ge´ne´rateur.
Chapitre 3
Relateurs d’un langage et codes
ge´ne´rateurs
Dans ce chapitre, nous e´tudions l’ensemble des relateurs satisfaits par un langage L,
c’est-a`-dire les couples (u, v) ou` u et v sont deux factorisations d’un meˆme mot dans L∞.
Avec cette notation, nous e´tablirons des conditions ne´cessaires pour qu’une ω-puissance
ait un code ou un ω-code ge´ne´rateur.
3.1 Langages et relateurs
Soit L ⊆ A+ un langage et soit Σ un alphabet qui a la meˆme cardinalite´ que L, c’est-
a`-dire fini ou infini de´nombrable. L’e´tiquetage des mots de L est une bijection˜: Σ→ L.
Cette application se prolonge en un morphisme de (Σ∞, ·) sur (L∞, ·), ou` · de´note
l’ope´ration de concate´nation.
On repre´sentera donc une L-factorisation d’un mot de L∞ par un mot de Σ∞. Par
abus de langage, les sous-ensembles de Σ∞ sont appele´s langages des factorisations
sur L.
La relation ∼= sur Σ∞ est de´finie en posant x ∼= y si et seulement si x˜ = y˜. Un
couple x ∼= y est dit relateur du langage L.
De´finition 3.1.1. Un relateur x ∼= y est appele´ minimal si x 6= y et, pour tous
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u, v ∈ Σ+, on a
u < x et v < y implique u 6∼= v.
De fac¸on e´quivalente, le relateur x ∼= y est minimal si et seulement si
{u˜ ∈ A+ : u < x} ∩ {v˜ ∈ A+ : v < y} = ∅.
On note :
M(L) = {(x, y) ∈ (Σ∞)2 : x ∼= y est un relateur minimal de L},
R(L) = {(x, y) ∈ (Σ∞)2 : x ∼= y et x 6= y}.
Par de´finition, pour tout u, v ∈ Σ∗ et u′, v′ ∈ Σ∞, on a doncuu′ ∼= vv′u ∼= v implique u′ ∼= v′.
Ainsi x ∼= y si et seulement s’il existe une suite unique finie ou infinie de relateurs
(x1 ∼= y1), . . . , (xn ∼= yn), . . .
qui sont minimaux ou qui sont de la forme z ∼= z (z ∈ Σ) tels que x = x1 . . . xn . . .
et y = y1 . . . yn . . . .
Exemple 14 (reprise de p. 17). Soit L = {a, ab, ba} et soit Σ = {0, 1, 2} l’alphabet des
relateurs de L. Les relateurs 02 ∼= 10 et 02ω ∼= 1ω sont minimaux, mais 0210 ∼= 1002
n’est pas minimal. En effet, on peut ve´rifier que l’ensemble de relateurs minimaux
de L est exactement le syste`me suivant :02n ∼= 1n0 pour tous n > 002ω ∼= 1ω
Remarque 3.1.2. Pour tout langage C ⊆ Σ+, on a :
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i) C˜ est un code si et seulement si la condition
w1w2 . . . wn ∼= v1v2 . . . vm
ou` wi, vi ∈ C implique m = n et wi ∼= vi pour tout 1 ≤ i ≤ n.
ii) C˜ est un ω-code si et seulement si la condition
w1w2 . . . ∼= v1v2 . . .
ou` wi, vi ∈ C implique wi ∼= vi pour tout i ≥ 1.
Le lemme suivant nous donne une condition suffisante pour que l’image d’un
langage sur Σ soit un code ou un ω-code.
Lemme 3.1.3. i) Si C ⊆ Σ+ est un code tel que R(L) ∩ (C+)2 = ∅, alors C˜ est un
code.
ii) Si C ⊆ Σ+ est un ω-code tel que R(L) ∩ (Cω)2 = ∅, alors C˜ est un ω-code.
De´monstration. On montre seulement i) ; la de´monstration de ii) est similaire.
Supposons que R(L) ∩ (C+)2 = ∅. Alors s’il existe un relateur
w1w2 . . . wn ∼= v1v2 . . . vm
avec wi, vi ∈ C ; alors ce relateur n’est pas dans R(L). Donc on doit avoir
w1w2 . . . wn = v1v2 . . . vm.
Comme C est un code, on a m = n et wi = vi pour tout n ≥ i ≥ 1.
On note AmbΣ(L) le sous-ensemble des ω-mots dans Σ
ω tels que les images de ces
mots dans Aω ont au moins deux L-factorisations. Ainsi,
AmbΣ(L) = {x ∈ Σω : x˜ a au moins deux L-factorisations}
= {x ∈ Σω : ∃y ∈ Σω, x ∼= y et x 6= y}.
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ou` pi1(R) de´note la premie`re projection de la relation R.
D’apre`s la proposition 1.4.6, L est un code si et seulement si AmbΣ(L) n’a pas de
mots pe´riodiques. Par de´finition, L est un ω-code si et seulement si AmbΣ(L) = ∅.
3.2 Ge´ne´rateurs et codes
Dans cette section ainsi que la suivante, nous supposons que le langage L est tel
que L+ est le plus grand ge´ne´rateur de Lω et que Σ est l’alphabet de relateurs de L.
Notons que cette hypothe`se est satisfaite par des cas inte´ressants, par exemple,
le cas ou` Lω est finiment engendre´ ou, plus ge´ne´ralement, dans le cas ou` Lω est une
adhe´rence (d’apre`s la proposition 2.1.6).
Soit X ⊆ Σ∞. On note P (X) = Pref(X)− ε.
Lemme 3.2.1. Soit C ⊆ Σ+ tel que C˜ est un ge´ne´rateur de Lω et soit w ∈ Σω. Si
w /∈ AmbΣ(L), alors w ∈ Cω.
De´monstration. Puisque w /∈ AmbΣ(L), w˜ a une seule factorisation sur L. De plus,
comme L+ est le plus grand ge´ne´rateur de Lω. Donc on a w ∈ Cω.
Lemme 3.2.2. Soit C ⊆ Σ+ tel que C˜ est un code ge´ne´rateur de Lω. Alors le
langage C est un code pre´fixe sur Σ.
De´monstration. S’il existe deux mots u, v ∈ Σ+ tels que u, uv ∈ C, alors on a
(uv)ω = (u)(vu)ω. Comme C˜ est un ge´ne´rateur de Lω, il existe w ∈ Cω tel que
w ∼= (vu)ω. Donc (uv)ω ∼= (u)w et uv 6∼= u. D’apre`s la proposition 1.4.6, C˜ n’est pas
un code.
On dit que deux mots u, v ∈ Σ+ sont incompatibles s’il existe x, y ∈ Σ+ tels que le
relateur ux ∼= vy est minimal.
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Remarque 3.2.3. Si deux mots u et v sont incompatibles, alors u et v n’ont pas de
pre´fixe commun.
Lemme 3.2.4. Soit C ⊆ Σ+ tel que C˜ est un code ge´ne´rateur de Lω et soient u et
v deux mots incompatibles. Alors pour tout m ∈ Σ∗, l’ensemble mP ({u, v}) ∩ C est
l’ensemble vide ou un singleton.
De´monstration. D’apre`s le lemme 3.2.2, C est un code pre´fixe. En conse´quence, chacun
des ensembles mP (u) ∩ C et mP (v) ∩ C est soit l’ensemble vide, soit un singleton.
Maintenant supposons qu’il existe m ∈ Σ∗, p ∈ P (u) et q ∈ P (v) tels que {mp,mq} ⊆
C.
Comme u, v sont incompatibles, il existe x, y ∈ Σ+ tels que
px ∼= qy
est un relateur minimal.
Comme C˜ est ge´ne´rateur de Lω et d’apre`s le lemme 1.4.4 l’ω-mot (x˜)ω a une
L-factorisation ultimement pe´riodique sur C˜. Ainsi, il existe z ∈ C∗ et t ∈ C+ tels que
xω ∼= ztω. D’apre`s le lemme 1.4.5, il existe i, j > 0 tel que xiz ∼= ztj. Maintenant
on a
(mpztj)ω ∼= (mpxxi−1z)ω
∼= (mqyxi−1z)ω = mq(yxi−1zmq)ω.




On rappelle que C est un code pre´fixe et que {mp,mq} ⊆ C. D’apre`s la proposi-
tion 1.4.6, on a donc mp ∼= mq, alors p ∼= q. C’est impossible car px ∼= qy est
minimal.
24 CHAPITRE 3. RELATEURS D’UN LANGAGE ET CODES GE´NE´RATEURS
Voici un corollaire du lemme 3.2.4.
Corollaire 3.2.5. Soit C ⊆ Σ+ tel que C˜ est un code ge´ne´rateur de Lω et soient u
et v deux mots incompatibles. Alors pour tout m ∈ Σ∗, il existe z ∈ {u, v} tel que
mP (z) ∩ C = ∅.
De´monstration. D’apre`s le lemme 3.2.4 et le remarque 3.2.3,on doit avoir
mP (u) ∩ C = ∅ ou mP (v) ∩ C = ∅.





{ui, vi} = ∅
ou`
∏∞
i=0 Xi repre´sente la concate´nation des langages Xi, alors L
ω n’a pas de code
ge´ne´rateur.
De´monstration. Supposons qu’il existe C ⊆ Σ+ tel que C˜ soit un code ge´ne´rateur
de Lω. On va construire par induction une suite infinie de mots (zi)i≥0 telle que :zi ∈ {ui, vi}P (z0 . . . zi) ∩ C = ∅, (3.1)
pour tout i ≥ 0.
D’abord, d’apre`s le corollaire 3.2.5, il existe z0 ∈ {u0, v0} tel que
P (z0) ∩ C = ∅.
Supposons qu’on ait la suite (z0, . . . , zn−1) qui ve´rifie la condition (3.1). D’apre`s le
corollaire 3.2.5, il existe zn ∈ {un, vn} tel que
z0 . . . zn−1P (zn) ∩ C = ∅
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et par hypothe`se d’induction on a
P (z0 . . . zn−1) ∩ C = ∅.
Donc z0, . . . , zn ve´rifient la condition (3.1).





d’apre`s le lemme 3.2.1, on a w ∈ Cω. Cependant, par construction on a P (w)∩C = ∅.
C’est une contradiction.
La proposition suivante est un corollaire de la proposition 3.2.6.
Proposition 3.2.7. Soient u et v deux mots incompatibles. Si
AmbΣ(L) ∩ {u, v}ω = ∅,
alors Lω n’a pas de code ge´ne´rateur.
De´monstration. Par application de la proposition 3.2.6 a` la suite infinie de paires de
mots incompatibles ({u, v}, {u, v}, · · · ).
Exemple 15. Soit L = {a, ab, bc, c} et soit Σ = {0, 1, 2, 3} l’alphabet des relateurs
de L. L a un seul relateur minimal 02 ∼= 13 et alors AmbΣ(L) = Σ∗{02, 13}Σω. On a
AmbΣ(L) ∩ {0, 1}ω = ∅.
D’apre`s la proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
Exemple 16. Soit L = {a, ab, ba, c, cd, dc} et soit Σ = {0, 1, 2, 3, 4, 5} l’alphabet des
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relateurs de L. L’ensemble des relateurs minimaux de L est le syste`me suivant :
02n ∼= 1n0 pour tous n > 0
02ω ∼= 1ω
35m ∼= 4m3 pour tous m > 0
35ω ∼= 4ω
On conside`re la suite infinie de paires de mots incompatibles
({0, 1}, {3, 4}, {0, 1}, {3, 4}, · · · ).
Comme
AmbΣ(L) ∩ ({0, 1}{3, 4})ω = ∅,
d’apre`s la proposition 3.2.6, Lω n’a pas de code ge´ne´rateur.
3.3 Ge´ne´rateurs et ω-codes
On dit que deux mots u, v ∈ Σ+ sont ∞-incompatibles s’il existe x, y ∈ Σ+ ∪ Σω
tels que ux ∼= vy est minimal.
Remarque 3.3.1. Si deux mots u et v sont incompatibles, alors ils sont∞-incompatibles.
Lemme 3.3.2. Soit C ⊆ Σ+ tel que C˜ est un ω-code ge´ne´rateur de Lω et soient u
et v deux mots ∞-incompatibles. Alors pour tout m ∈ Σ∗, l’ensemble mP ({u, v}) ∩ C
est vide ou singleton.
De´monstration. D’apre`s le lemme 3.2.2, C est un code pre´fixe. En conse´quence, chacun
des ensembles mP (u) ∩ C et mP (v) ∩ C est soit l’ensemble vide, soit un singleton.
Maintenant supposons qu’il existe m ∈ Σ∗, p ∈ P (u) et q ∈ P (v) tels que {mp,mq} ⊆
C.
Comme u et v sont ∞-incompatibles, il existe x, y ∈ Σ∞ tels que
px ∼= qy
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est minimal. Donc on a mpx ∼= mqy ; et comme C˜ est un ω-code ge´ne´rateur, on doit
avoir mp ∼= mq, alors p ∼= q. C’est impossible car px ∼= qy est minimal.
Les re´sultats suivants sont similaires a` ceux sur les mots incompatibles.
Corollaire 3.3.3. Soit C ⊆ Σ+ tel que C˜ est un ω-code ge´ne´rateur de Lω et soient
u, v deux mots ∞-incompatibles. Alors pour tout m ∈ Σ∗, il existe z ∈ {u, v} tel que
mP (z) ∩ C = ∅.





{ui, vi} = ∅
alors Lω n’a pas d’ω-code ge´ne´rateur.
Proposition 3.3.5. Soient u et v deux mots ∞-incompatibles. Si
AmbΣ(L) ∩ {u, v}ω = ∅,
alors Lω n’a pas d’ω-code ge´ne´rateur.
Exemple 3 (reprise de p. 6). Soit L = {a, ab, b2} et soit Σ = {0, 1, 2} l’alphabet des
relateurs de L. Le langage L est un code suffixe mais n’est pas un ω-code. En effet, L
a un seul relateur minimal 02ω ∼= 12ω. Comme AmbΣ(L) ∩ {0, 1}ω = ∅, d’apre`s la
proposition 3.3.5, Lω n’a pas d’ ω-code ge´ne´rateur.
3.4 Calcul des relateurs minimaux d’un langage
fini
Pour e´tudier les relateurs minimaux d’un langage fini L, on va conside´rer le graphe
de domino de L qui est de´fini dans [Guz99] et [HW95]. Ce graphe est similaire au
graphe de Spehner dans [Spe75, Lal79], le graphe des retards dans [Aug01] et le graphe
d’ambigu¨ıte´ dans [JT09].
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On note P = Pref(L)− ε. Soit G = (V,E) un graphe oriente´ qui a l’ensemble des
sommets suivants :












: u ∈ P
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: uv ∈ L
}
.
Un chemin fini de G est re´ussi lorsque son sommet de de´part est open et son
sommet d’arrive´e est close. Un chemin infini de G est re´ussi lorsque son sommet de
de´part est open.
Le graphe de domino associe´ a` L, note´ G(L), est le sous-graphe (V ′, E ′) de G ou`
V ′ se compose des sommets open, close et des sommets v ∈ V tel qu’il existe un
chemin re´ussi qui passe par v ; et E ′ se compose des areˆtes e ∈ E tel qu’il existe un
chemin re´ussi qui passe par e.
Pour u ∈ L et x ∈ Σ, on note uˆ = x si x˜ = u.
La fonction de domino associe´e a` L est l’application
d : E → (Σ× {ε}) ∪ ({ε} × Σ)
de´finie sur :
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La fonction de domino se prolonge par morphisme sur les chemins a` Σ∞ × Σ∞ en
posant, pour chaque chemin fini p constitue´ des areˆtes (e1, e2, . . . , em),
d(p) = d(e1)d(e2) . . . d(en) ∈ Σ∗ × Σ∗
et pour chaque chemin infini p constitue´ des areˆtes (e1, e2, . . . ),
d(p) = d(e1)d(e2) · · · ∈ Σω × Σω.
Le couple d(p) est appele´ domino associe´ au chemin p de G. Les premie`re et seconde
composantes de d(p) sont respectivement note´es d1(p) et d2(p).
Un chemin re´ussi p de G(L) mode´lise deux factorisations d’un meˆme mot dans L∞.
Les factorisations obtenues sont d1(p) et d2(p). Donc d1(p) ∼= d2(p) est un relateur
de L. La proposition suivante [Guz99] montre que ces relateurs sont minimaux.
Proposition 3.4.1. Soient x, y ∈ Σ∞, x ∼= y est un relateur minimal de L si et











On note D(L) = {d(p) : p est un chemin re´ussi de G(L)}.
Exemple 14 (reprise de p. 17). Soit L = {a, ab, ba} et soit Σ = {0, 1, 2} l’alphabet des



























































Figure 3.1 – Graphe de domino du langage L = {a, ab, ba}.
Donc l’ensemble de relateurs minimaux de L est exactement le syste`me :02n ∼= 1n0 pour tous n > 002ω ∼= 1ω
Le reste de cette section est consacre´ a` montrer que chaque relateur minimal
de L correspond a` un seul chemin re´ussi de G(L). D’abord on a besoin de lemmes
techniques.











) de G(L). Alors d˜1(p)u = d˜2(p) (resp. d˜1(p) = d˜2(p)u).
Lemme 3.4.3. Soit L un langage de A+. Soit e ∈ E et p = p′e un chemin fini de





de G(L). Alors d˜2(p) < d˜1(p) si et seulement si d2(e) = ε.
De´monstration. D’apre`s le lemme 3.4.2, on a d˜2(p) < d˜1(p) si et seulement si u = ε.
D’apre`s la de´finition de la fonction d, on a d2(e) = ε si et seulement si u = ε.
Lemme 3.4.4. Soient p et p′ deux chemins (finis ou infinis) qui ont comme sommet
de de´part open. Si d(p) = d(p′), alors p = p′.
De´monstration. On montre le lemme pour le cas ou` p et p′ sont infinis. La preuve est
similaire quand p et p′ sont finis.
Posons
p = (open = w0, w1, w2 . . . ), p
′ = (open = z0, z1, z2 . . . )
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et
d(p) = d(p′) =
[
x1x2 . . .
y1y2 . . .
]
ou` wi, zi ∈ V ; xi, yi ∈ Σ. Supposons qu’il existe k > 0 tel que w0 = z0, . . . , wk−1 = zk−1
et wk 6= zk. Posons [
x1 . . . xi
y1 . . . yj
]
= d(w0, . . . , wk−1) = d(z0, . . . , zk−1) (3.2)
D’apre`s le lemme 3.4.2, on a :
d(wk−1, wk) 6= d(zk−1, zk) (3.3)












On conside`re trois cas :
Cas 1 : x˜1 . . . ˜xi+1 = y˜1 . . . ˜yj+1. C’est impossible a` cause de (3.2) et (3.3).
Cas 2 : x˜1 . . . ˜xi+1 < y˜1 . . . ˜yj+1. D’apre`s (3.2) et (3.4), on a la de´composition
d(p′) =
[
x1 . . . xi





xi+1 . . .
yj+2 . . .
]
Donc il existe un entier ` > 0 tel que :
d(z0, . . . , zk+l) =
[
x1 . . . xi
y1 . . . yj+l
]






Comme x˜1 . . . ˜xi+1 < y˜1 . . . ˜yj+l, d’apre`s le lemme 3.4.3, on a xi+1 = ε. C’est impossible.
Cas 3 : y˜1 . . . ˜yj+1 < x˜1 . . . ˜xi+1. Ce cas est syme´trique du Cas 2.
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D’apre`s la proposition 3.4.1 et le lemme 3.4.4, on a :
Proposition 3.4.5. La fonction de domino d restreinte a` l’ensemble des chemins
re´ussis de G(L) est une bijection sur l’ensemble des relateurs minimaux de L.
3.5 Exemples
Exemple 17. Soit L = {a, ab, baba} et soit Σ = {0, 1, 2} l’alphabet des relateurs de L.
Le langage
C = {a, aba} ∪ (ab)∗baba
est un code ge´ne´rateur de Lω. L’ensemble des relateurs minimaux de L est montre´ sur


















On en de´duit que
AmbΣ(L) = Σ
∗{02, 110}Σω ∪ Σ∗1ω.
Comme 02ω ∼= 102ω est un relateur minimal, les deux mots 0 et 10 sont ∞-
incompatibles. De plus, on a
AmbΣ(L) ∩ {0, 10}ω = ∅
car Fact({0, 10}ω) ∩ {11} = ∅. D’apre`s la proposition 3.3.5, Lω n’a pas d’ω-code
ge´ne´rateur.
Exemple 18. Soit L = {a2, a3, b2, b3} et soit Σ = {0, 1, 2, 3} l’alphabet des relateurs
de L. Comme 01 ∼= 10 et 23 ∼= 32 sont minimaux, les paires {0, 1} et {2, 3} sont
des paires de mots incompatibles. De plus, il est clair que

















































Figure 3.2 – Graphe de domino du langage L = {a, ab, baba}.
d’apre`s la proposition 3.2.6, Lω n’a pas de code ge´ne´rateur.
Ex. Langage code ge´ne´rateur ω-code fini ge´n. ω-code infini ge´n.
10 {a2, a3, b} {a2, a3b, b} non
14 {a, ab, ba} a ∪ (ab)∗ba non a ∪ (ab)∗ba
3 {a, ab, b2} {a, ab, b2} non
17 {a, ab, baba} {a, aba} ∪ (ab)∗baba non
18 {a2, a3, b2, b3} non
16 {a, ab, ba, c, cd, dc} non
15 {a, ab, bc, c} non
Table 3.1 – Re´capitulatif des exemples.
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Chapitre 4
Langages a` un relateur et codes
ge´ne´rateurs
On va appliquer les re´sultats du chapitre pre´ce´dent pour traiter les proble`mes 1
et 2 a` savoir s’il existe un code ou un ω-code ge´ne´rateur d’une ω-puissance donne´e.
On sait (d’apre`s le the´ore`me 2.2.2) que si le plus grand ge´ne´rateur M de l’ω-puissance
rationnelle Lω est un semi-groupe libre, c’est-a`-dire M = L+ pour un code L, alors Lω
a un ω-code ge´ne´rateur si et seulement si L est lui-meˆme un ω-code. Donc le proble`me 1
pour la classe des codes, c’est-a`-dire pour la classe des langages a` ze´ro relateur, est
tout a` fait re´solu. On conside`re ici la classe des langages a` un relateur.
En conside´rant que les codes sont les langages L ou` L = L− L.L+ tels que L+ est
un semi-groupe libre, autrement dit ce sont les langages pour lesquels l’e´galite´ de deux
concate´nations de mots de L, implique l’identite´ de ces deux concate´nations, donc ce
sont les langages pour lesquels il n’y a aucune e´galite´ (autre que l’identite´) entre deux
concate´nations, on essaye dans ce chapitre de de´finir les langages L ou` L = L− L.L+
pour lesquels il y a « une seule » e´galite´ entre deux concate´nations diffe´rentes de mots
de L. Or de`s qu’il y a une telle e´galite´ entre deux concate´nations diffe´rentes, par exemple
u1u2 = v1v2v3, il y a une infinite´ d’autres a` commencer par (u1u2)
n = (v1v2v3)
n pour
tout entier n > 0 et (u1u2)
ω = (v1v2v3)
ω. Par ailleurs comme on le verra, si il y a des
chevauchements entre les deux concate´nations, par exemple il y a un chevauchement
si u1 = v3, il y a d’autres e´galite´s non triviales provenant de ces chevauchements,
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u1u2
n = (v1v2)
nv3 pour tout entier n > 0 et u1u2
ω = (v1v2)
ω. Donc il n’y a jamais
« une seule » e´galite´ entre deux concate´nations diffe´rentes, mais il existe des langages L
pour lesquels toutes les e´galite´s entre deux concate´nations diffe´rentes de mots de L
sont conse´quences (par remplacements, concate´nations ou passages a` la limite) d’une
unique e´galite´ de base. C’est cette famille de langages a` un relateur que l’on tente de
de´finir ici et pour laquelle on arrive a` re´soudre les proble`mes pre´ce´dents.
4.1 De´finitions et re´sultats
Soit L un langage (fini ou infini) sur l’alphabet A et soit Σ = {0, 1, 2, . . .} un autre
alphabet qui est en bijection avec L comme cela a e´te´ fait dans le chapitre pre´ce´dent.
Soit ∼ une relation d’e´quivalence sur le mono¨ıde Σ∞. On dit que ∼ est une
congruence sur Σ∞ si, pour tous u1, u2, v1, v2 ∈ Σ∞, on a
u1 ∼ v1 et u2 ∼ v2 implique u1u2 ∼ v1v2.
Pour chaque relation R sur Σ∞, il existe une plus petite congruence R# sur Σ∞
contenant R (voir [How95] page 25) ; c’est l’intersection des congruences contenant R :
R# =
⋂
{ρ : R ⊆ ρ et ρ est une congruence sur Σ∞}.
Pour un couple (u, v) ∈ Σ∞ × Σ∞, on note
Pref(u, v) = Pref(u)× Pref(v),
et pour une relation R ⊆ Σ∞ × Σ∞, on note Pref(R) = ⋃(u,v)∈R Pref(u, v).
L’adhe´rence d’une relation R ⊆ Σ∞ × Σ∞ est de´finie dans [Niv81, Pri01] :
Adh(R) = {(x, y) ∈ Σω × Σω : Pref(x, y) ⊆ Pref(R)}.
La relation R est ferme´e si Adh(R) ⊆ R.
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Proposition 4.1.1. L’intersection d’une famille de congruences ferme´es est une
congruence ferme´e.
De´monstration. Soit (Ri)i∈I une famille de congruences ferme´es. Alors ∩i∈IRi est
une congruence. D’autre part, pour tout i ∈ I, on a Adh(∩i∈IRi) ⊆ Adh(Ri).
Donc Adh(∩i∈IRi) ⊆ ∩i∈IAdh(Ri). Comme Ri est ferme´e pour tout i ∈ I, on a
∩i∈IAdh(Ri) ⊆ ∩i∈IRi. Donc on a Adh(∩i∈IRi) ⊆ ∩i∈IRi.
D’apre`s la proposition 4.1.1, pour chaque relation R, il existe une plus petite
congruence ferme´e Rˆ contenant R ; Rˆ est l’intersection de toutes les congruences
ferme´es contenant R.
Proposition 4.1.2. L’ensemble des relateurs ∼= d’un langage L est une congruence
ferme´e.
De´monstration. Par de´finition, l’ensemble des relateurs ∼= est donc une congruence.
De plus, soit
(x, y) = (x0x1 . . . , y0y1 . . . ) ∈ Adh(∼=)
avec xi, yi ∈ Σ ; alors Pref(x, y) ⊆ Pref(∼=). Ainsi pour tout entier i ≥ 0, il existe des
mots ui, vi ∈ Σ∞ tels que
x0 . . . xiui ∼= y0 . . . yivi.
Posons
pi =
x˜0 . . . x˜i si |x˜0 . . . x˜i| < |y˜0 . . . y˜i|y˜0 . . . y˜i sinon.
On a donc
p0 < p1 < · · · < x˜ et p0 < p1 < · · · < y˜.
Alors x˜ et y˜ ont une infinite´ de pre´fixes communs. Donc on a x˜ = y˜, c’est-a`-dire x ∼= y.
En conse´quence ∼= est ferme´e.
De´finition 4.1.3. On dit que L = Rac(L∗) est un langage a` un relateur s’il existe un
couple (u, v) ∈ Σ+×Σ+, u 6= v tel que la relation ∼= de L est la plus petite congruence
ferme´e contenant (u, v). Alors le relateur u ∼= v est dit relateur de base de L.
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Fait 4.1.4. Pour un langage a` un relateur, il existe un seul relateur de base (au
syme´trique pre`s, c’est-a`-dire si (u, v) est un relateur de base, alors (v, u) l’est aussi).
De´monstration. Soit L un langage a` un relateur et soient u ∼= v et x ∼= y deux
relateurs de base de L. Par de´finition, on a
(u, v) ∈ {(x, y)}# et (x, y) ∈ {(u, v)}#.
Alors on a
u, v ∈ Fact({x, y}) et x, y ∈ Fact({u, v}).
Alors on a : soit x = u et y = v, soit x = v et y = u.
Ainsi, on dit simplement que L est un langage a` un relateur u ∼= v si L est un
langage a` un relateur et si u ∼= v est le relateur de base de L.
Comme tout relateur d’un langage peut s’obtenir par la concate´nation de relateurs
minimaux ou relateurs de la forme z ∼= z avec z ∈ Σ, on a :
Fait 4.1.5. Un langage est a` un relateur si et seulement s’il existe un relateur
minimal u ∼= v tel que tout relateur minimal est dans la plus petite congruence ferme´e
contenant (u, v).
Exemple 15 (reprise de p. 25). Soient L = {a, ab, bc, c} et Σ = {0, 1, 2, 3}. Le graphe
de domino de L dans la figure 4.1 montre que L a un seul relateur minimal 02 ∼= 13.






















Figure 4.1 – Graphe de domino du langage {a, ab, bc, c}.
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Exemple 14 (reprise de p. 17). Soient L = {a, ab, ba} et Σ = {0, 1, 2}. L’ensemble des
relateurs minimaux de L est exactement le syste`me suivant :02n ∼= 1n0 pour tout n > 002ω ∼= 1ω.
Montrons que L est un langage a` un relateur 02 ∼= 10. En effet, comme 02 ∼= 10,
par re´e´criture, on a 022 ∼= 102 ∼= 110, on obtient 022 ∼= 120. Par re´currence, on
obtient donc 02n ∼= 1n0 pour tout n > 0. De plus, on a
Adh({02n ∼= 1n0 : n > 0}) = {02ω ∼= 1ω} .
Tout relateur de L est dans la plus petite congruence ferme´e contenant (02, 10).
Exemple 19. Soient L = {ab, aba, b} et Σ = {0, 1, 2}. Le graphe de domino de L est
donne´ dans la figure 4.2. L’ensemble des relateurs minimaux de L est le syste`me
suivant : 
0(12)n0 ∼= (12)n12 pour tout n ≥ 0
0(12)m ∼= (12)m0 pour tout m > 0
0(12)ω ∼= (12)ω.
A` partir du relateur 00 ∼= 12, on peut obtenir d’autres relateurs par re´e´criture :
0(12)n0 ∼= 0(00)n0 = (00)n00 ∼= (12)n12,
0(12)m ∼= 0(00)m = (00)m0 ∼= (12)m0.
De plus, on a
Adh ({0(12)m ∼= (12)m0 : m > 0}) = {0(12)ω ∼= (12)ω} .
Ainsi L est un langage a` un relateur 00 ∼= 12.
Exemple 20. Soient L = {a, ab, ba, ac, ca} et Σ = {0, 1, 2, 3, 4}. L n’est pas un langage



























































































Figure 4.3 – Graphe de domino du langage {a, ab, ba, ac, ca}.
a` un relateur car on a deux relateurs 02 ∼= 10 et 04 ∼= 30 ; et l’un ne peut pas se
re´e´crire en l’autre. En effet, comme montre´ dans la figure 4.3, l’ensemble des relateurs
de L est une congruence ferme´e contenant deux relateurs 02 ∼= 10 et 04 ∼= 30.
L’objectif de ce chapitre est de de´montrer les deux re´sultats suivants.
The´ore`me 4.1.6. Soit L un langage a` un relateur tel que L+ est le plus grand
ge´ne´rateur de Lω. Alors Lω n’a pas de code fini ge´ne´rateur.
The´ore`me 4.1.7. Soit L un langage a` un relateur tel que L+ est le plus grand
ge´ne´rateur de Lω. Alors Lω a un code ge´ne´rateur si et seulement si le relateur de base
u ∼= v est d’une des formes suivantes :
(i) u = 0nw2 et v = 10n avec w ∈ Σ∗ et n ≥ 1 ;
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(ii) u = 0n2 et v = 10m0n avec m ≥ 1 et n ≥ 1 ;
(iii) u = 0w2 et v = 1k0 avec w ∈ Σ∗ et k > 1 ;
(iv) u = 02 et v = (10m)k0 avec m ≥ 1 et k > 1.
En outre, Lω a un ω-code ge´ne´rateur si et seulement si le relateur de base est de la
forme (i) ou (ii).
Remarque 4.1.8. D’apre`s le corollaire 4.2.7 et le lemme 4.2.8, dans l’item (iii) du
the´ore`me 4.1.7, on a w /∈ {0, 1}∗1Σ∗. Dans l’item (i), on a w ∈ (Σ − 1)∗ pour des
raisons de longueur.
4.2 Lemmes pre´liminaires
On pre´sente ici des lemmes techniques utilise´s par la suite.
Soient u et v deux mots finis non vides. On note OVL(u, v) l’ensemble des chevau-
chements propres du mot u par le mot v, c’est-a`-dire :
OVL(u, v) = {x ∈ Σ+ : u = xz, v = yx pour y, z ∈ Σ+}.
Un couple (y, z) ∈ Σ+ × Σ+ est un bord du couple (u, v) s’il existe x ∈ OVL(u, v) tel
que
u = xz et v = yx.
On de´note BO(u, v) l’ensemble des bords du (u, v).
• • • •
y x z
v u
Figure 4.4 – x ∈ OVL(u, v) et (y, z) ∈ BO(u, v).
Notons que ces notations ne sont pas syme´triques.
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Exemple 21. Soient u = 0102 et v = 1010. On a
OVL(u, v) = {010, 0} BO(u, v) = {(1, 2), (101, 102)}
OVL(v, u) = ∅ BO(v, u) = ∅.
Lemme 4.2.1. Soit L un langage a` un relateur u ∼= v. L’ensemble des relateurs
de L est e´gal a` la plus petite congruence contenant M ou`




∞ · (v, ε).





Si B = ∅, alors le re´sultat est imme´diat car u ∼= v. Supposons donc B 6= ∅. On
montre d’abord que pour tout (y, z) ∈ B, on a
uz ∼= yv. (4.1)
On ve´rifie (4.1) dans les quatre cas :
(1) Si (y, z) ∈ BO(u, u). Par de´finition, il existe x ∈ Σ+ tels que u = yx = xz. On a
donc uz = yxz = yu ∼= yv.
(2) Si (y, z) ∈ BO(u, v). Par de´finition, il existe x ∈ Σ+ tels que v = yx et u = xz.
On a donc uz ∼= vz = yxz = yu ∼= yv.
(3) Si (y, z) ∈ BO(v, u). Par de´finition, il existe x ∈ Σ+ tels que u = yx et v = xz.
On a donc uz = yxz = yv.
(4) Si (y, z) ∈ BO(v, v). Par de´finition, il existe x ∈ Σ+ tels que v = yx = xz. On a
donc uz ∼= vz = yxz = yv.
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Ensuite, on conside`re une suite infinie
(y1, z1), (y2, z2), . . .
avec pour tout i, (yi, zi) ∈ B. D’apre`s (4.1), on a uzi ∼= yiv. Ainsi pour tout entier
positif n, on a
(uz1)z2 . . . zn ∼= y1(vz2)z3 . . . zn ∼= y1(uz2)z3 . . . zn ∼= . . . ∼= y1 . . . yn−1ynv.
Comme la relation ∼= est ferme´e, par passage a` l’adhe´rence, on obtient
uz1z2 . . . ∼= y1y2 . . . .
Alors on a M ⊆ ∼=.
On montre maintenant l’inclusion ∼= ⊆ M#. Tout d’abord, on a
{(pw,w) : (pω, w) ∈M ou (w, pω) ∈M} ⊆M#
car si (pω, w) = (ppω, w) ∈M alors (pw,w) ∈M#. Donc la congruence M# est ferme´e
et (v, u) ∈M#, par la de´finition de langage a` un relateur, on a le re´sultat.
Exemple 17 (reprise de p. 32). Soit L = {a, ab, baba} et soit Σ = {0, 1, 2} l’alphabet
des relateurs de L. L’ensemble des relateurs minimaux de L est le syste`me suivant :
02n ∼= (11)n0 pour tout n > 0
02ω ∼= 1ω
02ω ∼= 1(11)m02ω pour tout m ≥ 0
On peut ve´rifier que les relateurs 02n ∼= (11)n0 et 02ω ∼= 1ω sont obtenus par
re´e´criture ou par passage a` l’adhe´rence a` partir du relateur 02 ∼= 110. De plus, pour
tout m ≥ 0, on a
02ω ∼= 1ω = 1(11)m1ω ∼= 1(11)m02ω.
Alors L est un langage a` un relateur 02 ∼= 110.
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On note
LB(u, v) = v (OVL(u, v))−1 = pi1(BO(u, v))
ou` pi1 de´note la premie`re projection.
Voici un corollaire du lemme 4.2.1.
Lemme 4.2.2. Soit L un langage a` un relateur avec le relateur de base u ∼= v. On a
AmbΣ(L) = Σ
∗{u, v}Σω ∪ Σ∗
(
LB(u, u) ∪ LB(v, v) ∪ LB(u, v) ∪ LB(v, u)
)ω
.
Si OVL(u, v) 6= ∅, alors OVL(u, v) a un plus grand e´le´ment (pour la longueur),
note´ Ou,v et LB(u, v) a un plus petit e´le´ment (pour la longueur), note´ Bu,v. On a donc
v = Bu,vOu,v.
Exemple 22. Soient u = 0102 et v = 1010. On a
OVL(u, v) = {010, 0} LB(u, v) = {1, 101}
Ou,v = {010} Bu,v = {1}.
Pour un mot u ∈ Σ∞, on note Alph(u) l’ensemble des lettres de Σ qui apparaissent
au moins une fois dans u.
Fait 4.2.3. Soit u ∈ Σ+. Pour tout y ∈ LB(u, u), on a Alph(y) = Alph(u).
De´monstration. Pour tout y ∈ LB(u, u), il existe deux mots non vides x et z tels que
u = xz = yx. D’apre`s le the´ore`me 1.1.3, il existe deux mots α, β et un entier k tels
que x = (αβ)kα, y = αβ et z = βα. Donc on a Alph(u) = Alph(αβ) = Alph(y).
Fait 4.2.4. Pour tout mot u ∈ Σ+, on a LB(u, u)ω ⊆ uΣω.
De´monstration. Si OVL(u, u) = ∅, le re´sultat est imme´diat. Supposons maintenant
que OVL(u, u) = {x1, . . . , xn} avec n > 0. Pour tout n ≥ i ≥ 1, on peut donc e´crire u
sous la forme u = yixi = xizi ou` yi ∈ LB(u, u) ; on a alors uzi = yixizi = yiu. Par
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re´currence, pour toute suite (ij) avec n ≥ ij ≥ 1, on a
uzi1zi2 . . . zik = yi1yi2 . . . yiku.
Par passage a` l’infini, on obtient
uzi1zi2 . . . zik · · · = yi1yi2 . . . yik . . . .
Il s’ensuit que LB(u, u)ω ⊆ uΣω.
Fait 4.2.5. Soient u, v ∈ Σ+. Si OVL(u, v) 6= ∅, alors pour tout w ∈ LB(u, v)−Bu,v,
on a Alph(w) = Alph(v).
De´monstration. Par de´finition, on a
OVL(u, v) = {Ou,v} ∪OVL(Ou,v, Ou,v).
Donc
LB(u, v) = {Bu,v} ∪ {Bu,v}LB(Ou,v, Ou,v).
D’apre`s le fait 4.2.3, pour tout y ∈ LB(Ou,v, Ou,v), on a Alph(y) = Alph(Ou,v) ; on
obtient donc
Alph(Bu,vy) = Alph(Bu,vOu,v) = Alph(u),
ce qui ache`ve la preuve du fait.
On note respectivement First(x) et Last(x) la premie`re lettre et la dernie`re lettre
du mot non vide x.
Lemme 4.2.6. Si L est un langage a` un relateur, alors le relateur de base de L ne
peut pas s’e´crire sous la forme uv ∼= vu avec u, v ∈ Σ∗.
De´monstration. Supposons au contraire que L est un langage a` un relateur avec le
relateur de base uv ∼= vu. Ainsi u˜ et v˜ sont la puissance d’un meˆme mot, alors il
existe deux entiers positifs p et q tels que up ∼= vq. Alors le couple (up, vq) appartient
a` la plus petite congruence qui contient (uv, vu). Ainsi up contient un facteur uv ou
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un facteur vu, autrement dit, il existe deux mots x, y ∈ Σ∗ tels que up = xuvy ou
up = xvuy. Les deux cas me`nent a` une contradiction :
– si up = xuvy, alors uup = uxuvy = upu = xuvyu. Comme |xu| = |ux|, on a
uvy = vyu. C’est impossible car First(u) 6= First(v).
– si up = xvuy, alors uup = uxvuy = upu = xvuyu. Donc on a uxv = xvu. C’est
impossible car Last(u) 6= Last(v).
D’apre`s le the´ore`me 1.1.2, on a le corollaire suivant.
Corollaire 4.2.7. Si L est un langage a` un relateur, alors L ne contient pas deux
mots qui commutent.
Les deux lemmes suivants sont souvent utilise´s pour montrer qu’un langage contient
deux mots qui commutent et donc n’est pas a` un relateur.
Lemme 4.2.8. [CK07] Soient x, y ∈ A+ et soient z, t ∈ {x, y}∗. Si xzy et ytx sont
tous les deux pre´fixes ou tous les deux suffixes d’un meˆme mot, alors x et y commutent.
Lemme 4.2.9. Soient x, y, t ∈ A∗ et soit z ∈ {x, y}∗. Si xzy = ytx, alors x et y
commutent.
De´monstration. Si x = ε ou y = ε, alors x et y commutent. On raisonne par re´currence
sur la longueur |xy|. On suppose que le re´sultat est vrai pour tous mots x, y ou` |xy| < n.
On le prouve pour |xy| = n.
Si |x| = |y| alors x = y. Comme x et y jouent un roˆle syme´trique par l’image miroir,
on peut supposer que |x| < |y|. Alors x est un pre´fixe propre de y, on e´crit y = xx′
avec x′ ∈ A+ ; on a xzxx′ = xx′tx, alors zxx′ = x′tx. Comme zx ∈ {x, xx′}∗x ⊆
x{x, x′}∗, on pose z′ = x−1zx ∈ {x, x′}∗ alors on a xz′x′ = x′tx. De plus, si x 6= ε,
alors |xx′| < |xy| ; par hypothe`se de re´currence, x et x′ commutent. Donc y = xx′ et x
commutent.
Remarque 4.2.10. On ne peut pas supprimer la condition z ∈ {x, y}∗ dans le lemme 4.2.9.
Par exemple si x = a, y = aba, z = t = b, on a xzy = ytx mais x et y ne commutent
pas.
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Lemme 4.2.11. Soient 0 et 1 deux lettres distinctes dans Σ et soit x un mot sur Σ.
Il s’ave`re que x0 /∈ Fact({x1, 1}ω).
De´monstration. Pour tout y ∈ Fact({x1, 1}ω) tel que |y| = |x| + 1, il est clair que
|y|1 > |x|1. Or |x0|1 = |x|1 donc x0 /∈ Fact({x1, 1}ω).
Le lemme suivant [LT87] dit « lemme d’ite´ration infinie » est souvent utilise´ pour
montrer l’e´galite´ de deux ω-puissances.
Lemme 4.2.12. Soient L et R deux langages sur A. Si Lω ⊆ RLω alors Lω ⊆ Rω.
4.3 De´monstration du the´ore`me 4.1.7
On rappelle que L est langage a` un relateur u ∼= v. Par minimalite´ de ce relateur
First(u) 6= First(v). Ainsi on peut supposer que First(u) = 0 et First(v) = 1 ou` 0 et 1
sont deux lettres distinctes de Σ.
Pour de´montrer le the´ore`me 4.1.7, on utilise six proprie´te´s 4.3.1–4.3.8 que l’on va
de´montrer dans les sous-sections suivantes.
Comme u et v jouent un roˆle syme´trique, on conside`re trois cas :
Cas A : OVL(u, v) = ∅ et OVL(v, u) = ∅.
Proprie´te´ 4.3.1. Si OVL(u, v) = ∅ et OVL(v, u) = ∅, alors Lω n’a pas de code
ge´ne´rateur.
Cas B : OVL(u, v) 6= ∅ et OVL(v, u) 6= ∅.
Proprie´te´ 4.3.2. Si OVL(u, v) 6= ∅ et OVL(v, u) 6= ∅, alors Lω n’a pas de code
ge´ne´rateur.
Cas C : OVL(u, v) 6= ∅ et OVL(v, u) = ∅.
Notation 4.3.3. On re´e´crit le relateur de base u ∼= v sous la forme
0xz ∼= 1y0x (4.2)
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ou` z ∈ Σ+ ; x, y ∈ Σ∗ ; et 0x = Ou,v est le plus grand e´le´ment (pour la longueur)
de OVL(u, v).
Fait 4.3.4. Soit le relateur de base de L sous la forme (4.2). On a
xz /∈ {0, 1}+ (4.3)
De´monstration. Supposons au contraire que x ∈ {0, 1}∗ et z ∈ {0, 1}+. Comme
0xz ∼= 1y0x est le relateur de base, on a Last(z) 6= Last(0x).
Si Last(0x) = 0 alors on a Last(z) = 1, contradiction car OVL(v, u) = ∅.
Si Last(0x) = 1 alors on a Last(z) = 0. Donc on peut e´crire le relateur de base
sous la forme
0x′1z′0 ∼= 1y0x′1
ou` x′1 = x et z′0 = z. Ainsi 1˜z′0 et 0˜x′1 sont suffixes d’un meˆme mot. D’apre`s le
lemme 4.2.8, alors 0˜ et 1˜ commutent. D’apre`s le corollaire 4.2.7, contradiction avec le
fait que L est un langage a` un relateur.
Proprie´te´ 4.3.5. Soit le relateur de base de L sous la forme (4.2). Si x 6∈ 0∗ ou √1y 6∈
10∗, alors Lω n’a pas de code ge´ne´rateur.
Il reste a` e´tudier les cas ou` 0x = 0n et 1y = (10m)k avec k ≥ 1,m ≥ 0 et n ≥ 1.
Comme OVL(v, u) = ∅, on a Last(z) /∈ {0, 1}.
Proprie´te´ 4.3.6. Soit le relateur de base de L sous la forme
0nz ∼= (10m)k0n avec 0n = Ou,v et Last(z) /∈ {0, 1}.
Si k ≥ 2,m ≥ 0 et n ≥ 2, alors Lω n’a pas de code ge´ne´rateur.
Il reste a` e´tudier les cas ou` k = 1 ou n = 1. De plus, on a
Proprie´te´ 4.3.7. Soit le relateur de base de L sous la forme
0nz ∼= (10m)k0n avec 0n = Ou,v et Last(z) /∈ {0, 1}.
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Si |z| ≥ 2, k ≥ 1,m ≥ 1 et n ≥ 1, alors Lω n’a pas de code ge´ne´rateur.
D’apre`s les proprie´te´s 4.3.5–4.3.7, il reste donc a` montrer que Lω a toujours un
code ge´ne´rateur dans les cas ou` le relateur de base est sous la forme
0nz ∼= (10m)k0n
avec
(i) ou bien k = 1,m = 0, n ≥ 1 et z ∈ Σ∗2 ;
(ii) ou bien k = 1,m ≥ 1, n ≥ 1 et z = 2 ;
(iii) ou bien k > 1,m = 0, n = 1 et z ∈ Σ∗2 ;
(iv) ou bien k > 1,m ≥ 1, n = 1 et z = 2.
Cas (i) : k = 1,m = 0, n ≥ 1 et z ∈ Σ∗2. Dans ce cas le relateur de base est sous la
forme :
0nz ∼= 10n.
On conside`re le langage




On va montrer que C˜ est un ω-code ge´ne´rateur de Lω.
On a







Pour montrer que C˜ est un ge´ne´rateur de Lω, on montre d’abord l’assertion : pour
tout x ∈ Σω − CΣω, il existe y ∈ CΣω tel que x ∼= y. En effet, pour x ∈ (⋃n−1i=0 10i)ω,
on peut e´crire x sous la forme
x = 10i110i2 . . .
ou` n > ij ≥ 0, on a donc
10i110i2 . . . ∼= 0nz0i1z0i2 . . . ∈ CΣω.
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Pour x ∈ (⋃n−1i=0 10i)∗10nΣω, on peut e´crire x sous la forme
x = 10i1 . . . 10ip10nw
ou` p ≥ 0, n > ij ≥ 0 et w ∈ Σω, on a donc
10i1 . . . 10ip10nw ∼= 0nz0i1z . . . z0ipw ∈ CΣω
ce qui ache`ve la preuve de l’assertion. Alors on a Lω ⊆ C˜Lω. D’apre`s le lemme 4.2.12,
on a Lω ⊆ C˜ω. Ainsi C˜ω = Lω.
Montrons a` pre´sent que C˜ est un ω-code. En effet, il est clair que C est un code
pre´fixe. De plus, on observe que
10n /∈ Fact(Cω) et (
n−1⋃
i=0
10i)ω ∩ Suff(Cω) = ∅,
on a donc R(L) ∩ (Cω × Cω) = ∅, d’apre`s le lemme 3.1.3, C˜ est un ω-code.
Exemple 14 (reprise de p. 17). Soient L = {a, ab, ba} et Σ = {0, 1, 2}. L est un langage
a` un relateur 02 ∼= 10. Lω a un ω-code ge´ne´rateur C˜ avec C = 0 ∪ 1∗2.
Cas (ii) : k = 1,m ≥ 1, n ≥ 1 et z = 2. Dans ce cas le relateur de base est sous la
forme :
0n2 ∼= 10m0n.
On conside`re le langage







10i(Σ− {0, 2}) ∪
n−1⋃
i=0
10i2 ∪ Σ− {0, 1, 2}
)
.
On va montrer que C˜ est un ω-code ge´ne´rateur de Lω.
On a
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Pour montrer que C˜ est un ge´ne´rateur de Lω, on montre d’abord l’assertion : pour
tout x ∈ Σω−CΣω, il existe y ∈ CΣω tel que x ∼= y. En effet, pour x ∈ (⋃n−1i=0 10m0i)ω,
on peut e´crire x sous la forme
x = 10m0i110m0i2 . . .
ou` n > ij ≥ 0, on a donc
10m0i110m0i2 . . . ∼= 0n20i120i2 . . . ∈ CΣω.
Pour x ∈ (⋃n−1i=0 10m0i)∗ 10m0nΣω, on peut e´crire x sous la forme
x = 10m0i1 . . . 10m0ip10m0nw
avec p ≥ 0, n > ij ≥ 0 et w ∈ Σω, on a
10m0i1 . . . 10m0ip10m0nw ∼= 0n20i12 . . . 20ipw ∈ CΣω.
Pour x ∈ (⋃n−1i=0 10m0i)∗ 10n0∗2Σω, on peut e´crire x sous la forme
x = 10m0i1 . . . 10m0ip10n0q2w
avec q ≥ 0, p ≥ 0, n > ij ≥ 0 et w ∈ Σω. Si q ≥ m, on a
x = 10m0i1 . . . 10m0ip10n0m0q−m2w ∼= 0n20i12 . . . 20ip20q−m2w ∈ CΣω,
si q < m, on a
10m0i1 . . . 10m0ip(10n0q)2w = 10m0i1 . . . 10m0ip(10q0n)2w
∼= 10m0i1 . . . 10m0ip10q(10m0n)w
∈ (10m0i1 . . . 10m0ip)10q1Σω ⊆ CΣω
ce qui ache`ve la preuve de l’assertion. Alors Lω ⊆ C˜Lω. D’apre`s le lemme 4.2.12, on a





















































Figure 4.5 – Graphe de domino du langage {a, a2b, ba4}.
Lω ⊆ C˜ω. Donc C˜ω = Lω.





∩ Suff(Cω) = ∅,
et s’il existe u ∈ Σ∗ et w ∈ Σω tels que u10m0nw ∈ Cω, alors u1 ∈ C+. Ainsi on a
R(L) ∩ (Cω × Cω) = ∅. D’apre`s le lemme 3.1.3, C˜ est un ω-code.
Exemple 23. Soient L = {a, a2b, ba4} et Σ = {0, 1, 2}. D’apre`s le graphe de domino
de la figure 4.5, L est un langage a` un relateur 022 ∼= 10202. Alors Lω a un ω-code
ge´ne´rateur C˜ correspondant a`
C = {0, 2} ∪ {102, 1020}∗{11, 101, 12, 102}.
Cas (iii) : k > 1,m = 0, n = 1 et z ∈ Σ∗2. Dans ce cas le relateur de base est sous
la forme :
0z ∼= 1k0.
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1i0 ∪ 1∗ (Σ− {0, 1}) .
On va montrer que C˜ est un code ge´ne´rateur de Lω.
On a
Σω − CΣω = 1ω ∪ 1∗1k0Σω.
On montre d’abord l’assertion : pour tout x ∈ Σω − CΣω, il existe y ∈ CΣω tel
que x ∼= y. En effet, pour x = 1ω, on a
1ω ∼= 0zω ∈ CΣω,
et pour x ∈ 1∗1k0Σω, on peut e´crire x sous la forme
x = 1q1pk0w avec p ≥ 0, k > q ≥ 0 et w ∈ Σω
on a donc
1q1pk0w ∼= 1q0zpw ∈ CΣω.
ce qui ache`ve la preuve de l’assertion. On a donc Lω ⊆ C˜Lω. D’apre`s le lemme 4.2.12,
on a Lω ⊆ C˜ω. Ainsi C˜ω = Lω.
On observe que C est un code pre´fixe. De plus, comme 1k0 /∈ Fact(C+), on obtient
R(L) ∩ (C+ × C+) = ∅. D’apre`s le lemme 3.1.3, C˜ est un code.
Cependant, C˜ n’est pas un ω-code car
10zω ∼= 0zω,
et {0, 10} ⊆ C.
Exemple 17 (reprise de p. 32). Soient L = {a, ab, baba} et Σ = {0, 1, 2}. D’apre`s le
graphe de domino dans la figure 3.2, L est un langage a` un relateur 02 ∼= 110. Alors
Lω a un code non ω-code ge´ne´rateur C˜ avec C = {0, 10} ∪ 1∗2.
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Cas (iv) : k > 1,m ≥ 1, n = 1 et z = 2. Dans ce cas le relateur de base est
02 ∼= (10m)k0.
On conside`re le langage











(Σ− {0, 2}) ∪ Σ− {0, 1, 2}
)
.
On va montrer que C˜ est un code ge´ne´rateur de Lω.
On a
Σω − CΣω = (10m)ω ∪ (10m)∗ ((10m)k0 ∪ 10+2)Σω.
On montre d’abord l’assertion : pour tout x ∈ Σω − CΣω, il existe y ∈ CΣω tel
que x ∼= y. En effet, pour x = (10m)ω, on a
(10m)ω ∼= 02ω ∈ CΣω.
Pour x ∈ (10m)∗(10m)k0Σω, on peut e´crire x sous la forme
x = (10m)q(10m)pk0w
avec p ≥ 0, k > q ≥ 0 et w ∈ Σω, on a donc
(10m)q(10m)pk0w′ ∼= (10m)q02p0w′ ∈ CΣω.
Pour x ∈ (10m)∗10+2Σω, on peut e´crire x sous la forme
x = (10m)q10p02w
avec q ≥ 0,m > p ≥ 0 et w ∈ Σω. On a donc
(10m)q10p02w′ ∼= (10m)q10p(10m)k0w′ ∈ (10m)q10p1Σω ⊆ CΣω












































Figure 4.6 – Graphe de domino du langage {a, ab, ba3ba3}.
ce qui ache`ve la preuve de l’assertion. Alors Lω ⊆ C˜Lω. D’apre`s le lemme 4.2.12, on a
Lω ⊆ C˜ω. Ainsi C˜ω = Lω.
On observe que C est un code pre´fixe. De plus, comme (10m)k0 /∈ Fact(C+), on
obtient R(L) ∩ (C+ × C+) = ∅. D’apre`s le lemme 3.1.3, C˜ est un code.
Cependant C˜ n’est pas un ω-code car
10m02ω ∼= 02ω
et {0, 10m0, 2} ⊆ C.
Exemple 24. Soient L = {a, ab, ba3ba3} et Σ = {0, 1, 2}. D’apre`s le graphe de domino
de la figure 4.6, L est un langage a` un relateur 02 ∼= (100)20. Alors Lω a un code
ge´ne´rateur C˜ avec
C = {0, 1000, 2} ∪ (100)∗{12, 11, 101}.
On ve´rifie que C˜ n’est pas un ω-code car
aba3(ba3ba3)ω = a(ba3ba3)ω.
La deuxie`me partie de the´ore`me 4.1.7 se de´duit de la proprie´te´ suivante.
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Proprie´te´ 4.3.8. Si le relateur de base de L est de la forme (iii) ou (iv), alors Lω
n’a pas d’ω-code ge´ne´rateur.
4.3.1 De´monstration de la proprie´te´ 4.3.1
On rappelle la proprie´te´ que l’on montre dans cette section :
Proprie´te´ 4.3.1. Si OVL(u, v) = ∅ et OVL(v, u) = ∅, alors Lω n’a pas de code
ge´ne´rateur.
Du fait que OVL(u, v) = OVL(v, u) = ∅, on a LB(u, v) = LB(v, u) = ∅. D’apre`s le
lemme 4.2.2, on a
AmbΣ(L) = Σ
∗{u, v}Σω ∪ Σ∗ (LB(u, u) ∪ LB(v, v))ω . (4.4)
Comme u et v jouent un roˆle syme´trique, on a trois cas :
Cas 1 : u ∈ {0, 1}+ et v ∈ {0, 1}+. D’apre`s le lemme 4.2.8, les deux mots 0˜ et 1˜
commutent. Ceci est en contradiction avec le re´sultat du lemme 4.2.6.
Cas 2 : u /∈ {0, 1}+ et v /∈ {0, 1}+. D’apre`s le fait 4.2.3, on a
LB(u, u) ∩ {0, 1}+ = ∅ et LB(v, v) ∩ {0, 1}+ = ∅.
D’apre`s (4.4), on a AmbΣ(L) ∩ {0, 1}ω = ∅. D’apre`s la proposition 3.2.6, Lω n’a pas
de code ge´ne´rateur.
Cas 3 : u ∈ {0, 1}+ et v /∈ {0, 1}+. D’apre`s (4.4) on a
AmbΣ(L) ∩ {0, 1}ω = {0, 1}∗u{0, 1}ω ∪ {0, 1}∗ (LB(u, u))ω
= {0, 1}∗u{0, 1}ω (d’apre`s le fait 4.2.4)
Comme First(v) = 1 et OVL(v, u) = ∅, on a Last(u) 6= 1. Donc Last(u) = 0 et
0 ∈ OVL(u, u). On peut e´crire u = 0z0 ou` z ∈ {0, 1}∗. Maintenant, le relateur de base
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devient 0z0 ∼= v. Comme
0zv ∼= 0z(0z0) = (0z0)0z ∼= vz0,
on a 0zv ∼= vz0 ou` First(v) = 1. Ainsi les deux mots 0z1 et 1 sont incompatibles. De
plus, d’apre`s le lemme 4.2.11, on a
u = 0z0 /∈ Fact({0z1, 1}ω).
Donc AmbΣ(L) ∩ {0z1, 1}ω = ∅. D’apre`s la proposition 3.2.6, Lω n’a pas de code
ge´ne´rateur.
Exemple 15 (pour illustrer le cas 2, reprise de p. 25). Soient L = {a, ab, bc, c} et
Σ = {0, 1, 2, 3}. L est un langage a` un relateur 02 ∼= 13.
Exemple 20 (pour illustrer le cas 3, reprise de p. 39). Soient L = {ab, aba, b} et
Σ = {0, 1, 2}. L est un langage a` un relateur 00 ∼= 12.
4.3.2 De´monstration de la proprie´te´ 4.3.2
On rappelle la proprie´te´ que l’on montre dans cette section :
Proprie´te´ 4.3.2. Si OVL(u, v) 6= ∅ et OVL(v, u) 6= ∅, alors Lω n’a pas de code
ge´ne´rateur.
On montre d’abord que
|u| > |Ou,v|+ |Ov,u| et |v| > |Ou,v|+ |Ov,u|.
Supposons au contraire que |u| ≤ |Ou,v| + |Ov,u|. Comme |u˜| = |v˜|, on doit avoir
|v| ≤ |Ou,v|+ |Ov,u|. Alors le relateur de base u ∼= v peut s’e´crire sous la forme
u1u2u3 ∼= v1v2v3,
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• • • • • •
v v
u
(a) |Ou,v|+ |Ov,u| > |u|
• • • • • •
v v
u
(b) |Ou,v|+ |Ov,u| < |u|
• • • • •
v v
u
(c) |Ou,v|+ |Ov,u| = |u|
Figure 4.7 – Situations ou` deux mots u et v chevauchent des deux coˆte´s.
ou` ui, vi ∈ Σ∗, u1u2 = v2v3 = Ou,v et u2u3 = v1v2 = Ov,u. On obtient donc
u1v1v2 ∼= v1u1u2.
Comme |u˜1v1| = |v˜1u1|, on a u1v1 ∼= v1u1 et v2 ∼= u2. De plus, comme u1v1v2 ∼= v1u1u2
est un relateur minimal, on doit avoir u2 = v2 = ε ou u1v1 = v1u1 = ε. Si u2 = v2 = ε
alors le relateur de base est u1v1 ∼= v1u1 ; ceci est en contradiction avec le re´sultat
du lemme 4.2.6. Si u1v1 = v1u1 = ε, alors Ou,v = u2 = v2v3 et Ov,u = v2 = u2u3 d’ou`
u3 = v3 = ε et donc Ou,v = u ; ceci est en contradiction avec la de´finition de OVL(u, v).
Rappelons que
First(Ou,v) = First(u) = 0 6= 1 = First(v) = First(Ov,u).
Maintenant on e´crit le relateur de base sous la forme
0xz1t ∼= 1ty0x
ou` x, t ∈ Σ∗ ; y, z ∈ Σ+ ; 0x = Ou,v et 1t = Ov,u. Comme 0xz et 1ty jouent un roˆle
syme´trique, on conside`re trois cas :
Cas 1 : 0xz ∈ {0, 1}+ et 1ty ∈ {0, 1}+. D’apre`s le lemme 4.2.8, les deux mots 0˜ et 1˜
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commutent. C’est une contradiction avec le corollaire 4.2.7.
Cas 2 : 0xz /∈ {0, 1}+ et 1ty /∈ {0, 1}+. D’apre`s le lemme 4.2.2, on a donc
AmbΣ(L) ∩ {0, 1}ω = ∅.
D’apre`s la proposition 3.2.6, Lω n’a pas de code ge´ne´rateur.
Cas 3 : 0xz ∈ {0, 1}+ et 1ty /∈ {0, 1}+. On montre d’abord Last(1t) /∈ {0, 1}. En
effet, si Last(1t) = 0 alors (d’apre`s le lemme 4.2.8) les deux mots 0˜ et 1˜ commutent ;
si Last(1t) = 1 alors Last(0x) = 0, d’apre`s le lemme 4.2.9, les deux mots 0˜ et 1˜
commutent. Ces deux cas conduisent a` une contradiction avec le corollaire 4.2.7.
Maintenant on a Last(1t) /∈ {0, 1}. Donc
LB(u, u) ∩ {0, 1}+ = ∅, LB(v, v) ∩ {0, 1}+ = ∅, LB(u, v) ∩ {0, 1}+ = ∅
et d’apre`s le fait 4.2.5, on a LB(v, u) ∩ {0, 1}+ = 0xz. Donc on a
AmbΣ(L) ∩ {0, 1}ω = {0, 1}∗(0xz)ω.
D’apre`s le lemme 4.2.11, on a 0xz0 /∈ Fact({0xz1, 1}ω). Alors
AmbΣ(L) ∩ {0xz1, 1}ω = ∅.
Comme les deux mots 0xz1 et 1 sont incompatibles, d’apre`s la proposition 3.2.6, Lω
n’a pas de code ge´ne´rateur.
Exemple 25 (pour illustrer le cas 2). Soient L = {a, aba, bac, cab} et Σ = {0, 1, 2, 3}.
D’apre`s le graphe de domino de la figure 4.8, L est un langage a` un relateur 021 ∼= 130.
Je ne trouve pas d’exemple pour illustrer le cas 3 mais je pense qu’il en existe.
Aussi, je propose de laisser la recherche d’un tel exemple a` l’e´tat de question.
Question. Existe-il un langage a` un relateur 0xz1t ∼= 1ty0x ou` xz ∈ {0, 1}+,
ty /∈ {0, 1}+ et Last(1t) /∈ {0, 1} ?































Figure 4.8 – Graphe de domino (qui est simplifie´ en regroupant des areˆtes) du
langage {a, aba, bac, cab}.
4.3.3 De´monstration de la proprie´te´ 4.3.5
On rappelle la notation suivante :
Notation 4.3.3. On re´e´crit le relateur de base u ∼= v sous la forme
0xz ∼= 1y0x (4.2)
ou` z ∈ Σ+ ; x, y ∈ Σ∗ ; et 0x = Ou,v est le plus grand e´le´ment (pour la longueur)
de OVL(u, v).
La proprie´te´ que l’on montre dans cette section est :
Proprie´te´ 4.3.5. Soit le relateur de base de L sous la forme (4.2). Si x 6∈ 0∗ ou √1y 6∈
10∗, alors Lω n’a pas de code ge´ne´rateur.
Supposons que x 6∈ 0∗ ou √1y /∈ 10∗. Alors on conside`re les cas suivants :
Cas 1 : y /∈ {0, 1}∗. D’apre`s le fait 4.3.4, on a xz /∈ {0, 1}+. Donc
AmbΣ(L) ∩ {0, 1}ω = ∅.
D’apre`s la proposition 3.2.7, alors Lω n’a pas de code ge´ne´rateur.
Exemple 26 (pour illustrer le cas 1). Soient L = {a, ab, bca, c} et Σ = {0, 1, 2, 3}.
D’apre`s le graphe de domino de la figure 4.9, L est un langage a` un relateur 02 ∼= 130.

















































Figure 4.10 – Graphe simplifie´ de domino du langage {ab, abc, bcaba, caba}.
Cas 2 : y ∈ {0, 1}∗ et x /∈ 0∗. Comme le relateur de base est 0xz ∼= 1y0x, si
x ∈ {0, 1}+ − 0+, d’apre`s le lemme 4.2.8, les deux mots 0˜ et 1˜ commutent. Ceci est en
contradiction avec le fait que L est un langage a` un relateur. Donc on a x /∈ {0, 1}+.
D’apre`s le lemme 4.2.2, on de´duit
AmbΣ(L) ∩ {0, 1}ω = {0, 1}∗(1y)ω.
D’apre`s le lemme 4.2.11, on a donc 1y1 /∈ Fact({0, 1y0}ω). Donc
AmbΣ(L) ∩ {0, 1y0}ω = ∅.
De plus, les deux mots 0 et 1y0 sont incompatibles car 0xz ∼= 1y0x. Donc d’apre`s la
proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
Exemple 27 (pour illustrer le cas 2). Soient L = {ab, abc, bcaba, caba} et Σ = {0, 1, 2, 3}.
D’apre`s le graphe simplifie´ de domino de la figure 4.10, L est un langage a` un relateur
032 ∼= 1003.
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Cas 3 : 0x = 0n, y ∈ {0, 1}∗, √1y /∈ 10∗ avec n > 0. Comme xz /∈ {0, 1}∗ on peut
e´crire z = z012z
′ avec z01 ∈ {0, 1}∗ et z′ ∈ Σ∗. Maintenant le relateur de base est de
la forme 0nz012z
′ ∼= 1y0n avec y ∈ {0, 1}∗ et z01 ∈ {0, 1}∗. D’apre`s le lemme 4.2.6
et le lemme 4.2.8, on en de´duit alors qu’il existe un entier k ≥ 0 tel que z01 = 0k.
C’est-a`-dire, le relateur de base peut s’e´crire sous la forme
0n0k2z′ ∼= 1y0n. (4.5)
D’apre`s le lemme 4.2.2, on a
AmbΣ(L) ∩ {0, 1}ω =
{0, 1}∗1y0n{0, 1}ω ∪ {0, 1}∗ (LB(0n0k2z′, 1y0n) ∪ LB(1y0n, 1y0n))ω . (4.6)
Il y a deux sous-cas :
Sous-cas 3.1 : OVL(1y0n, 1y0n) 6= ∅. Donc il existe f ∈ {0, 1}∗ et p ∈ {0, 1}∗ tels
que 1y0n = 1pf1p. On remarque que 1pf1 ∈ Pref(1y). Le relateur de base (4.5) peut
eˆtre e´crit sous la forme
0n0k2z′ ∼= 1pf1p.
On a
0n0k2z′f1p ∼= 1pf1pf1p ∼= 1pf0n0k2z′,
donc
0n0k2z′f1p ∼= 1pf0n0k2z′.
Alors les deux mots 0 et 1pf0 sont incompatibles. De plus, comme 1pf1 /∈ Fact({0, 1pf0}ω)
(d’apre`s le lemme 4.2.11) ; donc 1y /∈ Fact({0, 1pf0}ω). Donc on a
AmbΣ(L) ∩ {0, 1pf0}ω = ∅
D’apre`s la proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
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Sous-cas 3.2 : OVL(1y0n, 1y0n) = ∅. A` partir de l’e´quation (4.6), on a
AmbΣ(L) ∩ {0, 1}ω = {0, 1}∗1y0n{0, 1}ω ∪ {0, 1}∗{1y, 1y0, · · · , 1y0n−1}ω.
A` partir du relateur de base (4.5), on a
0n0k2z′0k2z′ ∼= 1y0n0k2z′ ∼= 1y1y0n.
Les deux mots 0 et 1y1 sont donc incompatibles. On va montrer que
AmbΣ(L) ∩ {0, 1y1}ω = ∅ (4.7)
et d’apre`s la proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
Pour montrer l’assertion (4.7), il suffit de montrer que






∩ Suff({0, 1y1}ω) = ∅. (4.9)
Si 1y0n ∈ Fact({0, 1y1}ω) alors il existe un entier m ≥ 0, p ∈ Pref(1y) − 1y et
s ∈ Suff(1y) tels que
1y0n = s10mp.
On a p = ε car OVL(1y0n, 1y0n) = ∅. Donc
1y0n ∈ Suff(1y)10m.
On de´duit donc que
√
1y ∈ 10∗ : contradiction. Cela montre l’assertion (4.8).





∩ Suff({0, 1y1}ω) = ∅













































Figure 4.11 – Graphe simplifie´ de domino du langage {a, ab, baaba}.
alors il existe deux suites (ij), (kj) et un mot s ∈ (Suff(1y1)− 1y1) tels que
1y0i11y0i2 . . . = s0k11y10k2 . . . .
On pose ` = |1y|1 − |s|1 ≥ 0. Comme
|s|1 + |(1y1)`|1 = |s|1 + `+ |(1y)`|1
= |1y|1 + |(1y)`|1 = |(1y)`+1|1
D’apre`s le fait que : si α1 et β1 sont des pre´fixes d’un meˆme mot et si |α|1 = |β|1 alors
α = β, on a
1y0i1 . . . 1y0i`+1 = s0k11y10k2 . . . 1y10k` .
Donc
1y0i`+1 ∈ Suff(1y)10k` .
On de´duit donc
√
1y ∈ 10∗ : contradiction. Cela montre l’assertion (4.9).
Exemple 28 (pour illustrer le sous-cas 3.1). Soient L = {a, ab, baaba} et Σ = {0, 1, 2}.
D’apre`s le graphe simplifie´ de domino de la figure 4.11, on peut ve´rifier comme dans
l’exemple 20 que L est un langage a` un relateur 02 ∼= 1010.




















Figure 4.12 – Graphe simplifie´ de domino du langage {a, ab, babaa}.
Exemple 29 (pour illustrer le sous-cas 3.2). Soient L = {a, ab, babaa} et Σ = {0, 1, 2}.
D’apre`s le graphe simplifie´ de domino de la figure 4.12, L est un langage a` un
relateur 02 ∼= 1100.
4.3.4 De´monstration de la proprie´te´ 4.3.6
On rappelle la proprie´te´ que l’on montre dans cette section :
Proprie´te´ 4.3.6. Soit le relateur de base de L sous la forme
0nz ∼= (10m)k0n avec 0n = Ou,v et Last(z) /∈ {0, 1}.
Si k ≥ 2,m ≥ 0 et n ≥ 2, alors Lω n’a pas de code ge´ne´rateur.
D’apre`s le lemme 4.2.2, on a






A` partir du relateur de base 0nz ∼= (10m)k0n, on de´duit
0nz0z ∼= (10m)k0n0z ∼= (10m)k0(10m)k0n.
Ainsi les deux mots 0 et (10m)k01 sont incompatibles.

















































Figure 4.13 – Graphe simplifie´ de domino du langage {a, aab, baabaa}.
Comme k ≥ 2 et n ≥ 2, on a
(10m)k0n /∈ Fact({0, (10m)k01}ω).









AmbΣ(L) ∩ {0, (10m)k01}ω = ∅.
Donc d’apre`s la proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
Exemple 30. Soient L = {a, aab, baabaa} et Σ = {0, 1, 2}. D’apre`s le graphe simplifie´
de domino de la figure 4.13, L est un langage a` un relateur 002 ∼= 1100.
4.3.5 De´monstration de la proprie´te´ 4.3.7
On rappelle la proprie´te´ que l’on montre dans cette section :
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Proprie´te´ 4.3.7. Soit le relateur de base de L sous la forme
0nz ∼= (10m)k0n avec 0n = Ou,v et Last(z) /∈ {0, 1}.
Si |z| ≥ 2, k ≥ 1,m ≥ 1 et n ≥ 1, alors Lω n’a pas de code ge´ne´rateur.
On remarque que First(z) 6= 0 car Ou,v = 0n ; d’apre`s le lemme 4.2.8 et L ne peut
pas contenir deux mots commutant, on a First(z) 6= 1. Donc le relateur de base peut
eˆtre e´crit sous la forme
0n2z′ ∼= (10m)k0n







Σω ∪ Σ∗ (LB(0n2z′, 0n2z′) ∪ LB(0n2z′, (10m)k0n)ω . (4.10)
Ainsi on a
AmbΣ(L) ∩ {0n2, 1}ω ⊆ Σ∗0n2z′Σω. (4.11)
On conside`re deux cas :
(a) Si AmbΣ(L) ∩ {0n2, 1}ω = ∅. Donc d’apre`s la proposition 3.2.7, Lω n’a pas de
code ge´ne´rateur.
(b) Sinon AmbΣ(L) ∩ {0n2, 1}ω 6= ∅, on doit avoir
0n2z′ ∈ Fact({0n2, 1}ω).
De plus, Last(z′) /∈ {0, 1}, alors z′ ∈ Σ∗0n2. Donc le relateur de base peut eˆtre e´crit
sous la forme
0n2f0n2 ∼= (10m)k0n
ou` f ∈ Pref(z′). On en de´duit :
0n2f(10m)k0n ∼= 0n2f0n2f0n2 ∼= (10m)k0nf0n2. (4.12)

















Figure 4.14 – Graphe simplifie´ de domino du langage {ab, abc, b, caba}.
Comme f ne peut pas contenir le facteur (10m)k, on a
AmbΣ(L) ∩ {0n2f1, 1}ω ⊆ Σ∗0n2f0n2Σω.
D’apre`s le lemme 4.2.11, on a 0n2f0 /∈ Fact({0n2f1, 1}ω), on a donc
0n2f0n2 /∈ Fact({0n2f1, 1}ω).
On de´duit
AmbΣ(L) ∩ {0n2f1, 1}ω = ∅.
De plus, d’apre`s (4.12), les deux mots 0n2f1 et 1 sont incompatibles. Donc d’apre`s la
proposition 3.2.7, Lω n’a pas de code ge´ne´rateur.
Exemple 31. Soient L = {ab, abc, b, caba} et Σ = {0, 1, 2, 3}. D’apre`s le graphe simplifie´
de domino de la figure 4.14, L est un langage a` un relateur 032 ∼= 100.
Exemple 32. Soient L = {a, aba3b, ba2} et Σ = {0, 1, 2}. D’apre`s le graphe simplifie´
de domino de la figure 4.15, on peut ve´rifier comme dans l’exemple 20 que L est un
langage a` un relateur 0202 ∼= 100.
4.3.6 De´monstration de la proprie´te´ 4.3.8
On rappelle la proprie´te´ que l’on montre dans cette section :
Proprie´te´ 4.3.8. Si le relateur de base de L est de la forme (iii) ou (iv), alors Lω
n’a pas d’ω-code ge´ne´rateur.













































Figure 4.15 – Graphe simplifie´ de domino du langage {a, aba3b, ba2}.
Forme (iv) : u = 02 et v = (10m)k0 ou` m ≥ 1 et k > 1. Comme pour tout i > 0,
on a
02i ∼= (10m)k02i−1 ∼= (10m)k(10m)k02i−2 ∼= · · · ∼= (10m)ki0,
par passage a` l’adhe´rence on a
02ω ∼= (10m)ω.
De plus,
10m02ω ∼= 10m(10m)ω = (10m)ω ∼= 02ω.
Comme k > 1, on a
10m02ω ∼= 02ω
est un relateur minimal. Ainsi les deux mots 0 et 10m0 sont incompatibles.
On a
AmbΣ(L) ∩ {0, 1}ω = {0, 1}∗(10m)k0{0, 1}ω ∪ {0, 1}∗(10m)ω
D’apre`s le lemme 4.2.11, alors on a
10m1 /∈ Fact({10m0, 0}ω),
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donc
AmbΣ(L) ∩ {10m0, 0}ω = ∅.
D’apre`s la proposition 3.3.5, Lω n’a pas d’ω-code ge´ne´rateur.
Forme (iii) : u = 0w2 et v = 1k0 avec z ∈ Σ+ et k > 1. Avec un argument comme
dans la forme (iv), on montre que Lω n’a pas d’ω-code ge´ne´rateur.
4.4 De´monstration du the´ore`me 4.1.6
Supposons qu’il existe un langage C ⊆ Σ+ tel que C˜ est un code ge´ne´rateur de Lω.
D’apre`s le the´ore`me 4.1.7, on conside`re quatre cas :
Cas (i) : u = 0nw2 et v = 10n ou` w ∈ Σ∗ et n ≥ 1. On a
AmbΣ(L) = Σ








Comme 0ω /∈ AmbΣ(L), il existe un entier unique i ≥ 0 tel que
0i0 ∈ C. (4.13)
Comme 0nw2 ∼= 10n, pour tout j > 0, on a
0n(w2)j ∼= 1j0n.
Ainsi pour tout j > 0, les mots 0 et 1j sont incompatibles. D’apre`s (4.13) et le
lemme 3.2.4, on a
0iP ({0, 1ω}) ∩ C = 0i0.
On a donc
Pref(0i1ω) ∩ C = ∅.
De plus, comme le relateur de base est 0nw2 ∼= 10n et 2˜ 6= ε, on a 1 /∈ Fact(w). Ainsi
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on a
0i1+2ω ∩ AmbΣ(L) = ∅.
Alors, d’apre`s le lemme 3.2.1, pour tout entier p > 0, il existe un entier q > 0 tel que
0i1p2q ∈ C.
Alors C˜ est infini.
Cas (ii) : u = 0n2 et v = 10m0n ou` m ≥ 1 et n ≥ 1. On a
AmbΣ(L) = Σ
∗{0n2, 10m0n}Σω ∪ Σ∗{10m, . . . , 10m0n−1}ω.
Comme 0ω /∈ AmbΣ(L), il existe un entier i ≥ 0 tel que
0i0 ∈ C. (4.14)
Comme 0n2 ∼= 10m0n, pour tout j > 0, on a
0n2j ∼= (10m)j0n.
Ainsi pour tout mot f ∈ P ((10m)ω), les mots 0 et f sont incompatibles. D’apre`s (4.14)
et le lemme 3.2.4, on a
0iP ({0, (10m)ω}) ∩ C = 0i0.
On a donc
Pref(0i(10m)ω) ∩ C = ∅.
De plus, on a
0i(10m)+1ω ∩ AmbΣ(L) = ∅.
D’apre`s le lemme 3.2.1, alors pour tout entier p > 0, il existe un entier q > 1 tel que
0i(10m)p1q ∈ C.
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Alors C˜ est infini.
Cas (iii) : u = 0w2 et v = 1k0 ou` k > 1 et m ≥ 1. Avec un argument comme dans
le cas (i), on obtient que C˜ est infini.
Cas (iv) : u = 02 et v = (10m)k0 ou` m ≥ 1 et k > 1. Avec un argument comme
dans le cas (ii), on obtient que C˜ est infini.
4.5 Remarques
On termine ce chapitre par quelques extensions et remarques. D’abord, on conside`re
l’exemple suivant :
Exemple 20 (reprise de p. 39). Soit L = {a, ab, ba, ac, ca}. Ce langage est de la forme
A ∪ AB ∪BA
avec A = {a} et B = {b, c}. Ce langage ge´ne´ralise le cas du langage a` un rela-
teur {a, ab, ba} ou` il y a un ω-code ge´ne´rateur a∪ (ab)∗ba. L’ω langage Lω a un ω-code
ge´ne´rateur
a ∪ (a{b, c})∗({b, c}∗a)
qui est de la forme
A ∪ (AB)∗(BA).
Le langage dans l’exemple 20 n’est pas a` un relateur mais on peut le traiter par une
me´thode similaire a` celle des langages a` un relateur. Les langages de ce type peuvent
eˆtre conside´re´s comme une extension de langages a` un relateur. A et B peuvent meˆme
eˆtre des langages infinis.
L’exemple suivant est l’union de deux langages a` un relateur. On peut le conside´rer
comme un langage a` deux relateurs.
Exemple 16 (reprise de p. 25). Soit L = {a, ab, ba, c, cd, dc}. Ce langage est l’union de
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deux langages a` un relateur qui sont similaires a` celui dans l’exemple 20 :
L1 = {a, ab, ba} et L2 = {c, cd, dc}.
On a vu, cf. p. 25, que Lω n’a pas de code ge´ne´rateur.
Le the´ore`me 4.1.6 e´nonce que l’ω-puissance d’un langage a` un relateur n’a pas
de code fini ge´ne´rateur. L’exemple suivant montre que si un langage n’est pas a` un
relateur alors son ω-puissance peut eˆtre engendre´e par des ω-codes finis.
Exemple 10 (reprise de p. 15). Soit L = {a2, a3, b}. Le langage fini {a2, a3b, b} est un
ω-code ge´ne´rateur de Lω.
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Chapitre 5
Langages re´duits
Dans ce chapitre, nous nous inte´ressons a` un type de ge´ne´rateurs interme´diaires
entre les codes et les ge´ne´rateurs minimaux : les ge´ne´rateurs re´duits.
5.1 Langages n-re´duits
Soit n un entier et L ⊆ A∗ un langage, on note L≤n = ⋃ni=1 Li.
De´finition 5.1.1. Soit n > 0 un entier. Un langage L ⊆ A+ est appelle´ n-re´duit
si pour tout u ∈ L≤n, l’ω-mot pe´riodique uω a uniquement une L-factorisation. On
note Ln la classe des langages n-re´duits.
Par de´finition, un langage (n+ 1)-re´duit est n-re´duit. On dit simplement que L
est un langage re´duit si L est 1-re´duit.
D’apre`s la proposition 1.4.6, un code est ∞-re´duit.
Exemple 14 (reprise de p. 17). Le langage L = {a, ab, ba} n’est pas re´duit car l’ω-
mot (ab)ω a deux L-factorisations distinctes : (ab, ab, . . . ) et (a, ba, ba, . . . ).
Exemple 33. Soient n > 1 un entier et A = {a0, a1, . . . , an} un alphabet. Le langage
Ln = {a0, a0a1, a1a2, . . . , an−1an, an}
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est (n− 1)-re´duit mais il n’est pas n-re´duit car
(a0)(a1a2) . . . (an−1an) = (a0a1) . . . (an−2an−1)(an).
On peut coder l’alphabet {a0, a1, . . . , an} par l’ω-code {a, ab, ab2, . . .} en posant ai →
abi pour obtenir
L′n = {a, abn} ∪ {abiabi+1 : 0 ≤ i ≤ n}
qui est (n− 1)-re´duit mais non n-re´duit sur l’alphabet {a, b}.
Donc on a la relation suivante :
Proposition 5.1.2. L1 ) L2 ) · · · ) L∞ = Codes
Le tableau qui suit donne le nombre maximal de L-factorisations d’un mot de
type donne´. L’aste´risque ∗ indique que la proprie´te´ caracte´rise la classe de langages
conside´re´e.
Langage L uω uω quelconque
(u ∈ L≤n) (u ∈ L+)
ω-code 1 1 1∗
code 1 1∗ ∞
langage n-re´duit 1∗ ∞ ∞
Table 5.1 – Comparaison du nombre maximal de factorisations sur les ω-codes, codes
et langages n-re´duits.
Maintenant, on peut prouver la caracte´risation suivante pour les langages re´duits :
Proposition 5.1.3. Un langage L ⊆ A+ est re´duit si et seulement si pour chaque
mot u ∈ L, on a uω /∈ (L− u)ω.
De´monstration. La condition est clairement ne´cessaire. Re´ciproquement, supposons
que L n’est pas re´duit, c’est-a`-dire il existe u ∈ L tel que uω a deux L-factorisations
de premiers pas diffe´rents : (u, u, . . . ) et (v0, v1, . . . ). Si vi 6= u pour tout entier i ≥ 0,
alors uω ∈ (L− u)ω. S’il existe un plus petit entier k > 0 ve´rifiant vk = u, alors on a
v0v1 . . . vk−1uvk+1 · · · = uuω = uv0v1 . . . vk−1uvk+1 . . . .
5.2. DE´CIDABILITE´ 77
En comparant la longueur, on a donc
v0v1 . . . vk−1u = uv0v1 . . . vk−1.
On obtient uω = (v0 . . . vk−1)ω et donc uω ∈ (L− u)ω.
Proposition 5.1.4. Tout ge´ne´rateur re´duit est un ge´ne´rateur minimal.
De´monstration. Soit L ⊆ A+ un langage. Si L n’est pas ge´ne´rateur minimal, alors il
existe un mot u ∈ L tel que (L− u)ω = Lω. Donc on a uω ∈ Lω = (L− u)ω. D’apre`s
la proposition 5.1.3 donc L n’est pas re´duit.
Nous re´sumons ci-dessous les relations entre les diffe´rentes classes de ge´ne´rateurs
que nous conside´rons :
Code ge´ne´rateur ⇒ Ge´ne´rateur re´duit ⇒ Ge´ne´rateur minimal.
5.2 De´cidabilite´
L’objectif de cette section est de montrer que la proprie´te´ pour un langage d’eˆtre
n-re´duit est de´cidable sur les langages rationnels. D’abord, on rappelle des re´sultats
de l’ensemble Amb(L).
Soit L ⊆ A+ un langage, Amb(L) de´note l’ensemble des ω-mots de Lω ayant
plusieurs L-factorisations de premiers pas distincts [Kar85, JLP96], c’est-a`-dire :
Amb(L) = {w ∈ Lω : il existe (wi)i∈N, (wj ′)j∈N
deux L-factorisations de w avec w0 6= w0′}
Remarque 5.2.1. Si chaque mot de L est repre´sente´ par une lettre d’un alphabet Σ
comme on a fait dans le chapitre pre´ce´dent. Ainsi on a la relation suivante entre
Amb(L) et AmbΣ(L) :
˜AmbΣ(L) = L∗Amb(L).
Lemme 5.2.2. [DLLS94] Si un langage L ⊆ A+ est rationnel, alors l’ensemble
Amb(L) est rationnel.
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De´monstration. Si L est rationnel, la congruence qui est de´finie par u ' v ⇔ u−1L =
v−1L est d’index fini. On note 〈u〉 la classe d’e´quivalence du mot u. Donc l’ensemble
Amb(L) peut eˆtre calcule´ par Amb(L) =
⋃
〈u〉⊆L 〈u〉 (Lω ∩ (u−1L− ε)Lω). Notons que
la famille des langages ω-rationnels est ferme´e par intersection finie. Ainsi Amb(L) est
rationnel.
Lemme 5.2.3. Soit n un entier positif. Un langage L ⊆ A+ est n-re´duit si et seulement
si, pour tout u ∈ L≤n, on a uω /∈ Amb(L).
On a besoin aussi de quelques notations relatives a` l’automate de Bu¨chi et la
congruence de Bu¨chi [Bu¨c60]. On rappelle que tout ω-langage rationnel est reconnais-
sable par un automate de Bu¨chi complet [PP02].
Soit A = (A,Q, I, δ, T ) un automate de Bu¨chi complet, pour chaque e´tat q ∈ Q,
et pour tout mot u ∈ A∗, on note
δT (q, u) = {q′ ∈ Q : il existe t ∈ T et u1, u2 ∈ A∗
avec u = u1u2 et t ∈ δ(q, u1) et q′ ∈ δ(t, u2)}
La congruence de Bu¨chi ≈ est de´finie par
u ≈ v ⇔ ∀q ∈ Q,
δ(q, u) = δ(q, v)δT (q, u) = δT (q, v)
pour tous mots u, v ∈ A+. On note [u] = {w ∈ A+|w ≈ u} la classe d’e´quivalence du
mot u. Comme ≈ est d’index fini calculable [Bu¨c60], nous avons :
Lemme 5.2.4. [LT87] Pour tout mot u ∈ A+, sa classe d’e´quivalence [u] est un
langage rationnel constructible.
Lemme 5.2.5. Si v1 ≈ v2, alors v1ω ∈ Lω(A) ⇔ v2ω ∈ Lω(A), ou` Lω(A) de´note
l’ω-langage reconnu par A.
On a la proposition suivante graˆce aux lemmes pre´ce´dents.
Proposition 5.2.6. Soit n un entier positif. On peut de´cider si un langage rationnel
est n-re´duit.
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De´monstration. Soient L un langage rationnel et n un entier positif.
– On construit l’automate de Bu¨chi qui reconnaˆıt l’ensemble Amb(L) (selon le
lemme 5.2.2).
– On calcule les classes d’e´quivalences [u1], . . . , [uk] (selon le lemme 5.2.4).
– On ve´rifie s’il existe [ui] telle que
[ui] ∩ L≤n 6= ∅ et uiω ∈ Amb(L)
Si oui alors L n’est pas n-re´duit, sinon L est n-re´duit (selon le lemme 5.2.3).
5.3 Langages re´duits et codes ge´ne´rateurs
Dans la suite, on va pre´senter deux re´sultats sous l’hypothe`se que l’ω-langage
rationnel Lω posse`de un plus grand ge´ne´rateur dont la racine est un langage re´duit.
Ces re´sultats sont des extensions de ceux (obtenus pour les codes) dans [Jul96].
Proposition 5.3.1. Soit L un langage re´duit tel que L+ est le plus grand ge´ne´rateur
de Lω. Tout ge´ne´rateur de Lω contient une puissance de chaque e´le´ment de L.
De´monstration. Comme L est re´duit, pour chaque u ∈ L, uω a une seule factorisation
(u, u, . . . ) sur L. Soit G un ge´ne´rateur de Lω. Comme G ⊆ L+, chaque G-factorisation





, . . . )
En conse´quence, G contient une puissance de u.
Proposition 5.3.2. Soit L un langage re´duit tel que L+ est le plus grand ge´ne´rateur
de Lω. Lω a un ge´ne´rateur code pre´fixe si et seulement si L est un code pre´fixe.
De´monstration. Soit L est un langage re´duit mais non code pre´fixe tel que L+ est
le plus grand ge´ne´rateur de Lω. Alors il existe deux mots u et us dans L avec
s 6= ε. Supposons au contraire que Lω ait un ge´ne´rateur code pre´fixe P . D’apre`s
la proposition 5.3.1, alors il existe un entier i ≥ 1 tel que ui ∈ P . On conside`re
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ui(su)ω = ui−1(us)ω ∈ Lω = P ω. Comme P est code pre´fixe on a P−1P ω = P ω = Lω.
Donc (su)ω ∈ P−1P ω = Lω. Donc l’ω-mot (us)ω = u(su)ω a deux L-factorisations. En
conse´quence, L n’est pas re´duit.
Sous cette meˆme hypothe`se, nous caracte´risons le fait qu’une ω-puissance est
engendre´e par un code pur ou non. Voici la de´finition d’un code pur [BPR09].
Soit C ⊆ A+ un code, C est pur s’il ve´rifie la condition :
un ∈ C+ implique u ∈ C+
pour tout u ∈ A+ et pour tout n ≥ 1.
Proposition 5.3.3. Soit R un langage re´duit tel que R+ est le plus grand ge´ne´rateur
de Rω. Si R n’est pas un code pur, alors il n’y a pas de ge´ne´rateur code pur de Rω.
De´monstration. Supposons qu’il existe un code C 6= R tel que Cω = Rω. D’apre`s
le proposition 5.1.4, R est un ge´ne´rateur minimal, donc C * R. D’apre`s la proposi-
tion 5.3.1, pour tout e´le´ment u de R − C, il existe un entier i > 1 tel que ui ∈ C.
Ainsi, C est non pur car ui ∈ C bien que u /∈ C+.
5.4 Ge´ne´rateurs re´duits
On va de´montrer qu’il existe une ω-puissance qui ne peut pas eˆtre engendre´e par
un langage re´duit. Cet exemple a de´ja` e´te´ conside´re´ dans la section 2.2, ou` on a montre´
qu’il n’y a pas de code ge´ne´rateur.
Exemple 13 (reprise de p. 16). Soit L = {a2, a3, ba, b}. On rappelle que Lω = a2{a, b}ω.
Supposons qu’il existe R ge´ne´rateur re´duit de Lω. Tout d’abord, on montre que :
Fait 5.4.1. Pour tout k ≥ 1 et u ∈ A∗, on a |akua∗ ∩R| ≤ 1.
De´monstration du Fait. S’il existe i > j ≥ 0 tels que {akuai, akuaj} ⊆ R, alors
(akuai)ω = (akuaj) (ai−jakuai)ω︸ ︷︷ ︸
∈Rω
.
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En conse´quent, (akua)ω a deux R-factorisations : (αi)i≥0 et (βj)j≥0 avec α0 = akuai et
β0 = a
kuaj. Donc R n’est pas re´duit.
– comme aω ∈ Lω, il existe un unique entier i0 > 1 tel que ai0 ∈ R (selon le fait
pre´ce´dent avec u ∈ a∗).
– comme ai0abaω ∈ Lω et abaω /∈ Lω, il existe un unique entier i1 ≥ 0 tel que
ai0abai1 ∈ R.
– comme ai0abai1abaω ∈ Lω et ai0abai1a /∈ W (selon le fait pre´ce´dent), donc il
existe un unique entier i2 ≥ 0 tel que ai0abai1abai2 ∈ R.
– et ainsi de suite, on de´finit de fac¸on unique la suite infinie (ij)j≥0.
Maintenant, on conside`re l’ω-mot
w = ai0abai1ab . . . abain . . . ,
ce mot w appartient bien a` Lω mais il n’a pas de factorisation sur R. Ainsi R n’est
pas ge´ne´rateur de Lω. On en de´duit que Lω n’a pas de ge´ne´rateur re´duit.
En conclusion, on a :
Proposition 5.4.2. Il existe des ω-puissances finiment engendre´es qui n’ont pas de
ge´ne´rateur re´duit.
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Perspectives & questions ouvertes
Nous avons e´tudie´ dans la section 4.5 des exemples pour e´tendre les langages
a` un relateur. D’une part dans l’exemple {a, ab, ba} on peut conside´rer que a et b
repre´sentent chacun un ensemble de lettres (ou de mots). D’autre part on peut envisager
les langages a` deux relateurs.
De plus, on trouve dans le chapitre 4 que la structure de l’ensemble des relateurs
pour un langage a` un relateur ne de´pend que du type des chevauchements des mots
dans le relateur de base. Par exemple, le graphe de domino du langage a` un relateur
02 ∼= 10 est « assez similaire » a` celui du langage a` un relateur 032 ∼= 103. Ainsi
nous pouvons encoder le relateur de base, peut-eˆtre en posant 03 = 0′, on a le langage
a` un relateur 0′2 ∼= 10′.
Par ailleurs, comme l’e´tiquette des sommets des graphes de domino n’est pas
importante pour notre e´tude, nous pouvons chercher une me´thode qui permet de
construire le graphe de domino d’un langage a` partir des relateurs de base.
Une autre piste possible est l’e´tude d’ω-puissance ou` le plus grand ge´ne´rateur
existe et est engendre´ par un langage a` trois e´le´ments. Actuellement on ne sait pas
de´cider si un langage a` trois e´le´ments a la meˆme puissance ω qu’un ω-code. Plusieurs
exemples conside´re´s dans le chapitre 4 sont des langages a` trois e´le´ments et il semble
que notre me´thode soit bien adapte´e pour re´soudre ce cas.
Enfin, il faut noter que la de´cidabilite´ de langages a` un relateur n’est pas montre´e.
Comment de´cider si un langage fini (ou rationnel) est un langage a` un relateur ?
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Le sujet de cette the`se est l’e´tude des langages de mots infinis, en particulier les
puissances infinies de langages de mots finis (puissance ω). Plus pre´cise´ment, nous
nous inte´ressons a` la question ouverte suivante : e´tant donne´ un langage L, existe-
t-il un ω-code C tel que Cω = Lω ? Cette question est l’analogue de celle pour la
concate´nation finie : un sous-mono¨ıde d’un mono¨ıde libre est-il engendre´ par un code
ou non ?
Dans un premier temps, nous e´tudions l’ensemble des relateurs d’un langage L,
c’est-a`-dire les couples de factorisations diffe´rentes d’un meˆme mot de L∗ ∪ Lω ; nous
e´tablissons une condition ne´cessaire pour que Lω ait un code ou un ω-code ge´ne´rateur.
Ensuite, nous de´finissons une nouvelle classe de langages : les langages a` un relateur.
Leurs ensemble de relateurs est le plus simple possible sans qu’ils soient des codes.
Pour cette classe inte´ressante de langages, on caracte´rise les langages L tels qu’il existe
un ω-code ou un code C tels que Lω = Cω. On montre que C ne peut pas eˆtre un
langage fini. Enfin, une caracte´risation des codes concernant les mots infinis nous
ame`ne a` de´finir les langages re´duits ; nous conside´rons les proprie´te´s de ces langages
en tant que ge´ne´rateurs de langages de mots infinis.
Mots-cle´s : Code, Combinatoire de mot, Langage formel, Ge´ne´rateur, Mot infini,
ω-code, ω-puissance.
Abstract
This thesis deals with the languages of infinite words which are the ω-powers of
a language of finite words. In particular, we focus on the open question : given a
language L, does there exist an ω-code C such that Cω = Lω ? It is quite similar to
the question deciding whether a submonoid of a free monoid is generated by a code.
First, we study the set of relations satisfied by language L, i.e. the double facto-
rizations of a word in L∗ ∪ Lω. We establish a necessary condition for that Lω has
a code or an ω-code generator. Next, we define the new class of languages where
the set of relations is as simple as possible after codes : one-relation languages. For
this class of languages, we characterize the languages L such that there exists a code
or an ω-code C such that Lω = Cω, and we show that C is never a finite language.
Finally, a characterization of codes concerning infinite words leads us to define reduced
languages. We consider the properties of these languages as generators of languages of
infinite words.
Keyworks : Code, Combinatoric on words, Formal language, Generator, Infinite
word, ω-code, ω-power.
