We exploit the even and odd spectrum of real symmetric Toeplitz matrices for the computation of their extreme eigenvalues, which are obtained as the solutions of spectral, or secular, equations. This leads to a signi cant improvement over existing methods. We present a concise convergence analysis, an e cient stopping rule, an error analysis and extensive numerical results.
Introduction
In this work we use spectral equations, or secular equations, as they are frequently called (see 13] ) for real symmetric Toeplitz matrices to compute their smallest and largest eigenvalues. These equations are di erent from the characteristic polynomial (even though equivalent) and contain rational functions, which therefore exhibit singularities. Sometimes these singularities are known explicitly, but this is not always the case such as for the equations that will be considered here. Toeplitz matrices appear in quite a large number of applications, chief among them digital signal processing (for an overview of applications see 4] ). The computation of the smallest eigenvalue of such matrices was considered in, e.g., 9], 17] and 21], whereas bounds were studied in, e.g., 11], 15] and 24].
All the concepts we need will be de ned and explained in the following section, so for the moment let us just say that Toeplitz matrices have two kinds of eigenvalues: even and odd. As our basic tool to compute extreme eigenvalues, we use a set of two equations, one for each type of eigenvalue. We stress that these equations, albeit in a di erent form, are not new and to put matters in perspective, we note that these equations appear in 10] in an equivalent form that is less suitable for computation and are hinted at in 11] without being explicitly stated. No applications of these equations were considered in either paper. In a less known publication, 17] , an equation such as one of ours is derived in a di erent way, without taking into account the spectral structure of the submatrices of the matrix, thereby obscuring key properties of the equation. It is used there to compute the smallest 1 On leave from Ben-Gurion University, Beer-Sheva, Israel.
even eigenvalue and we concentrate on positive de nite matrices, even though our approach is valid for any real symmetric Toeplitz matrix.
Our equations are of the same general form as the single rational equation (there is no distinction between even and odd eigenvalues), used in 9] and 21], which in 9] is then solved for the smallest eigenvalue with Newton's method. In 21] , the equation is solved by rational approximations to the spectral functions as in 5] , where a secular equation in a divide and conquer method is solved. We give a much shorter convergence proof than in 21] and propose a rational-based stopping rule, rather than the polynomial-based one in 21] , which reduces the amount of work signi cantly. In addition to the smallest, we also compute the largest eigenvalue and present an error analysis, concluding with extensive numerical experiments.
The paper is organized as follows. In Section 2, de nitions and basic results on Toeplitz matrices are given. In Section 3, we derive the spectral equations and summarize previous results. Section 4 deals with the numerical solution of the spectral equations, while an error analysis and stopping rules are discussed in Section 5. In Section 6, we present numerical results.
Preliminaries
A symmetric matrix T 2 IR (n;n) is said to be Toeplitz if its elements T ij satisfy T ij = t jj?ij for some vector t = (t 0 ; : : : ; t n?1 ) T 2 IR n . Many early results about such matrices can be found in, e.g., 3], 6] and 10].
Toeplitz matrices are persymmetric, i.e., they are symmetric about their southwestnortheast diagonal. For such a matrix T , this is the same as requiring that JT T J = T , where J is a matrix with ones on its southwest-northeast diagonal and zeros everywhere else (the exchange matrix). It is easy to see that the inverse of a persymmetric matrix is also persymmetric. A matrix that is both symmetric and persymmetric is called doubly symmetric.
A The identity and exchange matrices are denoted by I and J, respectively, throughout this paper, without speci cally indicating their dimensions, which are assumed to be clear from the context.
Spectral equations
In this section we derive the various spectral, or \secular", equations for the eigenvalues of a real symmetric Toeplitz matrix. We will assume from now on that T is positive de nite, even though our approach is valid for any real symmetric Toeplitz matrix, as will be brie y explained at the end of this section.
Let us consider the following partition of a symmetric Toeplitz matrix T , which we shall refer to in the future as \partition I": . The rational function in (1), or (3), has p simple poles, dividing the real axis into p+1 intervals on each of which it is monotonely increasing from ?1 to +1. The p + 1 solutions f j g p+1 j=1 of equation (3) therefore satisfy 1 < ! 1 < 2 < ! 2 < : : : < ! p < p+1 ;
i.e., the eigenvalues ! i strictly interlace the eigenvalues j , which is known as Cauchy's interlacing theorem. These results are well-known and we refer to, e.g., 9], 11] and 25].
A positive-de nite matrix T will therefore certainly have an eigenvalue in the interval (0; ! 1 ). In 9], the smallest eigenvalue is then computed from f( ) = 0.
It would appear that the previous partition of T is inappropriate, given the persymmetry of Toeplitz matrices. We therefore consider the following, more natural, partition for a matrix that is both symmetric and persymmetric and which in the future we shall refer to as \partition II": To gain a better understanding of equations (4) 7) which shows that the rational functions in each of equations (4) and (5) are of the same form as the function in (1) . It is also clear that T will certainly have an even eigenvalue on (0; 1 ) and an odd one on (0; 1 ). These equations were also hinted at in 11] without however deriving or stating them in an explicit way. The meaning of Theorem 3.2 is therefore that those even and odd eigenvalues of G, whose associated eigenspaces are not completely contained in ft g ? , interlace, respectively, the even and odd eigenvalues of T that are not shared with those eigenvalues of G. This result was obtained in 10] in a di erent way, along with equivalent forms of equations (6) and (7) . makes them less suitable for applications.
Finally, because of the orthonormality of the eigenvectors, equations (4) and (5) can be written in a more symmetric way, as shown in the following two equations, which at the same time de ne the functions f e ( ) and f o ( ): 
We note that equation (8) was also obtained in 17], where it was used to compute the smallest eigenvalue which was known in advance to be even. However, the derivation of the equation is quite di erent, concentrating exclusively on the smallest eigenvalue and disregarding the spectral structure of the submatrices of T , which obscures important properties of that equation.
Let us now consider the largest eigenvalue of a real symmetric Toeplitz matrix, which we obtain by computing the smallest eigenvalue of a di erent real symmetric Toeplitz matrix, given an upper bound on the largest eigenvalue. This can be accomplished by translating the origin in the spectral equations to , replacing the resulting new variable by its opposite and multiplying the equation by (?1), thus obtaining the exact same type of spectral equation which for a Toeplitz matrix can be computed in O(n) ops.
The same procedure for computing the smallest eigenvalue of real symmetric postivede nite matrices can be used for general real symmetric matrices as well, provided that a lower bound on the smallest eigenvalue is available. Any known lower bound can be used (see, e.g., 11] or 15]), or one could be obtained by a process where a trial value is iteratively lowered until it falls below the smallest eigenvalue.
For simplicity, we shall assume in what follows that T and Q and T and G have no eigenvalues in common, so that we really are computing the extreme eigenvalues of T . When this is not the case, then our equations only lead to the computation of the smallest and largest of those eigenvalues that were de ned in Theorem 3.1 and Theorem 3.2.
Solution of the spectral equations
The functions f, f e and f o are increasing convex functions on (?1; ! 1 ), (?1; 1 ) and (?1; 1 ), respectively. To solve these equations, we will use the method from 9] and 21] for f( ) = 0 and adapt it to solve the equations f e ( ) = 0 and f o ( ) = 0 for the smallest root of T . Once the eigenvalues are computed, it is a simple matter to obtain the eigenvectors, as shown by Theorem 3.1 and Theorem 3.2.
We shall rst summarize the method and present a convergence analysis for the equation f( )=0. Since all our spectral functions are of the same form, it will then be easy to do the same for f e = 0 and f o = 0.
We recall that where 0 < ! 1 < ! 2 < ::: < ! n?1 . We then solve f( ) = 0 for its smallest root , which satis es < ! 1 . The algorithm requires a starting point 1 2 ( ; ! 1 ). However, the ! j 's are unknown, so that the algorithm really consists of two phases: phase I which determines the starting point 1 and phase II, which is the part of the algorithm that will be proved to converge monotonely to from the right.
To evaluate f, the Yule-Walker (YW) system (Q ? I) ?1 w = ?t needs to be solved (the sign of t is by convention), which can be accomplished recursively by Durbin In 9], the spectral equation is solved by Newton's method, which is based on a linear approximation. This is however not very appropriate for a rational function, and it would be better to use a rational approximation. This idea is far from new and in the present context of eigenvalue computations was already used in, e.g., 5] and many others. It was applied to the equation at hand in 21] and we will do the same here.
The following useful form of f( ) was suggested in 21]:
where ?1 < < ! 1 . The advantage of this form is that no matter how g is approximated,
the resulting approximation to f will always coincide with f at = up to rst derivatives. The function g( ) is of the same general form as the rational part of f( ) and has the same singularities. This can be seen from . This process is repeated with in (10) successively equal to the second to last , until phase I terminates, at which point we have two points: 0 , equal to the last obtained, and 1 , equal to the last , so that ?1 < 0 < < 1 < ! 1 . In phase II, we interpolate g( ) in (10) The iterate 2 now plays the role of 1 , 0 remains xed and the process continues until a suitable stopping criterion is satis ed.
Other initial points, based on higher-order rational approximations are possible, but we have concluded from extensive numerical experiments that although this leads to fewer iterations in phase I, it causes an increase in the total amount of work because of the computational cost of the higher derivatives, and we consequently do not report these results in Section 6.
We de ne the following abbreviations before stating a conceptual algorithm: 
END
The following theorem proves the basic properties of the rational approximation, which were already alluded to. This latest expression, combined with the second part, concludes the proof. 2
Since f is increasing and convex on (?1; ! 1 ), Newton's method for f( ) = 0 converges to from any point in ( ; ! 1 ). Its order of convergence is at least quadratic because f 0 ( ) 6 = 0. Theorem 4.1 then shows that Algorithm 4.1 converges to monotonely from the right at least as fast as Newton's method.
A slightly less general version of Theorem 4.1 was proved in 21], but with a di erent and much longer proof. Each time the root of an approximation is computed, the algorithm executes 2n 2 + O(n) ops. During a bisection step this can be less, as the step terminates as soon as a negative diagonal element of D is found.
We now turn to the equations f e ( ) = 0 and f o ( ) = 0. In this case, we basically have the same two phases as before, with a few di erences to account for the fact that there are now two equations and because we do not know in advance whether the smallest eigenvalue is even or odd. During phase I, e.g., we perform bisection with as upper bound the smallest of the two upper bounds (one for each equation). In phase II, we compute iterates for both equations, each time picking the smaller of the two to continue, until either f e or f o becomes negative. From that point on, the algorithm continues with the equation that has a positive function value.
The convergence analysis is entirely analogous to Algorithm 4.1, as all functions involved have the same rational form and therefore the same properties. The op count is basically the same as for the the previous method, since for any Toeplitz matrix T , T (Jy) = ?Jt if T y = ?t. This means that f e and f o can be evaluated together at basically the same cost as an evaluation of f. The number of extra calculations that are carried out is negligable compared to the evaluation of a single function value, even for relatively small matrices.
We have the following conceptual algorithm, where the abbreviations have the same meaning as in Algorithm 4.1, with slight and obvious changes to account for the di erent parameters in the equations. 
Error analysis and stopping rules
We start by considering the error in the solution of the YW systems by Durbin's method, as this error determines the accuracy with which the corresponding spectral function can be evaluated. Let us begin with the YW system arising in partition I of T . All computed quantities will be denoted by a \hat".
We de ne the residual as follows: = (Q ? I)ŵ + t, whereŵ is the computed solution of (Q ? I)w = ?t, with w denoting the exact solution. We have (Q ? I)w = ?t = (Q ? I)ŵ ? and thereforeŵ = w + (Q ? I) ?1 . We note that for < min (Q), k(Q ? I) ?1 k = ( min (Q)? ) ?1 , which becomes larger as ( min (Q)? ) becomes smaller. This gap therefore has a clear in uence on the accuracy with whichŵ can be computed, as was also observed in 9].
For the spectral function, corresponding to partition I, this yieldŝ For a small enough value of the right-hand side expression, we can ensure that T = .
To have a rough idea of how accurately we can compute the eigenvalues with our algorithms, let us assume the rather reasonable assumption that k(Q ? I) ?1 k kwk, so that kwk kŵk. Let us also assume that jf(^ )j kwk k kj, which is about the best we can hope to obtain for jf(^ )j. Then by the above, about the best we can hope to obtain for j^ ? j is given by:
j^ ? j k k :
(12) Both our assumptions and the error bound are quite nicely veri ed by the numerical experiments.
An analogous analysis can be carried out for the even and odd spectral equations. Let us consider the even case. We de ne = (G ? I)ŷ +t, whereŷ is the computed solution of (G ? I) We obtain an analogous bound for the odd eigenvalue/eigenvector pair by replacingf e (^ e ) byf o (^ o ) in the last expression.
Because ( min (G) ? ) > ( min (Q) ? ) for any < min (Q), we can expect better accuracy in the calculation of f e and f o than of f, and this is indeed borne out by the numerical experiments.
We now turn to the question of how to terminate the iterations in the solution of the spectral equation. The stopping rule used in 9] and 25] is based on the relative change in the iterates, whereas in 21] the stopping rule is based on a lower bound on the solution, which leads to slightly better results when compared to the one used in 9] and 25]. We propose a rule, based on a di erent lower bound. Before we continue, let us brie y review the lower bound in 21]. Throughout the rest of this section we will consider the solution of f( ) = 0, as f e and f o are of the same form as f and have similar properties.
Denoting the last iterate on the left-hand side of by 0 and the current iterate (which lies on the right-hand side of ) by 1 , the bound in 21] is obtained as the root of a quadratic polynomial p( ), on the interval ( 0 ; 1 ). This polynomial is determined by the interpolation conditions p( 0 ) = f( 0 ), p 0 ( 0 ) = f 0 ( 0 ) and p( 1 ) = f( 1 ). It is shown in 21] that the root on ( 0 ; 1 ) of p( ) is a lower bound on . This approach su ers from two shortcomings: rst, no use is made of f 0 ( 1 ), even though it is computed anyway and, secondly, the interpolant is a polynomial, a poor approximation for a rational function.
We propose a di erent and more accurate bound, which is based on a rational, rather than a polynomial, interpolant and which does exploit the availability of f 0 ( 1 ). It needs, in addition to 1 , another point on ( ; ! 1 ), which we denote by 2 . Such a point, together with g( 2 ) and g 0 ( 2 ), is available from the previous iteration. Let us rst write f( ) in the form
with 0 2 (0; ). To obtain our bound, we then interpolate g( ) by a rational function of the form ( ) 4 = a + b=(c ? ). As we will show in the following theorem, the function ( ) satis es ( ) g( ) on (?1; 1 ), so that replacing g( ) by ( ) in the spectral function leads to a lower bound on . 
In 23], it was shown that c > ! 1 for a such an approximation, so this means that 0?1=2 ( ) 
The right-hand side in (15) is convex and increasing on 0 ; 1 ], so that its root on that interval is a lower bound on . This procedure can therefore be used as a stopping rule for any of our spectral equations, once at least two iterates on the right-hand side of are available. The root can easily be computed by solving a cubic equation, or with Newton's method and 1 as a starting point with a negligable number of ops compared to one evaluation of f. We now formally de ne the two stopping rules.
(1) Stopping rule 1. where 2 is a tolerance, is an iterate obtained in phase II of the algorithm and B2 is the corresponding bound, obtained by the rational interpolant in Theorem 5.1: 0 < B 2 < 1 . It is used as soon as at least two iterates on the right-hand side of are available. Until then (in fact just for the rst iteration in phase II), stopping rule 1 is used.
Numerical results
Let us rst formally de ne the methods that will be compared in the numerical experiments.
(1) CVLM. \The Cybenko-Van Loan method". This is Algorithm 4.1. When equipped with stopping rule 1 or 2 from the previous section, we denote it CVLM 1 or CVLM 2 , respectively.
(1) SPM. \The Spectral Parity method". This is Algorithm 4.2. It comes, as the CVLM, equipped with stopping rule 1 or 2 and is denoted accordingly SPM 1 or SPM 2 . When computing the largest eigenvalue, both methods use the Frobenius norm to obtain an upper bound as explained at the end of Section 3.
We have tested these methods on three classes of positive semi-de nite matrices. For each class and for each of the dimensions n = 100; 200; 400; 800, we have run the following experiments: 200 experiments comparing the two stopping rules for the smallest eigenvalue and 200 experiments computing the smallest and largest eigenvalues for the three methods CVLM 1 (the method in 21]), SPM 1 (our method with the stopping rule from 21]) and SPM 2 (our method with the stopping rule developed in the present work). The results are reported in the tables as follows: in the rst column underneath each dimension one nds the average values (with their standard deviations in parentheses) of the number of ops required to compute a single eigenvalue in terms of the number of ops required for one full step in the CVLM 1 method, which is 2n 2 + 3n ops. This expression takes into account the number of ops required by Durbin's method and the inner products that must be computed.
The second column underneath each dimension represents the average value of ?log 10 (kT v ? vk=kvk) with its standard deviation, i.e., the accuracy of the eigenvalue/eigenvector pair. The accuracy is given for illustrative purposes only, as these values are not directly controlled by the stopping rules.
We stress that our results represent the amount of work needed to compute both the eigenvalue and the eigenvector. In general, this entails one full step more than would be required if we computed eigenvalues only. This is so because the stopping rule allows us to determine that the next iterate does indeed satisfy the stopping rule without having to compute another function value. However, if we also want to compute the associated eigenvector, then we need to solve an additional YW system. Let us now list the three classes of matrices.
(1) CVL matrices. These are matrices de ned in 9] (whence their name) as
where n is the dimension of T , is such that T kk = 1, k = 1; :::; n, and (T ) ij = cos( (i ? j)) :
These matrices are positive semi-de nite of rank two. We generated random matrices of this kind by taking the value of to be uniformly distributed on (0; 1).
(2) KMS matrices. These are the Kac-Murdock-Szeg o matrices (see 19]), de ned as T ij = ji?jj ; where 0 < < 1 and i; j = 1; :::; n, where n is the dimension of the matrix. These matrices are positive de nite and are characterized by the fact that their even and odd eigenvalues lie extremely close together. Random matrices of this kind were generated by taking the value of to be uniformly distributed on (0; 1).
(3) UNF matrices. We de ne UNF matrices by rst de ning a random vector v of length n whose components are uniformly distributed on (?10; 10). We then modify that vector by adding to its rst component 1.1 times the absolute value of the smallest eigenvalue of the Toeplitz matrix generated by v. Finally, the vector v is normalized by dividing it by its rst component, provided that it is di erent from zero. The Toeplitz matrix generated by this normalized vector is then called an UNF matrix. From their construction, these matrices are positive semi-de nite. Theoretically, some of the matrices generated in the experiments might be singular, although we never encountered this situation in practice. We also never encountered a case where the smallest eigenvalue was a double eigenvalue for both T and Q or T and G.
The tolerance for the relative error on the eigenvalue was set to 10 ?10 , which cannot always be obtained because of (12) , which was found to be very realistic. As a safeguarding measure, the algorithm was stopped if roundo caused the function value to become negative in phase II.
The experiments clearly show that exploiting the even and odd spectra yields a better method, both in the number of iterations and in the standard deviation, which is very significant for the CVL and UNF matrices. The latter would indicate a more stable root-nding process, as could be expected by the larger distance of the root to the nearest singularity of the spectral function. The magnitude of the improvement diminishes with decreasing distance between the even and odd eigenvalues, as is obviously true for the KMS matrices, where the improvement is marginal. Most of the work in the case of KMS matrices is spent in phase I of the algorithm.
Comparing stopping rules, we can see the clear advantage of stopping rule 2. The reported accuracy is generally lower for the second stopping rule, explained by the fact that this stopping rule is better at detecting when the relative accuracy of the eigenvalue falls below a given value, and therefore stops earlier. The improvement for the KMS matrices is marginal, due to the fact that in this case, the algorithm usually terminates after the rst iteration in phase II, so that only stopping rule 1 is used.
The computation of the largest eigenvalue presents a very di erent picture. Because the Frobenius norm provides a much cruder bound for the largest eigenvalue than zero for the smallest, a large amount of work is spent in phase I, leading to a much higher overall number of ops.
We found that the error analysis from the previous section explained the numerical behavior of the algorithms very adequately. The limitations on the obtainable accuracy are mainly caused by the error in Durbin's algorithm. If so desired, iterative re nement can be used to improve accuracy.
All experiments were run on an Intel PentiumII 233MHz machine. 
