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Abstract
The light flicker problem of high intensity discharge lamps is studied numer-
ically and experimentally. It is shown that in some respects the systems behaves
very similar to the forced Duffing oscillator with a softening spring. In particular,
the jump phenomenon and hysteresis are observed in the simulations and in the
experiments.
Keywords: Duffing oscillator, dissipative system, light flicker, acoustic streaming,
finite element method, hysteresis
1 Introduction
High-intensity discharge (HID) lamps are widely used for many lighting purposes. It is
estimated that today about 50 million HID lamps are in operation worldwide. Though
HID lamps are increasingly replaced by light-emitting diodes, they will be used and
needed in the future (data from [1]).
The left part of Figure 1 shows the design of the metal halide HID lamp (Philips
35 W 930 Elite), which was investigated. The considered component is the arc tube,
respectively its filling. It is disadvantageous concerning cost and efficiency that bulky
electronic drivers are needed for lamp operation. In principle, a driver that operates
HID lamps at high frequency alternating current (AC) can overcome these drawbacks
[2]. It has been estimated that an AC frequency of ca. 300 kHz would be optimal in
this respect [3]. Unfortunately, stable lamp operation for the 35 W lamp is not possible
at frequencies ≥ 40 kHz. It has been known for a long time that at high frequency
operation acoustic resonances are excited inside the arc tube [4]. This leads to light
flicker, affecting the light quality and the lamp lifetime [5]. More recently it has been
stated that the acoustic resonances induce a strong flow of the arc tube content via the
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Figure 1: Left: Design of an HID lamp. The arc tube is filled with argon, mercury and
metal halides. Right: The coordinate system used in this article. The origin is located
in the center of the lamp.
acoustic streaming (AS) effect, which is the actual source of the lamp instability [6, 7].
A crucial step towards a solution of the flicker problem is to understand the mech-
anisms, which result in unstable behavior. For this purpose numerical models are very
helpful, since these enable to observe the behavior of all physical quantities of interest
and the response of the system to parameter changes. For example, it is relatively easy
to numerically determine the flow field inside the arc tube and to investigate the influ-
ence of design parameters [8, 9, 10]. Both would be very difficult and elaborate to do
experimentally.
Dreeben used an instationary finite element (FE) model to simulate the processes
inside the arc tube [6]. In order to limit memory capacity and computing time, he
developed a two dimensional model corresponding to a lamp of infinite length. The
results described in the article at hand base on a three dimensional stationary model [11,
12]. The idea is to identify the onset of light flicker by the occurrence of instabilities
of the stationary solution.
The model has been used to calculate various physical quantities of interest like
the temperature field and the acoustic response. Also the voltage drop between the
electrodes has been calculated as a function of the driving frequency. The results have
been found to be in good accordance with the measured voltage.
2 Duffing Oscillator
The results described subsequently in this article show a strong resemblance to the non-
linear behavior of the forced Duffing oscillator [13, 14]. Therefore, some characteris-
tics of the Duffing oscillator are presented, which are relevant for the flicker problem
in HID lamps. The presentation is mainly inspired by an article of Kalma´r-Nagy and
Balachandran [14].
Considered is an oscillator with a nonlinear spring. The dynamics of the oscillator
can be described by the ordinary differential equation
my¨ + cy˙ + k1y + k3y
3 = F cosωt (1)
(m mass, y displacement, c damping coefficient, F excitation force amplitude, ω exci-
tation frequency1, k1 linear spring constant, k3 cubic stiffness parameter). For k3 = 0
1Actually, this is the angular frequency.
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the differential equation describes the behavior of a linear oscillator with an eigenfre-
quency equal to ω0 =
√
k1
m . For k3 6= 0 Equation (1) describes an oscillator, which is
characterized by a nonlinear force to displacement relationship. For k3 > 0 the spring
hardens with increasing displacement (spring hardening), for k3 < 0 the spring softens
with increasing displacement (spring softening).
For the following it is convenient to rewrite Equation (1) in non-dimensional form:
y¨ + 2ζy˙ + y + γy3 = y0 cos Ωτ. (2)
This is accomplished by rescaling certain quantities according to ζ := c
2
√
k1m
, y0 :=
F
k1
(static amplitude) , Ω := ωω0 and τ := ω0t.
Equation (2) does not have a closed form solution for γ 6= 0 . A qualitative under-
standing of the amplitude response is obtained by a perturbation analysis: With the aid
of a small parameter ε  1 the parameters in Equation (2) are expressed as ζ = εζ¯,
γ = εγ¯ and y0 = εy¯0. Using the expansion
y(τ) = εy1(τ) + ε
2y2(τ) + ... (3)
and collecting terms of the same degree in ε shows that resonances appear at Ω ≈ 1
(primary resonance), Ω ≈ 1/3 (subharmonic secondary resonance) and Ω ≈ 3 (super-
harmonic secondary resonance).
In the following the amplitude response near the primary resonance is investigated.
This results in a steady-state solution2 with an amplitude response equation of third
degree in a2:
y20 = 4a
2
(
ζ2 + (Ω− 1− 3
8
γa2)2
)
. (4)
The resonance frequency is
ΩP = 1 +
3
8
γa2P (5)
and the peak amplitude is
aP =
y0
2ζ
. (6)
Equation (5) reveals that for γ < 0 (softening) the resonance frequency is smaller
than the eigenfrequency of the linear oscillator, for γ > 0 (hardening) the resonance
frequency is larger. The frequency shift increases with the peak amplitude aP. For a
strong nonlinearity resonance appears far off the eigenfrequency. Equation (5) can be
recast into
aP(ΩP) =
√
8(ΩP − 1)
3γ
. (7)
This equation describes the so-called backbone curve.
Figure 2 shows the amplitude response together with the backbone curve of a Duff-
ing oscillator with a softening spring. An interesting phenomenon is observed, when
2Technical details can be found in [14].
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Figure 2: Amplitude response curve of a Duffing oscillator with a softening spring
(y0 = 0.06, ζ = 0.028, γ = −0.8). The backbone curve is depicted by the dotted line.
The dashed part of the response curve corresponds to an unstable solution. The arrows
indicate the paths of the system during up-/down-ramping in the amplitude-frequency
plane.
the frequency is increased quasi-statically starting at Ω = 0. The amplitude of the
oscillation follows the amplitude resonance curve up to the frequency Ω1, where the
curve has a vertical tangent. At Ω1 the system jumps to the upper branch of the am-
plitude response curve (jump phenomenon). When the frequency is further increased,
the amplitude decreases following the upper curve. When the frequency is decreased
quasi-statically starting at a high value (Ω > 1), a jump from the upper to the lower
branch occurs at the frequency Ω2, where the amplitude reaches its peak value aP. The
system follows different paths in the a-Ω-plane for up- and for down-ramping (hystere-
sis).
For the intervals Ω < Ω2 and Ω > Ω1 Equation (4) has one solution. For the
interval of bistability Ω2 < Ω < Ω1 three solutions (two stable solutions and one
instable solution) exist, and at Ω = Ω1 and Ω = Ω2 Equation (4) has two solutions
because the instable and one of the stable solutions have merged.
When the static amplitude y0 of the nonlinear oscillator with a softening spring is
increased above a critical value, the solution of Equation (2) suffers a symmetry break-
ing or pitchfork bifurcation. The pendulum does not oscillate harmonically any more.
The movement of the system is then described by one of two possible stable solutions
of Equation (2). These solutions are not symmetric with respect to the equilibrium posi-
tion of the pendulum (symmetry breaking). Further increasing the excitation amplitude
results in a period-doubling cascade and finally to chaotic solutions [14].
3 Model and Coupling via Recursion
The FE model used to simulate the processes inside the arc tube has been described in
detail in a recent publication [11]. Therefore, only an outline of the model is presented.
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Figure 3: Calculation of the fields without feedback (left) and with feedback via recur-
sion (right). For the calculation of the flow field in the first recursion loop the AS force
field is set to zero.
As a new aspect, the influence of AS on the temperature profile inside the arc tube
is discussed. The corresponding feedback mechanism was not considered in previous
investigations [11], and the focus here is the implementation of a recursion procedure.
Initially a system of three stationary coupled partial differential equations describ-
ing charge, momentum and energy balance subject to appropriate boundary conditions
is solved (Figure 3, left). The solution of this system determines the electric potential
φ(~r), the temperature field T (~r) and the buoyancy-driven velocity field ~u(~r) inside the
arc tube. On the basis of the temperature profile the acoustic modes are calculated.
Using a well-established procedure [15], we then calculate the acoustic pressure inside
the arc tube near and at the specific eigenfrequency. In this step viscous loss and heat
conduction loss at the inner wall as well as in the interior of the arc tube are taken into
account. It is assumed that the frequency-dependent acoustic pressure can be approxi-
mated by a Lorentzian profile [16]. This enables to determine the pressure amplitude at
a specific AC frequency (excitation frequency). The strong sound waves, which result
from the previous step, are responsible for the formation of the AS force field ~FAS(~r).
The flow field is now driven not only by the buoyancy force but also by the AS force.
The velocity of the AS field turns out to be considerably higher than the velocity
resulting from the buoyancy force. Hence, the AS field will change the temperature
field, and the FE model has to be extended in order to take this into account. As this
is not directly possible, it is accomplished by a recursion procedure. This recursion
comprises the following steps (see Figure 3, right): The fields φ(~r), T (~r), ~u(~r), the
acoustic modes and eigenfrequencies as well as ~FAS(~r) are calculated for an excitation
frequency far off the considered eigenfrequency as described above. The same fields
are calculated once more, but this time ~FAS(~r) from the previous iteration step is added
to the buoyancy force. Accordingly, the resulting AS force field will change. All fields
are repeatedly calculated until convergence. As a convergence criterion, the eigenfre-
quencies of the current and the previous recursion step are compared. If these differ
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Figure 4: The three lowest acoustic modes resulting from the FE model. Depicted is
|p|, where p is the acoustic pressure. Left: f = 33.1 kHz, middle: f = 47.8 kHz,
right: f = 48.1 kHz. Blue indicates |p| ≈ 0 and red the maximum of |p|.
by less than 10 Hz, convergence is assumed. Then the excitation frequency is changed
to a value closer to the resonance frequency, and the complete procedure is repeated
using the converged solution as initial condition.
4 Results
4.1 Acoustic Modes
For the lamp considered in this investigation the three acoustic modes with the low-
est eigenfrequencies are depicted in Figure 4. No signature of the first mode at f =
33.1 kHz is found in the experiments described in Section 4.4. This can be attributed
to the fact that the excitation amplitude of the j-th acoustic mode is proportional to an
integral over the interior of the arc tube [16]∫
p∗jH dV. (8)
For the first mode the overlap integral of the power density of heat generationH(~r) and
the conjugate complex of the mode’s acoustic pressure distribution p∗j (~r) is very small.
The power density is large inside the plasma arc, i.e. between the electrodes, where the
mode with the lowest frequency has a pressure node, as it is clearly visible in the left
part of Figure 4.
The second and the third mode correspond to almost equal eigenfrequencies. Ac-
tually, in the absence of gravity these two modes are degenerate. The degeneracy is
lifted due to buoyancy, which is responsible for an asymmetry with respect to rotations
around the y-axis. The hot plasma arc bows upward leading to a non-vanishing overlap
with the pressure antinode of the second mode (Figure 4, center). As this mode can
be experimentally excited, our investigations concern this mode. The third mode is
not observed in experiments for the same reason as the first mode: The overlap of the
plasma arc and the antinode is small.
4.2 Acoustic Response
In this section results of the FE model for the acoustic response are presented. As
described in Section 3, a computing scheme has been adopted to approach the eigen-
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Figure 5: The acoustic eigenfrequencies vs. the excitation frequency. Blue crosses
correspond to decreasing excitation frequencies, red circles to increasing excitation
frequencies. At the black line excitation frequencies and eigenfrequencies are equal
(resonance).
frequency of the second mode. In Figure 5 this process is summarized. When trying to
approach the eigenfrequency by decreasing the excitation frequency (blue crosses), the
system behaves as if the eigenfrequency is repelled from the excitation frequency. The
conditions inside the arc tube change in a way that the eigenfrequencies are shifted to
smaller values. At around 46.4 kHz, where excitation frequency and eigenfrequency
lie very close together, this process decelerates. At the same time the convergence of
the recursion deteriorates, i.e. significantly more recursion loops are required for con-
vergence. For this reason the step size of the frequency change was reduced. At an
excitation frequency of 46.3 kHz no convergence was achieved. The iteration steps of
the simulation show acoustic pressure jumps between two values.
When approaching the eigenfrequency by increasing the excitation frequency (red
circles), a quite different behavior is observed. The eigenfrequency hardly changes
when increasing the excitation frequency. At about 47.0 kHz convergence slows down,
and the eigenfrequency gradually decreases. At even higher excitation frequencies the
recursion does not converge any more. Once again, pressure jumps between two values
are observed.
In Figure 6 the acoustic response, i.e. the acoustic pressure amplitude at an antin-
ode as function of the excitation frequency, is depicted. In addition to the up- and
down-ramping data as a function of the excitation frequency, the same pressure data
are depicted as a function of the eigenfrequency. This was done by utilizing the data
underlying Figure 5, which connect excitation frequency and eigenfrequency. Under
the reasonable assumption that the resonance frequency and the eigenfrequency are
very close to each other, the curve can be interpreted as the backbone curve (see Sec-
tion 2). The emerging picture resembles the situation of the Duffing oscillator depicted
in Figure 2. Naturally, the branch representing the unstable solution does not appear in
the simulation result. The jumps of the acoustic pressure mentioned above can now be
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Figure 6: Acoustic response vs. excitation frequency for up-ramping (red circles) and
down-ramping (blue crosses). In addition the backbone curve (acoustic response vs.
eigenfrequency) on the basis of the same pressure data is shown. The green circles
indicate up-ramping, the orange crosses indicate down-ramping.
related to the jump phenomenon described in Section 2. The jumps occur between the
upper and the lower branch of the acoustic response curves. The frequencies, where the
simulations do not converge any more, are related to Ω1 (f1 = Ω1/2pi = 47.141 kHz)
and Ω2 (f2 = Ω2/2pi = 46.313 kHz) - the boundaries of the interval of bistability.
For a softening spring the force for large displacements becomes repulsive, and,
therefore, is not appropriate to describe the behavior of a real spring. The acoustic
response curve of Figure 6 avoids this unphysical behavior by steepening. The vertical
tangent at high acoustic pressure values indicates that the softening effect is saturated.
The modulus of compression (inverse of the compressibility) is the acoustical ana-
logue of the spring constant of a mechanical oscillator. The modulus of compression
increases to a new constant value when approaching the eigenfrequency.
4.3 No Symmetry Breaking
In Section 2 it was mentioned that a nonlinear oscillator with a softening spring shows
a symmetry breaking bifurcation when the excitation amplitude F exceeds a critical
value. We previously reported the detection of a symmetry breaking transition in our
simulation results [11]. For this we introduced a control parameter S, which allowed
us to continuously interpolate between an AS force equal to zero (S = 0) and a fully
activated AS force (S = 1). Furthermore, we defined an order parameter Φ(S), which
measured the deviation from mirror symmetry of the flow field inside the arc tube with
respect to the x-z-plane. Figure 7 highlights that for a horizontally operated lamp
symmetry breaking sets in for S slightly above 0.7 (critical point). In order to avoid
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Figure 7: Order parameter Φ(S) for mirror symmetry as a function of the control
parameter S. The curves result from a simulation without back coupling. Both curves
correspond to horizontal lamp operation. The two curves have been obtained from
approaching the horizontal lamp state from positive/negative tilt angle.
convergence problems related to the symmetric solution, which becomes unstable at the
critical point, a limiting procedure has been adopted, i.e. the simulations were started
for a tilted lamp and the tilting has been removed gradually.
The FE model described in [11] does not consider the feedback of AS on the tem-
perature field. In the present article the back coupling effect is taken into account for a
tilt angle of 5◦. Thus, the tedious limiting procedure is avoided, and the essential fea-
tures can still be captured. In addition, a slight tilting has the benefit of being a more
realistic scenario for real lamp operation.
The AS force in the lower centrical part of the arc tube points into the opposite
direction as the buoyancy force. In [11] an order parameter
Ψ := min
z∈D
uz(0, 0, z) (9)
was introduced. D is the part of the z-axis inside the arc tube and uz(x, y, z) the z-
component of the flow velocity. Hence, Ψ < 0 indicates that somewhere along the
z-axis a downward directed AS force exists that is larger than the upward-directed
buoyancy force at the same point.
The results of the previous investigation show that symmetry breaking is induced
by the downward directed flow with a minimal strength of Ψ ≈ 170 mm/s [11]. In
the back coupled model, the flow field does not show symmetry breaking. Φ has small
contributions from the slight tilting and from numerical noise only. Instead of the
artificial control parameter S, we use the difference between the excitation frequency
and the eigenfrequency as a natural control parameter for the strength of the AS force.
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Figure 8: Order parameter Ψ vs. excitation frequency fe for descending frequency (red
circles). The corresponding axis is on the left. The blue crosses show at which point
on the z-axis the minimal value of uz was found (axis on the right). In a buoyancy
dominated flow Ψ is equal to zero corresponding to the obvious fact that the fluid
cannot penetrate the wall and, therefore, uz(0, 0,−3 mm) = 0.
For up-ramping Ψ is identical to zero for all frequencies and, consequently, the impact
of the AS is insignificant. Figure 8 shows Ψ(fe) for down-ramping. AS becomes
important for fe ≤ 47 kHz. The maximal flow velocity in downward direction in the
back coupled model is about 140 mm/s only. We conclude that due to back coupling
the AS force is reduced and not strong enough to induce symmetry breaking. The
system avoids symmetry breaking by the jump phenomenon (Section 2).
4.4 Voltage Drop: Simulation vs. Measurement
In this section we confront the FE model with experiments. In contrast to the acoustic
pressure inside the arc tube, the voltage drop between the electrodes is readily available
in the simulation results and can easily be measured experimentally as well.
In the experimental set-up (Figure 9) the lamp is supplied with a fc = 400 Hz
rectangular voltage input, which guarantees stable operation. In order to induce light
flicker, a high frequency sinusoidal voltage is superimposed to the square wave input.
The input signal can be described by
U(t) =
{
A [+1 + α sin (ωet)] 2n < ωct ≤ 2n+ 1
A [−1 + α sin (ωet)] 2n+ 1 < ωct ≤ 2n+ 2
n ∈ N0,
where ωe = 2pife and fe is the excitation frequency. The amplitude A is adjusted such
that the lamp is operated at the nominal power of 35 W. The modulation depth α is
a measure of the relative contribution of the high frequency voltage to the rectangular
voltage input.
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Figure 9: Schematic description of the experimental set-up used for the measurement
of the voltage drop between the electrodes of the lamp.
The measurements are started by operating the lamp at α = 0 for at least 20 min-
utes. In case of up-ramping the excitation frequency fe is set thereafter to 32 kHz
and the modulation depth to some fixed value. Then the voltage is measured 40 times
within a period of 20 s. The mean of these 40 voltage measurements is called basic
voltage, since it corresponds to a frequency far off the active acoustic mode. Next, the
excitation frequency is increased by 50 Hz and again 40 voltage measurements within
20 s are carried out. This routine is repeated until the excitation frequency has reached
52 kHz or one of two termination criteria is met: If one of the voltage measurements
results in 8 V or more above the basic voltage, the measurement is stopped in order
to avoid lamp failure. For the same reason the measurements are terminated if voltage
fluctuations of 1.5 V or more are encountered. In the case of down-ramping the same
procedure is applied starting at 52 kHz.
The upper part of Figure 10 shows the measured voltage for up- and down-ramping
at a modulation depth of 2%. Each of the circles/crosses represents the mean value of
the voltage taken over 6 individual lamps. The voltage varies considerably from lamp
to lamp (standard deviation: ca. 2.6 V). The deviations of the excitation frequency fˆ ,
at which the maximal voltage occurs, varies from lamp to lamp (mean value: 41.4 kHz,
standard deviation: ca. 0.4 kHz). For this reason the voltage has been plotted against
the normalized frequency (fe − fˆ)/fˆ . Obviously, the voltage behaves very similar
to the acoustic response of Figure 6. In particular, the jump phenomenon and the
hysteresis are noticeable. The lower part of Figure 10 shows the simulation results of
the voltage. The region of bistability is somewhat wider compared to the measurement
results. The voltage as well as the peak frequencies differ by approximately 10%,
but the general behavior is identical. In view of the approximations made during the
modelling and the rather large uncertainties in the material properties the accordance
of the results is very satisfactory.
The results of the simulation correspond to a modulation depth of 100%. It follows
that the FE model underestimates the impact of AS on the lamp behavior. It is not
11
Figure 10: Voltage drop between the electrodes. Upper part: Measurement results at
a modulation depth of 2%. Lower part: Results from the simulation. The normalized
excitation frequency is defined by (fe−fˆ)/fˆ (see text). Red circles denote up-ramping,
blue crosses down-ramping.
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completely clear what the reason for this discrepancy is. An explanation might be that
the electrodes in the model are simplified as cylinders to limit the number of degrees
of freedom of the FE mesh. Additionally, the temperature-dependent material parame-
ters are a source of error because these are difficult to determine experimentally. Both
effects result in a too low temperature field in the simulation compared to real lamp
operation. Consequently, a too small AS force is computed. Another possible reason
for the difference is that the simulation does not include changes of the plasma com-
position. When the minimal plasma temperature (cold spot temperature) increases (see
Section 4.5), additional salts are evaporated leading to altered material functions that
are not considered by the simulation.
4.5 Velocity and Temperature Fields
In this section we investigate the behavior of certain quantities at different excitation
frequencies in order to obtain a better understanding of the processes inside the arc
tube. In particular, we take a closer look at the flow and the temperature field. Both
quantities are available in the simulation but are not easily accessible in experiments.
Figure 11 shows two flow fields inside the arc tube. The upper set of images (side
view, front view, top view) corresponds to the lower branch of the response curve at an
excitation frequency just below the jump frequency (f2 = 46.313 kHz). The absolute
values of the velocity are rather small. The maximal velocity of 90 mm/s is located
in the center of the arc tube, where the highest temperatures occur. The asymmetry in
the horizontal plane is due to the 5◦ tilting. The pattern clearly has the characteristics
of a buoyancy driven flow field. This is in contrast to the flow field depicted in the
lower set of images, which corresponds to the upper branch of the response curve at
the jump frequency f2. Here, the flow in the vicinity of the negative z-axis points into
the downward direction. This is typical for AS (see [6, 11]). The velocity of the flow
is much higher and the asymmetry has vanished because the tilting does not affect AS
and the AS force dominates over the buoyancy force.
How does the changed fluid flow alter the temperature profile inside the arc tube? In
Figure 12 various temperature profiles are depicted. The three profiles corresponding
to the lower branch (ascending frequency) are virtually identical. For all frequencies
belonging to the lower branch, whether below or inside the region of bistability, the
temperature profiles look alike. This is different for the upper branch. The profile cor-
responding to a frequency well above the region of bistability looks similar to those
corresponding to the lower branch. A close look reveals subtle differences: The tem-
perature near the electrodes is lower than in the lower branch profiles. In addition, some
contour lines are slightly deformed into downward direction. When the frequency de-
creases, theses deformations become very pronounced. Obviously, the AS flow field
drags the high temperature plasma towards the lower part of the arc tube. In the upper
part of the arc tube, where the velocity is very high and upward-directed, the hot plasma
is pushed towards the wall. Here, the contour lines are very dense and, therefore, the
gradient of the temperature is very large. The plasma arc is stretched in the vertical
direction. At the same time it becomes narrower in its horizontal extension.
The large temperature gradient is connected to an increased heat loss [17] that
results in a temperature decrease. The mean values of the temperature inside the arc
13
Figure 11: Fluid flow patterns in three orthogonal planes through the arc tube’s
center. The upper diagram corresponds to the lower branch of the response curve
(fe = 46.300 kHz), the lower diagram to the upper branch (fe = f2 = 46.313 kHz,
jump frequency). The bottom view of both figures shows the horizontal plane (x-y-
plane), whereas the top view shows the vertical planes (left: y-z-plane, right: x-z-
plane).
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Lower branch
fe = 45.000 kHz
T¯ = 2828 K
fe = 46.700 kHz
T¯ = 2826 K
fe = 47.141 kHz
T¯ = 2822 K
Upper branch
fe = 46.313 kHz
T¯ = 2726 K
fe = 46.700 kHz
T¯ = 2759 K
fe = 47.750 kHz
T¯ = 2817 K
Figure 12: Temperature profiles in the center planes of the arc tube. Top: Lower (as-
cending) branch (frequencies 45.000 kHz (below region of bistability), 46.700 kHz
(inside region of bistability), fe = f1 = 47.141 kHz (high frequency margin of re-
gion of bistability)). Bottom: Upper (descending) branch (frequencies fe = f2 =
46.313 kHz (low frequency margin of region of bistability), 46.700 kHz, 47.750 kHz).
The contour lines correspond to temperatures starting from 2000 K in 500 K steps. T¯
denotes the mean value of the temperature taken over the interior of the arc tube.
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tube displayed in Figure 12 confirm this effect. The temperature values in the lower
branch, where the impact of AS is insignificant, are practically identical. In the upper
branch almost the same average temperature has been calculated at fe = 47.750 kHz,
where AS is weak. The two remaining temperature values of the upper branch are
essentially lower and, hence, confirm that the drop of the temperature is correlated
with the strength of the AS effect.
In the high temperature region (≥ 3500 K) the electrical conductivity of the arc
tube content increases with the temperature [11, 18]. Therefore, a temperature drop
leads to an increase of the electric resistanceR. Since the power P in the simulations is
kept fixed, the higher resistance is, according to P = U2/R, connected to an increasing
voltage U . This explains the similar behavior of the acoustic pressure and the voltage
drop in Figures 6 and 10.
4.6 Analogy to the Duffing Oscillator
The drop of the temperature discussed in the previous section results in a decrease
of the static pressure P . The pressure, in turn, is closely related to the modulus of
compression K [19]. To make a connection to the Duffing oscillator, we expand K(P )
in a power series around the nominal pressure value P0:
K(P ) = K1 +K2(P − P0) +K3(P − P0)2 + ... (10)
K(P ) and K1 (corresponding to the linear spring constant k1) have the dimension of a
pressure and K3 (corresponding to the cubic stiffness parameter k3) has the dimension
inverse to a pressure. To be compatible to the Duffing oscillator, we set K2 = 0.
The acoustic pressure p corresponds to the displacement y in the Duffing equation.
We tentatively assume that the Equation (7) for the backbone curve can be translated
from the oscillator problem to acoustics. Then we obtain
pP(ΩP) =
√
8K1(ΩP − 1)
3K3
, (11)
where pP stands for the peak acoustic pressure amplitude. This assumption might be
reasonable since the dimensions of Equation (11) match.
In Figure 13 a fit of Equation (11) to the backbone curve of Figure 6 is depicted.
The two fit parameters are ω0 and the ratio K1K3 . The fit is based on the up-ramping data
only, because we cannot expect the Duffing oscillator description to be valid near the
eigenfrequency (see end of Section 4.2). The fit is excellent and the results for the fit
parameters yield f0 = ω0/2pi = 47.79 kHz and K1/K3 = −191.3 kPa2. K1 can
be estimated from c =
√
K1
ρ0
. For an eigenfrequency of about 48 kHz the averaged
speed of sound roughly is 413.6 m/s and the density 24.89 kg/m3. This leads to
K1 ≈ 4258 kPa and K3 ≈ −22.26 kPa−1. The negative sign of K3 is characteristic
for the softening effect.
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Figure 13: Fit of Equation (11) to the backbone curve of Figure 6. The fit is based on
the data depicted with green circles.
5 Conclusions
The behavior of HID lamps near an acoustical eigenfrequency has been examined by
FE simulation and experiment. The numerical and the experimental results show a hys-
teresis well known from the Duffing oscillator with a softening spring: When ramping
the excitation frequency upward/downward the voltage drop between the electrodes
jumps to a higher/lower value at certain critical frequencies, and it seems plausible that
the jumps are the cause of light flicker. The stiffness parameters have been estimated
from a fit to the simulated backbone curve. The results from the model and the exper-
iment are in good accordance, though the impact of AS is strongly underestimated by
the simulations. The observed softening of the restoring force opens ways to cure the
flicker problem of HID lamps: The literature describes measures that can be taken to
counter the softening effect [20, 21, 22]. We hope to solve the light flicker problem in
HID lamps with one of these remedies.
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