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Pursuing The Quantum World
Flat Family Of QFTs And Quantization Of d-Algebras
Jae-Suk Park
Department of Mathematics, POSTECH, Pohang, 790-784, Korea
Dedicated To the Memory of Youngjai Kiem
Exploiting the path integral approach al la Batalin and Vilkovisky, we show
that any anomaly-free Quantum Field Theory (QFT) comes with a family
parametrized by certain moduli space M, which tangent space at the point
corresponding to the initial QFT is given by the space of all observables.
Furthermore the tangent bundle over M is equipped with flat quantum con-
nection, which can be used to determine all correlation functions of the
family of QFTs. We also argue that considering family of QFTs is an in-
evitable step, due to the fact that the products of quantum observables are
not quantum observables in general, which leads to a new ”global” perspec-
tive on quantum world. We also uncover structure of d-algebra in the large
class of d-dimensional QFT. This leads to an universal quantization machine
for d-algebras decorated by algebro-differential-topology of (d+1)-manifolds
as well as a new perspective on differential-topology of low dimensions. This
paper is a summary of a forthcoming paper of this author.
1 Prelude
The physical reality is supposed to be genuinely quantum such that anything
classical, if any, is just an approximated or derived notion. On the other
hand, classical physical theory, historically, came first and, then, certain pro-
cedure called quantization has been adapted to mimic quantum description.
This idea of quantization of classical object or notion is obviously limited,
though it gives us an useful guide of our journey toward genuine quantum
world, if we take educated steps with constant renormalization of our view-
points - namely by pursuing clues left out from quantum world. Only in
”the” end, if any, of such journey we may have proper definition of what
it meant to be Quantum. It seems also reasonable to assume that math-
ematical structures associated with classical physics as shadows of certain
quantum mathematics. This, in particular, implies that essential properties
of supposedly classical world may be understood naturally in the quantum
perspective.
This article is a summary of this author’s pursuit to understand Quan-
tum Fields Theory (QFT) for the last 3 years, which details shall appear
elsewhere [28].
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We shall begin with, in section 2, a reflection on the idea of quantization
in the path integral approach a la Batalin-Vilkovisky (BV) formalism, which
will lead, in section 3, to notion of quantum flat structure on a family of
QFTs. The story goes as follows; In the beginning we may start from cer-
tain classical field theory characterized by a classical action functional with
certain (gauge) symmetry. The BV quantization scheme, then, suggests
to build up, out of the given classical structure, a mathematical structure
dubbed as quantum weakly homotopy Lie (−1)-algebroid, which procedure
is controlled by BV algebra - the odd nilpotent and order 2 BV operator
∆ together ordinary product. A crucial property of the BV operator ∆ is
that it is not a derivation of the product which leads to a problem that the
products of quantum observables of a given QFT are not quantum observ-
ables in general. Then we argue that the above problem can be resolved
by considering family of QFTs parametrized certain moduli space M de-
fined by set of equivalence classes of solutions of the celebrated quantum
master equation. Here the initial QFT is interpreted as a base point o in
M such that certain basis of quantum observables is regarded as a basis of
tangent space to M at the base point o. Now the problem involving prod-
ucts of quantum observables shall be resolved by reaching out to certain
formal (beyond infinitesimal) neighborhood of o in M, introducing certain
quantum products of quantum observables. Then we shall have a system of
differential equations satisfied by generating functional of path integrals for
the family of QFTs.
All of these may be summarized by quantum flat structure, which roughly
suggest to build up a kind of formal graded bundle Q → M equipped with
certain graded flat connection in formal power series of the Planck constant
~ such that path integrals can be described as flat sections. This struc-
ture seems to suggest to find certain completion Q → M including various
degenerated limits of Q→M, where various perturbative QFTs may corre-
sponds to singular points. Unfortunately this author does not have a good
understanding on the above issues.
The section 4 is a sketch of a program to understand a large class of
QFTs on a (d+ 1)-dimensional manifold with or without boundaries. This
section is essentially an elaboration and generalization of this author’s pre-
vious work. Some reflection on (d + 1)-dimensional field theory a la BV
quantization scheme suggests that one may associate pre-QFT on smooth
oriented (d + 1)-manifold with any structure of symplectic (d + 1)-algebra.
On (d + 1)-manifold with boundary the BV quantization scheme suggest
that one can associate a structure of strongly homotopy Lie d-algebroid on
the boundary. This suggest application of (d + 1)-dimensional QFT with
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boundary to deformation theory of so-called d-algebra [23], generalizing the
deformation quantization story of Kontsevich [22]. This section is an elab-
oration and generalization of this author’s previous work [27], where we
assumed much narrow scope. We shall also introduce possible notion of
quantum cobordism.
The pre-QFT constructed from a symplectic s-algebra would become
actual QFT if the set of equivalence class of solutions of Maurer-Cartan
equation is isomorphic to the moduli space M discussed in Section 3, which
notion requires proper definition of the BV operator ∆. It is unfortunate
that this author does not have good understanding in a proper definition of
∆, which notion is the nerve of quantum flat structure. Assuming that we
have a good definition of ∆ our model shall not only provided an universal
(?) quantization machine of d-algebras as well as new arena of differential-
topological invariants of low dimensional manifolds.
For the purpose this article we didn’t present any explicit example adopt-
ing the general program. This author, however, has been implanted the idea
to produce many of known QFTs and numerous new examples for the last
3-years, which already appeared or shall appear in some future publications
[28, 29, 30, 31, 19, 20, 21, 25, 26]. Throughout this paper we shall restrict
to the case, for the sake of simplicity, that a field with even ghost number
U is commuting, while a field with odd ghost number U is anti-commuting
under the ordinary product. This restriction means, in particular, that an
object with ghost number U = 0 is commuting and, thus, excluding phys-
ical fermions. It is straight forward to generalize the results in this paper
including physical fermions.
This author has chosen a rather vague but symbolic title of this article
with an intention.
I would like to dedicate this small work to the memory of Youngjai Kiem.
He was a very good friend of mine and a talented young physicist who passed
away by a tragic accident. His brief but enthusiastic life had been devoted
to, in my humble opinion, pursuing quantum world besides from his late
family and friends. In the last semester of his life he also kindly provided
me a visiting position in KAIST with an excellent research environment.
2 From Classical Field Theory and Its Symmetry
We may view the history of understanding QFT as a long journey toward to
genuine quantum world starting from a small corner near a classical world,
which may be described in terms of certain classical field theory defined by an
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classical action functional s with certain gauge symmetry. In the quantum
theory the central object is not the action functional but Feynman Path
Integral [13]. The gauge symmetry of classical action functional requires
additional fields called Faddev-Popov (FP) ghosts in the path integral [12],
which replace the gauge symmetry to odd global symmetry generated by
BRST (Becchi-Rouet-Stora and Tuytin) charge q, i.e. qs = 0 [4, 39], which
satisfies q2 = 0, in general, modulo classical equations of motion of s. We
can say that the above was the first step toward the world of QFT.
To be brief we begin with the state of arts scheme of quantization pio-
neered by Batalin-Vilkovisky [3], see also [40, 33, 43, 44, 46, 17, 1, 37, 22, 27]
for its various aspects, and look back the history as a revisionist.
2.1 The BV Quantization I
Let {φA} denotes collectively all classical fields, ghosts, anti-ghost multiplets
etc etc, which may be called fields. Here the indices {A} are understood
as both continuous and discrete, or we may say {φA} is certain coordinates
on an infinite dimensional graded space L, where the grading are specified
by an integral ghost number U ∈ Z and an Z2 grading called parity . BV
introduced so called set of anti-fields {φ•A} for each fields such that
U(φA) + U(φ•A) = −1, |φA|+ |φ•A| = 1, (2.1)
where the notation |⋆| means the parity (equivalently the statistics) 0 (even)
or 1 (odd) of the expression ⋆ such that objects with the even parity are
commuting while objects with the odd parity are anti-commuting. The
space of all fields and anti-fields can be viewed as the total space
T ≃ T ∗[−1]L of twisted by [−1] cotangent bundle to L - twisting by [−1]
simply means the convention (2.1) of ghost numbers.1 Then we have a
canonical odd symplectic structure ω of ghost number U = −1 on T , i.e.,
U(ω) = −1 and |ω| = 1. We shall restrict to the case, for the sake of
simplicity, that a field with even (odd) ghost number U is even (odd) parity.
Let T[[~]] be the space of functions on T formal power series in Planck
constant ~ with U(~) = 0, which is also a graded space by the ghost number
U ;
T[[~]] =
⊕
k∈Z
T[[~]]k. (2.2)
1In general T ∗[s]L shall means the conventions U(φA) +U(φ•A) = s and |φ
A|+ |φ•A| =
s mod 2.
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Note that we have ordinary product · carrying U = 0, which is graded
commutative and graded associative, i.e., O1 ·O2 = (−1)|O1|·|O2|O2 ·O1 where
O1,O2 ∈ T[[~]].
BV introduced an order 2 odd differential ∆ operator carrying U = 1
∆”=”(−1)|φA|+1 δ
2
r
δφAδφ•A
, ∆ : T[[~]]k −→ T[[~]]k+1, (2.3)
satisfying
∆2 = 0. (2.4)
We denote δrδφ and
δl
δφ the right and left differentiation, respectively. We
shall also use convention that repeated up and down indices are summed (or
integrated) over.
A BV action functional S ∈ T[[~]]0 is an even function on T in formal
power series of ~ satisfying the celebrated master equation
∆e−S/~ = 0. (2.5)
We should not forget to emphasis that the definition of ∆ is formal or even
symbolic and always requires careful regularization to ensure the crucial
property ∆2 = 0. We shall not care about it at this stage and simply
assume that the space T is equipped with such an operator - but QFT is
largely characterized by ∆.
Being an order 2 differential ∆ is not a derivation of the product;
(−1)|O1|∆(O1 · O2)− (−1)|O1|∆O1 · O2 − O1 ·∆O2 = (O1,O2) , (2.6)
where the bracket (⋆, ⋆), called BV bracket, is identical to the odd Poisson
bracket carrying U = 1 associated with the symplectic structure ω of ghost
number U = −1 on T .;
(⋆, ⋆) : T[[~]]k1 ⊗ T[[~]]k2 −→ T[[~]]k1+k2+1. (2.7)
The BV bracket operation may be expressed as
(O1,O2) =
(
δrO1
δφA
· δlO2
∂φ•A
− δrO1
∂φ•A
· δlO2
∂φA
)
(2.8)
and satisfies
(O1,O2) = −(−1)(|O1|+1)(|O2|+1) (O2,O1) ,
(O1,O2 · O3) = (O1,O2) · O3 + (−1)(|O1|−1)|O2|O2 · (O1,O3) ,
(O1, (O2,O3)) = ((O1,O2) ,O3) + (−1)(|O1|−1)(|O2|−1) (O2, (O1,O3)) .
(2.9)
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Now the master equation (2.5) is equivalent to the following equation
−~∆S + 1
2
(S,S) = 0. (2.10)
Let’s consider the odd Hamiltonian vector QS
QS = (S, . . .), (2.11)
carrying U = 1 as well as the following odd operator KS
KS := −~∆+QS, KS : T[[~]]k −→ T[[~]]k+1, (2.12)
carrying U = 1. The master equation (2.10) implies that
K2S = 0, (2.13)
while Q2S 6= 0 in general. Thus we have the BV complex(
KS,T[[~]] =
⊕
k
T[[~]]k
)
(2.14)
The set of observables of given QFT is identified with set of cohomology
classes of the above BV complex, beautiful! There is another crucial prop-
erty, which looks vexing initially but beautiful, that the productsKS-closed
elements in T[[~]] are notKS-closed in general, since∆ is not a derivation of
products. We note that both QS and ∆ are derivations of the BV bracket.
At this stage we trace back to our starting point in the following two
subsections.
2.2 Quantum Weakly Homotopy Lie (−1)-Algebroid
We consider a solution of master as the formal power series in ~ as
S = S(0) +
∞∑
ℓ=1
~ℓS(ℓ), ∆S(ℓ) =
1
2
∑
r+s=ℓ+1
(
S(r),S(s)
)
for ∀n ≥ 0
(2.15)
such that
0 =
(
S(0),S(0)
)
,
∆S(0) =
(
S(0),S(1)
)
,
(2.16)
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etc. etc. Then one may Taylor expand the each term S(ℓ) around the space
L of fields
S(ℓ) =
∞∑
n=0
M (ℓ)n ,
M (ℓ)n =
∫∑
(m(φ)(ℓ))A1...Anφ•A1 . . . φ
•
An
(2.17)
leading to double infinite sequence of relations
∆M (ℓ)n =
1
2
∑
r+s=ℓ+1
∑
p+q=n
(
M (r)p ,M
(s)
q
)
. (2.18)
For each M
(ℓ)
n one may assign n-poly differential operator m
(ℓ)
n acting on
the n-th tensor product L⊗m of the space L of functions on L such as;
m
(ℓ)
0 :L→ k,
m(ℓ)n :L
⊗n → L, for n ≥ 1
(2.19)
by canonically ”quantization”, i.e., replacing the BV bracket (φA, φ•B) =
δAB to commutators of operators [φ̂
A, φ̂•B ] = δ
A
B; naively φ̂
B = φB and
φ̂•A =
δ
δφA
. In this way we have following double infinite sequence
s q m
(0)
2 m
(0)
3 · · ·
m
(1)
0 m
(1)
1 m
(1)
2 m
(1)
3 · · ·
m
(2)
0 m
(2)
1 m
(2)
2 m
(2)
3 · · ·
...
...
...
... · · ·
(2.20)
where we denoted
m
(0)
0 = s,
m
(0)
1 = q.
(2.21)
It is not difficult to check m
(ℓ)
n carry ghost number U = n for ∀ℓ. For
instance s and q have the ghost number U = 0 and U = 1, respectively.
We consider the classical master equation;(
S(0),S(0)
)
= 0, (2.22)
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which can be decomposed as
∑
p+q=m
(
M
(0)
p ,M
(0)
q
)
= 0 for ∀n ≥ 0 , i.e.,
0 = −
(
M
(0)
0 ,M
(0)
1
)
,
1
2
(
M
(0)
1 ,M
(0)
1
)
= −
(
M
(0)
0 ,M
(0)
2
)
,(
M
(0)
1 ,M
(0)
2
)
= −
(
M
(0)
0 ,M
(0)
3
)
,
1
2
(
M
(0)
2 ,M
(0)
2
)
+
(
M
(0)
1 ,M
(0)
3
)
= −
(
M
(0)
0 ,M
(0)
4
)
,
... =
...
(2.23)
We define a structure of weakly homotopy Lie (−1)-algebroid on L by the
sequence
s, q,m
(0)
2 ,m
(0)
3 , · · · (2.24)
associated with a solution of the tree level master equation (2.23).2 In more
familiar terminology s, which is a function on L, is nothing but the classical
action functional from which we may have been started. We also note that
s = lim
~→0
S|L. (2.25)
The first order differential operator q with ghost number U = 1 is the BRST
operator, which equivalent to an odd vector field on L. The first relation
in RHS of (2.23) is the familiar BRST invariance of the classical action
functional
qs = 0. (2.26)
The second relation in RHS of (2.23) implies that nilpotency of the BRST
operator q may be violated up to the equation of motion of s
q2(anything) = −m(0)2 (s, anything) ∝ δs. (2.27)
Thus BV quantization suggests to find the whole sequence (2.24) of a struc-
ture of weakly homotopy Lie (−1)-algebroid from the classical action func-
tional s and its symmetry. Such a procedure would produce the tree level
2The terminology weakly homotopy Lie (−1)-algebroid is a composition from the no-
tions of (weakly or strongly) homotopy Lie algebra, d-algebra, and Lie algebroid. Strongly
homotopy algebra has been first introduced by Stasheff [35]. For the notion of d-algebra
with d = 2, 3, . . . see Kontsevich [23]. Lie algebroid may be regarded as the infinitesimal
of Lie groupoid, (see Weinstein for an introduction). The relation between solution clas-
sical master equation (2.22) and homotopy algebra seems to be trace back to Witten [44],
Zwiebach [46] and to Alexandrov et. al., [1].
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BV action functional S(0) satisfying the first equation in (2.16). Then one
should check if ∆S(0) = 0 and, otherwise, find S(1) satisfying the second
equation in (2.16), etc. etc.
We may also combine the sequence (m
(0)
n ,m
(1)
n ,m
(2)
n , · · ·) as
mn = m
(0)
n +
∞∑
ℓ=1
~ℓm(ℓ)n (2.28)
such that
m0 :L→ k[[~]],
mn :L[[~]]
⊗n → L[[~]], for n ≥ 1 (2.29)
We may call the sequence (m0,m1,m2,m3, · · ·) a structure of quantum
weakly homotopy Lie (−1)-algebroid on L, which classical limit ~ = 0 is the
structure (s, q,m
(0)
2 ,m
(0)
3 , · · ·) of weakly homotopy Lie (−1)-algebroid on
L. We may say that construction of quantum weakly homotopy Lie (−1)-
algebroid is equivalent to defining a quantum field theory. Such a strategy
has been first adopted by Zwiebach in his construction of string field theory
[46]. Note that, for Zwiebach, non-vanishing s corresponds to non-conformal
background.
2.3 Symmetry and Anomaly: Resolutions and Obstructions
2.3.1 Gauge Symmetry and Resolutions
Now we bring out an important issue, that we ignored so far, which is
actually related with the historical introduction of FP ghosts and the notion
of consistent anomaly.
Let’s return to a solution S(0) ∈ T0 to the classical master equation. We
know that another solution S′(0) ∈ T0 the classical master equation gives
rise to the equivalent physical theory if S′(0) is related with S(0) ∈ T0 by the
ghost number and the parity preserving canonical transformation. Such a
canonical transformation would be generated by an odd element Ψ ∈ T−1.
We also note that, since the BV bracket has U = 1,
(⋆, ⋆) : T−1 ⊗ T−1 −→ T−1, (2.30)
which means, together with the 1st and the 3rd relations in (2.9), that the
BV bracket endows a structure of Lie algebra on T−1. Related to the above
the following, ghost number preserving, adjoint action by Ψ ∈ T−1
eadΨ ◦ (⋆) = ⋆+ (Ψ, ⋆) + 1
2!
(Ψ, (Ψ, ⋆)) + . . . (2.31)
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is equivalent to the canonical transformation. Now we may define moduli
space N of classical BV action functional by
N =
{
S(0) ∈ T0|
(
S(0),S(0)
)
= 0/ ∼
}
(2.32)
where the equivalence ∼ is defined by the adjoint action by Ψ ∈ T−1. Then
a given QFT, modulo equivalence, with classical BV action functional S
(0)
o ,
corresponds to a point o ∈ N. Note that a tangent vector to o ∈ N is
Ker Q
S
(0)
o
modulo the infinitesimal version of the adjoint action (2.31). It
follows that the ghost number U = 0 part of Q
S
(0)
o
-cohomology corresponds
to tangent space ToN to the point o ∈ N, provided that N is smooth (around
o).
We observe that the adjoint action adΨ(S
(0)
o ) fixes S
(0)
o if Ψ ∈ Ker Q
S
(0)
o
∩
T−1, i.e,
Q
S
(0)
o
Ψ ≡
(
S(0)o ,Ψ
)
= 0. (2.33)
In other words the canonical transformation generated by an element of
Q
S
(0)
o
-cohomology H−1Q
S
(0)
o
in T−1 is gauge symmetry of the classical BV
action functional S
(0)
o .3 Also the nontrivial QS(0)o
-cohomology classes in
T−1 are related with sigularities the moduli space N (around o), since the
the correponding adjoint action (2.31) fix S
(0)
o .
In our presentation so far we assumed implicitly that H−1Q
S
(0)
o
is trivial.
It is, however, certainly true that H−1Q
S
(0)
o
may be non-trivial in general.
It is, thus, more precise to say that we assumed suitable trivialization or
resolution, which notion shall be discussed briefly.
Let {Υ(0)a } be a basis of H−1Q
S
(0)
o
. Then we introduce dual basis {Ca} with
ghost number U = 1 and regard as a set of new fields called ghosts. We
also introduce a set {C•a} of anti-fields with ghost number U = −2 for
the ghosts {Ca}. Then extend T to T˜ = T × T ∗[−1]
(
H−1Q
S
(0)
o
[1]
)
and the
BV bracket (⋆, ⋆) to (˜⋆, ⋆). We note that {Υ(0)a } are, in general, functional of
both the original fields and anti-fields (φA, φ•A). Since the BV bracket
endows a structure of Lie algebra on T−1 and since QS(0)o
is a derivation of
3Note that the obvious invariance generated by Ψ ∈ ImQ
S
(0)
o
∩ T−1 is so called fake
symmetry.
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the bracket, we have a structure of Lie algebra on H−1Q
S
(0)
o
such that
(
Υ(0)a ,Υ
(0)
b
)
= f cabΥ
(0)
c mod ImQS(0)o
, (2.34)
with certain structure ”constants” f cab = −f cba.4 Then we may extend S(0)o
to S˜
(0)
o as follows
S˜
(0)
o = S
(0)
o + C
a
aΥ
(0) +
1
2
CaCbf cabC
•
c , (2.35)
which satisfies
(
S˜
(0)
o , S˜
(0)
o
)
= 0 from the relation (2.34) and its Jacobi iden-
tity as the BV bracket is Lie bracket on T−1. Now we have odd nilpotent
Hamiltonian vector field Q
S˜
(0)
o
=
(
S˜
(0)
o , . . .
)
on T˜ . Then we need to check
if H−1
Q˜
S˜
(0)
o
is trivial. Otherwise we need to repeat the above procedure until
we get trivial U = −1 cohomology.
We may call the above procedure small resolution (T˜ , S˜
(0)
o ) of the pairs
(T ,S
(0)
o ). Now we turn to the another source of obstruction in N.
2.3.2 Constent Anomaly and Obstruction
For a given solution S
(0)
o we consider nearby solution S
(0)
o + δS
(0), where
δS(0) ∈ H0Q
S
(0)
o
. It is obvious not every δS(0) can be the actual tangent
vector of N at o since
(
δS(0), δS(0)
)
6= 0, in general. Let {O(0)a } be a
basis of H0Q
S
(0)
o
and set δS(0) = taO
(0)
a , where {ta} be the dual basis with
{|ta|} = {0}. We note that we may have(
O(0)a ,O
(0)
b
)
= ccabO
(0)
1c +QS(0)o
O
(0)
ab ∈ Ker QS(0)o ∩ T1 (2.36)
where O
(0)
1c ∈ H1Q
S
(0)
o
. It is obvious that there are no second order (in {ta})
corrections to S
(0)
o + taO
(0)
a to satisfy the classical master equation modulo
4Each component of {fcab} can be even function, in general, with ghost number U = 0.
The Jacobi identity of BV bracket suggest that one may regard the pairts ({fcab}, {(Υ
(0)
a })
as structure of Lie algebroid over graded space. Remark that we are talking about minimal
model here such that we also need to introduce anti-ghost multiplets for each ghost Ca
and their anti-fields.
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the third order terms in {ta} unless
(
O
(0)
a ,O
(0)
b
)
are Q
S
(0)
o
-exact. Thus
H1Q
S
(0)
o
∩
(
H0Q
S
(0)
o
,H0Q
S
(0)
o
)
is obstruction of N.
Let’s assume, temporarily, that H1Q
S
(0)
o
is trivial. Then S
(0)
o + taO
(0)
a +
1
2 t
atbO
(0)
ab solves the classical master equation modulo 3rd order terms in
{ta};
tatbtc
(
O(0)a ,O
(0)
bc
)
. (2.37)
To find the next order the above term should be Q
S
(0)
o
-exact. It is suffice to
show that the above is Q
S
(0)
o
-closed as H1Q
S
(0)
o
is trivial. Note that
Q
S
(0)
o
(
O(0)a ,O
(0)
bc
)
=
(
O(0)a ,QS(0)o
O
(0)
bc
)
=
(
O(0)a ,
(
O
(0)
b ,O
(0)
c
))
(2.38)
It follows that
tatbtcQ
S
(0)
o
(
O(0)a ,O
(0)
bc
)
= tatbtc
(
O(0)a ,
(
O
(0)
b ,O
(0)
c
))
= 0, (2.39)
where we used, in the last equality, the Jacobi-identity of BV bracket on
T0 ⊗ T0 ⊗ T0. Now by repeating the similar procedure iteratively one may
establish the existence of solution of classical master equation in the form
S(0)(t) = S(0)o + t
aO(0)a +
∞∑
n=2
1
n!
ta1 . . . tanO(0)a1...an . (2.40)
We recall that H1Q
S
(0)
o
is known to be also related with 1-loop anomaly
A
(1)
o , defined in the BV language by the formula;
A
(1)
o =∆S
(0)
o −QS(0)o S
(1)
o , (2.41)
namely the 1st obstruction for the classical BV action functional S
(0)
o to
be extended to quantum BV action functional (see (2.16)). We note that(
S
(0)
o ,∆S
(0)
o
)
≡ Q
S
(0)
o
∆S
(0)
o = 0, since ∆ is a derivation of BV bracket
and
(
S
(0)
o ,S
(0)
o
)
= 0. It follows, from (2.41), that
Q
S
(0)
o
A
(1)
o = 0, (2.42)
which is equivalent to so called Wess-Zumino consistency condition for anom-
aly [45]. It follows that, if H1Q
S
(0)
o
is trivial, the 1-loop anomaly vanishes -
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A
(1)
o is a Q
S
(0)
o
-exact expression, if non-vanishing, and we may simply mod-
ify S
(1)
o in (2.41). It is shown by Troost et. al. [40] that under the same
condition the all loop anomaly Ao =
∑∞
ℓ=1 ~
ℓ
A
(ℓ)
o also vanish, or, equiv-
alently, for the given solution S
(0)
o of classical master equation there exist
solution
So = S
(0)
o +
∞∑
ℓ=1
~ℓS(ℓ)o , (2.43)
of quantum master equation if H1Q
S
(0)
o
is trivial.
2.3.3 From classical observables to quantum observables
Here we take a brief look at the condition for KS-cohomology classes (that
of the BV complex (2.14)). Consider
QS = (S, . . .) =
∞∑
n=0
~nQ
S(n)
=
∞∑
n=0
~n
(
S(n), . . .
)
, (2.44)
so that the condition KSO has the following decompositions
KSO = 0 =⇒

Q
S(0)
O(0) = 0,
−∆O(0) +Q
S(1)
O(0) +Q
S(0)
O(1) = 0,
...
(2.45)
We note that Q2
S(0)
= 0 due to the tree level master equation in (2.16).
Thus, to find a solution KSO = 0, we may start from QS(0)O
(0) = 0. Note
that O′ would be KS-exact if there exists Λ = Λ
(0) +
∑∞
n=1 ~
nΛ(n) such
that
O′ = KSΛ =⇒

Q
S(0)
Λ(0) = O′(0),
−∆Λ(0) +Q
S(1)
Λ(0) +Q
S(0)
Λ(1) = O′(1),
...
(2.46)
Thus to find KS cohomology classes we may start from cohomology of the
following complex (
Q
S(0)
,T =
⊕
k
Tk
)
. (2.47)
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But we see that building a representative KS cohomology class from aQS(0)
cohomology class is an elaborated as well as complicated procedure. We may
ask why QFT instruct us to do such procedure, which an answer would be
given, implicitly, in a later part of this notes.
We shall call an element of cohomology of the complex (2.47) a classical
observable, while an element of cohomology of the complex (2.14) quantum
observables. We may also call a solution S(0) of the classical master equa-
tion (2.22) classical (BV) action functional while a solution S of the master
equation (2.5) quantum (BV) action functional. We may say that quantiz-
ablity of a classical theory means that (assuming the existence of ∆), the
existence of quantum (BV) action functional as well as a quasi-isomorphism
between the quantum BV complex (2.14) to the classical complex (2.47).
Now we shall clarify the last statement. Consider a classical observ-
able O(0). The 1st obstruction B(1) to have the corresponding quantum
observable is, from (2.45);
B(1) = −∆O(0) +Q
S(1)
O(0) +Q
S(0)
O(1). (2.48)
We can show thatQ
S(0)
B(1) = 0 as follows; to begin with we have
(
S(0),O(0)
)
=
0 implying (
∆S(0),O(0)
)
+
(
S(0),∆O(0)
)
= 0, (2.49)
as ∆ is a derivation of the BV bracket. From the quantum master equation
∆S(0) =
(
S(0),S(1)
)
, we have((
S(0),S(1)
)
,O(0)
)
+
(
S(0),∆O(0)
)
= 0. (2.50)
Now we note that
Q
S(0)
B(1) ≡
(
S(0),B(1)
)
= −
(
S(0),∆O(0)
)
+
(
S(0),
(
S(1),O(0)
))
(2.51)
From
(
S(0),O(0)
)
= 0 and the Jacobi-identity of BV barcket, we have(
S(0),
(
S(1),O(0)
))
= −
((
S(0),S(1)
)
,O(0)
)
. (2.52)
Thus we have Q
S(0)
B(1) = 0. Then the situation is exactly like the 1-loop
anomaly we discussed before, and the absense of 1-loop anomaly implies
that B(1) = 0. The similar argument can be extended to all the higher order
terms in ~. Consequently the existence of quantum BV action functional also
implies existence of quasi-isomorphism between the classical and quantum
BV complexes as well.
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2.4 Family of QFTs
Now we are going to show that the deformed solution S(0)(t), defined by
(2.40), of the classical master equation can be also quantum corrected as
follows
S(t) =S(0)(t) +
∞∑
ℓ=1
~ℓS(ℓ)(t)
=S(0)o + t
aO(0)a +
∞∑
n=2
1
n!
ta1 . . . tanO(0)a1...an
+
∞∑
ℓ=1
~ℓ
(
S(ℓ)o + t
aO(ℓ)a +
∞∑
n=2
1
n!
ta1 . . . tanO(ℓ)a1...an
) (2.53)
to satisfy quantum master equation if H1Q
S
(0)
o
is trivial.
The 1-loop anomaly for the deformed theory is
A
(1)(t) =∆S(0)(t)−Q
S(0)(t)S
(1)(t), (2.54)
whereQ
S(0)(t) =
(
S(0)(t), . . .
)
andA(1)(t) = A
(1)
o +
∑∞
n=1
1
n! t
a1 . . . tanA
(1)
a1...an .
We have
A
(1)
o =∆S
(0)
o −QS(0)o S
(1)
o ,
taA(1)a = t
a∆O(0)a − ta
(
O(0)a ,S
(1)
o
)
− taQ
S
(0)
o
O(1)a ,
tatbA
(1)
ab = t
atb∆O
(0)
ab − tatb
(
O(0)a ,O
(1)
b
)
− tatb
(
O
(0)
ab ,S
(1)
o
)
− tatbQ
S
(0)
o
O
(1)
ab ,
(2.55)
etc. Based on the relation
(
S(0)(t),S(0)(t)
)
= 0 and
(
S(0)(t),∆S(0)(t)
)
=
0, it can be shown that
Q
S
(0)
o
A
(1)
o = 0,
Q
S
(0)
o
A
(1)
a = (O
(0)
a ,Ao),
Q
S
(0)
o
A
(1)
ab =
(
O
(0)
ab ,A
(1)
o
)
+
(
O(0)a ,A
(1)
b
)
+
(
A
(1)
a ,O
(0)
b
)
,
(2.56)
etc. Since H1Q
S
(0)
o
= 0 leading to A
(1)
o = 0, we have Q
S
(0)
o
A
(1)
a = 0 leading to
A
(1)
a = 0. Using A
(1)
o = A
(1)
a = 0 we have QS(0)o
A
(1)
ab = 0 leading to A
(1)
ab = 0.
Using induction it can be shown that A(1)(t) = 0. Adopting the similar
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procedure it can be shown that the all-loop anomaly A(t) =
∑∞
ℓ=1A
(ℓ)(t)
also vanishes.
In summary we see that two possible obstruction of the moduli space
N in the neighborhood of o ∈ N are H−1Q
S
(0)
o
and H1Q
S
(0)
o
, which are related
with symmetry and anomaly, respectively. Assuming the small resolution
the moduli space N in the neighborhood of o ∈ N is unobstructed and
the tangent space ToN is isomorphic to H
0
Q
S
(0)
o
provided that there is no
anomaly. In other words the absence of anomaly in QFT implies that a
QFT come with family, which property shall be crucial in the next section.
2.4.1 Generalization
Now we consider an natural generalization the above picture. We may de-
compose the space T = Teven ⊕ Todd into the U = even and U = odd
subspaces. We have
(⋆, ⋆) : Todd ⊗ Todd −→ Todd, (2.57)
which means that the BV bracket endows a structure of graded Lie algebra
on Todd. Then we have the parity preserving adjoint action generated by
elements of Todd. Now we allow classical BV action functional to be an
element of Teven in general and define extended moduli space M by
M =
{
S(0) ∈ Teven|
(
S(0),S(0)
)
= 0/ ∼
}
(2.58)
where the equivalence ∼ is defined by the adjoint action by elements in Todd.
We choose a base point o ∈ N ⊂ M and the corresponding classical BV
action functional S
(0)
o ∈ T0 ⊂ Teven. Let {Υ(0)m } be a basis of HoddQ
S
(0)
o
. Then
we have the structure of Lie algebra on HoddQ
S
(0)
o
such that
(
Υ(0)m ,Υ
(0)
n
)
= f rmnΥ
(0)
r mod ImQS(0) , (2.59)
with certain structure ”constants” f rmn = −f rnm..5 We extend T to
T˜ = T × T ∗[−1]
(∏
k∈Z
H
−(2k+1)
Q
S
(0)
o
[2k + 1]
)
(2.60)
5Each component of {frmn} can be even function, in general, with ghost number
U = even. The Jacobi identity of BV bracket suggest that one may regard the pairts
({frmn}, {(Υ
(0)
m }) as structure of graded Lie algebroid over graded space.
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by introducing generalized ghosts fields {Cm} such that
U(Cm) + U(Υ(0)m ) = 0, |Cm|+ |Υ(0)m | = 0, (2.61)
and their antifields {C•m}. Then we extend S(0)o to S˜
(0)
o ;
S˜
(0)
o = S
(0)
o + C
mΥ(0)m +
1
2
CmCnf rmnC
•
r (2.62)
which satisfies the classical master equation. Then we need to check if
Hodd
Q˜
S˜
(0)
o
is trivial. Otherwise we need to repeat the above procedure until we
get trivial cohomology for odd elements.
We may call the above procedure an extended resolution. From now on
we assume that (T ,S(0)) had been already resolved in the extended sense.
Let {O(0)α } be a basis of ⊕H•Q
S
(0)
o
= HevenQ
S
(0)
o
and {ta} be the dual basis with
U(tα)+U((O)
(0)
α ) = 0 and |tα|+ |O(0)α | = 0. Then the tangent space ToM is
isomorphic to ⊕•H•Q
S
(0)
o
and there exist another solution of classical master
equation given by
S
(0) = S(0)o + t
αO(0)α +
∞∑
n=2
1
n!
tα1 . . . tαnO(0)α1...αn , (2.63)
which can be found by following the similar procedure described before.
Applying the same reasoning as before we conclude that there exist solution
S = S(0) + ~S(1) + O(~2) of quantum master equation. Thus the extended
moduli space M is smooth in the neighborhood of o.
2.5 The BV Quantization II
End of digression and we turn to the partition function of the theory is
defined by
Z(~)[L] =
∫
L
dµ e−S/~, (2.64)
where L is a Lagrangian subspace and dµ is its ”measure”. The master
equation is the condition that the Z(~) depends only on the homology class
[L] of L.6 The master equation for S also implies that the partition function
6On might argue that the ”measure” dµ is ambiguous and ill defined. We should, how-
ever, note that L, the space of all fields that we start with, is typically affine (linear)
graded space, which has ”standard measure”,
∏
dφA, though infinite product. Further-
more the actual measure is dµe−S/~
∣∣∣
L
, which may be viewed as a top form on L. In other
words the BV quantization scheme want to achieve good notion of cohomology class by
carefully defining S.
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is independent to canonical transformation connected to identity generated
by so called gauge fermion;
Γ = Γ(0) +
∞∑
ℓ=1
~ℓΓ(ℓ) ∈ L[[~]]−1, (2.65)
which is an odd function, with ghost number U = −1, on L in formal
power series in ~. Then we may choose suitable representative in the middle
dimensional cohomology class
[
dµ e−S/~
]
in T such that the path integral
has good behavior. Equivalently one can choose suitable representative in
the middle dimension homology class [L]. The above procedure is called
gauge fixing. We note that the two inequivalent QFTs may share the same
or equivalent BV action functional and T , while correspond to choosing
two inequivalent Lagrangian subspaces. We note that the problem we are
dealing with has close analogue in defining pairings between homology and
cohomology classes in the finite dimensional manifold.
Thus, in practice, we may choose a simple Lagrangian subspace L, like
the space of all initial fields, and a good gauge fermion Γ ∈ L[[~]]−1. After
the canonical transformation we have so called gauge fixed action functional
S[L] =m0 +m1(Γ) +
∞∑
n=2
1
n!
mn (Γ, · · · ,Γ)
=s+ qΓ(0) +
∞∑
n=3
1
n!
m(0)n
(
Γ(0), · · · ,Γ(0)
)
+ O(~),
(2.66)
where S[L] := S
Γ|L ∈ L[[~]]0, so that Z(~)[L] =
∫
L
dµ e−S[L]/~.
Remark that in the semi-classical limit ~→ 0 and the case thatm(0)n = 0
for ∀n ≥ 2 the gauge fixed action functional becomes s + qΓ(0) exactly as
in the familiar BRST quantization. In such a case we have qs = q2 = 0 by
construction. The above also show that the path integral is independent to
gauge choice in the BRST quantization, which proof seems to be the original
motivation of Batalin-Vilkovisky.
We also note that it may also possible that the gauge fixed action func-
tional (2.66) can be zero;
m0 +m1(Γ) +
∞∑
n=2
1
n!
mn (Γ, · · · ,Γ) = 0, (2.67)
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i.e., the Maurer-Cartan equation of quantum weakly homotopy Lie (−1)-
algebroid. The above condition implies that the operator (m1)Γ defined
by
(m1)Γ := m1 +
∞∑
n=2
1
(n− 1)!mn (Γ, · · · ,Γ, ) (2.68)
satisfies that
(m1)
2
Γ = 0. (2.69)
Then (m1)Γ may be used to define physical states by its cohomology.
7
The similar argument can be applied to expectation value of observ-
able. An observable is KS = −~∆ + QS closed function O = O(0) +∑∞
n=1 ~
nO(n) ∈ T[[~]] on T in the formal power series of ~;
KSO = 0. (2.70)
The expectation value of such an O is denoted by
〈O〉[L] =
∫
L
dµ Oe−S/~ (2.71)
Then we have a fundamental identity
〈O +KSΛ〉[L] = 〈O〉[L] (2.72)
namely the expectation value depends only on the KS cohomology class
(and on the homology class of [L] of L. The above identity of BV is gener-
alization of identities in QFT like those of Slavanov-Taylor, Ward-Takasaki
and Zinjustin. We may take an alternative view such that the above iden-
tity as a necessary condition to have a proper definition of path integral,
namely a representative of homology class [L] should be chosen to ensure
〈KSΛ〉[L] = 0. It is clear that two inequivalent QFTs may have the equiv-
alent BV model but correspond to two inequivalent Lagrangian subspaces
as the space of fields. More precisely path integrals of a BV model de-
fine certain ”periods”8 matrix of pairing between homology and cohomology
classes, while each of its matrix element has been, traditionally, referred as
path integral of a certain QFT.
7In Zwiebach’s string field theory [46] non-zero s = m
(0)
0 in m0 =
∑
∞
ℓ=0 ~
ℓm
(ℓ)
0 cor-
responds to non-conformal background. Then the condition (2.67) may be interpreted as
the equation for moduli space of conformal background. We also remark that an equa-
tion similar to the semi-classical version of the equation (2.67) also appears in the Floer
homology of Lagrangian intersection in the work of Fukaya et. als. [14] as condition for
vanishing obstruction for Floer homology, where the semi-classical version of (m1)Γ is
interpreted as correct Floer boundary operator. We also remark that the semi-classical in
the above contexts correpond to genus zero in string theory.
8It may be worth to remark that path integrals of QFT with finite dimensional field
19
3 Reaching Out To One’s Family
The BV quantization scheme suggests us to work out all KS cohomology
classes (quantum observables) and study their expectation values via path
integral. One of the most crucial purpose of QFT is to understand corre-
lation functions, which are, naively, the expectation values of products of
observables. Here, the BV quantization scheme introduce a vexing prob-
lem that products of quantum observables are not quantum observables in
general (comments below (2.14) that products of KS cohomology classes
are not, in general, Kernel of KS
9 ), meaning that the expectation value of
products of quantum observables may depend on continuous variations of
Lagrangian subspace (or gauge choice). We shall see the above problem is
actually a clue suggesting that we need to find family QFTs. The upshot
is that QFTs come with a family parametrized by certain moduli space and
every path integrals of a given QFT belonging to such a family means reach-
ing out to its neighborhood. If so QFT(s) should eventually be understood
in its totality.
Let {Oα} be a basis of all KS cohomology classes among elements in
T[[~]]. Being an observable, KSOα = 0, we have
∆
(
Oαe
−S/~
)
= 0, since ∆e−S/~ = 0. (3.1)
The above relation strongly suggests that evaluation the expectation val-
ues of observables corresponds to infinitesimal deformation of given QFT,
characterized by given S and T . Let’s consider the following would be
”generating functional”
Z(~)~t =
∫
L
dµe−(S+t
αOα)/~, (3.2)
where {tα} be the dual basis of {Oα} such that |tα| = −|Oα|. Then the
expectation value of observable is
〈Oα〉 = −~∂Zt
∂tα
∣∣∣∣
{~t}={~0}
(3.3)
space (or 0 + 0 dimensional QFT) is closely related to the exponential period considered
briefly in the exposition of Kontsevich-Zagier [24]. The quantum flat structure we will talk
about in the next section, then, may be translated into theory of (extended) variations of
exponential periods.
9This also implies that one should work at the level of quantum BV complex rather
than its cohomology, which view shall not be elaborated in this notes.
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Thus the ”generating functional” might contains all the information of ex-
pectation values. Now we consider the expectation value of products of two
observables, which may be written as
〈OαOβ〉 = ~2 ∂
2Zt
∂tβ∂tα
∣∣∣∣
{~t}={~0}
. (3.4)
We recall, however, that the product of two observables is not an observ-
able in general as KS is not a derivation of product, which obstruction is
measured by the BV bracket (Oα,Oβ). Thus the naive definition (3.2) of
generating functional is not correct. The problem is that the path integral
(3.2) is ill defined as the S+ tαOα satisfies the master equation, in general,
only up to the first order in {tα}.
Instead we seek for solution S({tα}) of the master equation
−~∆S({ta}) + 1
2
(
S({ta}),S({tα})
)
= 0. (3.5)
such that
S({ta}) = S + tαOα +
∞∑
n=2
1
n!
tα1 · · · tαnOα1···αn , |S({ta})| = 0, (3.6)
where S may be regarded the initial condition and {Oα} as infinitesimal
deformations. Then we have an well-defined generating functional
Z({tα}) =
∫
L
dµ e−S({t
α})/~, (3.7)
which contains all information of QFT defined by the BV action functional
S = S(~t = ~0).10
For simplicity in notation we shall denote S = S({tα}) and Z = Z({tα}),
such that
Z =
∫
L
dµ e−S/~, −~∆S+ 1
2
(S,S) = 0, S|~t=~0 = S. (3.8)
10At this point one might ask if solutions of master equation (3.5) always exists for a
given field theory such that the first order is spanned by a basis of all KS -cohomology
classes. The answer would be certainly ”No” in general, but the answer should be ”Yes”
for a QFT that, if otherwise, our starting point is wrong or we need some modifications
and extensions until the answer is Yes (see Section 2.4). This is part of our demand of
”renormalized” quantizablity.
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Note that the master equation implies that
KS := −~∆+QS, where QS := (S, . . .) (3.9)
satisfies
K
2
S = 0. (3.10)
Then we have the corresponding identity;∫
L
dµ (KS(anything)) e
−S/~ = 0. (3.11)
Now let’s apply derivative ∂∂tα to the master equation (the middle equation
in (3.8)) to obtain
−~∆Sα + (S,Sα) = 0 (3.12)
where Sα :=
∂S
∂tα . Thus {Sα} span, at least, subspace of KS cohomology
group. It is obvious that KSSα
∣∣∣∣
~t=~0
= 0, leading to KSOα = 0, where
Oα = Sα|~t=~0.
From the definition of Z we have
~Zα = −
∫
L
dµ Sαe
−S/~ (3.13)
where
Zα :=
∂Z
∂tα
. (3.14)
From (3.13) we also have
~2
∂Zα
∂tβ
=
∫
L
dµ
(
−~∂Sα
∂tβ
+ SβSα
)
e−S/~ (3.15)
Then we check if the expression
(−~∂Sα
∂tβ
+ SβSα
)
is also KS-closed. From
(3.12), after taking derivative ∂
∂tβ
we have
−~∆∂Sα
∂tβ
+
(
S,
∂Sα
∂tβ
)
+ (Sβ,Sα) = 0. (3.16)
It follows, further using (2.6) and (3.12), that
KS
(
−~∂Sα
∂tβ
+ SβSα
)
= 0. (3.17)
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3.1 Quantum Algebra of Observables at Base Point
We may regard the master equation (3.5) defines formal neighborhood of
the initial QFT defined by S in certain moduli space M of family of QFTs
such that the initial QFT is a (classical) base point o and the given basis
{Oa} of KS-cohomology is a basis of tangent space ToM at o ∈ M. Then
the dual basis {tα} of KS-cohomology can be regarded as a local coordinate
system around the base point o. Now we want to characterize expectation
values of all observables and their correlation functions of the initial QFT.
The condition (3.17) implies that(
KS
(
−~∂Sα
∂tβ
+ SβSα
)) ∣∣∣∣
~t=0
= 0. =⇒KS (−~Oαβ +OβOα) = 0.
(3.18)
That is (−~Oαβ+OβOα) is KS-closed while (OβOα) may not. Since {Oα}
is a (complete) basis of KS-cohomology we have
−~Oαβ +OβOα = AγαβOγ +KSΛαβ (3.19)
for some structure constants {Aγαβ}, in formal power series of ~, and for
some Λαβ ∈ T[[~]]. It follows that
〈OβOα〉~t=0 = Aγαβ 〈Oγ〉~t=0 + ~ 〈Oαβ〉~t=0 . (3.20)
We note that the structure constants {Aγαβ} are independent to any choice of
Lagrangian subspace. The expectation value 〈Oγ〉~t=0 depends on homology
class of Lagrangian subspace, where we integrated over. One the other
hand both 〈OβOα〉~t=0 and ~ 〈Oαβ〉~t=0 depends on variation of Lagrangian
subspace even within the same homology class, which dependence cancel
with each others. The formula (3.20) is very suggestive as the correlation
function (LHS of (3.20)) of two observables Oα and Oβ involve expectation
values of all observables and something shared only by two of them.11
In general, a solution (3.6) of the master equation (3.5) leads to ”quan-
tum” products of observables defined by
an (Oα1 , . . . ,Oαn) = e
S/~
(
~n∂n
∂tαn . . . ∂tα1
)
e−S/~
∣∣∣∣
~t=0
(3.21)
such that KSan(Oα1 , . . . ,Oαn) = 0, which implies that
an (Oα1 , . . . ,Oαn) = A
γ
α1...αnOγ +KSΛα1...αn . (3.22)
11Compare with the classical limit ~ = 0;
〈
O
(0)
β O
(0)
α
〉
= A
(0)γ
αβ
〈
O
(0)
γ
〉
, where O =
O(0) + ~O(1) + . . . and A = A(0) + ~A(1) + . . ..
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For examples we have
a2(Oα,Oβ) =OαOβ − ~Oβα,
a3 (Oα,Oβ,Oγ) =OαOβOγ + ~(OαγOβ +OαOβγ +OγβOα)
− ~2Oγβα
(3.23)
We note that all the structure constants {Aα1...αn}, n ≥ 2, are independent
to any choice of Lagrangian subspace.
It follows that we have a sequence of multiplication maps from KS-
cohomology to Ker KS. Let HKS be space of KS-cohomology classes.
Then we have the following multi-linear maps, n ≥ 2
an : H
⊗n
KS
−→ Ker KS (3.24)
and associated [an]~t=0
[an]~t=0 : H
⊗n
KS
−→HKS ,
[an (Oα1 , . . . ,Oαn)]~t=0 = A
γ
α1...αn [Oγ ]~t=0.
(3.25)
It follows that 〈
an (Oα1 , . . . ,Oαn)
〉
~t=0
= Aγα1...αn
〈
Oγ
〉
~t=0
, (3.26)
Symbolically
< an >~t=0: H
⊗n
KS
−→ k[[~]] (3.27)
which map depends on homology class of Lagrangian subspace that we in-
tegrate over.
Consequently the path integrals can be determined completely by the
expectation values {〈Oα〉~t=0} and all the structure constants {Aγα1...αn}, n ≥
2. The former data depends only homology class of Lagrangian subspace,
while the later data can be determined completely by working out algebra
of KS-cohomology classes without doing path integrals. As we mentioned
before inequivalent choices of Lagrangian subspaces as the spaces of fields
correspond to different QFTs in the traditional sense.
In this subsection we used a deformed solution master equation with
infinitesimals given by KS-cohomology classes rather passively. We shall
see that one can do much better than that.
Now we are interested in the path integrals of the theory defined by the
deformed BV action functional S in (3.6). It is obvious that the deformed
partition function Z in (3.7) contains all the information about the initial
QFT.
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3.2 Quantum Flat Structures
Now we assume that {Sα} form a complete basis of KS-cohomology group,
which condition, in general, may not be true. Then, from (3.17), there
should be structure functions A({t}) in formal power series of ~ such that
−~∂Sα
∂tβ
+ SβSα = A({t})γβαSγ +KSΛ({t})βα (3.28)
for some Λ({t})βα For simplicity in notation we shall denote A = A({tα})
(note that A|~t=~0 = A, which appeared in (3.19).)
Using the identity (3.11) and from (3.13), (3.15) and (3.28) we arrive at
a fundamental equation(
∂2
∂tα∂tβ
+
1
~
A
γ
αβ
∂
∂tγ
)
Z = 0, =⇒ ∂Zβ
∂tα
+
1
~
A
γ
αβZγ = 0. (3.29)
We should emphasis that the equations (3.29) valid universally for any quan-
tum field theory under our present assumption.
Note that the following relation is obvious by definition;
A
γ
αβ = A
γ
βα. (3.30)
Now starting from (3.29) we have
∂3Z
∂tγ∂tα∂tβ
= −1
~
(
∂Aσαβ
∂tγ
)
Zσ − 1
~
A
ρ
αβ
∂Zρ
∂tγ
= −1
~
(
∂Aσαβ
∂tγ
)
Zσ +
1
~2
(
A
ρ
αβA
σ
ργ
)
Zσ.
(3.31)
and the similar manipulation gives
∂3Z
∂tα∂tγ∂tβ
= −1
~
(
∂Aσγβ
∂tα
)
Zσ +
1
~2
(
A
ρ
γβA
σ
ρα
)
Zσ. (3.32)
On the other hand we have the following obvious identity
∂3Z
∂tα∂tγ∂tβ
=
∂3Z
∂tγ∂tα∂tβ
. (3.33)
Thus we obtain another universal equation
∂Aσγβ
∂tα
− ∂A
σ
αβ
∂tγ
+
1
~
(
A
ρ
αβA
σ
ργ −AρβγAσρα
)
= 0. (3.34)
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Without loss of generality we may assume that there is an identity among
{Oα}, say O0 = 1, as ∆1 = Q1 = 0 and the identity can not be exact. It
follows that S0 = O0 leading to
Z0 :=
∂Z
∂t0
= −1
~
Z, (3.35)
Now the relation (3.35) implies another relation
∂Zα
∂t0
= −1
~
Zα. (3.36)
Using (3.29), the equation (3.36) implies that
Zα = A
σ
0αZσ =⇒
∂Zα
∂tβ
=
∂
∂tβ
(Aσ0αZσ) . (3.37)
Using (3.29) one more time we have another identity
A
σ
αβ = A
ρ
0αA
σ
ρβ − ~
∂Aσ0α
∂tβ
(3.38)
From the second equation of (3.37), and from (3.36), we have ∂Zα
∂t0
= − 1
~
Zα =
∂
∂t0
(Aσ0αZσ), which implies that
Zα =
(
A
ρ
0αA
σ
ρ0 − ~
∂Aσ0α
∂t0
)
Zσ (3.39)
We shall call above structure Quantum Flat Structure.
For a QFT which formal neighborhoods has quantum flat structure we
may, if one wants to, forget about path integral representation of Z and work
with the system of differential equations (3.29). The set of all independent
solutions of the system may be interpreted as path integrals of inequivalent
choice of Lagrangian subspaces.
We note that
an (Sα1 , . . . ,Sαn) := e
S/~
(
~n∂n
∂tα1 . . . ∂tαn
)
e−S/~ (3.40)
define multi-linear maps
an : H
⊗n
KS
−→ Ker KS. (3.41)
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Explicitly
a2(Sα,Sβ) =− ~
∂Sβ
∂tα
+ SαSβ ,
a3(Sα,Sβ,Sγ) =− ~2 ∂
2Sγ
∂tα∂tβ
+ ~
(
∂Sβ
∂tα
Sγ + Sβ
∂Sγ
∂tα
+ Sα
∂Sγ
∂tβ
)
− SαSβSγ ,
(3.42)
etc. etc. By taking KS-cohomology class we have
[an] : H
⊗n
KS
−→HKS ,[
an (Sα1 , . . . ,Sαn)
]
= Aγα1...αn [Sγ ],
(3.43)
leading to via path integral
〈an〉 : H⊗nKS −→ k[[~, ({t
α})]],〈
an (Sα1 , . . . ,Sαn)
〉
= −~Aγα1...αnZγ ,
(3.44)
by path integrals, i.e.,〈
an (Sα1 , . . . ,Sαn)
〉
≡ ~
n∂nZ
∂tα1 . . . ∂tαn
≡ Aγα1...αn 〈Sγ〉 ≡ −~Aγα1...αnZγ .
(3.45)
It follows that the higher structure functions Aγα1...αn can be determined
uniquely in terms of compositions of Aγαβ and their derivatives; for an ex-
ample we have
A
σ
αβγ =−AρβγAσαρ + ~
∂Aσβγ
∂tα
,
A
σ
αβγρ =−AµβγρAσαµ + ~
∂Aσβγρ
∂tα
,
(3.46)
It is obvious that {Aγα1...αn} := {Aγα1...αn |~t=~0} are the structure constants of
the initial QFT in the previous subsection.
3.3 What’s Next?
We recall that all those relations described so far direct consequences of mas-
ter equation and the definition of path integrals with certain mild assump-
tions. Note, however, that our crucial ∆ is ill defined and and consequently
the definition of Z is not immune. We may regard all of our endeavor as
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an effort to find certain graded moduli space M parametrizing family of
QFTs. Then the ”given” QFT is regarded as a a base point o in the moduli
space M, where we have a quantum flat structure. A basis {Sα} of tangent
space TM corresponds to a basis of all observables and the dual basis {tα}
correspond to local coordinates, respectively, both in the neighborhood of
o ∈M. Over M we consider certain quantum bundle Q→M with a formal
power series graded-connection D
D =
1
~
D
(−1) +
∞∑
n=0
~nD(n) (3.47)
which may be written in terms of local coordinates,
D = dtα
∂
∂tα
I+
1
~
Aαdt
a (3.48)
whereAα =
∑∞
n=0 ~
nA
(n)
α , regarding as matrices (Aα)
β
γ . Then the relation
(3.34) implies that D is flat;
D
2 = 0, (3.49)
and the equation (3.29) implies that {Zα}, for a choice of homology class of
Lagrangian subspace, is a flat section.
Now it becomes obvious that understanding ”global” properties of the
quantum flat bundle Q → M would be crucial. We may regard the base
point o ∈M, where we started our journey, corresponds to a point of regular
singularity at the origin for the system of differential equations (3.29). The
flat connection above may be degenerated at certain limiting points in M.
Thus we compactify M ⊂ M by adding all the bad points and consider
associated completion Q → M. In Sect. 3.2 we assumed that {Sα} form
a complete basis of KS-cohomology, which assumption leds to the flatness
(3.49). We expect that for the generic value of {tα} the above assumption
remains valid, while for certain degenerated limits it would fail. In such
a degenerated point some odd KS-cohomology classes would appear. Such
cohomology classes correpond to new (extended) gauge symmetry, which
should be resolved as in Sect. 2.3.2. After such a resolution we need to
repeat the procedure to find new family of QFTs from the degenerated point
and try to build up ”global” moduli space. Assuming such a procedure can
be done for a given (perturbative) QFT we may interpret other degenerated
points as different perturbative QFTs.12
12It may not be a far fetched idea that the conjectured M-theory moduli space may be
studied by, if possible, searching family of (covariant) superstrings.
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3.3.1 Semi-Classical Limit of Quantum Flat Structure
Recall that the structure functions Aγαβ is formal power series in ~, hiding
indices;
A = A(0) +
∞∑
n=1
~nA(n) (3.50)
where A(n) for all n are function of {tα} independent to ~. Let us denote
for simplicity in notation
A
(0) = A, A(1) = B, A(2) = C, . . . , (3.51)
etc. From (3.34) we find the following infinite sequence of equations starting
the lowest order in ~
0 =AραβA
σ
ργ −AρβγAσρα,
0 =∂αA
σ
γβ − ∂γAσαβ
+
(
B
ρ
αβA
σ
ργ +A
ρ
αβB
σ
ργ −
(
B
ρ
βγA
σ
ρα +A
ρ
βγB
σ
ρα
))
,
0 =∂αB
σ
γβ − ∂γBσαβ + (−1)|β||γ|
(
B
ρ
αβB
σ
ργ −BρβγBσρα
)
+
(
A
ρ
αβC
σ
ργ + C
ρ
αβA
σ
ργ −
(
A
ρ
βγC
σ
ρα + C
ρ
βγA
σ
ρα
))
,
... =
...
(3.52)
etc. etc. From (3.38) we find the following sequence of equations starting
the lowest order in ~
A
σ
αβ = A
ρ
0αA
σ
ρβ,
B
σ
αβ = A
ρ
0αB
σ
ρβ +B
ρ
0αA
σ
ρβ −
∂Aσ0α
∂tβ
,
C
σ
αβ = B
ρ
0αB
σ
ρβ +A
ρ
0αC
σ
ρβ + C
ρ
0αA
σ
ρβ − 2
∂Bσ0α
∂tβ
,
(3.53)
etc. etc.
Here are some remarks on the semiclassical ~ → 0 limit of the master
equation (3.8);
∆S = 0, (S,S) = 0. (3.54)
Then we have
Q
2
S = 0, ∆QS+QS∆ = 0, (3.55)
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and we can set S = S(0) such that both S and QS are independent to ~. It
also follows that ∆Sα = QSSα = 0 and the relation (3.28) implies that
SαSβ = A
(0)γ
αβ Sγ +QSΛ
(0)
αβ (3.56)
and (
A
(1)
)γ
αβ
Sγ +QSΛ
(1)
αβ = −
∂Sβ
∂tα
+∆Λ
(0)
αβ , (3.57)
while, for n ≥ 2 (
A
(n)
)γ
αβ
Sγ +QSΛ
(n)
αβ =∆Λ
(n−1)
αβ . (3.58)
Note that the relation (3.56) is just classical algebra of Q
S
(0) cohomology
classes in the basis {S(0)α} under the product.
Assuming the semi-classical master equation (3.54) holds, we shall call
the coordinates {tα} or the basis {Sγ} classical if the following equations
are satisfied;
∆Λ
(0)
αβ =
∂Sβ
∂tα
. (3.59)
Combining above with (3.56), we have
−~∂Sβ
∂tα
+ SαSβ = A
(0)γ
αβ Sγ − ~∆Λ(0)αβ +QSΛ(0)αβ
= A
(0)γ
αβ Sγ +KSΛ
(0)
αβ
(3.60)
If follows, from (3.57) and (3.58), that A(n) = 0 for ∀n ≥ 1 as {Sγ} is
a basis of QS-cohomology group. Assuming the system admit a classical
coordinates, the structure constants Aγαβ of algebra of KS-cohomology, in
such a coordinates, are the same with the structure constants Aγαβ := A
(0)γ
αβ
of algebra of QS-cohomology.
Question: Assuming the semi-classical master equation, does a classical
system of coordinates always exist?
Assume a classical coordinates system exist and Let {tα} be such a sys-
tem of classical coordinates. Then the equations (3.30), (3.34), and (3.38)
of quantum-flat structure (in the semi-classical limit) reduce to the follow-
ing relations (remember that the structure constants does not depends on ~
under the present circumstance);
1. Commutativity
A
γ
αβ = A
γ
βα. (3.61)
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2. Associativity
A
ρ
αβA
σ
ργ = A
ρ
βγA
σ
ρα. (3.62)
3. ”Potentiality”
∂αA
σ
γβ = ∂γA
σ
αβ . (3.63)
4. Identity
A
σ
αβ = A
ρ
0αA
σ
ρβ,
∂Aρ0α
∂tβ
= 0. (3.64)
We also note that S = S +
∑∞
n=1
1
n!t
α1 . . . tαn
(
∂nS
∂tα1 ...∂tαn
∣∣∣∣
~v=~0
)
while in the
classical coordinates we have (3.59) , i.e., ∂
2S
∂tα∂tβ
=∆Λ
(0)
αβ . Thus we obtain
S = S + tαOα +
∞∑
n=2
1
n!
tα1 . . . tαn∆Γα1...αn , (3.65)
where
Oα = Sα
∣∣∣∣
~t=~0
,
Γα1...αn =
∂n−2Λ
(0)
αn−1αn
∂tα1 . . . ∂tαn−2
∣∣∣∣
~t=~0
(3.66)
Now we note that the semi-classical flat structure together with existence
of classical system coordinates is closely related with the well-known flat or
Frobenius structure. The missing piece is an invariant metric gαβ satisfying
A
ρ
αβgργ = A
ρ
βγgρα,
∂gαβ
∂tγ
= 0. (3.67)
On the other hand we already started from generating functional Z for the
family of QFTs.
Historically the flat structure was first discovered by K. Saito in his
study of the period mapping for a universal unfolding of a function with an
isolated critical point (in the context of singularity theory) [33]. His main
motivation was to have a new constructions of modular functions by a certain
generalization of the well-known theory of elliptic integrals and modular
functions (see a recent exposition [34]). Here the concept of primitive form,
which essentially plays the role of Z is crucial. We may interpret his work
as a kind of the rigorous and complete description of, perhaps, the simplest
example of flat family of QFTs, which also give us a hint on the global issues
of flat family of QFTs . In the physics literature flat structure first appear,
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independently, in the works of Witten-Dijkraaf-Verlinde-Verlinde (WDDV)
on topological conformal field theory in 2-dimensions [42, 8]. Later Dubrovin
formalized those structures in the name of Frobenius manifolds [10]. Another
construction of flat or Frobenius structure is due to Barannikov-Kontsevich
on the extended moduli space of complex structures on Calabi-Yau manifold
in the context of B-model [2]. We should remark that the construction of
Frobenius structure by Barannikov-Kontsevich is more general than their
original context and closely related with our semi-classical case. All of the
above constructions of flat or Frobenius structures can be viewed as special
limits of the quantum flat structures of various family of QFTs
4 Down to Earth
One may start from a ghost number U = 0 function S(0) on an infinite
dimensional graded space T admitting odd symplectic structure ω carrying
the ghost number U = −1 satisfying the classical master equation(
S(0),S(0)
)
= 0, (4.1)
where (•, •) is the graded Poisson bracket, carrying the ghost number U = 1,
defined by ω. An usual classical action functional s, then, corresponds to
the restriction of S(0) to a Lagrangian subspace L of T . More precisely
classical action functional s is typically supported only on certain subspace,
which is called the space of classical fields, of L. The complimentary of
space of classical fields in L consists of space of ghosts and their anti-ghosts
multiplets, ghosts of ghosts and their anti-ghost multiplets, etc., etc., de-
pending on the nature of symmetry and constraints of the classical action
functional.
In this section we describe a systematic ways of constructing the classical
BV action functional for a large class of d-dimensional QFTs related with
symplectic d-algebras. The upshot is that for any symplectic d-algebra one
can associate QFT on d-dimensions. For QFT on d-dimensional manfold
with boundary we shall see that there exist a structure of strongly homology
(d−1)-algebra on boundary and the structure of symplectic d-algebra in the
bulk, which corresponds to the structure on the cohomology of Hochschild
complex of the boundary algebra. This setup may be used to develop an
universal quantization machine of (d− 1)-algebras. Also the construction in
this section can be used to ”define” differential-topological invariants of low
(d = 3, 4)-dimensions for any symplectic d = 3, 4 algebras. We remark that
this section is an obvious generalization of the authors previous work [27],
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which was motivated by the seminal paper [23] of Kontsevich [23] as well as
the papers [1, 22, 5].
4.1 Closed s-Braneoids
Let Ms+1 be an (s + 1)-dimensional oriented and smooth manifold. Being
an (s + 1)-dimensional QFT, a classical BV action functional S(0) must
be defined by integration of certain top-form over Ms+1. The differential
forms on Ms+1 may most suitably be described as smooth functions on the
total space T [1]Ms+1 of twisted by U = 1 tangent space to Ms+1. Without
any loss of generality we may pick a local coordinates system {σµ}, µ =
1, . . . , s + 1, on Ms+1 and assign U = 0. Then the fiber coordinates are set
to {θµ} assigned to U = 1, such that U(σµ)+U(θµ) = 1 and θµθν = −θνθµ.
Let s =
⊕s+1
k=0 sk be the Z-graded space of functions on T [1]Ms+1. The
space s is isomorphic to the space of differential forms on Ms+1, where the
wedge product is replaced with ordinary product. The exterior derivative d
on Ms+1 induces an odd nilpotent vector field d̂ = ϑ
µ ∂
∂σµ carrying U = 1 on
T [1]Ms+1. Thus we have the following complex(
d̂; s =
s+1⊕
k=0
sk
)
, (4.2)
which is isomorphic to de Rham complex on Ms+1. Now the integration of
certain (s+ 1)-from over Ms+1 is equivalent to∮
T [1]Ms+1
α :=
∫
Ms+1
dσ1 . . . dσs+1
∫
dθ1 . . . dθs+1α (4.3)
where α ∈ ss+1, which may take certain values of extra structures. We
note that the integration over odd variable (Berezin integral) is defined as∫
dθµθν = δµν . Thus the integral
∫
dθ1 . . . dθs+1 shifts U by −(s + 1). We
should also note that the total integration measure is coordinates indepen-
dent as the Jacobians of even and odd variable cancel each others.
Now the infinite dimensional graded space T may be viewed as space of
certain functions on T [1]Ms+1, more precisely, the space of all sections of
certain graded bundle over T [1]Ms+1. On such a space T the odd symplectic
form ω must be induced from something. A natural choice is to identify T
with the space of all ghost number and parity preserving maps
Φ : T [1]Ms+1 → Ts+1, (4.4)
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where Ts+1 is a finite dimensional smooth graded space admitting symplectic
form ωs of ghost number U = s and of the same parity, even or odd, with s.
We denote t the space of functions on Ts+1, graded by the ghost number
U ,
t =
⊕
k∈Z
tk. (4.5)
Associated with ωs we have the graded Poisson bracket [⋆, ⋆]−s of degree
U = −s
[⋆, ⋆]s : tk1 ⊗ tk2 −→ tk1+k2−s. (4.6)
We call the algebra functions on Ts (t, [⋆, ⋆]s, ·) endowed with [⋆, ⋆]−s and
ordinary (super) commutative and (super) associative product · a symplectic
(s + 1)-algebra. We remark that the notion of d = (s + 1)-algebra has
been first introduced by Getzler-Jones [18] and refined by Tarmarkin and
Kontsevich (see ref. [23] for some history and operadic viewpoint, which we
shall not use directly here). We put symplectic as the bracket [⋆, ⋆]−s is
non-degenerated.
Now we consider an element Ho ∈ ts+1 satisfying
[Ho,Ho]−s = 0. (4.7)
Define QHo as the Hamiltonian vector field on Ts+1
QHo = [Ho, . . .]−s. (4.8)
Note that Q2Ho = 0 and QHo is odd carrying U = 1. Thus we have a complex(
QHo, t =
⊕
k
tk
)
, (4.9)
to be compared with (4.2).
Remark that [⋆, ⋆]−s : ts ⊗ ts → ts, which means that [⋆, ⋆]−s induces a
structure of Lie algebra on ts. Thus we may define adjoint adjoint action by
an element b ∈ ts an any γ ∈ t;
eadb ◦ (γ) := γ + [b, γ]−s + 1
2!
[b, [b, γ]−s]−s + . . . , (4.10)
which is equivalent to a degree preserving canonical transformation con-
nected to the identity. We call the two solutions H,H ′ ∈ ts+1 of (4.7) equiv-
alent if they are related by the above adjoint action. Thus we can define a
moduli space N as the set of equivalence classes of solutions of (4.7);
N = {H ∈ ts+1|[H,H]−s = 0}/ ∼, (4.11)
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such that the solutionHo corresponds to a point o ∈ N. Here we consider the
case that the ghost number U = s part of QHo cohomology of the complex
(4.9) is trivial. Otherwise we assume small resolution of the pair (Ts+1,Ho)
to (T˜s+1, H˜o) following the similar procedure described in Sect. 2.3. We shall
also assume the ”anomaly free” condition that the ghost number U = s+ 2
part of QHo cohomology of the complex (4.9) is trivial. Then the moduli
space N is unobstructed (around o).
We describe a map (4.4) locally by a ”local” coordinates on Ts+1, which
are regarded as functions on T [1]Ms+1. Let {xI} be a ”local” coordinates
system on Ts+1. We denotes the ghost number of x
I by U(xI) ∈ Z. We
parametrize a map by {x̂I}, where
x̂I := x(σ, θ)I = x(σ)I +
1
n!
s+1∑
i=1
x(σ)Iµ1...µs+1θ
µ1 . . . θµs+1 . (4.12)
By the ghost number preserving maps we meant
U(xI) = U(x̂I), |xI | = |x̂I |. (4.13)
We define associated n-form components on Ms+1 by
xI[n] :=
1
n!
x(σ)Iµ1...µndσ
µ1 ∧ . . . ∧ dσµn . (4.14)
Note that the ghost number U of xI(n) is U(x
I) − n. From the symplectic
form ωs(dx, dx) of U = s we have the following induced odd symplectic form
ω carrying U = −1 on T
ω =
∮
T [1]Ms+1
ωs(δx̂, δx̂), (4.15)
since
∮
T [1]Ms+1
shifts U by −(s+ 1) and has the parity (s+ 1) mod 2.
Now we can describe classical BV action functional associated to Ho as
follows
S
(0)
Ho
=
∮
T [1]Ms+1
(
ω(x̂, d̂x̂)s +Φ
∗(Ho)
)
≡
∮
T [1]Ms+1
(
ω(x̂, d̂x̂)s + Ĥo
) (4.16)
Note that S
(0)
Ho
carries the ghost number U = 0 and is an even function(al).
One can check that S
(0)
Ho
satisfies the classical master equation
(
S
(0)
Ho
,S
(0)
Ho
)
=
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0 provided that the boundary ofMs+1 is empty, as the result of [Ho,Ho]−s =
0, after integration by parts and using the Stokes theorem.
Define odd Hamtionian vector of S
(0)
Ho
on T as follows;
Q
S
(0)
Ho
:=
(
S
(0)
Ho
, . . .
)
, Q2
S
(0)
Ho
= 0, (4.17)
and by definition Q
S
(0)
Ho
S
(0)
Ho
= 0. We note that
Q
S
(0)
Ho
x̂I = d̂x̂I + Q̂Hox
I . (4.18)
Since Q2
S
(0)
Ho
= 0, we have the following complex
(
Q
S
(0)
Ho
,T =
⊕
k∈Z
Tk
)
. (4.19)
An classical observable of the theory is an element of cohomology of the
above complex. A class of classica observables can be constructed as follows.
Consider a function γ ∈ t on Ts with certain ghost number U(g). The
pullback γ̂ := Φ∗(γ) of γ can be viewed as a functional γ(σµ, θν) on T [1]Ms+1.
The relation (4.18) implies that Q
S
(0)
Ho
γ̂ = d̂γ̂ + Q̂Hoγ. Let γ be an elment
of the QHo-cohomology of the complex (4.9). Then we have
Q
S
(0)
Ho
γ̂ = d̂γ̂, (4.20)
for γ ∈ H(t, QHo). We call the above relation descent equations. We can
expand γ̂ as
γ̂ =γ(σ) +
s+1∑
n=1
γ(σ)µ1...µnθ
µ1 . . . θµn , (4.21)
where γ(σ)µ1...µn is a functional on Ms+1 transforming as totally antisym-
metric n-tensor. Then we have associated n-form γ[n] on Ms+1 defined by
γ[n] :=
1
n!
γ(σ)µ1...µndσ
µ1 ∧ . . . ∧ dσµn . (4.22)
Note that the ghost number U of γ[n] is U(γ)−n. Then the equation (4.20)
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becomes
Q
S
(0)
Ho
γ[0] = 0,
dγ[0] −QS(0)Hoγ[1] = 0,
dγ[1] −QS(0)Hoγ[2] = 0,
...,
dγ[s] −QS(0)Hoγ[s+1] = 0,
dγ[s+1] = 0,
(4.23)
where d denotes the exterior derivative on Ms+1. Now consider a homology
n-cycle Cn ∈ H∗(Ms+1) on Ms+1 and define
∫
Cn
γ[n]. Then (4.6) implies
that
∫
Cn
γ[n] is an observable and the BRST cohomology of Q
S
(0)
Ho
depends
only on the homology class of Cn ∈ H∗(Ms+1).
Now we assume that one can define ∆ after suitable regularization such
that∆2 = 0. We shall consider the situation that there exist SHo satisfying
−~∆SHo +
1
2
(SHo ,SHo) = 0, (4.24)
where
SHo = S
(0)
Ho
+ ~S
(1)
Ho
+ . . . . (4.25)
Now we back to the target space Ts+1. Let {γα} be a basis of the
cohomology of the complex (4.9) and let {tα} be the dual basis such that
U(γα) + U(t
α) = s+ 1. (4.26)
Now we assume that there is solution of
[H,H]−s = 0, (4.27)
such that
H = H + tαγα +
∞∑
n=2
1
n!
tα1 . . . tαnγα1...αn , U(H) = s+ 1. (4.28)
Let’s define QH = [H, . . .]−s which is odd nilpotent vector of degree U = 1.
In general we consider certain graded Artin ring with maximal ideal
a =
⊕
−∞<k≤s+1
ak. (4.29)
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The bracket [⋆, ⋆]−s on t can be naturally extended to t⊗ a. Then we may
define extended moduli space M;
M = {H ∈ (t⊗ a)s+1|[H,H]−s = 0}/ ∼ (4.30)
where the equivalence is defined by adjoint action of element β ∈ (t ⊗ a)s.
Then we may regard the fixed H ∈ N ⊂ M as a basepoint o in M and
interpret QH -cohomology as the tangent space ToM.
Now we have corresponding families of classical BV action functional
S
(0)
H
=
∫
T [1]Ms+1
(
ω(x̂, d̂x̂)s + Ĥ
)
= S
(0)
H +
∫
T [1]Ms+1
(
tαγ̂α +
∞∑
n=2
1
n!
tα1 . . . tαn γ̂α1...αn ,
) (4.31)
From (4.27), and as the boundary of Ms+1 is empty, we have(
S
(0)
H
,S
(0)
H
)
= 0, (4.32)
Thus
Q
S
(0)
H
=
(
S
(0)
H
, . . .
)
, Q2
S
(0)
H
= 0, Q
S
(0)
H
x̂I = d̂x̂I + Q̂HxI . (4.33)
Thus we have
Associated with any symplectic (s + 1)-algebra with non-empty
moduli space M we have family of pre QFTs which action func-
tional satisfies the classical BV master equations.
Now we assume that one can define ∆ after suitable regularization such
that∆2 = 0. We shall consider the situation that for any S
(0)
H
, H ∈M there
exist SH satisfying
−~∆SH+ 1
2
(SH,SH) = 0, (4.34)
where
SH = S
(0)
H
+ ~S
(1)
H
+ . . . . (4.35)
Then we have
Family of QFTs parametrized by the moduli space M.
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Now our earlier discussion endows quantum flat structure on M via the
family of (s+ 1)-dimensional QFTs, which define the function Z on M;
Z =
∫
L
dµ e−SH/~ (4.36)
Recall that Z depends on homology classes of the Lagrangian subspace L
in T . So we have any many inequivalent flat structures on N as homology
classes of Lagrangian subspaces.
We also note that, by construction,
The quantum flat structures on N depend on the smooth struc-
tures on Ms+1.
It can be argued that the following is true.
There exist a suitable choice of homology class [L] of Lagrangian
subspaces and its representative such that Z define family of
differential-topological invariants on Ms+1.
The most interesting case for the above perspective would be s = 3, that
is, quantum field theoretic definition of smooth invariants of 4-manifold.13
Note that the Hodge star operator ∗ on smooth oriented 4-manifold satisfies
∗2 = 1 and maps 2-form to 2-form. This implies that we can always choose a
contiuos family of Lagrangian subspaces L depending on continuous family
of metric, which property implies that Z define family of smooth invariants
of 4-manifold. The philosophy here is to use all symplectic 4-algebras to
prove smooth structures of 4-manifold via associated QFTs.
We remark that the whole construction described above can be general-
ized by replacing T [1]Ms+1 with any smooth graded manifold adimiting a
non-degenerated volume form of the parity of (s+1) with U = −(s+1) and
an odd nilpotent vector field with U = 1.
13Allow me to give a simple example for this case. Let V is a finite dimesional
vector space over R and let V [1] be the suspension of V by U = 1. Then consider
T4 = T
∗[3]V [1] ≃ V [1] ⊕ V ∗[2], which has a structure of symplectic 4-algebra. The re-
sulting 3-braneoid leads to the celabrated Donaldson-Witten theory [10, 41] after suitable
gauge fixing for dimV < 4. In general we have certain deformation of Donaldson-Witten
theory, where semi-simple Lie algebra is replaced with semi-simple weakly homotopy Lie
algebra, where the Jacobi identity is violated. Nonetheless the path integral gives smooth
invariants of 4-manifolds. The similar deformation is also possible for physical Yang-Mills
theory.
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4.1.1 Hamitonian picture and dimensional reduction
Now we turn to Hamiltonian picture and dimensional reduction.
Consider the classical BV action functional S
(0)
Ho
in (4.16). It is not
difficult to see that S
(0)
Ho
is invariant under odd symmetry generated by V µ
carrying U = −1;
V µx̂
I :=
∂
∂θµ
x̂I , (4.37)
as S
(0)
Ho
is defined by an integral over T [1]Ms+1. We have the following
commutation relation
{V µ,V ν} = 0, {V µ,QS(0)Ho} =
∂
∂σµ
, (4.38)
which is a form of world-volume supersymmetry. Now we assume that
Ms+1 = Ms × R, where Ms is an oriented smooth s-dimensional mani-
fold. We can decompose (σµ) as (σi, σ0), i = 1, 2, . . . , s, where s0 is the
time (R) coordinates. Then the component V 0 is defined globally as QS(0)Ho
.
Note that both V 0 and QS(0)Ho
are odd nilpotent vector fields on T . Let
Q∗ and Q denote corresponding charges. Then the commutation relation
{V 0,QS(0)Ho} =
∂
∂σ0 implies that
Q∗Q+QQ∗ = Ham (4.39)
where Ham means ”Hamiltonian” of the theory (the usual Hamiltonian can
be obtained from Ham after ”gauge fixing”) . We may interested in the
ground state Ham|0 >= 0.14
The dimensional reduction means dropping the dependence of the theory
on the ”time-direction” R. Note that the superfields x̂I = x(σm, θµ) are
decomposed as
x̂I = xI(σi, θi, θ0) = yI(σi, θi) + θ0zI(σi, θi) := ŷI + θ0ẑI (4.40)
such that U(ŷI) = U(x̂I) and U(ẑI) = U(x̂I) − 1. It follows that the
dimensional reduction of the theory of the maps T [1]Ms+1 → Ts+1 becomes
a theory of maps T [1]Ms → T ∗[s− 1]Ts+1.15
14Applying this construction to the case in the foonote12 leads to the Floer homology
of 3-manifolds [15, 41] for dimV < 4 and its deformation in general. This implies Floer-
like homology of 3-manifolds has a full featured generalization associated with symplecitc
4-algebras.
15Applying this construction to the case in the foonote12 leads to the Casson invariant
of 3-manifold W.
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4.2 Open s-Braneoids
So far we assumed that the (s+1)-dimensional manifoldMs+1 has no bound-
ary. Now we consider the cases that the boundaries of Ms+1 are non-empty.
For simplicity we shall begin with the case that there is only one boundary
component.
4.2.1 Boundary Condition
Assume that we have the same data as the empty boundary case and consider
S(0) given by (4.16). Recall that the BV bracket
(
S(0),S(0)
)
involves a total
derivative term from the bracket between the first term
∮
T [1]Ms+1
ωs(x̂, d̂x̂)
in (4.16). It is not difficult to check the total derivative term vanish if we
impose the following boundary condition
Φ : T [1]Ms+1 → Ts+1,
Φ(T [1](∂Ms+1) ⊂ L,
(4.41)
where L is a any Lagrangian subspace of Ts+1 with respect to the symplectic
form ωs. We remark that for s = even Ts+1 may not admits any Lagrangian
subspace. From now on we always consider (Ts+1, ωs) admitting Lagrangian
subspace. The BV bracket
(
S(0),S(0)
)
involves another total derivative
term from the bracket between the first term
∮
T [1]Ms+1
ωs(x̂, d̂x̂) and the
second term
∮
T [1]Ms+1
Ĥo in (4.16). With the above boundary condition
such total derivative term vanishes if
H|L = 0. (4.42)
Finally the bracket between the second term in (4.16) vanishes iff
[H,H]−s = 0. (4.43)
4.2.2 Algebraic Digression
We may identify Ts+1 in the neighborhood of L with the total space T
∗[s]L
of cotangent bundle over L with the fiber twisted by U = s; We denote a
system of Darboux coordinates of T ∗[s]L by (qa, pa), (base|fiber) such that
ωs = dpadq
a, U(qα) + U(pα) = s, (4.44)
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and L is defined by pa = 0 for all a. Then one may Taylor expand H ∈ ts+1
around L
H =
∞∑
n=0
Mn,
Mn =
1
n!
m(q)a1...anpa1 . . . pan .
(4.45)
Now the condition [H,H]−s = 0 becomes∑
p+q=n
[Mp,Mq]−s = 0, ∀n ≥ 0. (4.46)
For each Mn one may assign n-poly differential operator mn acting on the
n-th tensor product l⊗m of the space l of functions on L such as;
m0 :l→ k,
mn :l
⊗n → l, for n ≥ 1 (4.47)
by canonically ”quantization”, i.e., replacing the BV bracket (pa, q
b) = δa
b
to commutators of operators, naively, q̂b = qb and p̂a =
∂
∂qa . It is not difficult
to check mn carry ghost number
U(mn) = −ns+ s+ 1, (4.48)
i.e., U(m0) = s + 1, U(m1) = 1, U(m2) = −s + 1, etc. Then we may take
the condition (4.46) as a definition of a structure (m0,m1,m2, . . .) of weakly
homotopy Lie s-algebroid on L. We note that H|L = m0. Thus the condition
H|L = 0 means that m0 = 0 and together with the condition [H,H]−s = 0
we have a a structure (m1,m2, . . .) of strongly homotopy Lie s-algebroid on
L.16
16A structure of strongly homotopy Lie s-algebroid is certain homotopy generalization of
structure of Lie algebroid on L. Note that the equation (4.46) with the condition M0 = 0
reads
[M1,M1]−s = 0,
[M1,M2]−s = 0,
1
2
[M2,M2]−s + [M1,M3]−s = 0,
[M2,M3]−s + [M1,M4]−s = 0,
...
(4.49)
etc. Note that m1 = m(q)
a ∂
∂qa
is an odd vector with U = 1 on L, which satisfies m21 = 0,
due to the first equation above. We may take the existence of such odd vector field as a
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We call two structures of strongly homotopy Lie s-algebroids on L are
equivalent if they are related by change of the Lagrangian compliment of
L in Ts+1 ≃ T ∗[s]L, called skrooching. It is obvious a skrooching always
leads to another structure of strongly homotopy Lie s-algebroids on L as a
skrooching always preserve all the conditions in (4.42).
Now we consider the following infinitesimal canonical transformations
qa → qa,
pa → pa + ∂Γ
∂qa
,
(4.50)
generated by Γ(q) ∈ ls. Let HΓ be the result of the above transformation,
which automatically satisfies [HΓ,HΓ]−s = 0, while HΓ|L 6= 0 in general; we
have
HΓ =
∞∑
0
MΓn,
MΓ0 =
∞∑
n=1
1
n!
mn(Γ, . . . ,Γ),
MΓ1 =
∞∑
n=1
1
(n− 1)!m
a1...an
(
∂Γ
∂qa1
)
· · ·
(
∂Γ
∂qan−1
)
pan ,
...
(4.51)
Consider the generating functional Γ ∈ ls satisfying HΓ|L ≡ MΓ0 ≡
m
Γ0
= 0;
m1(Γ) +
1
2
m2(Γ,Γ) +
1
3!
m3(Γ,Γ,Γ) + . . . = 0. (4.52)
Then HΓ induces another structure (mΓ1 ,mΓ2 ,mΓ3 , . . .) of strongly homo-
topy Lie s-algebroid on L. We remark that the two structures (m1,m2,m3, . . .)
and (m
Γ1
,m
Γ2
,m
Γ3
, . . .) of sh Lie s-algebroids on L are not equivalent. We
note, as an example, that
m
Γ1
= m1 +
∞∑
n=2
1
(n− 1)!mn(Γ, . . . ,Γ, ) (4.53)
structure of of Lie algebroid on the graded space L. The second equation above may be
viewed as the condition that M2 defines a cocycle. Assume that Mn = 0 for ∀n ≥ 3, we
may call above as a structure of s-Lie bi-algebroid. For Mn = 0 for ∀n ≥ 4, we may call
above as a structure of quasi s-Lie bi-algebroid etc. Some important examples of such
structure are in refs. [11, 32, 27, 20, 25].
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and, by construction, m2
Γ1
= 0, which is equivalent to the equation (4.51).
We call a solution Γ ∈ ls of the equation (4.51) strongly homotopy Dirac
s-structure. As ∂Γ : lk → lk+1 and ∂2Γ = 0 we have complex (∂Γ, l) and
associated non-linear (co)homology by ”Ker ∂Γ/ Im ∂Γ”.
Now we specialize to the case that s is odd. Then the structure of
symplectic (s+1)-algebra on T ∗[s]L enhances to the structure of BV (s+1)-
algebra. Namely there exist ∆ : tk → tk−s satsifying ∆2 = 0;
∆ = (−1)|qa|+1 ∂
2
r
∂qa∂pa
, (4.54)
and generate the bracket [., .]−s. For s = −1 this is (finite dimensional
version) of the original BV structure in Sect. 2. We remark that the above
∆ should not be confused with the BV operator ∆ in the space of all fields
T .
This is the end of the digression and let’s justify why the above consid-
erations are relevant.
4.2.3 Boundary Deformations
Consider the classical BV action functional
S
(0)
H =
∮
T [1]Ms+1
(
p̂ad̂q̂a +H(q̂, p̂)
)
, (4.55)
where we assume boundary condition (4.41) and H ∈ ts+1 satisfies
[H,H]−s = 0, H|L = 0. (4.56)
Then we may rewrite (4.55) as follows
S
(0)
H =
∮
T [1]Ms+1
(
p̂ad̂q̂a +
∞∑
n=1
1
n!
m(q̂)a1...an p̂a1 · · · p̂an
)
. (4.57)
Let’s now consider canonical transformation generated by
Ψ =
∮
Ms+1
Ψ(q̂, p̂), (4.58)
where Ψ(q, p) ∈ ts such that Ψ ∈ T−1. Let Γ(q) = Ψ(q, p)|L ∈ l−s. The
action functional SΨHo after the resulting canonical transformation is given
44
by
S
(0)Ψ
H =
∮
T [1]Ms+1
(
p̂ad̂q̂
a +HΨ (q̂, p̂)
)
+
∮
T [1]Ms+1
d̂Ψ(q̂, p̂)
=SHΨ +
∮
T [1](∂Ms+1)
Γ(q̂),
(4.59)
where we used the boundary condition after using the Stokes theorem.
The above action functional also satisfy the master equation if and only
if HΨ|L = 0. On the other hand the value HΨ|L equals to HΓ|L. Thus
we have HΓ|L = 0 for the master equation. We also note that the canon-
ical transformation generated a boundary interaction term depending only
Γ = Ψ|L. Thus it is obvious that Ψ ∈ ts satisfying Ψ|L = 0 leads to the
same physical theory. We called canonical transformation generated by such
a Ψ skrooching. On the other hand Γ ∈ ls leads to a non-zero boundary
interaction terms. According to our definition an element Γ ∈ ls satisfying
HΓ|L = 0 is a strongly homotopy Dirac s-structure on L, which is defined
as a solution of Maurer-Cartan equation (4.52) of the structure of strongly
homotopy Lie s-algebroid, defined by H, on L. Thus the set of equiva-
lence classes of strongly homology Dirac s-structure on L is isomorphic to
the moduli space of boundary deformations for the fixed bulk background
H ∈ ts+1.
4.2.4 Extended Bulk/Boundary Deformations
Now we consider bulk deformations compatible with boundary condition.
Consider a deformation H (4.28) of H satisfying the following equation{
[H,H] = 0,
H|L = 0.
, (4.60)
whereH ∈ (t⊗a)s+1. ThusH satisfying above induce a structure of extended
strongly homotopy Lie s-algebroid (l, (µ1, µ2, µ3, . . .)) on L. Note that µ
2
1 =
0. As µ1 : (l ⊗ a)k → (l ⊗ a)k+1 and µ21 = 0 we have complex (µ1, l) and
associated (co)homology by ”Ker µ1/ Imµ1”. We define the extended bulk
moduli space N(L)s+1 by the set of solutions of (4.60) modulo equivalence,
defined by the adjoint action of an element in (t ⊗ a)1 vanishing on the
Lagrangian subspace L in Ts+1 ≃ T ∗[s]L - this may be called extended
skrooching. We call two structures of extended strongly homotopy Lie s-
algebroids on L are equivalent if they are related by extended skrooching.
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Thus N(L)s+1 parametrize the set of equivalence classes of structures of
extended sh Lie s-algebroid on L.
It is now natural to consider extended boundary interactions via extend
sh Dirac 1-structure on L defined by elements Υ ∈ (l⊗ a)s satisfying
HΥ|L = 0. (4.61)
Equivalently
µ1(Υ) +
1
2
µ2(Υ,Υ) +
1
3!
µ3(Υ,Υ,Υ) + . . . = 0. (4.62)
Then HΥ induces another quantizable structure (µΥ1 , µΥ2 , µΥ3 , . . .) of strongly
homotopy Lie 1-algebroid on L, where
dΥ = d+
∞∑
n=2
1
(n− 1)!µn(Υ, . . . ,Υ, ) (4.63)
and, by construction, d2Υ = 0, which is equivalent to the equation (4.62).
The two structures (d, µ2, µ3, . . .) and (dΥ, µ
Υ
2 , µ
Υ
2 , . . .) of extended sh Lie 1-
algebroids on L are not equivalent. As dΥ : (l⊗ a)k → (l⊗ a)k+1 and d2Υ = 0
we have complex (dΥ, (l ⊗ a)) and associated non-linear (co)homology by
”Ker ∂Γ/ Im ∂Γ”.
It is obvious that the boundary interaction depend on the bulk back-
ground or the bulk moduli space ML. Thus the total moduli space FL of
both the bulk and boundary deformations has a structure of fibered space
FL →ML such that
Bt ⊂ FL
↑ ↓
{t} ∈ ML
(4.64)
4.2.5 Deformation Quantization of d-Algebra
Our program is closely related with the deformation theory of d- algebra
[23]. Recently there has been many spectacular developments in deforma-
tion theory of associative algebras [16] (or 1-algebras from now on), following
the first solution of deformation quantization by Kontsevich [22]. An amus-
ing result is that deformation theory of 1-algebras is closely related with
the geometry of configuration space of points on 2-dimensions. Another
beautiful result is that the deformation complex, the Hochschild complex
Hoch(A1), of 1-algebra (d-algebra in general) A1 has a structure of 2-algebra
((d + 1)-algebra) [23, 38].
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Let L be any Z-graded smooth algebraic variety. Let As(L) be the
algebra of functions on L regarded as an s-algebra. Let Hoch(As(L)) be the
Hochschild complex of As(L) and let H
•(Hoch(As(L))) be the cohomology.
An important lemma of Kontsevich is that the space ⊕H•(Hoch(As(L)) is
isomorphic to the space t of functions on the total space Ts+1 = T
∗[s]L of
twisted by U = [s] cotangent bundle to L.
It is natural to identify a degree (s + 1)-function Hs+1 on T ∗[s]L with
H|Ls = 0 as an element of H1(Hoch(As(L))). The first cohomology of any
Hochschild complex of an algebra is naturally corresponds to the infinitesi-
mal determining the first order deformation of the algebra. In the present
case our Hs+1 satisfying the ”master” equations (2.7) can be interpreted
as the infinitesimal for deformations of the s-algebra As(L) as an s-algebra.
This is the first mathematical clue for what kind of quantum algebras we
are dealing with. Our approach also gives a natural ”explanation” why de-
formation theory of s-algebra is related with differential-geometry of (s+1)-
dimensions.
We should note that the open s-braneoid theory at the level of action
functional see the structure of (s+1)-algebra of the cohomologyH∗(Hoch(A(L)s))
rather than that of the Hochschild complex Hoch(A(L)s). There is a funda-
mental theorem that there is a structure of (s+1)-algebra on the Hochschild
complex of any s-algebra. Such is an (s + 1)-algebra is called formal if it
is quasi-isomorphic to its cohomology. The formality means that the set
of equivalence class of solutions of Maurer-Cartan equation (2.7) of the co-
homological (s + 1)-algebra is isomorphic to the set of equivalence class
of solutions of Maurer-Cartan equation of a (s + 1)-algebra structure on
Hoch(As(L)).
Assume that Ns bounds an oriented compact (s + 1)-dimensional man-
ifold Ms+1. We may regard a topological open s-braneoid theory on Ms+1
as closed (s − 1)-brane theory on ∂Ms+1 = Ns with ’bulk” deformations
specified by Hs+1. The boundary sector of the theory may be viewed as the
theory maps ϕ : ∂Ms+1 −→ L. Recall a solution of the ”master” equation
(2.7) induces a structure of strongly homotopy (s− 1)-Poisson structure on
L or, equivalently the structure (fL; (µ1, µ2, µ3, . . .)L) of strongly homotopy
Lie (s − 1)-algebroid or, simply, of s-algebra. A special case of such struc-
ture is a degree U = s − 1 symplectic structure on L or, equivalently, the
structure of strongly homotopy Lie (s−1)-algebroid with µn = 0 for all n ex-
cept for n = 2 and µ2 is non-degenerated. Then we just have the standard
topological closed (s − 1)-brane theory associated with Ts = L such that
{., .}s−1 ≡ µ2. In general we may use the above topological open s-brane on
Ms+1 to define differential-topological invariants of the boundaryNs =Ms+1
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by the correlation functions of the boundary BV observables. In other words
topological open s-brane associates any s-algebra -strongly homotopy (s−1)-
algebroid, with differential-topological invariants of s-dimensional manifold,
which bounds (s+ 1)-dimensional space.
It seems to be reasonable to believe that the perturbation expansions
of the open s-brane theory above generates elements of Hochschild complex
Hoch(A(L)s) and the BV Ward identity of the theory
17 is equivalent to the
Maurer-Cartan equation for Hoch(A(L)s). The above ”principle” is beauti-
fully demonstrated by Cattaneo-Felder for s = 1 and L = X is a Poisson
manifold in their path integral approach to Kontsevich’s formality theorem
[5]. We emphasis that the Maurer-Cartan equation for the cohomological
(s + 1)-algebra H∗(Hoch(A(L)s)) is equivalent to the BV master equation
of our s-brane theory and the BV Ward identity is a direct consequence, at
lease formally, of the BV master equation. A crucial point is that the BV
Ward identity depends differential-topology of Ms+1 (including configura-
tions space of points on Ms+1).
The above discussion seem to indicate that they may be fundamental
relations between differential-topology of d-dimensions and the world of d-
algebras. It could be more precise to state that (quantum) d-algebra should
be defined in terms of differential-topology of d-dimensions as detected by
path integrals. Kontsevich conjectured that there are structures of d-algebra
in conformal field theory on Rd with motivic Galois group action on the
moduli space [23]. Our construction naturally suggest that the conjecture
can be naturally generalized to d-braneoids on any orient smooth (d + 1)-
dimensional manifold. All those direct us to certain universal properties
of Feynman path integrals of the theory related with differential-topology,
arithmetic geometry as well as number theory.
4.2.6 Multiple Boundaries
So far we assume thatMs+1 has only a single boundary component. Now we
relax the condition by allowing ∂Ms+1 has multiple components. For each
component Ni of ∂Ms+1, we pick a Lagrangian subspace Li in (Ts+1, ωs) and
assign boundary condition prescribed before. Now the classical BV master
equations requires that
H|Li = 0, for ∀i (4.65)
17The BV Ward identity is an identity of path integral as the result of BV master
equations
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in addition to the condition [H,H]−s = 0. Then under the canonical trans-
formation generated by Ψ in (4.58) we have
S
(0)Ψ
H = S
(0)
HΨ
+
∑
i
∮
T [1]Ni
Γi, (4.66)
where Γi = Ψ|Li . Above action functional satisfies the master equation if
and only if HΨ|Li = 0 for ∀i. Thus it is obvious that Ψ ∈ ts satisfying
Ψ|∪iLi = 0 leads to the same physical theory.
Let’s consider, as a simplest example, the case that ∂Ms+1 = N1 ∪
N2 and the associated Lagrangian subspaces L1 and L2 in (Ts+1, ωs) are
complementary with each others defined by pa = 0 and q
a = 0,respectively,
for ∀a. We may expand H as H = ∑∞k,ℓ=1 1k!ℓ!ma1...akb1...bℓ qb1 · · · qbℓpa1 · · · pan ,
and for each L1 and L2 we have structures of sh Lie s-algebroid, which,
together, may be called sh Lie s-bialgebroids. Now we have the associated
classical BV action functional
S
(0)
H =
∮
T [1]Ms+1
p̂ad̂q̂a + ∞∑
k,ℓ=1
1
k!ℓ!
ma1...akb1...bℓ q̂
b1 · · · q̂bℓ p̂a1 · · · p̂an
 . (4.67)
Note that the (super) propagator exist between p̂a and q̂
a only such that at
each boundary there are no propagation and interaction takes place only at
the bulk. The tree-level interactions correspond to the strucuture of classical
sh Lie s-bialgebroids, while the higher order (in ~) corrections would lead
to quantum sh Lie s-bialgebroids We may say the QFT defines some kind of
quantum cobordism.
4.3 Toward Quantum Clouds
This paper has a serious limitation to unveil quantum world. The general
results in section 3 is based on assumption that ∆ exists without proper
definition of it, while using ∆ crucially. In section 5, where we present
realistic case of d-dimensional QFTs and their family, we simply ignored
∆, while written in the quantum perspective relying on ∆. Let Mn be a
n-manifold with or without boundary. Let {φ(σ)a, φ(σ)•a} be fields and
anti-fields of certain model discussed in section 5 with suitable boundary
conditions, where {σµ} is a local coordinates system in Mn and {a} denotes
all the discrete indices in the model. Then∆ is naively ”defined” as follows
∆” = ” lim
τµ→σµ
∑
a
∫ √
gdnτ
∫ √
gdnσ
(
(−1)|φa|+1 δ
2
δφ(τ)•aδφ(σ)
a
)
(4.68)
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involving diagonal of Mn ×Mn which requires suitable regularization. Re-
lated to above Feynman propagators are certain differential forms on suit-
ably compactified configuration space of points on Mn. Also, due to non-
local observables, supported on various cycles, we need to worry about space
of cycles in Mn. The pressing problem is to define ∆ correctly and univer-
sally (before doing any gauge fixing) in each dimensions for general smooth
manifold with or without boundary (this will take care of the crucial renor-
malization of QFT). We remark that a closely related problem, though in
a limited situation (loop space), has been dealt in string topology of Chase
and Sullivan [6]. Once this is achieve QFTs are largely characterized by
certain KS-cohomology ring, for ∆e
−S/~ = 0, as we demonstrated in sec-
tion 3. Then we may concentrate on structures associated with (correct)
moduli space of QFTs for both generic part and singular points, which give
rise to various perturbative QFTs. As for mathematical side, it will give
us an universal quantization machine for d-algebras decorated by algebro-
differential-topology of d/(d + 1)-manifolds.
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