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Quantum brownian motion is a fundamental model for a proper understanding of open quantum
systems in different contexts such as chemistry, condensed matter physics, bio-physics and opto-
mechamics. In this paper we propose a novel approach to describe this model. We provide an exact
and analytic equation for the time evolution of the operators, and we show that the corresponding
equation for the states is equivalent to well-known results in literature. The dynamics is expressed
in terms of the spectral density, regardless the strength of the coupling between the system and the
bath. Our allows to compute the time evolution of physically relevant quantities in a much easier
way than previous formulations allow to. An example is explicitly studied.
PACS numbers: 05.40.Jc, 03.65.Yz, 42.50.Lc
I. INTRODUCTION
Technical improvements in quantum experiments are
making impressive steps forward, reaching levels of ac-
curacy which were hardly imaginable a few decades ago.
Controlling the noise is often the crucial challenge for fur-
ther progress, and a theoretical understanding is impor-
tant to disentangle environmental effects from intrinsic
properties of the system.
Quantum Brownian motion [1–6] is the paradigm of
an open quantum system interacting with an external
bath, and nowadays it finds applications in several phys-
ical contexts such as chemistry [7], condensed matter [8–
10], bio-physics [11–14] and opto-mechanics [15–18] to
name a few.
The model consists of a particle S of mass M , with
position xˆ and momentum pˆ, harmonically trapped at
frequency ωS and interacting with a thermal bath of in-
dependent harmonic oscillators, with positions Rˆk, mo-
menta Pˆk, mass m and frequencies ωk. This model has
become a milestone in the theory of open quantum sys-
tem [2, 19–34]. The total Hamiltonian HˆT of system plus
bath is HˆT = HˆS + HˆI + HˆB, where
HˆS =
pˆ2
2M
+
1
2
Mω2S xˆ
2,
HˆB =
∑
k
Pˆ 2k
2m
+
1
2
mω2kRˆ
2
k,
HˆI = xˆ
∑
k
CkRˆk,
(1)
are respectively the system, bath and interaction Hamil-
tonians. The characterization of the set of coupling con-
stants Ck is provided by the spectral density which is
∗Electronic address: matteo.carlesso@ts.infn.it
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defined as
J(ω) =
∑
k
C2k
2mωk
δ(ω − ωk). (2)
The first master equation for this model was derived by
Caldeira and Leggett [26] by using the common assump-
tion of a factorized initial state
ρˆT(0) = ρˆS(0)⊗ ρˆB, (3)
where ρˆS(0) and ρˆB are the initial states of the system
and of the bath respectively, and also the Born-Markov
approximation [2]; The high temperature limit was taken
into account in order to obtain a simple evolution [35–37]
in the Lindblad form with constant coefficients:
dρˆS(t)
dt
= − i
~
[HˆS, ρˆS(t)]− iγ~ [xˆ, {pˆ, ρˆS(t)}] +
−2Mγ
~2β
[xˆ, [xˆ, ρˆS(t)]] ,
(4)
where γ and β are the damping rate and the inverse tem-
perature, respectively. This derivation has two limita-
tions. First, the master equation is the generator of a
dynamical map which is not positive [38, 39], i.e. it does
not map all quantum states ρˆS into quantum states [62].
Second, the regime of validity cannot be always fulfilled:
the latest attempts to reach the ground state at low tem-
perature regimes [18, 40] is an opto-mechanical example.
The main contributions in overcoming these limita-
tions were given by Haake and Reibold [30] and later by
Hu, Paz and Zhang [33], who provided the exact master
equation for the particle S given the total Hamiltonian
HˆT:
dρˆS(t)
dt
= − i
~
[Hˆ(t), ρˆS(t)]− iγ(t)~ [xˆ, {pˆ, ρˆS(t)}] +
− h(t) [xˆ, [xˆ, ρˆS(t)]]− f(t) [xˆ, [pˆ, ρˆS(t)]] , (5)
where Hˆ(t) and the coefficients γ(t), h(t) and f(t) now
are time dependent. We refer to this model as to the
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2Quantum Brownian Motion (QBM) model. Contrary
to the Caldeira-Leggett master equation, which is valid
only for the specific ohmic choice the spectral density
(J(ω) ∝ ω) Eq. (5) is valid for arbitrary spectral densi-
ties J(ω) and temperatures T . However, for the QBM
model, the coefficients are solutions of differential equa-
tions, which in general are hard to solve. The explicit
form of these coefficients, beyond the weak-coupling limit
[33], was provided by Ford and O’Connell in [41].
The generality of such a solution is outstanding, how-
ever, as noticed in [41], solving the time-dependent mas-
ter equation is in general a formidable problem. The
authors show that the dynamics of the system can be
more easily solved by working with the Wigner function
of the system and bath at time t and then averaging over
the degrees of freedom of the bath. According to their
procedure, the reduced Wigner function W at time t can
be expressed in terms of that at time t = 0 as follows:
W (x, p, t) =
∫ +∞
−∞
dr
∫ +∞
−∞
dqP (x, p; r, q; t)W (r, q, 0),
(6)
where P describes the transition probability [41].
The drawback of such a procedure is the limited selec-
tion of initial states ρˆS for which the Wigner function is
analytically computable. For gaussian states this is not a
problem, however there exist physical relevant situations
where this is not the case [42–44]. An example is pro-
vided by a system initially confined in a infinite square
potential. We will refer explicitly to this example.
In this paper, we propose an alternative derivation
of the QBM dynamics for a general bath at arbitrary
temperatures. The master equation we derive is exact
and of course is equivalent to Eq. (5). However, the
time-dependent coefficients will be written in a much
simpler form, and therefore can be used to compute
much more easily the solution of the master equation,
regardless of the strength of the coupling and of the
form of the initial state ρˆS.
The paper is organized as follows: In section II we de-
scribe our alternative derivation. In section III we derive
the master equation. In section IV we provide a criterion
for the complete positivity of the dynamics. In section V
we derive the explicit evolution of some physical quanti-
ties one is typically interested in, for a specific spectral
density, in particular we compare our result with that of
Haake-Reibold [30] and Hu-Paz-Zhang [33]. Moreover,
we will show how one can easily go beyond the results of
Ford and O’Connell [41] and compute the time evolution
of expectations values for initial non-gaussian states.
II. THE QBM MODEL IN THE HEISENBERG
PICTURE: THE ADJOINT MASTER EQUATION
We derive the adjoint master equation for the quantum
Brownian motion model. This is the dynamical equation
describing the time evolution of a generic operator Oˆ of
the system S, once the average over the bath is taken.
To this end, we consider the unitary time evolution of
the extended operator Oˆ ⊗ 1ˆB with respect to the total
Hamiltonian HˆT of the system plus bath, where 1ˆB is the
bath identity operator, and we trace over the degrees of
freedom of the bath. The time derivative of the reduced
operator, under the hypothesis of a factorized initial state
as in Eq. (3), will be governed by the adjoint master
equation.
Let us consider the von Neumann representation [45,
46] of the operator Oˆ, defined, at time t = 0, by the
following relation:
Oˆ =
∫
dλdµ O(λ, µ)χˆ(λ, µ, t = 0), (7)
where O(λ, µ) is the kernel of the operator Oˆ and
χˆ(λ, µ, t = 0) = exp[iλxˆ + iµpˆ] is the generator of the
Weyl algebra, also called characteristic or Heisenberg-
Weyl operator [46]. Following the procedure previously
outlined, and using the von Neumann representation, the
operator Oˆ at time t is given by:
Oˆt =
∫
dλdµ O(λ, µ)χˆt, (8)
where we introduced the characteristic operator at time
t:
χˆt = Tr
(B)
[
ρˆB
(
Uˆ†t (χˆ(λ, µ, 0)⊗ 1ˆB)Uˆt
)]
. (9)
and Uˆt = exp(− i~HˆTt). Therefore, to obtain the evolu-
tion of the operator Oˆt, it is sufficient to consider the
evolution equation for the characteristic operator:
χˆt = Tr
(B)
[
ρˆBe
iλxˆ(t)+iµpˆ(t)
]
, (10)
where xˆ(t) and pˆ(t) are the position and momentum
operators of the system S evolved by the unitary
evolution generated by the total Hamiltonian of the
composite system plus bath and ρˆB is defined in Eq. (3).
In order to obtain the explicit expression of xˆ(t) and
pˆ(t), we rewrite the bath and interaction Hamiltonian
defined in Eq. (1) in terms of the creation and annihi-
lation operators bˆ†k and bˆk of the k-th bath oscillator:
HˆB =
∑
k ~ωk bˆ
†
k bˆk and HˆI = −xˆBˆ(0), where Bˆ(t) is de-
fined as
Bˆ(t) = −
∑
k
Ck
√
~
2mωk
(
bˆke
−iωkt + bˆ†ke
iωkt
)
. (11)
In terms of the latter we solve the Heisenberg equations of
motions for xˆ(t) and pˆ(t) by using the Laplace transform.
3The solutions are:
xˆ(t) = G1(t)xˆ+G2(t)
pˆ
M
+
1
M
∫ t
0
ds G2(t− s)Bˆ(s),
(12a)
pˆ(t) = MG˙1(t)xˆ+ G˙2(t)pˆ+
∫ t
0
ds G˙2(t− s)Bˆ(s),
(12b)
where xˆ and pˆ denote the operators at time t = 0, and
the two Green functions G1(t) and G2(t) are defined as
G1(t) =
d
dt
G2(t),
G2(t) = L−1
[
M
M(s2 + ω2R)− L[D(t)](s)/~
]
(t),
(13)
where L denotes the Laplace transform and ω2R = ω2S +
2
M
∫
dω J(ω)/ω. In Eq. (13) we introduced the dissipa-
tion kernel D(t):
D(t) = 2~
∫ +∞
0
dω J(ω) sin(ωt). (14)
Given Eqs. (12), since the operators of the system and of
the bath commute at the initial time, it follows that:
χˆt = e
iα1(t)xˆ+iα2(t)pˆ Tr(B) [ρˆBχˆB(t)] , (15)
where α1(t) and α2(t) are defined as follows:
α1(t) = λG1(t) + µMG˙1(t), (16a)
α2(t) = λG2(t)/M + µG˙2(t), (16b)
and the operator χˆB(t) refers only to the degrees of free-
dom of the bath:
χˆB(t) = exp
[
i
∫ t
0
ds Bˆ(s)α2(t− s)
]
. (17)
Under the assumption of a thermal state for the bath:
ρˆB ∝ e−βHˆB , (18)
the trace over χˆβ(t) gives a real and positive function
of time Tr(B) [ρˆBχˆB(t)] = e
φ(t), where the explicit form
of φ(t) can be obtained by using the definition of the
spectral density in Eq. (2). In Appendix A we present
the explicit form of φ(t), written as the sum of three
terms: φ(t) = λ2φ1(t) + µ
2φ2(t) + λµφ3(t). The time
derivative of χˆt gives
dχˆt
dt
=
[
iα˙1(t)xˆ+ iα˙2(t)pˆ+
+
i~
2
[
α˙1(t)α2(t)− α1(t)α˙2(t)
]
+ φ˙(t)
]
χˆt;
(19)
by substituting this expression in:
d
dt
Oˆt =
∫
dλdµ O(λ, µ)dχˆt
dt
, (20)
we arrive at the adjoint master equation for the operator
Oˆt.
The integral in Eq. (20) depends on the choice of the
kernel O(λ, µ). On the other hand, we want an equa-
tion that can be directly applied to a generic operator Oˆ
without having first to determine its kernel. This means
that we want to rewrite Eq. (19) in the following time-
dependent form
dχˆt
dt
= Lt [χˆt] =
i
~
[
Hˆeff(t), χˆt
]
+
+
2∑
a,b=1
Kab(t)
[
LˆaχˆtLˆ
†
b −
1
2
{
LˆaLˆ
†
b, χˆt
}]
,
(21)
where the effective Hamiltonian Hˆeff(t), the hermitian
Kossakowski matrixK(t) and the Lindblad operators Lˆa
should not depend on the parameters λ and µ. Then, the
linearity of Eq. (20) will allow to extend Eq. (21) to any
operator Oˆt. To achieve this, the explicit dependence
from the parameters λ and µ, contained in the coeffi-
cients αi and φ(t), must disappear in Eq. (19). This can
be done in the following way. Let us consider the com-
mutation relations among xˆ, pˆ and χˆt:[
χˆt, xˆ
]
= ~α2(t)χˆt and
[
χˆt, pˆ
]
= −~α1(t)χˆt.
(22)
Given Eqs. (16), we can express λχˆt and µχˆt as a linear
combination of the above commutators. Then, by using
this result, we can easily rewrite Eq. (19) in the form
given by Eq. (21), where
Hˆeff(t) =
pˆ2
2M
+
ΓA(t)
2
(xˆpˆ+ pˆxˆ) +
1
2
M∆A(t)xˆ2, (23)
the Lindblad operators are Lˆ1 = xˆ and Lˆ2 = pˆ. The time
dependent function ΓA(t), ∆A(t) and the elements of the
Kossakowski matrix Ka,b(t) are reported in Appendix
B. An important note: one of the elements of the
Kossakowski matrix vanishes K22(t) = 0. This means
that the term corresponding to [pˆ, [pˆ, ρˆS]] is absent, as
for the Caldeira-Leggett master equation [26]. In the
latter case this implies the non complete positivity of the
dynamics. In the case under study, complete positivity is
instead automatically satisfied, as it is explicitly shown
in Sec. IV. This result is in agreement with previous
results [30, 33, 41, 47].
Eq. (21) is linear in χˆt and does not depend on λ and µ.
Therefore because of Eq. (20), it holds for any operator
Oˆt:
d
dt Oˆt = Lt[Oˆt], as in Eq. (21). This is the adjoint
master equation and Lt is the generator of the dynamics.
The correspondent adjoint dynamical map is given by
Φt[ · ] = T exp
(∫ t
0
dsLs
)
[ · ]. (24)
The result here obtained is very general and depends
only on the form of the total Hamiltonian HˆT defining
4the QBM model together with the separability of the
initial total state (Eq. (3)), but does not depend on the
particular initial state of the system S. We now show
that we recover the master equation (5) for the states.
III. THE MASTER EQUATION FOR THE
STATISTICAL OPERATOR
We now derive the master equation for the density ma-
trix, starting from the adjoint master equation. For a
time independent adjoint master equation, switching to
the master equation for the states is straightforward: the
adjoint dynamical map Φt is exp (tL), where the genera-
tor L is time independent. Therefore the map Φt and its
generator L commute. Then the generator of the dynam-
ics for the states is equal to the adjoint of the generator
of the dynamics for the operators. In the time depen-
dent case here considered, instead, the procedure is more
delicate. Consider the dynamical map Φ∗t for the states:
Φ∗t : ρˆS(0) 7→ ρˆS(t), (25)
which is the adjoint map of Φt defined in Eq. (24). The
adjointness, denoted here by the ∗-symbol, has to be un-
derstood in the following sense:
〈χˆt〉 = Tr(S) [Φt [χˆ(0)] ρˆS(0)] = Tr(S) [χˆ(0)Φ∗t [ρˆS(0)]] ,
(26)
where 〈 · 〉 = Tr(S) [ · ρˆS(0)]. Let us consider the time
derivative of 〈χˆt〉 and let us express it as follows:
d
dt
〈χˆt〉 = Tr(S) [Λt [χˆ(0)] ρˆS(0)] = Tr(S) [χˆ(0)Λ∗t [ρˆS(0)]] .
(27)
The above equation defines the two maps Λt and Λ
∗
t .
According to Eq. (21),
Λt [χˆ(0)] = Lt [χˆt] = Lt ◦Φt [χˆ(0)] . (28)
On the other hand, according to standard practice [2],
the map Λ∗t in Eq. (27) is defined as
Λ∗t [ρˆS(0)] = L˜∗t [ρˆS(t)] = L˜∗t ◦Φ∗t [ρˆS(0)] , (29)
where the map L˜∗t is the generator of the dynamics for
the states. By adjointness we have
Tr(S) [Lt ◦Φt [χˆ(0)] ρˆS(0)] = Tr(S)
[
Φt ◦ L˜t [χˆ(0)] ρˆS(0)
]
.
(30)
Then, by comparison we have to construct the map L˜t
as follows:
L˜t = Φt−1 ◦ Lt ◦Φt. (31)
In terms of this latter expression, Eq. (28) becomes
Λt [χˆ(0)] = Φt ◦ L˜t [χˆ(0)] . (32)
For a time dependent generator, in order to construct
the master equation for the states we need to derive ex-
plicitly the form of L˜t. This is derived in Appendix C
and the final result is:
L˜t [χˆ(0)] =
i
~
[
ˆ˜Heff(t), χˆ(0)
]
+
+
2∑
a,b=1
K˜ab(t)
[
Lˆaχˆ(0)Lˆ
†
b −
1
2
{
LˆaLˆ
†
b, χˆ(0)
}]
,
(33)
where Lˆα is defined after Eq. (23),
ˆ˜Heff(t) =
pˆ2
2M
− Γ
A(t)
2
(xˆpˆ+ pˆxˆ) +
1
2
M∆A(t)xˆ2, (34)
and the elements of K˜ab(t) are reported in the Appendix.
Now, in order to obtain the time derivative of the opera-
tor Oˆt at time t, we act with L˜t on the operator Oˆ(0) at
time t = 0 and then with the adjoint dynamical map Φt,
as described in Eq. (32). The latter equation, according
to the definition of the map Λt in Eq. (28), gives
d
dt Oˆt.
From this we can compute the master equation for the
states. This can be simply done by using the cyclic prop-
erty of the trace Tr(S) [ · ] applied on the expression in
Eq. (33). Then, we have:
d
dt
〈χˆt〉 = Tr(S)
[
L˜t [χˆ(0)] Φ∗t [ρˆS(0)]
]
,
= Tr(S)
[
χˆ(0)
d
dt
ρˆS(t)
]
,
(35)
which yields the master equation for the states of the
system S:
dρˆS(t)
dt
= − i
~
[
ˆ˜Heff(t), ρˆS(t)
]
+
+
2∑
a,b=1
K˜ab(t)
[
Lˆ†bρˆS(t)Lˆa −
1
2
{
LˆaLˆ
†
b, ρˆS(t)
}]
,
(36)
This is the desired result, which naturally coincides with
the QBM master equation (5). The explicit form of the
terms in Eq. (36) can be obtained starting from the spec-
tral density J(ω) defined in Eq. (2).
IV. COMPLETE POSITIVITY
We now discuss the complete positivity of the dynam-
ical map Φt generated by the generator Lt defined in
Eq. (21). The action of this dynamical map on the
generic operator Oˆ of the system S is
Φt[Oˆ] = Oˆt = Tr
(B)
[
ρˆB
(
Uˆ†t (Oˆ ⊗ 1ˆB)Uˆt
)]
, (37)
which is the combination of two completely positive
maps: the unitary evolution provided by the total
Hamiltonian of system plus bath, and the trace over the
5bath. Therefore, by construction the dynamical map
is completely positive. However, two observations are
relevant here. First, it is instructive to verify explicitly
the complete positivity of the dynamics. Second, in a
situation where approximations are needed in order to
compute explicitly the coefficients of the (adjoint) mas-
ter equation, the verification of the complete positivity
of the dynamics becomes a fundamental point of interest.
When the generator L of the dynamics is not time
dependent, the sufficient and necessary condition for
the complete positivity of the dynamical map is the
positivity of the Kossakowski matrix [36, 48]. For
a time dependent generator Lt, instead, a positive
Kossakowski matrix is only a sufficient condition for
complete positivity. An example is precisely the QBM
model under study, whose Kossakowski matrix is not
positive for all times, nevertheless the dynamics is
completely positive. For a time dependent generator, a
necessary and sufficient condition instead is given by the
following theorem [49, 50], under the assumption of a
Gaussian channel.
Suppose that the action of a gaussian dynamical map
Φt on the characteristic operator χˆ of the system is de-
fined as follows
Φt : exp
(
i 〈ξ|R〉
)
7→ exp (i 〈ξ|Xt|R〉) exp
(− 12 〈ξ|Yt|ξ〉) ,
(38)
where Xt and Yt are 2 × 2 matrices describing the evo-
lution of the characteristic operator
Xt =
(
G1(t) G2(t)/M
MG˙1(t) G˙2(t)
)
, Yt =
(−2φ1(t) −φ3(t)
−φ3(t) −2φ2(t)
)
,
(39)
and 〈ξ| = (λ, µ) and 〈R| = (xˆ, pˆ). In terms of Xt, Yt and
of the symplectic matrix Ω =
(
0 1−1 0
)
, we can define the
following matrix Ψt:
Ψt = Yt +
i~
2
Ω− i~
2
XtΩX
T
t . (40)
The necessary and sufficient condition for the dynamical
map Φt to be completely positive (CP) is the positivity
of Ψt for all positive times. Since the matrix Ψt is a
2× 2 matrix, the request of its positivity reduces to the
request of positivity of its trace and determinant:
Tr [Ψt] = −2
(
φ1(t) + φ2(t)
)
, (41a)
det [Ψt] = 4φ1(t)φ2(t)− φ23(t)−
1
4
(
~− F (t)
)2
. (41b)
The condition of positivity of the trace, Eq. (41a), is
easily verified for all physical spectral densities: the
spectral density is positive by definition, see Eq. (2),
and this implies the negativity of φ1(t) and φ2(t), see
Eqs. (A1), for all positive values of the temperature.
On the other hand, the second condition, Eq. (41b),
cannot be easily verified in general. Once a specific
spectral density J(ω) is chosen, one can check explicitly
whether det [Ψt] ≥ 0. For example, the spectral density
J(ω) ∝ ω, originally chosen in [26] to describe the
quantum brownian motion, does not satisfy the above
condition also in the case of no external potentials, and
in fact it is well known that the Caldeira-Leggett master
equation is not CP.
As already remarked, the QBM model automatically
guarantees complete positivity. However, in practical
cases one is not able to compute explicitly the time de-
pendent coefficients of the Kossakowski matrix. Approx-
imations are needed, in which case complete positivity
is not automatically guaranteed anymore. This can be
checked in a relatively easy way by assessing the positiv-
ity of det [Ψt].
V. TIME EVOLUTION OF RELEVANT
QUANTITIES
The original QBM master equation (5) is expressed
in terms of functions (forming the Kossakowski matrix),
whose explicit expression is not easy to derive, even if
one considers the solution given in [41]. They are so-
lutions of complicated differential equations, difficult to
solve except for very simple situations. More important,
expectation values are not easy to compute: one has to
determine the state of the system at time t, which is in
general a formidable problem also in a particularly sim-
ple situation. In our derivation, instead, the use of the
adjoint master equation provides an much easier tool for
the computation of expectation values. The evolution
is expressed in the Heisenberg picture, therefore it does
not depend on the state of the system S but only on the
properties of the adjoint evolution Φt.
For example, by plugging the expression of xˆ2(t) (ob-
tained from Eq. (12)) in Eq. (21) we obtain an equation
for the expectation value 〈xˆ2t 〉:
d
dt
〈xˆ2t 〉 = 2G˙1(t)G˙2(t) 〈xˆ2〉+ 2G˙1(t)G˙2(t) 〈pˆ2〉 /M2+
+ (G1(t)G˙2(t) + G˙1(t)G2(t)) 〈{xˆ, pˆ}〉 /M − 2φ˙1(t),
(42)
which can be solved directly without having to solve a
more complicated system of differential equations, as it
is necessary when the solution is in the Schro¨dinder pic-
ture [2], as well as for the case of the Wigner function ap-
proach [41, 51, 52]. Once the interaction with the bath,
i.e. the spectral density function, is specified, G1(t) and
G2(t) can be determined as described before, and this
fully determines the time evolution of 〈xˆ2t 〉 in terms of
the initial expectation values. In a similar way one can
compute all the other expectation values as a function of
time.
To show this, we provide the explicit general solu-
tion of some physical quantities of interest for a spe-
cific spectral density. We consider: the diffusion func-
6tion Λdif(t) = 〈xˆ2t 〉 − 〈xˆt〉2, the energy of the system
E(t) = 〈pˆ2t 〉 /2M+ 12Mω2S 〈xˆ2t 〉 and the decoherence func-
tion Γdec(t). The latter is defined as follows. We consider
a particle which, at time t = 0, is described by a state
|ψ(t = 0)〉 = N [|α〉 + |β〉], where |α〉 and |β〉 are two
equally spread out, with spread equal to σ0, gaussian
wave packets, centered respectively in xα = 〈α|xˆ|α〉 and
xβ = 〈β|xˆ|β〉 and N is the normalization constant. The
probability density in position x at time t is [2]:
P(x, t) = N 2 {ραα(x, t) + ρββ(x, t)+
+2
√
ραα(x, t)ρββ(x, t) exp [Γ
dec(t)] cos
[
ϕ(x, t)
]}
,
(43)
where ραβ(x, t) = 〈x|Tr(B)
[
Ut(|α〉 〈β|)U†t
]
|x〉: there is a
modulation given by the phase ϕ(x, t) and a reduction of
the interference contrast determined by the decoherence
function Γdec(t) < 0. The decoherence function takes the
following form:
Γdec(t) = −4σ
4
0∆
2
p + ~2∆2x
~2
·
· M
2φ1(t)
8M2σ20φ1(t)− ~2G22(t)− 4M2σ40G21(t)
,
(44)
where ∆x and ∆p are the distances between the two
guassians in position and momentum, and the function
φ1(t) is defined in Eq. (A1a). The explicit expressions
for Λdif(t) and E(t) is given in Appendix D.
As a concrete example, we consider the case of the
Drude-Lorentz spectral density
J(ω) =
2
pi
MγΩ2
ω
(ω2 + Ω2)
, (45)
which is commonly used for example in light-harvesting
systems [13, 53], where Ω is the characteristic frequency
of the bath. The corresponding dissipation and noise
kernels, defined in Eq. (14) and Eq. (A2) respectively,
are:
D(t) = 2Mγ~Ω2e−Ω|t|sign(t), (46a)
D1(t) =
2Mγ~Ω2
pi
[
ΦL
(
e
−2pi|t|
β~ , 1,−β~Ω
2pi
)
+
+ΦL
(
e
−2pi|t|
β~ , 1,
β~Ω
2pi
)]
+ 2Mγ~Ω2e−Ω|t| cot
(
β~Ω
2
)
,
(46b)
where the function ΦL is the Hurwitz-Lerch transcendent
function ΦL(z, s, a) =
∑+∞
n=0 z
n(n+a)−s. The two Green
functions are:
G2(t) =
3∑
i=1
(Ω + Ci)e
Cit
Di
, (47)
and G1(t) =
d
dtG2(t), where C1, C2 and
C3 are the complex roots of the polynomial
Figure 1: Time evolution of the energy E(t) (top panel) and
diffusion in space Λdif(t) (bottom panel) for the first excited
state of the harmonic oscillator with frequency ωS = 100 cen-
tred in the origin (〈xˆ〉 = 0 = 〈pˆ〉) with parameters M = 1,
γ = 0.3, Ω = 2000, β = 10−1 and ~ = 1. The plot shows
the behavior of E(t) and Λdif(t) for the QBM model with
the Drude-Lorentz spectral density, for the Caldeira-Leggett
model (CL) and for its modification (MCL). Eth,Q, Eth,C,
Λdifth,Q and Λ
dif
th,C (see main text) are also plotted.
y(s) = (y2 + ω2S + 2γΩ)(y + Ω) − 2γΩ2 and
Di =
∏3
j=1,j 6=i(Ci − Cj). In terms of these func-
tions, we can compute the functions φi(t) with the help
of Eqs. (A1) as well as the three relevant quantities
previously discussed, whose explicit expressions are
displayed in Eq. (44), Eq. (D3) and Eq. (D4).
Fig. 1 and 2 show the evolution of the diffusion func-
tion Λdif(t), of the energy E(t) and of the decoherence
function Γdec(t), and we compare their time evolution
according to the QBM model as described here above
(QBM), with that of the Caldeira-Leggett (CL) master
equation in (4). We also consider the evolution given by
the Modification of the Caldeira-Leggett (MCL) master
equation, which is obtained from Eq. (4) by adding the
term − γβ8M [pˆ, [pˆ, ρˆS(t)]] to guarantee the complete posi-
7tivity of the dynamics [2, 38, 39]. As for the initial state,
in Fig. 1 we considered the first excited state of the har-
monic oscillator with frequency ωS centred in the origin:
〈xˆ〉 = 0 = 〈pˆ〉.
The asymptotic value of E(t) is given by the equilib-
rium energy of the thermal state ρˆth ∝ exp(−βHS):
Eth,Q =
~ωS
2
+
~ωS
eβ~ωS − 1 , (48)
which the high temperature limit coincides with the clas-
sical value Eth,C = 1/β. For high temperatures the differ-
ence between the two thermal energies, Eth,Q and Eth,C,
is negligible; in this case the three dynamics lead to the
same asymptotic value. This is expected since both CL
and MCL are derived in the high temperature limit, and
our result is exact. However at low temperatures, as
Fig. 1 shows, the difference between the quantum and
classical case becomes important and shows the quan-
tum properties of the system S: the zero-point energy
~ωS/2 is the minimal allowed energy. The CL dynamics,
at low temperatures, fails to capture this feature since its
asymptotic value is lower. The MCL dynamics leads to
an asymptotic energy which is different from both the
classical and the quantum value. This is due to the
correction to the Caldeira-Leggett master equation. As
mentioned before, the latter is needed to satisfy complete
positivity, however it leads to unphysical effects, e.g. the
system is overheated. Only the QBM model displays the
correct quantum behavior.
A similar situation is found for the diffusion in position
Λdif(t). According to the well-known result of equilibrium
quantum statistical physics, its asymptotic value is given
by [26, 54]:
Λdifth,Q =
~
2MωS
coth
(
β~ωS
2
)
, (49)
which is the diffusion for an harmonic oscillator in the
thermal state ρˆth. In the high temperature limit Eq. (49)
gives the classical asymptotic value Λdifth,C = 1/Mβω
2
S .
Again, for high temperatures the difference between the
classical and quantum thermal diffusion can be neglected,
and the three dynamics give the same result. For low
temperatures the difference becomes important. The
MCL asymptotic value differs both from the classical and
quantum equilibrium values.
Fig. 2 shows how Γdec(t) decays in time. For high
temperatures, exp(Γdec(t)) reaches rapidly its asymptotic
value, i.e. the decoherence time τD is very short. In the
low temperature case instead τD is higher. Notice that
the asymptotic value in both cases is not zero but, in
agreement with the literature [2], it saturates at a finite
value:
Γdec(∞) = −1
8
∆2x
σ20
. (50)
Again, there are differences between the three dynamics.
In particular, with respect to the QBM result, the CL
dynamics overestimate the decoherence time τD whereas
for the MCL it is underestimated.
Figure 2: Decoherence function exp(Γdec(t)) with parame-
ters M = 1, γ = 0.3, Ω = 200, ωS = 100, ~ = 1,
σ0 =
√
~/(2MωS), ∆x = 2σ0 and ∆p = 0. The plot shows the
behavior of the decoherence function exp(Γ(t)) for the Drude-
Lorentz spectral density (QBM), for the Caldeira-Leggett
model (CL) and for its modification (MCL) at two different
temperatures: β = 10−1 and β = 10−4. For β = 10−4 the dif-
ferences between the three models are minimal and the three
curves coincide with the dotted line.
A. Non-gaussian initial state
The following example will make clear the advantage
of the present approach. Consider a system initially con-
fined by the square potential V (x) = 0 for x ∈ [0, a] and
V (x) = +∞ otherwise, at rest in the ground state. The
system later evolves subject to the harmonic potential.
The initial state then is:
ψ(x) =
{√
2/a sin(pix/a) x ∈ [0, a],
0 otherwise.
(51)
The corresponding initial expectation values for the
quadratic operators are:
〈xˆ〉 = a2 , 〈pˆ〉 = 0,
〈xˆ2〉 = 16 (2− 3pi2 )a2, 〈pˆ2〉 = pi
2~2
a2 , 〈{xˆ, pˆ}〉 = 0.
(52)
The time evolution of the diffusion function Λdif(t) and
energy E(t) is easy to obtain, as one can see from
Eq. (D3) and Eq. (D4). In fact in our approach the only
quantities that might change, when changing the state
of the system, are the initial expectation values. The
functional dependence of the physical quantities on the
initial values instead does not change. Then, by plugging
in Eq. (D3) and Eq. (D4) the initial expectation values
for the non-gaussian state (Eq. (52)), one directly obtains
the time evolution of Λdif(t) and E(t), which are plotted
[63] in Fig. 3. While the time evolution of E(t) is qualita-
tively the same as in the example previously considered,
the diffusion function Λdif(t) shows high frequency oscil-
lations when the initial state is taken equal to Eq. (51).
8These oscillations arise from the choice of the initial state
and are present also when the system is isolated.
With no bath, the diffusion function is equal to
Λdif(t) = cos2 ωSt
(
〈xˆ2〉 − 〈xˆ〉2
)
+
sin2 ωSt
M2ω2S
(
〈pˆ2〉 − 〈pˆ〉2
)
+
2 cosωSt sinωSt
MωS
( 〈{xˆ, pˆ}〉
2
− 〈xˆ〉 〈pˆ〉
)
.
(53)
By plugging into this expression the expectation values
for the ground state of the square potential (see Eq. (52))
we obtain the oscillatory behaviour, while for the eigen-
states of the harmonic oscillator Eq. (53) the diffusion of
course is constant (and correspondingly when the bath is
switched on, Λdif(t) simply decays exponentially as plot-
40
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Figure 3: Comparison of the solutions of the QBM model for
two different initial states: the first excited state of the har-
monic oscillator at frequency ωS (dashed line) and the ground
state of the square potential displayed in Eq. (51) (continuous
line). The chosen parameters are: M = 1, γ = 0.3, Ω = 2000,
ωS = 100, β = 10
−1, a = 0.23 and ~ = 1. Top panel: Evolu-
tion of the energy E(t) for the two systems, compared with the
equilibrium energy Eth,Q for the quantum thermal state. Bot-
tom panel: Evolution of the diffusion function Λdiff(t) for the
two systems, compared with the equilibrium diffusion Λdiffth,Q
for the quantum thermal state.
ted in Fig. 3).
As we have shown, the evolution of the expectation
values is easy to obtain by using our approach. Once the
functional dependence of the physical quantities on the
initial values is computed, we direct obtain their time
dependence for different initial states simply by inserting
the initial expectation values. On the other hand, when
working in the Schro¨dinger picture, as typically done in
the literature [2, 33], or with the Wigner formalism [41,
51, 52], one has to find the explicit time evolution of the
initial state, which changes depending on the initial state.
VI. CONCLUSIONS
We described an alternative approach to Quantum
Brownian motion, based on the Heisenberg picture. The
essential ingredients are three: i) the full Hamiltonian
(1), describing both the evolution of the system and of
the bath, ii) an uncorrelated initial state for the system
and the bath (3), and iii) the spectral density (2), which
has to satisfy precise physical constraints [64].
Starting from these ingredients, we derived explicitly
the adjoint master equation (21) for a generic operator
of the system. Due to the specific structure of the char-
acteristic operator, from the adjoint master equation we
obtained the more familiar master equation for the sta-
tistical operator (36). In general, this procedure is not
straightforward, however in this case it was possible to
carry out the calculations analytically. As expected, the
master equation we obtain is equivalent to previous re-
sults [30, 33].
A criterion for the complete positivity of the dynamics
is given. This becomes important when approximations
are needed to carry out calculations and then complete
positivity is not guaranteed anymore.
The two approaches (Heisenberg and Schro¨dinger)
are equivalent, however the explicit expression of the
coefficients of the master equation, in the original
framework of Eq. (5), can be given only in the weak
coupling regime [33], whereas for the approach here
presented it can be given for more general and physically
relevant situations [6]. A similar result was obtained
in [41], however there is an important difference with
respect to our approach: differently from [41] we are not
bound to computing the time evolution of the state of
the system, which in general is a complicated task. The
explicit dependence from the initial state appears only in
the initial expectation values, and not in the dynamics.
This simplifies the derivation of expectation values of
physical quantities and, even more, it makes the latter
possible also for non trivial states such as gaussian state.
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Appendix A: Explicit form of φ(t)
With reference to Eq. (17), it is easy to see that
for ρˆB as in Eq. (18) the trace over χˆβ(t) gives a real
and positive function of time. Using the definition of
the spectral density in Eq. (2) one immediately derives:
φ(t) = λ2φ1(t) + µ
2φ2(t) + λµφ3(t), where the explicit
form of φi(t) is:
φ1(t) = −
∫ t
0
dt′
∫ t
0
ds
D1(t
′ − s)
4M2
G2(t− t′)G2(t− s),
(A1a)
φ2(t) = −1
4
∫ t
0
dt′
∫ t
0
ds D1(t
′ − s)G1(t− t′)G1(t− s),
(A1b)
φ3(t) = −G2(t)
2M
∫ t
0
dsD1(s)G2(t− s), (A1c)
with
D1(t) = 2~
∫ +∞
0
dω J(ω) coth(β~ω/2) cos(ωt), (A2)
denoting the noise kernel. D1(t) is related to the dissi-
pative kernel D(t) through the Fluctuation-Dissipation
theorem [55–59]:∫ +∞
−∞
dt cos(ωt)D1(t) =
coth
(
β~ω
2
)∫ +∞
−∞
dt sin(ωt)D(t).
(A3)
Appendix B: Explicit form of the adjoint master
equation
Starting from Eqs. (16) for α1(t) and α2(t), linear com-
binations of these relations give the following relations:
λχˆt = −MG˙1(t)
F (t)
[χˆt, xˆ]− G˙2(t)
F (t)
[χˆt, pˆ] , (B1a)
µχˆt =
G1(t)
F (t)
[χˆt, xˆ] +
G2(t)
MF (t)
[χˆt, pˆ] , (B1b)
where we defined
F (t) = ~
(
G1(t)G˙2(t)− G˙1(t)G2(t)
)
. (B2)
By combining the results in Eq. (19) and Eqs. (B1), one
immediately can check that Eq. (19) takes the Lindblad
time-dependent form described in Eq. (21). In particular,
the effective Hamiltonian Hˆeff is given by Eq. (23), where
ΓA(t) =
~
2
(
G1(t)G¨2(t)− G¨1(t)G2(t)
)
F (t)
, (B3a)
∆A(t) = ~
(
G˙1(t)G¨2(t)− G¨1(t)G˙2(t)
)
F (t)
, (B3b)
and the elements of the Kossakowski matrix Ka,b(t) are:
K11(t) =
1
~F (t)
∫ t
0
ds D1(s)
(
G1(t)G˙2(t− s)+
−G˙1(t)G2(t− s)
)
,
K12(t) =
1
2M~F (t)
∫ t
0
ds D1(s)
(
G1(t− s)G2(t)+
−G1(t)G2(t− s)
)
− iΓ
A(t)
~
,
(B4)
and K22(t) = 0.
Appendix C: Derivation of the master equation for
the states
To construct L˜t, we start from the derivative with re-
spect to the parameters λ and µ of the characteristic
operator χˆt, see Eq. (15) of the main text:
∂
∂λ
χˆt = iG1(t)xˆχˆt + i
G2(t)
M
pˆχˆt +A(t)χˆt, (C1)
and
∂
∂µ
χˆt = iMG˙1(t)xˆχˆt + iG˙2pˆχˆt +B(t)χˆt, (C2)
where:
A(t) =
(
i
2
F (t) + φ3(t)
)
µ+ 2φ1(t)λ,
B(t) =
(
− i
2
F (t) + φ3(t)
)
λ+ 2φ2(t)µ,
(C3)
where F (t) is defined in Eq. (B2). By linearly combining
Eqs. (C1) and (C2) we arrive at the following expressions:
xˆχˆt =
i~
MF (t)
G2(t)
∂
∂µ
χˆt − i~
F (t)
G˙2(t)
∂
∂λ
χˆt+
+
i~
F (t)
[
G˙2(t)A(t)− G2(t)
M
B(t)
]
χˆt,
pˆχˆt = − i~
F (t)
G1(t)
∂
∂µ
χˆt +
i~
F (t)
MG˙1(t)
∂
∂λ
χˆt+
− i~
F (t)
[
MG˙1(t)A(t)−G1(t)B(t)
]
χˆt,
(C4)
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which we use to replace the terms proportional to xˆ and
pˆ in Eq. (19) of the main text; the right-hand side gives
Lt[χˆt] = Lt ◦ Φt[χˆ(0)]. By multiplying it from the left
with Φ−1t we obtain
Φ−1t ◦Lt ◦Φt [χˆ(0)] = L˜t [χˆ(0)] =
= Φ−1t
[
M∆A(t)µ
(
A(t)− ∂
∂λ
)
+
+
(
λ
M
+ 2µΓA(t)
)(
∂
∂µ
−B(t)
)
+
+
i~
2
[
α˙1(t)α2(t)− α1(t)α˙2(t)
]
+ φ˙(t)
]
Φt [χˆ(0)] ,
(C5)
where ∆A(t) and ΓA(t) are defined in Eqs. (B3) of the
main text. Now, the expression within the square brack-
ets contains no operator, therefore the action of the in-
verse map Φ−1t and of the direct map Φt cancel each
other. Moreover, because of Eqs. (C1) and (C2) we have
∂
∂λ
χˆ(0) = i
(
xˆ+
~
2
µ
)
χˆ(0),
∂
∂µ
χˆ(0) = i
(
pˆ− ~
2
λ
)
χˆ(0),
(C6)
and therefore Eq. (C5) becomes
L˜t [χˆ(0)] =
[
M∆A(t)µ
(
A(t)− i
(
xˆ+
~
2
µ
))
+
+
(
λ
M
+ 2µΓA(t)
)(
i
(
pˆ− ~
2
λ
)
−B(t)
)
+
+
i~
2
[
α˙1(t)α2(t)− α1(t)α˙2(t)
]
+ φ˙(t)
]
χˆ(0). (C7)
Now we want to rewrite the above relation without any
explicit dependence on λ and µ. In order to do so, we
use the same procedure used in passing from Eq. (19) to
Eq. (21) of the main text. According to Eq. (22):[
χˆ(0), xˆ
]
= ~µχˆ(0) and
[
χˆ(0), pˆ
]
= −~λχˆ(0),
(C8)
which, together with the Eq. (C7) and Eq. (C6), gives
the explicit form of L˜t reported in Eq. (33) of the main
text, where
K˜11(t) = − 2~2
[
φ˙2(t)− 4φ2(t)ΓA(t) +M∆A(t)φ3(t)
]
,
(C9a)
K˜22(t) = 0, (C9b)
K˜12(t) =
1
~2
[
φ˙3(t)− 2
M
φ2(t) + 2M∆
A(t)φ1(t)+
(C9c)
−2φ3(t)ΓA(t)]− i~Γ
A(t). (C9d)
Appendix D: Explicit expression for Λdif(t) and E(t)
Following the procedure described in the main text, we
can derive the solutions for the quadratic combinations
of the position and momentum operators. Starting from
Eq. (21), one applies Lt to the unitary evolved operator
Oˆ(t) written in terms of xˆ and pˆ. Then, one applies in
Eq. (21) the commutation relations between the opera-
tors at time t = 0 and finds Lt[Oˆt] depending only from
operators at time t = 0. For example, in the case of xˆ2
this reads:
Lt[xˆ2t ] = 2G˙1(t)G˙2(t)xˆ2 + 2G˙1(t)G˙2(t)pˆ2/M2+
+ (G1(t)G˙2(t) + G˙1(t)G2(t)){xˆ, pˆ}/M − 2φ˙1(t).
(D1)
Then, one integrates the obtained expression and finds
the evolution of Oˆt under the reduced dynamics. In the
case of the quadratic combinations of the position and
momentum operators the solutions are:
xˆ2t = G
2
1(t)xˆ
2 +
G1(t)G2(t)
M
{xˆ, pˆ}+ 1
M2
G22(t)pˆ
2+
− 2φ1(t),
〈{xˆ, pˆ}t〉 = 2MG˙1(t)G˙2(t) 〈xˆ2〉+ 2
M
G1(t)G2(t) 〈pˆ2〉+
+
(
G1(t)G˙2(t) + G˙1(t)G2(t)
)
〈{xˆ, pˆ}〉 − 2φ3(t),
〈pˆ2t 〉 = M2G˙21(t) 〈xˆ2〉+MG˙1(t)G˙2(t) 〈{xˆ, pˆ}〉+
+ G˙22(t) 〈pˆ2〉 − 2φ2(t).
(D2)
Then we can compute how the system diffuses in space
Λdif(t) = 〈xˆ2t 〉 − 〈xˆt〉2:
Λdif(t) = G21(t)
(
〈xˆ2〉 − 〈xˆ〉2
)
+
G22(t)
M2
(
〈pˆ2〉 − 〈pˆ〉2
)
+
+
2G1(t)G2(t)
M
( 〈{pˆ, xˆ}〉
2
− 〈pˆ〉 〈xˆ〉
)
− 2φ1(t).
(D3)
The energy E(t) = 〈pˆ2t 〉 /2M + 12Mω2S 〈xˆ2t 〉 of the system
S is:
E(t) =
M
2
(ω2SG
2
1(t) + G˙
2
1(t)) 〈xˆ2〉+
+
(ω2SG
2
2(t) + G˙
2
2(t))
2M
〈pˆ2〉+
+
1
2
(ω2SG1(t)G2(t) + G˙1(t)G˙2(t)) 〈{xˆ, pˆ}〉+
−
(
φ2(t)
M
+Mω2Sφ1(t)
)
.
(D4)
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