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On the boundary theory of subordinate killed Le´vy
processes
Panki Kim∗ Renming Song† and Zoran Vondracˇek ‡
Abstract
Let Z be a subordinate Brownian motion in Rd, d ≥ 2, via a subordinator with
Laplace exponent φ. We kill the process Z upon exiting a bounded open set D ⊂
R
d to obtain the killed process ZD, and then we subordinate the process ZD by a
subordinator with Laplace exponent ψ. The resulting process is denoted by Y D. Both
φ and ψ are assumed to satisfy certain weak scaling conditions at infinity.
We study the potential theory of Y D, in particular the boundary theory. First,
in case that D is a κ-fat bounded open set, we show that the Harnack inequality
holds. If, in addition, D satisfies the local exterior volume condition, then we prove
the Carleson estimate. In case D is a smooth open set and the lower weak scaling
index of ψ is strictly larger than 1/2, we establish the boundary Harnack principle
with explicit decay rate near the boundary of D. On the other hand, when ψ(λ) = λγ
with γ ∈ (0, 1/2], we show that the boundary Harnack principle near the boundary of
D fails for any bounded C1,1 open set D. Our results give the first example where the
Carleson estimate holds true, but the boundary Harnack principle does not.
One of the main ingredients in the proofs is the sharp two-sided estimates of the
Green function of Y D. Under an additional condition on ψ, we establish sharp two-
sided estimates of the jumping kernel of Y D which exhibit some unexpected boundary
behavior.
We also prove a boundary Harnack principle for non-negative functions harmonic
in a smooth open set E strictly contained in D, showing that the behavior of Y D in
the interior of D is determined by the composition ψ ◦ φ.
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60J75.
Keywords and phrases: Le´vy processes, subordination, Green functions, jumping kernels,
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1 Introduction
The fractional Laplacian (−∆)α, α ∈ (0, 1), in Rd, d ≥ 1, is a well-studied object in various
branches of mathematics. There are many definitions of this operator as an operator on
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the Lebesgue spaces or the space of continuous functions. A detailed discussion of different
definitions of the fractional Laplacian and their equivalence are given in the recent paper [20].
From a probabilistic point of view, the fractional Laplacian is the infinitesimal generator of
the semigroup of the isotropic 2α-stable process. To be more precise, let X = (Xt,Px) be
an isotropic 2α-stable process in Rd, α ∈ (0, 1). For any non-negative (or bounded) Borel
function f : Rd → R and t ≥ 0, let Qtf(x) := Exf(Xt). Then
− (−∆)αf = lim
t→0
Qtf − f
t
, (1.1)
provided the limit exists (in the appropriate function space).
Another definition of the α-fractional Laplacian with a probabilistic flavor is through
Bochner’s subordination of semigroups (or Bochner’s functional calculus). Let ∆ be the
standard Laplacian defined on some function space, (Pt)t≥0 the corresponding semigroup,
and χ(λ) = λα, λ > 0. Then
− (−∆)αf = −χ(−∆)f =
1
|Γ(−α)|
∫ ∞
0
(Ptf − f)t
−α−1 dt . (1.2)
The probabilistic interpretation is as follows: Let W = (Wt,Px) be a Brownian motion in
R
d and S = (St)t≥0 an independent α-stable subordinator. Then the subordinate process
(WSt)t≥0 is an isotropic 2α-stable process, and (1.1) and (1.2) are exactly the same.
Once we move from the whole of Rd to an open subset D ⊂ Rd, the question of defining
a fractional Laplacian in D becomes more delicate. From a probabilistic point of view, there
are two obvious choices. The first, and the most common one, is to consider the isotropic
2α-stable process X killed upon exiting D. More precisely, let τXD := inf{t > 0 : Xt /∈ D},
and set XDt := Xt if t < τ
X
D , and Xt := ∂ if t ≥ τ
X
D (here ∂ is an extra point usually called
the cemetery). Define the corresponding semigroup (QDt )t≥0 by Q
D
t f(x) := Exf(X
D
t ) =
Ex(f(Xt), t < τ
X
D ). Let
L1f := lim
t→0
QDt f − f
t
(1.3)
be the infinitesimal generator of (QDt )t≥0. This is one possible definition of an α-fractional
Laplacian in D. It is usually called the fractional Laplacain in D with zero exterior condition
and can be denoted by −(−∆)α|D. This definition corresponds to the definition in (1.1). The
second possible choice for an α-fractional Laplacian in D is to apply Bochner’s functional
calculus to the Dirichlet Laplacian ∆|D. To be more precise, let (P
D
t )t≥0 be the semigroup
corresponding to the killed Brownian motion WD, and let ∆|D be the infinitesimal generator
of this semigroup. Set
L0f := −
(
−∆|D
)α
f = −χ
(
−∆|D
)
f =
1
|Γ(−α)|
∫ ∞
0
(PDt f − f)t
−α−1 dt . (1.4)
This definition corresponds to the one in (1.2), but it yields an operator which is differ-
ent from L1. Probabilistically, L0 is the infinitesimal generator of the semigroup (Q˜
D
t )t≥0
corresponding to the subordinate process (WDSt) (where S is still an α-stable subordinator
independent of W ). The semigroup (Q˜Dt )t≥0 is subordinate to the semigroup (Q
D
t )t≥0 in the
sense that Q˜Dt f(x) ≤ Q
D
t f(x) for all non-negative f and all x ∈ D.
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Note that L0 and L1 are infinitesimal generators of processes that are obtained from the
Brownian motion W by using two operations: killing and subordination. For L0 we first kill
the Brownian motion when it exits D and then subordinate it via the subordinator S. For
L1 the order is reversed: we first subordinate W to get X , and then kill X when it exits D.
This interpretation suggests that L0 and L1 are just two extremal possibilities for an infinite
choice of fractional Laplacians in D. For example, let γ, δ ∈ (0, 1) be such that δγ = α.
Let Zt := WSt be a subordinate Brownian motion where now S is an independent δ-stable
subordinator. Note that Z is an isotropic 2δ-stable process. Let ZD be the process Z killed
upon exiting D, and let Y Dt := Z
D
Tt be the subordinate process via an independent γ-stable
subordinator T . Denote by X the (twicely) subordinate Brownian motion: Xt = ZTt =
W (STt), and note that X is a 2α-stable process. If (R
D
t )t≥0 denotes the semigroup of Y
D,
then Q˜Dt f(x) ≤ R
D
t f(x) ≤ Q
D
t f(x) for all non-negative f and all x ∈ D. The infinitesimal
generator L of the semigroup (RDt ) can be written as
L := −
(
(−∆)δ|D
)γ
and since δγ = α, it also has the right to be called an α-fractional Laplacian on D.
The purpose of this paper is to study the potential theory of the operators as defined
in the display above and see how their properties depend on δ and γ. When δ = 1 and
γ ∈ (0, 1) (so α = γ), Y D reduces to a subordinate killed Brownian motion. This case was
recently studied in [18] where it was shown that the boundary behavior of Y D is roughly
the same as that of the killed Brownian motion in D, while in the interior of D, Y D behaves
like a 2α-stable process. In the current case, namely δ ∈ (0, 1), we will show that, in the
interior of D, the process Y D still behaves like a 2α-stable process. Two potential-theoretic
justifications of this are (i) the Green function interior estimates given in Proposition 3.7, and
(ii) the scale invariant boundary Harnack principle, Theorem 4.10, which implies that the
boundary behavior of non-negative functions which are harmonic in an open set E ⊂ E ⊂ D
is the same as for the 2α-stable process.
On the other hand, the boundary potential theory of Y D is much more complicated and
depends on the range of γ. In order to explain the intricacies involved, we first recall the
statement of the boundary Harnack principle (BHP). Let D be a bounded open set in Rd.
We say that the BHP holds for Y D if there exists R̂ > 0 such that for every r ∈ (0, R̂ ], there
exists a constant cr ≥ 1 such that for every Q ∈ ∂D and any two non-negative functions f and
g defined on D which are harmonic in D∩B(Q, r) and vanish continuously on ∂D∩B(Q, r),
it holds that
f(x)
g(x)
≤ cr
f(y)
g(y)
, x, y ∈ D ∩ B(Q, r/2) .
If the constant cr above can be chosen independently of r ∈ (0, R̂ ], we say that the scale
invariant BHP holds.
Usually, to prove the BHP one first establishes sharp two-sided Green function estimates
and the Carleson estimate. This is the road we also take. As our first main result, we prove
the Carleson estimate for rather rough open sets, see Theorem 5.5 for the precise statement.
The Green function estimates in an arbitrary bounded C1,1 open set D are given in Theorem
6.4. The Green function estimates provide indication for the decay rate of non-negative
harmonic functions near the boundary of D.
Our second main result concerns the case γ ∈ (1/2, 1). In this case we prove a scale
invariant BHP with the explicit decay rate, cf. Theorem 7.5, namely there exist constants
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R̂ > 0 and c ≥ 1, such that for every r ∈ (0, R̂ ], every Q ∈ ∂D and any non-negative
function f defined on D which is harmonic in D ∩ B(Q, r) and vanishes continuously on
∂D ∩B(Q, r), it holds that
f(x)
dist(x, ∂D)δ
≤ c
f(y)
dist(y, ∂D)δ
, x, y ∈ D ∩B(Q, r/2) .
Our last main result, and the most interesting one, is about the case γ ∈ (0, 1/2]. Here
we show that even the non-scale invariant BHP does not hold in any bounded C1,1 open set,
cf. Section 9. We accomplish this by constructing a sequence of harmonic functions that, in
the limit, have different decay rate at the boundary than that of the Green function. One
of the possible reasons for the failure of the BHP is that the jumping kernel of Y D exhibits
some unexpected boundary behavior which indicates a sort of phase transition at γ = 1/2.
This boundary behavior is very different from that of the jumping kernel of the subordinate
killed Brownian motion studied in [18].
To the best of our knowledge, our results give the first example where the Carleson
estimate holds, but the BHP fails. It was shown in [25, Theorem 4.3] that when D is a
bounded κ-fat open set, the Martin boundary and the minimal Martin boundary of Y D both
coincide with the Euclidean boundary ∂D for all γ ∈ (0, 1). This makes the failure of the
BHP in the case γ ∈ (0, 1/2] somewhat a surprise to us.
In [11] and [13], it has been shown that the (non-scale invariant) BHP does not hold in a
certain C1,1 domain (connected open set) D for truncated stable processes and subordinate
Brownian motions with Gaussian components respectively. In both cases this was accom-
plished by showing the Carleson estimate fails in D. For an extensive survey of the literature
on BHP, see the introduction of [17].
The paper is written for much more general subordinators than δ and γ-stable ones.
The subordinators we consider are defined through their Laplace exponents φ and ψ which
are assumed to satisfy certain weak scaling conditions at infinity. The precise setting and
the background material are given in Section 2. In Section 3 we show that the Green
functions of small sets away from the boundary of D with respect to the processes Y D and
X are comparable. The argument uses a non-local Feynman-Kac transform of X , which was
already employed in [18]. The main results of Section 4 are the Harnack inequality for non-
negative functions harmonic with respect to Y D, Theorems 4.7 and 4.8, and the boundary
Harnack principle for non-negative functions harmonic in an open set strictly contained in D,
Theorem 4.10, in case when D is κ-fat. The proof of the latter is only sketched, being similar
to the proof of the corresponding result in [18], while the proof of the former is different.
In Section 5 we establish the Carleson estimate in bounded κ-fat open sets satisfying the
local exterior volume condition by using a parabolic version of the Carleson estimate for the
process Z, cf. Proposition 5.4. The main result of Section 6 is the sharp two-sided estimates
on the Green function of Y D in bounded C1,1 open sets, cf. Theorem 6.4. In Section 7 we
prove the boundary Harnack principle with explicit decay rate in an arbitrary bounded C1,1
open set D for non-negative functions harmonic in a neighborhood of a boundary point of
D under the assumption that the lower weak scaling index of ψ is strictly larger than 1/2.
In the proofs of the Carleson estimate and the boundary Harnack principle we follow the
ideas from [18], but contrary to that paper we do not use the explicit boundary behavior of
the jumping kernel. In Section 8 we address the question of the boundary behavior of the
jumping kernel of Y D in bounded C1,1 open sets. Here we need to distinguish between two
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cases, essentially corresponding to γ-stable subordinators with γ < 1/2 and γ > 1/2. In
these two cases the jumping kernels exhibit different boundary behavior, and there seems to
be some sort of phase transition going from one to the other case. The main result there is
Theorem 8.4, while Example 8.5 gives the full picture for stable subordinators. Finally, in
the last section we show that, in case ψ(λ) = λγ with γ ∈ (0, 1/2], the BHP does not hold
for any bounded C1,1 open set.
In the remainder of this paper, unless indicated otherwise, whenever we mention the
boundary Harnack principle, we mean the scale invariant one.
We end this introduction with a few words about notation used throughout the paper.
For any two positive functions f and g and constant c ≥ 1, f ≍c g means that c−1 g ≤ f ≤ c g
on their common domain of definition. We will use “:=” to denote a definition, which is read
as “is defined to be”. For a, b ∈ R, a∧ b := min{a, b} and a∨ b := max{a, b}. For any x ∈ Rd
and r > 0, we use B(x, r) to denote the open ball of radius r centered at x. For a Borel set V
in Rd, |V | denotes the Lebesgue measure of V . For any open set U ⊂ Rd and x ∈ Rd, we use
δU(x) to denote the distance between x and the boundary ∂U . For any process (Xt)t≥0, we
sometimes write X(t) instead of Xt for notational simplicity. Upper case letters C’s without
subscripts denote strictly positive constants in the statements of results and their values may
change in each result. Upper case letters with subscripts Ci, i = 0, 1, 2, . . . , denote constants
that will be fixed throughout the paper. Lower case letters c’s without subscripts denote
strictly positive constants whose values are unimportant and which may change from line
to line, while values of lower case letters with subscripts ci, i = 0, 1, 2, . . . , are fixed in each
proof, and the labeling of these constants starts anew in each proof. ci = ci(a, b, c, . . .),
i = 0, 1, 2, . . . , denote constants depending on a, b, c, . . .. The dependence on the dimension
d ≥ 1 may not be mentioned explicitly. For the exit times from a Borel set U of the three
processes, we use notation τZU := inf{t > 0 : Zt /∈ U}, τ
X
U := inf{t > 0 : Xt /∈ U}, and
τU := inf{t > 0 : Y
D
t /∈ U}.
2 Preliminaries
Let W = (Wt,Px)t≥0,x∈Rd be a Brownian motion in R
d running twice as fast as the standard
Brownian motion, d ≥ 2, and S = (St)t≥0 an independent subordinator with Laplace expo-
nent φ and Le´vy measure µ. We assume that φ is a complete Bernstein function satisfying
the following weak scaling condition at infinity: There exist a1, a2 > 0 and 0 < δ1 ≤ δ2 < 1
such that
a1
(
R
r
)δ1
≤
φ(R)
φ(r)
≤ a2
(
R
r
)δ2
, 1 < r ≤ R <∞ . (2.1)
It is clear that, for any r0 ∈ (0, 1), (2.1) is still valid for r0 < r ≤ R < ∞ with constants
a1, a2 depending on r0, δ1 and δ2. We will implicitly use this throughout the paper and will
write a1(r0) and a2(r0) for the corresponding constants. The same remark also applies to
(2.2), (2.3) and (2.5) below. Without loss of generality we also assume that φ(1) = 1. Note
that it follows from the right-hand side inequality in (2.1) that φ has no drift.
Define Z = (Zt)t≥0 by Zt := W (St). Then Z is an isotropic Le´vy process with character-
istic exponent ξ 7→ φ(|ξ|2) and it is called a subordinate Brownian motion.
Let T = (Tt)t≥0 be another subordinator, independent of Z, with Laplace exponent ψ
and Le´vy measure ν. We assume that ψ is also a complete Bernstein function satisfying the
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following weak scaling condition at infinity: There exist b1, b2 > 0 and 0 < γ1 ≤ γ2 < 1 such
that
b1
(
R
r
)γ1
≤
ψ(R)
ψ(r)
≤ b2
(
R
r
)γ2
, 1 < r ≤ R <∞ . (2.2)
So ψ also has no drift. Without loss of generality we also assume that ψ(1) = 1. Let X =
(Xt)t≥0 be the process obtained by subordinating Z via the subordinator T : Xt := Z(Tt).
Since Xt = W (STt), we see that X is a subordinate Brownian motion via the subordinator
S ◦ T with Laplace exponent ψ ◦ φ. It is straightforward to see that ψ ◦ φ is a complete
Bernstein function (see [22, Corollary 7.9(iii)]) satisfying the following weak scaling condition
at infinity:
b1a
γ1
1
(
R
r
)γ1δ1
≤
(ψ ◦ φ)(R)
(ψ ◦ φ)(r)
≤ b2a
γ2
2
(
R
r
)γ2δ2
, 1 < r ≤ R <∞ . (2.3)
Let D ⊂ Rd be an open set. We define the killed processes ZD and XD in the usual way.
Note that both ZD and XD are killed subordinate Brownian motions, and that XD may also
be regarded as the process obtained by first subordinating the subordinate Brownian motion
Z via T and then killing it upon exiting D. We define another process by reversing the order
of killing and subordination of Z: Let Y D = (Y Dt )t≥0 be defined by Y
D
t := Z
D(Tt). Then
Y D is the process obtained by first killing Z upon exiting from D and then subordinating
the killed process via T . We will use (QDt )t≥0 to denote the semigroup of X
D and (RDt )t≥0
the semigroup of Y D. It was shown in [26] that Y D can be realized as XD killed at a
terminal time and that the semigroup (RDt )t≥0 is subordinate to the semigroup (Q
D
t )t≥0 in
the sense that RDt f(x) ≤ Q
D
t f(x) for all Borel f : D → [0,∞), all t ≥ 0 and all x ∈ D.
As a consequence, cf. [7, Proposition 4.5.2] and [24, Proposition 3.2], we have the following
relation between the killing function κY
D
of Y D and the killing function κX
D
of XD:
κY
D
(x) ≥ κX
D
(x) , x ∈ D . (2.4)
Let v(t) be the potential density of the subordinator T . Since ψ satisfies (2.2), by [14,
Corollary 2.4 and Proposition 2.5], there exists c ≥ 1 such that
v(t) ≍c
1
tψ(t−1)
, ν(t) ≍c
ψ(t−1)
t
, 0 < t < 1 . (2.5)
Thus ν(t) satisfies the doubling property near zero: For everyM > 0 there exists c = c(M) >
0 such that
ν(t) ≤ cν(2t) , 0 < t ≤M . (2.6)
Since ψ is a complete Bernstein function, it follows from [12, Lemma 2.1] that there exists
c > 0 such that
ν(t) ≤ cν(t+ 1), t ≥ 1. (2.7)
Now we list some auxiliary results. First, for simplicity, we let Φ(r) := 1
φ(r−2)
. By
concavity and monotonicty of φ, it is clear that
(1 ∧ λ)φ(t) ≤ φ(λt) ≤ (1 ∨ λ)φ(t) , λ, t > 0 . (2.8)
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As a consequence,
(1 ∧ λ2)Φ(t) ≤ Φ(λt) ≤ (1 ∨ λ2)Φ(t) , λ, t > 0 . (2.9)
Let Φ−1 be the inverse function of Φ. It is shown in [5, (7.2)] that Φ−1 satisfies the following
scaling property: For each T > 0, there exists C(T ) ≥ 1 such that
C(T )−1
( r
R
)1/2δ1
≤
Φ−1(r)
Φ−1(R)
≤ C(T )
( r
R
)1/2δ2
, 0 < r ≤ R ≤ T . (2.10)
Next, since ψ, φ and ψ ◦ φ are complete Bernstein functions, by [22, Proposition 7.1 and
(7.3)],
t/φ(t), tψ(t−1), tφ(t−1) and t(ψ ◦ φ)(t−1) are complete Bernstein functions. (2.11)
Hence,
t 7→ t−2Φ(t) is a decreasing function, (2.12)
and, since d ≥ 2,
t 7→ tdψ(Φ(t)−1) is an increasing function. (2.13)
Let p(t, x, y) be the transition density of Z. Note that p(t, x, y) = p(t, |x− y|) where
p(t, r) =
∫ ∞
0
(4πs)−d/2 exp{−r2/4s}P(St ∈ ds)
is decreasing in r. We denote by pD(t, x, y) the transition density of ZD, and by (PDt )t≥0 the
corresponding semigroup. By the strong Markov property, pD(t, x, y) is given by the formula
pD(t, x, y) := p(t, x, y)− Ex[p(t− τ
Z
D , Z(τ
Z
D), y), τ
Z
D < t] , t > 0, x, y ∈ D . (2.14)
Recall that X can be regarded as a subordinate Brownian motion via S ◦T . Let q(t, x, y)
be the transition density of X , and qD(t, x, y) the transition density of XD. We will need
the upper bound for the Green function GXD of the process X
D in case D is bounded. When
the process X is transient (which is always true when d ≥ 3), the required upper bound is
the standard upper bound for the Green function of X . The lemma below covers also the
case d = 2.
Lemma 2.1 Let D ⊂ Rd be a bounded open set, d ≥ 2. There exists a constant c =
c(diam(D)) ≥ 1 such that for all x, y ∈ D,
GXD(x, y) ≤ c
1
|x− y|dψ(Φ(|x− y|)−1)
. (2.15)
Proof. It follows from [21, Lemma 48.3] that, for any bounded open set U ⊂ Rd, there
exists t1 > 0 such that supx∈Rd Px(Xt1 ∈ U) < 1. Using this and the Chapman-Kolmogorov
equation, one can easily show (see, for instance, the proof of [4, Lemma 3.7]) that, for every
R > 0, there exist c1, c2 > 0 such that for every x0 ∈ R
d,
qB(x0,R)(t, x, y) ≤ c2e
−c1t for all (t, x, y) ∈ (t1,∞)×B(x0, R)× B(x0, R).
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Using this and the upper bound of q(t, x, y) for t ∈ (0, 1] in [10, Theorem 3] and [19,
Proposition 3.2], we immediately get that, for every R, T > 0, there exist c3, c4 > 0 such
that for every x0 ∈ R
d and x, y ∈ B(x0, R),
qB(x0,R)(t, x, y) ≤ c4
e
−c3t for all t ∈ [T,∞)
[(ψ ◦ φ)−1(t−1)]d/2 ∧
t(ψ ◦ φ)(|x− y|−2)
|x− y|d
for all t ∈ (0, T ).
(2.16)
Let TR = 2/(ψ◦φ)((2R)
−2). Note that using (2.3), the analog of (2.10) for ψ◦φ, and the fact
d ≥ 2, by the change of variable u = 1/t(ψ ◦ φ)(|x− y|−2) we have that for x, y ∈ B(x0, R),
|x− y|dψ(Φ(|x− y|)−1)
∫ TR
0
[(ψ ◦ φ)−1(t−1)]d/2 ∧
t(ψ ◦ φ)(|x− y|−2)
|x− y|d
dt
=
∫ ∞
1
u−3du+
∫ 1
1/TR(ψ◦φ)(|x−y|−2)
u−2
(
(ψ ◦ φ)−1(u(ψ ◦ φ)(|x− y|−2))
(ψ ◦ φ)−1((ψ ◦ φ)(|x− y|−2))
)d/2
du
≤c5 + c6
∫ 1
0
u−2+d/(2γ2δ2)du = c7(R) <∞.
Using this and (2.16) we see that
GXD(x, y) ≤ G
X
B(x0,diam(D))
(x, y)
=
∫ Tdiam(D)
0
qB(x0,diam(D))(t, x, y)dt+
∫ ∞
Tdiam(D)
qB(x0,diam(D))(t, x, y)dt
≤ c8
∫ Tdiam(D)
0
[(ψ ◦ φ)−1(t−1)]d/2 ∧
t(ψ ◦ φ)(|x− y|−2)
|x− y|d
dt+ c8
∫ ∞
Tdiam(D)
e−c9tdt
≤ c
1
|x− y|dψ(Φ(|x− y|)−1)
, for all x, y ∈ D ,
thus proving (2.15). ✷
Recall that Y Dt = Z
D(Tt) is the process obtained by subordinating the process Z
D via the
independent subordinator T . The transition semigroup (RDt )t≥0 of Y
D admits a transition
density given by
rD(t, x, y) :=
∫ ∞
0
pD(s, x, y)P(Tt ∈ ds) . (2.17)
Since the semigroup (RDt )t≥0 is subordinate to the semigroup (Q
D
t )t≥0, when D is a
bounded open set, the process Y D is transient and admits a Green function
GY
D
(x, y) :=
∫ ∞
0
rD(t, x, y) dt =
∫ ∞
0
pD(t, x, y)v(t) dt . (2.18)
Moreover, for every bounded open set D,
GY
D
(x, y) ≤ GXD(x, y), x, y ∈ D. (2.19)
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Let JY
D
(x, y) be the jumping kernel of Y D given by
JY
D
(x, y) :=
∫ ∞
0
pD(t, x, y)ν(t) dt , (2.20)
and let JX(x, y) := jX(|x− y|) be the Le´vy density of X given by
jX(|x− y|) :=
∫ ∞
0
p(t, x, y)ν(t) dt. (2.21)
Clearly,
JY
D
(x, y) ≤ jX(|x− y|), x, y ∈ D. (2.22)
Furthermore, by [14, Lemma 3.2], for any M > 0 there exists c(M) ≥ 1 such that
c(M)−1
ψ(Φ(|x− y|)−1)
|x− y|d
≤ jX(|x− y|) ≤ c(M)
ψ(Φ(|x− y|)−1)
|x− y|d
, |x− y| ≤M . (2.23)
Recall that, for any Borel set U ⊂ D, we use the notation τU = inf{t > 0 : Y
D
t /∈ U} for
the exit time from U of Y D.
Since Y D can be realized as XD killed at a terminal time, it follows from [27] that if
U ⊂ D is a Lipschitz open set, then
Px(Y
D
τU
∈ ∂U) = 0. (2.24)
We will use ζ to denote the lifetime of Y D. Then it follows from [26, Corollary 4.2(i)] that
the process Y D dies inside D almost surely, i.e.,
Px(Y
D
ζ− ∈ D) = 1 for all x ∈ D . (2.25)
For any open set U ⊂ D, let Y D,U be the subprocess of Y D killed upon exiting U and
rD,U(t, x, y) := rD(t, x, y)− Ex[r
D(t− τU , Y
D
τU
, y) : τU < t] t > 0, x, y ∈ U. (2.26)
By the strong Markov property, rD,U(t, x, y) is the transition density of Y D,U . Then the Green
function of Y D,U is given by GY
D
U (x, y) :=
∫∞
0
rD,U(t, x, y)dt. Further, let Y Ut := Z
U(Tt) be
the process obtained by subordinating the killed process ZU via the subordinator T . The
Green function of Y U will be denoted by GY
U
(x, y), x, y ∈ U . Since the semigroup of Y U is
subordinate to the semigroup of Y D,U , cf. [26, Proposition 3.1], we have
GY
U
(x, y) ≤ GY
D
U (x, y) ≤ G
Y D(x, y) for all x, y ∈ U . (2.27)
Note that one can follow the argument in [18, Section 2] and see that (RDt )t≥0 satisfies
the strong Feller property.
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3 Comparability of Green functions of Y D and X on
small open sets
In the remainder of the paper, we always assume that d ≥ 2, (2.1) and (2.2) hold true, and
D is a bounded open set in Rd.
Definition 3.1 Let U ⊂ Rd be an open set and let Q ∈ ∂U . We say that U is C1,1 near Q if
there exist a localization radius R > 0, a C1,1-function ϕQ : R
d−1 → R satisfying ϕQ(0) = 0,
∇ϕQ(0) = (0, . . . , 0), ‖∇ϕQ‖∞ ≤ Λ, |∇ϕQ(z) − ∇ϕQ(w)| ≤ Λ|z − w|, and an orthonormal
coordinate system CSQ with its origin at Q such that
B(Q,R) ∩ U = {y = (y˜, yd) ∈ B(0, R) in CSQ : yd > ϕQ(y˜)} ,
where y˜ := (y1, . . . , yd−1). The pair (R,Λ) is called the C
1,1 characteristics of U near Q. An
open set U ⊂ Rd is said to be a (uniform) C1,1 open set with characteristics (R,Λ) if it is
C1,1 with characteristics (R,Λ) near every boundary point Q ∈ ∂U .
Recall that, for any open set U ⊂ D, XU (respectively, Y D,U) is the process X (respec-
tively, Y D) killed upon exiting U . The approach and proofs in this section are very similar
to that of [18, Section 7]; we first show that when U is a relatively compact open subset of D,
the process Y D,U can be thought of as a non-local Feynman-Kac transform of XU . Second,
if U is a certain C1,1 open set, the Green functions of XU and Y D,U are comparable because
the conditional gauge function related to this transform is bounded between two positive
constants. We do not give full proofs of the results which are almost identical to the ones in
[18, Section 7]. For the convenience of our readers we will provide the exact references for
the proofs that we omit.
We denote by (Pt)t≥0 the semigroup of Z. Let (E
XU ,D(EX
U
)) be the Dirichlet form of
XU . Then, cf. [22, Section 13.4],
EX
U
(f, f) =
∫ ∞
0
∫
U
f(x)(f(x)− Psf(x)) dx ν(s)ds , (3.1)
D(EX
U
) = {f ∈ L2(U, dx) : EX
U
(f, f) <∞} . (3.2)
Furthermore, for f ∈ D(EX
U
),
EX
U
(f, f) =
1
2
∫
U
∫
U
(f(x)− f(y))2JX(x, y)dydx+
∫
U
f(x)2κXU (x)dx, (3.3)
where JX is defined in (2.21) and
κXU (x) :=
∫
Rd\U
JX(x, y)dy .
Recall that (PDt )t≥0 is the semigroup of Z
D. The Dirichlet form (EY
D
,D(EY
D
)) of Y D is
given by
EY
D
(f, f) =
∫ ∞
0
∫
D
f(x)(f(x)− PDs f(x)) dx ν(s)ds
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and D(EY
D
) = {f ∈ L2(D, dx) : EY
D
(f, f) <∞}. Moreover, for f ∈ D(EY
D
),
EY
D
(f, f) =
1
2
∫
D
∫
D
(f(x)− f(y))2JY
D
(x, y)dydx+
∫
D
f(x)2κY
D
(x)dx,
where JY
D
is defined in (2.20) and
κY
D
(x) :=
∫ ∞
0
(1− PDt 1(x))ν(t) dt . (3.4)
Hence, it follows that the Dirichlet form (EY
D,U
,D(EY
D,U
)) of Y D,U is given by
EY
D,U
(f, f) =
∫ ∞
0
∫
U
f(x)(f(x)− PDs f(x)) dx ν(s)ds , (3.5)
D(EY
D,U
) = {f ∈ L2(U, dx) : EY
D,U
(f, f) <∞} . (3.6)
We will need the following simple result. Recall that δU(x) is the distance between x and
the boundary ∂U .
Lemma 3.2 For x, y ∈ D,
JX(x, y)− JY
D
(x, y) ≤ jX(δD(y)) . (3.7)
Proof. By (2.14), (2.20) and (2.21), we have that for x, y ∈ D,
JX(x, y)− JY
D
(x, y) =
∫ ∞
0
Ex[p(t− τ
Z
D , Z(τ
Z
D), y), τ
Z
D < t]ν(t) dt
= Ex
[∫ ∞
τZD
p(t− τZD , Z(τ
Z
D), y)ν(t)dt
]
. (3.8)
Since, p(s, z− y) ≤ p(s, δD(y)) for every s > 0 and z ∈ D
c, we have that for every s < t and
(y, z) ∈ D ×Dc,∫ ∞
s
p(t− s, z − y)ν(t)dt ≤
∫ ∞
0
p(u, δD(y))ν(u+ s)du
≤
∫ ∞
0
p(u, δD(y))ν(u)du = j
X(δD(y)).
This and (3.8) imply the lemma. ✷
Using Lemma 3.2, the proof of the next result is the same as that of [18, Lemma 7.2].
Lemma 3.3 Let U be a relatively compact open subset of D. Then D(EX
U
) = D(EY
D,U
).
For x ∈ D, let
qU(x) :=
∫
U
(JX(x, y)− JY
D
(x, y))dy.
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For x, y ∈ D, x 6= y, let
F (x, y) :=
JY
D
(x, y)
JX(x, y)
− 1 =
JY
D
(x, y)− JX(x, y)
JX(x, y)
,
and F (x, x) := 0. We also define F (x, ∂) := 0, where ∂ is the cemetery point. Then
−1 < F (x, y) ≤ 0. Note that ∫
U
F (x, y)JX(x, y)dy = −qU (x) .
Using Lemma 3.2 and (2.23), the proof of the next result is very similar to (and even
simpler than) that of [18, Lemma 7.3]. So we omit the proof.
Lemma 3.4 There exists b = b(φ, d) > 2 such that for all x0 ∈ D and all r ∈ (0, 1/b]
satisfying B(x0, (b+ 1)r) ⊂ D, it holds that
sup
x,y∈B(x0,r)
|F (x, y)| ≤
1
2
.
Let b > 2 be the constant from Lemma 3.4. For r < 1/b, let U ⊂ D be an open set such
that diam(U) ≤ r and dist(U, ∂D) ≥ (b + 2)r. Then there exists a ball B(x0, r) such that
U ⊂ B(x0, r) and B(x0, (b+ 1)r) ⊂ D. Since by Lemma 3.4,
|F (x, y)| ≤ 1/2 for all x, y ∈ U, (3.9)
using the following non-local multiplicative functional
KUt := exp
(∑
0<s≤t
log(1 + F (XUs−, X
U
s ))
)
,
we define
TUt f(x) := Ex[K
U
t f(X
U
t )] .
By [6, (4.5) and Theorem 4.8] and the proof of [18, Lemma 7.4], (TUt )t≥0 is a strongly
continuous semigroup on L2(U, dx) with associated quadratic form (EY
D,U
,D(EY
D,U
)).
Let Eyx be the expectation with respect to the conditional probability P
y
x defined via
Doob’s h-transform, with h(·) = GXU (·, y), starting from x ∈ D. For x, y ∈ U , x 6= y, we
define the conditional gauge function for KUt
uU(x, y) := Eyx[K
U
τXU
],
which is less than or equal to 1 because F ≤ 0. By [1, Lemma 3.9], we have that
GY
D
U (x, y) = u
U(x, y)GXU (x, y), x, y ∈ U. (3.10)
Let χ(r) = (ψ ◦ φ)(r). For r > 0, define
χr(λ) :=
χ(λr−2)
χ(r−2)
, λ > 0 .
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Then χr is a complete Bernstein function with χr(1) = 1 and χ1(s) = χ(s) . It follows from
(2.3) that for each M > 0, (χr)r≤M satisfies the following weak scaling condition at infinity,
uniformly in r ∈ (0,M ]: there exists c = c(M) > 1 such that
c−1
(
S
s
)γ1δ1
≤
χr(S)
χr(s)
≤ c
(
S
s
)γ2δ2
, 1 < s ≤ S <∞ . (3.11)
Let Kr = (Krt )t≥0 be a subordinator with Laplace exponent χ
r independent of the Brow-
nian motion W . Let Xr = (Xrt )t≥0 be defined by X
r
t := WKrt Then X
r is an isotropic Le´vy
process with characteristic exponent χr(|ξ|2) = χ(|ξ|2r−2)/χ(r−2), ξ ∈ Rd, which shows that
Xr is identical in law to the process {r−1Xt/χ(r−2)}t≥0.
Let V ⊂ Rd be a bounded C1,1 open set. For r ∈ (0, 1], let V r := {rx : x ∈ V }. Denote
by GX
r
V (respectively G
X
V r) the Green function of V with respect to X
r (respectively the
Green function of V r with respect to X). Then by scaling,
GXV r(x, y) = r
−dχ(r−2)−1GX
r
V (x/r, y/r) , x, y ∈ V
r . (3.12)
For any open set U ⊂ Rd, we let
grU(x, y) :=
(
1 ∧
χr(|x− y|−2)√
χr(δU(x)−2)χr(δU(y)−2)
)
1
|x− y|dχr(|x− y|−2)
, x, y ∈ U , (3.13)
and gU(x, y) := g
1
U(x, y).
Proposition 3.5 Let V ⊂ Rd be a bounded C1,1 open set with characteristics (R,Λ) and
diam(V ) ≤ 1. There exists a constant C = C(R,Λ, φ, ψ, d) ≥ 1 such that for every r ∈ (0, 1],
C−1gV r(x, y) ≤ G
X
V r(x, y) ≤ CgV r(x, y) , x, y ∈ V
r .
The dependence of c on φ and ψ is only through the constants in assumptions (2.1) and
(2.2).
Proof. The proof is similar to that of [18, Proposition 7.5]. In fact, by [9, Theorem 1.2] and
(3.11), there exists a constant c > 0 such that for all r ∈ (0, 1],
c−1grV (x, y) ≤ G
Xr
V (x, y) ≤ cg
r
V (x, y) , x, y ∈ V . (3.14)
Since grV (x/r, y/r) = r
dφ(r−2)gV r(x, y), the claim of the proposition follows by combining
this, (3.12) and (3.14). ✷
Note that the fact that we scale around the origin is irrelevant. For any z ∈ Rd we could
use the scaling V r := {r(x− z) + z; x ∈ V } and obtain the same result.
Using Proposition 3.5 and (3.9), the proof of the next result is very similar to (and even
simpler than) that of [18, Lemmas 7.6–7.8]. So we omit the proof.
Lemma 3.6 Let R > 0 and Λ > 0. There exists C = C(R,Λ, φ, ψ, d) ∈ (0, 1) such that
for every r ∈ (0, 1/b] and every C1,1 open set U ⊂ D with characteristics (rR,Λ/r) and
diam(U) ≤ r satisfying dist(U, ∂D) ≥ (b+ 2)r, we have
C ≤ uU(x, y) ≤ 1 , x, y ∈ U, x 6= y.
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Combining this lemma with (3.10) we arrive at
Proposition 3.7 Let R > 0 and Λ > 0. There exists C = C(R,Λ, φ, ψ, d) ∈ (0, 1) such
that for every r ∈ (0, 1/b] and every C1,1 open set U ⊂ D with characteristics (rR,Λ/r) and
diam(U) ≤ r satisfying dist(U, ∂D) ≥ (b+ 2)r, we have
CGXU (x, y) ≤ G
Y D
U (x, y) ≤ G
X
U (x, y) , x, y ∈ U .
4 Behavior of harmonic functions in the interior of D
We first recall the definitions of κ-fat open sets in Rd and harmonic functions.
Definition 4.1 Let 0 < κ < 1. We say that an open set D ⊂ Rd is κ-fat if there is R1 > 0
such that for all x ∈ D and all r ∈ (0, R1], there is a ball B(Ar(x), κr) ⊂ D ∩ B(x, r). The
pair (R1, κ) is called the characteristics of the κ-fat open set D.
Definition 4.2 Suppose that D ⊂ Rd is an open set. (1) A non-negative Borel function u
on D is said to be harmonic in an open set U ⊂ D with respect to Y D if for every open set
B whose closure is a compact subset of U ,
u(x) = Ex
[
u(Y DτB)
]
, for every x ∈ B. (4.1)
(2) A non-negative Borel function u on D is said to be regular harmonic in an open set
U ⊂ D with respect to Y D if
u(x) = Ex
[
u(Y DτU )
]
, for every x ∈ U.
Clearly, a regular harmonic function in U is harmonic in U .
The first goal of this section is to prove a scale invariant Harnack inequality for non-
negative functions harmonic with respect to Y D when D is a bounded κ-fat open set in Rd.
Then we study the decay rate of non-negative functions in D which are (regular) harmonic
near a portion of the boundary, strictly contained in D, of an open set E ⊂ D and vanish
locally on Ec.
Let jZ be the Le´vy density of Z. Recall that Φ(r) = 1
φ(r−2)
. Analogously to (2.23), it
follows from [14, Lemma 3.2] that for any M > 0 there exists c(M) ≥ 1 such that
c(M)−1
1
|x− y|dΦ(|x− y|)
≤ jZ(|x−y|) ≤ c(M)
1
|x− y|dΦ(|x− y|)
, |x−y| ≤M . (4.2)
The following result is a consequence of [5, Proposition 3.6] and it is valid for any bounded
open set D.
Lemma 4.3 Let D ⊂ Rd be a bounded open set and a, T be positive constants. There exists
C = C(a, T, φ, diam(D)) > 0 such that
pD(t, x, y) ≥ C
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
, t ≤ Φ(a(δD(x) ∧ δD(y))) ∧ T. (4.3)
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Note that
Φ−1(t)−d ≤
t
|x− y|dΦ(|x− y|)
if and only if t ≥ Φ(|x− y|) . (4.4)
Lemma 4.4 Let D ⊂ Rd be a bounded open set and ε0 ∈ (0, 1] be a constant. There exists
a constant C = C(ε0, φ, diam(D)) ∈ (0, 1) such that for every x0 ∈ D and r ≤ 1/2 satisfying
B(x0, (1 + ε0)r) ⊂ D, we have
CJX(x, y) ≤ JY
D
(x, y) ≤ JX(x, y), x, y ∈ B(x0, r). (4.5)
Proof. The second inequality in (4.5) is (2.22). So we only need to prove the first inequality.
It follows from Lemma 4.3 that there exists c1 = c1(ε0, φ, diam(D)) > 0 such that for any
t ≤ Φ((2/ε0)(δD(x) ∧ δD(y)) ∧ Φ(diam(D)),
pD(t, x, y) ≥ c1
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
.
Thus using the fact that s 7→ ν(s) is decreasing, (4.4) and (2.5), we have that for x, y ∈
B(x0, r),
JY
D
(x, y) ≥
∫ Φ(|x−y|)
0
pD(t, x, y)ν(t)dt ≥ ν(Φ(|x− y|))
∫ Φ(|x−y|)
0
pD(t, x, y)dt
≥ c2
ψ(Φ(|x− y|)−1)
Φ(|x− y|)
∫ Φ(|x−y|)
0
t
|x− y|dΦ(|x− y|)
dt ≥ c3
ψ(Φ(|x− y|)−1)
|x− y|d
≥ c4J
X(x, y),
where in the last inequality we used (2.23). ✷
In the remainder of this section we assume that D is a bounded κ-fat open set in Rd.
Combining [5, Corollary 1.4] with (4.2) we get that for every T > 0 there exists C(T ) ≥ 1
such that
C(T )−1Px(τ
Z
D > t)Py(τ
Z
D > t)
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
≤ pD(t, x, y) ≤ C(T )Px(τ
Z
D > t)Py(τ
Z
D > t)
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
(4.6)
for all (t, x, y) ∈ (0, T ]×D ×D.
Proposition 4.5 Suppose that D ⊂ Rd is a bounded κ-fat open set. For every ε0 ∈ (0, 1],
there exists a constant C ≥ 1 such that for all x0 ∈ D and all r ≤ 1 satisfying B(x0, (1 +
ε0)r) ⊂ D, it holds that
JY
D
(z, x1) ≤ CJ
Y D(z, x2) , x1, x2 ∈ B(x0, r), z ∈ D \B(x0, (1 + ε0)r) . (4.7)
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Proof. We closely follow the proof of [18, Proposition 3.5]. Suppose that r, ε0 ≤ 1, B(x0, (1+
ε0)r) ⊂ D and x1, x2 ∈ B(x0, r). Then it follows from [5, Lemma 3.2] that for t < Φ(ε0r),
we have
Px2(t < τ
Z
D) ≥ Px2(t < τ
Z
B(x2,Φ−1(t))
) ≥ c1
for some constant c1 = c1(ε0) > 0 independent of x2 and t < Φ(ε0r). By combining this with
(4.6) we have that there exists c2 > 1 such that for z ∈ D and t < Φ(ε0r),
pD(t, z, x1) ≤ c2Pz(t < τ
Z
D)
(
Φ−1(t)−d ∧
t
|x1 − z|dΦ(|x1 − z|)
)
,
pD(t, z, x2) ≥ c
−1
2 Pz(t < τ
Z
D)
(
Φ−1(t)−d ∧
t
|x2 − z|dΦ(|x2 − z|)
)
.
Now suppose that z ∈ D \B(x0, (1 + ε0)r) so that
ε0
1 + ε0
|z − x0| ≤ |z − xi| ≤
(
1 +
1
1 + ε0
)
|z − x0|, i = 1, 2.
Then ∫ Φ(ε0r)
0
pD(t, z, x1)ν(t)dt
≤ c3
∫ Φ(ε0r)
0
Pz(t < τ
Z
D)
(
Φ−1(t)−d ∧
t
|z − x2|dΦ(|z − x2|)
)
ν(t)dt
≤ c3c2
∫ Φ(ε0r)
0
pD(t, z, x2)ν(t) dt. (4.8)
Using the parabolic Harnack principle (see, for instance, [2, Theorem 1.4]), we get that
there exists c4 > 1 such that∫ ∞
Φ(ε0r)
pD(t, z, x1)ν(t)dt =
∞∑
n=1
∫ (n+1)Φ(ε0r)
nΦ(ε0r)
pD(t, z, x1)ν(t)dt
≤ c4
∞∑
n=1
∫ (n+1)Φ(ε0r)
nΦ(ε0r)
pD(t+
Φ(ε0r)
2
, z, x2)ν(t)dt
= c4
∞∑
n=1
∫ (n+ 3
2
)Φ(ε0r)
(n+ 1
2
)Φ(ε0r)
pD(t, z, x2)ν(t−
Φ(ε0r)
2
)dt .
If t ∈ (Φ(ε0r), 1), then by (2.6) we have ν(t − Φ(ε0r)/2) ≤ ν(t/2) ≤ c5ν(t) with c5 ≥ 1.
If t ≥ 1, then ν(t − Φ(ε0r)/2) ≤ ν(t − 1/2). By (2.7), there exists c6 ≥ 1 such that
ν(s) ≤ c6ν(s + 1/2) for all s > 1/2. Hence, ν(t − 1/2) ≤ c6ν(t). With c7 = c5 ∨ c6, we
conclude that ν(t− Φ(ε0r)/2) ≤ c7ν(t) for all t ≥ 3Φ(ε0r)/2. Hence,∫ ∞
Φ(ε0r)
pD(t, z, x1)ν(t)dt ≤ c4c7
∞∑
n=1
∫ (n+ 3
2
)Φ(ε0r)
(n+ 1
2
)Φ(ε0r)
pD(t, z, x2)ν(t)dt
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≤ c8
∫ ∞
(3Φ(ε0r))/2
pD(t, z, x2)ν(t)dt . (4.9)
Combining (2.20), (4.8) and (4.9), we get that there exists c9 > 1 such that
JY
D
(z, x1) =
∫ ∞
0
pD(t, z, x1)ν(t)dt ≤ c9
∫ ∞
0
pD(t, z, x2)ν(t)dt = c9J
Y D(z, x2) ,
which finishes the proof. ✷
Recall that b ≥ 2 is the constant in Lemma 3.4.
Lemma 4.6 Suppose that D ⊂ Rd is a bounded κ-fat open set. There exists C > 0 such
that for every x0 ∈ D and every r ∈ (0, 1) with B(x0, r) ⊂ D,
ExτB(x0,r) ≥ ExτB(x0,4ar) ≥ C
1
ψ(Φ(r)−1)
, x ∈ B(x0, ar) ,
where a := 2−5b−1 ∈ (0, 2−6].
Proof. The lemma follows from (2.3), Propositions 3.5 and 3.7. In fact, by Propositions 3.5
and 3.7, we have that for x, y ∈ B(x0, 2ar),
GY
D
B(x0,4ar)
(x, y) ≥ c1G
X
B(x0,4ar)
(x, y) ≥ c2
1
|x− y|dψ(Φ(|x− y|)−1)
.
Thus for x ∈ B(x0, ar),
ExτB(x0,4ar) =
∫
B(x0,4ar)
GY
D
B(x0,4ar)(x, y)dy ≥ c2
∫
B(x0,2ar)
1
|x− y|dψ(Φ(|x− y|)−1)
dy
≥ c2
∫
B(x,ar)
1
|x− y|dψ(Φ(|x− y|)−1)
dy ≥ c3
∫ ar
0
ψ(Φ(s)−1)s−1ds.
Since (2.3) implies that∫ ar
0
ds
ψ(Φ(s)−1)s
=
1
ψ(Φ(ar)−1)
∫ ar
0
ψ(Φ(ar)−1)
ψ(Φ(s)−1)s
ds
≥ c4
1
ψ(Φ(r)−1)
∫ ar
0
( s
ar
)2γ2δ2
s−1ds ≥ c5
1
ψ(Φ(r)−1)
,
we have proved the lemma. ✷
By using (2.19), (2.15) and (2.3), one gets that there exists c > 0 such that for every
x0 ∈ D and every r ∈ (0, 1) with B(x0, r) ⊂ D, we have
ExτB(x0,r) ≤ c
1
ψ(Φ(r)−1)
, x ∈ B(x0, r) . (4.10)
For any open set U ⊂ D, let
KD,U(x, z) :=
∫
U
GY
D
U (x, y)J
Y D(y, z) dy , x ∈ U, z ∈ U
c
∩D
be the Poisson kernel of Y D on U .
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Theorem 4.7 (Harnack inequality) Suppose that D ⊂ Rd is a bounded κ-fat open set.
There exists a constant C > 0 such that for any r ∈ (0, 1] and B(x0, r) ⊂ D and any Borel
function f which is non-negative in D and harmonic in B(x0, r) with respect to Y
D, we have
f(x) ≤ Cf(y), for all x, y ∈ B(x0, r/2).
Proof. Let b1 = a/2 and b2 = a/4, where a is the constant from Lemma 4.6. We will
first show that there exists a constant c1 > 0, independent of x0 and r, such that for all
y0 ∈ B(x0, r/2), x1, x2 ∈ B(y0, b2r/4) and z ∈ B(y0, b1r)
c
∩D,
KD,B(y0,b1r)(x1, z) ≤ c1K
D,B(y0,b1r)(x2, z) . (4.11)
Let A(x, r1, r2) := {y ∈ R
d : r1 ≤ |y − x| < r2}. Note that
KD,B(y0,b1r)(x1, z)
=
∫
B(y0,b2r)
GY
D
B(y0,b1r)(x1, y)J
Y D(y, z) dy +
∫
A(y0,b2r,b1r)
GY
D
B(y0,b1r)(x1, y)J
Y D(y, z) dy
=: I1 + I2 . (4.12)
In order to estimate I2 we use Propositions 3.5 and 3.7 together with |x1 − y| ≍
c2 |x2 − y|
for all y ∈ A(y0, b2r, b1r) and δB(y0,b1r)(x1) ≍
c3 δB(y0,b1r)(x2) to get
I2 ≤ c4
∫
A(y0,b2r,b1r)
GY
D
B(y0,b1r)
(x2, y)J
Y D(y, z) dy ≤ c5K
D,B(y0,b1r)(x2, z) . (4.13)
By Proposition 4.5 (with ε0 = 1), J
Y D(y0, z) ≍
c6 JY
D
(y, z) for z ∈ B(y0, b1r)
c = B(y0, 2b2r)
c
and y ∈ B(y0, b2r). Hence, by (4.10) and Lemma 4.6,
I1 ≤ c7J
Y D(y0, z)
∫
B(y0,b2r)
GY
D
B(y0,b1r)(x1, y) dy ≤ c7J
Y D(y0, z)Ex1τB(y0,b1r)
≤ c8J
Y D(y0, z)ψ(Φ(r)
−1)−1 ≤ c9J
Y D(y0, z)Ex2τB(y0,b2r)
= c9J
Y D(y0, z)
∫
B(y0,b2r)
GY
D
B(y0,b2r)
(x2, y) dy
≤ c9J
Y D(y0, z)
∫
B(y0,b2r)
GY
D
B(y0,b1r)
(x2, y) dy
≤ c10
∫
B(y0,b2r)
GY
D
B(y0,b1r)(x2, y)J
YD(y, z) dy ≤ c10K
D,B(y0,b1r)(x2, z) . (4.14)
Combining (4.12)–(4.14), we have proved (4.11). Now, let f be a non-negative function in
D which is harmonic with respect to Y D in B(x0, r). Then, by the Le´vy system formula and
(2.24), for all y0 ∈ B(x0, r/2) and x1, x2 ∈ B(y0, b1r/8) we have
f(x1) =
∫
B(y0,b1r)
c
KD,B(y0,b1r)(x1, z)f(z) dz
≤ c11
∫
B(y0,b1r)
c
KD,B(y0,b1r)(x2, z)f(z) dz = c11f(x2) .
For x1, x2 ∈ B(x0, r/2), the theorem follows by a standard chain argument. ✷
Now we prove the following version of the Harnack inequality.
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Theorem 4.8 Suppose that D ⊂ Rd is a bounded κ-fat open set. There exists a constant
C = C(φ, ψ, diam(D)) > 1 such that the following is true: If L > 0 and x1, x2 ∈ D and
r ∈ (0, 1) are such that |x1 − x2| < Lr and B(x1, r) ∪ B(x2, r) ⊂ D, then for any Borel
function f which is non-negative in D and harmonic in B(x1, r) ∪ B(x2, r) with respect to
Y D, we have
C−1(L ∨ 1)−d−δ2f(x2) ≤ f(x1) ≤ C(L ∨ 1)
d+δ2f(x2).
Proof. Let r ∈ (0, 1), x1, x2 ∈ D be such that |x1 − x2| < Lr and B(x1, r) ∪ B(x2, r) ⊂ D.
Let f be a non-negative function which is harmonic in B(x1, r) ∪ B(x2, r) with respect to
Y D. If |x1 − x2| <
1
4
r, then since r < 1, the claim is true by Theorem 4.7. Thus we only
need to consider the case when 1
4
r ≤ |x1 − x2| ≤ Lr with L >
1
4
.
By Lemma 4.3, (2.1) and (2.5), for every (x, y) ∈ B(x2,
r
16
)× B(x1,
r
16
),
JY
D
(x, y) ≥
∫ Φ(δD(x)∧δD(y))
0
pD(t, x, y)ν(t)dt
≥ c1
∫ Φ(δD(x)∧δD(y))
0
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
ν(t)dt
≥ c2
∫ Φ(r/8)
0
tν(t)
|x− y|dΦ(|x− y|)
dt ≥ c3ν(Φ(r/8))
∫ Φ(r/8)
0
t
|x− y|dΦ(|x− y|)
dt
≥ c4ν(Φ(r/8))
∫ Φ(r/8)
0
t
(2Lr)dΦ(2Lr)
dt ≥ c5ψ(Φ(r/8)
−1)
Φ(r/8)
(2Lr)dΦ(Lr)
≥ c6L
−d−δ2r−dψ(Φ(r/8)−1). (4.15)
Note that, by Proposition 4.5, for every y ∈ B(x1,
r
16
), it holds that
KD,B(x2,
r
16
)(x2, y) =
∫
B(x2,
r
16
)
GY
D
B(x2,
r
16
)(x2, z)J
Y D(z, y)dz ≥ c7 J
Y D(x2, y)Ex2[τB(x2, r16 )].
Thus using this, (4.15) and Lemma 4.6, we have that for every y ∈ B(x1,
r
16
),
KD,B(x2,
r
16
)(x2, y) ≥ c7c6L
−d−δ2r−d
ψ(Φ(r/8)−1)
ψ(Φ(r/(16))−1)
≥ c8L
−d−δ2r−d. (4.16)
For any y ∈ B(x1,
r
16
), f is regular harmonic in B(y, 15r
16
)∪B(x1,
15r
16
). Since |y−x1| <
r
16
,
by Theorem 4.7,
f(y) ≥ c9f(x1), y ∈ B(x1,
r
16
), (4.17)
for some constant c9 > 0. Therefore, by (4.16),
f(x2) = Ex2
[
f(Y DτB(x2, r16 )
)
]
≥ Ex2
[
f(Y DτB(x2, r16 )
); Y DτB(x2, r16 )
∈ B(x1,
r
16
)
]
≥ c10 f(x1)Px2
(
Y DτB(x2, r16 )
∈ B(x1,
r
16
)
)
= c10 f(x1)
∫
B(x1,
r
16
)
KD,B(x2,
r
16
)(x2, w) dw
≥ c11L
−d−δ2f(x1)|B(x1,
r
16
)|r−d = c12 L
−d−δ2f(x1).
Thus we have proved the theorem. ✷
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Remark 4.9 Suppose that d = 1 and that D is a bounded open set which is a union of
disjoint open intervals so that the infimum of the lengths of all these intervals is at least R0
and the infimum of the distances between these intervals is at least R0.
Let D˜ = D × [0, 1] and let Y˜ D˜ be the subordinate killed Brownian motion in D˜ ⊂ R2.
By checking the definitions, we can see that if h is harmonic in U ⊂ D with respect to Y D,
then h˜(x, y) = h(x), x ∈ D, y ∈ [0, 1], is harmonic in U × [0, 1]2 with respect to Y˜ D˜. Note
that U × [0, 1] is a κ-fat open set in R2. Thus, in fact, using Theorems 4.7 and 4.8 for d = 2,
Theorems 4.7 and 4.8 also hold for d = 1.
Theorem 4.10 Suppose d ≥ 2. Let D ⊂ Rd be a bounded κ-fat open set. There exists a
constant b = b(φ, ψ, d) > 2 such that, for every open set E ⊂ D and every Q ∈ ∂E ∩ D
such that E is C1,1 near Q with characteristics (R,Λ), the following holds: There exists a
constant C = C(δD(Q) ∧ R,Λ, ψ, φ, d) > 0 such that for every r ≤ (δD(Q) ∧ 1)/(b+ 2) and
every non-negative function f on D which is regular harmonic in E ∩ B(Q, r) with respect
to Y D and vanishes on Ec ∩ B(Q, r), we have√
(ψ ◦ φ)(δE(x)−2)f(x) ≤ C
√
(ψ ◦ φ)(δE(y)−2)f(y) , x, y ∈ E ∩ B(Q, 2
−6κ40r) ,
where κ0 = (1 + (1 + Λ)
2)−1/2.
Proof. Using (2.3), [23, Lemma 2.2], Proposition 3.7, Proposition 4.5 and the factorization
from either [12, Lemma 5.5] or [9, Lemma 5.4], the proof is the same as that of [18, Theorem
1.3] with ψ ◦ φ instead of φ. So we omit the details. ✷
5 Carleson estimate
We will establish the Carleson estimate for Y D. Unlike [18], neither the explicit boundary
behavior of the jumping kernel nor that of the Green function is used in the proof of the
Carleson estimate. The Carleson estimate of Y D is established for a large class of non-smooth
open sets.
Using (2.25), the proof of the next lemma is the same as that of [18, Lemma 5.1].
Lemma 5.1 Suppose that D ⊂ Rd is an open set. Let x0 ∈ R
d, and r1 < r2 be two positive
numbers such that D ∩ B(x0, r1) 6= ∅. Suppose f is a non-negative function in D that is
harmonic in D ∩B(x0, r2) with respect to Y
D and vanishes continuously on ∂D ∩B(x0, r2).
Then f is regular harmonic in D ∩ B(x0, r1) with respect to Y
D, i.e.,
f(x) = Ex
[
f
(
Y D(τD∩B(x0,r1))
)]
for all x ∈ D ∩ B(x0, r1) . (5.1)
For x ∈ D, let zx be a point on ∂D such that |zx − x| = δD(x). We say D ⊂ R
d satisfies
the local exterior volume condition with characteristics (R0, C0) if for every z ∈ ∂D and
x ∈ B(z, R0) ∩D, |D
c ∩B(zx, δD(x))| ≥ C0δD(x)
d. It is easy to see that, if Dc is κ-fat, then
D satisfies the local exterior volume condition.
We recall that ζ is the lifetime of Y D. Let
g(r) :=
1
rdψ(Φ(r)−1)
, r > 0 . (5.2)
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Lemma 5.2 Suppose that D ⊂ Rd satisfies the local exterior volume condition with charac-
teristics (R0, C0). Then there exists a constant δ∗ = δ∗(R0, C0) > 0 such that for all x ∈ D
with δD(x) < R0/2,
Px (τ(x) = ζ) ≥ δ∗ ,
where τ(x) := τB(x,δD(x)/2) = inf{t > 0 : Y
D
t /∈ B(x, δD(x)/2)}.
Proof. By [7, Theorem 4.5.4(1)],
Px (τ(x) = ζ) = Px(Y
D
ζ− ∈ B(x, δD(x)/2)) =
∫
B(x,δD(x)/2)
GY
D
(x, y)κY
D
(y)dy,
where κY
D
is the density of the killing measure of Y D given in (3.4). Since D satisfies the
local exterior volume condition, we have (see the proof of [16, Proposition 5.12])
κY
D
(y) ≥ κX
D
(y) ≥ c1ψ(Φ(δD(y))
−1), y ∈ B(x, δD(x)/2). (5.3)
Here (2.4) is used in the first inequality. Thus, using (2.3), (5.3), (2.27), and Propositions
3.5 and 3.7,
Px (τ(x) = ζ) =
∫
B(x,δD(x)/2)
GY
D
(x, y)κY
D
(y)dy
≥
∫
B(x,δD(x)/(4b))
GY
D
B(x,δD(x)/(8b))
(x, y)κY
D
(y)dy
≥ c2
∫
B(x,δD(x)/(4b))
g(|x− y|)ψ(Φ(δD(y))
−1)dy
≥ c3ψ(Φ(δD(x))
−1)
∫
B(x,δD(x)/(4b))
1
|x− y|dψ(Φ(|x− y|)−1)
dy
≥ c4ψ(Φ(δD(x))
−1)
1
ψ(Φ(δD(x)/(4b))−1)
≥ c5,
where b > 2 is the constant in Lemma 3.4. ✷
In the remainder of this section we will assume D ⊂ Rd is a bounded κ-fat open set with
characteristics (R1, κ). Combining (2.20) and [5, Theorem 1.3(iii) and Corollary 1.4], we
immediately get the following
Proposition 5.3 For any T > 0, there exists C = C(R1, κ, T ) ≥ 1 such that for all x, y ∈
D,
C−1J˜D(x, y) ≤ JY
D
(x, y) ≤ CJ˜D(x, y),
where
J˜D(x, y) =
∫ T
0
Px(τ
Z
D > t)Py(τ
Z
D > t)
(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
ν(t)dt
+ Px(τ
Z
D > 1)Py(τ
Z
D > 1) .
Before we prove the Carleson estimate for Y D, we first show the following form of
parabolic Carleson type estimate for Z.
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Proposition 5.4 For any T > 0 and c0 ∈ (0, 1), there exists C = C(R1, κ, c0, T ) ≥ 1 such
that for all t ∈ (0, T ], r ≤ R1/2, Q ∈ ∂D and x, x0 ∈ D ∩ B(Q, r) with δD(x0) ≥ c0r,
Px(τ
Z
D > t) ≤ CPx0(τ
Z
D > t). (5.4)
Proof. For simplicity, without loss of generality we assume T = R1 = 1. In this proof, we
always assume that t, r ∈ (0, 1] and x, x0 ∈ D ∩ B(Q, r) with δD(x0) ≥ c0r.
Case 1. r ≥ 2−4κΦ−1(t)/3: In this case by [5, Lemma 3.2] and (2.9),
Px0(τ
Z
D > t) ≥ Px0(τ
Z
B(x0,c0r)
> t) ≥ Px0(τ
Z
B(x0,c0r)
> Φ(3 · 24κ−1r))
≥ Px0(τ
Z
B(x0,c0r)
> c2Φ(c0r)) ≥ c3 > 0.
Thus Px(τ
Z
D > t) ≤ 1 ≤ c
−1
3 Px0(τ
Z
D > t).
Case 2. r ≤ 2−4κΦ−1(t)/3: In this case, we will use [5, Lemma 4.1]. Let A := AΦ−1(t)/2(Q)
so that B(A, κΦ−1(t)/2) ⊂ B(Q,Φ−1(t)/2)∩D. Since B(Q,Φ−1(t)/2) ⊂ B(y,Φ−1(t)) for all
y ∈ B(Q, r), we have
B(A, 2−2κΦ−1(t)) ⊂ B(A, 2−1κΦ−1(t)) ⊂ B(y,Φ−1(t)) ∩D, ∀y ∈ B(Q, r) ∩D. (5.5)
Define
U(x) := D ∩ B
(
x, |x− A|+ 2−2κΦ−1(t)/3
)
, (5.6)
Û(x0) := D ∩ B
(
x0, |x0 − A|+ 2
−1κΦ−1(t)/3
)
. (5.7)
Note that U(x) ⊂ Û(x0). In fact, by assumption, we have |x − x0| ≤ 2
−3κΦ−1(t)/3, so for
y ∈ U(x),
|x0 − y| ≤ |x− x0|+ |x−A|+ 2
−2κΦ−1(t)/3
≤ |x0 −A|+ 2|x− x0|+ 2
−2κΦ−1(t)/3
≤ |x0 −A|+ 2
−1κΦ−1(t)/3.
Since D is 2−2κ-fat and A = A2−2κΦ−1(t)(x) by (5.5), using [5, Lemma 4.1], we have
Px(τ
Z
D > t) ≤ c4Px(ZτU(x) ∈ D).
Since y → Py(ZτU(x) ∈ D) is regular harmonic in D∩B(Q, 2r) with respect to Z and vanishes
in Dc ∩ B(Q, 2r), by [12, Lemma 5.5],
Px(ZτU(x) ∈ D) ≤ c5Px0(ZτU(x) ∈ D).
Since x0 ∈ B (x, 2
−3κΦ−1(t)/3) ⊂ B (x, 2−1(|x−A|+ 2−2κΦ−1(t)/3)), by [3, Lemma 2.4],
Px0(ZτU(x) ∈ D) ≤ Px0
(
ZτU(x) ∈ B
(
x, |x− A|+ 2−2κΦ−1(t)/3
)c)
≤ c6t
−1
Ex0 [τ
Z
U(x)].
Since U(x) ⊂ Û(x0), combining the above inequalities we get
Px(τ
Z
D > t) ≤ c4c5c6t
−1
Ex0[τ
Z
Û (x0)
].
Finally, since D is 2−1κ-fat and A = A2−1κΦ−1(t)(x0) by (5.5), using [5, Lemma 4.1], we have
Px(τ
Z
D > t) ≤ c4c5c6t
−1
Ex0[τ
Z
Û (x0)
] ≤ c7Px0(τ
Z
D > t).
✷
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Theorem 5.5 (Carleson estimate) Suppose that D ⊂ Rd is a bounded κ-fat open set
with characteristics (R1, κ) satisfying the local exterior volume condition with characteristics
(R0, C0). There exists a constant C = C(R1, κ, R0, C0) > 0 such that for every Q ∈ ∂D,
r ∈ (0, (R0∧R1)/2), and every non-negative function f in D that is harmonic in D∩B(Q, r)
with respect to Y D and vanishes continuously on ∂D ∩ B(Q, r), we have
f(x) ≤ Cf(x0) for x ∈ D ∩B(Q, r/2), (5.8)
where x0 ∈ D ∩B(Q, r) with δD(x0) ≥ κr/2.
Proof. In this proof, the constants δ∗, ν, γ, β1, η and ci’s are always independent of r.
Without loss of generality, we assume that R0 = R1 ≤ 1 and diam(D) ≤ 1. By Theorem
4.8, it suffices to prove (5.8) for x ∈ D ∩B(Q, κr/(24)).
Choose 0 < γ < 2γ1δ1
d+2
∧ 1
2
. For any x ∈ D ∩ B(Q, κr/(12)), define
D0(x) = D ∩ B(x, 2δD(x)) , B1(x) = B(x, r
1−γδD(x)
γ)
and
B2 = B(x0, κδD(x0)/3) , B3 = B(x0, 2κδD(x0)/3).
Since x ∈ B(Q, κr/(12)), we have δD(x) < r/(12). By the choice of γ < 1/2, we have that
D0(x) ⊂ B1(x). By Lemma 5.2, there exists δ∗ = δ∗(R0, C0) > 0 such that
Px(τD0(x) = ζ) ≥ Px(τB(x,δD(x)/2) = ζ) ≥ δ∗ , x ∈ D ∩ B(Q, κr/(12)) . (5.9)
Further, by (2.3), (2.15) and (2.19),
Exτ
Y D
D0(x) ≤
∫
D0(x)
GY
D
(x, y) dy ≤ c1
∫
B(x,2δD(x))
g(|x− y|) dy
≤ c2
∫
B(x,2δD(x))
1
|x− y|dψ(Φ(|x− y|)−1)
dy ≤
c3
ψ(Φ(δD(x))−1)
, (5.10)
where g was defined in (5.2). By Theorem 4.8, we have
f(x) < c4(δD(x)/r)
−β1f(x0) , x ∈ D ∩ B(Q, κr/(12)) , (5.11)
where β1 := d+ δ2 > 0. Since f is regular harmonic in D0(x) with respect to Y
D by Lemma
5.1, for every x ∈ D ∩B(Q, κr/(12))),
f(x) =Ex
[
f
(
Y D(τD0(x))
)
; Y D(τD0(x)) ∈ B1(x)
]
+ Ex
[
f
(
Y D(τD0(x))
)
; Y D(τD0(x)) /∈ B1(x)
]
. (5.12)
We first show that there exists η ∈ (0, 2−4) such that for all x ∈ D ∩ B(Q, κr/(12)) with
δD(x) < ηr,
Ex
[
f
(
Y D(τD0(x))
)
; Y D(τD0(x)) /∈ B1(x)
]
≤ f(x0). (5.13)
Since γ < 1
2
, we have 2−4 < 4−(1−γ)
−1
. Thus for δD(x) < 2
−4r,
2δD(x) ≤ r
1−γδD(x)
γ − 2δD(x).
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Hence, if x ∈ D ∩ B(Q, κr/(12)) with δD(x) < 2
−4r, then |x− y| ≤ 2|z − y| for z ∈ D0(x),
y /∈ B1(x).
If z ∈ B2 and y ∈ D \ B3, then it follows from Proposition 4.5 (with ε0 = 1 and
r = κδD(x0)/3) that J
Y D(z, y) ≥ c4J
Y D(x0, y). By using this estimate in the third line
below, Lemma 4.6 in the fourth and δD(x0) ≥ κr/2 in the fifth, we get that
f(x0) ≥ Ex0
[
f(Y D(τB2)); Y
D(τB2) /∈ B3
]
= Ex0
∫ τB2
0
(∫
D\B3
JY
D
(Y Dt , y)f(y) dy
)
dt
≥ c5Ex0 [τB2 ]
∫
D\B3
JY
D
(x0, y)f(y) dy
≥
c6
ψ(Φ(δD(x0))−1)
∫
D\B3
JY
D
(x0, y)f(y) dy
≥
c7
ψ(Φ(r)−1)
∫
D\B3
JY
D
(x0, y)f(y) dy . (5.14)
Next,
Ex
[
f
(
Y D(τD0(x))
)
; Y D(τD0(x)) /∈ B1(x)
]
= Ex
∫ τD0(x)
0
∫
D\B1(x)
JY
D
(Y Dt , y)f(y) dy dt
= Ex
∫ τD0(x)
0
∫
(D\B1(x))∩Bc3
JY
D
(Y Dt , y)f(y) dy dt
+ Ex
∫ τD0(x)
0
∫
(D\B1(x))∩B3
JY
D
(Y Dt , y)f(y) dy dt =: I1 + I2 . (5.15)
In order to estimate I2 we first use Theorem 4.8, (2.22) and (2.23) to get
I2 ≤ c8f(x0)Ex
∫ τYD
D0(x)
0
∫
(D\B1(x))∩B3
ψ(Φ(|Y Dt − y|)
−1)
|Y Dt − y|
d
dy dt. (5.16)
Since |z−y| ≥ 1
2
|x−y| for (z, y) ∈ D0(x)×(D\B1(x)) and |y−x| ≥ |x0−Q|−|x−Q|−|y−x0 | >
κδD(x0)/6 ≥ κ
2r/12 for y ∈ B3, we have
ψ(Φ(|z − y|)−1)|z − y|−d ≤ c7ψ(Φ(r)
−1)r−d for (z, y) ∈ D0(x)× (B3 ∩ (D \B1(x))).
Therefore, by using (5.10) in the second inequality and the fact that δD(x0) < r in the third,
we have
I2 ≤ c9f(x0)Ex[τ
Y D
D0(x)]
∫
(D\B1(x))∩B3
ψ(Φ(r)−1)
rd
dy
≤ c10f(x0)
1
ψ(Φ(δD(x))−1)
|B3|
ψ(Φ(r)−1)
rd
≤ c11f(x0)
ψ(Φ(r)−1)
ψ(Φ(δD(x))−1)
. (5.17)
24
In order to estimate I1 we use Propositions 5.3 and 5.4. If w ∈ D0(x), then δD(w) ≤ r.
If we further assume y ∈ D \ B1(x), then |w − y| ≥
1
2
|x− y|, implying that |w − y|dΦ(|w −
y|) ≥ 2−d−2|x − y|dΦ(|x − y|). Therefore, using Propositions 5.3–5.4 and the fact that
a ∧ (cb) ≤ c(a ∧ b) for a, b > 0 and c ≥ 1,
I1 ≤ c12Ex
∫ τYD
D0(x)
0
∫
(D\B1(x))∩Bc3
(∫ 1
0
Px0(τ
Z
D > s)Py(τ
Z
D > s)
×
(
Φ−1(s)−d ∧
2d+2s
|x− y|dΦ(|x− y|)
)
ν(s)ds + Px0(τ
Z
D > 1)Py(τ
Z
D > 1)
)
f(y)dy dt
≤ 2d+2c12Ex[τ
Y D
D0(x)
]
∫
(D\B1(x))∩Bc3
(∫ 1
0
Px0(τ
Z
D > s)Py(τ
Z
D > s)
×
(
Φ−1(s)−d ∧
s
|x− y|dΦ(|x− y|)
)
ν(s)ds + Px0(τ
Z
D > 1)Py(τ
Z
D > 1)
)
f(y)dy . (5.18)
Recall that x ∈ B(Q, κr/(24)). For y ∈ D \ B1(x) we have |y − x| ≥ r
1−γδD(x)
γ, and
therefore
|y − x0| ≤ |y − x|+ r ≤ |y − x|+ r
γδD(x)
−γ|y − x| ≤ 2rγδD(x)
−γ|y − x| .
Thus by (2.9), we have Φ(|y−x0|) ≤ (2r
γδD(x)
−γ)2Φ(|x− y|). Hence, by using (5.10) in the
first inequality below, the fact that a ∧ (cb) ≤ c(a ∧ b) for a, b > 0 and c ≥ 1 in the second,
Proposition 5.3 in the third, and (5.14) in the last inequality, we have
I1 ≤
c13
ψ(Φ(δD(x))−1)
∫
(D\B1(x))∩Bc3
(∫ 1
0
Px0(τ
Z
D > s)Py(τ
Z
D > s)
×
(
Φ−1(s)−d ∧
(2r/δD(x))
γ(d+2)s
|x0 − y|dΦ(|x0 − y|)
)
ν(s)ds+ Px0(τ
Z
D > 1)Py(τ
Z
D > 1)
)
f(y)dy
≤
c132
γ(d+2)
ψ(Φ(δD(x))−1)
(
δD(x)
r
)−γ(d+2) ∫
D\B3
(∫ 1
0
Px0(τ
Z
D > s)Py(τ
Z
D > s)
×
(
Φ−1(s)−d ∧
s
|x0 − y|dΦ(|x0 − y|)
)
ν(s)ds+ Px0(τ
Z
D > 1)Py(τ
Z
D > 1)
)
f(y)dy
≤
c14
ψ(Φ(δD(x))−1)
(
δD(x)
r
)−γ(d+2) ∫
D\B3
JY
D
(x0, y)f(y) dy
≤ c15
ψ(Φ(r)−1)
ψ(Φ(δD(x))−1)
(
δD(x)
r
)−γ(d+2)
f(x0) . (5.19)
Combining (5.15), (5.17) and (5.19), we obtain
Ex[f(Y
D(τD0(x))); Y
D(τD0(x)) /∈ B1(x)]
≤ c16f(x0)
ψ(Φ(r)−1)
ψ(Φ(δD(x))−1)
((
δD(x)
r
)−γ(d+2)
+ 1
)
≤ c17f(x0)
(
δD(x)
r
)2δ1γ1 ((δD(x)
r
)−γ(d+2)
+ 1
)
. (5.20)
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Since 2γ1δ1 − (d+ 2)γ > 0, we can choose η ∈ (0, 2
−4) so that
c17
(
η2γ1δ1−(d+2)γ + η2γ1δ1
)
≤ 1 .
Then for x ∈ D ∩B(Q, κr/(12)) with δD(x) < ηr, we have by (5.20),
Ex
[
f(Y D(τD0(x))); Y
D(τD0(x)) /∈ B1(x)
]
≤ c17 f(x0)
(
η2γ1δ1−(d+2)γ + η2γ1δ1
)
≤ f(x0) .
This completes the proof of (5.13).
With (5.13), one can prove the Carleson estimate (5.8) for x ∈ D ∩ B(Q, κr/(24)) by a
method of contradiction. Since this part of the proof is the same as the corresponding part
in the proof of [18, Theorem 5.4], we omit the details. ✷
6 Green function and exit time estimates
In this section, we assume that D is a bounded C1,1 open set in Rd, d ≥ 2, with C1,1
characteristics (R,Λ). The first goal of this section is to derive sharp two-sided estimates
for GY
D
. See [15, Theorem 3.1] for the corresponding result for killed subordinate Brownian
motion.
Recall that Φ(r) = 1
φ(r−2)
. For t > 0 and x, y ∈ D, let
r(t, x, y) :=
(
Φ(δD(x))
1/2
t1/2
∧ 1
)(
Φ(δD(y))
1/2
t1/2
∧ 1
)(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
.
(6.1)
Combining [5, Corollary 1.6] with (4.2) we get that for every T > 0 there exist C1 =
C1(T,R,Λ, a2, a2, δ1, δ2) ≥ 1 and C2 = C2(T,R,Λ, a2, a2, δ1, δ2, diam(D)) ≥ 1 such that
C−11 r(t, x, y) ≤ p
D(t, x, y) ≤ C1r(t, x, y) (6.2)
for all (t, x, y) ∈ (0, T ]×D ×D, and
C−12 e
−λ1tΦ(δD(x))
1/2Φ(δD(y))
1/2 ≤ pD(t, x, y) ≤ C2e
−λ1tΦ(δD(x))
1/2Φ(δD(y))
1/2 (6.3)
for all (t, x, y) ∈ (T,∞)×D×D. Here −λ1 < 0 is the largest eigenvalue of the infinitesimal
generator of ZD.
It follows easily from (2.2) and (2.5) that
b−12
(s
t
)1−γ2
≤
v(t)
v(s)
≤ b−11
(s
t
)1−γ1
, 0 < t ≤ s ≤ 1 . (6.4)
It is shown in [5, Lemma 7.1] that(
Φ(δD(x))
1/2Φ(δD(y))
1/2
Φ(|x− y|)
∧ 1
)
≍c
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
. (6.5)
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Lemma 6.1 Let f : [0,∞) → [0,∞) be a decreasing function. For any T > 0, there exists
C = C(f, φ, diam(D), T ) > 0 such that for all x, y ∈ D,∫ ∞
T
pD(t, x, y)f(t) dt ≤ C
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)f(Φ(|x− y|))
|x− y|d
.
Proof. For x, y ∈ D, let a(x, y) := Φ(δD(x))
1/2Φ(δD(y))
1/2 and
b(x, y) :=
(
a(x, y)
Φ(|x− y|)
∧ 1
)
Φ(|x− y|)f(Φ(|x− y|))
|x− y|d
.
If a(x, y) ≤ Φ(|x− y|), then
b(x, y) = a(x, y)
f(Φ(|x− y|))
|x− y|d
≥
f(Φ(diam(D)))
diam(D)d
a(x, y) . (6.6)
If a(x, y) > Φ(|x− y|), then by (2.12),
b(x, y) = f(Φ(|x− y|))
Φ(|x− y|)
|x− y|d
≥ f(Φ(diam(D)))
Φ(diam(D))
diam(D)d
≥
f(Φ(diam(D)))
diam(D)d
a(x, y) . (6.7)
Since by (6.3),∫ ∞
T
pD(t, x, y)f(t) dt ≤ c3a(x, y)f(T )
∫ ∞
T
e−λ1t dt ≤ c4a(x, y) ,
the claim now follows from (6.6), (6.7) and (6.5). ✷
Lemma 6.2 Let T > Φ(diam(D)). There exists a constant C = C(T, a2, δ2) ≥ 1 such that
for all x, y ∈ D,∫ T
Φ(|x−y|)
r(t, x, y)dt ≤ C
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)
|x− y|d
.
Proof. First note that by (2.10), for Φ(|x− y|) ≤ t ≤ T ,
Φ−1(t)−d ≤ CdT |x− y|
−dΦ(|x− y|)d/2δ2t−d/2δ2 .
Therefore, using (4.4) we have∫ T
Φ(|x−y|)
r(t, x, y)dt
≤
∫ T
Φ(|x−y|)
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ−1(t)−d dt
≤ c1
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)d/2δ2
|x− y|d
∫ ∞
Φ(|x−y|)
t−d/2δ2 dt
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= c2
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)
|x− y|d
.
✷
Lemmas 6.1 and 6.2 will also be used in Section 8.
Lemma 6.3 There exists a constant C ≥ 1 such that for all x, y ∈ D,∫ Φ(|x−y|)
0
r(t, x, y)v(t) dt
≍C
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)v(Φ(|x− y|))
|x− y|d
.
Proof. By using (6.1), (4.4) and (6.4) in the second line, the change of variable s =
Φ(|x− y|)t−1 in the third line, the fact that (sa) ∧ 1 ≤ s(a∧ 1) for every a > 0 and s ≥ 1 in
the fourth line, we get∫ Φ(|x−y|)
0
r(t, x, y)v(t) dt
≤ c1
v(Φ(|x− y|))Φ(|x− y|)−γ1+1
|x− y|dΦ(|x− y|)
∫ Φ(|x−y|)
0
(
Φ(δD(x))
1/2
t1/2
∧ 1
)(
Φ(δD(y))
1/2
t1/2
∧ 1
)
tγ1 dt
= c1
v(Φ(|x− y|))Φ(|x− y|)
|x− y|d
∫ ∞
1
(
s1/2Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
s1/2Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
s−γ1−2 ds
≤ c1
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
v(Φ(|x− y|))Φ(|x− y|)
|x− y|d
∫ ∞
1
s−γ1−1 ds .
(6.8)
Since
∫∞
1
s−γ1−1 ds <∞, this proves the upper bound.
On the other hand, by using (6.1), (4.4) and the fact that v is decreasing in the second
line, we get∫ Φ(|x−y|)
0
r(t, x, y)v(t) dt
≥
v(Φ(|x− y|))
|x− y|dΦ(|x− y|)
∫ Φ(|x−y|)
0
(
Φ(δD(x))
1/2
t1/2
∧ 1
)(
Φ(δD(y))
1/2
t1/2
∧ 1
)
t dt
≥
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
v(Φ(|x− y|))
|x− y|dΦ(|x− y|)
∫ Φ(|x−y|)
0
t dt
=
1
2
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
v(Φ(|x− y|))Φ(|x− y|)
|x− y|d
. (6.9)
✷
Recall the function g defined in (5.2). Note that g satisfies the doubling property near 0
by (2.3) and, by (2.13), g is a decreasing function.
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Theorem 6.4 There exists a constant C ≥ 1 such that for all x, y ∈ D,
GY
D
(x, y) ≍C
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
g(|x− y|) .
Proof. Let T = 2Φ(diam(D)). By (2.18), (6.1), (6.2) and (6.3),
GY
D
(x, y) =
∫ ∞
0
pD(t, x, y)v(t) dt
≤ c1
(∫ Φ(|x−y|)
0
r(t, x, y)v(t) dt+
∫ T
Φ(|x−y|)
r(t, x, y)v(t) dt+
∫ ∞
T
pD(t, x, y)v(t) dt
)
=: c1(I1 + I2 + I3) .
By Lemmas 6.1–6.3 and the fact that v is decreasing, for each j = 1, 2, 3,
Ij ≤ c2
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)v(Φ(|x− y|))
|x− y|d
≤ c3
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
g(|x− y|) .
Here the last line follows from (2.5) and the definition of g. For the lower bound we use
GY
D
(x, y) ≥ c4I1 and Lemma 6.3. ✷
Let Q ∈ ∂D and choose ϕQ as in Definition 3.1. Define ρQ(x) := xd − ϕQ(x˜), where
(x˜, xd) are the coordinates of x in CSQ. Note that for every Q ∈ ∂D and x ∈ B(Q,R) ∩D,
we have
(1 + Λ2)−1/2 ρQ(x) ≤ δD(x) ≤ ρQ(x). (6.10)
We define for r1, r2 > 0,
DQ(r1, r2) := {y ∈ D : r1 > ρQ(y) > 0, |y˜| < r2} . (6.11)
Let κ0 = (1 + (1 + Λ)
2)−1/2. It is well known (see, for instance, [23, Lemma 2.2]) that
there exists L = L(R,Λ, d) > 0 such that for every z ∈ ∂D and r ≤ κ0R, one can find a C
1,1
domain VQ(r) with characteristics (rR/L,ΛL/r) such thatDQ(r/2, r/2) ⊂ VQ(r) ⊂ DQ(r, r).
In this and the following two sections, given a C1,1 open set D, VQ(r) always refers to the
C1,1 domain above.
It is easy to see that for every Q ∈ ∂D and r ≤ κ0R,
VQ(r) ⊂ DQ(r, r) ⊂ D ∩ B(Q, r/κ0). (6.12)
In fact, for all y ∈ DQ(r, r),
|y|2 = |y˜|2 + |yd|
2 < r2 + (|yd − ϕQ(y˜)|+ |ϕQ(y˜)|)
2 < (1 + (1 + Λ)2)r2. (6.13)
For any r ≤ 1, let φr be defined by φr(λ) := φ(λr−2)/φ(r−2). Then φr is also a complete
Bernstein function. Let Sr be a subordinator independent of the Brownian motion W and
let Zr be defined by Zrt := WSrt . Then, cf. [14, p. 247], Z
r is identical in law to the process
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{r−1Zt/φ(r−2)}t≥0. Let p
r(t, x, y) be the transition density of Zr. For any open set U , let
pr,U(t, x, y) be the transition density of Zr,U , the subprocess of Zr killed upon exiting U .
By the fact that r−1VQ(r) is a C
1,1 open set with C1,1 characteristics (R/L,ΛL), we get
from (6.2)–(6.3) that there exists C3 ≥ 1 such that
C−13 r˜(t, x, y) ≤ p
r,r−1VQ(r)(t, x, y) ≤ C3r˜(t, x, y)
for all (t, x, y) ∈ (0, a2(2/κ0)
2δ2 ]× r−1VQ(r)× r
−1VQ(r), where
r˜(t, x, y)
:=
(
Φ(δr−1VQ(r)(x))
1/2
t1/2
∧ 1
)(
Φ(δr−1VQ(r)(y))
1/2
t1/2
∧ 1
)(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
.
By the scaling property mentioned in the paragraph above we get that
pVQ(r)(t, x, y) = r−dpr,r
−1VQ(r)(φ(r−2)t, r−1x, r−1y) = r−dpr,r
−1VQ(r)(Φ(r)−1t, r−1x, r−1y).
Thus, since Φ(2r/κ0) ≤ a2(2/κ0)
2δ2Φ(r) by (2.1), we have
C−13 r̂(t, x, y) ≤ p
VQ(r)(t, x, y) ≤ C3r̂(t, x, y) (6.14)
for all (t, x, y) ∈ (0,Φ(2r/κ0)]× VQ(r)× VQ(r), where
r̂(t, x, y)
:=
(
Φ(δVQ(r)(x))
1/2
t1/2
∧ 1
)(
Φ(δVQ(r)(y))
1/2
t1/2
∧ 1
)(
Φ−1(t)−d ∧
t
|x− y|dΦ(|x− y|)
)
.
Since diam(VQ(r)) ≤ 2r/κ0, using the lower bound in (6.14) and following the argument
in (6.9), one can easily prove the following
Proposition 6.5 There exists C = C(R,Λ) ≥ 1 such that for all Q ∈ ∂D, r ≤ κ0R and
x, y ∈ VQ(r),
GY
VQ(r)
(x, y) ≥ C−1
(
Φ(δVQ(r)(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δVQ(r)(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
g(|x− y|) .
For simplicity, let τD := ζ . Then ExτD =
∫
D
GY
D
(x, y)dy. The final goal of the section
is to give sharp two-sided estimates on ExτD. Lemmas 6.7 and 6.8 below will be used in
Section 9.
Lemma 6.6 If γ1 > 1/2, then there exists C = C(D, φ, ψ) > 0 such that
ExτD ≍
C Φ(δD(x))
1/2 , x ∈ D .
Proof. Let T = diam(D). By using Theorem 6.4 in the first inequality, (2.2) in the
penultimate inequality, and (2.1) and γ1 > 1/2 in the last inequality, we get that
ExτD =
∫
D
GY
D
(x, y) dy
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≤ c1Φ(δD(x))
1/2
∫
D
1
Φ(|x− y|)1/2|x− y|dψ(Φ(|x− y|)−1)
dy
≤ c2Φ(δD(x))
1/2
∫
B(x,T )
1
Φ(|x− y|)1/2|x− y|dψ(Φ(|x− y|)−1)
dy
≤ c3Φ(δD(x))
1/2
∫ T
0
1
Φ(s)1/2sψ(Φ(s)−1)
ds
≤ c4
Φ(δD(x))
1/2
Φ(T )1/2ψ(Φ(T )−1)
∫ T
0
ds
s
(
Φ(T )
Φ(s)
) 1
2
−γ1
≤ c5Φ(δD(x))
1/2 . (6.15)
For the lower bound, recall that any C1,1, open set satisfies the interior ball condition
with some radius r̂. Let a := (diam(D)/10) ∧ r̂ and Da := {y ∈ D : δD(y) > a}.
Case (i): δD(x) < a. Then B(x, δD(x)/2) ∩D2a = ∅. For y ∈ D \B(x, δD(x)/2), we have
2|x− y| ≥ δD(x), 3|x− y| ≥ δD(x) + |x− y| ≥ δD(y),
hence by Theorem 6.4,
GY
D
(x, y) ≥ c6
Φ(δD(x))
1/2Φ(δD(y))
1/2
Φ(|x− y|)
g(|x− y|) .
Recall from (2.11) that θ(t) := Φ(t)ψ(Φ(t)−1) is increasing, hence t 7→ tdθ(t) is also increas-
ing. Thus we have
ExτD ≥ c7
∫
D2a
Φ(δD(x))
1/2Φ(δD(y))
1/2 1
Φ(|x− y|)|x− y|dψ(Φ(|x− y|)−1)
≥ c7Φ(δD(x))
1/2Φ(2a)1/2
∫
D2a
dy
|x− y|dθ(|x− y|)
≥ c8Φ(δD(x))
1/2 |D2a|
(diam(D))dθ(diam(D))
= c9Φ(δD(x))
1/2 .
Case (ii): δD(x) ≥ a. Since T ≥ δD(x) ≥ a, we have
ExτD ≥ c10
∫
B(x,δD(x)/2)
g(|x− y|) ≥ c11
∫ a/2
0
ds
sψ(Φ(s)−1)
≥ c12Φ(δD(x))
1/2 .
✷
Lemma 6.7 If γ2 < 1/2, then there exists C = C(D, φ, ψ) > 0 such that
ExτD ≍
C 1
ψ(Φ(δD(x))−1)
, x ∈ D .
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Proof. Let T = diam(D). By using (2.2) and (2.1), we have
ExτD ≤ c1
∫
D
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)
g(|x− y|) dy
= c1
∫
D∩{|x−y|<δD(x)}
g(|x− y|) dy
+ c1
∫
D∩{|x−y|≥δD(x)}
Φ(δD(x))
1/2
Φ(|x− y|)1/2|x− y|dψ(Φ(|x− y|)−1)
dy
≤ c2
1
ψ(Φ(δD(x))−1)
+
c3
ψ(Φ(δD(x))−1)
∫ T
δD(x)
Φ(δD(x))
1/2ψ(Φ(δD(x))
−1)
Φ(s)1/2sψ(Φ(s)−1)
ds
≤ c2
1
ψ(Φ(δD(x))−1)
+
c4
ψ(Φ(δD(x))−1)
∫ T
δD(x)
1
s
(
Φ(δD(x))
Φ(s)
) 1
2
−γ2
ds
≤ c5
1
ψ(Φ(δD(x))−1)
.
The lower bound is an immediate consequence of Lemma 4.6:
ExτD ≥ ExτB(x,δD(x)) ≥ c6
1
ψ(Φ(δD(x))−1)
.
✷
Lemma 6.8 If ψ(λ) = λ1/2, then there exists C = C(D, φ) > 0 such that
ExτD ≍
C Φ(δD(x))
1/2 log(1/δD(x)) , x ∈ D .
Proof. By following the proof of the upper bound in Lemma 6.7, we obtain
ExτD ≤ c1
1
ψ(Φ(δD(x))−1)
+ c2Φ(δD(x))
1/2
∫ diam(D)
δD(x)
1
Φ(s)1/2s(Φ(s)−1)1/2
ds
= c1
1
ψ(Φ(δD(x))−1)
+ c2Φ(δD(x))
1/2 log(diam(D)/δD(x))
≤ c3Φ(δD(x))
1/2 log(1/δD(x)) .
For the lower bound, as one can see from the end of the proof of Lemma 6.7, we only
need to consider x close to the boundary. Since D is C1,1, there exists a constant L > 0 such
that for every x ∈ D with δD(x) ≤ L/2, one can find a cone C with vertex in x, pointing
inward, with height L, and aperture not depending on x. Moreover, such a cone C can be
chosen so that C ⊂ {y ∈ D : |x− y| ≤ δD(y)}. Then for y ∈ C ∩ {y ∈ D : δD(x) ≤ |x− y|},
we have that
GY
D
(x, y) ≥ c4
Φ(δD(x))
1/2
Φ(|x− y|)1/2
g(|x− y|) .
Hence
ExτD ≥ c5Φ(δD(x))
1/2
∫
C∩{y∈D: δD(x)≤|x−y|}
1
Φ(|x− y|)1/2|x− y|dΦ(|x− y|)−1/2
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≥ c6Φ(δD(x))
1/2
∫ L
δD(x)
ds
s
≥ c7Φ(δD(x))
1/2 log(1/δD(x)) .
✷
7 Boundary Harnack principle in C1,1 open set
In this section we assume that the lower weak scaling index γ1 of ψ is strictly larger than
1/2. We continue assuming that d ≥ 2 and that D ⊂ Rd is a bounded C1,1 open set. Again,
let (R,Λ) be the C1,1 characteristics of D. Without loss of generality we assume that R ≤ 1.
Combining (2.20) and (6.2)–(6.3), we immediately get the following
Proposition 7.1 For any T > 0, there exists C ≥ 1 such that for all x, y ∈ D,
C−1JD(x, y) ≤ JY
D
(x, y) ≤ CJD(x, y),
where
JD(x, y) :=
∫ T
0
(
Φ(δD(x))
1/2
s1/2
∧ 1
)(
Φ(δD(y))
1/2
s1/2
∧ 1
)
×
(
Φ−1(s)−d ∧
s
|x− y|dΦ(|x− y|)
)
ν(s)ds+ Φ(δD(x))
1/2Φ(δD(y))
1/2 .
Recall κ0 = (1+(1+Λ)
2)−1/2, and for Q ∈ ∂D, VQ(r) is a C
1,1 domain with characteristic
(rR/L,ΛL/r) such that DQ(r/2, r/2) ⊂ VQ(r) ⊂ DQ(r, r) where L = L(R,Λ, d) > 0. Recall
that g is defined in (5.2).
Lemma 7.2 There exists C > 0 such that for every r ≤ κ0R/2, Q ∈ ∂D and x ∈
DQ(r/4, r/4),
ExτVQ(r) ≤
∫
VQ(r)
GY
D
(x, y) dy ≤ C
Φ(δD(x))
1/2
Φ(r)1/2ψ(Φ(r)−1)
. (7.1)
Proof. By using Theorem 6.4 in the second inequality, (6.12) in the third inequality, (2.2)
in the penultimate inequality, and (2.1) and γ1 > 1/2 in the last inequality, we get that
ExτVQ(r) =
∫
VQ(r)
GY
D
τVQ(r)
(x, y) dy ≤
∫
VQ(r)
GY
D
(x, y) dy
≤ c1Φ(δD(x))
1/2
∫
VQ(r)
1
Φ(|x− y|)1/2|x− y|dψ(Φ(|x− y|)−1)
dy
≤ c1Φ(δD(x))
1/2
∫
B(x,2r/κ0)
1
Φ(|x− y|)1/2|x− y|dψ(Φ(|x− y|)−1)
dy
≤ c2Φ(δD(x))
1/2
∫ 2r/κ0
0
1
Φ(s)1/2sψ(Φ(s)−1)
ds
≤ c3
Φ(δD(x))
1/2
Φ(r)1/2ψ(Φ(r)−1)
∫ 2r/κ0
0
(
Φ(r)
Φ(s)
)1/2−γ1 ds
s
33
≤ c4
Φ(δD(x))
1/2
Φ(r)1/2ψ(Φ(r)−1)
.
✷
Lemma 7.3 There exists C > 0 such that for all r ≤ κ0R/2, Q ∈ D and x ∈ DQ(2
−3r, 2−3r),
Px
(
Y D(τVQ(r)) ∈ DQ(2r, r) \DQ(3r/2, r)
)
≥ C
Φ(δD(x))
1/2
Φ(r)1/2
.
Proof. Without loss of generality, we assume Q = 0. Recall that V0(r) ⊂ D0(r, r) ⊂
D ∩B(0, r/κ). Note that, for y ∈ D0(2r, r) \D0(3r/2, r) and z ∈ V0(r), it holds that
|z − y| ≍c1 r, δD(y) ≥ c2r and δD(z) ≤ c3r .
Using this and (2.9), (2.5) and Proposition 7.1, we have that for z ∈ V0(r),∫
D0(2r,r)\D0(3r/2,r)
JY
D
(z, y)dy
≥ c4
∫
D0(2r,r)\D0(3r/2,r)
∫ 2Φ(|y−z|)
Φ(|y−z|)
(
Φ(δD(z))
1/2
t1/2
∧ 1
)(
Φ(δD(y))
1/2
t1/2
∧ 1
)
Φ−1(t)−dν(t)dtdy
≍c5
∫
D0(2r,r)\D0(3r/2,r)
(
Φ(δD(z))
1/2
Φ(|z − y|)1/2
∧ 1
)
ψ(Φ(|z − y|)−1)
|z − y|d
dy
≥ c6
Φ(δD(z))
1/2
Φ(r)1/2
ψ(Φ(r)−1) . (7.2)
For a, b > 0, we define the cone C(x, a, b) above x by
C(x, a, b) := {y = (y˜, yd) ∈ B(x, a) in CS : yd > xd, |x˜− y˜| < b(yd − xd)}.
Since D is C1,1 and x ∈ D0(2
−3r, 2−3r), it is easy to see that there exists ε ∈ (0, (2(1+Λ))−2)
such that
C(x, 2−4r, ε) ⊂ D0(2
−2r, 2−2r). (7.3)
By (7.3) and the fact that D0(r/2, r/2) ⊂ V0(r) ⊂ D0(r, r), we have that δD(z) = δV0(r)(z)
for all z ∈ C(x, 2−4r, ε).
It is easy to see that there exists c5 ∈ (0, 1] such that
c5|x− z| ≤ δV0(r)(z) = δD(z), z ∈ C(x, 2
−5r, 2−1ε). (7.4)
We claim that for z ∈ C(x, 2−5r, 2−1ε),(
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(δD(z)) ≥ c6Φ(δD(x)). (7.5)
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If z ∈ C(x, 2−5r, 2−1ε) \B(x, δD(x)/2), then |x− z| ≥ δD(x)/2, so by (7.4) and (2.9),(
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(δD(z)) ≥ c7
(
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(|x− z|) ≥ c8Φ(δD(x)) .
If z ∈ C(x, 2−5r, 2−1ε) ∩ B(x, δD(x)/2) then |x− z| < δD(x)/2 and so by (2.9),
Φ(δD(z)) ≥ Φ(δD(x)− |x− z|) > Φ(δD(x)/2) ≥ 2
−2Φ(δD(x)).
Thus, (
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(δD(z)) ≥ Φ(δD(z)) ≥ 2
−2Φ(δD(x)) .
We have proved (7.5).
Since GY
D
V0(r)
≥ GY
V0(r) by (2.27), we have by using Proposition 6.5 in the second below,
(7.4) in the third, (7.5) in the fourth and (2.3) in the fifth,
Ex
∫ τV0(r)
0
Φ(δD(Y
D
t ))
1/2dt =
∫
V0(r)
GY
D
V0(r)
(x, z)Φ(δD(z))
1/2 dz
≥ c9
∫
V0(r)
(
Φ(δV0(r)(x))
1/2
Φ(|x− z|)1/2
∧ 1
)(
Φ(δV0(r)(z))
1/2
Φ(|x− z|)1/2
∧ 1
)
g(|x− z|)Φ(δD(z))
1/2dz
≥ c10
∫
C(x,2−5r,ε/2)
(
Φ(δD(x))
1/2
Φ(|x− z|)1/2
∧ 1
)
g(|x− z|)Φ(δD(z))
1/2dz
≥ c11Φ(δD(x))
1/2
∫
C(x,2−5r,ε/2)
g(|x− z|)dz
≥ c12Φ(δD(x))
1/2
∫ 2−5r
0
1
sψ(Φ(s)−1)
ds ≥ c13
Φ(δD(x))
1/2
ψ(Φ(r)−1)
. (7.6)
Combining (7.2) and (7.6), we get
Px
(
Y D(τV0(r)) ∈ D0(2r, r) \D0(3r/2, r)
)
= Ex
∫ τV0(r)
0
∫
D0(2r,r)\D0(3r/2,r)
JY
D
(Y Dt , y) dy dt
≥ c14
1
Φ(r)1/2
ψ(Φ(r)−1)Ex
∫ τV0(r)
0
Φ(δD(Y
D
t ))
1/2 dt
≥ c15
1
Φ(r)1/2
ψ(Φ(r)−1)
Φ(δD(x))
1/2
ψ(Φ(r)−1)
= c15
Φ(δD(x))
1/2
Φ(r)1/2
.
✷
Let
j(r) :=
ψ(Φ(r)−1)
rd
, r > 0 . (7.7)
Note that j is a decreasing function and it satisfies the doubling property near 0.
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Lemma 7.4 Assume that γ1 > 1/2. There exists C > 0 such that for every r ≤ κ0R/2,
Q ∈ ∂D and x ∈ DQ(2
−3r, 2−4r),
Px
(
Y D(τVQ(r)) ∈ DQ(2r, 2r)
)
≤ C
Φ(δD(x))
1/2
Φ(r)1/2
. (7.8)
Proof. Without loss of generality, we assume Q = 0 and fix r ≤ κ−1R/2. Note that, by
(6.12), V0(r) ⊂ D0(r, r) ⊂ D∩B(0, r/κ0). Using the Le´vy system formula and (2.22), (2.24),
(2.27) we get
Px
(
Y D(τV0(r)) ∈ D0(2r, r) \D0(3r/2, r)
)
=Ex
∫ τV0(r)
0
∫
D0(2r,r)\D0(3r/2,r)
JY
D
(Y Dt , z)dzdt
=
∫
V0(r)
GY
D
V0(r)(x, y)
∫
D0(2r,r)\D0(3r/2,r)
JY
D
(y, z)dzdy
≤
∫
D0(2r,r)\D0(3r/2,r)
∫
V0(r)
GY
D
(x, y)JX(y, z)dydz. (7.9)
We first note that
c0r < |y − z| ≤ 4(1 + κ
−1
0 )r for (y, z) ∈ (V0(r)× (D0(2r, r) \D0(3r/2, r)). (7.10)
Thus by (2.23) and Lemma 7.2, for x ∈ D0(r/4, r/4) and z ∈ D0(2r, r) \D0(3r/2, r),∫
V0(r)
GY
D
(x, y)JX(y, z)dy
≤ c1
∫
V0(r)
GY
D
(x, y)j(|y − z|) dy
≤ c2
∫
V0(r)
GY
D
(x, y) dy
ψ(Φ(r)−1)
rd
≤ c3
Φ(δD(x))
1/2
Φ(r)1/2
r−d. (7.11)
By (7.9) and (7.11) we obtain that for x ∈ D0(r/4, r/4)
Px
(
Y D(τV0(r)) ∈ D0(2r, r) \D0(3r/2, r)
)
≤ c4
Φ(δD(x))
1/2
Φ(r)1/2
. (7.12)
Note that, by the same argument in the proof of Lemma 7.2, we get that for w ∈ D0(r/2, r/2)
and each r˜ ∈ (0, r/2), ∫
D∩B(w,r˜)
GY
D
(w, z)dz ≤ c5
Φ(δD(w))
1/2
Φ(r)1/2ψ(Φ(r˜)−1)
. (7.13)
Thus, using (7.13), we have that for w ∈ D0(r/2, r/2) and 0 < 4R1 ≤ R2 < r,
Pw
(
Y DτD∩B(w,R1)
∈ D \B(w,R2)
)
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=∫
D∩B(w,R1)
GY
D
D∩B(w,R1)(w, z)
∫
D\B(w,R2)
JY
D
(y, z)dydz
≤c6
∫
D∩B(w,R1)
GY
D
(w, z)
∫
Rd\B(0,R2)
|y|−dψ(Φ(|y|)−1)dydz
≤c7
Φ(δD(w))
1/2
Φ(R1)1/2ψ(Φ(R1)−1)
∫ ∞
R2
s−1ψ(Φ(s)−1)ds ≤ c8
Φ(δD(w))
1/2
Φ(R1)1/2ψ(Φ(R1)−1)
ψ(Φ(R2)
−1). (7.14)
Let
H2 = {Y
D(τV0(r)) ∈ D0(2r, 2r)}, H1 = {Y
D(τV0(r)) ∈ D0(2r, r) \D0(3r/2, r)}.
We claim that Px(H2) ≤ c9Px(H1) for all r ≤ κ
−1R/2 and x ∈ D0(2
−3r, 2−4r). Combining
this claim with (7.12), we arrive at the conclusion of the lemma:
Px
(
Y D(τV0(r)) ∈ D0(2r, 2r)
)
≤ c9Px(H1) ≤ c10
Φ(δD(x))
1/2
Φ(r)1/2
, x ∈ D0(2
−3r, 2−4r).
Now we give the proof of the claim, which is inspired by the proof of [8, Lemma 5.3] (see
also [18, Lemma 6.2]). Note that, by Lemma 7.3, for w ∈ D0(r/8, r/8),
Pw(H1) ≥ c11
Φ(δD(w))
1/2
Φ(r)1/2
. (7.15)
For i ≥ 1, set
Ji = D0(2
−i−2r, si) \D0(2
−i−3r, si), si =
1
4
(
1
2
−
1
50
i∑
j=1
1
j2
)
r,
and s0 = s1. Note that r/(10) < si < r/8. Define for i ≥ 1 ,
di = di(r) = sup
z∈Ji
Pz(H2)
Pz(H1)
, J˜i = D0(2
−i−2r, si−1), τi = τJ˜i . (7.16)
By (7.15), supr≤κ−1R/2 di(r) is finite for all i ≥ 1. Repeating the argument leading to [18,
(6.29)], we get that for z ∈ Ji and i ≥ 2,
Pz(H2) ≤
(
sup
1≤k≤i−1
dk
)
Pz(H1) + Pz
(
Y Dτi ∈ D0(2r, 2r) \ ∪
i−1
k=1Jk
)
. (7.17)
For i ≥ 2, define σi,0 = 0, σi,1 = inf{t > 0 : |Y
D
t − Y
D
0 | ≥ 2
−i−2r} and σi,m+1 =
σi,m + σi,1 ◦ θσi,m for m ≥ 1. By Lemma 5.2, we have that there exists k1 ∈ (0, 1) such that
Pw(Y
D
σi,1
∈ J˜i) ≤ 1− Pw(σi,1 = ζ) ≤ 1− Pw(τB(w,δD(w)/2) = ζ) < k1, w ∈ J˜i. (7.18)
For the purpose of further estimates, we now choose a positive integer l ≥ b2a
γ2
2 such that
kl1 ≤ 2
−2γ2δ2 , where a2, δ2 and b2, γ2 are the constants from (2.1) and (2.2) respectively. Next
37
we choose i0 ≥ 2 large enough so that 2
−i < 1/(200li3) for all i ≥ i0. Now we assume i ≥ i0.
Using (7.18) and the strong Markov property we have that for z ∈ Ji,
Pz(τi > σi,li) ≤ Pz(Y
D
σi,k
∈ J˜i, 1 ≤ k ≤ li)
= Ez
[
PY Dσi,li−1
(Y Dσi,1 ∈ J˜i) : Y
D
σi,li−1
∈ J˜i, Y
D
σi,k
∈ J˜i, 1 ≤ k ≤ li− 2
]
≤ Pz
(
Y Dσi,k ∈ J˜i, 1 ≤ k ≤ li− 1
)
k1 ≤ k
li
1 . (7.19)
Note that if z ∈ Ji and y ∈ D0(2r, 2r) \ [J˜i ∪ (∪
i−1
k=1Jk)], then |y − z| ≥ (si−1 − si) ∧
(2−3 − 2−i−2)r = r/(200i2). Furthermore, since 2−i−2r < r/(200i2) (recall that i ≥ i0), if
Y Dτi (ω) ∈ D0(2r, 2r)\∪
i−1
k=1Jk and τi(ω) ≤ σi,li(ω), then τi(ω) = σi,k(ω) for some k = k(ω) ≤ li.
Dependence of k on ω will be omitted in the next few lines. Hence on {Y Dτi ∈ D0(2r, 2r) \
∪i−1k=1Jk, τi ≤ σi,li} with Y
D
0 = z ∈ Ji, we have |Y
D
σi,k
− Y Dσi,0 | = |Y
D
τi
− Y D0 | >
1
200i2
r for some
1 ≤ k ≤ li. Thus for some 1 ≤ k ≤ li,
k∑
j=0
|Y Dσi,j − Y
D
σi,j−1
| >
1
200i2
r
which implies for some 1 ≤ j ≤ k ≤ li,∣∣Y Dσi,j − Y Dσi,j−1∣∣ ≥ 1k 1200i2 r ≥ 1li 1200i2 r .
Thus, we have
{Y Dτi ∈ D0(2r, 2r) \ ∪
i−1
k=1Jk, τi ≤ σi,li}
⊂ ∪lij=1 {|Y
D
σi,j
− Y Dσi,j−1 | ≥ r/(400li
3), Y Dσi,j−1 ∈ J˜i}. (7.20)
Now, using (7.14) (noting that 4 · 2−i−2 < 1/(400li3) for all i ≥ i0), and repeating the
argument leading to [18, (6.34)], we get
Pz
(
Y Dτi ∈ D0(2r, 2r) \ ∪
i−1
k=1Jk, τi ≤ σi,li
)
≤li sup
z∈J˜i
Pz
(
|Y Dσi,1 − z| ≥ r/(400li
3)
)
≤ c12li
ψ(Φ(r/(li3))−1)
ψ(Φ(2−ir)−1)
. (7.21)
By (7.19) and (7.21), we have for z ∈ Ji,
Pz
(
Y Dτi ∈ D0(2r, 2r) \ ∪
i−1
k=1Jk
)
≤ kli1 + c12li
ψ(Φ(r/(li3))−1)
ψ(Φ(2−ir)−1)
. (7.22)
By our choice of l, using (2.3) we have
li
ψ(Φ(r/(li3))−1)
ψ(Φ(2−ir)−1)
≥ a−γ22 b
−1
2 li(li
3/2i)2γ2δ2 = a−γ22 b
−1
2 l
1+2γ2δ2i1+6γ2δ2(2−2γ2δ2)i ≥ (kl1)
i. (7.23)
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Thus combining (7.23) with (7.22), and then using (7.15), (2.1), (2.2) and the fact that
γ1 > 1/2, we get that for z ∈ Ji,
Pz(Y
D
τi
∈ D0(2r, 2r) \ ∪
i−1
k=1Jk)
Pz(H1)
≤ c13li
Φ(r)1/2
Φ(2−ir)1/2
ψ(Φ(r/(li3))−1)
ψ(Φ(2−ir)−1)
≤ c14i
Φ(r)1/2
Φ(2−ir)1/2
Φ(2−ir)γ1
Φ(r/(li3))γ1
= c14i
Φ(r)1/2
Φ(r/(li3))1/2
Φ(2−ir)γ1−1/2
Φ(r/(li3))γ1−1/2
≤ c15i(li
3)δ2(2−ili3)(2γ1−1)δ1 = c16i
1+3δ2+3(2γ1−1)δ12−i(2γ1−1)δ1 . (7.24)
By this and (7.17), for z ∈ Ji,
Pz(H2)
Pz(H1)
≤ sup
1≤k≤i−1
dk +
Pz(Y
D
τi
∈ D0(2r, 2r) \ ∪
i−1
k=1Jk)
Pz(H1)
≤ sup
1≤k≤i−1
dk + c16
i1+3δ2+3(2γ1−1)δ1
2i(2γ1−1)δ1
≤ sup
1≤k≤i−1
dk + c16
i10
2i(2γ1−1)δ1
.
This implies that
di ≤ sup
1≤k≤i0−1
dk + c16
i∑
k=1
k10
2k(2γ1−1)δ1
≤ sup
1≤k≤i0−1
r≤κ−1R/2
dk(r) + c16
∞∑
k=1
k10
2k(2γ1−1)δ1
=: c17 <∞.
Thus the claim above is valid, since D0(2
−3r, 2−4r) ⊂ ∪∞k=1Jk. The proof is now complete.
✷
We are now ready to prove the boundary Harnack principle with explicit decay rate near
the boundary of D when the lower weak scaling index γ1 of ψ is strictly larger than 1/2.
Theorem 7.5 Assume that γ1 > 1/2. Let D ⊂ R
d be a bounded C1,1 open set with C1,1
characteristics (R,Λ). There exists a constant C = C(d,Λ, R, φ, ψ) > 0 such that for any
r ∈ (0, R], Q ∈ ∂D, and any non-negative function f in D which is harmonic in D∩B(Q, r)
with respect to Y D and vanishes continuously on ∂D ∩ B(Q, r), we have
f(x)
Φ(δD(x))1/2
≤ C
f(y)
Φ(δD(y))1/2
for all x, y ∈ D ∩ B(Q, r/2). (7.25)
Proof. In this proof, the constants η and ci are always independent of r.
Note that, since D is a C1,1 open set and r < R, by Theorem 4.8, it suffices to prove
(7.25) for x, y ∈ D ∩ B(Q, 2−7κ0r). Throughout the remainder of the proof we assume that
x ∈ D ∩ B(Q, 2−7κ0r).
Let Qx be the point Qx ∈ ∂D so that |x−Qx| = δD(x) and let x0 := Qx+
r
8
(x−Qx)/|x−
Qx|. We choose a C
1,1 function ϕ : Rd−1 → R satisfying ϕ(0˜) = 0, ∇ϕ(0˜) = (0, . . . , 0),
‖∇ϕ‖∞ ≤ Λ, |∇ϕ(y˜)−∇ϕ(z˜)| ≤ Λ|y˜ − z˜|, and an orthonormal coordinate system CS with
its origin at Qx such that
B(Qx, R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CS : yd > ϕ(y˜)}.
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In the coordinate system CS we have x˜ = 0˜ and x0 = (0˜, r/8). For any b1, b2 > 0, we define
D̂(b1, b2) :=
{
y = (y˜, yd) in CS : 0 < yd − ϕ(y˜) < 2
−2κ0rb1, |y˜| < 2
−2κ0rb2
}
.
By (6.12), we have that D̂(2, 2) ⊂ D ∩ B(Qx, r/2) ⊂ D ∩ B(Q, r). Thus, since f is
harmonic in D ∩ B(Q, r) and vanishes continuously in ∂D ∩ B(Q, r), by Lemma 5.1, f is
regular harmonic in D̂(2, 2) and vanishes continuously in ∂D ∩ D̂(2, 2).
Recall that V (1) := VQx(2
−2κ0r) is a C
1,1 domain with C1,1 characteristics (rR/L,ΛL/r)
such that D̂(1/2, 1/2) ⊂ V (1) ⊂ D̂(1, 1), where L = L(R,Λ, d) > 0.
By Theorem 4.7 (or Theorem 4.8) and Lemma 7.3, we have
f(x) = Ex
[
f
(
Y D(τV (1))
)]
≥ Ex
[
f
(
Y D(τV (1))
)
; Y DτV (1) ∈ D̂(2, 1) \ D̂(3/2, 1)
]
≥ c16f(x0)Px
(
Y D(τV (1)) ∈ D̂(2, 1) \ D̂(3/2, 1)
)
≥ c17
Φ(δD(x))
1/2
Φ(r)1/2
f(x0) . (7.26)
Take w = (0˜, 2−6κ0r). Then there exists ǫ ∈ (0, 1/8) such that
B(w, ǫ2−5κ0r) ⊂ D̂(1/2, 1/2) ⊂ V (1).
Hence
f(w) ≥ Ew
[
f
(
Y D(τV (1))
)
; Y D(τV (1)) /∈ D̂(2, 2)
]
= Ew
∫ τV (1)
0
∫
D\D̂(2,2)
JY
D
(Y Dt , y)f(y) dy dt
≥ Ew
∫ τB(w,ǫ2−5κ0r)
0
∫
D\D̂(2,2)
JY
D
(Y Dt , y)f(y) dy dt
≥ c18EwτB(w,ǫ2−5κ0r)
∫
D\D̂(2,2)
JY
D
(w, y)f(y) dy
≥ c19
1
ψ(Φ(r)−1)
∫
D\D̂(2,2)
JY
D
(w, y)f(y) dy , (7.27)
where in the fourth line we used Proposition 4.5, and in the last line we used Lemma 4.6
and (2.3).
Further, note that for any z ∈ V (1) and y ∈ D \ D̂(2, 2) we have that δD(z) ≤ c23r ≤
c24δD(w) and |z − y| ≍
c25 |w − y|. By using these two observations and Proposition 7.1 we
see that
JY
D
(z, y) ≤ c26
(∫ 1
0
(
Φ(δD(z))
1/2
s1/2
∧ 1
)(
Φ(δD(y))
1/2
s1/2
∧ 1
)
×
(
Φ−1(s)−d ∧
s
|z − y|dΦ(|z − y|)
)
ν(s)ds+ Φ(δD(z))
1/2Φ(δD(y))
1/2
)
≤ c27
(∫ 1
0
(
Φ(δD(w))
1/2
s1/2
∧ 1
)(
Φ(δD(y))
1/2
s1/2
∧ 1
)
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×(
Φ−1(s)−d ∧
s
|w − y|dΦ(|w − y|)
)
ν(s)ds+ Φ(δD(w))
1/2Φ(δD(y))
1/2
)
≤ c28J
Y D(w, y) . (7.28)
Hence, combining Lemma 7.2 with (7.27)–(7.28) we now have
Ex
[
f
(
Y D(τV (1))
)
; Y D(τV (1)) /∈ D̂(2, 2)
]
= Ex
∫ τV (1)
0
∫
D\D̂(2,2)
JY
D
(Y Dt , y)f(y) dy dt
≤ c28ExτV (1)
∫
D\D̂(2,2)
JY
D
(w, y)f(y) dy
≤ c29
Φ(δD(x))
1/2
Φ(r)1/2ψ(Φ(r)−1)
∫
D\D̂(2,2)
JY
D
(w, y)f(y) dy
≤ c30
Φ(δD(x))
1/2
Φ(r)1/2
f(w) . (7.29)
On the other hand, by Theorems 4.8, 5.5 and Lemma 7.4, we have
Ex
[
f
(
Y D(τV (1))
)
; Y D(τV (1)) ∈ D̂(2, 2)
]
≤ c31 f(x0)Px
(
Y D(τV (1)) ∈ D̂(2, 2)
)
≤ c32 f(x0)
Φ(δD(x))
1/2
Φ(r)1/2
. (7.30)
Combining (7.29) and (7.30) and using Theorems 4.8 and 5.5 again, we get
f(x) = Ex
[
f(Y D(τV (1))); Y
D(τV (1)) ∈ D̂(2, 2)
]
+ Ex
[
f(Y D(τV (1))); Y
D(τV (1)) /∈ D̂(2, 2)
]
≤ c33
(
Φ(δD(x))
1/2
Φ(r)1/2
f(x0) +
Φ(δD(x))
1/2
Φ(r)1/2
f(w)
)
≤ c34
Φ(δD(x))
1/2
Φ(r)1/2
f(x0) . (7.31)
Together with (7.26) we get that
f(x) ≍c35
Φ(δD(x))
1/2
Φ(r)1/2
f(x0) . (7.32)
For any y ∈ D ∩ B(Q, 2−7κ0r), we have the same estimate with f(y0) instead of f(x0)
where y0 = Qy +
r
8
(y − Qy)/|y − Qy| and Qy ∈ ∂D with |y − Qy| = δD(y). Since D is
C1,1, using Theorem 4.8, f(y0) ≍
c36 f(x0). It follows therefore from (7.32) that for every
x, y ∈ D ∩B(Q, 2−7κ0r),
f(x)
f(y)
≤ c37
Φ(δD(x))
1/2
Φ(δD(y))1/2
,
which proves the theorem. ✷
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8 Jumping kernel estimates
In this section we continue assuming that d ≥ 2 and that D is a bounded C1,1 open set in
R
d with C1,1 characteristics (R,Λ).
The goal of the section is to derive sharp two-sided estimates for the jumping kernel JY
D
.
Somewhat surprisingly, obtaining explicit bounds not involving integral terms does not seem
to be possible without additional assumptions on the Laplace exponent ψ. In case when
ψ(λ) = λγ , this can be explained by the different qualitative boundary behaviors of JY
D
in
cases γ ∈ (0, 1/2), γ = 1/2 and γ ∈ (1/2, 1), cf. Example 8.5.
Let
θ(t) := Φ(t)ψ(Φ(t)−1) and η(t) := Φ(t)1/2ψ(Φ(t)−1) , t > 0 .
It follows that, as a composition of two increasing functions, cf. (2.11), θ(t) is an increasing
function.
It is also straightforward to see that
(1 ∧ λ2)θ(t) ≤ θ(λt) ≤ (1 ∨ λ2)θ(t) , λ, t > 0 . (8.1)
We will say that a function f : (0,∞) → [0,∞) is almost increasing near 0 if for every
T > 0 there exists a constant C = C(T ) > 0 such that f(s) ≤ Cf(t) for all 0 < s < t ≤ T .
An almost decreasing function is defined analogously.
Recall that r(t, x, y), g and j are defined in (6.1), (5.2) and (7.7) respectively.
Lemma 8.1 (i) Suppose that r 7→ r1/2ψ(r−1) is almost decreasing near 0 and that for
each T > 0 there is a constant C4 = C4(T, ψ) > 0 such that∫ T
r
s−1/2ψ(s−1) ds ≤ C4 r
1/2ψ(r−1) for r ∈ (0, T ]. (8.2)
Then there exists C ≥ 1 such that for all x, y ∈ D,∫ Φ(|x−y|)
0
r(t, x, y)ν(t) dt ≍C
ψ(Φ(|x− y|)−1)
|x− y|d
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
.
(ii) Suppose that r 7→ r1/2ψ(r−1) is almost increasing near 0 and that for every T > 0,
there is a constant C5 = C5(T, ψ) > 0 such that∫ r
0
s−1/2ψ(s−1)ds ≤ C5r
1/2ψ(r−1) for every r ∈ (0, T ]. (8.3)
Then there exists C ≥ 1 such that for all x, y ∈ D,∫ Φ(|x−y|)
0
r(t, x, y)ν(t) dt
≍C
ψ(Φ(|x− y|)−1)
|x− y|d
(
Φ(δD(x) ∧ δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)(
η(δD(x) ∨ δD(y))
η(|x− y|)
∧ 1
)
.
Remark 8.2 It is easy to see that if ψ satisfies (2.2) with γ1 > 1/2, then the assumptions
in Lemma 8.1(i) hold true. Similarly, if ψ satisfies (2.2) with γ2 < 1/2, then the assumptions
in Lemma 8.1(ii) are true.
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Proof of Lemma 8.1 Put T := 2Φ(diam(D)) By using (2.5), (6.1) and (4.4) we see that∫ Φ(|x−y|)
0
r(t, x, y)ν(t) dt
≍
1
|x− y|dΦ(|x− y|)
∫ Φ(|x−y|)
0
(
Φ(δD(x))
1/2
t1/2
∧ 1
)(
Φ(δD(y))
1/2
t1/2
∧ 1
)
ψ(t−1) dt
=:
1
|x− y|dΦ(|x− y|)
I . (8.4)
Let
I1 :=
∫ Φ(δD(x))
0
ψ(t−1) dt, I2 := Φ(δD(x))
1/2
∫ Φ(δD(y))
Φ(δD(x))
t−1/2ψ(t−1) dt,
I3 := Φ(δD(x))
1/2Φ(δD(y))
1/2
∫ Φ(|x−y|)
Φ(δD(y))
t−1ψ(t−1) dt
and
I4 := Φ(δD(x))
1/2
∫ Φ(|x−y|)
Φ(δD(x))
t−1/2ψ(t−1) dt.
Upper bound: Without loss of generality we assume δD(x) ≤ δD(y) and consider three
cases:
(1) δD(x) ≤ δD(y) ≤ |x− y|: Then I = I1 + I2 + I3.
By (2.2), we have I1 ≍
c1 ψ(Φ(δD(x))
−1)Φ(δD(x)) and
I3 ≤ c2Φ(δD(x))
1/2Φ(δD(y))
1/2ψ(Φ(δD(y))
−1).
In case (i), by (8.2),
I2 ≤ Φ(δD(x))
1/2
∫ 2T
Φ(δD(x))
t−1/2ψ(t−1) dt ≤ c3ψ(Φ(δD(x))
−1)Φ(δD(x)) .
By using that r1/2ψ(r−1) is almost decreasing near 0 we see that
I ≤ c4
[
ψ(Φ(δD(x))
−1)Φ(δD(x)) + Φ(δD(x))
1/2Φ(δD(y))
1/2ψ(Φ(δD(y))
−1)
]
≤ c5ψ(Φ(δD(x))
−1)Φ(δD(x)) = c5ψ(Φ(δD(x) ∧ δD(y))
−1)Φ(δD(x) ∧ δD(y)) . (8.5)
In case (ii), by (8.3), we have
I2 ≤ Φ(δD(x))
1/2
∫ Φ(δD(y))
0
t−1/2ψ(t−1) dt ≤ c6Φ(δD(x))
1/2Φ(δD(y))
1/2ψ(Φ(δD(y))
−1).
By using that r1/2ψ(r−1) is almost increasing near 0 we see that
I ≤ c7
[
ψ(Φ(δD(x))
−1)Φ(δD(x)) + Φ(δD(x))
1/2Φ(δD(y))
1/2ψ(Φ(δD(y))
−1)
]
≤ c8Φ(δD(x) ∧ δD(y))
1/2Φ(δD(x) ∨ δD(y))
1/2ψ(Φ(δD(x) ∨ δD(y))
−1) . (8.6)
(2) δD(x) ≤ |x− y| ≤ δD(y): Then I = I1 + I4 .
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In case (i), by (8.2), we have
I4 ≤ Φ(δD(x))
1/2
∫ 2T
Φ(δD(x))
t−1/2ψ(t−1) dt ≤ c9ψ(Φ(δD(x))
−1)Φ(δD(x)) .
Thus we see that
I ≤ c10ψ(Φ(δD(x))
−1)Φ(δD(x)) = c10ψ(Φ(δD(x) ∧ δD(y))
−1)Φ(δD(x) ∧ δD(y)) . (8.7)
In case (ii), by (8.3), we have
I4 ≤ Φ(δD(x))
1/2
∫ Φ(|x−y|)
0
t−1/2ψ(t−1) dt ≤ c11Φ(δD(x))
1/2Φ(|x− y|)1/2ψ(Φ(|x− y|)−1) .
By using that r1/2ψ(r−1) is almost increasing near 0, we see that
I ≤ c12(ψ(Φ(δD(x))
−1)Φ(δD(x)) + Φ(δD(x))
1/2Φ(|x− y|)1/2ψ(Φ(|x− y|)−1))
≤ c13Φ(δD(x))
1/2Φ(|x− y|)1/2ψ(Φ(|x− y|)−1) . (8.8)
(3) |x− y| ≤ δD(x) ≤ δD(y): Then by (2.2),
I =
∫ Φ(|x−y|)
0
ψ(t−1) dt ≍c14 Φ(|x− y|)ψ(Φ(|x− y|)−1). (8.9)
Lower bound: Again, we assume δD(x) ≤ δD(y). Let M := (2/a1(T
−2))1/(2δ1) ∨ 2 (where
a1(T
−2) is the constant in the extended version of (2.1)) so that
Φ(r) ≥ 2Φ(r/M), for all r ≤ diam(D). (8.10)
and consider three cases separately:
(1) δD(x) ≤ δD(y) ≤ |x− y|/M : Then in case (i), by (2.2), we have
I =
∫ Φ(|x−y|)
0
(
1 ∧
Φ(δD(x))
t
)1/2(
1 ∧
Φ(δD(y))
t
)1/2
ψ(t−1) dt
≥
∫ Φ(δD(x))
0
ψ(t−1) dt ≍c15 ψ(Φ(δD(x))
−1)Φ(δD(x)) , (8.11)
while in case (ii), using (2.2) and (8.10) we have
I ≥ Φ(δD(x))
1/2Φ(δD(y))
1/2
∫ Φ(|x−y|)
Φ(δD(y))
t−1ψ(t−1) dt
≥ Φ(δD(x))
1/2Φ(δD(y))
1/2
∫ Φ(MδD(y))
Φ(δD(y))
t−1ψ(t−1) dt
≥ Φ(δD(x))
1/2Φ(δD(y))
1/2
∫ 2Φ(δD(y))
Φ(δD(y))
t−1ψ(t−1) dt
≥ c16Φ(δD(x))
1/2Φ(δD(y))
1/2ψ(Φ(δD(y))
−1) . (8.12)
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(2) δD(x) ≤ |x− y|/M ≤ δD(y): Then in case (i), using (2.2), we have
I ≍c17
∫ Φ(|x−y|)
0
(
1 ∧
Φ(δD(x))
t
)1/2
ψ(t−1) dt ≥ I1 ≍
c1 ψ(Φ(δD(x))
−1)Φ(δD(x)) , (8.13)
while in case (ii), using (2.1), (2.2) and the fact that r1/2ψ(r−1) is almost increasing near 0,
we have
I ≥ c18I4 = c18Φ(δD(x))
1/2
∫ Φ(|x−y|)
Φ(δD(x))
t−1/2ψ(t−1) dt
≥ c18Φ(δD(x))
1/2
∫ Φ(|x−y|)
Φ(|x−y|/M)
t−1(t1/2ψ(t−1)) dt
≥ c19Φ(δD(x))
1/2Φ(|x− y|/M)1/2ψ(Φ(|x− y|/M)−1)
∫ Φ(|x−y|)
Φ(|x−y|/M)
t−1 dt
≥ c20 log
(
Φ(|x− y|)
Φ(|x− y|/M)
)
Φ(δD(x))
1/2Φ(|x− y|)1/2ψ(Φ(|x− y|)−1)
≥ c21(log 2)Φ(δD(x))
1/2Φ(|x− y|)1/2ψ(Φ(|x− y|)−1) . (8.14)
Here the last line follows from (8.10).
(3) |x− y|/M ≤ δD(x) ≤ δD(y): Here by (2.1) and (2.2), we have
I ≍c22
∫ Φ(|x−y|)
0
ψ(t−1) dt ≍c23 Φ(|x− y|)ψ(Φ(|x− y|)−1). (8.15)
We summarize the above calculations as follows:
Case (i): By combining (8.5), (8.7), (8.9), (8.11), (8.13) and (8.15), and using the fact that
rψ(r−1) is increasing, cf. (2.11), we get that
I ≍c24
[
Φ(δD(x) ∧ δD(y))ψ(Φ(δD(x) ∧ δD(y))
−1)
]
∧
[
Φ(|x− y|)ψ(Φ(|x− y|)−1)
]
.
Therefore
1
|x− y|dΦ(|x− y|)
I ≍c25
ψ(Φ(|x− y|)−1))
|x− y|d
(
Φ(δD(x) ∧ δD(y))ψ(Φ(δD(x) ∧ δD(y))
−1)
Φ(|x− y|)ψ(Φ(|x− y|)−1))
∧ 1
)
,
which together with (8.4) proves (i).
Case (ii): By combining (8.6), (8.8), (8.9), (8.12), (8.14) and (8.15) and by using (8.3), we
see that
I ≍c26
[
Φ(δD(x) ∧ δD(y))
1/2 ∧ Φ(|x− y|)1/2
]
×
[ [
Φ(δD(x) ∨ δD(y))
1/2ψ(Φ(δD(x) ∨ δD(y))
−1)
]
∧
[
Φ(|x− y|)1/2ψ(Φ(|x− y|)−1)
] ]
.
Thus
1
|x− y|dΦ(|x− y|)
I
45
≍c27
ψ(Φ(|x− y|)−1))
|x− y|d
(
Φ(δD(x) ∧ δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)(
η(δD(x) ∨ δD(y))
η(|x− y|)
∧ 1
)
.
Again, together with (8.4), this gives (ii). ✷
Lemma 8.3 (i) Suppose that r 7→ r1/2ψ(r−1) is almost decreasing near 0. Then there
exists C > 0 depending on the diameter of D such that for all x, y ∈ D,(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
≤ C
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
. (8.16)
(ii) Suppose that r 7→ r1/2ψ(r−1) is almost increasing near 0. Then there exists C > 0
depending on the diameter of D such that for all x, y ∈ D,(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
≤ C
(
Φ(δD(x) ∧ δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)(
η(δD(x) ∨ δD(y))
η(|x− y|)
∧ 1
)
. (8.17)
Proof. (i) Denote the left-hand side of (8.16) by I and the right-hand side of (8.16) by II.
Without loss of generality we assume that δD(x) ≤ δD(y). We consider three cases:
(1) δD(x) ≤ δD(y) ≤ |x− y|: Then
I =
Φ(δD(x))
1/2Φ(δD(y))
1/2
Φ(|x− y|)
=
Φ(δD(x))ψ(Φ(δD(x))
−1)
Φ(|x− y|)ψ(Φ(|x− y|)−1)
Φ(δD(y))
1/2ψ(Φ(|x− y|)−1)
Φ(δD(x))1/2ψ(Φ(δD(x))−1)
≤
θ(δD(x))
θ(|x− y|)
Φ(δD(y))
1/2ψ(Φ(δD(y))
−1)
Φ(δD(x))1/2ψ(Φ(δD(x))−1)
≤ c1
θ(δD(x))
θ(|x− y|)
= c1II ,
where the last inequality follows from the assumption that r 7→1/2 ψ(r−1) is almost decreasing
near 0.
(2) δD(x) ≤ |x− y| ≤ δD(y): Then
I =
Φ(δD(x))
1/2
Φ(|x− y|)1/2
=
Φ(δD(x))ψ(Φ(δD(x))
−1)
Φ(|x− y|)ψ(Φ(|x− y|)−1)
Φ(|x− y|)1/2ψ(Φ(|x− y|)−1)
Φ(δD(x))1/2ψ(Φ(δD(x))−1)
≤ c2
θ(δD(x))
θ(|x− y|)
= c2II ,
again because r 7→ r1/2ψ(r−1) is almost decreasing near 0.
(3) |x− y| ≤ δD(x) ≤ δD(y): Then both I and II are equal to 1.
(ii) Again, denote the left-hand side of (8.17) by I and the right-hand side of (8.17) by II,
and assume that δD(x) ≤ δD(y).
(1) δD(x) ≤ δD(y) ≤ |x− y|: Then
I =
Φ(δD(x))
1/2Φ(δD(y))
1/2
Φ(|x− y|)
≤
Φ(δD(x))
1/2
Φ(|x− y|)1/2
Φ(δD(y))
1/2
Φ(|x− y|)1/2
ψ(Φ(δD(y))
−1)
ψ(Φ(|x− y|)−1)
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=
Φ(δD(x))
1/2
Φ(|x− y|)1/2
η(δD(y))
η(|x− y|)
= II .
(2) δD(x) ≤ |x − y| ≤ δD(y): By the assumption that r 7→ r
1/2ψ(r−1) is almost increasing
near 0, we see that η is also almost increasing near 0. Therefore,
I =
Φ(δD(x))
1/2
Φ(|x− y|)1/2
≤ c3
Φ(δD(x))
1/2
Φ(|x− y|)1/2
η(δD(y))
η(|x− y|)
= c3II .
(3) |x− y| ≤ δD(x) ≤ δD(y): Now I = 1, while II ≥ c, because η is almost increasing near
0. ✷
Recall that j(r) = ψ(Φ(r)−1)r−d for r > 0.
Theorem 8.4 (i) Suppose that r 7→ r1/2ψ(r−1) is almost decreasing near 0 and for each
T > 0 there is a constant C4 = C4(T, ψ) > 0 such that (8.2) holds true. Then there
exists C ≥ 1 such that for all x, y ∈ D,
JY
D
(x, y) ≍C
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
j(|x− y|) .
(ii) Suppose that r 7→ r1/2ψ(r−1) is almost increasing near 0 and for every T > 0, there is
a constant C5 = C5(T, ψ) > 0 so that (8.3) holds true. Then there exists C ≥ 1 such
that for all x, y ∈ D,
JY
D
(x, y) ≍C
(
Φ(δD(x) ∧ δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)(
η(δD(x) ∨ δD(y))
η(|x− y|)
∧ 1
)
j(|x− y|) .
Proof. Let T := 2Φ(diam(D)). By (2.20), (6.1) and (6.2), we have
JY
D
(x, y) =
∫ ∞
0
pD(t, x, y)ν(t) dt
≤ c1
(∫ Φ(|x−y|)
0
r(t, x, y)ν(t) dt+
∫ T
Φ(|x−y|)
r(t, x, y)ν(t) dt+
∫ ∞
T
pD(t, x, y)v(t) dt
)
=: c1(I1 + I2 + I3) .
(i) By Lemma 8.1(i), we get
I1 ≤ c2
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
j(|x− y|) .
By using Lemma 6.2 and the fact that ν is decreasing in the first line, and Lemma 8.3(i),
the definition of j and (2.5) in the second line,
I2 ≤ c3
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
Φ(|x− y|)ν(Φ(|x− y|)
|x− y|d
≤ c4
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
j(|x− y|) .
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By using Lemma 6.1 in the first line, and again Lemma 8.3(i), the definition of j and (2.5)
in the second line, we have
I3 ≤ c5
(
Φ(δD(x))
1/2
Φ(|x− y|)1/2
∧ 1
)(
Φ(δD(y))
1/2
Φ(|x− y|)1/2
∧ 1
)
j(|x− y)
≤ c6
(
θ(δD(x) ∧ δD(y))
θ(|x− y|)
∧ 1
)
j(|x− y|) .
The three displays above prove the upper bound. For the lower bound, it suffices to use the
lower bound for I1 coming from Lemma 8.1(i).
(ii) This is proved in the same way as (i) by using part (ii) of Lemmas 8.1 and 8.3. ✷
Example 8.5 Assume that ψ(λ) = λγ where γ ∈ (0, 1). As already mentioned in Remark
8.2, when γ > 1/2 the assumptions in (i) hold true. Since θ(t) = Φ(t)1−γ we get that
JY
D
(x, y) ≍c
(
Φ(δD(x) ∧ δD(y))
Φ(|x− y|)
∧ 1
)1−γ
Φ(|x− y|)−γ
|x− y|d
.
When γ < 1/2, the assumptions in (ii) hold true, η(t) = Φ(t)1/2−γ and
JY
D
(x, y) ≍c
(
Φ(δD(x) ∧ δD(y))
Φ(|x− y|)
∧ 1
)1/2(
Φ(δD(x) ∨ δD(y))
Φ(|x− y|)
∧ 1
)1/2−γ
Φ(|x− y|)−γ
|x− y|d
.
(8.18)
The case γ = 1/2 is not covered by Theorem 8.4, but by following the proofs of Lemmas 8.1
and 8.3 step by step, it is straightforward to deduce that
JY
D
(x, y)
≍c
(
Φ(δD(x) ∧ δD(y))
Φ(|x− y|)
∧ 1
)1/2
log
(
1 +
Φ(δD(x) ∨ δD(y)) ∧ Φ(|x− y|)
Φ(δD(x) ∧ δD(y)) ∧ Φ(|x− y|)
)
Φ(|x− y|)−1/2
|x− y|d
.
(8.19)
In particular, with y ∈ D fixed, as δD(x)→ 0, we have
JY
D
(x, y) ≍c

Φ(δD(x))
1/2, 0 < γ < 1/2,
Φ(δD(x))
1/2 log(1/Φ(δD(x))), γ = 1/2,
Φ(δD(x))
1/2Φ(δD(x))
1/2−γ , 1/2 < γ < 1.
9 Failure of BHP in the case of γ2 ≤ 1/2
In this section we assume that d ≥ 2 and that D is a bounded C1,1 open set in Rd with C1,1
characteristics (R,Λ) with R < 1. The goal of this section is to give an example showing
that even the non-scale invariant boundary Harnack principle does not hold when γ2 ≤ 1/2.
For simplicity we consider the case ψ(t) = tγ and γ2 = γ ≤ 1/2. The example works for any
bounded C1,1 open set.
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Suppose that the non-scale invariant boundary Harnack principle holds near the boundary
of D. That is, there is a constant R̂ ∈ (0, 1) such that for any r ∈ (0, R̂ ], there exists a
constant c = c(r) ≥ 1 such that for every Q ∈ ∂D and any non-negative functions f, g
in D which are harmonic in D ∩ B(Q, r) with respect to Y D and vanish continuously on
∂D ∩B(Q, r), we have
f(x)
f(y)
≤ c
g(x)
g(y)
for all x, y ∈ D ∩B(Q, r/2). (9.1)
Note that we can take g(·) = GY
D
(·, w) with w /∈ D∩B(Q, r). Thus by Theorem 6.4, we have
that for any r ∈ (0, R̂ ] there exists a constant C6 = C6(r) > 0 such that for every Q ∈ ∂D
and any non-negative function f in D which is harmonic in D ∩B(Q, r) with respect to Y D
and vanishes continuously on ∂D ∩ B(Q, r),
f(x)
f(y)
≤ C6
Φ(δD(x))
1/2
Φ(δD(y))1/2
, for all x, y ∈ D ∩ B(Q, r/2). (9.2)
Fix Q ∈ ∂D. We choose a C1,1 function ϕ : Rd−1 → R satisfying ϕ(0˜) = 0, ∇ϕ(0˜) =
(0, . . . , 0), ‖∇ϕ‖∞ ≤ Λ, |∇ϕ(y˜)−∇ϕ(z˜)| ≤ Λ|y˜− z˜|, and an orthonormal coordinate system
CS with its origin at Q such that
B(Q,R) ∩D = {y = (y˜, yd) ∈ B(0, R) in CS : yd > ϕ(y˜)}.
Recall that κ0 = (1+(1+Λ)
2)−1/2. Since D satisfies the interior ball condition, there exist
r0 ≤ R̂∧ (2
−4κ0R) and x
(1) ∈ B(Q,R)∩D with δD(x
(1)) = r0 such that δD(x
(s)) = |x(s)−Q|
for all s ≤ 1 where x(s) = Q+ s(x(1) −Q).
In the coordinate system CS we have x˜(s) = 0˜ and x(1) = (0˜, r0). For any b1, b2 > 0, we
define
D∗(b1, b2) :=
{
y = (y˜, yd) in CS : 0 < yd − ϕ(y˜) < 2
−2κ0r0b1, |y˜| < 2
−2κ0r0b2
}
.
By (6.12), we have that D∗(2, 2) ⊂ D∩B(Q, r0/2). Recall that VQ(2
−2κ0r0) is a C
1,1 domain
with C1,1 characteristics (r0R/L,ΛL/r0) such that D
∗(1/2, 1/2) ⊂ VQ(2
−2κ0r0) ⊂ D
∗(1, 1),
where L = L(R,Λ, d) > 0. Let V = VQ(2
−2κ0r0) and U = D
∗(2, 2).
Recall that
g(r) =
1
rdψ(Φ(r)−1)
=
Φ(r)γ
rd
. (9.3)
Lemma 9.1 If γ ≤ 1/2, then there exists C > 0 such that
Ex
[∫ τV
0
Φ(δD(Y
D
t ))
1
2
−γdt
]
≥ CΦ(δD(x))
1/2 log(r0/δD(x))
for all x = x(s) = (0˜, s) in CS with s ∈ (0, 2−7κ0r0).
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Proof. By Proposition 6.5,
Ex[
∫ τV
0
Φ(δD(Y
D
t ))
1
2
−γdt] =
∫
V
GY
D
V (x, z)Φ(δD(z))
1
2
−γdz
≥
∫
V
GY
V
(x, z)Φ(δD(z))
1
2
−γdz
≥ c1
∫
V
Φ(δD(z))
1
2
−γ
(
Φ(δV (x))
1/2
Φ(|x− z|)1/2
∧ 1
)(
Φ(δV (z))
1/2
Φ(|x− z|)1/2
∧ 1
)
g(|x− z|)dz. (9.4)
Recall from (7.3) that there exists ε ∈ (0, (2(1 + Λ))−2) such that the cone
Cε(x) := {y = (y˜, yd) ∈ B(x, 2
−6κ0r0) in CS : yd > xd, |y˜| < ε(yd − xd)}
is contained in D∗(2−2, 2−2). Moreover, (7.4) implies(
Φ(δV (z))
Φ(|x− z|)
∧ 1
)
≍ 1, z ∈ Cε/2(x).
If z ∈ Cε/2(x) \B(x, δD(x)/2), then |x− z| ≥ δD(x)/2, so by (7.4) and (2.9),(
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(δD(z))
1−2γ ≥ c2
(
Φ(δD(x))
Φ(|x− z|)
∧ 1
)
Φ(|x− z|)1−2γ ≥ c3
Φ(δD(x))
Φ(|x− z|)2γ
.
Therefore, using (9.3),∫
V
Φ(δD(z))
1
2
−γ
(
Φ(δV (x))
1/2
Φ(|x− z|)1/2
∧ 1
)(
Φ(δV (z))
1/2
Φ(|x− z|)1/2
∧ 1
)
g(|x− z|)dz
≥ c4Φ(δD(x))
1/2
∫
Cε/2(x)\B(x,δD(x)/2)
g(|x− z|)
Φ(|x− z|)γ
dz
≥ c5Φ(δD(x))
1/2
∫ 2−6κ0r0
δD(x)/2
1
s
ds ≥ c6Φ(δD(x))
1/2 log(r0/δD(x)).
✷
Choose a point z0 ∈ ∂D \ D ∩ B(Q, 2r0) with |z0 − Q| ≤ 1 (such z0 exists since 2r0 ≤
2−3κ0R). For n ∈ N large enough so that B(z0, 1/n) does not intersect B(Q, 2r0), we define
fn(y) := Φ(δD(y))
−1/21D∩B(z0,1/n)(y)×
{
|D ∩B(z0, 1/n)|
−1, for γ < 1/2
K−1n , for γ = 1/2,
where
Kn :=
∫
D∩B(z0,1/n)
log(
1
Φ(δD(y))
)dy.
Define
gn(x) := Ex[fn(Y
D
τV
)] =
∫
D\U
∫
V
GY
D
V (x, z)J
Y D(z, y)fn(y)dzdy, x ∈ V.
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Lemma 9.2 If γ ≤ 1/2, then there exists C7 > 0 such that
lim inf
n→∞
gn(x) ≥ C7Φ(δD(x))
1/2 log(r0/δD(x)) (9.5)
for all x = x(s) = (0˜, s) in CS with s ∈ (0, 2−7κ0r0).
Proof. (i) Case γ < 1/2: Since
1 ≍c |z − y| ≥ c1δD(z) and |y − z| ≥ c2δD(y), for (y, z) ∈ (D ∩ B(z0, 1/n))× V,
using (8.18) we have
JY
D
(z, y) ≍c Φ(δD(y))
1/2Φ(δD(z))
1/2Φ(δD(z) ∨ δD(y))
−γ for (y, z) ∈ (D ∩B(z0, 1/n))× V.
Thus,
gn(x) =
∫
D\U
∫
V
GY
D
V (x, z)J
Y D(z, y)fn(y)dzdy
≍c |D ∩ B(z0, 1/n)|
−1
∫
V
∫
D∩B(z0,1/n)
Φ(δD(z) ∨ δD(y))
−γdyΦ(δD(z))
1/2GY
D
V (x, z)dz. (9.6)
Since
lim
n→∞
|D ∩B(z0, 1/n)|
−1
∫
D∩B(z0,1/n)
Φ(δD(z) ∨ δD(y))
−γdy = Φ(δD(z))
−γ , z ∈ V,
|D ∩ B(z0, 1/n)|
−1
∫
D∩B(z0,1/n)
Φ(δD(z) ∨ δD(y))
−γdy ≤ Φ(δD(z))
−γ , z ∈ V
and ∫
V
Φ(δD(z))
1
2
−γGY
D
V (x, z)dz <∞,
by the dominated convergence theorem, for all x = x(s) = (0˜, s) in CS with s ∈ (0, 2−7κ0r0),
lim
n→∞
|D ∩B(z0, 1/n)|
−1
∫
V
∫
D∩B(z0,1/n)
Φ(δD(z) ∨ δD(y))
−γdyΦ(δD(z))
1/2GY
D
V (x, z)dz
=
∫
V
Φ(δD(z))
1
2
−γGY
D
V (x, z)dz. (9.7)
Combining (9.7) with Lemma 9.1 we conclude that (9.5) holds true for γ < 1/2.
(ii) Case γ = 1/2: Using (8.19) and following the same argument in (i), we have
gn(x) =
∫
D\U
∫
V
GY
D
V (x, z)J
Y D(z, y)fn(y)dzdy
≍cK−1n
∫
V
∫
D∩B(z0,1/n)
(
Φ(δD(z) ∧ δD(y))
Φ(δD(y))
)1/2
log
(
1 +
Φ(δD(y) ∨ δD(z))
Φ(δD(y) ∧ δD(z))
)
dyGY
D
V (x, z)dz.
(9.8)
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We have
∫
V
GY
D
V (x, z)dz <∞ and
K−1n
∫
D∩B(z0,1/n)
(
Φ(δD(z) ∧ δD(y))
Φ(δD(y))
)1/2
log
(
1 +
Φ(δD(y) ∨ δD(z))
Φ(δD(y) ∧ δD(z))
)
dy
≤K−1n
∫
D∩B(z0,1/n)∩{δD(z)≤δD(y)}
(
Φ(δD(z))
Φ(δD(y))
)1/2
log
(
1 +
Φ(δD(y))
Φ(δD(z))
)
dy
+K−1n
∫
D∩B(z0,1/n)∩{δD(z)>δD(y)}
log
(
1 +
Φ(δD(z))
Φ(δD(y))
)
dy
≤cK−1n
∫
D∩B(z0,1/n)
log
(
1
Φ(δD(y))
)
dy ≤ c, z ∈ V.
Moreover, since
lim sup
n→∞
K−1n
∫
D∩B(z0,1/n)
log
(
1 +
Φ(δD(y))
Φ(δD(z))
)
dy ≤ lim sup
n→∞
K−1n |D ∩B(z0, 1/n)| = 0, z ∈ V,
for each z ∈ V ,
lim
n→∞
K−1n
∫
D∩B(z0,1/n)
(
Φ(δD(z) ∧ δD(y))
Φ(δD(y))
)1/2
log
(
1 +
Φ(δD(y) ∨ δD(z))
Φ(δD(y) ∧ δD(z))
)
dy
= lim
n→∞
K−1n
∫
D∩B(z0,1/n)
log
(
1 +
Φ(δD(z))
Φ(δD(y))
)
dy
= lim
n→∞
K−1n
∫
D∩B(z0,1/n)
log
(
1 +
Φ(δD(y))
Φ(δD(z))
)
dy
+ lim
n→∞
K−1n
∫
D∩B(z0,1/n)
(
log
1
Φ(δD(y))
− log
1
Φ(δD(z))
)
dy
=1− log
1
Φ(δD(z))
lim
n→∞
K−1n |D ∩B(z0, 1/n)| = 1.
Thus by the dominated convergence theorem, for all x = x(s) = (0˜, s) in CS with s ∈
(0, 2−7κ0r0),
lim
n→∞
K−1n
∫
V
∫
D∩B(z0,1/n)
(
Φ(δD(z) ∧ δD(y))
Φ(δD(y))
)1/2
log
(
1 +
Φ(δD(y) ∨ δD(z))
Φ(δD(y) ∧ δD(z))
)
dyGY
D
V (x, z)dz
=
∫
V
GY
D
V (x, z)dz. (9.9)
Combining (9.9) with Lemma 9.1 we conclude that (9.5) holds true for γ = 1/2.
✷
By Lemmas 6.7 and 6.8, we have that for large n anf y ∈ D ∩ B(Q, 2−7κ0r0)
gn(y) ≤ c1
∫
V
Φ(δD(z))
1
2
−γGY
D
V (y, z)dz
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≤ c2Φ(r0)
1
2
−γ
∫
D
GY
D
(y, z)dz
≤ c3Φ(r0)
1
2
−γΦ(δD(y))
γ
{
1, for γ < 1/2
log(1/δD(y)), for γ = 1/2.
(9.10)
Thus we see that gn’s are non-negative functions inD which are harmonic inD∩B(Q, 2
−7κ0r0)
with respect to Y D and vanish continuously on ∂D ∩ B(Q, 2−7κ0r0). Therefore, by (9.2),
gn(y)
gn(w)
≤ C6
Φ(δD(y))
1/2
Φ(δD(w))1/2
for all y ∈ D ∩ B(Q, 2−8κ0r0)
where w = (0˜, 2−9κ0r0) and C6 = C6(2
−7κ0r0). Thus by (9.10), for all y ∈ D∩B(Q, 2
−8κ0r0),
lim sup
n→∞
gn(y) ≤ C6 lim sup
n→∞
gn(w)
Φ(δD(y))
1/2
Φ(δD(w))1/2
≤ c4 log(c5/r0)Φ(δD(y))
1/2.
This and (9.5) imply that for all x = x(s) = (0˜, s) in CS with s ∈ (0, 2−8κ0r0),
log(r0/δD(x)) ≤ (c4/C7) log(c5/r0),
which gives a contradiction.
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