Abstraet--Feedforward neural networks with continuous-valued activation functions have recently emerged as
INTRODUCTION
Feedforward neural networks represent a very general paradigm for adaptive modeling, pattern recognition, classification, approximation, and inductive learning. Particular interest has recently centered around their ability to induce continuous-valued mappings from limited data, and many researchers have shown that certain broad classes of feedforward neural networks are universal approximators (Blum & Li, 1991; Cybenko, 1989; Funahashi, 1989; Hartmann, Keeler, & Kowalski, 1990; Hornik, Stinchcombe, & White, 1988 Irie & Miyake, 1988; . This has greatly encouraged the use of such networks in especially difficult modeling problems (e.g., prediction of chaotic sequences and inducing reverse dynamics in adaptive control).
One advantage often claimed for these networks is their robustness, that is, their ability to withstand faults, perturbations, lesions, etc. A broad, systematic study of these issues is still lacking, but several researchers have investigated aspects of the problem. A number of these attempts have focused on recurrent networks of binary neurons Belfore & Johnson, 1989; Belfore, Johnson, & Aylor, 1990; Protzel & Arras, 1990) . Stevenson, Winter, and Widrow (1990) have developed a model for predicting the effect of connection weight perturbations in multilayer feedforward networks of binary threshold units (MADALINEs). This work has been extended by Dzwonczyk ( 1991 ) , who has analyzed the relationship between weight perturbations and the faults that might cause them. Other studies of neural network fault-tolerance include: Bolt (1991a,b,c) ; Bolt, Austin, and Moran (1992) ; Segee and Carter ( 1991 ) ; Carter, Rudolph, and Nucci (1990) ; Qing Xu et al. (1990 ), etc. Recently, Neti, Schneider, and Young (1990 have proposed the idea of a maximally fault-tolerant network as one that continues to perform satisfactorily after the loss of any single neuron. Detailed, implementation-oriented studies of the reliability of associative memories have been reported by Krile (1990, 1991 ) . Recently, Bugmann et al. (1992) have proposed direct methods for improving network robustness, and Kerlirzin and 784 A. A. Minai and R. D. Williams Vallet (1993) have suggested modifications to the backpropagation cost function to enhance robustness in multilayer perceptrons.
The research reported in this paper focuses on the popular class of approximation networks: feedforward networks with continuous-valued inputs and outputs, and neurons with continuous-activation functions. The main purpose is to systematically explore the response of such networks to single random perturbations in the outputs of internal neurons. This is useful in two ways: 1. It gives meaningful information about the network's tolerance of internal perturbations, thus providing a useful criterion for selecting among candidate networks with equally good approximation performance on available data sets. 2. It leads to a quantitative framework for relating the performance of the network as a whole to the performance of its components--the neurons. The first point is obviously important from a practical standpoint, because all optimization methods for approximation networks (e.g., back propagation) lead to nonunique solutions for which quality must be judged on limited data sets. A resistance to internal perturbations is a useful attribute, and its inclusion in the evaluation process could improve the quality of network solutions. It is appropriate to consider perturbations in neurons rather than weights because all faults (including weight faults) ultimately manifest themselves as changes in neuron outputs, and those that do not can be ignored because they have no effect. Conceptually, too, neurons represent the next level below the network as a whole, and are the natural decomposition of the parallel distributed system.
The second point raised above is, however, the more profound. The whole raison d'etre for approximation networks is their distributedness, which, it can be claimed, makes them flexible and robust in the first place. Thus, to justify a connectionist solution to a physical modeling problem (as opposed to the modeling of neurological phenomena), it is necessary to give concrete meaning to the claim and advantages of distributedness. In a very obvious sense, distributedness may be seen in terms of the distribution of representational and / or computational responsibility/relevance among the elements of the system--neurons in this case. A model that relates the performance of the system to that of its individual neurons is, therefore, central to a quantitative formulation of such a theory of distributedness, and we see that as an important contribution of the work presented here.
NOTATION
A standard network is used throughout this paper. A network, N, consists of an input layer, Lo, a series of $2 -1 hidden layers, Lk, 1 < k _< fl -l, and an output layer, Lu. The input to layer Lk, 1 < k < Q, comes entirely from the output of layer Lk 1. The number of neurons in Lk is denoted by nk, with no --= m and na ---p. The network has m inputs, xi, corresponding to the input neurons. The output state of neuron i is denoted by Yi. Input neurons have Yi = xi. Neurons in layer Lk, k > 0, have the following characteristic:
where w~j is the connection strength from the output of neuron j to neuron i, and 0i is the bias for i. The function ~i ([]) is called an activation function and can take many forms, for example, sigmoid, Gaussian, etc. The only requirement is that it be twice differentiable everywhere. 4~(H) is called the composition function, which is usually linear or quadratic. A typical hidden neuron with sigmoid activation has the equation:
Output neurons often have linear activation functions to give them a larger dynamic range.
PROBLEM DESCRIPTION
Given the compounded nonlinearities of multilayer approximation networks, only a very simplified setting is considered in this paper. A stochastic perturbation process is defined over individual networks, the aim being to predict the statistics of the change in network output from the parameters of the perturbation process. The main assumptions are: 1. Only one neuron is perturbed at a time. 2. The perturbed neuron is selected randomly from a specified set under a known distribution. 3. The perturbation magnitude is random with a known distribution. 4. Adequate sets of input samples are available. 5. The data sampling, neuron selection, and perturbation magnitude are independent.
The phrase "at a time" means, specifically, "during the presentation of one input vector to the network." Thus, every time a new input is presented, both the location and magnitude of the perturbation change. The purpose is to obtain a global average characteristic response of individual networks to random perturbations. This may properly be termed a (first-order) perturbation response. The particular case investigated considers perturbations on nonoutput neurons only, and for simple uniform distributions. More complex models can be developed for other distributions by using similar techniques. Then the deviation in output oi due to a perturbation of 6t on neuron j is defined as dxi (N, xt, 6t,j 
and the total output deviation due to the perturbation as
where Le is the set of all output neurons. The principal aim is to get a tractable expression for the expected value of A under the assumptions of Section 3. Note that we prefer to use a measure of output error that is defined relative to the output of the unperturbed network, and not relative to the ideal desired output given by some arbitrary data set. This, in our opinion, constitutes a relatively objective definition in that it depends only on the network and not on external, subjective desiderata. Of course, a data set is still necessary to calculate the error. Let ds(x) be an a priori normalized sampling distribution on X, g(6) a perturbation distribution defined over D C ~, and p(j) a selection distribution over the set J of all nonoutput neurons. Then, using the independence of x, 6, and j, the expected value of Ai is given by
If 6t is sufficiently small, a first-order approximation gives:
In the simplest case, when 6 is uniformly distributed between --+6m and p(j) = [ J I -~ Vj, where I J[ is the cardinality of J, the expected value of A~ is estimated as:
Of course, the prior sampling distribution ds(x) is usually not available. Instead, a sufficiently large but finite set of samples T is used, with the assumption that it is representative of the underlying (possibly applicationdependent) sampling distribution. Such a set can be uniformly sampled to estimate (2x~):
xET jEJ
This approach is no worse, or better, than the one taken in most nonlinear optimization and estimation algorithms (e.g., in back propagation). Once (Ai } is calculated, getting (/x} ---/)(N, 5,.) is straightforward: 
It is important to emphasize that this is only a firstorder metric. As such, its applicability depends on: 1 ) the magnitude of the perturbation (6); and 2) the curvature of the mapping represented by the network. Conditions necessary for the convergence of the firstorder approximation must be met [ see Minai ( 1991 ) for analysis].
VARIANCE OF THE OUTPUT DEVIATION
Although eqn (8) gives an estimate of the expected value of the output deviation A in terms of r(N), it is obviously of some interest to estimate the variance of this deviation as well. This can be done using an approach virtually identical to that used estimating D. As before, the derivations assume a uniform probability of neuron faults over J with one fault at a time, uniform sampling of a representative sample set T, and a perturbation uniformly distributed between _+6". Analogous results could be derived for other distributions by calculating the sample averages appropriately. Given the definition (2) of the output deviation, two variances may be calculated. These are:
From the definition of variance: V( N, 6m) = ( m 2 ) --(A) 2. Under the uniform distribution assumptions made earlier, it is simple to show that V (N, 6,,,) .~ I? (N, 6,,,) 
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where 60(N) is defined by
i@Ln iELn
As for V( N, 6m), it can be shown that (13) where
x~T j~J
and that the ~i (N) add as squares to give ~p(N).
BOUNDING ESTIMATION INACCURACY
In using an estimate it may be asked if its inaccuracy can be estimated, or at least bounded? One possible answer can be developed in the framework of power series approximation. Let o; be an output of network N, and let yj be the output of an internal neuron j. Given network input xt E T, the effect of perturbation 6; in yj on the network output o; can be estimated to the second order as:
where Xij(xt) denotes the partial second derivative of o; with respect to yj in the perturbation-free network with input xt. Noting that 1o~ -o;I = A; (N, x,, 6,,j) , and using the triangle inequality, 
where < means "is approximately less than or equal to" (i.e., up to the validity of the second-order approximation). Simplifying and taking averages over g (6) and p(j) gives:
Defining I; (N, T, g, p) as the absolute expected model error at output i, as measured over sample set T, with perturbation distribution g(6) given as U [-6,,, 6m] , and neuron selection distribution p(j) = I J I -~ VjEJ, (20) which uses the independence ofX 0 and 6. As for ( [ul )'s, (I X[)'s can be estimated empirically:
Defining I(N, 6m) = Zi@L~ 1;(N, T, 6,,) as the overall absolute expected model error, the inaccuracy of the first-order model can be bounded as:
I(N, 6,.) <~ [(N, 6.,) : Z a~9(Nvm.ri,.. , T) _ f ) m~°( N) .
(23) 6 6 t~Ltl 7. COMPUTING r AND OTHER AVERAGES: THE DYNAMIC FEEDBACK STRATEGY Clearly, if the robustness model developed above is to be useful, the quantities r(N), w(N), X(N), SO(N), and so(N) should be tractably computable. Essentially, this requires a method to calculate the partial derivatives #0 and Xij of each network output with respect to each internal neuron. Fortunately, given the definitions, the dynamic feedback method (Werbos, 1974) used by back propagation (Rumelhart, Hinton, & Williams, 1986) can be adapted for this purpose. Specific algorithms for calculating #0 and h 0 are given in the Appendix. All these derivatives for all neurons can be calculated within the same procedure, if q is the cardinality of the data set used to evaluate robustness, the total number of neuron calls in the procedure is easily shown to be NC = O(qpW), where Wis the number of weights in the network. Thus, the algorithm scales linearly in the number of weights and the number of data points. In fact, NC is even lower because the calculation of values for j E La _ ~ requires only single reference to L~, not squared reference as implied above. Thus, a tighter value for NC would be:
) NC= q nn ~ n;n;+l + na ln~ ,
where nk is the number of neurons in layer Lk.
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NEURON RELEVANCE AND DISTRIBUTED REPRESENTATIONS
An important aspect of the model developed above is that it can be used to relate the performance of a network to that of its neurons. Several studies have addressed the issue of determining the relevance of neurons (and weights) in a network (Hassibi & Stork, 1993; Le Cun, Denker, & Solla, 1990; Mozer & Smolensky, 1989; Sietsma & Dow, 1988) , mainly for the purpose of deleting irrelevant units in the search for a smaller network. We have a somewhat different perspective on the issue.
We define the relevance ofa neuronj to the network N as:
As for robustness, an approximation using a realistic, finite data set can be easily calculated with the dynamic feedback method: Like the relevance measures proposed by other researchers, p can be used as part of a pruning algorithm. However, in a sense, pruned, near-minimal networks are contrary to the spirit of distributed models. Pruning attempts to produce networks where each component is maximally relevant (in a nonrigorous sense), and some algorithms even go so far as to concentrate relevance into the fewest possible components so that the rest can be pruned (Hanson & Pratt, 1989; Karnin, 1990; Weigend, Huberman, & Rumelhart, 1990 ). In our view, a distributed model should attempt to spread relevance as thinly as possible over the largest available number of components. This ensures that the model is robust and flexible--attributes which are of prime importance in modeling complex and possibly non-stationary data. The main problem with using large networks is poor generalization, but we conjecture that this is caused mostly by using unconstrained training algorithms which allow different components to acquire very different relevance values. Using methods complementary to those used in (Hanson & Pratt, 1989; Weigend, Huberman, & Rumelhart, 1990) , and calculating neuron relevances as proposed above, it might be possible to minimize relevance and distribute it evenly over all neurons during training. Conceptually, this can be seen in terms of three imperatives: 
Then, if E(N) is the approximation error of the network over available data and E* is the maximum tolerable error, an optimally robust network of architecture N is defined as a (possibly nonunique, nonglobal) solution to the following optimization problem:
This idea can be seen as generalizing the notion of maximally fault-tolerant networks presented in Neff et al. ( 1990 Neff et al. ( , 1992 . For a detailed discussion of these ideas and possible methods, the reader is referred to Minai ( 1991 ) . In this paper, we only consider the perturbation model as a means of evaluating neuron relevance in networks--a prerequisite for training networks with distributed relevance. This is tested by calculating a quantity called the mru rate: the fraction of the given network population for which the model correctly identifies the most relevant unit.
SIMULATIONS AND RESULTS
The model developed above has been tested on a few relatively simple networks. The basic aim of these tests is to answer the question: Is the model accurate and useful? In particular, the simulations address only the very simple model presented in this paper, and make no attempt to go into details of more complicated, more realistic models. Both trained and randomly generated networks were used to test the model. The former provided a realistic setting for applying the model, but it was computationally expensive to train whole populations of networks. Random networks, on the other hand, were easily generated, but could only be used to test the perturbation model's inherent accuracy without reference to an application.
In all, we report three experiments in this paper: a three-part experiment with trained networks and two with random ones. In each case, a population of networks was considered. For trained networks, this was generated by training a number of independently initialized networks of the same architecture on an available data set, using a variant of back propagation (Minai & Williams, 1990 . The random networks were generated using a mix of weight ranges from + 10 to _0.1. There were two distinct phases in each experiment:
1. Evaluation Phase. In this phase, a fault-free network was evaluated using the perturbation model with a large, representative data set T of input values. The entire data set was traversed once and the derivative averages (r, ~, ~, etc.) were computed as described above. These provided a general characterization of the network, which could then be used to predict its response to perturbations drawn from various uniform distributions. The model also determined the most relevant unit in each network, using eqn (25).
Testing
Phase. This is the phase that a working perturbation model should render unnecessary. Here, perturbations drawn from a specific 0-mean uniform distribution were introduced into the network as it repeatedly traversed a data set T', which was distinct from T. The effect of these perturbations on the network's output was monitored and compared with the predictions of the evaluation phase. Because only one neuron was perturbed during one data presentation, it was necessary to go through the data several times, so that almost every combination of input and perturbation site was sampled. Typically, the number of passes over the data set was 20 times the number of perturbable neurons. The generating distributions for T and T' were assumed to be identical, which reflects the usual real-world situation and is consistent with the model derived above. For all networks, perturbations sites were chosen randomly from the set, J, ofnonoutput neurons; the extension to output neurons is trivial. To test the model's performance relative to perturbation magnitude, several perturbation ranges were used for the uniform perturbation distributions. These were ~m = 0.1, 0.2, 0.3, 0.4, and 0.5. The network architecture for each experiment is described as [no, nl((type)), n2( (type) the layer are sigmoidal or linear. For each network, the actual most relevant unit was also calculated during the testing phase. This was done by tracking the average output disruption caused by perturbations in each neuron; the neuron to which network output was most sensitive was taken to be the most relevant unit.
10. TARGET ISSUES In doing the experiments reported here, several issues were specifically targeted. The most important, of course, was the accuracy and applicability of the model, and this was checked by comparing the predictions of the model against actual data from testing. However, there were some deeper issues that also needed to be addressed.
Heavy Networks
Because the model presented in this paper is based on power-series approximation, it is valid only while the perturbations studied remain within the convergence radii of the various mappings involved. A detailed mathematical analysis of this can be found in Minai ( 1991 ) , but the key point is simple: the minimal convergence radius for the mapping between an internal neuron output and the network output is inversely related to the magnitude of the weights linking the two. Thus, in networks with large weights, radii of convergence are likely to be relatively small, and the model will be less reliable for large perturbations. It is interesting, therefore, to test networks with large weights (heavy networks) and to compare the results with those for lighter networks.
Deep Networks
With the possible exception of the output layer, all functional layers in standard approximation networks use simple nonlinear neurons. Thus, the relationship between the output of an internal neuron and an output neuron increases in complexity with the number of intervening layers, and the necessarily local derivatives calculated by the dynamic feedback procedure become less reliable as a basis for extrapolation. This leads to the expectation that networks with several functional layers (deep networks) will prove more difficult for our perturbation model to characterize. 
+4. A. Minai and R. D. Williams
with 10 networks each of weight ranges w = { +0.1, _+0.5, +1.0, +_5.0, -4-10.0 } ; a network's weights were uniformly distributed in the specified range. Separate simulations were done for each of the five values of 6m, using a lO00-point evaluation set and 360 passes over a 1000-point testing set. The main purpose here was to evaluate the model on a relatively deep network (three levels of nonlinearity). Figure 1 In all cases, it is clear that the model was able to accurately predict the perturbation response and its variance, and to effectively bound its own error. The bound, however, is far from tight, and, as in later simulations, appears to be of limited utility.
SIMULATION 2: RANDOM NETWORK B
In this two-part experiment, the network architecture was [ 2, 200 (sig), 2 (sig) ], and the purpose was to test the model on relatively large networks. The first part used 10 networks, five each with weight ranges _+0.1 and _ 1.0, and the second part considered five networks with weight range _+ 10.0, which meant that they were extremely heavy: the output neurons had expected weight vector magnitudes of 50251/2 = 70.88, which essentially made them threshold units. Both parts used a 1000-point evaluation set and 500 passes over a 1000-point testing set. The results are shown in Figure 2 for the first part and Figure 3 for the second, with the graphs arranged as for Simulation 1. As expected, the networks in the first set showed much greater resistance to perturbation than those in the second, reflecting the more nonlinear nature of the latter. Also, the performance of the model on the heavier networks was somewhat poorer than on light ones, but the degradation was surprisingly small. This and the previous simulation clearly establish that the model proposed in this paper can adequately handle a variety of useful network architectures.
SIMULATION 3: COPPER ELECTRODISSOLUTION TIME SERIES PREDICTION
In this three-part experiment, the networks tested were trained to predict a chaotic time series representing the reaction rate of an electrochemical process (copper electrodissolution ) (Kube, 1990 ) . The networks used five samples at intervals of 0.005 s to predict the series at the next step. The data were scaled to be between 0 and 1, and are shown in Figure 4 . A data set of 800 points was used for training, and another one of 200 to test for generalization. Weights were initialized uniformly between + 1. The results are shown in Figures  5-7 . Because all networks in this experiment used a single linear output neuron, U was trivially equal to V, and is not shown in the graphs.
13.1, Part 1
The network architecture used in this part was [ 5, lO( sig ) , 1 (lin )] , and 40 networks were evaluated, all with training and generalization errors between 0.01 and 0.02. Although this was not enough for long-range reconstruction of the time series, it represented a reasonable one-step prediction model, and certainly provided a good set of networks for perturbation response evaluation.
As before, the perturbation model was tested with all five values of 6,. A 500-point set was used for eval- A. A. Minai and R. D. Williams uation, and 300 passes over another 500-point set for testing. These sets were obtained by dividing a 1005-point time series into two, which meant that the sampling distributions in both cases reflected real domainspecific considerations.
Part II
In this part, a larger and deeper network architecture was used to evaluate the effect of these factors. Ten networks with the architecture [(5, lO(sig) , S(sig), 1 (lin))] were trained and tested on the data sets used in Part I; the training and testing errors of all networks were between 0.0075 and 0.0 13, with an average training error of 0.0092 and an average testing error of 0.0093-considerably better than in Part I. Robustness evaluation was done using the 500-point evaluation and testing sets used in Part I, with 400 passes over the testing set. I and II. The training and testing errors of all networks were between 0.0075 and 0.0 15, with an average training error of 0.0099 and an average testing error of 0.0 1, which meant that these networks were comparable to those in Part II. The robustness evaluation and testing used the same 500-point data sets as Parts I and II, with 400 passes over the testing set.
Discussion of Simulation 3 Results
Simulation 3 was the most interesting of our experiments from a practical standpoint because it involved networks trained on a real approximation problem. As with the random networks, it was clear that the perturbation model performed very adequately in predicting the effect of random perturbations on a variety of network architectures. The good performance on the (5 10 5) network was not surprising because 10 of the 15 perturbable neurons were linearly connected with the output. However, a large number of neuron outputs in the other two architectures passed through one or two levels of nonlinearity, and the good results in those cases were more worthy of remark. Probably the most interesting and significant fact was the success of the model in predicting the most relevant unit. Because performance on this was scored strictly on a success/failure basis, the mru rates of close to 1 reflect an extremely good prediction of neuron relevance in general-especially in the larger architectures. Several studies (e.g., Minai, 1991; Segee & Carter, 199 1; Bolt, Austin & Morgan, 1992) have pointed out that standard training algorithms such as back propagation make no provision for distributing computational responsibility/ relevance over the set of available neurons. The model presented in this paper provides a quantitative way to assess this. For this to work, the model must be able to predictively determine the relative relevance of individual neurons, and a high mru rate achieved here is an indication of such success.
Another very important point demonstrated by this experiment was that networks with identical architectures, trained on the same data, can show very different perturbation responses. This underscores the usefulness of a perturbation response model that can help select the most perturbation-resistant (robust) network instantiation. (Minai, 1991 ) that robust networks with well-distributed computational relevance will also generalize well, because both properties require smoother mappings. As pointed out earlier, this perspective is the converse of the pruning technique, which minimizes units rather than unit participation to improve generalization. The relative merits of these two points of view remain to be studied.
CONCLUSION
In this paper, we have presented a model to characterize the response of feedforward neural networks to random perturbations in neuron outputs. We have considered a relatively limited, but interesting, situation. The main motivation behind this was to address the related issues of robustness and distributedness in a clear, tractable way. Both topics~particularly distributedness--are rich research areas, and this research represents only the modest beginnings of a possible framework for such study. Other connectionists have, directly or indirectly, addressed the question of distributedness (e.g., French, 1991; Hinton, McClelland, & Rumelhart, 1986 ; Smolensky, 1990; van Gelder, 1989 van Gelder, , 1991 , but there is considerable scope for developing a consistent and powerful theory of distributed representation and processing. Seeing distributedness as a minimax assignment of relevance to representational or processing elements seems to us to be a natural definition from a connectionist perspective. Besides giving a concrete and quantitative meaning to the notion, it also relates di- A. A. Minai and R. D. Williams rectly to the other important concepts of generalization and robustness.
