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Abstract
We study the free boundary problem for the flow of a compressible isentropic inviscid
elastic fluid. At the free boundary moving with the velocity of the fluid particles the columns
of the deformation gradient are tangent to the boundary and the pressure vanishes outside
the flow domain. We prove the local-in-time existence of a unique smooth solution of the
free boundary problem provided that among three columns of the deformation gradient
there are two which are non-collinear vectors at each point of the initial free boundary. If
this non-collinearity condition fails, the local-in-time existence is proved under the classical
Rayleigh-Taylor sign condition satisfied at the first moment. By constructing an Hadamard-
type ill-posedness example for the frozen coefficients linearized problem we show that the
simultaneous failure of the non-collinearity condition and the Rayleigh-Taylor sign condition
leads to Rayleigh-Taylor instability.
1 Introduction
We consider the equations of elastodynamics governing the motion of a compressible isentropic
inviscid elastic fluid [6, 8, 15]:
∂tρ+ div (ρv) = 0,
∂t(ρv) + div (ρv ⊗ v) +∇p = div (ρFF⊤),
dF
dt
= ∇vF,
(1)
where ρ denotes the density, v ∈ R3 the velocity, F ∈M(3, 3) the deformation gradient, d/dt =
∂t+(v ·∇) the material derivative, and the pressure p = p(ρ) is a smooth function of ρ. Moreover,
system (1) is supplemented by the identity div (ρF⊤) = 0 which is the set of the three divergence
constraints
div (ρFj) = 0 (2)
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(j = 1, 2, 3) on initial data for the Cauchy problem, where Fj = (F1j , F2j , F3j) is the vector
field corresponding to the jth column of the deformation gradient, i.e., one can show that if
the initial data for (1) satisfy (2), then the divergence constraints (2) hold for all t > 0. The
first-order system (1) written in the Eulerian coordinates describes the motion of elastic waves
in a compressible material for which the Cauchy stress tensor has the form ρFF⊤ corresponding
to the elastic energy W (F ) = 12 |F |2 for the Hookean linear elasticity. At last, we note that
system (1) arises as the inviscid limit of the equations of compressible viscoelasticity [6, 8, 15]
of Oldroyd type [22, 23] (see, e.g., [11, 12, 13, 14, 24, 25, 27] and references therein for various
aspects of analysis of these equations).
Taking into account the divergence constraints (2), we easily symmetrize system (1) by
rewriting it as 
1
ρc2
dp
dt
+ div v = 0,
ρ
dv
dt
+∇p− ρ
3∑
j=1
(Fj · ∇)Fj = 0,
ρ
dFj
dt
− ρ (Fj · ∇)v = 0,
(3)
where c2 = p′(ρ) is the square of the sound speed. Equations (3) form the symmetric system
A0(U)∂tU +
3∑
k=1
Ak(U)∂kU = 0 (4)
for U = (p, v, F1, F2, F3), with A0 = diag(1/(ρc
2), ρI12) and
Ak =

vk
ρc2
ek 0 0 0
e⊤k ρvkI3 −ρFk1I3 −ρFk2I3 −ρFk3I3
0⊤ −ρFk1I3 ρvkI3 O3 O3
0⊤ −ρFk2I3 O3 ρvkI3 O3
0⊤ −ρFk3I3 O3 O3 ρvkI3

,
where ek = (δ1k, δ2k, δ3k) and 0 = (0, 0, 0). Here and below Im and Om denote the unit and zero
matrices of order m respectively. In (4) we think of the density as a function of the pressure:
ρ = ρ(p), c2 = 1/ρ′(p). System (4) is symmetric hyperbolic if A0 > 0, i.e.,
ρ > 0, ρ′(p) > 0. (5)
We now consider system (1) (or (4)) in a space-time domain Ω(t) whose boundary Γ(t) =
{η(t, x) = 0} is to be determined and moves with the velocity of the material particles at
the boundary, while the pressure vanishes outside the flow domain and the columns of the
deformation gradient are tangent to the free boundary:
dη
dt
= 0, p = 0, Fj ·N = 0, on Γ(t) (6)
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(for all t ∈ [0, T ]), where N = ∇η. Note that the conditions (Fj · N)|Γ = 0 coming from the
constraint equations (2) are not real boundary conditions and must be regarded as restrictions
(boundary constraints) on the initial data. This fact together with the fact that identities (2) are
preserved in Ω(t) was proved in [9] (for incompressible elastic fluids with ρ ≡ const) by passing
to the Lagrangian coordinates and we will later present the proof in the Eulerian coordinates
(see Proposition 2.1).
As for the free boundary problem for the compressible Euler equations in [18, 38], we will
assume that the hyperbolicity conditions (5) are satisfied up to the boundary Γ. Since p|Γ = 0,
this excludes the consideration of polytropic processes, i.e., the γ-law equation of state p = Aργ
(A > 0, γ > 1). Moreover, it follows from (5) and p|Γ = 0 that
ρ|Γ = ρ(p|Γ) = ρ(0) = ρ¯0 > 0, (7)
i.e., as in [18], we assume that
p(ρ¯0) = 0 and p
′(ρ) > 0, for ρ ≥ ρ¯0, (8)
where ρ¯0 is a non-negative constant.
Without the deformation gradient F , problem (1), (6) becomes the free boundary problem
for the compressible isentropic Euler equations. Under assumptions (7) and (8) corresponding to
the case of compressible liquid, by using the Lagrangian framework the local-in-time existence of
smooth solutions of this problem was proved by Lindblad [18], provided that the Rayleigh-Taylor
sign condition
∂p
∂N
≤ −ǫ < 0 on Γ(0) (9)
holds and the initial domain Ω(0) is diffeomorfic to a ball, where ∂/∂N = (N · ∇) and ǫ is a
fixed constant. For an unbounded initial domain, this result was recovered by Trakhinin [38]
in Eulerian coordinates and extended to non-isentropic flow. For the much more complicated
case ρ|Γ = 0 when the hyperbolic system of compressible Euler equations degenerates on the
boundary, we refer the reader to the result of Coutand and Shkoller in [4] where the local-
in-time existence of unique smooth solutions was proved for a γ-law gas flow satisfying the
so-called physical vacuum condition (see also references in [4] for a series of preceding results in
this direction). Regarding the incompressible Euler equations, the result analogous to that in
[18] was obtained by Lindblad [17] and the case of an unbounded initial domain was considered
by P. Zhang and Z. Zhang [43]. We also refer to references in [17, 43] for a huge literature about
the case of irrotational flow (∇× v = 0) known as the water wave problem.
Returning to our free boundary problem (1), (6), we note that for the case of incompressible
elastic fluid with constant density it was studied by Hao and Wang in [9] where a priori estimates
in Sobolev norms of solutions were derived through a geometrical point of view of Christodoulou
and Lindblad [5] under the fulfilment of the Rayleigh-Taylor sign condition (9). We also note that
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a more complicated free boundary problem for system (1) was recently studied by Chen, Hu and
Wang [2]. Namely, they studied the free boundary problem for compressible vortex sheets for the
two-dimensional version of equations (1) on the linear level of constant coefficients. Necessary
and sufficient conditions for the linear stability of the rectilinear vortex sheets were found by
spectral analysis and a priori L2 estimates were obtained in [2] by the Kreiss symmetrization
technique [16].
It is worth noting that the well-posedness of the incompressible counterpart of problem
(1), (6) was not established in [9]. In this connection, our final goal is to prove the local-in-
time existence of unique smooth solutions of problem (1), (6) under appropriate “stability”
conditions for the initial data. The results obtained in the present paper for problem (1), (6)
stay valid for its incompressible counterpart (with some natural modifications connected with
the “ellipticity” of the unknown p for the incompressible case). We prefer, however, to restrict
ourselves to the compressible case. Moreover, it seems that the free boundary problem for
incompressible elastic fluids could be more effectively treated by the approach based on the idea
of Wu [41, 42] of getting an evolution problem of the free surface and applied recently by Sun,
Wang and Zhang for current-vortex sheets [33] and the plasma-vacuum problem [34] in ideal
incompressible magnetohydrodynamics (see also [43] mentioned above). At the same time, in
the present paper our result connected with Rayleigh-Taylor instability detected as ill-posedness
for frozen coefficients is also obtained for the incompressible case.
Stabilization effects of the elasticity were established in [2] for vortex sheets. For problem
(1), (6), we also show that the elasticity plays a stabilization role. Namely, we manage to prove
the local-in-time existence of a unique smooth solution of our free boundary problem provided
that among the three vectors F1, F2 and F3 there are two which are non-collinear at each point
of the initial free boundary, i.e.,
∃ µ, ν ∈ {1, 2, 3}, µ 6= ν : |Fµ × Fν | ≥ δ > 0 on Γ(0), (10)
where δ is a fixed constant. That is, we show that the Rayleigh-Taylor sign condition (9) is
not necessary for well-posedness. However, if the non-collinearity condition (10) fails, we prove
well-posedness under the classical condition (9). Moreover, by constructing an Hadamard-type
ill-posedness example for the frozen coefficients linearized problem we show that the simultaneous
failure of the non-collinearity condition and the Rayleigh-Taylor sign condition leads to Rayleigh-
Taylor instability.
It should be noted that, as for the case without the deformation gradient F in [18, 38],
the linear constant coefficients problem associated with problem (1), (6) always satisfies the
Kreiss-Lopatinski condition but violates the uniform Kreiss–Lopatinski condition [16]. That is,
the linearized problem can be well-posed only in a weak sense. This yields losses of derivatives
in a priori estimates for the linearized problem. Since in the a priori estimates obtained in this
paper for the linearized problem we have a fixed loss of derivatives from the source terms and
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with respect to the coefficients, we prove the existence of solutions to the original nonlinear
problem by a suitable Nash-Moser-type iteration scheme. This scheme is similar to that in
[3, 21, 38] and the proof of its convergence is based on the usage of suitable tame a priori
estimates in Sobolev spaces deduced for the linearized problem. The uniqueness of the solution
to the nonlinear problem follows from a basic a priori estimate for the linearized problem and
is proved by standard argument.
The non-collinearity condition (10) appears in our analysis as the requirement that the sym-
bol associated to the free surface is elliptic. This means that the boundary conditions on the
free boundary F (t, x) = 0, which can be locally considered as the graph x1 = ϕ(t, x2, x3), are
resolvable for the space-time gradient (∂tϕ, ∂2ϕ, ∂3ϕ). The analogous non-collinearity condition
for the magnetic field was introduced in [39] for the plasma-vacuum interface problem in ideal
compressible magnetohydrodynamics whose well-posedness was proved in [32] under this con-
dition satisfied for the initial data. Also the same non-collinearity condition for the magnetic
field appears for compressible current-vortex sheets [35, 37] and ensures that the front symbol
for them is elliptic.
If the front symbol is not elliptic, problem (1), (6) is not a quite standard “weakly stable”
hyperbolic free boundary problem. Actually, regardless of the fact that the constant coefficients
problem for (1), (6) always satisfies the weak Kreiss–Lopatinski condition, the corresponding
variable coefficients problem is not unconditionally well-posed, and (9) is an extra condition
which is necessary for well-posedness if (10) fails. As was already mentioned above, we prove
ill-posedness under the simultaneous failure of the non-collinearity condition and the Rayleigh-
Taylor sign condition for frozen coefficients.
Although the free surface Γ(t) is a characteristic for the symmetric hyperbolic system (4)
that implies a natural loss of control on derivatives in the normal direction we manage to
compensate this loss. This is achieved for the linearized problem by estimating missing normal
derivatives through equations satisfied by the linearized divergences associated with (2) and a
symmetric hyperbolic system for the derivatives of the perturbations associated with ∇×Fj and
the vorticity ∇× v. This is why, unlike, for example, the problems with characteristic boundary
in [32, 35, 37, 39], we are able to prove our a priori estimates in usual Sobolev norms of solutions.
The rest of the paper is organized as follows. In Section 2, we reduce the free boundary
problem (1), (6) to an initial-boundary value problem in a fixed domain and discuss properties
of the reduced problem. In Section 3, we obtain the linearized problem and a corresponding
frozen coefficients problem. In Section 4, we formulate our main results which are Theorems 4.1
and 4.2 about the well-posedness in Sobolev spaces of the reduced nonlinear problem in a fixed
domain under either the Rayleigh-Taylor sign condition or the non-collinearity condition satisfied
by the initial data and Theorem 4.3 about ill-posedness under the simultaneous failure of these
conditions for frozen coefficients. In Section 5 we prove the well-posedness of the linearized
problem (see Theorem 5.1) and in Section 6 we derive for it the tame estimates mentioned
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above (see Theorems 6.1 and 6.2). In Section 7, we specify compatibility conditions for the
initial data and, by constructing an approximate solution, reduce the nonlinear initial-boundary
value problem to that with zero initial data. In Section 8, we prove Theorems 4.1 and 4.2 by
solving the reduced problem by a suitable Nash-Moser-type iteration scheme. In Section 9, we
prove Theorem 4.3. At last, in Section 10 we discuss open problems.
2 Reduced problem in a fixed domain
In [38] the free boundary problem for the compressible Euler equations was considered in the
unbounded flow domain Ω(t) = {x1 > ϕ(t, x2, x3)} whose boundary has the form of a graph. In
this case one has to introduce gravity in the equations because otherwise the Rayleigh-Taylor
sign condition (9) cannot be satisfied. On the other hand, gravity plays no role in the proof of
well-posedness and can be neglected as a lower-order term as was done in [18] for the case of
a bounded domain. In this paper, we prefer to do not introduce gravity. But, to avoid using
local coordinate charts necessary for a bounded domain (within the framework of our approach),
and for the sake of simplicity, we will just pose periodic boundary conditions in the tangential
directions. More precisely, let
Ω(t) = {x ∈ R3 |x1 > ϕ(t, x′), x′ = (x2, x3) ∈ T2}
be the domain occupied by the elastic fluid at time t ∈ [0, T ], where T2 denotes the 2-torus,
which can be thought as the unit square with periodic boundary conditions. Then the free
boundary Γ(t) has the form
Γ(t) = {(x1, x′) ∈ R× T2, x1 = ϕ(t, x′)}, t ∈ [0, T ].
With our parametrization of Γ(t), an equivalent formulation of the boundary conditions (6) at
the free boundary is
∂tϕ = vN , p = 0, F
j
N = 0, on Γ(t), (11)
where vN = v ·N , F jN = Fj ·N , N = (1,−∂2ϕ,−∂3ϕ).
We note that if instead of the Rayleigh-Taylor sign condition we assume the fulfilment of the
non-collinearity condition (10), then we may consider the unbounded free surface Γ(t) = {x1 =
ϕ(t, x′)} without posing periodic boundary conditions in the tangential directions.
We now reduce the free boundary problem for system (4) to that in a fixed domain. We
straighten the free surface Γ by using the same simplest change of independent variables as in
[20, 21, 37, 38, 39]. That is, the unknown U being smooth in Ω(t) is replaced by the vector-
function
U˜(t, x) := U(t,Φ(t, x), x′), (12)
which is smooth in the fixed domain
Ω = {x1 > 0, x′ ∈ T2}
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with the boundary
∂Ω = {x1 = 0, x′ ∈ T2},
where
Φ(t, x) := x1 +Ψ(t, x), Ψ(t, x) := χ(x1)ϕ(t, x
′), (13)
and χ ∈ C∞0 (R) equals to 1 on [0, 1], and ‖χ′‖L∞(R) < 1/2. Here we use the cut-off function χ
to avoid assumptions about compact support of the initial data in our future existence theorem.
This change of variables is admissible if ∂1Φ 6= 0. The latter is guaranteed, namely, the inequality
∂1Φ > 0 is fulfilled if we consider solutions for which ‖ϕ‖L∞([0,T ]×R2) ≤ 1. The last inequality
holds if, without loss of generality, we consider the initial data satisfying ‖ϕ0‖L∞(R2) ≤ 1/2, and
the time T in our existence theorem is sufficiently small.
Remark 2.1. Since the domain Ω is unbounded in the normal direction, smooth solutions
belonging to Sobolev spaces should vanish at infinity. In particular, p|x1→+∞ → 0. In view of
(7) and (8), this means that ρ|x1→+∞ → ρ¯0. On the other hand, it is worth noting that the
results of this paper stay valid if we alternatively consider the flow domain
Ω(t) = {x ∈ R3 |ϕ(t, x′) < x1 < 1, x′ = (x2, x3) ∈ T2}
with the additional fixed boundary (rigid wall)
Σ = {(1, x′), x′ ∈ T2}
on which we prescribe the boundary conditions
v1 = 0, F1j = 0, on [0, T ] × Σ
(one can prove that the identities F1j |Σ = 0 are just restrictions on the initial data). Under the
change of variables (12), (13) (with such a modified cut-off function χ that χ(1) = 0) the above
flow domain Ω(t) is transformed into the fixed bounded domain Ω = {x1 ∈ (0, 1), x′ ∈ T2}.
Making the change of variables (12), (13) and dropping for convenience the tilde in U˜ ,
we reduce (6), (4) to the following initial-boundary value problem in the space-time domain
[0, T ]× Ω:
L(U,Ψ) = 0 in [0, T ]× Ω, (14)
B(U,ϕ) = 0 on [0, T ] × ∂Ω, (15)
U |t=0 = U0 in Ω, ϕ|t=0 = ϕ0 on ∂Ω, (16)
where
L(U,Ψ) = L(U,Ψ)U, L(U,Ψ) = A0(U)∂t + A˜1(U,Ψ)∂1 +A2(U)∂2 +A3(U)∂3,
A˜1(U,Ψ) =
1
∂1Φ
(A1(U)−A0(U)∂tΨ−A2(U)∂2Ψ−A3(U)∂3Ψ)
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(∂1Φ = 1 + ∂1Ψ), and (15) is the compact form of the boundary conditions
∂tϕ− vN = 0, p = 0, on [0, T ]× ∂Ω,
with vN = v1−v2∂2Ψ−v3∂3Ψ. Here the identities F jN |∂Ω = 0 with F jN = F1j−F2j∂2Ψ−F3j∂3Ψ
have not been included in the boundary conditions (15) because we can prove the following
proposition.
Proposition 2.1. Let the initial data (16) satisfy
div (ρFj) = 0 in Ω (17)
and the boundary conditions
F jN = 0 on ∂Ω, (18)
where Fj = (F jN , F2j∂1Φ, F3j∂1Φ). If problem (14)–(16) has a sufficiently smooth solution, then
this solution satisfies (17) and (18) for all t ∈ [0, T ].
Proof. The proof that (17) and (18) are satisfied for all t ∈ [0, T ] if they are true at t = 0 is, in
fact, the same as the proof in [37] for the divergence and boundary constraints for the magnetic
field. Namely, it follows from the first and the last nine equations of system (14) that
∂t(ρFj) +
1
∂1Φ
{(w · ∇)(ρFj)− (ρFj · ∇)v + ρFjdiv u} = 0, (19)
where u = (vN , v2∂1Φ, v3∂1Φ) and w = u− (∂tΨ, 0, 0). In view of the first boundary condition in
(15), we have w1|x1=0 = 0. For the rest of the proof we can just refer to [37], where the magnetic
field H should be formally replaced with ρFj . Briefly speaking, applying div to a consequence
of (19) gives a linear equation for aj = div (ρFj)/∂1Φ for given v and ϕ. It is crucial that this
linear equation (see [37]) does not need a boundary condition for aj because w1|x1=0 = 0. Then
by standard method of characteristic curves, we get (17) for all t ∈ [0, T ]. At last, considering
(19) at x1 = 0 and using again the fact that w1|x1=0 = 0, we deduce (18) for all t ∈ [0, T ].
Equations (17) are just constraints (2) written in the straightened variables. Proposition 2.1
stays valid if we replace (14) by system (1) in the straightened variables. This means that these
systems are equivalent on solutions of our free boundary problem and we may justifiably replace
equations (1) by (3) under the fulfilment of the hyperbolicity conditions (5).
Concerning the boundary conditions (18), we must regard them as the restrictions on the
initial data (16). Otherwise, problem (14)–(16) does not have a correct number of boundary
conditions. Indeed, the boundary matrix reads
A˜1(U,Ψ) =
1
∂1Φ

w1
ρc2
N 0 0 0
N⊤ ρw1I3 −ρF 1NI3 −ρF 2NI3 −ρF 3N I3
0⊤ −ρF 1NI3 ρw1I3 O3 O3
0⊤ −ρF 2NI3 O3 ρw1I3 O3
0⊤ −ρF 3NI3 O3 O3 ρw1I3

, (20)
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where N = (1,−∂2Ψ,−∂3Ψ) and w1 is the first component of the vector w which was defined
just after (19). Since w1|x1=0 = F jN |x1=0 = 0 and N|x1=0 = N , we have
A˜1(U,Ψ)|x1=0 =
(
0 N˜
N˜ O12
)
, (21)
where N˜ = (N, 0, 0, 0). The boundary matrix A˜1 on the boundary x1 = 0 has the eigenvalues
λ1 = |N |, λ2 = −|N | and λi = 0, i = 3, 13. That is, we have one incoming characteristic and
the boundary x1 = 0 is characteristic of constant multiplicity [26]. Since one of the boundary
conditions is needed for determining the function ϕ, the correct number of boundary conditions
is two (that is the case in (15)).
3 Linearized problem
3.1 The basic state
Consider
ΩT := (−∞, T ]× Ω, ∂ΩT := (−∞, T ]× ∂Ω. (22)
Let the basic state
(Û(t, x), ϕˆ(t, x′)) (23)
upon which we perform the linearization of problem (14)–(16) be a given sufficiently smooth
vector-function with Û = (pˆ, vˆ, F̂1, F̂2, F̂3) and
‖Û‖W 2
∞
(ΩT ) + ‖ϕˆ‖W 3∞(∂ΩT ) ≤ K, (24)
where K > 0 is a constant, and below we will also use the notations
Φ̂(t, x) = x1 + Ψ̂(t, x), Ψ̂(t, x) = χ(x1)ϕˆ(t, x
′),
i.e., all of the “hat” values are determined like corresponding values for (U,ϕ):
ρˆ = ρ(pˆ), vˆN = vˆ1 − vˆ2∂2Ψ̂− vˆ3∂3Ψ̂, F̂ jN = F̂1j − F̂2j∂2Ψ̂− F̂3j∂3Ψ̂,
etc. Moreover, without loss of generality we assume that ‖ϕˆ‖L∞(∂ΩT ) < 1. This implies ∂1Φ̂ ≥
1/2 .
We assume that the basic state defined in ΩT satisfies the hyperbolicity conditions (5),
ρ(pˆ) ≥ ρ¯0 > 0, ρ′(pˆ) ≥ ρ¯1 > 0, in ΩT , (25)
the first boundary condition in (15) together with the boundary constraints (18),
∂tϕˆ− vˆN = 0, F̂ jN = 0, on ∂ΩT , (26)
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and the linear equations for F2j and F3j (for a given v) contained in (14) and considered at
x1 = 0,
∂tF̂kj + vˆ2∂2F̂kj + vˆ3∂3F̂kj − F̂2j∂2vˆk − F̂3j∂3vˆk = 0 (k = 2, 3) on ∂ΩT , (27)
where j = 1, 2, 3 and assumptions (26) were taken into account while writing down (27).
Remark 3.1. For the proof of an a priori estimate for the linearized problem under the fulfilment
of the non-collinearity condition (10) at x1 = 0 by the basic state (23) we will need linearized
versions of the boundary constraints (18). To deduce these linearized versions of (18) it is
not enough that constraints (18) themselves are satisfied by the basic state (F̂ jN |x1=0 = 0) and
we will also need that assumption (27) holds. Note that assumptions (25)–(27) are nonlinear
constraints on the basic state which are automatically satisfied if the basic state is an exact
solution (unperturbed flow) of problem (14)–(16). As in [3, 21, 32, 37, 38], the Nash-Moser
procedure in Section 8 is not completely standard. Namely, at each nth Nash-Moser iteration
step we have to construct an intermediate state (Un+1/2, ϕn+1/2) satisfying constraints (25)–(27).
3.2 The linearized equations
The linearized equations for (14) read:
L
′(Û , Ψ̂)(δU, δΨ) :=
d
dε
L(Uε,Ψε)|ε=0 = f in ΩT ,
B
′(Û , ϕˆ)(δU, δϕ) :=
d
dε
B(Uε, ϕε)|ε=0 = g on ∂ΩT
where Uε = Û + ε δU , ϕε = ϕˆ+ ε δϕ, and
Ψε(t, x) := χ(x1)ϕε(t, x
′), Φε(t, x) := x1 +Ψε(t, x),
δΨ(t, x) := χ(x1)δϕ(t, x).
Here we introduce the source terms
f(t, x) = (f1(t, x), . . . , f13(t, x)) and g(t, x
′) = (g1(t, x
′), g2(t, x
′))
to make the interior equations and the boundary conditions inhomogeneous.
We easily compute the exact form of the linearized equations (below we drop δ):
L
′(Û , Ψ̂)(U,Ψ) = L(Û , Ψ̂)U + C(Û , Ψ̂)U − {L(Û , Ψ̂)Ψ}∂1Û
∂1Φ̂
,
B
′(Û , ϕˆ)(U,ϕ) =
(
∂tϕ+ vˆ2∂2ϕ+ vˆ3∂3ϕ− vN
p
)
,
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where vN = v1 − v2∂2Ψ̂− v3∂3Ψ̂, and the matrix C(Û , Ψ̂) is determined as follows:
C(Û , Ψ̂)Y = (Y,∇yA0(Û ))∂tÛ + (Y,∇yA˜1(Û , Ψ̂))∂1Û +
3∑
k=2
(Y,∇yAk(Û))∂kÛ ,
(Y,∇yA(Û)) :=
13∑
i=1
yi
(
∂A(Y )
∂yi
∣∣∣∣
Y=Û
)
, Y = (y1, . . . , y13).
The differential operator L′(Û , Ψ̂) is a first order operator in Ψ. This fact can give some trou-
ble in obtaining a priori estimates for the linearized problem by the energy method. Following
[1], we overcome this difficulty by introducing the “good unknown”
U˙ := U − Ψ
∂1Φ̂
∂1Û . (28)
Omitting simple calculations, we rewrite the linearized interior equations in terms of the new
unknown (28):
L(Û , Ψ̂)U˙ + C(Û , Ψ̂)U˙ + Ψ
∂1Φ̂
∂1
{
L(Û , Ψ̂)
}
= f. (29)
Dropping as in [3, 20, 21, 32, 37, 38] the zero-order term in Ψ in (29),1 we write down the final
form of our linearized problem for (U˙ , ϕ):
L
′
e(Û , Ψ̂)U˙ = f in ΩT , (30)
B
′
e(Û , ϕˆ)(U˙ , ϕ) = g on ∂ΩT , (31)
(U˙ , ϕ) = 0 for t < 0, (32)
where
L
′
e(Û , Ψ̂)U˙ := L(Û , Ψ̂)U˙ + C(Û , Ψ̂)U˙ , (33)
B
′
e(Û , ϕˆ)(U˙ , ϕ) :=
 ∂tϕ+ vˆ2∂2ϕ+ vˆ3∂3ϕ− v˙N − ϕ∂1vˆN
p˙+ ϕ∂1pˆ
 , (34)
and v˙N = v˙1− v˙2∂2Ψ̂− v˙3∂3Ψ̂. We assume that f and g vanish in the past and consider the case
of zero initial data, which is the usual assumption.2
3.3 The frozen coefficients problem
Below we will also need to consider problem (30)–(32) with frozen coefficients. More precisely, we
consider it in the whole half-space R3+ = {x1 > 0, x′ ∈ R2} (without the periodicity conditions)
and for all times t > 0, introduce non-zero initial data, drop the source terms f and g and then
1In the nonlinear analysis in Section 8 the dropped term in (29) is considered as an error term at each Nash-
Moser iteration step.
2The case of nonzero initial data is postponed to the nonlinear analysis (construction of a so-called approximate
solution; see Section 7).
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freeze the coefficients at a point of the boundary x1 = 0. For technical simplicity and without
loss of generality we consider the case of a planar unperturbed free boundary by assuming that
ϕˆ = 0. Moreover, we can omit the zero-order term CU˙ in (30) because its presence is not
important for the process of construction of an Hadamard-type ill-posedness example (see [40]).
Then, the final form of the frozen coefficients problem reads (below we drop the dots from the
unknowns): 
1
ρˆcˆ2
∂tp+ div v = 0,
ρˆ ∂tv +∇p− ρˆ
3∑
j=1
LjFj = 0,
∂tFj − Ljv = 0, in R+ × R3+,
(35)
∂tϕ = v1 + aˆ0ϕ, p = aˆϕ, on R+ × {x1 = 0} × R2, (36)
with some initial data, where cˆ is the constant sound speed, Lj = F̂2j∂2 + F̂3j∂3, and the
coefficients aˆ = −∂1pˆ and aˆ0 = ∂1vˆ1 are given constants. In view of assumption (26) for ϕˆ = 0,
we have vˆ1 = 0 and F̂1j = 0. Since vˆ2 and vˆ3 are now constants, we can apply a Galilean
transformation so that the operator ∂t + vˆ2∂2 + vˆ3∂3 appearing in the problem with constant
coefficients becomes ∂t. This is why, without loss of generality it is supposed is (35) that
vˆ2 = vˆ3 = 0. Note that for aˆ0 = aˆ = 0 problem (35), (36) is just the result of linearization of
the corresponding nonlinear problem about its exact constant solution with F̂1j = 0.
4 Main results
We are now in a position to state the main results of this paper.
Theorem 4.1. Let m ∈ N and m ≥ 6. Suppose the initial data (16), with
(U0, ϕ0) ∈ Hm+15/2(Ω)×Hm+15/2(∂Ω),
satisfy the hyperbolicity conditions (5) and the divergence constraints (17) for all x ∈ Ω. Let the
initial data satisfy the Rayleigh-Taylor sign condition3
∂1p|x1=0 ≥ ǫ > 0 (37)
and the boundary constraints (18) for all x ∈ ∂Ω. Assume also that the initial data are compatible
up to order m+7 in the sense of Definition 7.1. Then there exists a sufficiently short time T > 0
such that problem (14)–(16) has a unique solution
(U,ϕ) ∈ Hm([0, T ] × Ω)×Hm([0, T ] × ∂Ω).
3Assumption (37) is just condition (9) written for the straightened unperturbed free boundary.
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Theorem 4.2. Let m ∈ N and m ≥ 8. Suppose the initial data (16), with
(U0, ϕ0) ∈ Hm+15/2(Ω)×Hm+15/2(∂Ω),
satisfy the hyperbolicity conditions (5) and the divergence constraints (17) for all x ∈ Ω. Let the
initial data satisfy the non-collinearity condition (cf. (10))
∃ µ, ν ∈ {1, 2, 3}, µ 6= ν : |Fµ × Fν | ≥ δ > 0 at x1 = 0 (38)
and the boundary constraints (18) for all x ∈ ∂Ω. Assume also that the initial data are compatible
up to order m+7 in the sense of Definition 7.1. Then there exists a sufficiently short time T > 0
such that problem (14)–(16) has a unique solution
(U,ϕ) ∈ Hm([0, T ] × Ω)×Hm([0, T ] × ∂Ω).
There appears the natural question: What happens if both the non-collinearity and Rayleigh-
Taylor sign conditions fail in some points/regions of the initial free boundary? Our hypothesis
is that the free boundary problem is not well-posed in this case. However, it is rather difficult
and not really necessary to show this on the original nonlinear level and we restrict ourselves to
the consideration of the linearized problem.4
A direct proof that problem (30)–(32) is ill-posed under the simultaneous failure of conditions
(37) and (38) for the basic state is still difficult. On the other hand, the ill-posedness of the
corresponding frozen coefficients problem indirectly points out that the variable coefficients
problem cannot be well-posed. In fact, in our case this also points out to Rayleigh-Taylor
instability.
Theorem 4.3. The frozen coefficients problem (35), (36) is ill-posed if and only if the three
constant vectors F̂j = (0, F̂2j , F̂3j), j = 1, 2, 3, are collinear,
F̂21F̂32 − F̂31F̂22 = F̂21F̂33 − F̂31F̂23 = F̂22F̂33 − F̂32F̂23 = 0, (39)
and the constant (frozen) coefficient ∂1pˆ is negative (i.e. when the Rayleigh-Taylor sign condition
fails):
∂1pˆ < 0. (40)
4We know only one example [7] of the justification of the ill-posedness of a similar but much simpler nonlinear
free boundary problem in fluid dynamics. This is the free boundary problem for the incompressible Euler equations
with a vacuum boundary condition [17].
13
5 Well-posedness of the linearized problem
5.1 Main theorem for the linearized problem
The result on the well-posedness of the linearized problem stated below in Theorem 5.1 will be
used towards the proof of Theorems 4.1 and 4.2 for the original nonlinear problem.
Theorem 5.1. Let the basic state (23) satisfies assumptions (25), (26), the non-collinearity
condition
∃ µ, ν ∈ {1, 2, 3}, µ 6= ν : |F̂µ × F̂ν | ≥ δ > 0 on ∂ΩT , (41)
and assumption (27) for j = µ and j = ν, where µ and ν are taken from (41). Then, for all
(f, g) ∈ H3/2(ΩT ) × H2(∂ΩT ) vanishing in the past problem (30)–(32) has a unique solution
(U˙ , ϕ) ∈ H1(ΩT ) ×H1(∂ΩT ) for a sufficiently short time T . Moreover, this solution obeys the
a priori estimate
‖U˙‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C
{
‖f‖H3/2(ΩT ) + ‖g‖H2(∂ΩT )
}
, (42)
where C = C(K, ρ¯0, ρ¯1, δ, T ) > 0 is a constant independent of the data f and g.
Let the basic state (23) satisfies assumptions (25), (26) and the Rayleigh-Taylor sign condi-
tion
∂1pˆ ≥ ǫ > 0 on ∂ΩT . (43)
Then, for all (f, g) ∈ H1(ΩT )×H3/2(∂ΩT ) vanishing in the past problem (30)–(32) has a unique
solution (U˙ , ϕ) ∈ H1(ΩT )×H1(∂ΩT ). This solution obeys the a priori estimate
‖U˙‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C
{
‖f‖H1(ΩT ) + ‖g‖H3/2(∂ΩT )
}
, (44)
where C = C(K, ρ¯0, ρ¯1, ǫ, T ) > 0 is a constant independent of the data f and g.
Remark 5.1. Under the fulfilment of the non-collinearity condition (41) we prove the existence
of solutions of problem (30)–(32) for a sufficiently short time T whereas we do not assume that
T is small for the case when the Rayleigh-Taylor sign condition (43) holds. The point is that for
the first case our proof of existence is based on a fixed-point argument and we manage to use the
contraction mapping principle for a sufficiently short time T . Probably one could try to prove
existence by another method without the short-time assumption but it is not really necessary
because our final goal is the proof of the existence of a unique smooth solution of the original
nonlinear problem on a small time interval [0, T ]. Moreover, for both cases (41) and (43) the
so-called tame a priori estimate for the linearized problem (30)–(32) (see Section 6) which is
used for the proof of the convergence of Nash-Moser iterations will be deduced for a sufficiently
short time T .
Remark 5.2. In view of the assumptions F̂ jN |x1=0 = 0, cf. (26), one has
|F̂µ × F̂ν | = |F̂2µF̂3ν − F̂3µF̂2ν |
√
1 + (∂2ϕˆ)2 + (∂3ϕˆ)2 on ∂ΩT .
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That is, (24) and (41) imply
∃ µ, ν ∈ {1, 2, 3}, µ 6= ν : |F̂2µF̂3ν − F̂3µF̂2ν | ≥ δ0 > 0 on ∂ΩT ,
with δ0 = δ/
√
1 +K2.
Remark 5.3. Under the fulfilment of the Rayleigh-Taylor sign condition (43) we will first prove
that the solution to problem (30)–(32) obeys the L2 estimate
‖U˙‖L2(ΩT ) + ‖ϕ‖L2(∂ΩT ) ≤ C
{
‖f‖L2(ΩT ) + ‖g‖H1/2(∂ΩT )
}
, (45)
where C = C(K, ρ¯0, ρ¯1, ǫ, T ) > 0 is a constant independent of the data f and g.
5.2 Reduction to homogeneous boundary conditions and an equivalent reformula-
tion of the interior equations
Technically, it is more convenient to derive first a priori estimates for a reduced linearized
problem with homogeneous boundary conditions (with g = 0) and then get estimates (42), (44)
and (45) as their consequences. Using the classical argument, we subtract from the solution a
more regular function U˜ = (p˜, v˜1, 0, . . . , 0) ∈ Hs+1(ΩT ) satisfying the boundary conditions (31)
with ϕ = 0. Then, the new unknown
U ♮ = U˙ − U˜ , (46)
with
‖U˜‖Hs+1(ΩT ) ≤ C‖g‖Hs+1/2(∂ΩT ), (47)
satisfies problem (30)–(32) with f replaced by
f = f − Â0∂tU˜ −
3∑
k=1
Âk∂kU˜ − ĈU˜ , (48)
where
Âα := Aα(Û ), α = 0, 2, 3, Â1 := A˜1(Û , Ψ̂), Ĉ := C(Û , Ψ̂).
Moreover, here and later on C is a positive constant that can change from line to line, and it
may depend on other constants, in particular, in (47) the constant C depends on s (sometimes,
as in Theorem 5.1 we show the dependence of C from another constants). It follows from (47)
and (48) (and (24)) that
‖f‖Hs(ΩT ) ≤ ‖f‖Hs(ΩT ) + C‖g‖Hs+1/2(∂ΩT ). (49)
Dropping for convenience the index ♮ in (46), we get our reduced linearized problem:
Â0∂tU +
3∑
k=1
Âk∂kU + ĈU = f in ΩT , (50)
vN = D0(vˆ)ϕ− ϕ∂1vˆN , p = −ϕ∂1pˆ, on ∂ΩT (51)
(U,ϕ) = 0 for t < 0, (52)
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where D0(vˆ) := ∂t + vˆ2∂2 + vˆ3∂3 and vN = v1 − v2∂2Ψ̂− v3∂3Ψ̂.
As was noted above (see (21)), the boundary is characteristic of constant multiplicity. It will
be convenient to separate the “noncharacteristic” part Un = (p, vN ) of the unknown U . For this
purpose we introduce the new unknown
U = (Un, v2∂1Φ̂, v3∂1Φ̂, F1, F2, F3) = (p, u, F1, F2, F3),
where u = (vN , v2∂1Φ̂, v3∂1Φ̂). We have U = ĴU , with
Ĵ =

1 0 0 0 0
0⊤ ĵ O3 O3 O3
0⊤ O3 I3 O3 O3
0⊤ O3 O3 I3 O3
0⊤ O3 O3 O3 I3

, ĵ =
1
∂1Φ̂

∂1Φ̂ ∂2Ψ̂ ∂3Ψ̂
0 1 0
0 0 1
 . (53)
Then, system (50) is equivalently rewritten as
Â0∂tU +
3∑
k=1
Âk∂kU + Â4U = f˜ in ΩT , (54)
where
Âα = ∂1Φ̂ Ĵ ⊤ÂαĴ , f˜ = ∂1Φ̂ Ĵ ⊤f,
Â4 = ∂1Φ̂ Ĵ ⊤
{
Â0∂tĴ +
3∑
k=1
Âk∂kĴ + ĈĴ
}
.
The symmetric matrices Âk (k = 1, 2, 3) can be represented as
Âk = E1k+1 + Âk, (55)
where (cf. (20))
E1k+1 =
(
0 e˜k
e˜⊤k O12
)
,
Âk =

wˆk
ρˆcˆ2
0 0 0 0
0⊤ ρˆwˆk̂j
⊤ ĵ −ρˆF̂k1I3 −ρˆF̂k2I3 −ρˆF̂k3I3
0⊤ −ρˆF̂k1I3 ρˆwˆkI3 O3 O3
0⊤ −ρˆF̂k2I3 O3 ρˆwˆkI3 O3
0⊤ −ρˆF̂k3I3 O3 O3 ρˆwˆkI3

,
e˜k = (ek, 0, 0, 0), and F̂kj are the kth components of the vectors F̂j = (F̂1j , F̂2j , F̂3j) =
(F̂ jN , F̂2j∂1Φ̂, F̂3j∂1Φ̂). In view of assumption (26), we have wˆ1|x1=0 = F̂1j |x1=0 = 0. This
implies Â1|x1=0 = 0, i.e.,
Â1|x1=0 = E12 (56)
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(cf. (21)).
Below we will use the notations
Ωt := [0, t]× Ω and ∂Ωt := [0, t]× ∂Ω.
Proposition 5.1. Let the basic state (23) satisfies assumptions (26) and (27) for a certain
index j. Then sufficiently smooth solutions of problem (50)–(52) satisfy
F jN = F̂2j∂2ϕ+ F̂3j∂3ϕ− ϕ∂1F̂ jN +Rj on ∂ΩT , (57)
where F jN = F1j − F2j∂2Ψ̂− F3j∂3Ψ̂ and the function Rj = Rj(t, x′) obeys the estimate
‖Rj‖H1(∂Ωt) ≤ C
{
‖f‖H3/2(ΩT ) + ‖ϕ‖H1(∂Ωt)
}
(58)
for all t ∈ [0, T ].
Proof. Let Rj := F
j
N − F̂2j∂2ϕ− F̂3j∂3ϕ+ ϕ∂1F̂ jN . Considering the equations
D(vˆ, Ψ̂)Fj +
1
∂1Φ̂
{
(u · ∇)F̂j − (F̂j · ∇)v − (Fj · ∇)vˆ
}
= f(j)
contained in (50) at x1 = 0, using (26), (27) and the first boundary condition in (51), after long
but straightforward calculations we obtain
D0(vˆ)Rj − (∂1vˆN )Rj = f(j)N + cˆ jϕ on ∂ΩT , (59)
where
D(vˆ, Ψ̂) := ∂t +
1
∂1Φ̂
(wˆ · ∇), D(vˆ, Ψ̂)|∂Ω = D0(vˆ)|∂Ω,
Fj = (F jN , F2j∂1Φ̂, F3j∂1Φ̂), f(j) = (f2+3j , f3+3j , f4+3j),
f
(j)
N = f
(j) · N̂ , N̂ = (1,−∂2Ψ̂,−∂3Ψ̂), cˆ j = ∂1
(
bˆj · N̂
)∣∣
x1=0
,
bˆj = D(vˆ, Ψ̂)F̂j − 1
∂1Φ̂
(F̂j · ∇)vˆ.
Applying standard arguments of the energy method and the trace theorem for f
(j)
N |x1=0, from
(59) we easily deduce estimate (58).
Remark 5.4. The proof of Proposition 5.1 is analogous to the proof in [37] of a linear equation
associated with the boundary constraint (H ·N)|x1=0 = 0 for the magnetic field H. The term
cˆ0ϕ in the right-hand side of (59) would be zero if, as in [37], we assumed that the basic state
satisfies corresponding equations contained in our system in the whole domain ΩT (i.e., bˆj = 0
in ΩT ). Note also that the coefficients cˆ
j
k by the terms cˆ
j
k∂kϕ (k = 2, 3) which could appear in
the right-hand side of (59) vanish thanks to assumption (27).
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5.3 Proof of well-posedness under the fulfilment of the Rayleigh-Taylor sign con-
dition
We first prove the a priori estimate
‖U‖L2(ΩT ) + ‖ϕ‖L2(∂ΩT ) ≤ C‖f‖L2(ΩT ) (60)
which, by virtue of (49) for s = 0, implies the L2 estimate (45). Taking into account (26) and
(56), by a standard argument we get for system (54) the energy inequality
I(t)− 2
∫
∂Ωt
(pvN )|x1=0 dx′ds ≤ C
{
‖f‖2L2(ΩT ) +
t∫
0
I(s)ds
}
, (61)
where I(t) =
∫
Ω(Â0U ,U) dx =
∫
Ω ∂1Φ̂(Â0U,U) dx. Using the same simple calculations as in [38],
in view of the boundary conditions (51), we obtain
−2(pvN )|x1=0 = 2(∂1pˆ)ϕ(D0(vˆ)ϕ− ϕ∂1vˆN )|x1=0
= ∂t
(
∂1pˆ|x1=0 ϕ2
)
+ ∂2
(
(vˆ2∂1pˆ)|x1=0 ϕ2
)
+ ∂3
(
(vˆ3∂1pˆ)|x1=0 ϕ2
)
+ (∂t∂1pˆ+ ∂2(vˆ2∂1pˆ) + ∂3(vˆ3∂1pˆ)− 2∂1pˆ ∂1vˆN )|x1=0 ϕ2.
Then, it follows from (61) that
I(t) +
∫
∂Ω
∂1pˆ|x1=0 ϕ2 dx′ ≤ C
{
‖f‖2L2(ΩT ) +
t∫
0
(
I(s) + ‖ϕ(s)‖2L2(∂Ω)
)
ds
}
.
Taking into account assumptions (25) and (43) and applying Gronwall’s lemma, we finally deduce
the basic a priori L2 estimate (60).
Having in hand the L2 estimate (60) with no loss of derivatives, the existence of a weak L2
solution to problem (50)–(52) can be obtained by the classical duality argument. As in [38], we
can define a dual problem for (50)–(52) and then get for it an L2 a priori estimate, provided that
condition (43) holds for the basic state. We omit detailed calculations which are really similar to
those in [38]. Then, tangential differentiation (with respect to t, x2 and x3) and the estimation
of the normal (x1-)derivative of the unknowns through tangential ones (see just below) give the
existence of an H1 solution to problem (50)–(52). Its uniqueness follows from the L2 estimate
(60). Returning to the original unknown U˙ (see (46)) and using estimate (49) for s = 1, we
obtain the well-posedness of problem (30)–(32) stated in Theorem 5.1 under the fulfilment of
the Rayleigh-Taylor sign condition (43).
It remains to prove the a priori estimate (44). Taking into account (49) for s = 1, it will
follow from the H1 estimate
‖U‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C‖f‖H1(ΩT ). (62)
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For the proof of (62) we first deduce an estimate for tangential derivatives. Omitting standard
arguments of the energy method, as in [38], we easily get this estimate (it is better to call it the
preparatory inequality for obtaining (62)):
|||U(t)|||2tan,1 + |||ϕ(t)|||2H1(∂Ω) ≤ CM(t), (63)
where
|||u(t)|||2tan,1 := ‖u(t)‖2L2(Ω) + ‖∂tu(t)‖2L2(Ω) + ‖∂2u(t)‖2L2(Ω) + ‖∂3u(t)‖2L2(Ω),
|||u(t)|||2H1(D) := ‖u(t)‖2H1(D) + ‖∂tu(t)‖2L2(D) (D = Ω or D = ∂Ω),
M(t) = ‖f‖2H1(ΩT ) +
t∫
0
I(s)ds, I(t) = |||U(t)|||2H1(Ω) + |||ϕ(t)|||2H1(∂Ω).
We first estimate the normal derivative of the “noncharacteristic” unknown Un = (p, vN ).
In view of (55), it follows from (54) that
∂1(vN , p, . . . , 0) = f˜− Â0∂tU − Â1∂1U − Â2∂2U − Â3∂3U − Â4U in ΩT . (64)
Since Â1|x1=0 = 0, this gives us the estimate
‖∂1Un(t)‖2L2(Ω) ≤ C
{
‖f(t)‖2L2(Ω) + |||U(t)|||2tan,1 + ‖σ∂1U(t)‖2L2(Ω)
}
which, by virtue of the elementary inequality
|||u(t)|||2Hs−1(D) ≤
t∫
0
|||u(τ)|||2Hs(D)dτ = ‖u‖2Hs([0,t]×D) (65)
for s = 1, implies
‖∂1Un(t)‖2L2(Ω) ≤ C
{
‖f‖2H1(ΩT ) + |||U(t)|||2tan,1 + ‖σ∂1U(t)‖2L2(Ω)
}
, (66)
where σ = σ(x1) ∈ C∞(R+) is a monotone increasing function such that σ(x1) = x1 in a
neighborhood of the origin and σ(x1) = 1 for x1 large enough.
Since σ|x1=0 = 0, we do not need to use boundary conditions to estimate σ∂1U , and we
easily get the inequality
‖σ∂1U(t)‖2L2(Ω) ≤ C
{
‖f‖2H1(ΩT ) +
t∫
0
|||U(s)|||2H1(Ω)ds
}
(67)
which together with (63) and (66) yields
‖∂1Un(t)‖2L2(Ω) ≤ CM(t). (68)
The missing normal derivatives of the “characteristic” unknowns v2, v3, Fj (j = 1, 2, 3) can
be estimated from equations for the linearized divergences ξj = divRj in (17) and a symmetric
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hyperbolic system for the linearized vorticity ω = ∇× v and ηj = ∇× Fj obtained by applying
the div and curl operators to equations following from (50), where
Rj = ρˆFj + F̂j
cˆ2
p, v = (v1∂1Φ̂, vτ2 , vτ3), Fj = (F1j∂1Φ̂, F
j
τ2 , F
j
τ3),
vτk = v · τˆk, F jτk = Fj · τˆk (k = 2, 3), τˆ2 = (∂2Ψ̂, 1, 0), τˆ3 = (∂3Ψ̂, 0, 1).
Omitting calculations, we write down the equations for ξj and the symmetric hyperbolic system
for ω and ηj :
D(vˆ, Ψ̂)ξj + l.o.t. = div f˜
(j) in ΩT , (69)
D(vˆ, Ψ̂)ω − 1
∂1Φ̂
3∑
j=1
(F̂j · ∇)ηj + l.o.t. = ∇× f˘ v in ΩT , (70)
D(vˆ, Ψ̂)ηj − 1
∂1Φ̂
(F̂j · ∇)ω + l.o.t. = ∇× f˘ (j) in ΩT , (71)
where
f˜ (j) = (f
(j)
N , f3+3j∂1Φ̂, f4+3j∂1Φ̂), f˘
v = (f2∂1Φ̂, f
v
τ2 , f
v
τ3),
f˘ (j) = (f2+3j∂1Φ̂, f
(j)
τ2 , f
(j)
τ3 ),
fvτk = f
v · τˆk, f(j)τk = f(j) · τˆk, k = 2, 3, fv = (f2, f3, f4);
“l.o.t.” represents a sum of lower-order terms cˆ ξj, cˆ ω, cˆ ηj, cˆ Um and cˆ ∂jUm, here and below cˆ
is the common notation for a generic coefficient (depending on the basic state (23)) whose exact
form has no meaning, Um (m = 1, 13) is a component of the unknown U in (50), and the rest
notations were introduced just after (59).
All of the equations in (69)–(71) do not need boundary conditions because, in view of the
first assumption in (26), the first component of the vector wˆ appearing in the definition of the
differential operator D(vˆ, Ψ̂) is zero on the boundary x1 = 0. Therefore, omitting detailed simple
arguments of the energy method, we easily deduce the estimate
‖ω(t)‖2L2(Ω) +
3∑
j=1
{
‖ξj(t)‖2L2(Ω) + ‖ηj(t)‖2L2(Ω)
}
≤ C
{
‖f‖2H1(ΩT ) +
t∫
0
|||U(s)|||2H1(Ω)ds
} (72)
whose combination with (63) and (68) implies
I(t) ≤ CM(t).
Applying then Gronwall’s lemma, we obtain the priori estimate
‖U‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C‖f‖H3/2(ΩT )
which yields (44). The proof of Theorem 5.1 under the fulfilment of the Rayleigh-Taylor sign
condition (43) is thus complete.
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5.4 Proof of the a priori estimate (42)
If, instead of (43), the basic state satisfies the non-collinearity condition (41), then we are not
able to obtain an L2 a priori estimate for the linearized problem and have to prolong system
(54) up to first-order tangential derivatives. After differentiating system (54) with respect to t,
x2 and x3 we deduce the following energy inequalities for ∂αU (α = 0, 2, 3) with ∂0 := ∂t:
Iα(t)− 2
∫
∂Ωt
(∂αp ∂αvN )|x1=0 dx′ds ≤ CM(t), (73)
where Iα(t) =
∫
Ω(Â0∂αU , ∂αU) dx =
∫
Ω ∂1Φ̂(Â0∂αU, ∂αU) dx. In view of the second boundary
condition in (51), it follows from (73) that
Iα(t) ≤ CM(t)− 2
∫
∂Ωt
(∂1pˆ ∂αϕ∂αvN + (∂α∂1pˆ)ϕ∂αvN ) |x1=0 dx′ds. (74)
Under the non-collinearity condition (41) the front symbol is elliptic, i.e., we can resolve the
boundary conditions for the space-time gradient ∇t,x′ϕ = (∂tϕ, ∂2ϕ, ∂3ϕ). Indeed, taking into
account (57) for j = µ and j = ν and the first boundary condition in (51), we have the following
algebraic system for ∇t,x′ϕ:
F̂2µ∂2ϕ+ F̂3µ∂3ϕ = F
µ
N −Rµ + ϕ∂1F̂µN ,
F̂2ν∂2ϕ+ F̂3ν∂3ϕ = F
ν
N −Rν + ϕ∂1F̂ νN ,
vˆ2∂2ϕ+ vˆ3∂3ϕ+ ∂tϕ = vN + ϕ∂1vˆN , on ∂ΩT .
(75)
By virtue of (41) (see also Remark 5.2), we resolve (75) for ∇t,x′ϕ:
∇t,x′ϕ = aˆ1(FµN −Rµ) + aˆ2(F νN −Rν) + aˆ3vN + aˆ4ϕ on ∂ΩT , (76)
where the vector-functions aˆα = aα(Û|x1=0, ϕˆ) (α = 0, 4) can be easily written in explicit form.
Using (76), we reduce the term −2∂1pˆ ∂αϕ∂αvN |x1=0 appearing in the boundary integral in
(74) to the sum of the “lower-order” terms
cˆFµN∂αvN , cˆF
ν
N∂αvN , cˆRµ∂αvN ,
cˆRν∂αvN , cˆvN∂αvN , cˆϕ∂αvN on ∂ΩT .
(77)
The terms cˆF jN∂αvN |x1=0 (with j = µ and j = ν) are estimated by passing to the volume integral
and integrating by parts:∫
∂Ωt
cˆ F jN∂αvN |x1=0 dx′ds = −
∫
Ωt
∂1
(
c˜F jN∂αvN
)
dxds
=
∫
Ωt
{
c˜∂αF
j
N∂1vN + (∂αc˜)F
j
N∂1vN − c˜∂1F jN∂αvN − (∂1c˜)F jN∂1vN
}
dxds
−
∫
Ωt
∂α
(
c˜F jN∂1vN
)
dxds
≤ ‖U‖2H1(Ωt) −
∫
Ωt
∂α
(
c˜F jN∂1vN
)
dxds,
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where c˜|x1=0 = cˆ. If α = 2 or α = 3 the last integral above is equal to zero. But for α = 0 we
have:
−
∫
Ωt
∂s
(
c˜F jN∂1vN
)
dxds = −
∫
Ω
c˜F jN∂1vNdx.
Using the Young inequality and the elementary inequality (65), we estimate the last integral as
follows:
−
∫
Ω
c˜F jN∂1vNdx ≤ C
{
ε˜|||U(t)|||2H1(Ω) +
1
ε˜
‖U(t)‖2L2(Ω)
}
≤ C
{
ε˜|||U(t)|||2H1(Ω) +
1
ε˜
‖U‖2H1(Ωt)
}
,
where ε˜ is a small positive constant.
The rest terms in (77) are estimated in the same way as above. The functions Rj and
ϕ appear in the volume integral as χ(x1)Rj and Ψ respectively, where χ(x1) is the “lifting”
function from (13). We also use estimate (58) for Rj. Omitting technical details, we finally
obtain the following estimate for the boundary integral in (74):
−2
∫
∂Ωt
(∂1pˆ ∂αϕ∂αvN + (∂α∂1pˆ)ϕ∂αvN )|x1=0 dx′ds
≤ ε˜C|||U(t)|||2H1(Ω) +
C
ε˜
N (t),
(78)
where
N (t) = ‖f‖2
H3/2(ΩT )
+
t∫
0
I(s)ds.
Then, (74) and (78) for α = 0, 2, 3 imply the inequality
|||U(t)|||2tan,1 ≤ ε˜C|||U(t)|||2H1(Ω) +
C
ε˜
N (t)
whose combination with (66), (67) and (72) gives
|||U(t)|||2H1(Ω) ≤ ε˜C|||U(t)|||2H1(Ω) +
C
ε˜
N (t).
We then absorb the term ε˜C|||U(t)|||2H1(Ω) in the left-hand side of the last inequality by choosing
ε˜ small enough:
|||U(t)|||2H1(Ω) ≤ CN (t). (79)
Using (76), inequality (65), estimate (58) and the trace theorem, we obtain the inequality
|||ϕ(t)‖2H1(∂Ω) ≤ C
{
|||U(t)|||2H1(Ω) +N (t)
}
which together with (79) implies
I(t) ≤ CN (t).
Applying then Gronwall’s lemma, we obtain the priori estimate
‖U‖H1(ΩT ) + ‖ϕ‖H1(∂ΩT ) ≤ C‖f‖H3/2(ΩT )
which, in view of (49) for s = 3/2, yields (42).
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5.5 Proof of well-posedness under the fulfilment of the non-collinearity condition
To prove the existence of the solution of problem (50)–(52) under the fulfilment of the non-
collinearity condition (41) we use the same idea as in [31]. We first solve the problem
Â0∂tU +
3∑
k=1
Âk∂kU + ĈU = f in ΩT , (80)
p = −ϕ∂1pˆ, on ∂ΩT (81)
U = 0 for t < 0, (82)
under the assumption that ϕ is given.
Lemma 5.1. Let the basic state (23) satisfies assumptions (25) and (26). Then, for all given
(f, ϕ) ∈ H1(ΩT ) × H3/2(∂ΩT ) vanishing in the past problem (80)–(82) has a unique solution
U ∈ H1(ΩT ) such that
‖U‖H1(ΩT ) ≤ C
{
‖f‖H1(ΩT ) + ‖ϕ‖H3/2(∂ΩT )
}
. (83)
Proof. If we consider the boundary condition (81) in homogeneous form, i.e., if we set ϕ = 0,
then
(Â1U,U)|∂Ω = (E12U ,U)|∂Ω = 2(pvN )|x1=0 = 0.
That is, the boundary condition (81) is nonnegative for (80). As system (80) has one incom-
ing characteristic and this is in agreement with the fact that we have one boundary condition
we infer that the boundary condition (81) is maximally nonnegative (but not strictly dissi-
pative). Following the classical argument, we reduce our problem (with non-zero ϕ) to one
with a homogeneous boundary condition (with ϕ = 0) by subtracting from U a more regular
function U ♯ = (p♯, 0, . . . , 0) ∈ H2(ΩT ) such that p♯ = −ϕ∂1pˆ on ∂ΩT . Since the boundary is
characteristic of constant multiplicity, we may apply the result of [29] and we get the solution
U ∈ H1∗ (ΩT ) with Un ∈ H1(ΩT ), where H1∗ is the conormal Sobolev space equipped with the
norm ‖u‖2H1
∗
(ΩT )
:=
∫ T
0 |||u(s)|||2tan,1 ds + ‖σ∂1u‖2L2(ΩT ). Taking then (69)–(72) into account, we
get estimate (83) and the solution U ∈ H1(ΩT ).
Remark 5.5. In fact, before obtaining the a priori estimate (83), by using Gronwall’s lemma,
we first get the estimate
‖U(t)‖2H1(Ω) ≤ CeCT
{
‖f‖2H1(ΩT ) + ‖ϕ‖2H3/2(∂ΩT )
}
whose integration over the interval [0, T ] gives estimate (83) with the constant C = C(T ) being
proportional to T 1/2. That is, the constant C = C(T ) in the right-hand side of (83) tends to
zero as T → 0.
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The existence of the unique solution of problem (50)–(52) is given by the following theorem.
Theorem 5.2. Let the basic state (23) satisfies assumptions (25), (26), the non-collinearity
condition (41) and assumption (27) for j = µ and j = ν, where µ and ν are taken from
(41). Then, for all f ∈ H1(ΩT ) vanishing in the past problem (50)–(52) has a unique solution
(U,ϕ) ∈ H1(ΩT )×H3/2(∂ΩT ).
Proof. We prove the existence of the solution to (50)–(52) by a fixed-point argument. Consider
ϕ ∈ H3/2(∂ΩT ) vanishing in the past. By Lemma 5.1, there exists a unique solution U ∈ H1(ΩT )
of problem (80)–(82) enjoying the a priori estimate (83). We now consider the Cauchy problem
(cf. (52))
D0(vˆ)ϕ− ϕ∂1vˆN = vN on ∂ΩT , (84)
ϕ = 0 for t < 0, (85)
where vN |x1=0 ∈ H1/2(∂ΩT ) is the trace of the normal component of v contained in the solution
U ∈ H1(ΩT ) of problem (80)–(82). Clearly, there exists a unique solution ϕ ∈ H1/2(∂ΩT ) of
(84), (85) such that
‖ϕ‖H1/2(∂ΩT ) ≤ C‖vN |x1=0‖H1/2(∂ΩT ). (86)
Using (84), we can obtain equation (57) for j = µ and j = ν. Moreover, the unique solution
Rj of (59) obeys the estimate
‖Rj‖H1/2(∂ΩT ) ≤ C
{
‖f‖H1(ΩT ) + ‖ϕ‖H1/2(∂ΩT )
}
. (87)
That is, we get system (75) which implies (76). In view of (87), the trace theorem and (83),
from (86) and (76) we obtain the estimate
‖ϕ‖H1/2(∂ΩT ) + ‖∇t,x′ϕ‖H1/2(∂ΩT ) ≤ C
{
‖U|x1=0‖H1/2(∂ΩT ) + ‖Rµ‖H1/2(∂ΩT )
+ ‖Rν‖H1/2(∂ΩT ) + ‖ϕ‖H1/2(∂ΩT )
}
≤ C
{
‖f‖H1(ΩT ) + ‖ϕ‖H3/2(∂ΩT )
}
.
which yields
‖ϕ‖H3/2(∂ΩT ) ≤ C
{
‖f‖H1(ΩT ) + ‖ϕ‖H3/2(∂ΩT )
}
. (88)
This defines a map ϕ → ϕ in H3/2(∂ΩT ). Let ϕ1, ϕ2 ∈ H3/2(∂ΩT ), and (U1, ϕ1), (U2, ϕ2) be
the corresponding solutions of problem (80)–(82), (84), (85). Thanks to the linearity of this
problem we obtain, as for (88),
‖ϕ1 − ϕ2‖H3/2(∂ΩT ) ≤ C(T )‖ϕ1 − ϕ2‖H3/2(∂ΩT ), (89)
where C(T )→ 0 as T → 0 because, as in (83) (see Remark 5.5), the constants appearing in the
right-hand sides of (86) and (87) tend to zero as T → 0. Then there exists a sufficiently short
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time T > 0 such that C(T ) < 1 in (89) and, hence, the map ϕ → ϕ has a unique fixed point
by the contraction mapping principle. At this fixed point ϕ = ϕ problem (80)–(82), (84), (85)
coincides with (50)–(52), i.e., (U,ϕ) is the unique solution of problem (50)–(52).
It follows from Theorem 5.2 and (49) for s = 1 that for all (f, g) ∈ H1(ΩT ) × H3/2(∂ΩT )
vanishing in the past problem (30)–(32) has a unique solution (U˙ , ϕ) ∈ H1(ΩT ) ×H3/2(∂ΩT ).
Together with the deduced a priori estimate (42) for (f, g) ∈ H3/2(ΩT )×H2(∂ΩT ) this completes
the proof of Theorem 5.1 under the fulfilment of the non-collinearity condition (41).
Remark 5.6. We could improve estimate (42) by replacing theH1 norm of ϕ with itsH3/2 norm.
This is, however, not necessary for the subsequent nonlinear analysis. On the other hand, we are
not able to get the a priori estimate (44) corresponding to the regularity H1(ΩT )×H3/2(∂ΩT )
of (f, g) for which we have proved the existence of the solution because after passing to the
volume integral in (74) we integrate by parts and cannot gain “1/2 derivative” for Rj in order
to apply (87) instead of (58).
6 Tame estimates
6.1 Tame a priori estimates for problem (30)–(32)
We are going to derive tame a priori estimates in Hs for problem (30)–(32), with s large enough.
These tame estimates (see Theorems 6.1 and 6.2 below) being, roughly speaking, linear in high
norms (that are multiplied by low norms) are with a fixed loss of derivatives from the data f
and g and with respect to the coefficients, i.e., with respect to the basic state (23).
Theorem 6.1. Let T > 0 and s ∈ N, with s ≥ 3. Assume that the basic state (Û , ϕˆ) ∈
Hs+3(ΩT ) × Hs+3(∂ΩT ) satisfies assumptions (25), (26), the Rayleigh-Taylor sign condition
(43) and
‖Û‖H6(ΩT ) + ‖ϕˆ‖H6(∂ΩT ) ≤ K̂, (90)
where K̂ > 0 is a constant. Let also the data (f, g) ∈ Hs(ΩT ) × Hs+1(∂ΩT ) vanish in the
past. Then there exists a positive constant K0 that does not depend on s and T and there
exists a constant C(K0) > 0 such that, if K̂ ≤ K0, then there exists a unique solution (U˙ , ϕ) ∈
Hs(ΩT )×Hs(∂ΩT ) to problem (30)–(32) that obeys the tame a priori estimate
‖U˙‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT ) ≤ C(K0)
{
‖f‖Hs(ΩT ) + ‖g‖Hs+1(∂ΩT )
+
(‖f‖H3(ΩT ) + ‖g‖H4(∂ΩT ))(‖Û‖Hs+3(ΩT ) + ‖ϕˆ‖Hs+3(∂ΩT ))} (91)
for a sufficiently short time T (the constant C(K0) depends also on the fixed constants ρ¯0, ρ¯1
and ǫ from (25) and (43)).
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Remark 6.1. Theorem 6.1 looks similar to that in [38] for the free boundary problem for
the compressible Euler equations with a vacuum boundary condition. As in [38], and unlike
Theorem 5.1, here we prefer to work with integer indices of Sobolev spaces, i.e., we derive a
little bit roughened version of the tame estimate where, in particular, we loose one but not
“half” derivative from g. We do so just for technical convenience because an additional gain
of “half” derivative in the local-in-time existence theorem is not really principal (e.g., from the
physical point of view).
Theorem 6.2. Let T > 0 and s ∈ N, with s ≥ 3. Assume that the basic state (23) satisfies
assumptions (25), (26), the non-collinearity condition (41) and assumption (27) for j = µ and
j = ν, where µ and ν are taken from (41) and
‖Û‖H5(ΩT ) + ‖ϕˆ‖H5(∂ΩT ) ≤ K̂, (92)
where K̂ > 0 is a constant. Let also the data (f, g) ∈ Hs+1(ΩT ) × Hs+2(∂ΩT ) vanish in the
past. Then there exists a positive constant K0 that does not depend on s and T and there
exists a constant C(K0) > 0 such that, if K̂ ≤ K0, then there exists a unique solution (U˙ , ϕ) ∈
Hs(ΩT )×Hs(∂ΩT ) to problem (30)–(32) that obeys the tame a priori estimate
‖U˙‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT ) ≤ C(K0)
{
‖f‖Hs+1(ΩT ) + ‖g‖Hs+2(∂ΩT )
+
(‖f‖H4(ΩT ) + ‖g‖H5(∂ΩT ))(‖Û‖Hs+2(ΩT ) + ‖ϕˆ‖Hs+2(∂ΩT ))} (93)
for a sufficiently short time T (the constant C(K0) depends also on the fixed constants ρ¯0, ρ¯1
and δ from (25) and (41)).
6.2 Tame a priori estimates for the reduced problem (50)–(52)
We first prove tame estimates for the reduced linearized problem (50)–(52) with homogeneous
boundary conditions. After that we get tame estimates for problem (30)–(32) by using the
roughened version of (47) (see Remark 6.1)
‖U˜‖Hs+1(ΩT ) ≤ C‖g‖Hs+1(∂ΩT ). (94)
That is, from now on we concentrate on the proof of tame estimates for the reduced problem
(50)–(52). Namely, we will prove the following lemmata.
Lemma 6.1. Let T > 0 and s ∈ N, with s ≥ 3. Assume that the basic state (Û , ϕˆ) ∈
Hs+3(ΩT ) × Hs+3(∂ΩT ) satisfies assumptions satisfies assumptions (25), (26), the Rayleigh-
Taylor sign condition (43) and inequality (90). Let also f ∈ Hs(ΩT ) vanishes in the past. Then
there exists a positive constant K0 that does not depend on s and T and there exists a constant
C(K0) > 0 such that, if K̂ ≤ K0, then there exists a unique solution (U,ϕ) ∈ Hs(ΩT )×Hs(∂ΩT )
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to problem (50)–(52) that obeys the tame a priori estimate
‖U‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT )
≤ C(K0)
{
‖f‖Hs(ΩT ) + ‖f‖H3(ΩT )
(‖Û‖Hs+3(ΩT ) + ‖ϕˆ‖Hs+3(∂ΩT ))} (95)
for a sufficiently short time T (the constant C(K0) depends also on the fixed constants ρ¯0, ρ¯1
and ǫ from (25) and (43)).
Lemma 6.2. Let T > 0 and s ∈ N, with s ≥ 3. Assume that the basic state (Û , ϕˆ) ∈
Hs+2(ΩT ) × Hs+2(∂ΩT ) satisfies satisfies assumptions (25), (26), the non-collinearity condi-
tion (41), assumption (27) for j = µ and j = ν (where µ and ν are taken from (41)) and
inequality (92). Let also f ∈ Hs+1(ΩT ) vanishes in the past. Then there exists a positive con-
stant K0 that does not depend on s and T and there exists a constant C(K0) > 0 such that, if
K̂ ≤ K0, then there exists a unique solution (U,ϕ) ∈ Hs(ΩT )×Hs(∂ΩT ) to problem (50)–(52)
that obeys the tame a priori estimate
‖U‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT )
≤ C(K0)
{
‖f‖Hs+1(ΩT ) + ‖f‖H4(ΩT )
(‖Û‖Hs+2(ΩT ) + ‖ϕˆ‖Hs+2(∂ΩT ))}. (96)
for a sufficiently short time T (the constant C(K0) depends also on the fixed constants ρ¯0, ρ¯1
and δ from (25) and (41)).
6.3 Proof of the tame estimate under the fulfilment of the Rayleigh-Taylor sign
condition
Since arguments of the energy method below are quite standard, we will omit detailed calcula-
tions. By applying to system (54) the operator ∂αtan = ∂
α0
t ∂
α2
2 ∂
α3
3 with |α| = |(α0, α2, α3)| ≤ s
and taking into account (26) and (56), one gets∫
Ω
Â0∂αtanU · ∂αtanU dx− 2
∫
∂Ωt
∂αtanp ∂
α
tanvN |x1=0 dx′ds = R, (97)
where
R =
∫
Ωt
( 3∑
l=0
{
∂lÂl∂αtanU − 2[∂αtan,Âl]∂lU
}
− 2∂αtan(Â4U) + 2∂αtan f˜
)
· ∂αtanU dxds,
∂0 := ∂t, and we use the notation of commutator: [a, b]c := a(bc)− b(ac). Using the Moser-type
calculus inequalities
‖uv‖Hs(ΩT ) ≤C
(‖u‖Hs(ΩT )‖v‖L∞(ΩT ) + ‖u‖L∞(ΩT )‖v‖Hs(ΩT )) , (98)
‖b(u)‖Hs(ΩT ) ≤C(M)‖u‖Hs(ΩT ), (99)
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where the function b is a C∞ function of u with b(0) = 0, and M is such a positive constant
that ‖u‖L∞(ΩT ) ≤M , we estimate the right-hand side in (97):
R ≤ C(K)
{
‖U‖2Hs(Ωt) + ‖f‖2Hs(ΩT )
+
(
‖U‖2W 1
∞
(ΩT )
+ ‖f‖2L∞(ΩT )
) (
1 + ‖coeff‖2s+2
)}
,
(100)
where ‖coeff‖m := ‖Û‖Hm(ΩT ) + ‖ϕˆ‖Hm(∂ΩT ). More precisely, here and below we also use the
following refinement of (98)∑
|µ|+|ν|=s
‖∂µu∂νv‖L2(ΩT )
≤ C (‖u‖Hs(ΩT )‖v‖L∞(ΩT ) + ‖u‖L∞(ΩT )‖v‖Hs(ΩT ))
(101)
which implies∥∥[∂µ, u]v∥∥
L2(ΩT )
≤ C
∑
|γ|+|ν|=s, |γ|6=0
‖∂γu∂νv‖L2(ΩT )
≤ C (‖u‖Hs(ΩT )‖v‖L∞(ΩT ) + ‖u‖W 1∞(ΩT )‖v‖Hs−1(ΩT ))
for |µ| ≤ s (∂µ = ∂µ0t ∂µ11 ∂µ22 ∂µ33 , etc.). Note also that before the usage of (99) we decompose
the matrix functions Âl (with l = 0, 3) as Âl(u) = B̂l(u) + Ĉl, where B̂l(0) = 0 and the matrix
Ĉl is a constant matrix.
Using the boundary conditions (51), we obtain
−2(∂αtanp∂αtanvN )|x1=0
= 2
{
∂1pˆ ∂
α
tanϕ+ [∂
α
tan, ∂1pˆ]ϕ
}{
D0(vˆ)∂
α
tanϕ− ∂1vˆN∂αtanϕ
+ [∂αtan, vˆ2]∂2ϕ+ [∂
α
tan, vˆ3]∂3ϕ− [∂αtan, ∂1vˆN ]ϕ
}∣∣
x1=0
=
(
∂t
{
∂1pˆ (∂
α
tanϕ)
2︸ ︷︷ ︸+2∂αtanϕ[∂αtan, ∂1pˆ]ϕ}
+ ∂2
{
vˆ2∂1pˆ (∂
α
tanϕ)
2 + 2vˆ2∂
α
tanϕ[∂
α
tan, ∂1pˆ]ϕ
}
+ ∂3
{
vˆ3∂1pˆ (∂
α
tanϕ)
2 + 2vˆ3∂
α
tanϕ[∂
α
tan, ∂1pˆ]ϕ
})∣∣∣
x1=0
−R,
(102)
where the underbraced term is the most important one because under the Rayleigh-Taylor sign
condition (43) it gives us the control on the L2 norm of ∂αtanϕ (see below); the underlined terms
disappear after the integration over the domain ∂Ωt; R is a sum of terms (lower-order terms,
in some sense) which have the form coeff∂βtanϕ∂
γ
tanϕ with |β| ≤ s, |γ| ≤ s and coeff being a
coefficient depending on the derivatives of Û|x1=0, ∂1Û|x1=0 and ϕˆ of order less than or equal to
s + 1. The explicit form of R is of no importance. Using the Moser-type inequalities, we just
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estimate the integral of a typical term contained in R:
−2
∫
∂Ωt
∂αtanϕ∂2{vˆ2[∂αtan, ∂1pˆ]ϕ}|x1=0 dx′ds
≤ ‖ϕ‖2Hs(∂Ωt) + ‖∂2 {vˆ2[∂αtan, ∂1pˆ]ϕ} |x1=0‖2L2(∂Ωt)
≤ C(K)
{
‖ϕ‖2Hs(∂Ωt) + ‖ϕ‖2L∞(∂ΩT )
(
1 + ‖∂1Û|x1=0‖2Hs+1(∂ΩT )
)}
≤ C(K)
{
‖ϕ‖2Hs(∂Ωt) + ‖ϕ‖2L∞(∂ΩT )
(
1 + ‖Û‖2Hs+3(ΩT )
)}
.
Estimating analogously the rest terms contained in R, we get
R ≤ C(K)
{
‖ϕ‖2Hs(∂Ωt) + ‖ϕ‖2W 1∞(∂ΩT )(1 + ‖coeff‖
2
s+3)
}
. (103)
Using the Young inequality, the Rayleigh-Taylor sign condition (43) and again the Moser-
type inequalities, from (97), (100), (102) and (103) we deduce∫
Ω
Â0∂αtanU · ∂αtanU dx+
ǫ
2
∫
∂Ω
(∂αtanϕ)
2 dx′
≤ 2
ǫ
∫
∂Ω
(
[∂αtan, ∂1pˆ]ϕ
)2
|x1=0
dx′ + C(K)M(t),
=
4
ǫ
∫
∂Ωt
[∂αtan, ∂1pˆ]ϕ∂t
(
[∂αtan, ∂1pˆ]ϕ
)∣∣
x1=0
dx′ds
+ C(K)M(t)
≤ C(K)M(t),
(104)
where
M(t) = N (T ) +
t∫
0
I(τ) dτ, I(t) = |||U(t)|||2Hs(Ω) + |||ϕ(t)|||2Hs(∂Ω),
N (T ) =‖f‖2Hs(ΩT )
+
(
‖U‖2W 1
∞
(ΩT )
+ ‖ϕ‖2W 1
∞
(∂ΩT )
+ ‖f‖2L∞(ΩT )
) (
1 + ‖coeff‖2s+3
)
,
with
|||u(t)|||2Hm(D) :=
m∑
j=0
‖∂jt u(t)‖2Hm−j (D) (D = Ω or D = ∂Ω).
The constant C = C(K) in the last line of (104) depends also on the fixed constant ǫ. Since only
the biggest loss of derivatives from the coefficients will play the role for obtaining the final tame
estimate, we have roughened the inequalities in (104) by choosing the biggest loss. It follows
from (104) that
|||U(t)|||2tan,s + |||ϕ(t)‖2Hs(∂Ω) ≤ C(K)M(t), (105)
where
|||u(t)|||2tan,m :=
∑
|α|≤m
‖∂αtanu(t)‖2L2(Ω).
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For “closing” the estimate in (105) it remains to estimate the derivatives of U containing
normal (x1-)derivatives. We first estimate such derivatives of the “noncharacteristic” unknown
Un = (p, vN ). Applying to (64) the operator ∂
β
tan with |β| ≤ s−1, using standard decompositions
like
∂βtan(B∂iU) = B∂βtan∂iU + [∂βtan, B]∂iU ,
taking into account the fact that Â1|x1=0 = 0, and employing counterparts of the calculus
inequalities (98), (99) and (101) for the “layerwise” norms |||(·)(t)||| (see [28]) as well as the
elementary inequality (65), we estimate the normal derivative of ∂βtanUn:
‖∂1∂βtanUn(t)‖2L2(Ω)
≤ C(K)
{
|||U(t)|||2tan,s + ‖σ∂1∂βtanU(t)‖2L2(Ω)
+ |||U(t)|||2Hs−1(Ω) + |||f(t)|||2Hs−1(Ω)
+
(
‖U‖2W 1
∞
(ΩT )
+ ‖f‖2L∞(ΩT )
) (
1 + |||coeff(t)|||2s
)}
≤ C(K)
{
|||U(t)|||2tan,s + ‖σ∂1∂βtanU(t)‖2L2(Ω) +M(t)
}
.
(106)
Since σ|x1=0 = 0, we do not need to use boundary conditions to estimate σ∂j1∂γtanU , with
j + |γ| ≤ s, and we easily get the inequality
‖σ∂j1∂γtanU(t)‖2L2(Ω) ≤ C(K)M(t). (107)
It follows from (106) and (107) for j = 1 that
‖∂1∂βtanUn(t)‖2L2(Ω) ≤ C(K)
{|||U(t)|||2tan,s +M(t)} .
The last inequality implies
k∑
i=1
∑
|β|≤s−i
‖∂i1∂βtanUn(t)‖2L2(Ω) ≤ C(K)
{|||U(t)|||2tan,s +M(t)} (108)
with k = 1. Estimate (108) for k = s is easily proved by finite induction. The combination of
(105) and (108) for k = s yields
|||U(t)|||2tan,s + ‖Un(t)‖2Hs(Ω) + |||ϕ(t)‖2Hs(∂Ω) ≤ C(K)M(t). (109)
From equations (69)–(71) we estimate missing normal derivatives of the “characteristic” part
(v2, v3, F1, F2, F3) of the unknown U :
‖ω(t)‖2Hs−1(Ω) +
3∑
j=1
{
‖ξj(t)‖2Hs−1(Ω) + ‖ηj(t)‖2Hs−1(Ω)
}
≤ C(K)M(t). (110)
The combination of (110) with (109) implies the “closed” energy inequality
I(t) ≤ C(K)M(t) = C(K)
{
N (T ) +
t∫
0
I(τ) dτ
}
.
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Applying Gronwall’s lemma, we obtain the energy a priori estimate
I(t) ≤ C(K) eC(K)TN (T ). (111)
Integrating (111) over the interval [0, T ], we come to the estimate
‖U‖2Hs(ΩT ) + ‖ϕ‖2Hs(∂ΩT ) ≤ C(K)TeC(K)TN (T ). (112)
Recall that U = ĴU (see (53)). Taking into account the decompositions Ĵ(ϕˆ) = I13+ Ĵ0(ϕˆ) and
Ĵ0(0) = 0, using (98) and (99), and the inequality
‖u‖2Hm([0,T ]×D) ≤ T‖u‖2Hm+1([0,T ]×D)
following from the integration of (65) over the time interval [0, T ], we obtain
‖U‖2Hs(ΩT ) = ‖U + Ĵ0U‖2Hs(ΩT )
≤ C(K)(‖U‖2Hs(ΩT ) + ‖U‖2L∞(ΩT )‖coeff‖2s+1)
≤ C(K)‖U‖2Hs(ΩT ) + TC(K)‖U‖2L∞(ΩT )‖coeff‖2s+2.
(113)
Inequalities (112) and (113) imply
‖U‖2Hs(ΩT ) + ‖ϕ‖2Hs(∂ΩT ) ≤ C(K)TeC(K)TN (T ). (114)
Applying Sobolev’s embeddings, from (114) with s ≥ 3, we get
‖U‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT )
≤ C(K)T 1/2eC(K)T
{
‖f‖Hs(ΩT ) +
(‖U‖H3(ΩT ) + ‖ϕ‖H3(∂ΩT )
+ ‖f‖H3(ΩT )
)(‖Û‖Hs+3(ΩT ) + ‖ϕˆ‖Hs+3(∂ΩT ))},
(115)
where we have absorbed some norms ‖U‖H3(ΩT ) and ‖ϕ‖H3(∂ΩT ) in the left-hand side by choosing
T small enough. Considering (115) for s = 3 and using (90), we obtain for T small enough that
‖U‖H3(ΩT ) + ‖ϕ‖H3(∂ΩT ) ≤ C(K0)‖f‖H3(ΩT ). (116)
It is natural to assume that T < 1 and, hence, we can suppose that the constant C(K0) does
not depend on T . Inequalities (115) and (116) imply the tame estimate (95).
Using the Moser-type calculus inequalities, inequality (94) and Sobolev’s embeddings, from
(48) we get the estimate
‖f‖Hs(ΩT ) ≤ C(K0)
{‖f‖Hs(ΩT ) + ‖g‖Hs+1(∂ΩT )
+ ‖g‖H4(∂ΩT )
(‖Û‖Hs+1(ΩT ) + ‖ϕˆ‖Hs+1(∂ΩT ))}, (117)
for f which together with (95) and (46) (recall that the indices ♮ were dropped) gives the desired
tame a priori estimate (91).
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Formally, the existence of solutions (U˙ , ϕ) ∈ H1(ΩT ) ×H1(∂ΩT ) to problem (30)–(32) was
proved in Section 5 (see Theorem 5.1). However, we can here omit a formal proof of the existence
of solutions having an arbitrary degree of smoothness and suppose that the existence result of
Theorem 5.1 is also valid for the function spaces Hs(ΩT ) × Hs(∂ΩT ) with s ≥ 1 because the
arguments in Section 5 towards the proof of existence are easily extended to these function
spaces under the same assumptions about the regularity of the basic state (Û , ϕˆ) as in Theorem
6.1. The proof of Theorem 6.1 is thus complete.
6.4 Proof of the tame estimate under the fulfilment of the non-collinearity condi-
tion
In view of the second boundary condition in (51), it follows from (97) that∫
Ω
Â0∂αtanU · ∂αtanU dx
= −2
∫
∂Ωt
{
∂1pˆ ∂
α
tanϕ+ [∂
α
tan, ∂1pˆ]ϕ
}
∂αtanvN |x1=0 dx′ds+R,
(118)
Using (76), we reduce the term −2∂1pˆ ∂αtanϕ∂αtanvN |x1=0 to the sum of “lower-order” terms having
one of the following forms:
cˆ∂γtanF
j
N∂
α
tanvN , cˆ∂
γ
tanRj∂
α
tanvN , cˆ∂
γ
tanvN∂
α
tanvN ,
cˆ∂γtanϕ∂
α
tanvN , ∂
α
tanvN [∂
γ
tan, cˆ]F
j
N ,
∂αtanvN [∂
γ
tan, cˆ]Rj , ∂
α
tanvN [∂
γ
tan, cˆ]vN , ∂
α
tanvN [∂
γ
tan, cˆ]ϕ on ∂ΩT ,
(119)
where ∂αtan = ∂ℓ∂
γ
tan, ℓ = 2 or ℓ = 3 if α0 6= s and ℓ = 0 (i.e., ∂αtan = ∂t∂γtan) otherwise,
|γ| = s− 1 ≥ 2, j = µ or j = ν, and cˆ is the common notation for a coefficient appearing in (76)
as a component of ±aˆm. The terms cˆ∂γtanF jN∂αtanvN |x1=0 (with j = µ and j = ν) are estimated
by passing to the volume integral and integrating by parts:∫
∂Ωt
cˆ∂γtanF
j
N∂
α
tanvN |x1=0 dx′ds = −
∫
Ωt
∂1
(
c˜h1∂ℓh2
)
dxds
=
∫
Ωt
{
c˜∂ℓh1∂1h2 + (∂ℓc˜)h1∂1h2 − c˜∂1h1∂ℓh2 − (∂1c˜)h1∂1h2
}
dxds
−
∫
Ωt
∂ℓ
(
c˜h1∂1h2
)
dxds
≤ C(K)‖h‖2H1(Ωt) −
∫
Ωt
∂ℓ
(
c˜h1∂1h2
)
dxds,
where c˜|x1=0 = cˆ, h1 = ∂γtanF jN , h2 = ∂γtanvN and h = (h1, h2). If ℓ = 2 or ℓ = 3 the last integral
above is equal to zero. But for ℓ = 0 we have:
−
∫
Ωt
∂s
(
c˜h1∂1h2
)
dxds = −
∫
Ω
c˜h1∂1h2dxds.
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Using the Young inequality, the elementary inequality (65) and the calculus inequality (98), we
estimate the last integral as follows:
−
∫
Ω
c˜h1∂1h2dxds ≤ C(K)
{
ε˜|||U(t)|||2Hs(Ω) +
1
ε˜
‖h1(t)‖2L2(Ω)
}
≤ C(K)
{
ε˜|||U(t)|||2Hs(Ω) +
1
ε˜
‖F jN‖2Hs(Ωt)
}
≤ ε˜C(K)|||U(t)|||2Hs(Ω)
+
C(K)
ε˜
{
‖U‖Hs(Ωt) + ‖U‖2L∞(ΩT )‖ϕˆ‖2Hs+1(∂ΩT )
}
,
where ε˜ is a small positive constant.
The rest terms in (119) as well as the term −2[∂αtan, ∂1pˆ]ϕ∂αtanvN |x1=0 appearing in the
boundary integral in (118) are estimated in the same way as above. The functions Rj and
ϕ appear in the volume integral as χ(x1)Rj and Ψ respectively, where χ(x1) is the “lifting”
function from (13). We also use the following “higher-order” version of estimate (58) for Rj :
‖Rj‖Hs(∂Ωt) ≤C(K)
{
‖f‖Hs+1(ΩT ) + ‖ϕ‖Hs(∂Ωt)
+
(‖f‖2L∞(ΩT ) + ‖ϕ‖2L∞(∂ΩT )) (1 + |||coeff |||2s+2)}. (120)
Omitting technical details, we finally obtain the following estimate for the boundary integral in
(118):
−2
∫
∂Ωt
{
∂1pˆ ∂
α
tanϕ+ [∂
α
tan,∂1pˆ]ϕ
}
∂αtanvN |x1=0 dx′ds
≤ C(K)
{
ε˜|||U(t)|||2Hs(Ω) +
1
ε˜
M˜(t)
}
,
where
M˜(t) = N˜ (T ) +
t∫
0
I(τ) dτ, I(t) = |||U(t)|||2Hs(Ω) + |||ϕ(t)|||2Hs(∂Ω),
N˜ (T ) = ‖f‖2Hs+1(ΩT )
+
(
‖U‖2W 1
∞
(ΩT )
+ ‖ϕ‖2W 1
∞
(∂ΩT )
+ ‖f‖2L∞(ΩT )
) (
1 + ‖coeff‖2s+2
)
.
Using then (100), it follows from (118) that
|||U(t)|||2tan,s ≤ C(K)
{
ε˜|||U(t)|||2Hs(Ω) +
1
ε˜
M˜(t)
}
. (121)
In fact, estimates (108) (with k = s) and (110) were roughened ones in the sense that we
could replace the norms ‖coeff‖s+3 appearing there in M(t) with the norms ‖coeff‖s+2. The
combination of (121) with the improved versions of estimates (108) and (110) (where the norms
‖coeff‖s+3 are replaced with norms ‖coeff‖s+2) gives
|||U(t)|||2Hs(Ω) ≤ C(K)
{
ε˜|||U(t)|||2Hs(Ω) +
1
ε˜
M˜(t)
}
.
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We then absorb the term ε˜C(K)|||U(t)|||2Hs(Ω) in the left-hand side of the last inequality by
choosing ε˜ small enough:
|||U(t)|||2Hs(Ω) ≤ C(K)M˜(t). (122)
By utilizing the elementary inequality (65) (with u = ϕ and D = ∂Ω), from (122) we deduce
|||U(t)|||2Hs(Ω) + |||ϕ(t)|||2Hs−1(∂Ω) ≤ C(K)M˜(t). (123)
Applying the differential operator ∂γtan with |γ| = s−1 to (76), using the Moser-type inequalities,
estimate (120), inequality (65) and the trace theorem, we obtain the inequalities
∑
|α|=s
‖∂αtanϕ‖2L2(∂Ωt) ≤ C(K)
{
N˜ (T ) +
t∫
0
I˜(τ) dτ
}
, (124)
∑
|α|=s
‖∂αtanϕ(t)‖2L2(∂Ω) ≤ C(K)
{
N˜ (T ) + I˜(t)
}
, (125)
with I˜(t) = |||U(t)|||2Hs(Ω) + |||ϕ(t)|||2Hs−1(∂Ω). Combination (123) with (124) gives
I˜(t) ≤ C(K)
{
N˜ (T ) +
t∫
0
I˜(τ) dτ
}
.
Applying then Gronwall’s lemma, we get the energy a priori estimate
I˜(t) ≤ C(K) eC(K)T N˜ (T ). (126)
Integrating (126) over the interval [0, T ], we come to the estimate
I˜(t) ≤ C(K)TeC(K)T N˜ (T ). (127)
From (125) and (127) we derive the inequality∑
|α|=s
‖∂αtanϕ(t)‖2L2(∂Ω) ≤ C(K)N˜ (T )
for T < 1 whose integration over the interval [0, T ] gives∑
|α|=s
‖∂αtanϕ‖2L2(∂Ωt) ≤ C(K)T N˜ (T ).
The last estimate and (127) imply
I(t) ≤ C(K)T N˜ (T ) (128)
for T < 1.
Applying then arguments similar to that in (113)–(115), we get
‖U‖Hs(ΩT ) + ‖ϕ‖Hs(∂ΩT )
≤ C(K)T 1/2
{
‖f‖Hs+1(ΩT )+
(‖U‖H3(ΩT ) + ‖ϕ‖H3(∂ΩT ) + ‖f‖H4(ΩT ))
· (‖Û‖Hs+2(ΩT ) + ‖ϕˆ‖Hs+2(∂ΩT ))},
(129)
where we have absorbed some norms ‖U‖H3(ΩT ) and ‖ϕ‖H3(∂ΩT ) in the left-hand side by choosing
T small enough. Considering (129) for s = 3 and using (92), we obtain for T small enough that
‖U‖H3(ΩT ) + ‖ϕ‖H3(∂ΩT ) ≤ C(K0)‖f‖H4(ΩT ). (130)
Inequalities (129) and (130) imply the tame estimate (96). Using (46), (96) and the estimate
(117) for s replaced with s+1 gives the desired tame a priori estimate (93). With reference to the
comments about the existence of solutions from the last paragraph of the previous subsection,
the proof of Theorem 6.2 is complete.
7 Compatibility conditions and approximate solution
To use the tame estimates (95) or (96) for the proof of convergence of the Nash-Moser iteration,
we should reduce our nonlinear problem (14)–(16) on [0, T ]×Ω to that on ΩT (see (22)) whose
solutions vanish in the past. This is achieved by the classical argument suggesting to absorb the
initial data into the interior equations by constructing a so-called approximate solution. Before
constructing the approximate solution we have to define compatibility conditions for the initial
data (16).
Suppose we are given initial data (U0, ϕ0) that satisfy the hyperbolicity conditions (5) and
the divergence and boundary constraints (17) and (18). Let
U (0) = (p(0), F
(0)
1 , F
(0)
2 , F
(0)
3 ) := U0 and ϕ
(0) := ϕ0,
where v(i) :=
(
v
(i)
1 , v
(i)
2 , v
(i)
3
)
and F
(i)
j :=
(
F
(i)
j , F
(i)
j , F
(i)
j
)
(j = 1, 2, 3). Here i = 0 but below
these notations will be used with indices i ≥ 0. Let also Ψ(i) := χ(x1)ϕ(i)(t, x′). In view of the
hyperbolicity conditions (5), we rewrite system (14) in the form
∂tU = − (A0(U))−1
(
A˜1(U,Ψ)∂1U +A2(U)∂2U +A3(U)∂3U
)
. (131)
The traces
U (j) = (p(j), v(j), F
(j)
1 , F
(j)
2 , F
(j)
3 ) = ∂
j
tU |t=0 and ϕ(j) = ∂jtϕ|t=0,
with j ≥ 1, are recursively defined by the formal application of the differential operator ∂j−1t to
the boundary condition
∂tϕ = (v1 − v2∂2ϕ− v3∂3ϕ)|x1=0 (132)
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and (131) and evaluating ∂jtϕ and ∂
j
tU at t = 0.
We naturally define the zeroth-order compatibility condition as p
(0)
|x1=0
= 0. Evaluating (132)
at t = 0, we get
ϕ(1) =
(
v
(0)
1 − v(0)2 ∂2ϕ(0) − v(0)3 ∂3ϕ(0)
)∣∣
x1=0
, (133)
and then, with ∂tΨ
±|t=0 = χ(±x1)ϕ(1)(x′), from (131) evaluated at t = 0 we define U±(1). The
first-order compatibility condition p
(1)
|x1=0
= 0 depends on ϕ(0) and ϕ(1). Knowing ϕ(1) and U±(1)
we can then find ϕ(2), U±(2), etc. The following lemma is the analogue of lemma 4.2.1 in [19],
lemma 19 in [32] and lemma 4.1 in [38].
Lemma 7.1. Let µ ∈ N, µ ≥ 3, and (U0, ϕ0) ∈ Hµ+1/2(Ω)×Hµ+1/2(∂Ω). Then, the procedure
described above determines U (j) ∈ Hµ+1/2−j(Ω) and ϕ(j) ∈ Hµ+1/2−j(∂Ω) for j = 1, . . . , µ.
Moreover,
µ∑
j=1
(∥∥U (j)∥∥
Hµ+1/2−j(Ω)
+
∥∥ϕ(j)∥∥
Hµ+1/2−j(∂Ω)
)
≤ CM0, (134)
where
M0 = ‖U0‖Hµ+1/2(Ω) + ‖U0‖Hµ+1/2(Ω) + ‖ϕ0‖Hµ+1/2(∂Ω), (135)
the constant C > 0 depends only on µ, ‖U0‖W 1
∞
(Ω), and ‖ϕ0‖W 1
∞
(∂Ω).
The proof is almost evident and based on the multiplicative properties of Sobolev spaces.
Definition 7.1. Let µ ∈ N, µ ≥ 3. The initial data (U0, ϕ0) ∈ Hµ+1/2(Ω) × Hµ+1/2(∂Ω) are
said to be compatible up to order µ when
(
U (j), ϕ(j)
) ∈ Hµ+1/2−j(Ω)×Hµ+1/2−j(∂Ω) satisfy
p
(j)
|x1=0
= 0 (136)
for j = 0, . . . , µ.
We are ready to construct the approximate solution.
Lemma 7.2. Suppose the initial data (16) are compatible up to order µ and satisfy the hyperbol-
icity conditions (5) and the divergence constraints (17) for all x ∈ Ω and the boundary constraints
(18) for all x ∈ ∂Ω. Then there exists a vector-function (Ua, ϕa) ∈ Hµ+1(ΩT ) × Hµ+1(∂ΩT )
that is further called the approximate solution to problem (14)–(16) such that
∂jtL(U
a,Ψa)|t=0 = 0 in Ω for j = 0, . . . , µ − 1, (137)
and it satisfies the boundary conditions (15) and the initial data (16):
B(Ua, ϕa) = 0 on ∂ΩT , (138)
Ua|t=0 = U0 in Ω, ϕa|t=0 = ϕ0 on ∂Ω, (139)
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where Ψa = χ(x1)ϕ
a. The approximate solution obeys the estimate
‖Ua‖Hµ+1(ΩT ) + ‖ϕa‖Hµ+1(∂ΩT ) ≤ C1(M0) (140)
where C1 = C1(M0) > 0 is a constant depending on M0 (see (135)). Moreover, the approximate
solution satisfies the divergence and boundary constraints (17) and (18) as well as equations
(27). It also satisfies the hyperbolicity conditions (5) in [0, T ]×Ω. If the initial data satisfy the
Rayleigh-Taylor sign condition (37), then the approximate solution satisfies (37) on [0, T ]×∂Ω. If
the initial data satisfy the non-collinearity condition (38), then the approximate solution satisfies
(38) on [0, T ] × ∂Ω.
We omit the proof of Lemma 7.2 because it is absolutely analogous to the proof of lemma 6
in [37], lemma 4.3 in [38], lemma 21 in [32] and lemma 4.3 in [21].
Remark 7.1. We construct the approximate solution by lifting the trace (U0, ϕ0) from the
hypersurface t = 0 to R × Ω. This is why (U0, ϕ0) ∈ Hµ+1/2(Ω) ×Hµ+1/2(∂Ω) and (Ua, ϕa) ∈
Hµ+1(ΩT )×Hµ+1(∂ΩT ). In this connection, we note that there was a technical mistake in [38] in
the definition of the compatibility conditions requiring that
(
U (j), ϕ(j)
) ∈ Hµ−j(Ω)×Hµ−j(∂Ω)
but not
(
U (j), ϕ(j)
) ∈ Hµ+1/2−j(Ω)×Hµ+1/2−j(∂Ω).
Without loss of generality we can suppose that
‖U0‖Hµ+1/2(Ω) + ‖ϕ0‖Hµ+1/2(∂Ω) ≤ 1, ‖ϕ0‖Hµ+1/2(∂Ω) ≤ 1/2. (141)
Then for a sufficiently short time interval [0, T ] the smooth solution whose existence we are going
to prove satisfies ‖ϕ‖L∞([0,T ]×∂Ω) ≤ 1, which implies ∂1Φ ≥ 1/2 (recall that ‖χ′‖L∞(R) < 1/2,
see Section 2). Let µ be an integer number that will appear in the regularity assumption for the
initial data in the existence theorem for problem (14)–(16). Looking ahead, we take µ = m+7,
with m ≥ 6 for Theorem 4.1 and m ≥ 8 for Theorem 4.2. In the end of the next section we will
see that this choice is suitable. Taking into account (141), we rewrite (140) as
‖Ua‖Hm+8(ΩT ) + ‖ϕa‖Hm+8(∂ΩT ) ≤ C∗, (142)
where C∗ = C1(1). Let us introduce
fa :=
{
−L(Ua,Ψa) for t > 0,
0 for t < 0.
(143)
Since (Ua, ϕa) ∈ Hm+8(ΩT ) ×Hm+8(∂ΩT ), taking into account (137), we get fa ∈ Hm+7(ΩT )
and
‖fa‖Hm+7(ΩT ) ≤ δ0(T ), (144)
where the constant δ0(T ) → 0 as T → 0. To prove estimate (144) we use the Moser-type and
embedding inequalities and the fact that fa vanishes in the past.
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Given the approximate solution defined in Lemma 7.2, (U,ϕ) = (Ua, ϕa)+(U˜ , ϕ˜) is a solution
of the original problem (14)–(16) on [0, T ] × Ω if (U˜ , ϕ˜) satisfies the following problem on ΩT
(tildes are dropped):
L(U,Ψ) = fa in ΩT , (145)
B(U,ϕ) = 0 on ∂ΩT , (146)
(U,ϕ) = 0 for t < 0, (147)
where
L(U,Ψ) := L(Ua + U,Ψa +Ψ)− L(Ua,Ψa), B(U,ϕ) := B(Ua + U,ϕa + ϕ).
From now on we concentrate on the proof of the existence of solutions to problem (145)–(147).
8 Nash-Moser iteration
We solve problem (145)–(147) by a suitable Nash-Moser-type iteration scheme. In short, this
scheme is a modified Newton’s scheme, and at each Nash-Moser iteration step we smooth the
coefficient un of a corresponding linear problem for δun = un+1 − un. Errors of a classical
Nash-Moser iteration are the “quadratic” error of Newton’s scheme and the “substitution” er-
ror caused by the application of smoothing operators Sθ (see, e.g., [1, 10, 30] and references
therein). Moreover, we have the additional error caused by the introduction of an intermediate
(or modified) state un+1/2 satisfying some constraints. In our case, these constraints are (25)
and (26) and either the Rayleigh-Taylor sign condition (43) or the non-collinearity condition
(41) together with assumption (27), which were required to be fulfilled for the basic state (23).
Also, the additional error is caused by dropping the zeroth-order term in Ψ in the linearized
interior equations written in terms of the “good unknown” (see (28)).
Since assumption (90) on the basic state and the tame estimate (91) in Theorem 6.1 are
the same as the corresponding assumption and tame estimate in theorem 3.1 in [38], the Nash-
Moser procedure towards the proof of the existence result of Theorem 4.1 is absolutely the same
as in [38].5 Referring to [38] and taking into account Remark 7.1, we get the existence result
of Theorem 4.1. The basic a priori estimates (42) and (44) for the linearized problem imply
uniqueness of a solution to the nonlinear problem (14)–(16) that can be proved by standard
argument (see, e.g., [36]). With this short remark, we shall no longer discuss the problem of
uniqueness. That is, the proof of Theorem 4.1 is complete and it remains to prove the existence
of smooth solutions to problem (14)–(16) formulated in Theorem 4.2.
5The process of construction of the modified state (Un+1/2, ϕn+1/2) is similar to that in [38] because the
constraints for the deformation gradient in (26) are not more involved as the first assumption in (26).
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8.1 Iteration scheme for solving problem (145)–(147)
Regarding the proof of the existence result of Theorem 4.2, we may be very brief here and almost
everywhere just refer to [38]. The only place which requires little attention is the construction
of the modified state because the additional constraint (27) is more involved as those in [38].
Following [38], we describe the iteration scheme for problem (145)–(147). We first list the
important properties of smoothing operators [1, 10, 30].
Proposition 8.1. There exists such a family {Sθ}θ≥1 of smoothing operators in Hs(ΩT ) acting
on the class of functions vanishing in the past that
‖Sθu‖Hβ(ΩT ) ≤ Cθ(β−α)+‖u‖Hα(ΩT ), α, β ≥ 0, (148)
‖Sθu− u‖Hβ(ΩT ) ≤ Cθβ−α‖u‖Hα(ΩT ), 0 ≤ β ≤ α, (149)∥∥∥ d
dθ
Sθu
∥∥∥
Hβ(ΩT )
≤ Cθβ−α−1‖u‖Hα(ΩT ), α, β ≥ 0, (150)
where C > 0 is a constant, and (β − α)+ := max(0, β − α). Moreover, there is another family
of smoothing operators (still denoted Sθ) acting on functions defined on the boundary ∂ΩT and
meeting properties (148)–(150) with the norms ‖ · ‖Hα(∂ΩT ).
We choose
U0 = 0, ϕ0 = 0
and assume that
(Uk, ϕk) = (pk, v1,k, v2,k, v3,k, F11,k, F21,k, . . . , F33,k, ϕk)
are already given for k = 0, . . . , n. Moreover, let (Uk, ϕk) vanish in the past, i.e., they satisfy
(147). We define
Un+1 = Un + δUn, ϕn+1 = ϕn + δϕn,
where the differences δUn and δϕn solve the linear problem
L
′
e(U
a + Un+1/2,Ψ
a +Ψn+1/2)δU˙n = fn in ΩT ,
B
′
n+1/2(δU˙n, δϕn) = gn on ∂ΩT ,
(δU˙n, δϕn) = 0 for t < 0.
(151)
Here
δU˙n := δUn − δΨn
∂1(Φa +Ψn+1/2)
∂1(U
a + Un+1/2) (152)
is the “good unknown” (cf. (28)),
B
′
n+1/2 := B
′
e((U
a + Un+1/2)|x1=0, ϕa + ϕn+1/2),
the operators L′e and B
′
e are defined in (33) and (34), and (Un+1/2, ϕn+1/2) is a smooth modified
state such that (Ua+Un+1/2, ϕ
a +ϕn+1/2) satisfies constraints (25)–(27) and (41) (Ψn, Ψn+1/2,
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and δΨn are associated to ϕn, ϕn+1/2, and δϕn like Ψ is associated to ϕ). The right-hand sides
fn and gn are defined through the accumulated errors at the step n.
The errors of the iteration scheme are defined from the following chains of decompositions:
L(Un+1,Ψn+1)− L(Un,Ψn)
= L′(Ua + Un,Ψ
a +Ψn)(δUn, δΨn) + e
′
n
= L′(Ua + SθnUn,Ψ
a + SθnΨn)(δUn, δΨn) + e
′
n + e
′′
n
= L′(Ua + Un+1/2,Ψ
a +Ψn+1/2)(δUn, δΨn) + e
′
n + e
′′
n + e
′′′
n
= L′e(U
a + Un+1/2,Ψ
a +Ψn+1/2)δU˙n + e
′
n + e
′′
n + e
′′′
n +Dn+1/2δΨn
and
B(Un+1|x1=0, ϕn+1)− B(Un|x1=0, ϕn)
= B′((Ua + Un)|x1=0, ϕa + ϕn)(δUn|x1=0, δϕn) + e˜′n
= B′((Ua + SθnUn)|x1=0, ϕa + Sθnϕn)(δUn|x1=0, δϕn) + e˜′n + e˜′′n
= B′n+1/2(δU˙n, δϕn) + e˜
′
n + e˜
′′
n + e˜
′′′
n ,
where Sθn are smoothing operators enjoying the properties of Proposition 8.1, with the sequence
(θn) defined by
θ0 ≥ 1, θn =
√
θ0 + n,
and we use the notation
Dn+1/2 :=
1
∂1(Φa +Ψn+1/2)
∂1
{
L(Ua + Un+1/2,Ψ
a +Ψn+1/2)
}
.
The errors e′n and e˜
′
n are the usual quadratic errors of Newton’s method, and e
′′
n, e˜
′′
n and e
′′′
n , e˜
′′′
n
are the first and the second substitution errors respectively.
Let
en := e
′
n + e
′′
n + e
′′′
n +Dn+1/2δΨn, e˜n := e˜
′
n + e˜
′′
n + e˜
′′′
n , (153)
then the accumulated errors at the step n ≥ 1 are
En =
n−1∑
k=0
ek, E˜n =
n−1∑
k=0
e˜k, (154)
with E0 := 0 and E˜0 := 0. The right-hand sides fn and gn are recursively computed from the
equations
n∑
k=0
fk + SθnEn = Sθnf
a,
n∑
k=0
gk + SθnE˜n = 0, (155)
where f0 := Sθ0f
a and g0 := 0. Since SθN → I as N → ∞, one can show that we formally
obtain the solution to problem (145)–(147) from L(UN ,ΨN ) → fa and B(UN |x1=0, ϕN ) → 0,
provided that (eN , e˜N )→ 0.
Below we closely follow the plan of [38]. Let us first formulate our inductive hypothesis,
which is actually the same as in [38].
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8.2 Inductive hypothesis
Given a small number δ > 0,6 the integer α := m+1, and an integer α˜, our inductive hypothesis
reads:
(Hn−1)

a) ∀ k = 0, . . . , n− 1, ∀s ∈ [3, α˜] ∩ N,
‖δUk‖Hs(ΩT ) + ‖δϕk‖Hs(∂ΩT ) ≤ δθs−α−1k ∆k,
b) ∀ k = 0, . . . , n− 1, ∀s ∈ [3, α˜ − 2] ∩ N,
‖L(Uk,Ψk)− fa‖Hs(ΩT ) ≤ 2δθs−α−1k ,
c) ∀ k = 0, . . . , n− 1, ∀s ∈ [4, α] ∩ N,
‖B(Uk|x1=0, ϕk)‖Hs(∂ΩT ) ≤ δθs−α−1k ,
where ∆k = θk+1 − θk. Note that the sequence (∆n) is decreasing and tends to zero, and
∀n ∈ N, 1
3θn
≤ ∆n =
√
θ2n + 1− θn ≤
1
2θn
.
Recall that (Uk, ϕk) for k = 0, . . . , n are also assumed to satisfy (147). Looking a few steps
ahead, we observe that we will need to use inequalities (142) and (144) with m = α˜− 6, i.e., we
now choose α˜ = m + 6 = α + 5. Our goal is to prove that (Hn−1) implies (Hn) for a suitable
choice of parameters θ0 ≥ 1 and δ > 0, and for a sufficiently short time T > 0. After that
we shall prove (H0). From now on we assume that (Hn−1) holds. As in [3, 38], we have the
following consequences of (Hn−1) and Proposition 8.1.
Lemma 8.1. If θ0 is big enough, then for every k = 0, . . . , n and for every integer s ∈ [3, α˜] we
have
‖Uk‖Hs(ΩT ) + ‖ϕk‖Hs(∂ΩT ) ≤ δθ(s−α)+k , α 6= s, (156)
‖Uk‖Hα(ΩT ) + ‖ϕk‖Hα(∂ΩT ) ≤ δ log θk, (157)
‖(I − Sθk)Uk‖Hs(ΩT ) + ‖(1− Sθk)ϕk‖Hs(∂ΩT ) ≤ Cδθs−αk , (158)
and for every k = 0, . . . , n and for every integer s ≥ 3 we have
‖SθkUk‖Hs(ΩT ) + ‖Sθkϕk‖Hs(∂ΩT ) ≤ Cδθ(s−α)+k , α 6= s, (159)
‖SθkUk‖Hα(ΩT ) + ‖Sθkϕk‖Hα(∂ΩT ) ≤ Cδ log θk. (160)
8.3 Estimate of the quadratic and first substitution errors
Referring to [38] for the proof (see there lemmata 4.8 and 4.9), we have the following results:
6We use the same Greek letter δ as in the differences δUn and δϕn above. But we hope that this will not lead
to confusion because from the context it is always clear that δ written before Un or ϕn is not a multiplier.
41
Lemma 8.2. Let α ≥ 4. There exist δ > 0 sufficiently small, and θ0 ≥ 1 sufficiently large, such
that for all k = 0, . . . n− 1, and for all integer s ∈ [3, α˜− 1], we have the estimates
‖e′k‖Hs(ΩT ) ≤Cδ2θL1(s)−1k ∆k,
‖e˜′k‖Hs(∂ΩT ) ≤Cδ2θL1(s)−1k ∆k,
where L1(s) = max{(s+ 1− α)+ + 4− 2α, s + 2− 2α}.
Lemma 8.3. Let α ≥ 4. There exist δ > 0 sufficiently small, and θ0 ≥ 1 sufficiently large, such
that for all k = 0, . . . n− 1, and for all integer s ∈ [6, α˜− 2], one has
‖e′′k‖Hs(ΩT ) ≤ Cδ2θL2(s)−1k ∆k,
‖e˜′′k‖Hs(∂ΩT ) ≤ Cδ2θL2(s)−1k ∆k,
where L2(s) = max{(s+ 1− α)+ + 6− 2α, s + 5− 2α}.
8.4 Construction and estimate of the modified state
Since the approximate solution satisfies the hyperbolicity conditions (5) and the non-collinearity
condition (38) on [0, T ]×∂Ω (see Lemma 7.2) and since we shall require that the smooth modified
state vanishes in the past, the state (Ua + Un+1/2, ϕ
a + ϕn+1/2) will satisfy (25) and (41) for a
sufficiently short time T > 0. Therefore, while constructing the modified state we may focus
only on constraints (26) and (27).
Proposition 8.2. Let α ≥ 4. The exist some functions Un+1/2 and ϕn+1/2, that vanish in the
past, and such that (Ua + Un+1/2, ϕ
a + ϕn+1/2) satisfies (25)–(27) and (41) for a sufficiently
short time T . Moreover, these functions satisfy
ϕn+1/2 = Sθnϕn, pn+1/2 = Sθnpn, vj,n+1/2 = Sθnvj,n (j = 2, 3), (161)
and
‖Un+1/2 − SθnUn‖Hs(ΩT ) ≤ Cδθs+2−αn for s ∈ [3, α˜ + 2] (162)
for sufficiently small δ > 0 and T > 0, and a sufficiently large θ0 ≥ 1.
Proof. Note that estimate (162) can be proved for every s ≥ 3 but below we will need it only for
s ∈ [3, α˜+2]. Let ϕn+1/2, pn+1/2 and vj,n+1/2 (j = 2, 3) be defined by (161). We define v1,n+1/2
as in [38]:
v1,n+1/2 := Sθnv1,n +RTG,
where
G =∂tϕn+1/2 − (Sθnv1,n)|x1=0
+
3∑
k=2
(
(vak + vk,n+1/2)∂kϕn+1/2 + vk,n+1/2∂kϕ
a
)∣∣
x1=0
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and RT : Hs(∂ΩT ) −→ Hs+1/2(ΩT ) is the lifting operator from the boundary to the interior.
Since we mainly prefer to work with integer indices of Sobolev spaces (see Remark 6.1), instead
of RT we could even write the function χ = χ(x1) being the same C∞0 function which was
used in (6). Clearly, the above definition of v1,n+1/2 implies the first boundary condition in (26)
written for (Ua + Un+1/2, ϕ
a + ϕn+1/2). Referring to [38] for detailed arguments and technical
calculations, we have the estimate
‖v1,n+1/2 − Sθnv1,n‖Hs(ΩT ) ≤ Cδθs+1−αn .
We now define
Fkj,n+1/2 := SθnFkj,n + χ (bkj,n − (SθnFkj,n)|x1=0) (k = 2, 3),
where for given vn+1/2 the functions bkj,n satisfy the linear systems
K(va + vn+1/2)(F atanj + bj,n) = 0 on ∂ΩT
with the initial data (bkj,n − (SθnFkj,n)|x1=0)|t=0 = 0. Here the linear differential operator
K(va + vn+1/2) :=I2∂t +
3∑
k=2
(vak + vk,n+1/2)I2∂k
−
(
∂2(v
a
2 + v2,n+1/2) ∂3(v
a
2 + v2,n+1/2)
∂2(v
a
3 + v3,n+1/2) ∂3(v
a
3 + v3,n+1/2)
)
· ,
and bj,n = (b2j,n, b3j,n) and F
a
tanj = (F
a
2j , F
a
3j). We can also rewrite the linear systems above by
taking into account that the approximate state satisfies equations (27), i.e.,
K(va)F atanj = 0 on ∂ΩT .
After that we define the first components of the vectors Fj,n+1/2 as
F1j,n+1/2 := SθnF1j,n + χGj,
where
Gj =− (SθnF1j,n)|x1=0
+
3∑
k=2
(
(F akj + Fkj,n+1/2)∂kϕn+1/2 + Fkj,n+1/2∂kϕ
a
)∣∣
x1=0
.
Clearly, the components of the vectors Fj,n+1/2 defined above (U
a+Un+1/2, ϕ
a+ϕn+1/2) satisfy
(26) and (27).
Omitting technical calculations, we only note that for estimating bkj,n − (SθnFkj,n)|x1=0 we
have to estimate the norms ‖(1−Sθn)Fkj,n‖Hs+1(∂ΩT ). That is, we have to use the trace theorem
whose application together with inequality (158) gives
‖(1 − Sθn)Fkj,n‖Hs+1(∂ΩT ) ≤ C‖(1− Sθn)Fkj,n‖Hs+2(ΩT ) ≤ Cδθs+2−αn .
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Omitting details, we get the estimates
‖Fkj,n+1/2 − SθnFkj,n‖Hs(ΩT ) ≤ Cδθs+2−αn (k = 2, 3).
After that the estimates for F1j,n+1/2 are obtained similarly to the estimates for v1,n+1/2. Rough-
ening the estimates for v1,n+1/2, we finally get the desired estimate (162). The arguments towards
the proof of estimate (162) are really similar to those in [32, 37] in spite of the fact that our
process of the definition of the modified state differs a little from that in [32, 37] (see also Remark
8.1 below).
Remark 8.1. Our assumption (27) for the basic state requiring that the linear equations for
F2j and F3j (for a given v) contained in (14) hold only on the boundary x1 = 0 but not in the
interior of the domain does not give any advantage in comparison with the assumption for the
magnetic field in [32, 37], where the corresponding linear equation for the magnetic field was
assumed to be satisfied in the interior. Indeed, as in [32, 37], in the right-hand side of estimate
(162) we have the multiplier θs+2−αn but not θ
s+1−α
n . That is, alternatively we could assume
that the basic state satisfies the linear equations for Fj in the interior and just refer to [32, 37]
where the process of getting estimates like (162) is described in more details.
8.5 Estimate of the second substitution errors and the last error term
Referring again for a detailed proof to [38] (see there lemmata 4.11 and 4.12), here we just
formulate the following results.
Lemma 8.4. Let α ≥ 5. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all k = 0, . . . n− 1, and for all integer s ∈ [3, α˜ − 1], one has
‖e′′′k ‖Hs(ΩT ) ≤ Cδ2θL3(s)−1k ∆k,
‖e˜′′′k ‖Hs(∂ΩT ) ≤ Cδ2θL3(s)−1k ∆k,
where L3(s) = max{(s+ 1− α)+ + 10− 2α, s + 6− 2α}.
Lemma 8.5. Let α ≥ 5. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all k = 0, . . . n− 1, and for all integer s ∈ [3, α˜ − 2], one has
‖Dk+1/2δΨk‖Hs(ΩT ) ≤ Cδ2θL(s)−1k ∆k,
where L(s) = max{(s + 2− α)+ + 10 − 2α, (s + 1− α)+ + 11 − 2α, s + 7− 2α}.
The functions L3(s) and L(s) differ from those in [38] because in the right-hand side of
estimate (162) we have the multiplier θs+2−αn but not θ
s+1−α
n as in [38]. Going inside technical
calculations in [38] (see also [3]), we can easily modify them by using estimate (162) and get the
formulae for L3(s) and L(s).
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8.6 Convergence of the iteration scheme
Lemmata 8.2–8.5 yield the estimate of en and e˜n defined in (153) as the sum of all the errors of
the nth step.
Lemma 8.6. Let α ≥ 5. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all k = 0, . . . n− 1, and for all integer s ∈ [3, α˜ − 2], one has
‖ek‖Hs(ΩT ) + ‖e˜k‖Hs(∂ΩT ) ≤ Cδ2θL(s)−1k ∆k, (163)
where L(s) is defined in Lemma 8.5.
Lemma 8.6 gives the estimate of the accumulated errors En and E˜n.
Lemma 8.7. Let α ≥ 9. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that
‖En‖Hα+3(ΩT ) + ‖E˜n‖Hα+3(∂ΩT ) ≤ Cδ2θn. (164)
Proof. One can check that L(α+3) ≤ 1 if α ≥ 9, where L(s) is defined in Lemma 8.5. It follows
from (163) that
‖En‖Hα+3(ΩT ) + ‖E˜n‖Hα+3(∂ΩT ) ≤
n−1∑
k=0
(‖ek‖Hα+3(ΩT ) + ‖e˜k‖Hα+3(∂ΩT ))
≤
n−1∑
k=0
Cδ2∆k ≤ Cδ2θn
for α ≥ 9 and α+3 ∈ [3, α˜− 2], i.e., α˜ ≥ α+5. The minimal possible α˜ is α+5, i.e., our choice
α˜ = α+ 5 is suitable.
We can now derive the estimates of the source terms fn and gn defined in (155).
Lemma 8.8. Let α ≥ 9. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all integer s ∈ [3, α˜ + 2], one has
‖fn‖Hs(ΩT ) ≤ C∆n
{
θs−α−3n
(‖fa‖Hα+2(ΩT ) + δ2)+ δ2θL(s)−1n },
‖gn‖Hs(∂ΩT ) ≤ Cδ2∆n
(
θL(s)−1n + θ
s−α−3
n
)
.
The proof of Lemma 8.8 (with the help of (148), (150), (163) and (164)) is absolutely
analogous to the proof of lemma 4.16 in [38]. We are now in a position to obtain the estimate
of the solution to problem (151) by employing the tame estimate (96). Then the estimate of
(δUn, δϕn) follows from formula (152).
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Lemma 8.9. Let α ≥ 9. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all integer s ∈ [3, α˜], one has
‖δUn‖Hs(ΩT ) + ‖δϕn‖Hs(∂ΩT ) ≤ δθs−α−1n ∆n. (165)
Proof. Without loss of generality we can take the constant K0 appearing in estimate (96) that
K0 = 2C∗, where C∗ is the constant from (142). In order to apply Theorem 6.2, by using (159)
and (162), we check that
‖Ua + Un+1/2‖H5(ΩT ) + ‖ϕa + Sθnϕn‖H5(∂ΩT ) ≤ 2C∗
for α ≥ 9 and δ small enough. That is, assumption (92) is satisfied for the coefficients of problem
(151). By applying the tame estimate (91), for T small enough one has
‖δU˙n‖Hs(ΩT ) + ‖δϕn‖Hs(∂ΩT )
≤ C{‖fn‖Hs+1(ΩT ) + ‖gn‖Hs+2(∂ΩT )
+
(‖fn‖H4(ΩT ) + ‖gn‖H5(∂ΩT ))
· (‖Ua + Un+1/2‖Hs+2(ΩT ) + ‖ϕa + Sθnϕn‖Hs+2(∂ΩT ))}.
(166)
Using Moser-type inequalities, from formula (152) we obtain
‖δUn‖Hs(ΩT ) ≤‖δU˙n‖Hs(ΩT ) + C
{‖δϕn‖Hs(∂ΩT )
+ ‖δϕn‖H3(∂ΩT )‖ϕa + Sθnϕn‖Hs(∂ΩT )
}
.
Then (166) yields
‖δUn‖Hs(ΩT ) + ‖δϕn‖Hs(∂ΩT )
≤ C{‖fn‖Hs+1(ΩT ) + ‖gn‖Hs+2(∂ΩT )
+
(‖fn‖H4(ΩT ) + ‖gn‖H5(∂ΩT ))
· (‖Ua + Un+1/2‖Hs+2(ΩT ) + ‖ϕa + Sθnϕn‖Hs+2(∂ΩT ))}
(167)
for all integer s ∈ [3, α˜].
Applying Lemma 8.9, (159), and Proposition 8.2, from (167) we derive the estimate
‖δUn‖Hs(ΩT ) + ‖δϕn‖Hs(∂ΩT )
≤C{θs−α−1n (‖fa‖Hα+2(ΩT ) + δ2)+ δ2θL(s+2)−1n }∆n
+ Cδ∆n
{
θ2−αn
(‖fa‖Hα+2(ΩT ) + δ2)+ δ2θ11−2αn }
· {C∗ + θ(s+2−α)+n + θs+4−αn }.
(168)
We can now check that the inequalities
L(s+ 2) ≤ s− α, (s+ 2− α)+ + 2− α ≤ s− α− 1,
(s+ 2− α)+ + 11− 2α ≤ s− α− 1,
s+ 6− 2α ≤ s− α− 1, s+ 15− 3α ≤ s− α− 1
(169)
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hold for α ≥ 9 and s ∈ [3, α˜]. That is, it follows from (168) and (144) that
‖δUn‖Hs(ΩT ) + ‖δϕn‖Hs(∂ΩT ) ≤ C
(
δ0(T ) + δ
2
)
θs−α−1n ∆n ≤ δθs−α−1n ∆n
for δ and T small enough.
Inequality (165) is point a) of (Hn). The lemma below gives us points b) and c) of (Hn).
Lemma 8.10. Let α ≥ 9. There exist δ > 0, T > 0 sufficiently small, and θ0 ≥ 1 sufficiently
large, such that for all integer s ∈ [3, α˜ − 2]
‖L(Un,Ψn)− fa‖Hs(ΩT ) ≤ 2δθs−α−1n . (170)
Moreover, for all integer s ∈ [4, α] one has
‖B(Un|x1=0, ϕn)‖Hs(∂ΩT ) ≤ δθs−α−1n . (171)
Again, we can just refer to [38] for the proof of Lemma 8.10 (see the proof of lemma 4.19
in [38]). As follows from Lemmata 8.9 and 8.10, we have proved that (Hn−1) implies (Hn),
provided that α ≥ 9, α˜ = α+5, the constant θ0 ≥ 1 is large enough, and T > 0, δ > 0 are small
enough. Fixing now the constants α, δ, and θ0, exactly as in [38] (see there the proof of lemma
4.20), we can prove that (H0) is true. That is, we have
Lemma 8.11. If the time T > 0 is sufficiently small, then (H0) is true.
8.7 The proof of Theorem 4.2
We consider initial data (U0, ϕ0) ∈ Hm+15/2(Ω) ×Hm+15/2(∂Ω) satisfying all the assumptions
of Theorem 4.2. In particular, they satisfy the compatibility conditions up to order µ = m+ 7
(see Definition 7.1). Then, thanks to Lemmata 7.1 and 7.2 we can construct an approximate
solution (Ua, ϕa) ∈ Hm+8(ΩT ) × Hm+8(∂ΩT ) that satisfies (142). As follows from Lemmata
8.9–8.11, (Hn) holds for all integer n ≥ 0, provided that α ≥ 9, α˜ = α+ 5, the constant θ0 ≥ 1
is large enough, and the time T > 0 and the constant δ > 0 are small enough. In particular,
(Hn) implies
∞∑
n=0
{‖δUn‖Hm(ΩT ) + ‖δϕn‖Hm(∂ΩT )} <∞.
Hence, the sequence (Un, ϕn) converges in H
m(ΩT ) × Hm(∂ΩT ) to some limit (U,ϕ). Recall
that m = α− 1 ≥ 8. Passing to the limit in (170) and (171) with s = m, we obtain (145)–(147).
Consequently, U := U + Ua, ϕ := ϕ + ϕa is a solution of problem (14)–(16). As was already
noticed above, this solution is unique. This completes the proof of Theorem 4.2.
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9 Ill-posedness for simultaneous failure of non-collinearity and
Rayleigh-Taylor sign conditions
Since below our goal will be the construction of particular exponential solutions, it is natural
that in (35), (36) we drop the source terms f and g, introduce non-zero initial data and consider
the problem for all times t > 0 and in the whole half-space R3+ = {x1 > 0, x′ ∈ R2} (without the
periodicity conditions). We refer to [40] for further discussions on Rayleigh-Taylor instability
detected as ill-posedness for frozen coefficients. As was noted in [40], if the front symbol is not
elliptic, the zero-order terms in ϕ appearing in the boundary conditions (see (31) and (36))
may play a crucial role for the well-posedness of a frozen coefficients linearized free boundary
problem. This can be easily seen on such a classical example as the free boundary problem
for the incompressible Euler equations with the vacuum boundary condition p|Γ = 0. For the
reader’s convenience, we below repeat corresponding short calculations from [40].
9.1 Incompressible Euler equations with a vacuum boundary condition
Without going into details, by analogy with problem (35), (36) we just write down the frozen
coefficients linearized problem associated with the free boundary problem for the incompressible
Euler equations with the vacuum boundary condition p|Γ = 0:
∂tv +∇p = 0, div v = 0, in R+ × R3+, (172)
∂tϕ = v1 + aˆ0ϕ, p = aˆϕ, on R+ × {x1 = 0} × R2, (173)
where p is the scaled pressure (divided by the constant density ρˆ) and the constants aˆ0 and aˆ
are the same as in (36). For simplifying calculations we exclude ϕ from the boundary conditions
(173):
∂tp− aˆ0p− aˆv1 = 0 on R+ × {x1 = 0} × R2. (174)
The Hadamard-type ill-posedness example is a sequence of solutions proportional to
exp
{
n
(
st+ λx1 + i(ω
′, x′)
)}
for x1 > 0,
with n = 1, 2, 3, . . . and
ℜ s > 0, ℜλ < 0, (175)
where s and λ are complex constants, ω′ = (ω2, ω3) and ω2,3 are real constants. Substituting
the sequence (
pn
vn
)
=
(
p¯n
v¯n
)
exp
{
n
(
st+ λx1 + i(ω
′, x′)
)}
(176)
into equations (172), we get the dispersion relation
s2(λ2 − ω2) = 0
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giving the root λ = −ω with ℜλ < 0 (cf. (175)), where (p¯n, v¯n) is a constant vector and ω = |ω′|.
Without loss of generality we may assume that ω = 1, i.e. λ = −1. Then from the first equation
in (172) we have
v¯1n =
p¯n
s
, (177)
where v¯1n is the first component of the vector v¯n.
In view of (177), substituting (176) into the boundary condition (174), we get for the constant
p¯n an equation which has a non-zero solution if
ns2 − aˆ0s− aˆ = 0. (178)
For big enough n and aˆ 6= 0, the last equation has the “unstable” root
s =
aˆ0
2n
+
√
aˆ
n
+
aˆ20
4n2
=
√
aˆ√
n
+O
(
1
n
)
(179)
if and only if aˆ > 0, i.e., if and only if (40) holds (the Rayleigh-Taylor sign condition fails).
It is very important that root (179) for aˆ > 0 after the substitution into the exponential
sequence (176) gives an infinite growth in time of order
√
n as n→∞ for any fixed (even very
small) t > 0. This is not only usual exponential instability but ill-posedness (violent instability).
Note that for aˆ = 0 equation (178) has the “unstable” root s = aˆ0/n for aˆ0 > 0 but it just gives
exponential instability but not ill-posedness.
9.2 Free boundary problem for an incompressible inviscid elastic fluid
Before proceeding to our frozen coefficients problem (35), (36) we consider the technically simpler
case of incompressible inviscid elastic fluid [9]. Keeping the same arguments and notations as
above, we write down the “incompressible” counterpart of problem (35), (36):
∂tv +∇p−
3∑
j=1
LjFj = 0,
∂tFj − Ljv = 0, div v = 0, in R+ × R3+,
(180)
∂tϕ = v1 + aˆ0ϕ, p = aˆϕ, on R+ × {x1 = 0} × R2, (181)
where the boundary conditions (181) can be again reduced to (174). Moreover, we can totally
exclude Fj from system (180):(
∂2t −
3∑
j=1
L2j
)
v +∇∂tp = 0, div v = 0, in R+ × R3+. (182)
We seek the sequence of exponential solutions (176) to problem (182), (174). As for the
incompressible Euler equations, we easily find λ = −1 either from the dispersion relation for
system (182) or just from the Laplace equation △p = 0 following from this system (we again
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assume without loss of generality that ω = 1). The result of substitution of (176) with λ = −1
into the first equation in (182) implies
v¯1n =
s
s2 + rˆ2
p¯n, (183)
where rˆ2 = wˆ21 + wˆ
2
2 + wˆ
2
3 and wˆj = F̂2jω2 + F̂3jω3 (j = 1, 2, 3). Taking (183) into account and
substituting (176) into the boundary condition (174), we get for the constant p¯n the equation
(ns− aˆ0)p¯n − aˆs
s2 + rˆ2
p¯n = 0
which has a non-zero solution if
(ns− aˆ0)(s2 + rˆ2)− aˆs = 0. (184)
We will go ahead and say that, exactly as for problem (172), (173), the coefficient aˆ0 plays
no role for the existence/nonexistence of roots s giving ill-posedness. Therefore, we first assume
that aˆ0 = 0. Then, ignoring the neutral mode s = 0, from (184) we obtain
s2 = −rˆ2 + aˆ
n
. (185)
Recall that ω = 1, i.e. ω′ 6= 0 (for the 1D case ω′ = 0 we get λ = 0). Then rˆ = 0 if and only if
wˆ1 = wˆ2 = wˆ3 = 0, i.e., when each vector (F̂2j , F̂3j) for j = 1, 2, 3 is either perpendicular to ω
′
or zero. In other words, rˆ = 0 for some ω′ if and only if the three vectors (F̂2j , F̂3j) , j = 1, 2, 3,
are collinear, i.e., (39) holds.
If rˆ 6= 0, then the right-hand side in (185) is negative for large n, and we have no “unstable”
roots (with ℜs > 0) for this case. If (39) holds, we choose ω′ such that wˆ1 = wˆ2 = wˆ3 = 0.
Then, from (185) we find the root
s =
√
aˆ√
n
giving an ill-posedness example if and only if (40) holds.
Let us now aˆ0 6= 0. Expanding (185) in powers of 1/
√
n, for rˆ 6= 0 we find the tree roots
s = O
(
1
n
)
and s = ±irˆ +O
(
1
n
)
for which ℜs is of order 1/n. Even if ℜs > 0, this does not give an infinite growth of the
exponential solutions (176) for a fixed time t > 0 as n → ∞. For collinear vectors (F̂2j , F̂3j)
, j = 1, 2, 3, we again choose ω′ such that wˆ1 = wˆ2 = wˆ3 = 0, i.e., rˆ = 0. Then, ignoring
the neutral mode s = 0, from (184) we obtain equation (178) which has root (179) giving
an ill-posedness example if and only if (40) holds. That is, we have proved Theorem 4.3 for
incompressible elastic fluids.
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9.3 Proof of Theorem 4.3
As for problem (180), (181), we first exclude Fj from system (35):
1
ρˆcˆ2
∂tp+ div v = 0, ρˆ
(
∂2t −
3∑
j=1
L2j
)
v +∇∂tp = 0, in R+ × R3+. (186)
Moreover, we reduce the boundary conditions (36) to (174). In fact, we can easily obtain the
dispersion relation from the following consequence of (186):(
∂2t − cˆ2△−
3∑
j=1
L2j
)
∂tp = 0.
Substituting (176) into the last equation and ignoring the neutral mode s = 0, we get the
dispersion relation
s2
cˆ2
+
rˆ2
cˆ2
− λ2 + 1 = 0,
giving the root
λ = −
√
1 +
(
rˆ
cˆ
)2
+
(s
cˆ
)2
, (187)
where without loss of generality we again assumed that ω = 1, and rˆ is the same as for incom-
pressible fluids above.
By virtue of (187), from the second equation in (186) we have
v¯1n =
p¯ns
ρˆ(s2 + rˆ2)
√
1 +
(
rˆ
cˆ
)2
+
(s
cˆ
)2
. (188)
Substituting (176) into the boundary condition (174) and using (188), we get for the constant
p¯n the equation
(ns− aˆ0)p¯n − aˆs
ρˆ(s2 + rˆ2)
√
1 +
(
rˆ
cˆ
)2
+
(s
cˆ
)2
p¯n = 0
which has a non-zero solution if
ρˆ(ns− aˆ0)(s2 + rˆ2)− aˆs
√
1 +
(
rˆ
cˆ
)2
+
(s
cˆ
)2
= 0. (189)
Expanding (189) in powers of 1/
√
n, for rˆ 6= 0 we find the tree roots
s = O
(
1
n
)
and s = ±irˆ +O
(
1
n
)
for which ℜs is of order 1/n. As was noted above, this cannot give ill-posedness. For collinear
vectors (F̂2j , F̂3j) , j = 1, 2, 3, we choose ω
′ such that rˆ = 0. Then, ignoring the neutral mode
s = 0, from (189) we obtain the equation
ρˆs(ns− aˆ0)− aˆ
√
1 +
(s
cˆ
)2
= 0. (190)
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Assuming that aˆ 6= 0 and expanding (190) in powers of 1/√n, we find the root
s =
√
aˆ
ρˆ
1√
n
+O
(
1
n
)
which gives ill-posedness if and only if aˆ < 0, i.e., (40) holds. The proof of Theorem 4.3 is thus
complete.
10 Open problems
It is clear that the results of Theorems 4.1 and 4.2 for the reduced nonlinear problem in a
fixed domain can be reformulated for the original free boundary problem. We have thus proved
the local-in-time existence of a unique smooth solution of the free boundary problem (1), (6)
under the hyperbolicity conditions (5) and suitable compatibility conditions for the initial data,
provided that either the Rayleigh-Taylor sign condition (9) or the non-collinearity condition
(10) holds. At the same time, it seems that the most general “stability” assumption for the
initial data should only require the fulfilment of the Rayleigh-Taylor sign condition at all those
points of Γ(0) where the non-collinearity condition fails. But even for the linearized problem
the corresponding well-posedness result under the assumption that the inequality in (43) holds
at all those points of ΩT where the inequality in (41) fails is yet an open problem.
Moreover, regarding the non-collinearity condition (43) for the linearized problem, formally
the requirement that the front symbol is elliptic, i.e., the boundary conditions (52) supplemented
with relations (57) for j = 1, 2, 3 are resolvable for ∇t,x′ϕ, is equivalent to the assumption
rank

0 0 0
F̂21 F̂22 F̂23
F̂31 F̂32 F̂33
 = 2 on ∂ΩT .
It is still unclear how to deduce an a priori estimate under this most general “non-collinearity”
assumption which is less restrictive than (43). This is also an open problem for future research.
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