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Abstract
Let Z be the stationary solution of the additive stochastic heat equation
∂tZ = (∆−1)Z+ξ on T2 =R2/Z2,
where ξ is the space-time white noise. The aim of this paper is to determine
the support of Wick powers {Z:k:}∞k=1. This leads to an elementary proof of a
support theorem for the dynamic P(Φ)2 equation. In addition, we show that
the approach can be used to determine the support of the law of the Gaussian
multiplicative chaos in the L2-phase.
Key words: Support theorem, Additive stochastic heat equation, Wick pow-
ers, Gaussian multiplicative chaos
1 Introduction
Characterizing the support of the law of a random variable is a fundamental prob-
lem in probability theory. In stochastic analysis, this characterization is often
called a “support theorem”, which dates back to a seminal work by Stroock and
Varadhan [16] in the context of stochastic differential equations (SDEs). Since
then, a large amount of literature has been devoted to support theorems in various
contexts, including stochastic partial differential equations (SPDEs). The most
relevant to this paper is the work by Ledoux, Qian and Zhang [10]. They used
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Lyons’ rough path theory [11] to observe that the support of the law of an SDE
can be specified by characterizing the support of the enhanced noise.
Another interesting topic in stochastic analysis is research on singular SPDEs.
One of the simplest example of singular SPDEs, which we deal with in this paper,
is the dynamic P(Φ)2 equation
∂tΦ = (∆−1)Φ−
N
∑
k=0
akΦ
k+ξ on T2 =R2/Z2, (1.1)
where N is odd, aN > 0 and ξ is the space-time white noise on R×T2. This
equation was first solved by Da Prato and Debussche [3]. Mourrat and Weber
[14] and Tsatsoulis and Weber [18] brought a rough path point of view to the
P(Φ)2 equation in the course of recent developments of singular SPDEs initiated
by Hairer [5] and Gubinelli, Imkeller and Perkowski [4].
Since recent theories of singular SPDEs are inspired by rough path theory, it
is natural to expect that support theorems extends to the setting of singular SPDEs
in the spirit of [10]. This direction of research was first carried out by Chouk and
Friz [2]. They succeeded in characterizing the support of the law of the general-
ized parabolic Anderson equation in two dimensions. Their idea was imported by
Tsatsoulis and Weber [18] to the support description of the dynamic Φ42 equation,
which then leads to a proof of exponential ergodicity of the dynamics. However,
extension to the general P(Φ)2 equation was hampered by a technical difficulty
which will be explained now.
According to [18], the solution of the dynamic P(Φ)2 equation is a continuous
function of (Z:k:)Nk=1, where Z is a solution of the additive stochastic heat equation
∂tZ = (∆−1)Z+ξ
and Z:k: is the k th Wick power of Z. In view of [10], the support theorem for
the dynamic P(Φ)2 equation reduces to characterizing the support of the law of
(Z:k:)Nk=1. In [18], the authors show that the support of the law of (Z
:k:)3k=1 is the
closure of
{(Hk(h,R))3k=1 |h ∈H and R≥ 0},
where Hk is a k th Hermite polynomial and H is the Cameron-Martin space of
Z. That the former is included in the latter is an easy consequence of smooth
approximations of the noise ξ , which corresponds to aWong-Zakai approximation
in the context of SDEs. This inclusion obviously extends to the case of general N.
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The difficult part is to prove the other inclusion. The crucial step, motivated by
[2], is to construct a sequence {hn}∞n=1 of smooth functions such that, if we set
T−hn−ZnZ
:k: :=
k
∑
l=0
(
k
l
)
Z:k:(−hn−Zn)k−l,
where Zn is a smooth approximation of Z, the shifted driver (T−hn−ZnZ
:k:)3k=1 con-
verges to (Hk(0,R))
3
k=1. When N = 3, they constructed {hn} explicitly. However,
explicit construction of {hn} for general N seems impossible. This prevents them
from determining the support of the law of (Z:k:)Nk=1 for general N.
Surprisingly, Hairer and Schnbauer [6] proved support theorems in a general
framework of singular SPDEs. In particular, they proved support theorems for the
dynamic P(Φ)2 equation and for the dynamic Φ
4
3 equation, the three dimensional
version of the dynamic Φ42 equation. However, their work is based on state-of-the-
art theory of regularity structures, which seems too heavy for the P(Φ)2 equation.
In addition, their work does not directly determine the support of (Z:k:)∞k=1, which
is of independent interest.
The aim of this paper is to complete the program of [18] by characterizing the
support of (Z:k:)∞k=1. Namely, we prove that the support of the law of (Z
:k:)∞k=1 is
the closure of
{(Hk(h,R))∞k=1 |h ∈H and R≥ 0}.
See Theorem 3.1. Our approach only uses elementary tools from Besov space
theory.
As the distribution of Z(t) is a massive Gaussian free field, the support theorem
for Z offers similar results for the Gaussian free field. In the final part of this
paper, we go further by giving a support theorem for a Gaussian multiplicative
chaos, a random measure formally viewed as an exponential of a Gaussian free
field. Indeed, we prove that the law of the Gaussian multiplicative chaos has the
full support in the space of measures on T2 (Theorem 4.1). However, we prove
this under the assumption that the Gaussian multiplicative chaos has the second
moment.
1.1 Outline
In Section 2, we list some definitions and results from Besov space theory, Her-
mite polynomials and the additive stochastic heat equation. Section 3 is the main
part of this paper. It begins with the statement of the main theorem (Theorem 3.1).
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In 3.1 we prove some technical lemmas and in 3.2 we proceed to the proof of the
main theorem. In 3.3 we briefly discuss its complex counterpart. In Section 4, we
move our attention to Gaussian multiplicative chaos and characterize the support
of its law (Theorem 4.1). In Appendix A, we provide technical estimates of the
additive stochastic heat equation which are used in Section 3.
1.2 Notations
(i) N := {0,1,2, . . .} and R+ := [0,∞).
(ii) (2k−1)!! := (2k−1)(2k−3) · · ·1 and (2k)!! := (2k)(2k−2) · · ·2.
(iii) T2 :=R2/Z2 is a two-dimensional torus. We set em(x) := e
2piim·x form∈Z2
and x ∈T2.
(iv) We set
Πn( ∑
m∈Z2
amem) := ∑
|m|≤n
amem, (am ∈C).
(v) We set
〈 f ,g〉 :=
∫
T
2
f (x)g(x)dx,
and
F f (m) := fˆ (m) :=
∫
T
2
f (x)e−2piim·xdx.
(vi) For a random variable X , we denote by Law(X) the probability measure
given by Law(X)(A) :=P(X ∈ A).
(vii) Given a measure µ on a topological space E, we denote by Supp(µ) the set
{x ∈ E |µ(U)> 0 for every neighborhoodU of x}.
(viii) Cγ = Bγ∞,∞ is the Besov space of regularity γ on T2. See Section 2.1.
(ix) Hk is a k-th Hermite polynomial. See Section 2.2.
(x) We write A. B if there exists a constantC ∈ (0,∞) such that A≤CB. When
we emphasize thatC depends on parameters a,b, . . ., we write A.a,b,... B.
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2 Preliminaries
2.1 Besov spaces
We refer the reader to [1] for thorough treatment of Besov space theory. Presented
here is a minimum of Besov space theory which will be used.
We fix smooth, radial functions χ−1, χ :R2 → [0,1] which satisfy
supp(χ−1)⊂ B(0,4/3),
supp(χ)⊂ B(0,8/3)\B(0,3/4),
χ−1+
∞
∑
k=0
χ(·/2k) = 1.
For k ∈N, we set χk := χ(·/2k) and let ηk be the inverse Fourier transform of χk.
For a distribution f on the torus T2, we set
∆k( f )(x) := f
(
∑
m∈Z2
ηk(x+m−·)
)
.
Definition 2.1. For p,q ∈ [1,∞] and α ∈R, we define
‖ f‖Bαp,q := ‖(2
αk‖∆k f‖Lp(T2))∞k=−1‖lq.
The Besov space Bαp,q is the completion of C∞(T2) under ‖·‖Bαp,q . In particular,
we set Cα := Bα∞,∞.
Definition 2.2. For f ,g ∈C∞(T2) we define the paraproduct
f 4g := g5 f := ∑
j<k−1
∆ j f∆kg
and the resonance term
f g := ∑
| j−k|≤1
∆ j f∆kg.
We have the Bony decomposition f g= f 4g+ f g+ f 5g.
In this paper, we need the following two results.
Proposition 2.1.
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(i) Let α1,α2 ∈R and set α :=min{α1,0}+α2. Then we have
‖ f 4g‖Cα .α1,α2 (‖ f‖L∞1{α1≥0}+‖ f‖Cα11{α1<0})‖g‖Cα2 .
In particular, f 4g is well-defined for every pair of distributions ( f ,g).
(ii) Let α1,α2 ∈R such that α := α1+α2 > 0. Then we have
‖ f g‖Cα .α1,α2 ‖ f‖Cα1‖g‖Cα2 .
In particular, f g is well-defined for f ∈ Cα1 and g∈ Cα2 with α1+α2 > 0.
Proof. See [4, LEMMA 2.1].
Proposition 2.2. Set Λλ f := f (λ ·).
(i) We have
‖Λλ f‖Cα .α λ α‖ f‖Cα
for every α ∈ (0,∞), λ ∈N\{0} and f ∈ Cα .
(ii) Assume F f (0) = 0. Then we have
‖Λλ f‖Cα .α λ α‖ f‖Cα
for every α ∈R\{0}, λ ∈N\{0} and f ∈ Cα .
Proof. See [4, LEMMA A.4].
2.2 Hermite polynomials
We refer the reader to [8] for more about Hermite polynomials.
Definition 2.3. We define Hermite polynomials {Hk(x,C)}k∈N by the identity
etx−2
−1Ct2 =
∞
∑
k=0
tk
k!
Hk(x,C). (2.1)
We set Hk(x) := Hk(x,1).
Remark 2.1. We have the explicit representation of Hk given by
Hk(x,C) = k!
2−1k
∑
l=0
(−1)lCl
2ll!(k−2l)!x
k−2l .
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In this paper, we need the following two elementary identities.
Proposition 2.3. We have the identity
Hk(x+ y,C) =
k
∑
l=0
(
k
l
)
Hl(x,C)y
k−l.
Proof. By (2.1), we have
∞
∑
k=0
tk
k!
Hk(x+ y,C) = e
tyetx−
Ct2
2 =
∞
∑
k,l=0
tk+l
k!l!
Hk(x,C)y
l.
Proposition 2.4. We have the identity
xk = k!
2−1k
∑
l=0
ClHk−2l(x,C)
2ll!(k−2l)! .
Proof. By (2.1), we have
∞
∑
k=0
tk
k!
xk = e
Ct2
2
∞
∑
k=0
tk
k!
Hk(x,C) =
∞
∑
k,l=0
tk+2l
k!l!
(
C
2
)l
Hk(x,C).
2.3 Additive stochastic heat equation
Let α ∈ (0, 1
2
). The rigorous definitions of the space-time white noise ξ and the
stationary solution of the additive stochastic heat equation Z are given by the fol-
lowing;
Definition 2.4.
(i) The space-time white noise ξ is a centered Gaussian family {ξ (u) | u ∈
L2(R×T2)} with the property
E[ξ (u)ξ (v)] =
∫
R×T2
u(t,x)v(t,x)dtdx.
(ii) The stationary solution Z of the additive stochastic heat equation is aC(R+;
C−α)-valued random variable such that for every t ∈R+ and φ ∈C∞(T2),
〈Z(t),φ〉=
∫
R×T2
〈K(t− s, ·− y),φ〉ξ (dsdy)
almost surely, where the integral is in the sense of Itoˆ-Wiener integral and
K(t,x) := 1{t≥0} ∑
m∈Z2
e−(1+4pi
2|m|2)tem(x).
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(iii) We denote by Z:k: aC(R+;C−α)-valued random variable such that for every
t ∈R+ and φ ∈C∞(T2),
〈Z:k:(t),φ〉=
∫
(R×T2)k
〈
k
∏
j=1
K(t− s j, ·− y j),φ〉
k
∏
j=1
ξ (ds jdy j),
where the integral is in the sense of multiple Itoˆ-Wiener integral.
Remark 2.2.
(i) We refer the reader to [8, Chapter 7] for stochastic integration with respect
to the white noise.
(ii) The existence of Z:k: is a consequence of Besov space version of Kolmogorov
continuity theorem. See [14, LEMMA 9 and LEMMA 10] and [18, Section
2.1].
(iii) Similarly, ξ has a distribution-valued modification.
(iv) Z:k: is called k th Wick power of Z.
Remark 2.3. LetWm be a continuous modification of
t 7→
∫
R×T2
1[min{0,t},max{0,t}](s)em(y)ξ (dsdy).
Then {Wm}m∈Z2 are complex Brownian motions and we have
〈Z(t),em〉=
∫ t
−∞
e−(1+4pi
2|m|2)(t−s)dWm(s) almost surely.
We set F0 := σ(ξ (u)|u ∈ L2(R×T2)) and denote by F the usual augmenta-
tion of F0. We set
H :k: := {Hk(ξ (u)) | ‖u‖L2(R×T2) = 1}
L2(Ω,F ,P)
.
Then we have the Wiener chaos decomposition L2(Ω,F ,P) =⊕∞k=0H :k:. We de-
note by ζ1 :×: ζ2 the Wick product of ζ1 and ζ2. See [8, Chapter 2 and 3] for more
detail.
Let Zn := ΠnZ. See 1.2 for the definition of Πn. Then we have
Zn(t,x) =
∫
R×T2
Kn(t− s,x− y)ξ (dsdy)
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almost surely, where Kn(t) := ΠnK(t). We define
Z:k:n (t,x) :=
k times︷ ︸︸ ︷
Zn(t,x) :×: · · · :×: Zn(t,x)
=
∫
(R×T2)k
k
∏
j=1
Kn(t− s j,x− y j)
k
∏
j=1
ξ (ds jdy j).
The second equality follows from the multiplication formula([8, THEOREM 7.33]).
In addition, if we setRn :=E[Zn(t,x)2], we have
Z:k:n (t,x) = Hk(Zn(t,x),Rn)
by [8, THEOREM 3.19]. As shown in Corollary A.1, we have
lim
n→∞E[ sup0≤t≤T
‖Z:k:(t)−Z:k:n (t)‖2C−α ] = 0.
Remark 2.4. We similarly have space-time approximations. Let ρ ∈ S(R×R2)
with
∫
R×R2 ρ(t,x)dtdx= 1 and let
ρn(t,x) := n
4ρ(n2t,nx) and Z˜n(t,x) :=
∫
R×T2
[K∗ρn](t− s,x− y)ξ (dsdy).
Furthermore, we set R˜n := E[Zn(t,x)2] and Z˜:k:n (t,x) := Hk(Z˜n(t,x),R˜n). Then,
we have
lim
n→∞E[ sup0≤t≤T
‖Z:k:(t)− Z˜:k:n (t)‖2C−α ] = 0.
3 Support theorem: Wick powers of the stochastic
heat equation
Let Z be the stationary solution of the additive stochastic heat equation on the
torus T2. See Definition 2.4. We fix α ∈ (0, 1
2
). We set
Z :=C(R+;C−α)N,
which is endowed with the product topology. We set Z := (Z:k:)∞k=0 ∈Z . We also
set
H := {h ∈C(R+;C1) |h(t) =
∫ t
−∞
e(t−s)(∆−1)g(s, ·)ds for some g ∈ L2(R×T2)}.
The main theorem of this paper is the following;
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Theorem 3.1. We have
Supp{Law(Z)}= {(Hk(h,R))∞k=0 |h ∈H, R≥ 0}
Z
. (3.1)
Before moving to the proof of Theorem 3.1, we briefly explain a corollary
about the dynamic P(Φ)2 equation (1.1). See [18] for more detail.
We fix α0,β ∈ (0, 1N ). We set
Zˆ:k:(t) :=
k
∑
l=0
(
k
l
)
Z:k−l:(t)(−et(∆−1)Z(0))l.
The equation (1.1) can be solved by the Da Prato-Debussche method. We say
Y is the solution of the shifted equation

∂tY = (∆−1)Y −
N
∑
k=0
ak
k
∑
l=0
(
k
l
)
Zˆ:k−l:Y l,
Y (0, ·) = x
with the initial condition x ∈ C−α0 if we have Y ∈C((0,∞);Cβ ) and
Y (t) = et(∆−1)x−
∫ t
0
e(t−s)(∆−1)
(
N
∑
k=0
ak
k
∑
l=0
(
k
l
)
Zˆ:k−l:(s)Y l(s)
)
ds
for every t ∈ (0,∞). As shown in [18, Section 3], the shifted equation has exactly
one solution. Then we call Φ := Zˆ+Y the solution of the dynamic P(Φ)2 equation
(1.1).
As shown in [18, Section 5], the solution Φ = {Φ(t)}t∈R+ defines a strong
Feller process on C−α0 . Let {Pt}t∈R+ be the semigroup generated by Φ and P∗t be
the adjoint of Pt . We denote by ‖·‖TV the total variation norm of signed measures
on C−α0 . Now we can state a corollary of Theorem 3.1.
Corollary 3.1. Let Φ be the solution of the dynamic P(Φ)2 equation. Then there
exists a unique invariant measure µ for the semigroup {Pt}t∈R+ , and there exists
λ ∈ (0,1) such that
‖P∗t ν −µ‖TV ≤ (1−λ )t‖ν −µ‖TV
for every t ≥ 3 and probability measure ν on C−α0 .
Proof. Once we obtain Theorem 3.1, this corollary can be proved by a similar
argument in [18, Section 6].
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3.1 Technical lemmas
We recall Hk(x) = Hk(x,1).
Lemma 3.1. Let N ∈N. Assume that f ∈C∞(T2) satisfies∫
T
2
f (x)2kdx= (2k−1)!! for k = 1, . . . ,N.
Then, we have ∫
T
2
H2k( f (x))dx= 0 for k = 1, . . . ,N.
Proof. According to Remark 2.1, we have
H2k( f (x)) = (2k)!
k
∑
l=0
(−1)l
2ll!(2k−2l)! f (x)
2(k−l)
If the assumption is satisfied, then
∫
T
2
H2k( f (x))dx= (2k)!
k
∑
l=0
(−1)l
2ll!(2k−2l)!
∫
T
2
f (x)2(k−l)dx
= (2k)!
k
∑
l=0
(−1)l
2ll!(2k−2l)!(2k−2l−1)!!
=
(2k)!
2k
k
∑
l=0
(−1)l
l!(k− l)! = 0.
Lemma 3.2. For every N ∈N, there exists f ∈C∞(T2) such that∫
T
2
Hk( f (x))dx= 0 for k = 1,2, . . . ,2N.
Proof. We set
bk :=
{
0 for odd k
( k
2
−1)!! for even k.
According to Lemma 3.1, it suffices to find a smooth f such that∫
T
2
f (x)kdx= bk for k = 1, . . . ,2N.
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We observe that ∫ 1
0
(2log(x−11 ))
kdx1 = 2
k
∫ ∞
0
yke−ydy= (2k)!!
and that ∫ 1
0
cos2k (pix2)dx2 =
(2k−1)!!
(2k)!!
.
Therefore, we have∫
T
2
{√
2log(x−11 )cos(pix2)
}k
dx1dx2 = bk.
However, the function
T
2 ∋ (x1,x2) 7→
√
2log(x−11 )cos(pix2)
is not smooth on the torus T2.
We set
g(a,x) :=
√
2log(x−11 )cos(pix2)
× exp
(
−a2(x−
1
2
1 +(1− x1)−
1
2 + x
− 12
2 +(1− x2)−
1
2 )
)
.
The function g(a, ·) is smooth on T2 provided a 6= 0. Furthermore, the map
(−1,1) ∋ a 7→
∫
T
2
g(a,x)kdx ∈R
is continuously differentiable. Indeed, we have
|∂ag(a,x)k| ≤ 2kg(0,x)k(x−
1
2
1 +(1− x1)−
1
2 + x
− 12
2 +(1− x2)−
1
2 )
for a ∈ (−1,1) and the left hand side is integrable.
We take φ1, . . . ,φ2N ∈C∞(T2), which will be determined later, and we set
h(a0,a1, . . . ,a2N ;x) := g(a0,x)+a1φ1(x)+ · · ·+a2Nφ2N(x)
and for a0,a1, . . . ,a2N ∈ (−1,1)
H(a0,a1, . . . ,a2N) :=
(∫
T
2
h(a0,a1, . . . ,a2N;x)
kdx
)2N
k=1
.
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Then H is continuously differentiable and H(0,0, . . . ,0) = (bk)
2N
k=1.
We observe
det(∂aiH)
2N
i=1(0,0, . . . ,0) = det
(
j
∫ 1
0
φi(x)g(0,x)
j−1dx
)2N
i, j=1
. (3.2)
If (3.2) is nonzero, the implicit function theorem implies that for sufficiently
small a0 ∈ (0,1), there exist a1, . . . ,a2N ∈ (−1,1) such that H(a0,a1, . . . ,a2N) =
(bk)
2N
k=1. Then, we can take f = h(a0,a1, . . . ,a2N).
Therefore, it remains to show that for suitably chosen φ1, . . . ,φ2N , (3.2) is
nonzero. We note that g(0,x), . . . ,g(0,x)2N−1 are linearly independent in L2(T2).
Therefore, for each ε ∈ (0,1), we can find φ1, . . . ,φ2N ∈C∞(T2) such that∣∣∣∣ j∫ 1
0
φi(x)g(0,x)
j−1dx−1{i= j}
∣∣∣∣< ε
for i, j ∈ {1, . . . ,2N}. Then we have
det(∂aiH)
2N
i=1(0,0, . . . ,0) = 1+O(ε)
and for sufficiently small ε , (3.2) is nonzero.
Lemma 3.3. Let N ∈N. Suppose that we are given a sequence {Cn}∞n=1 of non-
negative numbers with Cn = O(logn). Then there exists a sequence {hn}∞n=1 ⊂H
with the following properties.
(i) The function hn is of the form
hn(t,x) =
√
Cn fn,t(lnx),
where ln ∼ (logn)log(logn) and supt∈R+,n∈N‖ fn,t‖C1 < ∞.
(ii) We have limn→∞ supt∈R+‖Hk(hn(t),Cn)‖C−α = 0 for k = 1, . . . ,N.
Remark 3.1. We note that {ln} satisfies
lim
n→∞
ln
(logn)β
= ∞, lim
n→∞
ln
nβ
= 0
for every β ∈ (0,∞). This is the only property of {ln} which will be used.
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Proof. Let f be the function constructed in Lemma 3.2. We set
am :=
∫
T
2
f (x)e−2piim·xdx (m ∈ Z2),
ln := ⌊(logn)log(logn)⌋ and λn,m := 1+4pi2l2n |m|2. If we set
hn(t) :=
√
Cn
∫ t
−1
e(t−s)(∆−1)
(
∑
m∈Z2
amλn,melnm
)
ds and
fn,t := ∑
m∈Z2
am(1− e−λn,m(t+1))em,
the condition (i) is satisfied.
We next check that the condition (ii) is satisfied. As we have
sup
t∈R+
‖hn(t)−
√
Cn f (ln·)‖C1 . n−1,
it suffices to show
lim
n→∞C
k
2
n ‖Hk( f (ln·))‖C−α = 0 (3.3)
for k = 1, . . . ,N. Since
∫
T
2Hk( f (x))dx= 0, Lemma 2.2 implies ‖Hk( f (ln·))‖C−α
. l−αn . By comparing the growth rate ofCn and ln, this leads to (3.3).
For h ∈H, we define Th :C(R+;C−α)N→C(R+;C−α)N by
(Thz)k :=
k
∑
l=0
(
k
l
)
zlh
k−l for z= (zk)∞k=0.
AsH⊂C(R+;C1), Proposition 2.1 implies that Th is homeomorphic.
Lemma 3.4. For every h ∈ H, we have
Supp{Law(Z)}= Supp{Law(ThZ)}.
Proof. Take g ∈ L2(R×T2) satisfying
h(t) =
∫ t
−∞
e(t−s)(∆−1)g(s, ·)ds.
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We define a probability measure Pg by
dPg
dP
:= exp
(
−ξ (g)−
‖g‖L2(R×T2)
2
)
.
Since the Cameron-Martin space of the space-time white noise ξ is L2(R×T2),
we have Law
Pg
(ξ + g) = Law
P
(ξ ). Let ρ ∈ S(R×R2) and set ρn(t,x) :=
n4ρ(n2t,nx),
Z˜n(t) :=
∫ t
−∞
e(t−s)(∆−1)[ξ ∗ρn(s, ·)]ds and Z˜:k:n (t) := Hk(Z˜n(t),R˜n),
where
R˜n :=
∫
R×T2
|K ∗ρn(t,x)|2dtdx.
Similarly, we set
hn(t) :=
∫ t
−∞
e(t−s)(∆−1)
[
g∗ρn(s, ·)
]
ds, ThZ˜n(t) := Z˜n(t)+hn(t)
and ThZ˜
:k:
n (t) := Hk(ThZ˜n(t),Rn). Then we have
Law
P
((Z˜:k:n )
∞
k=0) = LawPg((ThZ˜
:k:
n )
∞
k=0).
As mentioned in Remark 2.4, we have Z˜:k:n → Z:k: in L2(P;C(R+;C−α)), and thus
we have
ThZ˜
:k:
n =
k
∑
l=0
(
k
l
)
Hl(Z˜n,Rn)hk−ln
→
k
∑
l=0
(
k
l
)
Z:l:h in L2(P)
= ThZ
:k:.
Since P and Pg are equivalent, we see that Law
P
(Z) = Law
Pg
(ThZ).
Now assume P(Z ∈ A)> 0. Then we havePg(ThZ ∈ A)> 0. Since P and Pg
are equivalent, we obtain P(ThZ ∈ A) > 0. As the converse similarly holds, we
complete the proof.
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3.2 Proof of the main theorem
Lemma 3.5. For every R ∈R+, we have
(Hk(0,R))
∞
k=0 ∈ Supp{Law(Z)}.
Proof. Set Zn(t) := ΠnZ(t), Rn := E[Zn(t,x)2] and Cn := max{Rn−R,0}. We
fix N ∈ N. Let {hn}∞n=1 be the sequence of functions constructed in Lemma 3.3
corresponding to N and {Cn}∞n=1.
STEP 1. We first prove
lim
n→∞T−Zn−hnZ
:k: = Hk(0,R) for k = 1, . . . ,N.
in probability. Strictly speaking, this is an abuse of notation as Zn /∈H. We come
back to this problem in STEP 2.
We compute
T−Zn−hnZ
:k: =
k
∑
l=0
(
k
l
)
(−1)lZ:k−l:(hn+Zn)l
=
k
∑
l=0
(
k
l
)
(−1)lZ:k−l:
l
∑
j=0
(
l
j
)
h jnZ
l− j
n
=
k
∑
j=0
h jn
k
∑
l= j
(−1)l
(
k
l
)(
l
j
)
Z:k−l:Z:l− j:n
=
k
∑
j=0
h jn
k
∑
l= j
(−1)l
(
k
l
)(
l
j
)
Z:k−l:n Z
:l− j:
n
+
k
∑
j=0
h jn
k
∑
l= j
(−1)l
(
k
l
)(
l
j
)
(Z:k−l:−Z:k−l:n )Zl− jn .
(3.4)
We evaluate the first term of (3.4). Applying Proposition 2.3, we observe
k
∑
l= j
(−1)l
(
k
l
)(
l
j
)
Z:k−l:n Z
l− j
n =
k− j
∑
l=0
(−1) j+l k!
(k− j− l)! j!l!Hk− j−l(Zn,Rn)Z
l
n
=
(−1) jk!
j!(k− j)!Hk− j(0,Rn),
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and hence, applying Proposition 2.3 again, the first term of (3.4) equals
k
∑
j=0
(−1) j
(
k
j
)
h jnHk− j(0,Rn) = Hk(−hn,Rn)
=
1
k!
(
d
dt
)k∣∣∣∣∣
t=0
exp
(
−t
2R
2
)
exp
(
−thn−Cnt
2
2
)
,
which converges to Hk(0,R) by Lemma 3.3.
We next show the second term of (3.4) converges to 0, for which it suffices to
show
lim
n→∞ sup0≤t≤T
‖h jn(t)Zkn(t)(Z:l:(t)−Z:l:n (t))‖C−α = 0
in probability. Let hn(t,x) =
√
Cn fn,t(lnx) be the representation given in the con-
dition (i) of Lemma 3.3. Then we have
‖h jn(t)Zkn(t)(Z:l:(t)−Z:l:n (t))‖C−α .C
j
2
n ‖ fn,t(ln·)‖ jC1‖Zkn(t)(Z:l:(t)−Z:l:n (t))‖C−α
.C
j
2
n l
j
n‖Zkn(t)(Z:l:(t)−Z:l:n (t))‖C−α .
The last inequality is derived by using Proposition 2.2-(i). Therefore, it comes
down to proving
lim
n→∞ l
j
nE[ sup
0≤t≤T
‖Zkn(t)(Z:l:(t)−Z:l:n (t))‖2C−α ] = 0
for every j,k, l ∈N. However, this easily follows from Proposition 2.4 and Lemma
A.2.
STEP 2. The problem is that Zn is not an element ofH. LetWm,n be a smooth
approximation ofWm which satisfies
E[ sup
t∈[−n,T ]
|Wm(t)−Wm,n(t)|2]≤ 2−n. (3.5)
See Remark 2.3 for the definition ofWm. We set
Z˜n(t) := ∑
|m|≤n
(∫ t
−n
e−(1+4pi
2|m|2)(t−s)dWm,n(s)
)
em.
Note that Z˜n ∈H. We claim
lim
n→∞E[ sup0≤t≤T
‖Zn(t)− Z˜n(t)‖2C1] = 0. (3.6)
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We have
Zn(t)− Z˜n(t)
= ∑
|m|≤n
∫ −n
−∞
e(t−s)(∆−1)emdWm(s)+ ∑
|m|≤n
∫ t
−n
e(t−s)(∆−1)emd(Wm(s)−Wm,n(s)).
The L2(P)-norm of the first term is bounded by
E
[
sup
0≤t≤T
∣∣∣ ∑
|m|≤n
∫ −n
−∞
e−(1+4pi
2|m|2)(t−s)dWm(s)‖em‖C1
∣∣∣2]
. ∑
|m|≤n
(1+ |m|)2E
[
sup
0≤t≤T
∣∣∣∫ −n
−∞
e−(1+4pi
2|m|2)(t−s)dWm(s)
∣∣∣2]
. ∑
|m|≤n
(1+ |m|)2
∫ −n
−∞
e2(1+4pi
2|m|2)sds
. ∑
|m|≤n
e−2(1+4pi
2|m|2)n,
which converges to 0.
The second term equals
∑
|m|≤n
{
Wm(t)−Wm,n(t)− e−(1+4pi2|m|
2)(t+n)(Wm(−n)−Wm,n(−n))
+(1+4pi2|m|2)
∫ t
−n
e−(1+4pi
2|m|2)(t−s)(Wm(s)−Wm,n(s))ds
}
em
Using (3.5), calculation similar to the first term yields
lim
n→∞E
[
sup
0≤t≤T
∥∥∥ ∑
|m|≤n
∫ t
−n
e(t−s)(∆−1)emd(Wm(s)−Wm,n(s))
∥∥∥2
C1
]
= 0.
Now the proof of (3.6) is complete.
STEP 3. We have
T−Z˜n−hnZ
:k: = T−Zn−hnZ
:k:+
k
∑
l=1
(
k
l
)
(Zn− Z˜n)lT−Zn−hnZ:k−l:.
Therefore, limn→∞T−Z˜n−hnZ
:k: = Hk(0,R) in probability.
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Take z= (zk)
∞
k=0 ∈ Supp{Law(Z)}. Then there exists a sequence {h˜n}∞n=1⊂H
such that
lim
n→∞Th˜nz= (Hk(0,R))
∞
k=0 in Z .
Since Lemma 3.4 implies Th˜nz ∈ Supp{Law(Z)} and the support of a measure is
closed, we conclude (Hk(0,R))
∞
k=0 ∈ Supp{Law(Z)}.
Proof of Theorem 3.1. We denote by X the right hand side of (3.1). Let Zn :=
ΠnZ,Rn :=E[Zn(t,x)2] and Z:k:n :=Hk(Zn,Rn). Then we have limn→∞Z:k:n = Z:k:.
Although Zn /∈ X , a trick similar to STEP 2 of Lemma 3.5 allows us to show
Supp{Law(Z)} ⊂ X .
We move to prove the other inclusion. As (Hk(0,R))
∞
k=0 ∈ Supp{Law(Z)} by
Lemma 3.5, for every h ∈H and R≥ 0, we have
(Hk(h,R))
∞
k=1 ∈ Supp{Law(ThZ)}.
Lemma 3.4 implies (Hk(h,R))
∞
k=0 ∈ Supp{Law(Z)}. Since the support of a mea-
sure is closed, we complete the proof.
3.3 Complex version
In this subsection, all functions are allowed to be complex-valued. We can con-
sider a complex version of the additive stochastic heat equation
∂tZ
C
= µ(∆−1)Z
C
+ξ
C
.
Here Re(µ) ∈ (0,∞) and ξ
C
is a complex space-time white noise. For more infor-
mation, see [12] or [17]. Rigorously, Z
C
is aC(R+;C−α)-valued random variable
such that for φ ∈C∞(T2;C) we have
〈Z
C
(t),φ〉=
∫
R×T2
〈K
C,µ(t− s, ·− y),φ〉ξC(dsdy) almost surely,
where the integral is in the sense of complex Itoˆ-Wiener integral and
K
C,µ(t,x) := ∑
m∈Z2
e−µ(1+4pi
2|m|2)te2piim·x.
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To define Wick powers of Z
C
, we introduce complex Hermite polynomials
Hk,l(z,c) :=
min{k,l}
∑
m=0
m!
(
k
m
)(
l
m
)
(−c)mzk−mzl−m.
If we setRn :=E[|ΠnZ
C
(t)(x)|2], then
Hk,l(ΠnZC,Rn) converges in Lp(P;C([0,T ];C−α)).
We denote the limit by Z
:k,l:
C
. As in the real case, we can determine the support of
the law of (Z:k,l:
C
)k,l∈N.
Theorem 3.2. Set
H
C
:= {h |h(t) =
∫ t
−∞
eµ(t−s)(∆−1)g(s, ·)ds for some g ∈ L2(R×T2;C)}.
Then we have
Supp{Law((Z:k,l:
C
)k,l∈N)}= {(Hk,l(h,R))k,l∈N |h ∈ HC,R ∈R+}.
We will not provide a proof as it is parallel to the real case. We only explain
how to modify Lemma 3.2. For the complex case, we need to find a smooth f
with ∫
T
2
Hk,l( f (x),1)dx= 0 for (k, l) ∈ {0,1, . . . ,N}2 \{(0,0)}. (3.7)
We observe f (x) :=
√
log(x−11 )e
2piix2 satisfies (3.7) and hence we modify f to
become smooth as in Lemma 3.2.
Finally, we note that Theorem 3.2 can be used to prove the support theorem,
hence the exponential ergodicity of the complex Ginzburg-Landau equation stud-
ied in [12] and [17].
4 Support theorem: Gaussian multiplicative chaos
In this section, we use Sobolev spaces Hγ . They are Hilbert spaces with inner
products defined by
〈φ ,ψ〉Hγ = ∑
m∈Z2
(1+4pi2|m|2)γ〈φ ,em〉〈ψ,em〉.
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It is well-known that Hγ is isomorphic to Bγ2,2. See [1, Page 99].
Let {Z(t)}t∈R+ be the stationary solution of the additive stochastic heat equa-
tion as before. The random variable Z(t) is identified with a massive Gaussian
free field X , i.e. a C−α -valued centered Gaussian vector with covariance structure
E[〈X ,φ〉〈X ,ψ〉] =
∫
T
2×T2
G(x,y)φ(x)ψ(y)dxdy φ ,ψ ∈C∞(T2),
where
G(x,y) := 1
2
∑
m∈Z2
em(x)em(y)
1+4pi2|m|2
is the Green’s function with respect to 1−∆. In particular, the Cameron-Martin
space of X isH1.
As in the case of the additive stochastic heat equation, we can define Wick
powers X :k: of X . Theorem 3.1 implies the following;
Corollary 4.1. Let X be the massive Gaussian free field as above. Then we have
Supp{Law((X :k:)∞k=0)}= {(Hk(h,R))∞k=0 |h ∈C∞(T2),R≥ 0}
(C−α)N
.
Fix |γ| <√8pi and β ∈ ( γ2
8pi ,1). Set Xn := ΠnX and Rn := E[Xn(x)2]. Then,
as shown in [7, Theorem 2.2],
:eγXn: := eγXn−
γ2
2 Rn =
∞
∑
k=0
γk
k!
X :k:n
converges in L2(P;Hβ ). The limit, denoted by :eγX :, is called Gaussian mul-
tiplicative chaos. A strategy similar to the proof of Theorem 3.1 enables us to
determine the support of the law of :eγX :.
For a smooth function h on T2, we define Th :H−β →H−β by Th f := eγh f .
By Proposition 2.1, Th is homeomorphic.
Lemma 4.1. For every smooth function h on T2, we have
Supp{Law(Th :eγX :)}= Supp{Law(:eγX :)}.
Proof. We define a probability measure Ph by
dPh
dP
:= exp
(
−〈X ,h〉H1−
‖h‖2
H1
2
)
.
Then we have Law
Ph
(X+h) = Law
P
(X). The remainder of the proof is the same
as the proof of 3.4.
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Lemma 4.2. We have 1 ∈ Supp{Law(:eγX :)}.
Proof. We define XN,RN as above and set hN :=− γRN2 . We observe
T−hN−XN :e
γX := lim
M→∞
:eγ(XM−XN):
in L2(P;H−β ). The key is to prove
lim
N→∞
lim
M→∞
E[‖:eγ(XM−XN):−1‖2
H−β ] = 0. (4.1)
The following computation is in the spirit of [7, Theorem 2.2]. Set µm :=
1+4pi2|m|2 for m ∈ Z2. We have
E[‖:eγ(XM−XN):−1‖2
H−β ] = ∑
m∈Z2
µ−βm E[|〈:eγ(XM−XN):−1,em〉|2]
and
E[|〈:eγ(XM−XN):−1,em〉|2] =
∞
∑
k=1
γ2k
(k!)2
E[|〈(XM−XN):k:,em〉|2].
We observe
E[|〈(XM−XN):k:,em〉|2]
=
∫
T
2×T2
dxdyem(x)em(y)E[(XM(x)−XN(x)):k:(XM(y)−XN(y)):k:]
= k!
∫
T
2×T2
dxdyem(x)em(y)
(
E[(XM(x)−XN(x))(XM(y)−XN(y))]
)k
= k!
∫
T
2×T2
dxdyem(x)em(y)
(
∑
N<|n|≤M
en(x)en(y)
2µn
)k
= k! ∑
N<|n1|,...,|nk|≤M
n1+···+nk=m
k
∏
j=1
1
2µn j
.
Therefore, we obtain
lim
M→∞
E[‖:eγ(XM−XN):−1‖2
H−β ] = ∑
m∈Z2
∞
∑
k=1
γ2k
k!
µ−βm ∑
N<|n1|,...,|nk|
n1+···+nk=m
k
∏
j=1
(2µn j)
−1,
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which equals
∞
∑
k=1
γ2k
k!
∫
T
2×T2
{
∑
m∈Z2
µ−βm em(x)em(y)
}{1
2
∑
N<|m|
µ−1m em(x)em(y)
}k
dxdy. (4.2)
If we set
Gβ (x,y) := ∑
m∈Z2
µ−βm em(x)em(y) and G(N)(x,y) :=
1
2
∑
|m|≤N
µ−1m em(x)em(y),
(4.2) equals ∫
T
2×T2
Gβ (x,y)(eγ
2(G(x,y)−G(N)(x,y))−1)dxdy. (4.3)
Hence the proof of (4.1) comes down to proving convergence of (4.3) to 0.
According to [13, Lemma 5.2], we have
0≤ Gβ (x,y).β 1+ |x− y|2β−2 and 0≤ G(x,y)≤C+
1
4pi
log+(|x− y|−1).
If we set νβ (dxdy) := Gβ (x,y)dxdy, νβ is a finite measure on T2×T2. Further-
more, since limN→∞G(N) = G in L2(T2×T2,dxdy), we have
lim
N→∞
eγ
2(G−G(N))−1= 0 in νβ -measure.
Thanks to Vitali’s convergence theorem, the proof of (4.3) converging to 0 is com-
plete if we show
sup
N≥1
∫
T
2×T2
eλγ
2(G(x,y)−G(N)(x,y))νβ (dxdy)< ∞ (4.4)
for some λ ∈ (1,∞).
We compute∫
T
2×T2
eλγ
2(G(x,y)−G(N)(x,y))νβ (dxdy)
= ∑
m∈Z2
∞
∑
k=0
(λγ2)k
k!
µ−βm ∑
N<|n1|,...,|nk|
n1+···+nk=m
k
∏
j=1
(2µn j)
−1
≤ ∑
m∈Z2
∞
∑
k=0
(λγ2)k
k!
µ−βm ∑
n1+···+nk=m
k
∏
j=1
(2µn j)
−1
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=∫
T
2×T2
eλγ
2G(x,y)Gβ (x,y)dxdy
.
∫
T
2×T2
eλγ
2{C+ 14pi log+(|x−y|−1)}(1+ |x− y|2β−2)dxdy
.
∫
T
2×T2
|x− y|− λγ
2
4pi +2β−2dxdy.
This is finite provided
λγ2
4pi +2−2β < 2, or λ ∈ (1,8piβγ−2). Thus we complete
the proof of (4.4), hence the proof of (4.1).
Now suppose µ ∈ Supp{Law(:eγX :)}. The above argument shows that there
exists a sequence {h˜n}∞n=1 ⊂ C∞(T2) with Th˜nµ converging to 1 in H−β . By
Lemma 4.1, we conclude 1 ∈ Supp{Law(:eγX :)}.
Theorem 4.1. We have
Supp{Law(:eγX :)}= { f ∈H−β | f ≥ 0}. (4.5)
Proof. Let Y1 and Y2 be the left hand side and the right hand side of (4.5) respec-
tively. We set XN := ΠNX andRN :=E[XN(x)2] as before. Since
lim
N→∞
eγXN−
γ2RN
2 =:eγX : in L2(P;H−β ),
we have Y1 ⊂Y2.
Let h ∈C∞(T2) and U be a neighborhood of eγh. Since T−hU is a neighbor-
hood of 1, we have
P(:eγX :∈U) =P(T−h :eγX :∈ T−hU)> 0
by Lemma 4.1 and Lemma 4.2. Therefore eγh ∈ Y1, hence Y2 ⊂Y1.
Remark 4.1. We only consider the case γ ∈ (−√8pi ,√8pi), where the Gaussian
multiplicative chaos has the second moment. However, the theory of Gaussian
multiplicative chaos extends to the case γ ∈ (−√16pi,√16pi). See [9] or [15]. We
expect similar results hold in this general setting. The first step is to identify a
natural Banach space :eγX : lives in. We leave this for a future study.
A Estimates of the additive stochastic heat equation
In this appendix, we provide technical estimates of the additive stochastic heat
equation which are needed in Section 3.
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Definition A.1. For symmetric functions K1,K2 : Z
2 →R+, we set
K1 ⋆K2(m) := ∑
l∈Z2
K1(m− l)K2(l)
and for N ∈N∪{∞} we set (K1)n(m) := K1(m)1{|m|≤N}.
Lemma A.1. Suppose α,β ∈ (0,1) satisfy α +β > 1. Let K1,K2 : Z2 → R+ be
symmetric functions such that
K1(m)≤ C
(1+ |m|2)α , K2(m)≤
C
(1+ |m|2)β .
Then, there exists a constant C′ =C′(α,β ,C) ∈ (0,∞) such that
K1 ⋆K2(m)≤ C
′
(1+ |m|2)α+β−1
and
|K1 ⋆K2(m)−K1 ⋆ (K2)n(m)| ≤ C
′
(1+max{|m|,N}2)α+β−1
for every m ∈ Z2 and N ∈N.
Proof. See [18, Lemma C.2].
Lemma A.2. Let T ∈ (0,∞). For every k, l ∈N, there exists ε ∈ (0,1) such that
E[ sup
0≤t≤T
‖Z:k:n (t)(Z:l:m (t)−Z:l:n (t))‖2C−α ].α,T,k,l n−ε
for every m> n.
Proof. Although the proof is in the spirit of [18, Appendix E], we provide a com-
plete proof below. We first note that it suffices to prove
E[ sup
0≤t≤T
‖Z:k:n (t) :×: (Z:l:m (t)−Z:l:n (t))‖C−α ]. n−ε
for some ε ∈ (0,1), since the multiplication formula([8, THEOREM 7.33]) implies
Z:k:n (t,x)Z
:l:
m (t,x) =
min{k,l}
∑
r=0
RrnZ:k−r:n (t,x) :×: Z:l−r:m (t,x),
25
whereRn :=
∫
R×T2Kn(s,y)2dsdy∼ logn.
We next compute
A :=E[〈Z:k:n (t1) :×: Z:l:m (t1),φ〉〈Z:k:n (t2) :×: Z:l:m (t2),φ〉].
By Itoˆ isometry, A equals
∫
(R×T2)k+l
(∫
T
2
k
∏
j=1
Kn(t1− s j,x1− y j)
k+l
∏
j=k+1
Km(t1− s j,x1− y j)φ(x1)dx1
)
×
(∫
T
2
k
∏
j=1
Kn(t2− s j,x2− y j)
k+l
∏
j=k+1
Km(t2− s j,x2− y j)φ(x2)dx2
)
k+l
∏
j=1
ds jdy j.
By changing the order of integrations, we obtain
A=
∫
T
2×T2
dx1dx2φ(x1)φ(x2)
(∫ min{t1,t2}
−∞
Kn(t1+ t2−2s,x1− x2)ds
)k
×
(∫ min{t1,t2}
−∞
Km(t1+ t2−2s,x1− x2)ds
)l
,
which, applying Plancherel theorem, equals
∑
|p1|,...,|pk|≤n
|pk+1|,...,|pk+l |≤m
|φˆ(p1+ · · · pk+l)|2
k+l
∏
j=1
e
−Ip j |t1−t2|
2Ip j
,
where Ip := 1+4pi
2|p|2. By change of variables, we conclude
A= ∑
p∈Z2
|φˆ(p)|2
{
Kn(t1− t2)⋆k ⋆Km(t1− t2)⋆l
}
(p),
where K(t, p) := (2Ip)
−1e−Ip|t| and Kn(t) := (K(t))n.
Similar computations yield
E[〈Z:k+l:n (t1),φ〉〈Z:k+l:n (t2),φ〉] =E[〈Z:k+l:n (t1),φ〉〈Z:k:n (t2) :×: Z:l:m (t2),φ〉]
=E[〈Z:k:n (t1) :×: Z:l:m (t1),φ〉〈Z:k+l:n (t2),φ〉]
= ∑
p∈Z2
|φˆ(p)|2Kn(t1− t2)⋆(k+l)(p).
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Consequently, we have
E[|〈Z:k:n (t) :×: (Z:l:m (t)−Z:l:n (t)),ηk(x−·)〉|2]
= ∑
p∈Z2
|χk(p)|2
{
Kn(0)
⋆k ⋆Km(0)
⋆l(p)−K⋆(k+l)n (p)
}
.
1
(1+n2)ε ∑
p∈Z2
|χk(p)|2
(1+ |p|2)β .
2−2k(1−β )
(1+n2)ε
,
where ε,β ∈ (0,1)with ε+β < 1. We applied LemmaA.1 to derive the inequality
above. Similarly,
E[|〈Z:k:n (t1) :×: (Z:l:m (t1)−Z:l:n (t1))−Z:k:n (t2) :×: (Z:l:m (t2)−Z:l:n (t2)),ηk(x−·)〉|2]
= 2
[
∑
p∈Z2
|χk(p)|2
{(
Kn(0)
⋆k ⋆Km(0)
⋆l
)
(p)−Kn(0)⋆(k+l)(p)
}
− ∑
p∈Z2
|χk(p)|2
{(
Kn(t1− t2)⋆k ⋆Km(t1− t2)⋆l
)
(p)−Kn(t1− t2)⋆(k+l)(p)
}]
. |t1− t2|ε ∑
p∈Z2
|χk(p)|2
(1+ |p|2)β . |t1− t2|
ε2−2k(1−β ).
We again applied Lemma A.1 by noting
|Kn(t,m)−Kn(0,m)|.γ tγ(1+ |m|2)γ−1
for γ ∈ (0,1). Therefore, we finally obtain
E[|〈Z:k:n (t1)(Z:l:m (t1)−Z:l:n (t1))−Z:k:n (t2)(Z:l:m (t2)−Z:l:n (t2)),ηk(x−·)〉|2]
. |t1− t2|
ε
2 (1+n2)−
ε
22−2k(1−β ).
Applying a Besov space version of Kolmogorov continuity theorem, we complete
the proof.
Corollary A.1. Let T ∈ (0,∞). For every k ∈N, we have
lim
n→∞E[ sup0≤t≤T
‖Z:k:(t)−Z:k:n (t)‖2C−α ] = 0.
Proof. This easily follows form Lemma A.2.
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