A model of sedimentation-consolidation processes in so-called clarifier-thickener units is given by a parabolic equation describing the evolution of the local solids concentration coupled with a version of the Stokes system for an incompressible fluid describing the motion of the mixture. In cylindrical coordinates, and if an axially symmetric solution is assumed, the original problem reduces to two space dimensions. This poses the difficulty that the subspaces for the construction of a numerical scheme involve weighted Sobolev spaces. A novel finite volume element method is introduced for the spatial discretization, where the velocity field and the solids concentration are discretized on two different dual meshes. The method is based on a stabilized discontinuous Galerkin formulation for the concentration field, and a multiscale stabilized pair of P 1 -P 1 elements for velocity and pressure, respectively. Numerical experiments illustrate properties of the model and the satisfactory performance of the proposed method.
1. Introduction.
Scope.
The sedimentation of a suspension of small solid particles dispersed in a viscous fluid under the influence of gravity is a well-studied phenomenon and a fundamental unit operation in industrial applications and wastewater treatment. In many situations, the solid particles are flocculated artificially or naturally and form sediment layers that undergo consolidation. The modeling and simulation of the resulting sedimentation-consolidation process, and density-driven flows in general, requires the solution of a transport-flow problem in which a convection (or convectiondiffusion) equation for the transport of solids volume fraction is coupled with a version of the Stokes, Navier-Stokes, or Darcy equations describing the flow of the mixture. Solving these problems numerically both accurately and efficiently is difficult due to the combination of strong nonlinearities with the strong coupling between the field equations and the incompressibility constraint.
The physical principles of sedimentation-consolidation processes, corresponding mathematical models, and some numerical tools for their simulation in one or two space dimensions under simplifying assumptions can be found, e.g., in [9, 12] (see also [14, 53, 54] ). The governing partial differential equations can be written as follows:
∂ t φ + ∇ · F (φ, u) = ΔA(φ), (1.1a) −∇ · μ(φ)ε(u) − λpI = G(φ), (1.1b) λ∇ · u = 0 inΩ, t > 0. (1.1c) HereΩ ⊂ R 3 is a given spatial domain, and t is time. The sought quantities are the local solids concentration φ, the local volume-average velocity of the mixture u, and the pressure p. Furthermore, F is a flux vector which is linear in u but nonlinear in φ, A is a nonlinear, nondecreasing diffusion function modeling sediment compressibility, μ(φ)ε(u) − λpI is the Cauchy stress tensor, where ε(u) := 1 2 (∇u + ∇u T ), λ is a given coefficient, μ is a concentration-dependent viscosity function, and G is a forcing term modeling that local density fluctuations drive the motion of the mixture. The coupling of the Stokes system (1.1b), (1.1c) with the convection-diffusion equation (1.1a) induces several problems. First, at the discrete level, the convection-dominated nature of the problem results in failure of standard Galerkin approximations. Second, the method for the coupled problem also must include inf-sup stable discretizations for the Stokes system and at the same time guarantee (at least locally) conservation of mass. From a general mathematical perspective, the analysis of (1.1) faces other difficulties, including degeneracy where A is flat, the possible need to introduce entropy conditions, and strong assumptions on the boundedness of the coupling terms.
The system (1.1) will be considered in an axisymmetric domain in two space dimensions along with initial and boundary conditions. This configuration represents widely used equipment in applications such as clarifier-thickeners in mineral processing or secondary settling tanks in wastewater treatment and avoids an excessive number of degrees of freedom, as would be required for a fully three-dimensional flow problem. This paper develops, implements, and tests a numerical scheme for (1.1). In our proposed approach, the resulting system is discretized in time by a semi-implicit backward Euler method and in space by a suitable finite volume element (FVE) method whose main novelty lies in the formulation of a unified scheme for a coupled problem, while several FVE methods have been proposed for Stokes and quasi-linear scalar elliptic problems only; see, e.g., [7, 15, 48] . Besides the finite element (FE) primal mesh, we introduce two additional meshes on which we discretize velocity and solids fraction by continuous and discontinuous piecewise linear elements, respectively. Moreover, since the problem is defined in an axisymmetric setting, we need to employ weighted Sobolev spaces at both continuous and discrete levels.
Related work.
An important amount of literature is devoted to the determination of exact and numerical solutions of model (1.1) in the one-dimensional case [5, 10, 12, 26, 27, 28, 29, 55] (this list is far from being complete). In that setting, only the equation for the concentration (1.1a) needs to be solved, while the mixture flow velocity is determined by boundary conditions. Only a limited number of papers, including [11, 24, 30, 37, 40, 41, 49] , deal with the numerical study of sedimentation-consolidation models in two or three space dimensions.
Fast and reliable numerical methods for related problems in two and three space dimensions include stable FE methods [37, 49] , discontinuous Galerkin methods [18] , finite volume (FV) formulations [5, 11] , finite difference schemes [43, 47] , and hybrid/combined FV-FE methods [16, 20, 33, 46] . The particular concept of FVE meth-ods (see [15] ) is intermediate between finite volumes and finite elements. The ability of the numerical scheme to be locally conservative (as that of classical FV methods) while allowing for the deduction of L 2 estimates in a rather natural way (as for classical finite elements) is one of the most appealing features of FVE methods. In fact, the principle behind FVE methods is as follows. A Petrov-Galerkin type of discretization of the underlying problem is obtained, in which the test and trial functional spaces associated to the finite-dimensional problem do not originally coincide. With the aid of a transfer map, the test space is transformed to match the trial space. In this approach we further propose the use of two different transfer maps, which will allow us to project discrete functions defined in standard FE spaces associated to nodes and elements in a given primal mesh into different spaces associated to a dual and a diamond mesh. Using some properties of these transfer operators, the resulting FVE scheme adopts a form similar to the original Petrov-Galerkin formulation, which in our case corresponds to an edge-based stabilized method. The solution of the coupled transport-flow problem is then obtained by this final scheme.
In consonance with FE formulations for Navier-Stokes problems, to avoid spurious oscillations in the pressure approximation, inf-sup stable spaces are needed for the velocity-pressure pair. Among the possible discretizations of these variables, we restrict ourselves to continuous piecewise bilinear elements enriched with local functions for velocity (u) and continuous piecewise linear elements for the pressure (p) field (as in the multiscale stabilized method of [2, 48] ), whereas discontinuous piecewise linear elements are chosen for the approximation of the concentration (φ) field. In a diffusion-dominated regime, classical piecewise linear finite elements represent the most appropriate choice for the approximation of φ. However, for convectiondominated problems, particular care must be taken to avoid nonphysical oscillations in φ, which are likely to occur since solutions of degenerate parabolic equations, which include first-order hyperbolic conservation laws, exhibit sharp fronts and even shock discontinuities, which need to be resolved accurately. Such behavior motivates the use of discontinuous Galerkin elements for φ. In that approach, no continuity across the interelement boundaries is required for the approximation functions. However, a connection between neighboring elements is enforced via a penalty term. Other possible approaches include the so-called monotone schemes such as upwind procedures or streamline upwind Petrov-Galerkin methods [32] .
Contributions more closely related to the present paper include the work of Guardone and Vigevano [35] , who present a "node-pair" FE method and make the link with the FV approximation for axially symmetric scalar conservation laws. Kleine and Reddy [37] study different geometries for settling tanks using a FE method, while Calgaro, Creusé, and Goudon [16] couple Taylor-Hood finite elements for the flow equations with finite volumes for a conservation law.
The reduction of three-dimensional problems to axisymmetric ones is addressed in the early work by Mercier and Raugel [42] (for Poisson problems) and by Belhachmi, Bernardi, and Deparis [3] and Belhachmi et al. [4] for the Stokes and Navier-Stokes equations in the primitive variables and by Carneiro de Araujo and Ruas [17] for a three-field formulation.
Models similar to (1.1) also arise in other applications, including so-called timedependent natural convection flows, in which the Navier-Stokes equations are coupled with a transport equation for temperature [21] , thermal convection flows [52] , the melting of glaciers [36] , aluminum production [31] , petroleum reservoir engineering [50] , and nuclear waste contamination [20] . The present numerical method should therefore be of interest in these applications.
1.3.
Outline of the paper. The remainder of this paper is organized as follows. In section 2, some preliminaries about notation and the model itself along with its weak formulation and a discussion on its solvability are presented. In section 3 we derive an FVE method for the numerical approximation of the weak formulation. To this end we first introduce in section 3.1 the appropriate FE spaces for the approximation of φ, u, and p in an axisymmetric setting. Then we formulate the semidiscrete Galerkin discretizations for the axisymmetric versions of the convectiondiffusion equation (1.1a) and the Stokes system (1.1b), (1.1c), respectively (in section 3.2). Then, in section 3.3, we proceed to the formulation of the FVE method for the coupled problem, and we specify in section 3.4 the space-time-discrete scheme. Section 4 provides several numerical experiments to illustrate the performance of the method and the applicability of the model, and we close in section 5 with some conclusions and comments on current extensions. 
Preliminaries
and by n we denote the outward normal vector to ∂R. For T > 0, standard Bochner spaces are denoted by L p (0, T ; H m (R)). To distinguish between scalar and vector functions, we will use boldface symbols for vector functions. Similarly, a function space written in boldface denotes the vector analogue of the corresponding space of scalar functions.
Axisymmetric formulation.
We are interested in solving (1.1) in a domainΩ ⊂ R 3 which is assumed to be invariant by rotation around a vertical axis (see Figure 1(a) ). To this end, we rewrite (1.1) in cylindrical coordinates (r, θ, z). Furthermore, Ω denotes the half cross section defined by (r, 0, z) (see Figure 1(b) ), on which we want to solve the problem. Since an axisymmetric scalar functions defined onΩ depends only on r and z, it is possible to associate tos a function s defined on Ω such that s(r, z) =s(r, 0, z). If a vector fieldṽ defined onΩ has zero angular component, then a vector field v = (v r , v z ) can be associated to it such thatṽ r = v r , andṽ z = v z . This assumption corresponds to a so-called nonswirling flow regime, in which the datum and initial conditions have zero angular component [6] . In this context, the operators ∇ a , ∇ a · and the tensor ε a are defined by
and for a scalar field s we write
z s. Then, the nondimensional governing equations read
As pointed out in [6, 17] , to ensure that the model obtained by rewriting the original problem as (2.1)-(2.3) is consistent, we need to suppose axisymmetry not only of the domain but also of the relevant phenomenon under study. This means, in particular, that the flow spreads radially through the domainΩ. The field variables are the local volume fraction of solids (in short, concentration) φ = φ(r, z, t) > 0, the volume average flow velocity of the mixture (in short, velocity) u = u(r, z) ∈ R 2 , and the total pressure p = p(r, z) ∈ R. Clearly, u and p also depend on time, but we drop this explicit dependence to emphasize that the same Stokes problem (2.2), (2.3) is solved for each t > 0. As usual, (2.3) implies that the bulk suspension is regarded as an incompressible fluid.
Flux vector, diffusion term, viscosity
, and body force. The flux vector in (2.1) is given by F (φ, u) = φu + f bk (φ)k (cf. [12] ), where k is the unit vector pointing in the direction of gravity and f bk is the Kynch batch flux density function [38] describing hindered settling. This function is assumed to satisfy f bk (0) = f bk (φ max ) = 0 and f bk (φ) > 0 for 0 < φ < φ max , where 0 < φ max ≤ 1 is a maximum concentration. Specifically, we choose here the expression [45] 
where u ∞ > 0 is the settling velocity of a single particle in an unbounded fluid, and we choose the exponent n MB = 2. The term ΔA(φ) models sediment compressibility, where the integrated diffusion function A is given by
Here s and f are the solid and fluid mass densities, respectively, g is the acceleration of gravity, and σ e is the derivative of effective solid stress function, σ e , which is here assumed to satisfy
Since a(0) = a(φ max ) = 0 and a(φ) > 0 for 0 < φ < φ max , (2.1) is a two-point degenerate parabolic PDE, which degenerates into a first-order hyperbolic conservation law for φ = 0 and φ = φ max . If in addition a(·) is assumed to be continuous, then in particular
which is a useful asset in developing the numerical method. Remark 2.1. It is frequently assumed that σ e (φ) = 0 not only for φ = 0 but for 0 ≤ φ ≤ φ c , where 0 < φ c < φ max is a critical concentration. In that case, (2.1) is strongly degenerate, and the well-posedness of this equation requires an entropy solution concept. Even though the development of our method is based on twopoint degeneracy, numerical experiments demonstrate that it handles the strongly degenerate case as well; see section 4.3.
The forcing term G(φ) in (2.2) models that the mixture flow is driven by local fluctuations of φ, and therefore of the density of the mixture, besides the inflow and discharge boundary conditions. More specifically, we put G(φ) = −λφgk.
Finally, μ(φ) denotes a generalized local concentration-dependent Newtonian viscosity function, where we assume that there exist constants μ min , μ max > 0 such that [44] , where the parameterφ max is a second (nominal) maximum concentration. If we setφ max > φ max , then (2.5) is indeed valid.
2.4.
Initial and boundary conditions. We are interested in solving (2.1)-(2.3) for t ∈ [0, T ] in the spatial domain Ω, which represents the axially symmetric cross section of the clarifier-thickener unit (see Figure 1 (b)). The model is complemented by initial data for the concentration φ and the velocity u, and boundary conditions are set as follows. The vessel is continuously fed through the inflow boundary Γ in with feed suspension, which corresponds to a given profile for the velocity u in , and a feed concentration φ in . On Γ out we prescribe a volume underflow velocity u out at which the thickened sediment is removed from the unit and zero-flux conditions are assumed for φ. On the symmetry axis (interior of the intersection of the whole boundary with the axis represented by r = 0) denoted by Γ s we set zero velocity in its perpendicular direction, and we assume that the flux component normal to the symmetry axis vanishes, i.e., (
On the remaining part of ∂Ω we specify no-slip boundary data for the velocity field (u = 0) and zero-flux boundary conditions for the concentration. The datum u = u D ∈ L 2 (Γ) on Γ = ∂Ω summarizes all boundary conditions for velocity, whose specifications depend on the particular example and will be made precise in section 4.
Weak solutions.
To derive a weak form of (2.1)-(2.3), we recall the definitions of some weighted Lebesgue and Sobolev spaces (see, e.g., [4] ). For α ∈ R and
We also use the space with zero angular component is isomorphic to V (see, e.g., [3] ).
Multiplying (2.1), (2.2), and (2.3) by r and smooth functions s, v, and q, respectively, and integrating by parts over Ω, which means that for any function b ∈ L 2 (Ω),
yields the following weak formulation in the axisymmetric case: 6) and φ(0) = φ 0 a.e. in Ω. Notice that the boundary condition φ| Γin = φ in is imposed weakly in the first equation of (2.6), whereas the condition u| ∂Ω = u D is included by means of a lifting.
. A proof of Lemma 2.2 can be developed using the following sketch. First, the following closed subset of
i.e., a maximum principle is assumed for φ. In the following step, the degeneracy of a(·) at φ = 0 is treated by defining an auxiliary system related to the term a ε (φ) = a(φ)+ε with ε > 0. We then fix φ =φ ∈ W. The coupling terms μ(φ) and G(φ) are then uniformly bounded, which implies that the usual bilinear form associated to the diffusive term in (2.2) is continuous and coercive in V intersected with the space of (axisymmetric) divergence-free functions, and hence by the Lax-Milgram lemma we immediately obtain existence and uniqueness of solution u. A unique pressure p ∈ Q follows from the well-known Babuška-Brezzi condition satisfied for the pair V ×Q. As a corollary we obtain that for a fixed t > 0, the mentioned solution satisfies an estimate of the form u V + p Q ≤ C, where C depends only on φ S , μ max , and |Ω|. Next, we fix (u, p) = (ū,p) as the unique solution of (2.2), (2.3). The forms of a ε (·) and F (·,ū), along with a classical result from [39] , allow us to state the unique solvability of the auxiliary system related to the uniformly parabolic quasi-linear problem (2.1) for a fixed (ū,p) with boundary data φ = φ in on Γ in , zero normal flux on Γ s , and zero-fluxes elsewhere (depending onū). Next, a solution map Θ : W → W is defined such that Θ(φ) = φ, i.e., φ is regarded as the solution of (2.1) associated to (ū,p). This operator is well defined (in the sense that the maximum principle implied by W holds for Θ(φ)) and we can prove its continuity and compactness by demonstrating that sequences of regularized solutions satisfy a comparison principle, are bounded in
. Finally, by the Schauder fixed-point theorem one concludes that it admits a fixed point. The proof is complete after taking the limit ε → 0.
Approximation by finite volume elements.

Axisymmetric FE setting.
In what follows, T h denotes a locally regular partition of the polygonal domain Ω into triangles K of diameter h K , that is, we assume that
The level of refinement of T h is defined by the mesh parameter h := max K∈T h {h K }, and N h := {s j : j = 1, . . . , N} is the set of nodes of T h . By E h we denote the set of edges or interelement boundaries of T h , while E int h will denote the edges of T h that are not part of ∂Ω. As usual, C will denote a generic constant C > 0 that is independent of h. For simplicity, meshes are kept fixed in time.
By S h , V h , and Q h we will denote the FE spaces for the approximation of φ, u, and p, respectively, which in our setting will be defined as follows:
Notice that Dirichlet data are imposed for u in the definition of V h . As usual, P m (R) denotes the space of polynomial functions of total degree s ≤ m defined on the set R (in the coordinates r and z). In addition, for a scalar function w ∈ S, we let We also define the test space
Some approximation and interpolation properties associated to polynomial functions in weighted Sobolev spaces can be found in [6, Chapter V].
As is well known, the well-posedness of a Galerkin discretization for (2.1)-(2.3) will depend crucially on the choice of the finite-dimensional spaces. The discrete inf-sup condition states that there exists η > 0 not depending on h such that
Our particular choiceV h = V 0 h andQ h = Q h does not satisfy such a condition and therefore a stabilization method is needed (see section 3.2) .
In what follows, starting from the weak formulation (2.6) we derive a Galerkin discretization of the coupled problem. Although the scheme in section 3.2 is not used for implementation, its derivation is useful to motivate the formulation of the final FVE scheme (in sections 3.3 and 3.4).
3.2.
Galerkin FE formulation for the coupled problem. First, consider the following local semidiscrete Galerkin problem associated to (2.1) for a given element
where no boundary data have been considered yet. By the choice of the discrete space S h we do not impose continuity across interelement boundaries, and for such a discontinuous representation of functions of S h , two values of the unknown φ h (t) exist over a given edge F ⊂ ∂K. To handle this situation, the discontinuous boundary flux term is replaced by the Lax-Friedrichs numerical flux across F ∈ E h defined by
where we define (cf., e.g., [22] )
In addition, the Dirichlet boundary datum φ h = φ in on Γ in is imposed weakly (see, e.g., [25, 34] ) and a general stabilization procedure is applied, where the additional terms are similar to those in [13, 22] .
Next, the discretization of (2.2), (2.3) follows the lines of [48] in the context of the well-known variational multiscale methods [2, 32] . In short, the trial functional space for u is enriched with a space of functions that do not vanish on the element boundaries and which are split into a bubble part and a harmonic extension of the local boundary condition. After a static condensation procedure, the enriched part is completely identified, and so the original discrete problem can be recast as a stabilized method in terms of classical piecewise linear elements for both velocity and pressure.
Summarizing, we may state the proposed Galerkin FE formulation associated to the weak formulation (2.6) of the coupled problem (2.1)-(2.3) as follows.
Here h F stands for the one-dimensional measure of F , κ φ F is a stabilization parameter (constant along F ) for the concentration field, to be adjusted appropriately, and the parameter η assumes the values 0, 1, −1 for the incomplete, symmetric, and nonsymmetric interior penalty Galerkin methods, respectively. The remaining stabilization parameters are chosen as κ u F = μ max and κ p K = 2μ max , and w h,r denotes the rcomponent of any discrete function w h . Edge-based discretizations of this type help enforcing the global mass conservation property (see [13] ). At time t = 0, the approximate concentration φ h (0) is constructed by taking the L 2 -orthogonal projection of φ 0 onto S h .
The FVE method.
For the formulation of the FVE counterpart of (3.2), (3.3), we require the so-called dual partition T h of Ω, which is defined based on the primal mesh T h by constructing nonoverlapping control volumes K i surrounding the node s i ∈ N i (as sketched in Figure 2 ). The control volumes can be introduced in several different ways, but we stick to barycentric dual meshes. In a given triangle K ∈ T h , we select its barycenter b K and create segments joining b K with the midpoints
. Sketch of triangular elements in the primal mesh T h , interior node-centered control volumes of the dual mesh T h (in dashed lines), and triangular elements of the diamond mesh T h (in dashed-dotted lines). A control volume K j surrounding a node s j , and an element K F of the diamond mesh are enhanced.
m F of each edge F ⊂ ∂K. This operation is performed for all elements in K, and in this way one control volume K i will be associated to the vertex s i , which is formed by all subelements sharing the vertex s i .
Since in section 3.2 we approximate the φ-field by discontinuous finite elements, a further mesh is needed for the FVE formulation associated to (3.1). We refer to that mesh as the diamond mesh (although it does not correspond exactly to the classical concept of diamond meshes arising in the construction of discrete duality FV methods, such as the one in [1] ). As we will see later, both the dual and diamond meshes will be needed only for the formulation of the FVE scheme, but no longer at the implementation stage, since the terms containing the contributions on T h are actually lying on the edges of T h . The diamond mesh T h is constructed simply by joining the barycenter b K of the generic triangle K ∈ T h with the vertices of K, forming in this way three subtriangles K F , for F ⊂ ∂K, for a given K ∈ T h . We now define some finite-dimensional spaces associated to T h and T h . First, we define
spanned by {χ i (1, 0), χ i (0, 1)} i , where χ i is the characteristic function of the control volume K i , that is,
and u D is a generic Dirichlet datum for velocity. Second, we introduce the space
Moreover, we introduce the transfer operator P : V h → V h (cf. [15, 48] ), which for all v h ∈ V h is defined as follows. If
where {φ i } i is the canonical FE basis of V h , then
We also define the bijective map R h :
The discrete problem associated to the variational formulation is obtained by multiplying (2.1) by R h s h ∈ S h , integrating by parts over each K F ∈ T h , multiplying (2.2) by P h v h ∈ V h and integrating by parts over each control volume K i ∈ T h , and multiplying (2.3) by q h ∈ Q h and integrating by parts over each element K ∈ T h . This gives the following (unstable) semidiscrete Petrov-Galerkin interior formulation:
To recast this formulation as a Galerkin method where the trial and test spaces coincide, we employ the next lemma. Lemma 3.
The following equations hold for all w
Proof. For (3.6) it suffices to apply [19, Lemma 2.2] noting the continuity of a(ξ h )∇ a ξ h · n, whereas (3.4) and (3.5) follow as in [48] .
In light of Lemma 3.1 we conclude that the semidiscrete stabilized FVE approximation of (2.1)-(2.3) (whose solution we will also denote by φ h , u h , p h ) is the solution of the following problem:
By virtue of Lemma 3.1 the two last schemes are equivalent up to stabilization terms that vanish asymptotically.
3.4.
Space-time discrete scheme. We introduce a variable time step Δt n = t n+1 − t n and partition the time interval as [0, . . . , t n , . . . , T ]. Furthermore, by w n we denote the quantity w(·, t n ). Then, to advance the solution from t n to t n+1 we solve the time discrete problem by the following splitting (or segregating) method (we here consider the incomplete interior penalty method):
1. Given φ 
Given u
n h and p n h computed in step 1, obtain φ n+1 h from the following scheme associated to the parabolic problem:
Computational efficiency is the principal motivation for our procedure to use a segregated solution algorithm to compute φ, u, and p. Furthermore, to reduce the complexity of the tangent system needed by Newton's method at every time step (we found that in almost every time step, fewer than 10 iterations are enough to achieve convergence), the time discretization (3.7) corresponds to a semi-implicit procedure (the terms a(φ h ) are taken in the previous time step), and so the nonlinearity is carried only by the term F (·, u n h ). We also mention that the first term in the lefthand side of (3.7) could be replaced by
(as is done, e.g., in [51] in the context of the transient Stokes equations, with the objective of a classical convergence analysis). Notice that the stabilization terms for u and φ in the FVE formulation lead to a nonsymmetric linear system, which at each time step we solve by means of the unsymmetric multifrontal direct solver for sparse matrices (UMFPACK [23] ).
Numerical results.
We report in this section the results of three numerical tests computed with the proposed formulation. Before solving (2.1)-(2.3) for the clarifier-thickener unit, we consider in Example 1 a simple linear model problem (in Cartesian coordinates) with an explicit exact solution in order to test the (spatial) accuracy of the numerical method, and in Example 2 we consider a stationary state test for which we can verify the experimental order of convergence of the axisymmetric discrete formulation. Example 3 will present a pair of simulations of the full sedimentation-consolidation model in axisymmetric coordinates done under the assumptions of pointwise degeneracy of the diffusion coefficient as implied by (2.4) and under strong degeneracy (Examples 3a and 3b, respectively). In Example 4 we consider again pointwise degeneracy, axisymmetry, and the full sedimentationconsolidation model but replace the clarifier-thickener setup by a realistic secondary settling tank studied in literature.
Example 1: A model problem in Cartesian coordinates.
For the first example, presented to evaluate the FVE formulation and to validate the implemented code, we define Ω := (−1/2, 1/2) 2 and consider the flat two-dimensional problem of seeking u = (u 1 , u 2 ) T , p, and φ such that
endowed with boundary conditions as follows: slip conditions (u · n = 0) are applied for u on all parts of ∂Ω, while for φ we prescribe zero-flux boundary conditions. The 
This choice leads to the vanishing of the convective term, i.e., ∇ · F (φ, u) = 0. The exact solution is
The errors to be studied are computed at the final time T = 1 for u, p, and φ. The numerical solution is depicted in Figure 3 . We focus on the accuracy in space only, so we apply the numerical method on several successively refined meshes. Let v h and q h denote the FVE approximations of v ∈ H 1 (Ω) and q ∈ H 1 (Ω), respectively. We define relative errors by
and let r k (v) and r k (q) denote the experimental rates of convergence given by
where e k andê k stand for the corresponding errors obtained for two consecutive meshes of sizes h andĥ. Figure 4 indicates that the method approximately attains an O(h 3/2 ) order of convergence for φ in L 2 , whereas an O(h) order is achieved for u in the H 1 seminorm and for p in L 2 . In the context of Stokes problems, with the chosen FE spaces these rates for u and p are optimal (see, e.g., [48] ), and the convergence rate for φ is also in accordance with previous results for linear problems [8] .
Obviously, the regularity of the exact solution, along with the simplification of the model problem (notice that considering the uncoupled transport equation, the flux function is linear) are able to provide these rates, which are not recovered by the FVE approximation of the original problem (2.1)-(2.3). 
Example 2:
A steady-state problem. As a second example, and to assess the correctness of the axisymmetric scheme, we compute the steady-state solution the Stokes problem (2.2), (2.3) in the domain of interest. A coarse mesh T h and the corresponding dual mesh T h are indicated in Figure 5 . (The diamond mesh T h is not drawn since it is not needed in the actual computations.) The dimensions of the clarifier-thickener are in the usual range for center-pie-like settling tanks.
Zero radial velocity is imposed on Γ s , and a parabolic profile is used as a boundary condition for u on Γ in . On Γ c and Γ out we apply parabolic profiles proportional to the size of the boundaries corresponding to the cylindrical unit, and on the remainder of the boundary we impose no-slip conditions.
In Figure 6 we present the numerical solution of the Stokes flow. To obtain approximate convergence rates for the numerical scheme, we compute approximate errors by using as a reference solution (replacing the unavailable exact solution) the numerical approximation obtained on highly refined primal and dual meshes (93,223 vertices and 184,972 elements in T h ). These errors are computed in the norms associated to the spaces V and Q, that is, Example 3a. The initial datum for φ is φ = 0 in the whole vessel. The boundary conditions are set as follows. The volumetric bulk flow rate through the generic part of the boundaryΓ i (of the three-dimensional domain) is given by Q i = Γ iũ · n dσ, where in cylindrical coordinatesũ r = u r ,ũ z = u z andũ θ = 0 (see section 2.2). At the inlet Γ in we set u in = (0, −u z,in )
T , meaning that the vessel is continuously fed with feed suspension of concentration φ in . This gives
] is the area of the inlet boundaryΓ in . At the outlet Γ out we prescribe u in = (0, −u z,out )
T , which indicates that the concentrated sediment is removed from the unit at a volume underflow rate On the symmetry axis Γ s we put u r = 0. Consistently with the global conservation of mass of the mixture we set
and then, from Q ofl = u r,ofl |Γ c | and
, at the overflow we impose u ofl = (u r,ofl , 0)
T , where
On the remainder of ∂Ω we enforce a no-slip condition (homogeneous Dirichlet boundary data for u) and zero-flux boundary conditions for φ. The primal mesh T h used in the experiments consists of 8708 elements and 4516 interior nodes. As the time step we use Δt = 1.0 [s], which is sufficiently accurate to capture the main phenomena of the problem. Figure 7 shows the volume fraction profiles and Figure 8 shows the corresponding velocity fields at different times. After t = 1000 [s], the effect of sedimentation is clearly noticed since φ increases toward the bottom of the tank. The concentration at the effluent remains equals to zero until t = 10 [h]. in the previous example (Example 3a), and the FVE method is still able to resolve it accurately, without changing the discretization parameters.
Example 4:
A secondary settling unit. We consider a secondary settling tank studied in [37, 55] . (See Figure 11 , where the geometry is also described.) The difference to the clarifier-thickener configuration is that the feed inlet is oriented radially rather than axially; the outlet is associated with four so-called suction lifts rather than a central discharge; and there is a so-called skirt baffle separating the area closer to the inlet from that farther away.
For our simulation all values for the parameters are considered as in Table 2 . The primal mesh T h is composed by 7410 elements and 4206 interior nodes. The boundary conditions for velocity at the suction lifts are given by u = (0, −u z,out /4), where u z,out = νu r,in with ν = 0.75.
The evolution of the concentration fields is depicted in Figure 12 , where we present profiles corresponding to time instants t = 1000, 3000, 7500, 15,000 [s] . We observe from the corresponding velocity profiles, shown in Figure 13 , that from time t = 7500 [s] the material starts to be extracted at the bottom lifts, which explains the decrease in the concentration in the bottom.
Concluding remarks.
In the present work, an innovative numerical technique for the solution of a coupled fluid flow and transport problem in a two-dimensional axisymmetric domain has been proposed within the context of sedimentationconsolidation models. It is of practical importance to solve accurately the reduced two-dimensional problem to model the underlying full three-dimensional phenomenon.
The numerical scheme introduced is based on a low-order stabilized FVE discretization, where a novel ingredient is the use of two different dual meshes for the velocity and the concentration field. We have verified the convergence of the proposed numerical method in simple test cases and have performed relevant transient simulations on the axisymmetric geometry. Similar problems might be found in several other application fields, and therefore this technique can be, and is currently being, extended to accommodate the study of related and more involved models. We mention that without much effort, a step forward could be made in including, for instance, more general rheological assumptions [40] , and the sedimentation of polydisperse flocculated suspensions [9] . A further issue at the numerical level is the pointwise satisfaction of the divergence-free condition. In this regard, a possible improvement to our model could be the formulation of FVE discretizations employing features of the Scott-Vogelius mixed finite elements.
