Abstract. In this paper we introduce molecules associated to Hardy spaces with pointwise variable anisotropy, and prove that each molecule can be represented as a sum of atoms.
Introduction
Bownik [3] introduced and investigated anisotropic Hardy spaces associated with expansive matrices. Bownik's anisotropic Hardy spaces have been also studied in [1] , [2] , [5] , [14] , [21] and [22] , amongst others.
Recently, Dekel, Petrushev and Weissblat [10] generalized Bownik's spaces by constructing Hardy spaces H p (Θ), 0 < p ≤ 1, associated with ellipsoid multilevel covers Θ. The anisotropy in Bownik's spaces is the same one in each point in R n , while anisotropy in H p (Θ) can change rapidly from point to point in R n and in depth from level to level. The ellipsoid covers Θ induce quasidistances on R n and spaces of homogeneous type arise when on R n we consider those quasidistances and the Lebesgue measure. Hardy spaces on spaces of homogeneous type have been studied by many authors (see, for instance, [6] , [7] , [12] , [13] and [17] ). In the general setting of spaces of homogeneous type the Hardy space H p has not sufficient structure when p is close to zero. However, anisotropic Hardy spaces defined in [3] and the more general case one introduced in [10] cover the full range 0 < p ≤ 1.
In [10] , after defining Hardy spaces H p (Θ) by using maximal functions, atomic characterizations of the distributions in H p (Θ) are established. The dual spaces of H p (Θ) is described as a Campanato type space in [11] . Our objective in this paper is to introduce molecules associated with covers Θ showing that they can be represented as a sum of atoms in H p (Θ). As it is well-known, molecular representations play an important role to study the boundedness of operators in Hardy spaces. We now recall definitions and main results about variable anisotropy and Hardy spaces in this setting that can be found in [8] and [10] .
By B we denote the Euclidean unit ball in R n . By an affine transformation A in R n we mean that one having the form Ax = M x + v, x ∈ R n , where M is a nonsingular n × n matrix and v ∈ R n .
The set θ = A(B) is named the ellipsoid associated with A, and v = A(0) is said to be the center of θ.
Next we define continuous multilevel ellipsoid covers of R n . For every t ∈ R, Θ t is a set of ellipsoids (of t-level) satisfying the following conditions: (C1) For every x ∈ R n there exist a unique ellipsoid θ(x, t) ∈ Θ t and an affine transform A x,t defined by A x,t (y) = M x,t y + x, y ∈ R n , such that θ(x, t) = A x,t (B) and
(C2) For every x, y ∈ R n , t ∈ R and s ≥ 0, if θ(x, t) ∩ θ(y, t + s) = ∅, then
We say that the set Θ = ∪ t∈R Θ t is a continuous multilevel ellipsoid cover of R n . Note that the set of parameters, which is denoted by p(Θ) = {a 1 , a 2 , a 3 , a 4 , a 5 , a 6 }, does not depend on x ∈ R n and t ∈ R. A careful reading of the proof of [10, Lemma 2.2] and minor modifications in it, allow us to establish the following useful property. Proposition 1.1. Assume that Θ is a continuous multilevel ellipsoid cover of R n . There exists J ≥ (log 2 a 5 )/a 6 such that, for every x ∈ R n , t ∈ R, and s ≥ J, θ(x, t) ⊂ θ(x, t − s).
A quasidistance on a set X is a mapping ρ : X × X −→ [0, ∞) satisfying the following conditions:
The ellipsoid cover Θ induces a quasidistance ρ Θ in R n defined as follows:
As usual S(R n ) denotes the Schwartz function space on R n and S (R n ) represents its dual space.
|α| ≤ N , and ψ ∈ C N (R n ). We define
where
, and
Also we consider
Let Θ be a continuous multilevel ellipsoid cover of R n , where θ(x, t) = x + M x,t (B), for every
x ∈ R n and t ∈ R. We denote by ψ x,t , x ∈ R n and t ∈ R, the function given by
and for every 0 < N ≤ N , N, N ∈ N, the radial grandmaximal function M N, N (g) of g associated with Θ is given as follows:
Given the set of parameters p(Θ), for every 0 < p ≤ 1, we define
and
Let 0 < p ≤ 1. The Hardy space H p (Θ) associated with Θ consists of all those distributions
In [10, Section 4] Hardy spaces H p (Θ) were characterized by using atomic decompositions.
Let the triplet (p, q, m) admissible for Θ, that is, 0 < p ≤ 1, 1 ≤ q ≤ ∞, p < q, m ∈ N and m ≥ N p (Θ). A measurable function a on R n is a (p, q, m)-atom associated with x ∈ R n and t ∈ R, when the following properties are satisfied:
, where 1/q is understood as 0 when q = ∞.
(iii) a(y)y α dy = 0, when α ∈ N n and |α| ≤ m. Here, if α = (α 1 , ..., α n ) ∈ N n and y = (y 1 , ..., y n ) ∈ R n , y α = y α1 1 ...y αn n . If (p, q, m) is admissible for Θ, the atomic Hardy space H p q,m (Θ) consists of all those distributions g ∈ S (R n ) that can be written as g = j∈N λ j a j , where the series converges in S (R n ), {a j } j∈N is a sequence of (p, q, m)-atoms and {λ j } j∈N is a sequence of positive numbers such that j∈N λ
where the infimum is taken over all the sequences {λ j } j∈N of positive numbers such that j∈N λ p j < ∞ and g = j∈N λ j a j , in the sense of convergence in S (R n ), for a certain sequence {a j } j∈N of
where the equality is understood algebraic and topologically.
In order to establish that an operator (for instance, a singular integral operator) is bounded from a Hardy space into a Lebesgue space, many times it is sufficient to use the atomic characterization of the Hardy space (see for instance [4] and [5] ). However, in general, it is not true that if T is a bounded operator from a Hardy space H p into L p (you can think T being the Hilbert transform on R) and a is an atom in H p , then T a is a finite linear combination of atoms in H p . Then, in order to prove the boundedness of an operator between Hardy spaces, a class of functions larger than atoms is needed. These other functions are called molecules and suitably controlled infinite linear combination of molecules are in the considered Hardy space.
Taibleson and Weiss ( [19] and [20] ) established the first results about molecular decomposition for distributions in Hardy spaces. For weighted Hardy spaces, molecular characterizations were obtain in [15] and [16] . Recently, molecular representations of distributions in the Bownik anisotropic Hardy spaces have been established ( [21] , in the unweighted case, and [22] , in the weighted case).
We now introduce molecules in our particular anisotropic setting. Let Θ be a continuous multilevel ellipsoid cover of R n and p(Θ) the associated set of parameters.
Consider 0 < p ≤ 1 ≤ q, p < q, m ∈ N, and
For such functions b, we define the
Note that in the isotropic case a 4 = a 6 = 1, and then, α 1 = α 2 = 1. In this case our molecules and the molecular "norm" are the classical ones.
In order to describe our molecules as suitable sums of multiple of atoms in H p (Θ), we need that the ellipsoids of zero-level are equivalent in shape. We say that a continuous multilevel ellipsoid cover of R n is quasi zero uniform, when, there exist positive constants c 1 and c 2 such that
Here M θ and M θ have the obvious mean. Quasi zero uniform covers of R n were also considered in [9] . Our main result which will be proved in next section is the following. Theorem 1.2. Let Θ be a quasi zero uniform continuous multilevel ellipsoid cover of R n . Assume that (p, q, m) is admissible for Θ and that
As an immediate consequence of Theorem 1.2 and the fact that
we obtain the following result.
Corollary 1.3. Let Θ be a quasi zero uniform continuous multilevel ellipsoid cover of R n and let
and that (b j ) j∈N is a sequence of (p, q, m, d)-molecules such that, for a certain C > 0, M p,q,m,d (b j ) ≤ C, j ∈ N, and that {λ j } j∈N is a sequence of complex number satisfying that j∈N |λ j | p < ∞. Then,
Throughout this paper by C we always denote a positive constant that can change in each ocurrence.
Proof of Theorem 1.2
Let us denote by λ and λ the functions on R defined by λ(t) = a 6 t, t ≥ 0, a 4 t, t < 0, and λ(t) = a 4 t, t ≥ 0, a 6 t, t < 0.
The following results concerning quasi zero uniform continuous multilevel ellipsoid covers of R n will be very useful.
Proposition 2.1. Assume that Θ is a quasi zero uniform continuous multilevel ellipsoid cover of R n . Let x 0 ∈ R n and t 0 ∈ R, and θ(x 0 , t 0 ) ∈ Θ. Then, there exists C > 0 such that (a) |z − x| ≤ C2 −λ(t0) , z, x ∈ θ(x 0 , t 0 ), and
Proof. As in [9] , if Ω is a convex bounded domain in R n we denote by width(Ω) the diameter of the largest n-dimensional Euclidean ball that is contained in Ω.
In the proof of [9, Theorem 4.8] it was established that if θ ∈ Θ t with t ≥ 0, then
for a certain C > 0. Suppose now that θ ∈ Θ t with t < 0. We choose θ ∈ Θ 0 such that θ ∩ θ = ∅. According to the property (C2) and by using that Θ is quasi zero uniform we deduce that, for certain C > 0,
for every x, y, z ∈ R n and t, s ∈ R verifying that z, x ∈ θ(y, t) and z ∈ θ(x, s).
Proof. Estimation (1) follows directly from Proposition 2.1. To prove inequality (2), let x, z ∈ R n and s ∈ R such z ∈ θ(x, s). It is sufficient to use condition (C1) and to note that inequalities in (1)
, that is,
for every t ∈ R for which there exists an ellipsoid θ ∈ Θ t such that x, z ∈ θ.
Next we establish a useful property about integrability for the molecules.
Proof. Assume that b is centered in x 0 ∈ R n . According to [10, Theorem 2.9], there exits C 0 ≥ 1
Thus, by using the properties of the molecules we deduce that
and consider r ∈ Z for which 2 −r−1 < γ ≤ 2 −r .
According to Proposition 1.1, we take ∈ N (which does not depend on x 0 ) such that
and for any j ∈ N we consider the set E j = θ(x 0 , r − j ) and the function b j = bχ Ej . According to [8, Lemma 2.2], if we denote by σ t the minimum semi-axes of the ellipsoid θ(x 0 , t), there exist c, C > 0 such that
Let k ∈ N. We denote by P m,k the linear space that consists of all the restrictions to E k of polynomials in R n with degree less or equal than m. It is clear that P m,k has {x α χ E k , α ∈ N n , |α| ≤ m} as a linear basis on E k . According to [18, Lemma 2.1] there exists a unique P m,k ∈ P m,k such that
We can write
where, for every α ∈ N n , |α| ≤ m, Q m,k;α is the unique element of P m,k such that
Here, as usual, δ α,β denotes de Kronecker function. Let g ∈ L 1 (B). We denote by Π B,m (g) the unique polynomial in R n with degree less or equal than m such that
We note that we can write
where, for every α ∈ N n , |α| ≤ m, Q α is a certain polynomial with degree less than or equal to m.
Thus, we can find C 0 > 0 which depends only on m such that
If M is a n × n-matrix and z ∈ R n , we define (
Indeed, let β ∈ N n , |β| ≤ m. We have that
Now, and by using (4) and (5), we get
On the other hand, we can see that P m,j −→ 0, as j → ∞, in L 1 (R n ). To prove this, using again (5), for every j ∈ N, we have that
Property (M 1) implies that, for every α ∈ N n , |α| ≤ m,
Then, for every j ∈ N, since
we obtain that
Now, according to Proposition 2.2 it follows that
Thus, Proposition 2.4 allows us to deduce that
and consequently,
Let us now consider the functions W m,j , j ∈ N, as follows:
Indeed, by taking into account Proposition 2.4 and that ∪ j∈N E j = R n and E j ⊂ E j+1 , j ∈ N, we deduce that
which jointly with (9) leads to
Thus, we can write
where the series converges in L 1 (R n ), and then also in S (R n ).
It is clear that W m,j (x)x α dx = 0, α ∈ N n , |α| ≤ m, and j ∈ N. Also, W m,j , j ∈ N, has compact support. Hence, W m,0 and W m,j+1 − W m,j , j ∈ N, are multiple of (p, q, m)-atoms. We are going to show that
where {a j } j∈N is a sequence of (p, q, m)-atoms and {λ j } j∈N ⊂ (0, ∞) satisfies that j∈N λ p j ≤ C, for a certain C > 0 that does not depend on b.
Note that by (6) we get
Then, by taking into account (C1), it follows that
We define
Firstly we estimate χ Ej+1\Ej b L q (R n ) . Let c 0 > 1 the constant which appears in Corollary 2.3. By using (2) and taking into account that a 6 ≤ a 4 , we get that,
Secondly we estimate P m,j L q (R n ) . By (7) and (8) we get
where C > 0 does not depend on b nor on j.
Since M −1 x0,r−j (z − x 0 ) ∈ B, for every z / ∈ E j , we obtain
By using Proposition 2.2 it follows that
Then, we can write
Corollary 2.3 allows us to see that, for every β ∈ N and z ∈ E j+β+1 \ E j+β ,
Thus we deduce that
Let us estimate A r,j (β), β ∈ N. We distinguish three cases.
• Assume that r − j < − 2 log 2 c0 a6
. It is clear that, for every β ∈ N, r − (j + β) < − 2 log 2 c0 a6 . Then, we get and β 0 ∈ N verifying (14) . Note that β 1 ≤ β 0 . We get
Again, since 0 < a 6 ≤ a 4 , we obtain, when r − j ≥ 0,
By considering (12) , (15) and (16) we deduce that And finally, by taking into account (10), (11) and (17), we obtain that We define λ j as follows, λ j = C 1 2 −j (m(a6−a4)+da6/a4+1/q−1/p) , when r − j < 0, C 2 2 −j (m(a4−a6)+da4/a6+1/q−1/p) , when r − j ≥ 0.
We can write The proof of the theorem is thus finished.
