In this article we prove that the elliptic, hyperbolic and nilpotent (or unipotent) additive (or multiplicative) Jordan components of an endomorphism X (or an isomorphism g) of a finite dimensional vector space are given by polynomials in X (or in g). By using this, we provide a simple proof that, for an element X of a linear semisimple Lie algebra g (or g of a linear semisimple connected Lie group G), its three Jordan components lie again in the algebra (in the group). This was previously unknown for linear Lie groups other then Int(g). This implies that, for this class of algebras and groups, the usual linear Jordan decomposition coincides with the abstract Jordan decomposition.
Introduction
Let V be a finite dimensional real vector space and T a linear map of V . The most usual Jordan decomposition writes T as a commuting sum of a semisimple and a nilpotent maps. They are called the semisimple and nilpotent additive Jordan components of T and are given as polynomials in T (see Theorem 13, p.267 of [2] or Proposition 4.2, p.17 of [3] ). One can go further and write the semisimple component as a commuting sum of an elliptic and a hyperbolic components which also commutes with the nilpotent component. When T is invertible, there is an analogous multiplicative Jordan decomposition which writes T as a commuting product of an elliptic, a hyperbolic and a unipotent components (see Section IX.7, p.430 of [1] ). In Section 2, our main results show that the elliptic and hyperbolic components of both additive and multiplicative Jordan decomposition of T are given as polynomials in T and the same happens for the unipotent component.
One can extend these decompositions to the context of semisimple Lie algebras and groups in the following manner (see [1, 5, 7] ). Let g be a semisimple Lie algebra and G be a Lie group with Lie algebra g. Let ad : g → gl(g) be the adjoint representation of g and let Ad : G → Gl(g) be the adjoint representation of G. For X ∈ g we say that X = E + H + N is an abstract Jordan decomposition of X if E, H, N ∈ g commute, ad(E) is additively elliptic, ad(H) is additively hyperbolic and ad(N) is nilpotent. For g ∈ G we say that g = ehu is an abstract Jordan decomposition of g if e, h, u ∈ G commute, Ad(e) is elliptic, Ad(h) is hyperbolic and Ad(u) is unipotent. In Section 3, by using the results of Section 2, we provide a simple proof that, for an element X of a linear semisimple Lie algebra g (or g of a linear semisimple connected Lie group G), its three Jordan components lie again in the algebra (in the group). This was previously unknown for linear Lie groups other then Int(g). This implies that, for this class of algebras and groups, the usual linear Jordan decomposition coincides with the abstract Jordan decomposition.
We now introduce some preliminary definitions and notations. Defining the complex vector space V C = {u + iv : u, v ∈ V } we have that V ⊂ V C . For X ∈ gl(V ) we put X(u + iv) = Xu + iXv so that gl(V ) ⊂ gl(V C ). Since the determinant of g ∈ Gl(V ) seen as an operator of V or V C coincide we also have that Gl(V ) ⊂ Gl(V C ). Let X ∈ gl(V ). As usual, we say that X is semisimple if it is diagonalizable in V C and that X is nilpotent if there exists n ∈ N such that X n = 0. We say that X is elliptic (hyperbolic) in the additive case if it is semisimple and its eigenvalues are purely imaginary (real). Now let g ∈ Gl(V ). We say that g is elliptic (hyperbolic) in the multiplicative case if it is semisimple and its eigenvalues have absolute value equal to one (are real positive). We say that g is unipotent if g − I is nilpotent. The proof of the following result is straightforward. Lemma 1.1 Let L, T be two commuting linear maps of V .
1. If both L, T are semisimple, elliptic or hyperbolic, then L + T in the additive case (or LT in the multiplicative case) is semisimple, elliptic or hyperbolic.
2. If both L, T are nilpotent (or unipotent), then L + T is nilpotent (or LT is unipotent).
3. If T is simultaneously semisimple and nilpotent (or semisimple and unipotent) then T = 0 (or T = I).
4. If T is elliptic and hyperbolic, then T = 0 in the additive case (or T = I in the multiplicative case).
General linear algebra and group
Denote by F[x] the ring of the polynomials in x with coefficients in F = C or R. We denote by p(x) the polynomial whose coefficients are the conjugate of the coefficients of
Let T ∈ gl(V ) and consider the following ring homomorphism
where
We denote by F(T ) the image of this homomorphism. From now on, we will denote simply by p both p(x) and p(T ). It will be clear from the context which polynomial is considered. The kernel of the above homomorphism is the principal ideal generated by p T , the so called minimal polynomial of T .
. . , l and λ k is real for k = l + 1, . . . , n. Note that, since the characteristic polynomial of T divides p T (x), we have that the eigenvalues of T are λ k , λ k , for k = 1, . . . , n.
Lemma 2.1 There exist polynomials π k , where 1 ≤ k ≤ n, and l such that
(ii) If r = s then π r π s , π r π s and (x − λ r ) mr π r are multiples of p T . We also have that π r π r is multiple of p T for r = 1, . . . , l.
Proof: For 1 ≤ k ≤ l, we define the polynomials
whose conjugates are given by
where the factor below is omitted. For l + 1 ≤ k ≤ n, we define the polynomials
Since the constant polynomials are the only polynomials dividing all q k and q k , where 1 ≤ k ≤ n, it follows that the ideal generated by them is all of
. Thus there exists polynomials a k , b k and c k such that
Adding the above equation with its conjugate and dividing by two, we can assume that
. . , n we obtain the result.
Lemma 2.2
Applying the above polynomials to T we have the following.
We also have that π r π r = 0, for r = 1, . . . , l.
(iii) For r = 1, . . . , n we have π 2 r = π r . Proof: Items (i) and (ii) are immediate from the previous lemma and the definition of the minimal polynomial. For item (iii), apply π k to both sides of item (i) and use item (ii). Now we make the following remarks. By items (i) and (ii) of the above lemma we have that V C is the direct sum of the images of the projections π k , π k . Also, let
where r = 1, 2 and a rk , b rk , c rk are polynomials in T . Again by the above lemma, we have that
We now obtain the description of the additive Jordan components as polynomials.
Theorem 2.3 Let X ∈ gl(V ) and put λ k = u k + iv k . Then X can be written uniquely as a commutative sum X = E + H + N, where E is elliptic, H is hyperbolic and N is nilpotent and they are given by the following real polynomials
Note that N = X − S and that S = E + H and thus X = E + H + N. Using the remarks after Lemma 2.2, it is immediate that S is semisimple, E is elliptic, H is hyperbolic and that
Taking m = max k {m k }, by item (ii) of Lemma 2.2, it follows that N m = 0. For the uniqueness, consider the commuting sum X = E + H + N , with E elliptic, H hyperbolic and N nilpotent. Define S = E + H. Since E and H commute, by Lemma 1.1, we have that S is semisimple. Since E, H, N are polynomials in X, they commute with E, H, N . Using that X = S + N = S + N, by Lemma 1.1, we have that S − S = N − N is both semisimple and nilpotent and thus S = S and N = N. Now using that S = E + H = E + H, by Lemma 1.1, we have that E − E = H − H is both elliptic and hyperbolic and thus E = E and H = H.
The following result provides the description of the multiplicative Jordan components as polynomials. Theorem 2.4 Let g ∈ Gl(V ) and put λ k = u k + iv k . Then g can be written uniquely as a commutative product g = ehu, where e is elliptic, h is hyperbolic and u is unipotent and they are given by the following real polynomials
where N is the nilpotent component of g. Furthermore, we have that h = e H , where
Proof: By the proof of Theorem 2.3 we have that g = S + N. Noting that u = I + NS −1 , we have that Su = S + N = g. It is immediate that S = eh, and thus g = ehu. Since S, N commute and N is nilpotent, it follows that u is unipotent. Using the remarks after Lemma 2.2, it is immediate that e is elliptic, that h is hyperbolic and that h = e H . For the uniqueness, consider the commuting product g = e h u, with e elliptic, h hyperbolic and u unipotent. Define S = e h. Since e and h commute, by Lemma 1.1, we have that S is semisimple. Since e, h, u are polynomials in g, they commute with e, h, u. Using that g = Su = S u, by Lemma 1.1, we have that S −1 S = uu −1 is both semisimple and unipotent and thus S = S and u = u. Now using that S = eh = e h, by Lemma 1.1, we have that e −1 e = hh −1 is both elliptic and hyperbolic and thus e = e and h = h.
Example: In this example we display polynomials which give the additive and multiplicative Jordan components of the linear map
By using the Euclidean algorithm, we obtain the following polynomials which satisfy Lemma 2.1
Applying Theorem 2.3 we obtain, after factorization,
Applying Theorem 2.4 we obtain, after factorization,
One can use a mathematical software package to check that these polynomials give the correct Jordan components of T .
Semisimple linear Lie algebras and groups
In this section we will obtain the Jordan decomposition in semisimple linear Lie algebras and groups. When g = gl(V ) and G = Gl(V ), we have that ad(X)Y = XY − Y X and Ad(g)X = gXg −1 .
Additive Jordan decomposition
Let g ⊂ gl(V ) be a semisimple Lie algebra of gl(V ). Denote by n(g) the normalizer of g in gl(V ), that is,
By definition g is an ideal in n(g). Consider the representation ρ : g → gl(V C ), of g in V C , given by
for all X ∈ g and v ∈ V C . Since g is semisimple and V C has finite dimension we have, by the Weyl decomposition theorem (Theorem 3.13.1, p.222 of [5] ), that there exist subspaces V 1 , . . . , V m such that
and each V k , 1 ≤ k ≤ m is invariant and irreducible by ρ. For each k = 1, . . . , m, denote by g k the subalgebra of gl(V ) given by
Since g is semisimple it follows that g ⊂ g k . Let g the following subalgebra of gl(V ):
We have that g is an ideal in g.
The following result is an adaptation for real semisimple Lie algebras of proof of Theorem 6.4 , p.29 of [3] .
Lemma 3.1 With the above notations, we have that g = g.
Proof: Consider the representation ρ : g → gl( g) of g in g, given by ρ(X)(Y ) = ad(X)Y , where X ∈ g and Y ∈ g. By the Weyl decomposition theorem (Theorem 3.13.1, p.222 of [5] ), there exists a subspace h ⊂ g invariant by ρ such that g = g ⊕ h.
Since h is invariant by ρ and g is an ideal of g, it follows that ad(X)Y ∈ g ∩ h = {0}, for all X ∈ g and Y ∈ h. Let Y ∈ h. For each 1 ≤ k ≤ m and v ∈ V k we have that
for all X ∈ g. By the Schur lemma, there exists c ∈ C such that Y | V k = cI k , where I k is the identity of V k . We have that
Lemma 3.2 We have the following.
1. If E ∈ gl(V ) is elliptic then ad(E) is elliptic.
2. If H ∈ gl(V ) is hyperbolic then ad(H) is hyperbolic.
3. If N ∈ gl(V ) is nilpotent, then ad(N) is nilpotent.
Proof: For items 1 and 2, let {v 1 , . . . , v n } be a basis of V C given by eigenvectors of a semisimple S ∈ gl(V ) . Let λ 1 , . . . , λ n be the respective eigenvalues. Consider the basis of gl(V C ) given by E rs : V C → V C , E rs (v k ) = δ jk v r , where δ jk is the Kronecker delta. We have that
which shows that E rs is an eigenvector of ad(S) associated to the eigenvalue λ r − λ s . It is then immediate that ad(S) is elliptic (hyperbolic) when S is elliptic (hyperbolic). For the last item consider the linear map
n , it follows that R N is also nilpotent. Noting that L N and R N commute, and that ad(N) = L N − R N , it follows that ad(N) is nilpotent.
We now obtain the main result of this subsection. Theorem 3.3 Let g be a semisimple Lie subalgebra of gl(V ) and X ∈ g. The additive Jordan components of X lie in g.
Proof: Let X = E + H + N be the additive Jordan decomposition of X. By Lemma 3.2 we have that ad(X) = ad(E) + ad(H) + ad(N) is the additive Jordan decomposition of ad(X). By Theorem 2.3 it follows that g is invariant by the Jordan components of ad(X), since they are polynomials in ad(X). Thus, the Jordan components of X lie in n(g). Again by Theorem 2.3 it follows that V k is invariant by the Jordan components of X, since they are polynomials in X. Since N is nilpotent, then N| V k is also nilpotent so that tr(N| V k ) = 0. Since E is elliptic, then E| V k is also elliptic so that tr(E| V k ) is both real and pure imaginary and thus vanishes. It follows that tr(H| V k ) = 0, since tr(X| V k ) = 0. Hence the Jordan components of X lie in g k , for each k = 1, . . . , m, showing that they lie in g. The result now follows from Lemma 3.1.
Using the previous result and Lemma 3.2 we have the next result, which proves also the existence of the abstract Jordan decomposition in g. 
Multiplicative Jordan decomposition
Let g be a semisimple Lie subalgebra of gl(V ) and G a connected Lie subgroup of Gl(V ) with Lie algebra g. We denote by N(g) the normalizer of g in Gl(V ) which is given by
We have that G is a normal subgroup of N(g) since, by the connectedness of G, N(g) is the normalizer of G in Gl(V ).
Consider the representation ρ : g → gl(V C ) given in (1) and the decomposition V C = V 1 ⊕ · · · ⊕ V m given in (2), such that each V k is invariant and irreducible by ρ, 1 ≤ k ≤ m. For each k = 1, . . . , m, denote by G k the subgroup of Gl(V ) given by
Since G is connected and semisimple it follows that G ⊂ G k . Consider the subgroup of Gl(V ) given by
Lemma 3.5 With the above notations, G is algebraic and its connected component of the identity is G.
Proof: We first show that G is algebraic. We start by showing that N(g) is algebraic. Let g be given, as a subspace, by the kernel of T ∈ gl(gl(V )).
Consider g ∈ Gl(V ), then it is well known g = g −1 det(g) is a polynomial in g. Then condition that Ad(g)g = g is clearly seen to be equivalent to T (gX g) = 0, for all X ∈ g. Thus, taking a basis {X 1 , . . . , X n } of g, the condition Ad(g)g = g is equivalent to the algebraic condition T (gX r g) = 0, for r = 1, . . . , m. To show that each G k is algebraic we choose a basis of {v 1 , . . . , v n } of V C such that {v 1 , . . . , v l } is a basis of V k , l ≤ n. Denote by z rs (g) the (r, s)-entry of the matrix of g ∈ Gl(V ) in this basis. It follows that gV k ⊂ V k if and only if z rs (g) = 0 for r > l, s ≤ l, and in this case we have (g)) 1≤r,s≤l ) . Now, since G is connected, it is enough to show that its Lie algebra coincides with the Lie algebra of G. Since the Lie algebra of N(g) is n(g) and the Lie algebra of G k is the subalgebra g k given in (3), we have that the Lie algebra of G is given by (4) . The result now follows by Lema 3.1.
Lemma 3.6
We have the following.
1. If e ∈ Gl(V ) is elliptic then Ad(e) is elliptic.
2. If h ∈ Gl(V ) is hyperbolic then Ad(h) is hyperbolic.
3. If u ∈ Gl(V ) is unipotent, then Ad(u) is unipotent.
Proof: For items 1 and 2, let {v 1 , . . . , v n } be a basis of V C given by eigenvectors of a semisimple s ∈ Gl(V ). Let λ 1 , . . . , λ n be the respective eigenvalues. Consider the basis of gl(V C ) given by E rs : V C → V C , E rs (v k ) = δ jk v r , where δ jk is the Kronecker delta. We have that where N ∈ g is nilpotent. Since Ad(u) = e ad(N ) the result follows from the last item of Lemma 3.2.
We now obtain the principal result of this subsection. Theorem 3.7 Let G be a connected semisimple Lie subgroup of Gl(V ) and g ∈ G. Then the multiplicative Jordan components of g lie in G.
Proof: Let g = ehu be the multiplicative Jordan decomposition of g. By Lemma 3.6 we have that Ad(g) = Ad(e)Ad(h)Ad(u) is the multiplicative Jordan decomposition of Ad(g). By Theorem 2.4 it follows that g is invariant by the Jordan components of Ad(g), since they are polynomials in Ad(g). Thus, the Jordan components of g lie in N(g). Again by Theorem 2.4 it follows that V k is invariant by the Jordan components of g, since they are polynomials in g. Since u is unipotent, then u| V k is also unipotent so that det(u| V k ) = 1. Since e is elliptic and h is hyperbolic, then e| V k is also elliptic and h| V k is also hyperbolic so that det(e| V k ) is real and have absolute value equal to one and det(h| V k ) is positive real. It follows that det(e| V k ) = det(h| V k ) = 1, since det(g| V k ) = 1. Hence the Jordan components of g lie in G k , for each k = 1, . . . , m, showing that they lie in G. By Lemma 3.5, it remains to show that the Jordan components of g lie in the connected component of the identity of G.
For the hyperbolic component, by Theorem 2.4, we have that h = e H , where H ∈ gl(V ) is hyperbolic. Let {v 1 , . . . , v l } be a basis of V such that Hv r = λ r v r . We have that h n v r = e nλr v r , for all n ∈ Z. In this basis, let {Q s } be the set of polynomials defining G. Let P s be the polynomial obtained by restricting Q s to the diagonal matrices in this basis. Since h n ∈ G, we have that P s (e nλ 1 , . . . , e nλ l ) = 0, for all n ∈ Z. By Lemma 1.142 p.116 of [4] , we have that P s (e tλ 1 , . . . , e tλ l ) = 0, for all t ∈ R. This shows that e tH ∈ G, for all t ∈ R, so that h lies in the connected component of identity of G. For the unipotent component, by Lemma IX.7.3 p.431 of [1] , we have that u = e N , where N ∈ gl(V ) is nilpotent. Choosing a basis of V , we have that the (r, s)-entry of u n is a polynomial p rs (n) in n ∈ Z, since u n = e nN and N is nilpotent. We have that q j (n) = Q j ((p rs (n)) 1≤r,s≤l ) is also a polynomial in n. Since u n ∈ G, we have that q j (n) = 0, for all n ∈ Z, which implies that q j (t) = 0, for all t ∈ R. This shows that e tN ∈ G, for all t ∈ R, so that u lies in the connected component of identity of G.
Since g is already in G and g = ehu it follows that e lies in G, which completes the proof.
Using the previous result and Lemma 3.6 we have the next result, which proves also the existence of the abstract Jordan decomposition in G.
