In considering the problem of interpolating scattered data using spline methods, the authors present a general framework for using the multipole method to accelerate spline evaluations. Their article also illustrates the eficiency and accuracy of the fast multipole algorithm for the 20 vector spline.
the yz corresponds to a data location x,. The data yz can be measurements with any dimension, that is, the measurement can be muluple-valued or vector at each point.
Spline-interpolation techniques provide a very useful tool for solving the scattered-data interpolation problem. The term spline can be employed for a variety of interpolation and approximation methods. Here we restrict ourselves to PDE (partial differential equation) splines' because of their abilities to model physical properties (such as deformation). Moreover, unlike other spline methods (such as tensor product splines and NURBS (nonuniform rational B-splines), popular in some fields of computer-aided design), PDE splines do not prefer any specific direction. In spline methods, the spline function minimizes a smoothness-constraint functional. This functional is defined in terms of the derivatives of the interpolant and is usually related to a PDE (or an ODE-ordinary differential equation-for a univariate function).
The thin-plate spline, a well-known example of a PDE spline, is a flexible thin plate with minimum bending energy in terms of the second-order derivatives and is related to a biharmonic kernel. The thin-plate spline is a scalar function. Recently, interest also has developed in the study of vector splines, which have been used for the restitution of wind velocity fields in meteorolod and for other vector-field reconstructions. We have developed fast multipole method-based schemes to rapidly evaluate both scalar and vector splines.
In t h s article, we describe and illustrate a general fast method for efficiently evaluating splines in high dimensions. The method is based on a FMM for potential calc~lation.~ The algorithm involves a tree-data structure and two hierarchical approximations: an upward multipole-expansion approximation and a downward local Taylor-series approximauon. The CPU time of the vector kernel's direct calculation at N points with N data points increases at O(N2). Compared to the CPU time of direct calculation, which increases at a quadratic rate with the number of points, the fast algorithm achieves a higher evaluation speed at a linear rate. 
The spline solution
The splines to which we and others have applied FMM for evaluation are ones whose kernels are members of or closely related to the polyharmonic Although some of the methods4 appear to depend on specific kernel properties (for example, a biharmonic kernel), the technique only requires that the shifted summation of the kernel function has an expression that can be truncated (with error rapidly decreasing with distance) at a certain point. We do not know precisely what class of kernels this technique cannot use, but it cannot be applied to completely general kernels (for example, general oscillatory kernels would be beyond the scope of this technique').
In 
In this spline, a and fi control the amount of variation in the reconstructed field's divergence and curl. w e discussed the details for this 2D vector spline and a 3D vector analogy in earlier w0rk.5.~'~)
To determine the spline coefficients c,, we must solve the following linear system:
Hence, we obtain an explicit spline interpolant. Figure 1 gives an example of the vector spline interpolant.
In this article, we are only interested in the evaluation process with the given 6,-in evaluating, for example, the spline interpolant (Equation l) at x for given c, and x,. ( We are not concerned here with the polynomial pm.l, because the key to fast evaluation off is the fast evalua-tion of the shifted kernels' summation.) Equation l shows that every data point xz, (i = l, . . ., N> contributes to the evaluation at the point x.
Hence, evaluating the spline at a given point requires O(N) operations. The complete spline evaluation at M points requires O ( M w operations. This causes the evaluation process to be very computationally expensive when both the data points and the evaluation points are large in number.
The high computational cost is a major disadvantage of the spline methods and precludes their broad application to problems with large data sets. Obviously, for a problem involving large data in multidimensions, such as data derived from modern imaging methods-for ex-ample, satellite data or magnetic resonance imaging data-direct calculation of a spline is inefficient or prohibitive.
A general description of FMM
The FMM provides a general approach for rapid calculation of a finite summation of a suitable kernel function K with individual sources {x,}"~ and weights {a,}N1:
A suitable kernel function means a kernel function whose pairwise interaction can be expressed in a multipole-like series expansion as long as the two points are separated by an appropriate distance, which is referred to as a farfield in FMM literature. The essential idea of the fast multipole algorithm is to combine a cluster of far-field data sources, each of them corresponding to a multipole expansion, into a single source with a combined multipole expansion. (The analogy hinted at here is with electric-field sources; one of the first applications of multipole methods was in the calculation of electric field and potential3) For more information, see the "Related Work" sidebar.
We can construct the FMM hierarchical tree-like data structure by repeatedly subdividing the original domain into four equal-size subdomains, thus implementing the algorithm based on this data tree. For every evaluation point at the bottom of the data tree, the contributions coming from all data sources are separated into two parts: one from the near field and the other from the far field. The FMM computes the near-field contributions using a direct method, and divides the far-field sources into a number of clusters, associating each with a combined multipole expansion. These multipole expansions propagate upward through the tree-effectively creating large clusters-and then shift, under a convergence condition, into the local Taylor-series expansions. Finally, the local Taylor expansions propagate downward to the bottom for approximating all far-field contributions. The process takes the following four stages. Assume that the whole data (both data sources and evaluation points) are within a regular n-dimensional region, named a parent panel or root (level 0). (Here we use panel as general description: it will refer to a square in 2D space, or a cube in 3D space.) Repeatedly subdividing each parent panel into 2" children panels forms an n-dimensional tree-data structure. Suppose this procedure terminates at level 1-then (2.)' panels are obtained at the finest level. For each panel P in this tree, we define a few notations used in the FMM: nearjield of P: a set of panels that are at the same level as P and share a common corner, edge, or face with P. farfield ofP: a set of panels that are at the same level as P and are not in the near field of P. well-separated neighbors of P: a set of panels that are in the far field of P and whose parents are in the near field of the parent of P.
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In general, a panel in the n-dimensional tree has at most 3" -1 near-field elements and a t most 6" -3" well-separated neighbors. In par- Beginning from the finest level, for each panel that contains data sources, a combined multipole expansion at the center of this panel is constructed to approximate the whole contributions from those sources (see Figure 2b) . Then, all of the children multipole expansions shift to their parent to form the upward multipole approximation (see Figure 2c ).
Stage 3: downward approximation.
Beginning from the coarsest level, for each panel that contains the evaluation points, the FMM constructs a local Taylor series at the center of this panel from two sources. One is obtained by translating its well-separated neighbor multipole expansions, which cover contributions from all well-separated neighbors, and the other comes from the shifted parent local Taylor series, which cover contributions from all far-field sources, excluding well-separated neighbors (see Figure 2d ).
Stage 4 evaluation.
At the finest level, for each evaluation point within the panel P, we obtain the evaluation result by adding together the truncated local Taylor-series approximation for all far-field interactions and the direct calculation with data sources within P and the near field of P. In such a case, the vector kernel degenerates to the thin-plate spline kernel. Therefore, evaluating the vector spline, when a = p, is equivalent to evaluating two independent thin-plate splines7 The corresponding FMM for the thin-plate splme is certainly more efficient than that of the vector case (principally because there are no offdiagonal terms in Equation 2 ). When a = p, because the computational cost for the same truncation indexp is less than for a # p, we can increase the truncation index and gain more accuracy for the same total computational cost. That is, we can trade time saved for increased accuracy, and in h s sense, the efficiency of the a = p solution is greater. However, the issue should not be whether the case a = p is more efficient for a given physical problem, but whether the case a = p is appropriate in terms of the problem's underlylng physics.
The numerical results we show are all based on the general case of a # p. We implemented the algorithm in a C program on a Silicon Graphics Indy (R4600 processor) to illustrate the algorithm's efficiency and accuracy.
Timing Figure 3 shows the CPU time for a five-level FMM and the CPU time for &rect calculation. The data points and evaluation points are generated randomly and distributed uniformly 1,000 2,000 3,000 4,000 5,000 6,000 7,000 8,000 9,000 1 0 , o~ (a)
Number of data points and evaluation points (b) Number of data points and evaluation points over [0, 11 x [0, 11. The series truncation is set to 10 for both the multipole and the local Taylor expansions. As shown in Figure 3 , the computation time using the FMM has a linear relation with N, while the timing using direct method increases with a rate of O(N2).
In the FMM, the refinement level I influences the runtime of the fast multipole algorithm. More specifically, increasing the refinement level produces more panels, which results in higher computational costs for the implementation. On the other hand, increasing the number of data points Nrequires a finer subdivision of the data tree to avoid too much near-field direct calculations. Therefore, the choice of the refinement level mainly depends on the number of data points. Figure 4a depicts the CPU time of the FMM changing with the different levels (fixed p = lo), where level Imeans a 2'x 2' grid of panels. As Figure 4a shows, when of points is larger than 6,500, a level-S scheme performs much more efficiently than a level-4 scheme. In general, for a nearly uniform data system, the refinement level is I = logy N, so that most of the panels at this level contain at least one data source (where n is the dimensions of the space in which the problem will be solved).
Another parameter involved in FMM is the truncation indexp of the nimber the series expansions. This truncation index also influences the FMM efficiency and can be chosen according to the required accuracy. Figure  4b shows that the runtime of the fast algorithm varies with the truncation index (fixed 1 = 5). Obviously, the calculation will take longer if the series expansion is calculated using more terms. However, the trade-off between the runtime and the accuracy should be considered when choosing the truncation index, because the series expansion with fewer terms will result in greater error (see Table 1 ). In practical FMM implementations, to achieve a given precision E, the truncation index can be chosen as p 2
When implementing FMM, we spend much time constructing the local Taylor-series expansion due to the relatively large number of wellseparated neighbors (particularly, there are 2 7 well-separated neighbors for 2D FMM and 189 I lOgz(€) I .6 Table 1 : The largest absolute error and relative error of FMM with respect to different truncation indexes for a five-level scheme, where the number of data points and evaluation points are both equal to 4,000. The numerical results show that the maximum errors decrease quickly as the truncation index increases. well-separated neighbors for 3D FMM). Figure   5a shows that the local Taylor-series approximation dominates the runtime of the FNlM algorithm. In addition, the CPU time spent on the local Taylor-series approximation increases sharply as the refinement levels I increase (see Figure 5b) ; however, it then depends less on the number of points N. The last property implies that when the number of points increases, we can employ a higher-level scheme to reduce the amount of the direct calculations between the nearest neighbours.
Error estimation
The error of an FMM algorithm strongly depends on the truncation index of the series expansions. The error bounds decrease as the truncation index increases. Table 1 shows the maximum absolute error and maximum relative error with a different number of truncations for each componentfi andfi.
have shown how to use the to accelerate the evaluaof splines related to the vector splines. Our approach has proven to be very efficient and generally applicable as no regular grid is necessary, and it is able to encompass whole families of PDE splines (including scalar and vector). The fast spline technique should greatly extend the spline application domains and will provide a more powerful and effective tool for scientists and engineers.
We have used the PDE splines for several tasks, including reconstructing cardiac motion from measurements taken from MRI image sequences, historical-film restoration ("unwarping" the distortion present in very old film material), and medical-image restoration. Other work includes further accelerating spline calculation by investigating such methods as wavelet decomposition, multiprocessor implementation, and domain-decomposition methods. We are also investigating spline applications in new areas-applications that become feasible when the techniques we have discussed here reduce the computational time.
