Symmetric Tensor Decomposition is a major problem that arises in areas such as signal processing, statistics, data analysis and computational neuroscience. It is equivalent to write a homogeneous polynomial in n variables of degree D as a sum of D-th powers of linear forms, using the minimal number of summands. This minimal number is called the rank of the polynomial/tensor. We consider the decomposition of binary forms, that corresponds to the decomposition of symmetric tensors of dimension 2 and order D. This problem has its roots in Invariant Theory, where the decompositions are known as canonical forms. As part of that theory, different algorithms were proposed for the binary forms. In recent years, those algorithms were extended for the general symmetric tensor decomposition problem.
INTRODUCTION
The Symmetric Tensor Decomposition problem (STD) consists in writing a symmetric tensor of dimension n and order D as a sum Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. of rank-1 symmetric tensors, using the minimal number of summands. The length of the shortest sum is known as the rank of the symmetric tensor. A symmetric tensor is said to have rank 1 when it is, roughly speaking, the k-th outer-product of a vector. This definition of rank is also called symmetric rank [8] . Under different formulations, STD appears in many various areas like signal processing, computer vision, statistics, psychometrics, chemometrics, data mining, computational neuroscience. For an up-to-date introduction of the state-of-the-art in STD, we refer to e.g. [6, 20] .
We can express STD in terms of homogeneous polynomials, e.g. [8] : given a homogeneous polynomial in n variables of degree D, we want to write it as a sum of D-th powers of linear forms, using the minimal numbers of summands. The rank of the polynomial, and equivalently of the tensor, is this minimal number.
Under this formulation, STD dates back to the origin of modern linear algebra, as it was studied in Invariant Theory. There, the decompositions are known as the canonical forms [11, 34, 35] . This problem, and the related theory of apolarity, were important for this classical theory, because they give information on the behavior of the polynomials under a linear change of variables [19] . It was also studied as a polynomial version of Waring's problem [8, 13] .
Binary Form Decomposition (BFD). We consider the decomposition of symmetric tensors of order D and dimension 2. In terms of polynomials, given a binary form
with a i ∈ F ⊂ C and F some field of characteristic zero, we want to compute a decomposition f (x, y) = ∑ r j=1
where α 1 , . . . , α r , β 1 , . . . , β r ∈ F (the algebraic closure of F) and r is minimal. A decomposition is said to be unique when for all the decompositions, the set of points {(α j , β j ) : 1 ≤ j ≤ r} ⊂ P(F) is unique, where P(F) is the projective space of F [32] . Previous work. The decomposition problem of Eq. (2) has been extensively studied for F = C. The classical work of Sylvester [34, 35] described the necessary and sufficient conditions for a decomposition to exist (see Sec. 2.1). He showed how the decompositions are linked to Hankel matrices. He proved that the vectors, of dimension r + 1, in the kernel of these matrices are related to decompositions of rank r. For a modern approach of this topic, we refer to [14, 18, 19, 32 ]. Sylvester's work can be extended to a more general kind of polynomial decompositions [11, 14, 31 ].
Sylvester's ideas lead straightforwardly to Sylvester's algorithm (Alg. 1) of [7, Sec. 3.4.3] . In addition, several algorithms were proposed to decompose binary forms, but with complexity at least quadratic in the degree of the binary form. For binary forms of odd degree we can modify Berlekamp-Massey algorithm [2, 22] to compute the decompositions [9] . When the decomposition is unique, the Catalectican algorithm, which also works for symmetric tensors of bigger dimension [14, 26] , improves Alg. 1. For an arbitrary binary form, Helmke [13] presented a randomized algorithm based on Padé approximates and continued fractions and described the different possible decompositions.
Besides of BFD, the subproblems of estimating the rank and deciding the uniqueness of the decompositions were considered [3, 5, 13, 34, 35] . Sylvester considered them [34, 35] for generic binary forms; that is for binary forms with coefficients belonging to a dense algebraic open subset of F D+1 [7, Sec. 3] . He proved that when the degree is 2k or 2k + 1, the rank is k + 1 and that the minimal decomposition is unique only when the degree is odd. In the non-generic case, the rank is related with the kernel of a Hankel matrix [5, 13, 14] . Moreover, the decomposition of a binary form of degree 2k or 2k − 1 and rank r, is unique if and only if r ≤ k. Different algorithms were proposed to compute only the rank [3, 5, 8] . They do not provide complexity estimates, but using recent superfast algorithms for Hankel matrices [27] , we can deduce a nearly-optimal arithmetic complexity bound for [5] .
For the general STD problem, Sylvester's work was successfully extended to cases where the decomposition is unique [4, 26] .
Formulation of the problem. To control the algebraic degree [1, 24] of the terms in the decompositions, we consider an equivalent problem. Instead of decomposing the polynomials as in Eq. (2), we compute λ 1 . . . λ r , α 1 . . . α r , β 1 . . . β r ∈ F, where r is minimal, such that,
Since λ j ∈ F, the problems are equivalent. However, if λ j , α j , β j ∈ F, then the task is not the same. We do not study this problem, and we refer to [8, 13, 33] , for F = R, and to [31, 32] , F ⊂ C.
Main results and organization of the paper. We extend Sylvester's algorithm to achieve a nearly-optimal complexity bound in the degree of the binary form. Exploiting the relation between the kernel of the Hankel matrices and the decompositions, we bound the possible values of the rank of the decomposition, and we identify when the decomposition is unique. We build upon [13] and we use Berlekamp-Massey algorithm to provide a better complexity bound than what is currently known. As Sylvester's algorithm does, our approach decomposes successfully any binary form.
We present a superfast randomized algorithm to compute a symbolic decomposition in O(M(D) log(D)), where M(D) is the arithmetic complexity of polynomial multiplication. Such a decomposition refers to a representation of the decomposition as a sum of a rational function evaluated at the roots of a univariate polynomial. Using this representation, we can approximate the terms in the decomposition, with a relative error of 2 −ε , in O D log 2 (D) log 2 (D)+ log(ε) arithmetic operations [23, 28] . From the symbolic decomposition, we can deduce for free the rank and the border rank of the tensor (see [5, Sec. 1] ). The algorithm is randomized because it performs a random linear change of variables to fulfill some genericity assumptions. We stress that we can check if the genericity assumptions hold in O(M(D) log(D)).
Using results from Kaltofen and Yagati [17] , we bound the algebraic degree of the decompositions by min(r, D − r + 1). For polynomials with integer coefficients, we bound the bit complexity, up to poly-logarithmic factors, by O B (D + D 4 + D 3 τ), where τ is the maximum bitsize of the coefficients of the binary form and 2 − is the error of the terms in the decomposition.
The rest of the paper is organized as follows. First we present the notation. In Sec. 2 we present the preliminaries needed by the 
6. Return ∑ r j=1 λ j (α j x + β j y) D algorithm. Sec. 3 contains the main algorithm and its proof of correctness. In Sec. 4, we study the algebraic degree of the problem and the arithmetic and bit complexity of our algorithm Notation. We denote by O, resp. O B , the arithmetic, resp. bit, complexity and we use O, resp. O B , to ignore (poly-)logarithmic factors. M(n) is the arithmetic complexity of multiplying two polynomial of degree n. Let F be a subfield of C, and F its algebraic
v i x i y n−i . Given a binary form f (x, y), we refer as f (x) to the univariate polynomial f (x) := f (x, 1). By f (x) we denote the derivative with respect to x. For a matrix M, we refer as rk(M) and Ker(M) to the rank and the kernel of M. 
PRELIMINARIES
We may omit the a in H k a when it is clear from the context. (β j x − α j y)
is square-free and α i , β i ∈ F. Then, there are λ 1 , . . . Thm. 2.2 implies Alg. 1. This algorithm will loop as many times as the rank. In the i-th loop it will compute the kernel of H i . The dimension of this kernel is ≤ i, and each vector in the kernel has i + 1 coordinates. As the rank of the binary form can be as big as the degree of the binary form, a straightforward bound for the arithmetic complexity of Alg. 1 is at least cubic in the degree.
We can improve the complexity of Alg. 1 by a factor of D by noticing that the rank of the binary form is either rk(H The bottleneck of the previous approaches is that they have to compute the kernel of a Hankel matrix. However, even if we know that the rank of the binary form is r, the dimension of the kernel of H r , as well as the dimension of the vectors in the kernel, can be as big as O(D). Hence, the complexity is lower bounded by O(D 2 ).
Our approach avoids the incremental construction. We exploit the structure of the kernel of the Hankel matrices and we prove that the rank has just two possible values (Lem. 3.1). Moreover, we use a compact representation of the vectors in the kernel. We describe them as a combination of two polynomials of degree O(D).
Kernel of the Hankel matrices
The Hankel matrices are one of the most well known structured matrices [27] . We present results about the structure of their kernel. For details, we refer to Heinig and Rost [12, Ch. 5] .
Consider a family of Hankel matrices {H k a } 1≤k≤D (Def. 2.1). There is a formula for the dimension of the kernel of each matrix in the family, involving two numbers, N a 1 and N a 2 . Proposition 2.3 For a family of Hankel matrices {H k a } 1≤k≤D there are two constants, N a 1 and N a 2 , such that The elements of the kernel of the matrices in {H k } are related. To express this relation from a linear algebra point of view, we to introduce the U-chains.
If v is not zero, then all the elements in a U-chain of v are linearly independent. The following theorem uses the U-chains to relate the vectors of the kernels in a family of Hankel matrices. There are two vectors, v ∈ F N 1 +1 and w ∈ F N 2 +1 , such that,
• If N 2 < k ≤ D, the U-chain of v of length k − N 1 together with the U-chain of w of length k − N 2 is a basis of Ker(H k ), that is
The vectors v and w of Prop. 2.5 are not unique. Vector v could be any vector in Ker(H N 1 +1 ). Vector w could be any vector in Ker(H N 2 +1 ) that does not belong to the vector space generated by the U-chain of v of length N 2 −N 1 +1. From now on, given a family of Hankel matrices, we refer to v and w as the vectors of Prop. 2.5.
Let u be a vector in the kernel of H k and P u the corresponding polynomial (see Notation). We call P u a kernel polynomial.
As P U Proposition 2.6 Consider the family of Hankel matrices {H k } 1≤k≤D .
The kernel polynomials P v and P w are relative prime. The set of kernel polynomials of the matrix H k are
Linear recurrent sequences
Linear recurrent sequences are related to kernels of Hankel matrices. Essentially, their generating sequences generate these kernels.
Definition 2.7 A sequence S (finite or not) is linearly recurrent when there is a finite sequence (u 0 , . . . , u n ), known as the generating sequence, such that:
) of S is a generating sequence whose length is the shortest with respect to the length of all the generating sequences of S.
Berlekamp-Massey algorithm computes a minimal generating sequence [2, 22] . Moreover, Massey [22, Thm. 3] showed that a m.g.s. is unique, if and only if, its length is at most half of the length of the recurrent sequence. He also proposed to use rational function reconstruction to compute the m.g.s., when it is unique.
When the m.g.s. is unique, we compute it in softly-linear time [10, Sec. 12.3] . When it is not unique, to the best of our knowledge, the fastest deterministic algorithm to compute it has quadratic complexity , with well-known constants [25] .
The Hankel matrices are related to the Berlekamp-Massey algorithm [15, 16] . In particular, we have Prop. 2.8.
Linear change of variables
Instead of working with the input binary form, we perform a linear change of variables to ensure that we only compute unique m.g.s. A linear change of variables L M , in our case, is associated to an invertible matrix M := a b c d , where
This transformation preserves the rank of the binary form.
Lemma 2.9 Let M be a non-singular 2 × 2 matrix. Given f and a minimal decomposition f (
We compute any linear change of variables in O(M(D) · log(D)) using multi-point evaluation and interpolation algorithms for univariate polynomials [10, Ch. 10] .
For a 2 × 2 non-singular matrix, it holds
We want to perform a linear change of variables so that the matrices of the transformed polynomial have generic rank profile. Definition 2.10 A matrix has Generic Rank Profile if its leading principal minors of dimension less or equal to its rank are not zero. 
THE ALGORITHM
One of the drawbacks of Alg. 1, and its variants, is that they rely on the computation of the kernels of many Hankel matrices, and they ignore the particular structure that is present. Using Lem. 3.1, we can skip many calculations by computing only two vectors, v and w (Prop. 2.5). This is the main idea behind Alg. 2 that leads to a softly-linear arithmetic complexity (Sec. 4.2).
Alg. 2 performs as follows: First, (step 1) it performs a linear change of variables to ensure that the Hankel matrices have generic rank profile (see Sec. 2.4). Next, in step 2 computes two vectors, which are intended to be v and w from Prop. 2.5, to obtain the kernel of the Hankel matrices (see Sec. 3.1).
Step 3 checks if the vectors computed are in fact the v and w of Prop. 2.5 (see Lem. 3.7). If they are not, this means that the linear change of variables was not appropriate. The algorithm goes back to the first step to perform a new linear change of variables. If the vectors are the correct ones, step 4 computes a square-free kernel polynomial of the minimum degree r (see Sec. 3.2). Next, step 5 computes the coefficients λ 1 , . . . , λ r (see Sec. 4.1.2). Finally, step 6 recovers a decomposition for the original binary form.
Let f be a binary form as in Eq. (1) and let {H k } 1≤k≤D be its corresponding family of Hankel matrices (see Def. 2.1).
The next lemma establishes the rank of f . PROOF. By Prop. 2.3, for k < N 1 + 1, the kernel of H k is trivial. Hence, by Sylvester's theorem (Thm. 2.2), there is no decomposition with a rank smaller than N 1 + 1. Recall that v ∈ Ker(H N 1 +1 ). So, if P v is square-free, by Sylvester's theorem, there is a decomposition of rank N 1 + 1.
Assume P v is not square-free. For N 1 + 1 ≤ k ≤ N 2 , P v divides all the kernel polynomials of the matrices H k (Prop. 2.6). Therefore, none of them is square-free, and so the rank is at least N 2 + 1. By Prop. 2.6, P v and P w do not share a root. So, there is a polynomial P µ of degree N 2 − N 1 such that Q µ := P v · P µ + P w is square-free. A formal proof of this appears in Thm. 3.8. By Prop. 2.6, Q µ is a square-free kernel polynomial of degree N 2 + 1. Consequently, by Sylvester's theorem, there is a decomposition with rank N 2 +1.
Link with the classical theory. To relate Lem. 3.1 with the theory of BFD, we recall that the decompositions are identified with the square-free polynomials in the annihilator of f [19] [14, Chp. 1]. All the kernel polynomials of {H k } k belong to the annihilator of f , which is an ideal. If f is a binary form of degree D = 2k or 2k + 1, then this ideal is generated by two binary forms of degrees rk(H k ) and D+2−rk(H k ), with no common zeros [14, Thm. 1.44]. These are the polynomials P v and P w . Using this interpretation, Alg. 1, and its variants, computes a (redundant) generating set of the annihilator, while Alg. 2 computes a basis.
Computing the vectors v and w
We use Prop. 2.8 to compute the vectors v and w as minimal generating sequences (m.g.s.) in Alg. 3.
Algorithm 2 FASTDECOMP
Input: A binary formf (x, y) of degree D Output: A decomposition forf (x, y) of rank r.
Perform a random linear change of variables
We choose a 2 × 2 random matrix M, and we take := (a 0 , . . . , a D ) T .
Test if
Step 2 computed v and w. If not, GO TO Step 1.
Check if the preconditions of Alg. 3 hold (Lem. 3.7). We only consider families of Hankel matrices that have generic rank profile (see Def. 2.10). We prove that this property implies that v is related to a m.g.s. of a, and w is related to the unique m.g.s. of the first 2N a 1 elements of a, where N a 1 is defined by Prop. 2.3. This approach guarantees a softly-linear complexity bound (Sec. 4.2).
IF
The assumption on the generic rank profile is not restrictive. As Prop. 2.11 indicates, we can achieve this property by applying a generic linear change of variables to f . PROOF. By step 2 of Alg. 3, v N 1 +1 = 0. Hence, none of the vectors in the vector space generated by the elements in the Uchain of v of length N 2 − N 1 + 1 has its last N 2 − N 1 + 1 positions equal to zero. As this property holds for the candidate vector for w, it cannot belong to this space.
The dimension of the kernel of
As N 1 = D − N 2 and we assumed having generic rank profile, the N 1 × N 1 leading principal submatrix of H N 2 +1 is invertible. Hence, the following system has a unique solution,
So, the vector w = (w 0 . . .
As there is a unique solution to the system of Eq. (6), by Prop. 2.8, (w 0 . . . w N 1 −1 ) is the unique generating sequence of (a 0 , . . . , a 2N 1 −1 ) with length N 1 . Note that if (u 0 , . . . , u n ) is a generating sequence, then for any ρ, ρ(u 0 , . . . , u n , −1) + (0, u 0 , . . . , u n ) is a generating sequence too. Hence, it is the unique m.g.s. of (a 0 , . . . , a 2N 1 −1 ). ). Hence, u 1 is the vector v. By Prop. 2.5, all the kernel polynomials spanned by the elements in the U-chain of u 1 are divisible by P u 1 . As P u 1 and P u 2 are relative primes, the vector u 2 that does not belong to the vector space generated by the elements in the U-chain of u 1 of length (N a 2 −N a 1 +1). This implies that u 2 is the vector w.
Computing a square-free polynomial Q
We can compute Q at step 4 of Alg. 2 in different ways. If P v is square-free, then we set Q equal to P v . If P v is not square-free, by Lem. 3.1, we need to find a vector µ ∈ F (N 2 −N 1 +1) such that Q µ := P µ · P v + P w is square-free. By Prop. 2.6, P v and P w are relative prime. Thus, if we take a random vector µ, generically, Q µ would be square-free. For this to hold, we have to prove that the discriminant of Q µ is not identically zero. To simplify notation, in the following theorem we dehomogenize the polynomials. Theorem 3.8 Given two relative prime univariate polynomials P v (x) and P w (x) of degrees N 1 + 1 and N 2 + 1 respectively, let
. The discriminant of Q µ (x) with respect to x is a non-zero polynomial.
PROOF. The zeros in F of the discriminant of Q µ (x) with respect to x, considering it a polynomial in µ, is the set {µ ∈ F N 2 −N 1 +1 : Q µ has double roots}.
A univariate polynomial is square-free if and only if it does share any root with its derivative.
Hence, (µ 0 , . . . , µ N 2 −N 1 ) T ∈ {µ ∈ F N 2 −N 1 +1 : Q µ has double roots} if and only if, there is
We can rewrite P µ as µ 0 + xPμ , whereμ := (µ 1 , . . . , µ N 2 −N 1 ) T . From Eq. (7), we can eliminate µ 0 to obtain the equation P v (Pμ · P v + P w ) − P v (Pμ · P v + P w ) (x) = 0. As P v and P w are relative prime, this polynomial is not identically 0. Hence, for eachμ, there is a finite number of solutions for this equation, bounded by the degree of the polynomial. Moreover, as the polynomials of Eq. (7) are linear in µ 0 , each solution of the deduced equation is extensible to a finite number of solutions of Eq. (7). Therefore, there is a µ ∈ F N 2 −N 1 +1 , such that Q µ is square-free. For this reason, the discriminant of Q µ (x) is not identically zero. 
Correctness of Algorithm 2
For computing a decomposition for a binary form f , we need to compute the kernel of a Hankel matrix (Thm. 2.2). Alg. 3 computes correctly the vectors v and w that characterize the kernels of the family of Hankel matrices associated to f , if they have generic rank profile. To ensure this precondition, in step 1, we perform a linear change of variables using a random non-singular matrix M. We will decompose L M ( f ) to recover a decomposition for f (Lem. 2.9).
By Lem. 3.7, step 3 tests if the output of Alg. 3 is correct. By definition of Alg. 3, the algorithm computes v and w if the input Hankel matrices, associated to L M ( f ), have generic rank profile (Thm. 3.6). Therefore, if the output is not correct, then the Hankel matrices do not have generic rank profile. Hence, we perform a new random change of variables and try again. There is a bounded number of "bad" changes of variables (Prop. 2.11), so we can always obtain a family of Hankel matrices with generic rank profile.
Once we obtain the vectors v and w, step 4 (see Cor. 3.9) and step 5 computes the coefficients α j , β j , λ j of the decomposition. Hence, we have a decomposition for
Example. Consider f (x, y) = y 4 + 8xy 3 + 18x 2 y 2 + 16x 3 y + 5x 4 .
The Hankel matrices associated to f are related to the vector (1, 2, 3, 4, 5) T . Those matrices have generic rank profile. We apply Alg. 3 to compute v and w. The m.g.s. of (1, 2, 3, 4, 5) is (−1, 2). Therefore, v = (−1, 2, −1) T , N 1 = 1 and N 2 = 3. The m.g.s. of (1, 2) is (2), then w = (2, −1, 0, 0, 0) T .
As P v = −(y − x) 2 , the rank of f is N 2 + 1 = 4 and we need to get a square-free kernel polynomial of degree 4. We consider the square-free kernel polynomial ( 
COMPLEXITY
In this section we study the complexity of Alg. 2.
Algebraic degree of the problem

The complexity of computing Q
Following the discussion of Sec. 3.2, we prove that, when the rank of the binary form is N 2 + 1, we can compute a square-free kernel polynomial Q of this degree such that the largest degree of its irreducible factors is N 1 . Moreover, we prove that for almost all the choices of (N 2 − N 1 + 1) pairwise linearly independent linear forms in F[x, y] there is a square-free kernel polynomial of H N 2 +1 divisible by these forms.
Lemma 4.1 Let f be a binary form of rank N 2 + 1. Given (N 2 − N 1 +1) pairwise linearly independent linear forms (β i x−α i y) such that none of them divides P v , then there is a unique binary form P µ of degree N 2 − N 1 , such that the kernel polynomial Q µ := P µ · P v + P w is divisible by ∏ i (β i x − α i y).
PROOF. Without loss of generality, we assume β i = 1. By Prop. 2.6, for any polynomial P µ of degree N 2 − N 1 , Q µ is a kernel polynomial. Since ∏ i (x − α i y) divides Q µ (x, y), it holds that for every α i , Q µ (α i , 1) = 0. Hence, we can interpolate P µ by noticing
. The degree of P µ is (N 2 − N 1 ) and we interpolate it at (N 2 − N 1 + 1) different points. Hence there is a unique interpolation polynomial P µ . So, Q µ is the unique kernel polynomial of H N 2 +1 divisible by all those linear forms.
Example (cont.) For the example of Sec. 3.3, we obtained the square-free kernel polynomial by choosing the factors (x − 2y), (x + 2y) and (x + y). If we choose other factors such that Q µ is square-free, we will obtain a different decomposition. Hence, f does not have a unique decomposition. This holds in general.
Corollary 4.2 A decomposition is not unique iff the rank is N 2 + 1. Theorem 4.3 Let the rank of f be N 2 + 1. There is a square-free kernel polynomial Q such that the largest degree of its irreducible factors is at most N 1 .
PROOF. Assume F = C. If the rank of f is N 2 + 1, then for each set of N 2 −N 1 +1 linear forms (x −α i y), following the assumptions of Lem. 4.1, there is a unique kernel polynomial. There is a rational map that realizes this relation (see the proof of Lem. 4.1). Let this map be Q [α] , where α = (α 0 , . . . , α N 2 −N 1 ). The image of the map is contained in {P µ · P v + P w : µ ∈ F N 2 −N 1 +1 }. This set and the domain of the rational map have the same dimension,
Given a kernel polynomialQ(x, y), there is a finite number of distinct linear forms (x − α i y) that divides it, becauseQ(x) is a nonzero univariate polynomial. Hence, the pre-image of an element in the image of Q [α] is a finite set. Therefore, the dimension of the image and the dimension of the domain are the same.
By Thm. 3.8, the non-square-free kernel polynomials form a hypersurface in the space of kernel polynomials of the shape P µ · P v + P w . If we consider the pre-image of the intersection between this hypersurface and the image of the rational map, then its dimension is smaller than N 2 − N 1 + 1.
Therefore, generically, for N 2 − N 1 + 1 linear forms, the map Q [α] (x, y) results a square-free kernel polynomial.
If F ⊂ C, this proof can be adapted taking into consideration that F is a dense algebraic open subset of C. 
Complexity of computing λ
We compute the coefficients λ j of the decomposition by solving a linear system involving a transposed Vandermonde matrix (Step 5 of Alg. 2). We follow Kaltofen and Yagati [17] to write the solution of Eq. (5) as the evaluation of a rational function over the roots of a univariate polynomial. 
where Q (x) is the derivative of Q( (5) is invertible, we can restrict the problem to solve that r × r leading principal subsystem. This system is Eq. (8) . Therefore, the proof follows from Prop. 4.6.
Corollary 4.8 Let Q be a square-free kernel polynomial related to a minimal decomposition of a binary form f of degree D, such that y does not divide Q. In this case, we can write f as f (x, y) =
If the square-free kernel polynomial related to a decomposition of rank r is divisible by y, we can compute {λ j } j<r of Eq. (5) To summarize the section, given a binary form f of rank r and a generic non-singular 2 × 2 matrix M, there is a square-free kernel polynomial Q of the degree r, such that the largest degree of its irreducible factors is bounded by min(r, D − r + 1) (Cor. 4.8). If Q(x, y) is not divisible by y, the decomposition is
where T and Q are polynomials whose coefficients belong to F and whose degrees are bounded by r, defined in Lem. 4.7. When y divides Q, the form is similar. [22] states that the m.g.s. is unique if and only if its length is less or equal to half of the length of the recurrent sequence. Hence, if N 1 = N 2 , the m.g.s. is unique and so we can compute it superfast.
Arithmetic complexity
We consider the case where
a is square and has a trivial kernel (Prop. 2.3). Hence, it is invertible and the system H N 1 a · u = a has always a solution; where u is a vector of unknowns,â = (a N a 1 +1 , . . . , a D , c) T , and c is arbitrary. By Prop. 2.8, for each c, the solution of the system is a generating sequence of (a 0 , . . . , a D , c) of length N a 1 + 1. Reasoning as in the proof of Lem. 3.5, since this generating sequence of length N a 1 + 1 is unique, it has to be the unique m.g.s. of (a 0 , . . . , a D , c). In addition it is also a generating sequence of (a 0 , . . . , a D ). As it has the length, N a 1 + 1, of the m.g.s. of (a 0 , . . . , a D ), it is minimal. We compute it superfast as an m.g.s. of (a 0 , . . . , a D , c) for any c.
It remains to identify when N 1 = N 2 . We adopt a try and error approach. For an input a = (a 0 , . . . , a d ) we run the superfast version of BM. The algorithm terminates and outputs a sequence u in If u is not a generating sequence of a, then the m.g.s. of a is not unique, and so N 1 = N 2 . If u is a generating sequence of a, then we proceed as follows: Let L be the length of u. We compare 2L and D + 1. If 2L ≤ D + 1 then m.g.s. of a is unique and N 1 = N 2 . If L m is the length of m.g.s., then L m ≤ L and 2L m ≤ D + 1. Hence, by Massey's uniqueness argument [22] , the m.g.s. is unique. In this case the m.g.s. of a is u. If 2L > D + 1, then the m.g.s. of a is not unique and N 1 = N 2 . To see this notice that if the m.g.s. of a is unique then u has to be the unique m.g.s., by the correctness of BM. And so by Massey's uniqueness argument [22] it holds 2L ≤ D + 1 and N 1 = N 2 . Therefore, we identify when
The vector w always corresponds to a unique m.g.s (Lem. 3.5). Therefore, we can always compute it efficiently. [17] . Finally, step 6 returns the decomposition. 
Bit complexity
Let f ∈ Z[x, y] be a binary form as in Eq. (1), of degree D and let τ be the maximum bitsize of the coefficients a i . We study the bit complexity of computing suitable approximations of the α j 's, β j 's, and λ j 's of Eq. (3), say α j , β j and λ j respectively, that induce an approximate decomposition correct up to bits. That is a decomposition such that f − ∑ j λ j ( α j x + β j y) D ∞ ≤ 2 − . We need to estimate an upper bound on the number of bits that are necessary to perform all the operations of the algorithm.
Initially the algorithm performs a linear change of variables, according to the discussion in Sec. 2.4. The element t of the matrix M = 1 t 0 1 that we use for the linear change of variables has less than D 3 forbidden values. Therefore, at least one of the first D 3 integers is valid to perform the transformation. Hence, in the worst case, t has bitsize O(log(D)). After the transformation we obtain a new polynomial, F, of the same degree as f and of maximum coefficient bitsize O(D lg(D) + τ) = O(D + τ).
It is wlog to consider y = 1, because we have already performed the linear change of variables, and the degree of the binary form does not change with this substitution.
In the sequel, the algorithm computes the vectors v and w and, through them, the polynomial Q. This costs O(D). The degree of Q is ≤ D and its maximum coefficient bitsize is O(D 2 + Dτ) = σ as it is the Bézout coefficient of an EGCD computation [10, Sec. 12.3] . Let α j be the roots of Q. We isolate them in O B (D 2 σ ) [28] . For the (aggregate) separation bound of the roots it holds that − lg ∏ j ∆(α j ) = O(Dσ + D lg(D)). We approximate all the roots up to accuracy 2 − 1 in O B (D 2 σ + D 1 ) [29] . That is, we compute absolute approximations of α j , say α j , such that |α j − α j | ≤ 2 − 1 .
The next step consists in solving the (transposed) Vandermonde system, V ( α) T λ = a, where V ( α) is the Vandermonde matrix we construct with the roots of Q, λ is a vector contains the coefficients of decomposition, and a is a vector containing the coefficients of F, see also Eq. (5). We know the entries of V ( α) up to 1 bits. Therefore, we can compute the elements of the solution vector λ with an absolute approximation correct up to 2 [30, Thm. 29] . That is, we compute λ j 's such that |λ j − λ j | ≤ 2 − 2 .
At this point we have obtained the approximate decomposition ∑ r j=1 λ j ( α j x + 1) D ; it corresponds to a polynomial F. We apply the inverse transformation, M −1 = 1 −t 0 1 , to obtain an approximate decomposition, say f , for f , which is f (x, y) = ∑ r j=1 λ j ( α j x + (1 − α j t)y) D .
To estimate the accuracy of f we need to expand the approximate decomposition and consider it as a polynomial in x. We do not actually perform this operation; we only estimate the accuracy as if we were. First, we expand each ( 
