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Abstract— During disasters people start using social media as 
a platform to share and disseminate real-time disaster 
information to wider audiences. In order to understand the type 
of information that is being shared during disasters and how 
communities are using the technologies to respond to the 
disasters, we analyze two-different case studies on natural 
disasters using Twitter as a platform for gathering and sharing 
information. In both the case studies, we applied different 
content analysis methods, both manual and automated, to 
analyze the valuable information from the user-generated 
content produced during disaster situations.  Based on our 
findings, we argue that social media platforms are facilitating 
collective level situation awareness among people and valuable 
information for disaster management agencies. However, in 
order to integrate social media in organizational work routines 
and processes, understanding the opportunities along with 
challenges is a key. 
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I. INTRODUCTION  
Humankind is prone to different types of disasters such as 
earthquakes, floods, epidemics, etc., and had to deal with 
devastating consequences of disasters in our history. Disasters 
are events that disrupt a communities’ normal functioning and 
have an impact on people’s lives, economy and environment. 
When compared to epidemic diseases or economic crises, both 
natural and man-made disasters occur suddenly and require fast 
relief activities [1]. To mitigate the damage, disasters typically 
are managed through four disaster management phases such as 
mitigation, preparedness, response and recover/reconstruction 
[2, 3]. 
In recent times, we have seen a noteworthy rise in the 
number of natural disasters throughout the world [4, 5]. Along 
with natural disasters, man-made disasters during the recent 
decades are also disrupting and making communities 
vulnerable. During disasters, the availability of real-time 
information is essential for both emergency management 
agencies as well as humanitarian organizations for effective 
decision making and coordinating their immediate response 
activities. The quicker the organizations react and respond; the 
more effective are the relief efforts. The rescue teams can save 
the affected population and assess the infrastructure damage, to 
estimate the economic loss and estimate the fatalities. Gauging 
who needs help, where to reach them, and what kind of help is 
needed, is limited, in reality, by the constraints of the difficulty 
in tracing and tracking the information needs of people [6]. 
However, compared to the 1990’s, nowadays the time to get 
the information from the disaster zone has decreased 
tremendously because of technological developments such as 
Internet, mobile communication and most importantly social 
media [7]. 
Social media is playing an important role both in our 
personal and professional lives. The new digital technologies 
are facilitating the two-way communication as people become 
both consumers as well as producers of the information [8]. As 
discussed previously, disasters often disrupt traditional 
communication systems as infrastructure might get damaged. 
In these critical situations people often look for other means to 
share and receive the information. Hence social media become 
a privileged platform to share and disseminate real-time 
disaster information to an even wider audience [9] . In addition 
to individuals, government organizations, media and NGOs are 
also sharing information during different crisis events. For 
example, during Alberta floods, Boston bombing, Oklahoma 
tornado, West Texas explosion, affected people and others 
switched to social media like Twitter to gather information 
about a crisis situation [10-12]. The user-generated and 
unstructured data contains a large amount of valuable 
information. This information comprises, for example, rescue 
requests, situational awareness information, or coordinating 
relief activities. Moreover, affected communities are using 
social media to share information, to mobilize and self-
organize to coordinate activities among themselves [13, 14]. 
Hence, it is very important for disaster management agencies 
to listen to the voices of affected communities to organize their 
relief activities because of the benefit of real time information 
[15]. However, the volume and the velocity of social media 
data makes it challenging to monitor and extract valuable 
information. It is important to develop methodologies and 
techniques that will automate the process to figure out the 
rescue requests and the urgencies of the needs of the affected 
people, which include shortages of food, clothing and shelter. 
In this regard, by taking example of two case studies that we 
have explored, we discuss the applied methods and their 
opportunities and challenges regarding analyzing disaster 
social media data to extract important information that will be 
an asset to the disaster management agencies. The two case 
studies are hurricane Sandy that happened in 2012 in US and 
Chennai floods that happened in India during 2015. Both these 
case studies belong to two different geographical locations 
with different cultural norms, but however, it is interesting to 
observe the commonalities between two different contexts. 
Moreover, the first disaster took place in a developed country 
where infrastructures and support/relief systems are at an 
advance level and the other case study is from the developing 
country where infrastructures as well as relief systems are at a 
minimal level. Our motivation for using these case studies is 
also to explore how social media is being used by the people in 
crisis situations, in different contexts, to share and receive the 
information.  
II. RELATED WORK 
The new trend of using technology to share disaster 
relevant information by the people during disasters, has gained 
the attention of research community way back in 2008 [16-18]. 
People used available technologies of their reach such as web-
forums, blogs, Internet to locate their loved ones and to gain or 
disseminate information about disasters [16]. Social 
networking sites such as Twitter and Facebook penetrated into 
the personal lives of people and then also during times of 
disasters. People started using these networking sites 
tremendously to share the real-time information, which has 
changed the traditional disaster communication practices [16, 
19]. Among the other social networking sites, research focused 
more on disaster related publicly available Twitter data 
because of its’ message characteristics, public nature, and the 
speed with which the information reaches the wider audiences 
[20-22]. Since people are sharing and retweeting real-time 
information from the affected areas, significant research has 
focused on identifying the type and nature of information [23-
28]. In addition to the opinions and emotion related messages, 
the social media messages also contain important situation 
updates, which can help in assessing the situation and creates 
situational awareness [13, 28].  
Based on the prior research, for example, hurricane sandy 
[29], red river valley floods and wild fires [30], and floods in 
Pakistan [31] it is evident that disaster related social media data 
of all types of disasters contain valuable information. However, 
with a view to extract situational awareness information from 
the huge amounts of social media data, classifiers were built 
using different machine learning algorithms with the help of 
labelled data as training sets [32]. In order to understand the 
practical relevance and the importance of usage of social media 
by the emergency management agencies, interviews were 
conducted to understand officials’ opinions and concluded that 
social media does provide invaluable information, however the 
organizations are still struggling to integrate it into their day to 
day practices [33]. However, there are certain success stories 
where disaster management agencies started using social media 
successfully. For example, during the Queensland floods, 
emergency officials used social media to communicate flood 
updates and information, yet they have ended up mostly with 
one-way communication [34]. Moreover, applications and 
tools have been developed to identify the disaster or to analyze 
the disaster related social media data, to name a few, 
SensePlace2 [35] ,Twitcident [36], Tweedr [37] CrisisTracker 
[38], or Artificial Intelligence for Disaster Response (AIDR) 
[39]. These are the few examples which shed light on the way 
social media has been exploited during disasters and for 
disaster management.  
III. CASE STUDY-HURRICANE SANDY 
In our first case study [29], we wanted to understand what 
people discussed about during the storm and what type of 
information is being shared by the people. We especially 
wanted to understand if people share their personal experiences 
and observations (original source) or retweet others’ tweets or 
media information and weather reports (secondary source) 
[30]. For this purpose, we analyzed 11 million tweets that were 
posted on Twitter when hurricane Sandy hit the east coast of 
US in 2012.  
A. Hurricane Sandy:  
Hurricane Sandy initially developed in the Caribbean 
waters on October 22, 2012. While gaining forward 
momentum and slowly intensified and developed into a 
superstorm affecting 60 million people across 24 states in the 
U.S. It made landfall on 29th of October and devastated New 
York city with power outages, flooded subway systems, 
disrupted communication systems, and also led to the shortages 
of gasoline, commodities and food [40]. However, people used 
social media extensively to share information about hurricane, 
for example, @tweetuser (2012-11-01 03:28:59)  
 
“What's amazing is how Twitter and Facebook are 
more current and up to date with events on #Sandy 
then the actual news on tv...#media #fail” 
B.  Data collection and pre-processing 
In this case study, we analyzed tweets that originated when 
the U.S. east coast was hit by hurricane Sandy in October 
2012. Hurricane Sandy Twitter dataset contains 15 million 
tweet IDs that are made available publicly [41] and out of the 
total dataset, we were only able to retrieve 11 million tweets 
between May and June 2015, using the Twitter Rest APIs. The 
number of tweets generated during the disaster situation 
indicates the interest among people including the non-effected, 
on hurricane Sandy, however, the tweets posted by the people 
in and around the hurricane impacted area are most useful and 
contains valuable situational awareness information. Hence our 
aim was to extract tweets that are produced and generated by 
the people in the affected areas. So, in our work, to extract and 
visualize the tweets from the affected area of hurricane Sandy, 
we used different tools that can process and filter the tweets 
that contain geo-location information.  
Firstly, with the help of Tableau [42], a business analytics 
and visualization tool, first we  visualized and identified the 
geographical spread of 11 million tweets. In general, if the 
twitter data contains longitude and latitude coordinates, it 
indicate the location of a Twitter user at the time of sharing the 
information [43]. With the help of Cosmos software [44], 
which can process geo-located information, we filtered and 
excluded tweets that do not contain geo-location information. 
Hence, we identified that out of 11 million tweets only 115,800 
tweets, or 1.07% of tweets contain geo-location information. 
The next step was to extract tweets that originated from the 
hurricane Sandy path, that affected the coast-line, in addition to 
this we had to filter and extract tweets that were written in the 
English language. For this purpose, we used CartoDB [45] to 
identify the English language tweets and to narrow down the 
tweets that are originated from the hurricane Sandy path based 
on the geo-location information of the tweet as shown in Fig. 1. 
Finally, we extracted 68,800 tweets from the hurricane Sandy 
affected area that were produced between 25th October and 5th 
November, 2012, in the east coast of the U.S. The overall 
descriptive statistics of the twitter dataset that was extracted 
during hurricane Sandy is presented in Table I. 
TABLE I.  DESCRIPTIVE STATISTICS OF HURRICANE SANDY DATASET 
Twitter messages 
(tweets) 
Absolute numbers Percentage 
Total tweets 11,658,279 100% 
Original tweets 5,369,520 49.50% 
Retweeted tweets 5,478,562 50.50% 
Tweets with geo-
location 
115,800 1.07% 
English tweets with 
geo-location 
100,700 0.93% 
 
C. Methodology 
To explore whether valuable and relevant information 
exists in the final extracted dataset containing 68,800 tweets, 
one of the authors manually read through all the tweets for the 
important information and identified 677 important tweets. 
Further to analyze the resulted tweets, we developed our own 
coding scheme based on two different prior coding schemes: 
original/secondary sources [26] and nature of messages [30]. 
The coding scheme developed by us helped us to analyze a 
tweet along the two dimensions: information source and nature 
of message. With the help of information source a tweet can be 
classified as 1) original source or 2) secondary source. Original 
source refers to an individuals’ personal observations and 
experiences, and secondary source refers to media information 
and its’ links, retweets, and other online sources. The coding 
scheme under nature of messages consists of 1) informational 
messages, 2) action-related, 3) opinion-related and 4) emotion-
related. Hence along with information source dimension, a 
tweet produced by a user from the hurricane sandy affected 
area can be classified with a label from one of the 4 types i.e. 
informational, or action-related, opinion-related or emotion-
related. Based on our new coding scheme, further both the 
authors conducted the content analysis of 677 tweets. In 
between the coded tweets were discussed and cross validated 
and discrepancies were sorted out. The results from the 
analysis were later checked again by another member from our 
research group. 
 
 
Fig. 1 Sandy affected area (East coast of the U.S.) 
D. Data analysis and results 
In our analysis, we identified a gradual increase in the 
number of tweets that began from 27th of October (which is 
before the landfall of hurricane Sandy), with a peak of 2.2 
million tweets on the day of October 29th, when it actually 
made landfall. On October 30th 2012, this number rose to 2.7 
million messages per day shared resulting in the highest peak. 
Fig. 1 shows a visualization of density map containing the 
68,800 tweets, that were generated along the east coast, mainly 
from Florida, Connecticut, New Jersey, Massachusetts, New 
York. However, among a total of 68,800 tweets only 677 
tweets contained valuable and relevant information pertaining 
to hurricane Sandy. The results revealed that during pre-
disaster phase (27th of October) people shared hurricane 
relevant information from media sources, retweeted other’s 
updates and shared weather reports, but just before the landfall 
of the hurricane, people started sharing real-time information.  
 
 
Fig. 2 Information Source 
 
A significant amount of the information came from original 
sources, which means that people started sharing their valuable 
personal experiences and observations. The graph in Fig. 2 
shows the representation of the 677 tweets that were coded 
among original and secondary sources. Along with information 
messages, people also shared their opinions, emotion-related 
and action related messages. However, information-related 
messages with situation updates are dominant among the 
dataset. Based on this case study, we argue that Twitter as a 
platform facilitates collective level situation awareness among 
people [29].  Situation awareness is important aspect during 
disasters either for government organizations, NGOs or relief 
organizations, to act quickly in disaster response and recovery 
phases. 
 
IV. CASE STUDY- CHENNAI RAINS  
In our second case study, from the theoretical perspective 
of social presence, we wanted to understand what drives people 
to feel for others and lend their helping hand during disasters 
by simply reading hastily written messages on social media. 
For this purpose, we analyzed 1.6 million tweets that were 
posted on Twitter when Chennai, a southern Indian city, was 
significantly affected by heavy rains and subsequent flooding 
in 2015. 
A. Chennai rains and floods-2015 
TABLE II.  DESCRIPTIVE DATASET STATISTICS 
Twitter messages (tweets) Absolute numbers Percentage 
Total tweets 1,658,220 100% 
Retweets 1,226,098 73.94% 
Original tweets of Retweets 141,941 08.56% 
Tweets never got retweeted 290,181 17.50% 
Mean Retweet Ratio 8.64  
Total Unique Twitter Users 209,644  
 
Chennai received 34 times the normal daily amount of rain 
in the first week of December 2015. The downpour intensified 
on December 2nd, leading to massive flooding. Subsequently it 
affected homes, hospitals, roads, railway tracks and the city's 
airport. Three million people suffered due to the lack of access 
to food, and drinking water [46]. Social media played an 
important role in times of distress as people used it extensively 
to reach out to the affected people, coordinated their search and 
rescue activities, and also for food distribution [47]. Hence, we 
analyzed Twitter data of the Chennai floods to understand how 
social presence on social media helped affected people to 
participate in relief activities [48]. 
B. Data collection 
In this empirical work, we analyze the tweets that were 
shared when Chennai was affected by heavy rains and 
subsequent flooding. We used Radian 6 tool to collect the 
Twitter messages by using hashtags #TNflood, #chennaiRains, 
#chennafloods #chennaiRainsHelp, #IndiaWithChennai and 
#chennaiMicro. We collected data from November 30th to 
December 16th, 2015. The total dataset consists of 1.65 million 
tweets with 209,644 unique users. Since the radian 6 does not 
provide some of the Twitter attributes like retweet status, 
retweet count, and original tweet Id for retweets, with the help 
of tweet Ids using open Twitter API we again downloaded the 
whole dataset and separated the original tweets from the 
retweets based on the retweet status information. Interestingly, 
74% of total dataset consists of retweets. The descriptive 
statistics are presented in Table II. 
C. Methodology 
Fig. 3 represents the overall methodology of our research 
work in this case study. From the media related characteristics, 
social media falls into the medium category from social 
presence point of view. 
  
Fig. 3 Overall Methodology of Empirical Study 
People perceive the presence of others on communicated 
medium [49]. In general, the concepts associated with social 
presence [50] are intimacy [51] and immediacy [52]. We 
operationalized the concepts intimacy and immediacy 
according to the disaster situations to conduct the content 
analysis. Our interest is to understand how these concepts were 
expressed in a tweet content. 
TABLE III.  OVERVIEW OF THE SOCIAL PRESENCE CONCEPTS AND THEIR 
OPERATIONALIZATION 
categories Description Tweet Content 
Intimacy Feeling 
closeness: 
sharing road 
closure info, 
asking for help 
on behalf of 
others 
Is there any way to provide any form of 
support monetary and supplies? 
#ChennaiRains 
Moral support: 
stand by 
people, 
providing 
hope for best 
Hats off to the fighting spirit of 
Chennai! A salute all those volunteers 
who have been helping relentlessly! 
#staystrongchennai #chenna 
Immediacy Urgent action 
is needed: 
different types 
of rescue 
requests 
any doctors in mudichur area? One 
pregnant lady in labour...no access to 
boat. Here is the Contact: 
9940203871#chennairains 
Sharing 
information: to 
provide 
shelter, food 
and help 
#food available at #tnagar gurdwara 
9094790989#ChennaiRainsHelp 
#ChennaiMicro #ChennaiVolunteer  
https://t.co/JD1BAdWXSe 
 
The operationalization of concepts for social presence is 
shown in Table III. Tweets displaying moral support, creating a 
feeling of closeness are placed into intimacy category. The 
tweet content that evokes a feeling of need for urgency and 
demands an immediate action placed into immediacy category. 
We used these concepts as our coding scheme in the 
subsequent step.  
To automate the classification of the entire dataset, 
constituting 1.65 million tweets, along the intimacy and 
immediacy concepts, we have adopted the automated text 
classification approach using a supervised machine learning 
algorithm, the Naïve Bayes classifier. As mentioned above we 
used 1) Intimacy, 2) Immediacy and 3) None categories as 
coding scheme for the automated text classification and to 
prepare training dataset for social presence. The tweets that do 
not belong to either Intimacy or Immediacy are placed into the 
“None” category. Initially to ensure validity, authors discussed 
the concepts behind Intimacy and Immediacy extensively by 
taking examples, what constitutes the categories and what does 
not. Further authors independently coded randomly selected 
sample of approximately 500 tweets. Afterwards, the results 
were compared and both coders discussed to solve the 
discrepancies about the concepts. The inter coder agreement 
matrix for the text coded by the authors is presented in Table IV. 
TABLE IV.  INTER-CODER AGREEMENT MATRIX OF SOCIAL PRESENCE 
 
Coder 1  
Intimacy Immediacy None Marginal Totals 
Coder 
2 
Intimacy 38 (0.06) 7 (0.01) 2 
(0.01) 
47 (0.08) 
Immediacy 7 (0.01) 83 (0.14) 6 
(0.01) 
96 (0.16) 
None 1 (0.01) 5 (0.01) 431 
(0.74) 
437 
(0.76) 
 Marginal 
Totals 
46 (0.08) 95 (0.16) 439 
(0.76) 
580 
(1.00) 
 
In general, an inter-coder agreement of 0.40 to 0.80 is 
considered as a good indicator of valid agreement between 
coders [53]. In case of social presence, the proportion of 
agreement by chance = (0.08 * 0.08) + (0.16 * 0.16) + (0.76 * 
0.76) = 0.62. and Cohen’s Kappa value for social presence can 
be calculated by using the standard formula as: (0.95 – 0.62) / 
(1 – 0.62) = 0.868. In the final step, to get the trained dataset 
one of the authors conducted content analysis of randomly 
selected 5000 tweets for social presence concepts in the 
subsequent phase according to our coding scheme.  Among the 
coded tweets, 80% of training set was used to train the 
classifier and the remaining 20% of the tweets were used to test 
the accuracy of the classifier.  
TABLE V.  PERFORMANCE MEASURES OF TEXT CLASSIFICATION USING 
NAÏVE BAYES CLASSIFIER 
Model Labels Precision Recall F-
Measure 
Accuracy 
Social 
Presence 
Intimacy 0.158 0.466 0.236 0.805 
Immediacy 0.626 0.520 0.568 
None 0.943 0.858 0.898 
D. Data analysis and results 
In general, performance of a machine learning algorithm 
can be described by four measures: precision, recall, F-
measure, and accuracy [54, 55]. The performance measures 
about text classification of tweet content using Naïve Bayes 
classifier are presented in Table V. The overall accuracy of the 
classifier is fairly high (i.e. around 80% of the prediction are 
accurate for correct predictions). In terms of precision and 
recall, immediacy received fairly good values in contrast to 
intimacy. In case of the F-measure, a value around 0.6-0.7 
indicates a fairly better performance and the F-measure values 
for all labels/categories indicate reasonably good performance 
except for the categories: intimacy. The social presence 
categories in the total dataset are presented below in Table VI. 
TABLE VI.  SOCIAL PRESENCE CATEGORIES IN THE TOTAL DATASET 
Social Presence Total tweets Percentage Retweets Percentage 
Intimacy 285,292 17.20% 226,697 18.49% 
Immediacy 335,877 20.26% 291,516 23.78% 
None 1,037,051 62.54% 707,885 57.73% 
Total  1,658,220 100% 1,226,098 100% 
 
From the total dataset, 37% of tweets are classified as 
social presence categories. The remaining 63% of tweets 
belongs to the none category. The reason could be as 
mentioned in the previous studies [26, 28] people tend to post 
suggestions, comments, criticism and also discuss or vent their 
frustration about media or government. However, among the 
37% classified tweets, 20% tweets belong to immediacy 
category and among the retweet category around 24% of 
retweets belongs to immediacy. Most importantly, 74% of the 
total dataset constitute retweets and the proportion of social 
presence retweets among the total retweets is higher with 
around 42% of retweets belonging to intimacy and immediacy, 
which indicates that social presence tweets are retweeted more 
than the tweets that belong to none category. Our results reveal 
that most of the immediacy tweets are conveying needs and 
urgencies of people. People perceive the online social presence 
through the messages sent by the online users and hence are 
drawn to Twitter to fulfill their social need for connections. 
Moreover, because of the perceived higher levels of social 
presence, people continue to use and interact more on Twitter 
[56]. 
V. DISCUSSION 
In this section, we will discuss about the opportunities and 
challenges from both social media data point of view and the 
methods point of view. The following observations are 
beneficial to practitioners and academics who are interested in 
social media analytics in general. In particular, these insights 
might be useful to the emergency management agencies who 
wanted to integrate social media in their routines and 
processes.  
A. Social media-Provider of information 
Social media has become a potential platform to gain and 
share valuable information during the different phases of a 
disaster. People are using different social media platforms, 
such as Twitter [57], Facebook [57, 58], Flickr [59] during 
disasters. Based on our first case study [29], it is evident that 
during disasters people share first-hand observations and 
experiences on social media. Moreover, people who are in the 
vicinity of an event or witnessing an unfolding event 
immediately share information on social media [15]. Hence 
social media has become a good source of information to 
recognize and tap into an unfolding or ongoing crisis/event. In 
one way, it complements the existing early warning systems 
because of rapid information dissemination [21] and in the 
other way, early warnings can be detected on social media by 
monitoring information [60].  
For example, emergency situation awareness (ESA) system 
was developed to detect the earthquakes based on tweet burst 
detection method on Twitter [61]. Keywords play an important 
role in the burst detection in the twitter stream. Often, 
researchers with the help of keywords and hashtags extract the 
data using Twitter application programming interface (API) or 
tools like Radian 6 [29, 62]. Along with textual data, rich 
multimedia data is also available on social media platforms in 
the form of pictures and videos [59, 62]. Given the importance 
of information embedded in the images, micro mappers [63], 
with the help of crowds assessing the disaster damages by 
viewing the pictures. We believe that the disaster related social 
media data is useful in creating situation awareness and also in 
disseminating information during disasters. Situation 
awareness is important for disaster management agencies to 
make appropriate decisions in disaster response activities. 
Similarly, creating awareness among the people by 
disseminating disaster preparedness and warnings using social 
media is also quite important. However, we also noticed certain 
challenges in using disaster social media data. 
 
• Data volume and velocity: These two aspects are major 
issues in handling and processing social media data in 
real-time as ongoing social media activity explodes 
during disasters. For example, 11 million tweets were 
produced just in a few days during hurricane Sandy. 
• Data Relevance: From the huge volumes of social 
media data generated during disasters, identifying 
important useful information for disaster relief agencies 
is a challenge, as a major portion of the data contains 
unrelated information such as commercials and also 
repeated, re-posted messages (74% of the Chennai 
dataset consists of retweeted messages).  
• Data Integration: During disasters, people use different 
social media platforms (e.g. Twitter and Facebook) to 
share information. Integrating and unifying information 
from these different platforms is a challenge due to 
different data formats. Integrating data generated from 
different sources (eyewitnesses, traditional media, 
outsiders) and different languages [12] is also a 
challenge. 
• Rumors and Fake News: Validity and quality of 
information is also a challenge. Rumors and fake news 
create panic among the people. Most importantly, given 
the nature of social media, these rumors also spread 
very fast [64-66]. 
B. Geo-information 
Disaster related social media data originates from different 
parts of the world, geographical coordinates [43] allows to 
filter and retrieve the information from particular disaster 
affected geographic region. Meta data of a tweet provides 
geographic information in the form of latitude and longitudinal 
coordinates. With the help of geo-location information one can 
select the tweets produced from one specific geographic 
location and visualize the information of an event on a map as 
presented in Fig. 1 as demonstrated in our first case study [29]. 
Given the importance of geo-location information, systems 
such as emergency situation awareness (ESA) [61] tag the geo 
information for event detection and systems like SensePlace2 
[35] filter and extract geographic information from tweets to 
visualize the information in maps. Real time information from 
the disaster affected location is very important for emergency 
management officials to make tactical decisions. However, 
some of the challenges to consider: 
 
• According to prior research and also based on our case 
study, only 1% of data consists of geographic 
information. An explanation could be that the end users 
are not revealing the location information due to 
privacy concerns. 
• Applying different methods to infer the location 
information is considered as privacy intrusion. 
• Some of the social media platforms do not provide geo-
location information at all. For example Facebook 
offers a “check in” option [67], but does not provide 
geo-information in the metadata.   
C. Digital emergent groups  
During disasters, people in the affected area play a big role 
in taking part in immediate rescue operations. However, it is 
evident from our second case study, despite the lack of face to 
face interactions, people are perceiving the presence of others 
on the social media platforms. The feeling of connectedness in 
distress situations facilitating the emergence of a new type of 
volunteers who are not only sharing information and 
coordinating the rescue activities through social media in 
affected areas but are also helping in assessing the damage or 
collaboratively collecting the necessary information that is 
useful to the affected individuals. So far based on prior 
literature [33, 34, 68] we know that organizations are interested 
in social media to communicate disaster relevant information 
to people. However, new structures are evolving at the 
community level [58], hence it provides an opportunity for 
disaster management agencies while monitoring the 
information on social media can also engage with digital 
volunteers directly in conversations and in collaboration to 
perform relief operations [68]. However, the challenge is: 
 
• These new types of volunteers only emerge during the 
times of disasters on an ad-hoc basis, hence it is a 
challenge to get in contact with them and include them 
in the disaster relief activities.  
D. Methods to analyze the textual data 
In general, in order to analyze the textual data from disaster 
related social media content, different methods have been 
applied by the research communities: manual content analysis 
and computational methods. As part of computational methods, 
two techniques: supervised and unsupervised machine learning 
techniques are in use. Classifiers fall into the supervised 
machine learning technique and topic modeling is considered 
as belonging to the unsupervised approach. However, in our 
case studies, we have applied both manual content analysis and 
classifiers. In our first case study, we analyzed the data 
manually by applying manuals content analysis, but in our 
second case study we applied supervised machine learning 
technique to classify the data for identifying social presence 
concepts in tweet content.  
Manual content analysis is a very basic method, where 
human coders analyze the data and categorize the information. 
With the help of manual content analysis either one could 
derive categories from the data by analyzing it or one could 
analyze and extract the information based on pre-defined 
categories. One could also use crowd sourcing platforms, for 
example, Amazon Mechanic Turk or Crowd flower, to analyze 
the data with the help of crowds by providing instructions and 
coding schemes. However, this method is perfect and feasible 
when the dataset is rather “small”, because analyzing millions 
of tweets is humanly not possible. However, there are systems 
like CrisisTracker [38] and Artificial Intelligence for Disaster 
Response (AIDR) [39] take the help of crowds to annotate the 
data. However, with the help of annotated data AIDR classifies 
the rest of the data automatically. 
With the help of classifiers, data can be classified 
automatically by using a machine learning algorithm. Using 
well defined training dataset and supervised algorithm, one can 
classify “huge amounts” of data or to extract the information 
easily. In our second case study, with the help of classifiers, we 
tested the social presence theory and extracted intimacy and 
immediacy tweets from the huge amounts of data. Previous 
research used classification approaches to extract situation 
awareness and informative messages from social media data 
[32, 69] and there are also a few systems developed based on 
text classification approach: Tweedr [37], ESA [61]. Some of 
the challenges associated with classifiers are: 
 
• Well-defined training sets are necessary for building the 
classifiers, which might need resources such as a human 
coder to prepare them. 
• Given the nature of unstructured data, getting the high 
accuracy of classifier is difficult. 
• The classifier developed in one disaster scenario might 
not work well in another situation. For example, 
classifiers that are developed for earthquakes might not 
be suitable for floods. 
VI. CONCLUSION  
        In this paper, based on the two case studies and the 
discussion above, we argue that emergency managers can use 
social media to disseminate disaster relevant information, gain 
situation awareness from the affected individuals, and can start 
a dialogue with people to reduce the risk [68]. Based on recent 
research [33, 70] emergency officials are still skeptical on fully 
integrating social media in their organizational routines. The 
reason could be the challenges that we mentioned previously 
regarding data and methods. However, in few cases, 
emergency organizations started using social media for 
disseminating information and can be coined as aspirational or 
early adopters of social media [71]. In order to reach to the 
next level, it is important for organizations to invest time, 
resources and personnel [68] to harvest the benefits of social 
media. Most importantly to gain value by using social media, 
organizations need to align their goals with the strategic 
initiatives.  
However, based on our research we addressed certain 
challenges along with opportunities. Firstly, we argue that the 
various analysis techniques can be used to extract and 
understand the valuable information that is generated during 
the disaster situations. At the same time focusing on different 
case studies, we tried to understand how people used social 
media in different contexts during natural disasters such as 
floods and hurricanes. Based on case studies we also strongly 
argue that automated text analytical methods can be used to 
analyze and understand the user generated content. Most 
importantly, our current research helped us towards developing 
or applying other automated methods. For example, in future 
we would like to apply unsupervised topic modeling method to 
extract the hidden information from the user-generated texts 
without any human intervention. At the same time, we argue 
that the research community needs to focus on supervised and 
dictionary based approaches to classify the social media data, 
specifically focusing on extracting time relevant information 
with needs and urgencies that is embedded in social media 
data. 
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