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We use q-functional equations to prove some (n + r)-color partition identities. Generating func- 
tions for all odd-even partitions, odd-even partitions with rank - 0 (mod 4) and odd-even parti- 
tions with rank - 2 (mod 4) are also obtained via q-functional equations. 
1. Introduction 
An (n + t)-color partition is a partition with n + t copies of n, t 2 0, that is, it is 
a partition in which a part of size n, n 2 0, can come in n + t different colors denoted 
by subscripts: nl, n2, . . . , n, +,. In the part n;, n can be zero if and only if ir 1. But 
in no partition zeros are permitted to repeat. Thus, for example, the partitions of 
2 with “n + 1 copies of n” are: 
2 I, 2,+0,, l,+l,, l,+l,+O,, 
22, 22-t%, I,+ I,, I,+ 1, -to,, 
23, 2,+0,, l,+ 12, I,+ l,+O,. 
m-n -i-j is called the weighted difference of two parts rn;, Hi, m 2 n. Involving 
these partitions the following theorem was proved in [3]: 
Theorem 1.1. For 05 tsk-1, k22, let A,(k,v) denote the number of (n+ t)-color 
partitions of v such that if the weighted difference of any pair of summands mi, rj 
is nonpositive, then it is even and 2 -2 min(i - 1, j - 1, k - 3). And if t L 1, then for 
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some i, i,,, is a part. Let B,(k, v) denote the number of partitions of v into parts 
s 0, * 2(k - t) (mod 4k+ 2). Then 
A,(k, v) = B,(k, v). (1) 
This has its analytic counterpart in the following theorem found and proved in 
]4,51: 
Theorem 1.2. Given 01 t 5 k- 1, ks: 2, let r= [k/2] and x(A) is 1 if A is true, 0 
otherwise. If k-r-lrtlk-1, then 
c q 
m;+ .,, +m;+a,m,+ ‘.. +a,m,+(“;‘)X(k is even) 
rn~~...~rn,~O (4;4)m,-m* ... (4; dm,_, -m,k& 4hTJ4; 9*h?T,+ 1 
= II (1 - 9Y, 
nf0, &2(&t) (mod4k+2) 
where a,=1 +X(izk-t), (a;q)n=nr=o (1 -aq’)/(l -a,‘+‘). 
If Ostsr, then 
,??;+ ... ++m, - .,. ~,n,+(‘I’)X(k is even) 
c q(Y*4) - 
(1 - q’y 
rn,? ‘~‘Z/??,ZO , M, ll,Z ... (4; an, , - ,,I, (4; 4h7, (4; q*L?, 
= 
rI (1 - 4T’, 
ns0, k2(kmr)(mod4k+2) 
where q +‘+ “’ Pml(l -q”‘/) is defined to be one if t is zero. 
(2) 
(3) 
In [ 1,2] q-functional equations were used to prove that Theorem 1.2 is an analytic 
counterpart of Theorem 1.1 at k= 2,3. In this paper we shall consider the cases 
when k = 4,5. We shall provide details for k = 4, t = 0 and sketch the main steps to 
treat the remainder. The method we have been using so far becomes very com- 
plicated in the case k= 5, and is very unlikely to be usable further. The equivalence 
of equations (1) and (2) was demonstrated for all values of k in [5] by using a dif- 
ferent technique. 
In Section 3 we shall use q-functional equations to find generating functions for 
odd-even partitions which are defined as: partitions in which the parts (arranged in 
ascending order) alternate in parity starting with the smallest part odd. Thus, for 
example, the odd-even partitions of 7 are: 
7, 1 +6, 3 +4. 
The rank (largest part minus the number of parts) of an odd-even partition is clearly 
even. We shall use q-functional equations to obtain generating functions for the par- 
tition functions R,(n), O<a~2 defined by 
l R,(n) = the number of all odd-even partitions of n, 
l RI(n) = the number of odd-even partitions of n with rank = 0 (mod4), 
l R*(n) = the number of odd-even partitions of n with rank = 2 (mod 4). 
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As usual [i] will denote the Gaussian polynomial which is defined by 
n 
Hi 
= (4;& I (4;4M4;4Lm, if O~m~n, 
m 0, otherwise. 
These polynomials possess the following important properties: 
(4) 
(5) 
(6) 
(7) 
We close this section with three notations. 
Definition 1.3. A,(k, m, v) will denote the number of partitions of v enumerated by 
A,(k, v) with the added restrictions that there be exactly m parts. 
Definition 1.4. 
f,(k,z,q) = f E Al(km,v)z’“q”. 
m=O v=o 
Definition 1.5. For 05~12, 
g,(z,d = i E R,(m,n)z”q”, 
n=O m=O 
(8) 
(9) 
where R,(m,n) counts the number of partitions enumerated by R,(n) into exactly 
m parts. 
2. Recurrence relations and q-functional equations 
By combinatorial arguments we shall first prove the following: 
Lemma 2.1. 
A0(4m,v) =&(4,m,v-m)+A,(4,m,v-2m+l)-A,(4,m,v-3m+l) 
+A0(4,m-l,v-2m+l)+Ao(4,m-l,v-2m) 
-&(4,m-l,v-3m+l)-Ao(4,m-2,v-4m+3). (10) 
Proof. We split the partitions enumerated by &(4, m, v) into four classes: (i) those 
that do not contain kk as a summand, (ii) those that contain 1, as a part, (iii) 
20 A.K. Agarwal 
those that contain 22 as a part and (iv) those that contain kk (kr 3) as a part. We 
transform the partitions in class (i) by removing 1 from each part. This produces 
a partition of v-m into m parts. Therefore, the number of partitions which be- 
long to class (i) is A,(4, m, v-m). Next we transform the partitions in class (ii) by 
deleting 1, and then subtracting 2 from all the remaining parts. This produces a 
partition of v - 1 - 2(m - 1) = v - 2m + 1 into m - 1 parts. So the number of parti- 
tions which belong to class (ii) is Ae(4, m - 1, v - 2m + 1). To transform the parti- 
tions in class (iii) we first delete 2, and then subtract 2 from all the remaining 
parts. This produces a partition of v - 2 - 2(m - 1) = v - 2m into m - 1 parts having 
no 1, and no kk_l. Therefore, the number of partitions which belong to class 
(iii) is Ae(4, m - 1, v - 2m) - the number of partitions of v - 2m into m - 1 parts 
with lt as a part - the number of partitions of v - 2m into m - 1 parts with kk_, 
as a part = Ae(4,m - 1, v-2m)-A,(4, m -2, v-4m + 3)-Ae(4,m - 1, v - 3m + 1) + 
A,(4, m - 1, v - 4m + 2) (by (ii) and the fact that the number of partitions of v into 
m parts with kk_, as a part is A,(4,m, v-m) -A,(4,m, v- 2m)). Lastly, we trans- 
form the partitions in class (iv) by replacing kk by (k - l)k_I and then subtracting 
2 from the remaining parts. This produces a partition of v - 1 - 2(m - 1) = v - 2m + 1 
into m parts having kk (kz2) as a part. Therefore, the number of partitions which 
belong to class (iv) is A,(4, m, v - 2m + 1) - number of partitions of v - 2m + 1 
which do not contain kk as a part - number of partitions of v - 2m + 1 which have 
1, as a part = &(4,m,v-2m+l)-A,(4,m,v-3m+l)-A,(4,m-l,v-4m+2) 
(by (i) and (ii)). 
Summing all partitions in four classes, we are led to Lemma 2.1. 0 
Using (10) in &(4,z, q) = Czzo Cr=“=, Ao(4, m, v)zmq”, we obtain the following q- 
functional equation: 
A(49 ZY 4) =fo(4, zq, 4) + q-%(4, zq2, 4) - q-%0(4, zq3, 4) + zqfo(4, zq2, 4) 
+ zq2fo(4, zq2, 4) - zq%(4, zq3, 4) - z2q5f,(4, zq4, 4). (11) 
Settingf0(4, z, q) = C,“=, a,(q)zn, and then comparing the coefficients of zn on each 
side of (1 1), we see that 
(l-q”)(l-q2nP’ )&I(q) = (l+q-q”)q2”-‘cr,_l(q)-q4”~3an-2(4). (12) 
By using the properties of the Gaussian polynomials (.5)-(7) it can be shown that 
the solution of (12) is given by 
Hence 
o,(q) = 
n'+2m'+2mn+(';') m+n 
(q;;2) * m 
(13) 
(14) 
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Now 
f a,(4v)4V=“~o(~~oAo~4~m,v))qV=fo(4~1~q) 
v=o 
= j, (qY;j+;,:;;my.;:) 
9 m P n Y m 
= 
ii (1 - qy 
n=l 
n+O, k8 (mod8) 
(by Theorem 1.2 with k = 4, t = 0) 
= “go Bo(4, v) 4”’ (15) 
Coefficient comparison in the extremes of (15) leads us to A,(4, v)=Bo(4, v). 
Thus by using the q-functional equation (II), we have shown that Theorem 1.2 
is indeed an analytic counterpart of Theorem 1.1 at k = 4 and t = 0. For the other 
cases (that is, when k = 4 and 1 <t I 3; k = 5 and 0~ TV 4) we omit the details and 
give only the q-functional equations used in each case. The interested reader can 
supply the details-or obtain them from the author: 
fo (4, z, 4) -Al (4, zq, 4) = fi (4, zq, 4)) (16) 
fo(4, z, 4) -fo(4, zq, 4) - zqfo(4, zq2, 4) = zq2f2(4, zq2, q), (17) 
&I(43 z, 4) -fo(4, zq, 4) - zqfo(4, zq2, 4) = zq2f3(4, zq, q), (18) 
fo(5, zq> 4) + qP’fo(5, zq2, 4) - q-%(5, zq3, 4) + zqf,(5, zq2, 4) 
+ zq2fo(5, zq2, 4) - zq2fo(5, zq3, 4) + zq3fo(5, zq2, 4) - zq3fo(5, zq3, 4) 
- z2q5fo(5, zq4, 4) - z2q%(5, zq4, 4) - z2q7fo(5, zq4, 4) + z2q7f,(5, zq5, 4) 
- z2 q7fo(5, zq? 4) + z3 q12fo(5, zq6, 4) 
= fo (5, z, 4) 3 (19) 
fo(5, Z? 4) -fo(5, zq, 4) = fi (5, zq, q), (20) 
fo(5, ZY 4) -fo(5, zq, 4) - zqfo(5, zq*, 4) = zq2.M5, zq2, q), (21) 
fo(5, z, 4) -fo(5, zq, 4) - zqfo(5, zq2, 4) - zq2f,(5, zq2, 4) + zq2fo(5, zq3, q) 
+ z2q5fo(5, zq4, 4) - zq2fo(5, zq4, 4) 
= zq3f3(5, zq3, 4), (22) 
fo(5, & 4) -fo(5, zq, 4) - zqfo(5, zq2, 4) - zq2f0(5, zq2, q) + zq2fo(5, zq3, q) 
+ z2qsh(5> zq4, 4) - zq2fo(5, zq4, 4) 
= zq3m57 zq2, 4). (23) 
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We remark here that recurrence relation (10) was used to derive (1 l), and (16)-(18) 
and (19)~(23) were derived by using the following recurrence relation: 
A,(5 m, v) = A,(& m, v-m) +A,(& m - 1, v - 2m + 1) 
+A,(5,m-l,v-2m)-A,(5,m-2,v-4m+3) 
-A,(5,m-l,v-3m+l)+A,(5,m,v-2m+l) 
-A,(5,m,v-3m+l)+A,(5,m-l,v-2m-1) 
- A,(5, m - 2, v - 4m + 2) - A,(5, m - 2, v - 4m + 1) 
+ A,(5, m - 3, v - 6m + 6) + Ao(5, m - 2, v - 5m + 3) 
-A,(5,m-2,v-6m+5)-A,(5,m-l,v-3m). (24) 
It would be of interest to have a q-functional equation which can be used to prove 
that Theorem 1.2 is an analytic counterpart of Theorem 1.1 for general value of k. 
3. Odd-even partitions and q-functional equations 
We shall first prove the following results: 
Lemma 3.1. For 0 I a 5 2, R,(m, n) satisfy the recurrence relation 
R,(m,n) = R,(m-l,n-m)+R,(m-l,n-m-2) 
-RR,(m-2,n-2m-l)+R,(m,n-4m), 
with initial conditions 
R,(O,O) = R,(l,l) = R,(1,3) = 1, 
R,(O,O) = R,(l,l) = 1, R,(f, 3) = 0, 
R,(O, 0) = R,(l, 1) = 0, R,(1,3) = 1. 
(25) 
(26) 
(27) 
(28) 
Lemma 3.2. 
&(m, n) = &Am - 1, n -m) + R,(m - 1, n - 3m) + RO(m, n - 4m). (29) 
Lemma 3.3. 
R,(m, n) = R,(m - 1, n - m) + R,(m, n - 2m). (30) 
Proof of Lemma 3.1. We split the partitions enumerated by R,(m,n) into three 
classes: (i) those partitions which have minimum part 1, (ii) those partitions which 
have minimum part 3, and (iii) those partitions which have minimum part ~5. 
Now we transform partitions in class (i) by subtracting 1 from each part. This pro- 
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duces a partition of n -m into m - 1 parts, furthermore, since the conditions of 
alternating parity and that of the smallest part odd are still satisfied and the rank 
of the partition does not change, we see that the transformed partition is of the type 
enumerated by R,(m - 1, n - m). 
Next, we transform the partition in class (ii) by deleting the summand 3 and 
then subtracting 1 from all the remaining parts. This transformation will produce 
a partition of n - 3 - (m - 1) = n - m - 2 into m - 1 parts. It is important to note 
here that by this transformation we get only those partitions of n-m -2 into 
m - 1 parts which have minimum part 2 3. Therefore, the actual number of parti- 
tions which belong to class (ii) is R,(m - 1, n -m - 2) - R,(m - 2, n - 2m - l), where 
R,(m - 2, n - 2m - 1) (by transformation in class (i)) is the number of partitions of 
n -m - 2 into m - 1 parts with minimum part 1. 
Finally, we transform the partitions in class (iii) by subtracting 4 from each part. 
We see that the transformed partitions are enumerated by R,(m, n - 4m). 
Since all the three classes are mutually exclusive and exhaust all the partitions 
enumerated by R,(m, n), we see that (25) is proved. The initial conditions (26)-(28) 
follow immediately from the definition of R,(m,n). 0 
Proof of Lemma 3.2. The proof of Lemma 3.2 is very similar to that of Lemma 3.1. 
The only point of departure is: while transforming the partitions in class (ii) we sub- 
tract 3 instead of 1 from all the remaining parts after deleting summand 3. n 
Proof of Lemma 3.3. Easy and is hence omitted. 0 
By using Lemma 3.1 we shall now prove the following: 
Theorem 3.4. For 01 a5 2, R,(n) are generated by 
n(n + 1)/2 
1 + i RO(n)q” = 1 + f 4 (31) 
n=l n=l (q2;q2jn’ 
l+ E R,(n)q”=l+i E 
L 
1 1 
~ 
2 n=l (42;42)n + (-42;q2), q 1 n(n + 1)/2 ’ (32) n=l 
nt, R,(n)@ = ; .;, [j-&j- - ’ 
9 n (-q2; q2h 
] q”(“+‘)‘2. (33) 
Proof. Substituting for R,(m,n) from (25) in (9) and then simplifying, we get 
&kd =zqg,(zq,q)+zq3g,(zq,q)-z2q5g,(zq2,q)+g,(zq4,q). (34) 
Setting g,(z,q)= C,“=, a,(a;q)z”, and then comparing the coefficients of z” on 
each side of (34), we see that 
(1 -q4”)a,(a;q) = qn(l +q2)~,~l(a;q)-q2”+‘cr,_2(a;q). (35) 
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It is clear that 
Now we consider each of the three cases separately. 
Case 1: a=O. In this case the initial conditions are 
ao(O, q) = 1 and 
4 
o1 (0, q) = - 
l-42' 
Using (37) and (35) (with a = 0 and n = 2), we get 
4 
n(n + I)/2 
a,(O;q) =- 
(q2;q2)n~ 
Now by (36) we have 
c Ro(n)q" = go(L 4) 
n=O 
m 
= x0 %@k 4) 
m 4 n(n+1)/2 
=I+ c ~ 
n=l (q2x2hI 
(by (38)). 
This proves (31). 
Case 2: a = 1. In this case the initial conditions are 
ao(l;q) = 1 and ai(l;q) = 4 
l-44' 
We define the sequence { Pn(q) 1 y1= 0,1,2, . . .} by 
PA) = A --L 
1 
2 (q2;q2h + (-q2;q2), q [ 1 
n(n + I)/2 
* 
We shall prove that 
Pn(4) = a,(l;q), n=O,l,2,..., 
by showing that /In(q) also satisfy (39) and (35). 
By the definition of Pn(q), we have 
Bu(4)=~11+llq0=l, 
A(4)=; &+$--&=&C 
L 
and 
(36) 
(37) 
(38) 
(39) 
(40) 
(41) 
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= $1 + q2) q(n lW2 
[ 
1 1 
(q2;q2)& + (-q2x2),-1 1 
_’ 2n+l 
2q q 
(n-2)(n-1)/2 
i 
1 1 
(42;42L2 + (-42;42L2 1 
1 
n(n+1)/2 
II 
l+q2 q2 
I 1 
1+q2 q2 = 
T4 (42;42Ll - (42;42)n-2 + (-q2; q2h-1 - (-q2; q2h-2 11 
= A n(n+1)/2 
L 
1 +qzn 1 -q2” 
2q (42;q2Ll + (-42;q2),-1 I 
= (1 _qJ”)tq”(“+‘)‘2 1 1 
(q2; q2h + (-q2; q2), I 
= (1 - q4”) Pn(4). 
This proves (41). 
Now by (36) we have 
Yi R,(fi)q” = g,(Lq) 
n=O 
= n”oa,,(lxJ) 
=;,,;, [&+(_q’lq2) ]4ncn+1)‘2- 
3 n 1 n 
This completes the proof of (32). 
Case 3: a= 2. This is similar to Case 2. 0 
Remark 3.5. Generating function (31) can also be obtained by using Lemma 3.2 or 
Lemma 3.3 instead of Lemma 3.1 in (9). If we use Lemma 3.2 in (9), then we get 
the following q-functional equation 
go(z, 4) = zqgo(zq, 4) + zq3go(zq3, 4) + go(zq4, 4), (42) 
and if we use Lemma 3.3, then we get 
go(z7 4) = go(zq2, 4) + Gxo(zq, g). (43) 
It is interesting to note that three different q-functional equations, viz., (34) (with 
a = 0), (42) and (43) lead to the same generating function (31). 
Remark 3.6. Theorem 3.4 can, alternatively, be proved by using the method of [6]. 
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4. Conclusion 
As pointed out above, the generating functions derived in this paper can be ob- 
tained by using alternative methods. Nevertheless, the methods used here provide 
further instances of how nicely analysis and combinatorics can interact in partition 
theory. Furthermore, the recurrence relations derived in this paper help us in com- 
putingthevaluesofA,(4,m,v),O~t~3;A,(5,m,v),O~ts4andR,(m,n),O~ar2 
on computer. It is worthwhile to remark here that Gupta et al. [7] used the recur- 
rence relation p(n, k) =p(n - 1, k- 1) +~(n - k, k), to compute the values of p(n, k) 
which counts the number of ordinary partitions of n into exactly k parts. 
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