In the half century since the 1950s computer simulation has transformed our understanding of physics. The rare, expensive, slow, and bulky mainframes of World War II have given way to today's millions of cheap, fast, desksized workstations and personal computers. As a result of these changes, the theoretical formal view of physics has gradually shifted, so as to focus on the pragmatic and useful. General but vague approaches are being superceded by specific results for definite models. During this evolving change of emphasis I learned, developed, and described my simulation skills at Michigan, at Duke, at Livermore, and in Nevada, while forming increasingly wide-ranging contacts around the world. Computation is now pervasive in all the scientific fields. My own focus has been on the physics of particle simulations, mainly away from equilibrium. I outline my particle work here. It has led me to a model-based understanding of both equilibrium and nonequilibrium physics. There are still some gaps. There is still much to do.
"virial" expansion, the expression of fluid pressure as a power series in the density. B n , the nth coefficient in the series is a sum of relatively-complicated n-body integrals. The integrands of these integrals are products of as many as n(n − 1)/2 functions linking the n particles together. For hard parallel squares and cubes these integrals can be done analytically 3 , though beyond B 6 , the topological bookkeeping requires a fast computer.
By 1960 I had the patience and the training to program the FORTRAN calculation of a few million of these integrals, using the "MAD" computer [Michigan Algorithmic Decoder] 4 . Programming was then a bit tedious. It involved writing instructions in the form of punched cards, one card for each program line. But it had to be done. For parallel cubes B 7 required computing 468 × 7! = 2, 358, 720 separate integrals! MAD made occasional irreproducible machine errors. These errors were useful reminders of the need for vigilance in numerical work. The violation of obvious requirements (such as conservation of momentum and energy) is the usual result of logical or typographical errors in programming.
Once the program was successfully punched out, and carefully checked, I found negative virial coefficients, both B 6 and B 7 , for hard repulsive parallel cubes. Negative tensile contributions for positively repulsive particles was a big surprise! I was thoroughly hooked by the excitement of research. Of course the pace was slower then. I exchanged several letters with "H. N. V." Temperley about the details of the virial series. After a few letters the "H. N. V." changed to an informal "Neville". A typical US ↔ UK roundtrip correspondence took two weeks by airmail. Bob Zwanzig had published the paper 3 which introduced me to hard cubes but which also wrongly contradicted my negative-coefficient results. It was a real thrill, and a lesson, when, in a phone conversation with Andy and me, he readily admitted his mistake.
III. DUKE UNIVERSITY, DURHAM, NORTH CAROLINA, 1961 -1962 In the 1960s in America a postdoctoral appointment was required before seeking out a "real job". Andy sent me on to Duke University, where one of John Kirkwood's students, Jacques Poirier, lived an isolated existence as a Professor of Chemistry with theoretical inclinations. The smell of menthol from the Salem cigarette plant traveled miles in the evening to our house on a dirt road next to a turnip field. The various organic smells during the day at the Chemistry Department helped make this a tranquil detour from mainstream physics. Because Jacques' ideas for our joint research turned out to be invalid I was able to pursue further work on the virial series while at Duke. In those days, when computer simulation was still rare, approximate integral equations for the distribution of particle pairs g(r) were all the rage. Because the equations were nonlinear in g(r), complete solutions required elaborate computation. But substituting a density expansion of g(r), and equating coeffients of powers of the density made it possible to compute the approximate virial coefficients and compare them to the Mayers' exact expressions 5 .
During the Duke year, I got in contact with George Stell, another afficianado of the Mayers' series, a skilled jazz musician, and still a great friend. I visited George in his Greenwich Village apartment. Two memories of that visit stand out: George had his own sauna there, and the relative calm in his apartment was broken by a sewergas explosion just outside, strong enough to levitate a heavy manhole cover. My wife Carol was a student in one of the statistical mechanics courses I taught at DAS.
The bookkeeping associated with hard-particle collisions made molecular dynamics The close-packed volume (area in two dimensions) is V 0 . The lower "single-occupancy" curves correspond to the pressure of particles confined to space-filling cells, as shown in the insets.
dynamics. I took on the project, storing thousands of long particle trajectories on magnetic tapes. The physical stretching of some of these tapes made them unreadable often enough that the storage procedure was useless for long runs. The shockwave simulations of 1967 had to be put aside temporarily, and were not resurrected until 1980 11 , when magnetic tapes were obsolete, and again in 1997 12 , when the anisotropicity of temperature had caught my interest. A later group leader of mine, Mark Wilkins, strongly influenced my scientific outlook.
Mark was a self-taught expert in the numerical solution of the partial differential equations of continuum mechanics, specializing in plastic flow and fracture, essential for weapons simulations. Mark stressed that physics is a study of "models", closed sets of differential equations which bear some resemblance to our experiences in "real life". Quantum mechanics is such a model, and evidently quite imperfect, in that it never predicts the unique outcomes observed in the real world.
At the Livermore Laboratory of the 1960s there were plenty of interesting collaborators with whom I could work. Al Holt was a formalist, a tensor specialist who had been trained Only the hard-sphere pair distribution function was needed, and a useful form for that was available from the integral-equation work. The theory was actually useful for realworld equilibrium thermodynamic calculations. This equilibrium breakthrough convinced me it was high time to switch to the study of nonequilibrium problems, where the only theory available was Green and Kubo's linear-response theory of transport 16 .
The energy crunch in the Carter administration led to mass firings at the Livermore Laboratory and to a change of emphasis and structure: suddenly there were lots of group leaders, lots of progress reports and proposals, and detailed budgets. When I needed dozens of hours of CRAY computer time to study the effect of Coriolis' forces on the heat flux, Roger Minich, a favorite of one of the bomb divisions, generously gave me the time from his weapons-physics accounts 17 .
The cutback in basic research at Livermore made it necessary to look outside the laboratory for collaborators. I had a lot of fun working with Brad Holian at Los Alamos.
We had a common interest in statistical mechanics and simulation. Brad tried to get a job at Livermore; I tried to get a job at Los Alamos, so that we could work together, but both these initiatives were unsuccessful.
In my attempts to satisfy the mounting laboratory pressure for "relevance" I carried out some dynamic fracture simulations with Bill Ashurst 18 and, in his PhD thesis work, Bill
Moran. Figure 4 shows a typical fracture specimen. At a meeting with the Laboratory Director, Mike May, Mike asked me whether or not these fracture simulations were really relevant. I had to admit that atomistic models are actually quite limited in scope, and are often misleading (even today).
Bill Ashurst, my first PhD student at the Department of Applied Science, was keen to simulate nonequilibrium flows. We developed methods for simulating shear flows with isothermal boundaries as well as periodic homogeneous algorithms 19 . Bill was able to make movies (as was also Brad Holian at Los Alamos). These movies were a fixture of small topical physics meetings in the early days of nonequilibrium molecular dynamics.
An early experience with the National Science Foundation was educational and helped sharpen my scepticism for government's ability to select good problems to solve. In the early 1980s I proposed a Fourier analysis of simple nonequilibrium distribution functions.
The proposal was evaluated "excellent" by five reviewers and "very good" by the sixth.
Despite this, the proposal was declined. This early failure reinforced my natural inclination to forgo begging for research funds. The Australian Sabbatical experience had been interesting, though slightly chaotic.
My proposed work at the Australian National University's Computer Centre, in Canberra, with Bob Watts, came to an abrupt end in the first week when Bob was appointed to replace the Director of the center. Watts' water potential, which I had intended to investigate in Australia, turned out to be unstable, making it possible to concentrate on what was for me a more interesting project, the determination of liquid and solid free volumes. My son Nathan, having just finished high school, was in Australia with me and we worked together at the ANU Computer Centre. That work involved a "gedanken experiment" in which a single very light particle traced out a "free volume" while its heavier neighbors stayed put 27 . I had used this same idea earlier to rationalize the use of cell models 28 . Figure 5 illustrates the difference between the fluid and solid phases from Nosé was isolated from the other workshop members, choosing to stay in a Japanesestyle hotel. We arranged to meet at the Notre Dame cathedral. On a bench in front of the church we talked about his novel thermostat ideas 30, 31 in detail. After the workshop I visited Philippe Choquard in Lausanne to work out the consequences for a harmonic oscillator. The result was my most cited paper 32 . Some of the oscillator orbits were quite beautiful 33 . Figure 6 shows a regular periodic orbit for a thermostated oscillator. The oscillator exhibits chaotic orbits too. "Chaotic" orbits have the property of Lyapunov instability -an infinitesimal perturbation of such an orbit grows exponentially fast with time. Orbits for dissipative systems, in which work is converted to heat, are typically "fractal" with a fractional dimensionality less than that of the space in which they are embedded. See Figure 7 for an example.
My interest in computational thermostats was immediate and has continued to this and I generated the fractal objects which describe the collisions taking place for a very simple problem. We studied a thermostated particle falling through a periodic "Galton Board" of hard-disk scatterers 34 . The collisions formed a multifractal object, with the dimensionality of the object decreasing with increasing field strength. For a sample see Figure 7 .
The finding that the dimensionality of phase-space distributions was reduced below that of Gibbs' equilibrium distribution was a revealing and rewarding insight for me. The extreme rarity of the fractal nonequilibrium states explained irreversibility. Because the equations of motion are time-reversible and the probability of choosing an initial fractal state is of measure zero, the probability of violating the Second Law of Thermodynamics, along a time-reversed trajectory, vanishes. The fractal nature of the phase-space distributions also showed that there could be no nonequilibrium entropy. This is because Gibbs'
recipe for the entropy in terms of the N-body distribution function f and Boltzmann's 14 Hoover mechanics and the Second Law of Thermodynamics due to multifractal phasespace structures which I had described repeatedly in the literature. A second, remarkably long, paper by Zhou 37 was a specially effective setback, in that it spawned many successor setback papers, all pushing the original claim that the (wholly-correct) microscopic form of the Virial Theorem for the pressure was incorrect, and that the kinetic part of the pressure tensor should not be included.
A second category of "bad" paper, one with forged data, is more rare. The only example I came across myself was one Watanabe's free-energy calculation. His results were literally "too good to be true" 38 . A phonecall to his thesis advisor revealed that the computer program he used to generate free energies had wild fluctuations. The program was simply stopped when the free energy reached the "correct" value.
In the past good papers were often squelched by the review process. I remember Ed Jaynes had George Uhlenbeck's rejection of Ed's seminal paper on maximum-entropy theory framed in his Washington University office. Such defects of the reviewing process are not so important now. I have never failed to publish a rejected paper elsewhere.
Because there are now so many outlets for publication, including the LANL arXiv and one's own website, arbitrary rejection is no longer a serious problem. Today an author can certainly publish if he wishes to do so.
A half-century of simulation work has left me with some lasting lessons. Reproducibility is paramount, and Clarity is required. Scepticism and Openness are desirable, as is also a sense of Perspective. Visits and discussions with others most often lead to useful ideas.
Publication is in the end absolutely necessary despite the occasional frustrations of peer review and the cronyism that discourages novelty.
For me the Livermore laboratory of the 1960s provided a nearly-ideal environment for learning about simulation -stimulating people, freedom to choose one's own way, plenty of secretarial support and computing equipment, the possibility of travel and publication.
After a few years of microscopic simulations, first equilibrium and then nonequilibrium, as described here, it was natural for me to explore continuum methods to get beyond the limitations on system size and timescale posed by atomistic vibration lengths and times. 
