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In my research work I focused on solving various problems in radar technology within data acquisition, 
signal processing and image reconstruction fields. The goals of the all developed methods are to achieve 
clear and sharp radar images, enhance spatial resolution and suppress artifacts and clutter. Proposed solutions 
include new signal noise suppression technique, new image reconstruction techniques and new trajectory 
reconstruction technique for radar positioning. 
In chapter 2, as for preprocessing technique, we propose a new noise suppression method where we use 
preliminary measured radar characteristics for efficient denoising of the systems that observe dynamically 
changing scene in real-time. We considered Split Augmented Lagrangian Shrinkage Algorithm (SALSA) 
algorithm to solve Basis Pursuit Denoising (BPDN) problem with a Discrete Fourier Transform (DFT) 
operator. BPDN problem minimizes L2 norm frequency-domain discrepancy, where the noised signal is 
given in the frequency domain and the target vector is a time domain and is affected by the DFT operator. 
SALSA is optimizes the solution in terms of time domain sparsity. We propose to include weighting factor 
into L2 norm of discrepancy for each frequency-domain bin, and thus we penalize different frequency bins 
with different weights. We derived iterative algorithm to optimize weighted BPDN. We found the 
relationship between frequency noise distribution and a weighting vector. Developed algorithm is shown to 
be effective with frequency domain highly inhomogeneous noise. It can recover corrupted signal below noise 
level based on less corrupted parts of the signal in frequency domain, where the time-domain sparsity is 
imposed for the successful reconstruction. For the developed method we have shown simulated and 
experimental data processing and quantitative analysis. 
In chapter 3 we propose new image reconstruction algorithm Weight Envelope Transform that belongs to 
boundary transformation based methods family. In this chapter, we discuss the weak points of conventional 
algorithm Shape Estimation Algorithm based on Boundary scattering transform and Extraction of Directly 
scattered waves (SEABED) and its successors. We indicated that these methods have poor robustness and it 
cannot be applied for the Ground Penetrating Radar (GPR) profile processing. We proposed to construct 
wave-tracking lines instead of quasi-wavefornts. The wave-tracking lines are the lines that preserve the sign 
of the radargram along them. This new approach uses complete raw dataset for the vectorization process 
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instead of picking peaks as it was done in SEABED. We proved that such approach solves the problem of 
method robustness, and we showed the applicability of the method to GPR. We also provided a number of 
stages that can be applied to filter out wave-tracking lines. Usage of these filters can drastically reduce 
clutter and improve result interpretability. Filters make possible to include a priori knowledge about the 
target shape to obtain clear radar image. We prove the robustness, high clutter suppression and filtrations 
possibilities using Finite-Difference Time-Domain (FDTD) simulated and experimental data. We provide 
quantitative analysis in comparison with diffraction stacking method, which is one of the most commonly 
used method for GPR profile processing. 
In chapter 4 we consider various optimization algorithms to solve inverse problem of radar image 
reconstruction in the example of the 3D sparse array radar system. In this chapter, we start with a description 
of the approach to create a sparse array antenna layout and its range of applicability. The brief radar data 
processing pipeline, was shown and discussed. It included various tricks used for noise suppression, 
calibration and pulse compression technique. We have shown that due to the violation of Nyquist criteria, the 
conventional diffraction stacking method shows very low quality results. To overcome the problem of grating 
lobes we used inverse problem representation. In this representation we try to fit the solution vector which 
after simulation (forward) operator gives the raw radar data. We described Least squares, Compressive 
Sampling Matching Pursuit (CoSaMP), Regularized Orthogonal Matching Pursuit (ROMP), Conjugate 
Gradient Iterative Hard Thresholding (CGIHT) approaches and made comprehensive comparison, where we 
analyzed them from the point of view of robustness, resolution enhancement and artifact suppression. In this 
chapter we propose algorithms for numerical acceleration of the compressive sensing methods. We show the 
effectiveness of the parallelization with Compute Unified Device Architecture (CUDA) on Graphics 
Processing Unit (GPU) and demonstrated an acceleration boost in more than 100 times. We proposed to 
include radiation pattern to forward and backward operator that was shown to improve convergence speed 
and improve image quality for the near-range targets. We also proposed automatic sparsity estimation for the 
compressive sensing based algorithms. We experimentally tested the developed 3D sparse array and 
developed imaging methods in multiple experiments. A number of in-air experiments were carried out. The 
radar was also tested for subsurface 3D measurements of wooden walls for non-destructive wall inspection 
purposes, and for human body image reconstruction for the security radar scanner purposes. 
In chapter 5 we combine proposed imaging methods in chapters 3 and 4 as well as trajectory reconstruction 
algorithm in Appendix A and applied them to ALIS dual-sensor system. We showed the results for the 
conventional diffraction stacking imaging on the regular grid and proposed a new imaging method based on 
Weighted Envelope Transformation proposed in chapter 3. We discussed the problem of generalization 
Weight Envelope Transformation for 2-dimensional scans. As for a solution, we proposed to resample raw 
data acquisition points to equidistant ones, and apply Weighted Envelope Transformation for B-scan. This 
transformation purpose is to reduce clutter and find point-like targets. The result of Weighted Envelope 
Transformation is used for the further ray tracing simulation, to convert data back to the radar domain and 
obtain clear radargram. After this stage we can use a new radargram for 3D image reconstruction with any 
other methods, such as diffraction stacking or CGIHT. We demonstrated the results of the experimental data 
processing with various proposed methods. 
In appendix A we propose a new trajectory reconstruction algorithm based on IMU data of gyroscope and 
accelerometer which can be used for radar position tracking. We proposed a new multiple stages 
approximation algorithm, where on each stage we reconstruct trajectory with Madgwick method, estimate 
gravity component and use this estimation for the next stage of Madgwick method. After imposing additional 
requirements to the radar operator, we have shown precise gravity component estimation. As the result, a 
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 よって，本論文は博士( 学術 )の学位論文として合格と認める。 
 
    
