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Résumé
Les algèbres d’invariants d’une forme binaire décrites par générateurs et relations sont peu
nombreuses. On doit à V.L. Popov une explication de cette rareté : la complication de l’algèbre
C[Sd ]SL2(C) croît de manière spectaculaire avec d . Dans cette note, nous montrons que ce phéno-
mène s’étends aux algèbres d’invariants combinants, c’est-à-dire aux invariants des Grassmanniennes
de formes binaires sous l’action naturelle du groupe SL2(C).
 2004 Elsevier Inc. All rights reserved.
Introduction
La complication d’une algèbre est, sous certaines hypothèses, le cardinal d’une famille
génératrice et minimale diminué de la dimension de l’algèbre (cf. Paragraphe 1.1). Cet
invariant indique combien une algèbre est loin d’être une algèbre de polynômes.
Il y a relativement peu d’entiers d pour lesquels on dispose d’une description par gé-
nérateurs et relations de l’algèbre des invariants d’une forme binaire de degré d . Les cas
connus des géomètres du XIXe siècle, où 1  d  6, sont des algèbres de polynômes ou
des hypersurfaces ; la complication vaut donc 0 ou 1. Pour la forme binaire de degré d = 8
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 25 [2,6].
Soient Sd le SL2(C)-module des formes binaires de degré d , et Gk(Sd) la Grassman-
nienne des sous-espaces vectoriels de dimension k de Sd . Le groupe SL2(C) opère sur
l’algèbre Ak,d du cône de Gk(Sd) ⊆ P(∧k Sd).
Dans cette note, on s’intéresse à la complication de l’algèbre ASL2(C)k,d des invariants
combinants. Il s’agit de démontrer que le phénomène précédent s’étends à cette situation.
La Paragraphe 2 est consacré à la démonstration du théorème suivant.
Théorème 1. Soit n ∈ N. Il n’existe qu’un nombre fini d’entiers k et d tels que
cplASL2(C)k,d < n.
Pour établir cet énoncé, on adopte la même démarche que V.L. Popov [6]. On identifie
un point u du cône de Gk(Sd ) dont le stabilisateur est un groupe cyclique d’ordre k ou le
tore T des matrices diagonales ou encore le normalisateur de T . Dans ces trois situations,
il est possible d’expliciter le slice Nu au point u (cf. Paragraphe 1.3). Or, pour une telle
représentation, il est aisé de construire une famille d’invariants qui doit figurer dans une fa-
mille génératrice et minimale. On attrape de cette façon une minoration de la complication
de l’algèbre des invariants de C[Nu]. Le théorème du slice étale de D. Luna permet d’en
déduire une minoration de cplASL2(C)k,d . Reste à constater que cette minoration devient  n
pour k et d suffisamment grands.
D’après le Théorème 1, il n’existe qu’un nombre fini d’entiers k et d tels que l’algèbre
A
SL2(C)
k,d soit de complication < 15. Les Lemmes 3, 5 et 6 impliquent que la complication
est  15 dès que d  12 et 2  k  d − 1. Par ailleurs, on sait que cpl C[Sd ]SL2(C)  25
pour d = 7 ou d  9 [2]. Il est également connu que pour G2(S3), G2(S4) et G2(S5) la
complication vaut respectivement 0, 1 et 3 [5]. Ces informations sont rassemblées dans la
figure suivante.
Une approche élémentaire pour minorer la complication repose sur un calcul de série
de Poincaré (cf. Paragraphe 1.2). Cette démarche nous permet au Paragraphe 3 d’améliorer
les valeurs mises en évidence dans la Figure 1 : l’algèbre des invariants de A2,6 (respecti-
vement A2,7, A3,5 et A3,6) est de complication  15. On en déduit l’énoncé suivant.
Fig. 1. Minoration de cplASL2(C)k,d , 2 d  11.
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cas suivants (on suppose k  (d + 1)/2 pour éviter les répétitions) :
– P(S1), P(S2), P(S3), P(S4) et G2(S3) (algèbres de polynômes) ;
– P(S5), P(S6) et G2(S4) (hypersurfaces) ;
– P(S8) et G2(S5) (algèbres de Gorenstein de codimension 3).
Au Paragraphe 4 on développe une démarche géométrique pour étudier les cas de A3,5
et A3,6. On exploite l’existence d’une sextique rationnelle K de P3 dont le groupe d’au-
tomorphismes est le groupe icosaédrique pour minorer la complication de ASL2(C)3,6 . En
projetant K depuis l’un de ses 12 points d’inflexions, on obtient une quintique ration-
nelle plane dont le groupe d’automorphismes est cyclique d’ordre 5 ; une minoration de
cplASL2(C)3,5 en résulte.
1. Notations, conventions et rappels
1.1. Complication
Soit A une C-algèbre qui est de type fini. Supposons en outre A graduée de type N
avec A0 = C ; l’unique idéal maximal gradué de A est noté A+. On considère une famille
(fλ)λ∈Λ d’éléments homogènes qui est génératrice et minimale. Soit R = C[(Xλ)λ∈Λ]
l’algèbre de polynômes graduée de manière à ce que deg(Xλ) = deg(fλ) pour tout λ ∈ Λ.
L’homomorphisme ρ :R → A défini par ρ(Xλ) = fλ pour tout λ ∈ Λ muni A d’une struc-
ture de R-module. La dimension projective du R-module A ne dépends pas du choix de
(fλ)λ∈Λ : c’est la complication1 de l’algèbre A ; on la note cplA.
Désormais on suppose A macaulayenne. Le R-module A est de Cohen–Macaulay, et
la formule d’Auslander–Buchsbaum donne une expression commode de la complication
de A :
cplA = dimR − dimA. (1)
Notons que dimR est égal à la dimension de l’espace vectoriel gradué A+/A2+ (lemme de
Nakayama gradué).
1.2. Série de Poincaré
Il est possible de minorer la complication de l’algèbre A à partir de sa série de Poincaré
HA =∑n∈N dimC Anzn. On utilisera le résultat suivant.
1 Notre vocabulaire diffère légèrement de celui de V.L. Popov et J. Dixmier ; dans leurs textes, la complica-
tion est définie pour une représentation de dimension finie d’un groupe algébrique, et ce par l’intermédiaire des
invariants de l’algèbre symétrique correspondante [1,6].
M. Meulien / Journal of Algebra 284 (2005) 284–295 287Lemme 1. Soient nd , 1  d  δ, des entiers > 0 tels que la valuation en 0 de la série
formelle HA − 1/∏d(1 − zd)nd soit > δ, alors :
cplA
( ∑
1dδ
nd
)
− dimA. (2)
Démonstration. La fraction 1/
∏
d (1−zd)nd est égale à la série de Poincaré d’une algèbre
de polynômes en
∑
1dδ nd indéterminées dont nd indéterminées de degré d , 1 d  δ.
Donc l’hypothèse exprime que la composante homogène de degré d de l’espace vectoriel
gradué A+/A2+ est de dimension  nd pour 1 d  δ.
Toute famille génératrice et minimale de A possède donc plus de nd éléments de degré
d pour 1 d  δ. Dans ces conditions, l’inégalité (2) résulte de la formule (1). 
1.3. Slice étale
On considère une action ρ d’un groupe algébrique réductif G sur le schéma affine X =
SpecA ; ρ est supposée compatible avec la graduation de A. Soient O une orbite fermée,
et x ∈O. L’action ρ induit des structures de Gx -modules sur l’espace tangent TX,x et le
sous-espace TO,x . Comme le stabilisateur Gx de x est linéairement réductif (théorème
de Matsushima), TO,x possède des supplémentaires Gx -stables, indistinctement notés Nx .
On appelle slice de ρ en x la classe d’isomorphie de Gx -modules correspondante.
Supposons X lisse au point x . Le théorème du slice étale de D. Luna établit l’existence
d’un morphisme étale d’un voisinage de l’origine de Nx/Gx sur un voisinage de l’image
(encore notée x) de x dans X/G = SpecAG [3]. On en déduit l’inégalité suivante (cf. [6,
Théorème 1.2] qui s’adapte au cas d’un cône) :
cpl C[Nx ]Gx  cplAG. (3)
Pour les calculs, il est utile d’identifier le caractère du Gx -module Nx . Soient g l’algèbre
de Lie de G, et gx l’algèbre de Lie de Gx . L’isomorphisme G/Gx → O (déduit de ρ)
permet d’identifier les Gx -modules g/gx et TO,x ; par conséquent, on a :
chNx = chTX,x − chg+ chgx .
1.4. Formes binaires
On fixe une fois pour toutes une forme volume sur S1. Ce choix permet d’identifier S1
et son dual S∨1 , puis Sn et son dual S∨n , n ∈ N ; ceci de manière SL2(C)-linéaire. Lorsque
les calculs rendent nécessaire l’introduction d’une base de S1, on la note (x, y) et on la
choisit de volume un.
Soit w l’unique (à homothétie près) application SL2(C)-linéaire non nulle de
∧k Sd
sur Sk(d−k+1). Cette application ne s’annule pas sur les k-vecteurs décomposables et par
conséquent définit un morphisme SL2(C)-équivariant du cône de Gk(Sd ) ⊆ P(∧k Sd ) dans
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rème 1.1.4], ce qui permet l’identification des lieux stables sur Gk(Sd) et P(
∧k Sd ) (un
point est dit stable lorsque son orbite est fermée et son stabilisateur fini).
Par ailleurs, l’image par w d’un k-vecteur décomposable f0 ∧· · ·∧fk−1 est proportion-
nelle au déterminant suivant :
det
(
∂k−1fj
∂xi∂yk−1−i
)
0i,jk−1
. (4)
En effet, ce déterminant définit une application multilinéaire alternée qui est non nulle et
compatible avec les actions de SL2(C). C’est une conséquence de la description suivante
(où toutes les applications sont SL2(C)-équivariantes) :
k∧
Sd →
k∧
(Sk−1 ⊗ Sd−k+1) →
k∧
Sk−1 ⊗ Sk(d−k+1)
→
k∧
Sk−1 ⊗ Sk(Sd−k+1) → Sk(d−k+1).
La première flèche est la puissance extérieure d’ordre k de la polarisation :
Sd → Sk−1 ⊗ Sd−k+1; f →
∑
i+j=k−1
1
i!j !x
iyj ⊗ ∂k−1f/∂xi∂yj .
La dernière flèche est obtenue en identifiant
∧k Sk−1 et C, ce que permet le choix de base
de Sk−1.
2. Minoration de la complication
Désormais G = SL2(C), et X = SpecA désigne le cône de Gk(Sd ) ⊆ P(∧k Sd).
Compte tenu des résultats déjà connus et rappelés dans l’introduction, on peut supposer
2  k < d et 5  d . Par ailleurs, le cône X étant lisse en dehors de son sommet 0, on a
l’inégalité (3) pour tout x ∈ X \ {0}.
2.1. Où le stabilisateur est un groupe cyclique
On considère un sous-espace de dimension k de Sd engendré par une famille (ldi ) où
li ∈ S1,0 i  k − 1. Notons u le vecteur ld0 ∧ · · · ∧ ldk−1 correspondant.
Lemme 2. Le morphisme Wronskien X → Sk(d−k+1) est non-ramifié au point u.
Démonstration. On commence par une remarque d’ordre général. Soient (fi), 1  i 
k−1, une famille de k−1 éléments de Sd , et l ∈ S1 ; on suppose ld ∧f1 ∧· · ·∧fk−1 = 0. En
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· · · ∧ fk−1) est divisible par ld−k+1. En particulier, w(u) est proportionnel à∏k−1i=0 ld−k+1i .
Soit wi l’application linéaire f → w(ld0 ∧ · · · ∧ f ∧ · · · ∧ ldk−1) (où f ∈ Sd en i-ème
position se trouve dans le produit extérieur). L’habituelle formule de dérivation d’une ap-
plication multilinéaire montre que l’image de l’application tangente duw est
∑k−1
i=0 imwi .
Par conséquent, le morphisme Wronskien est non ramifié au point u si et seulement si :
k−1∑
i=0
imwi = Sk(d−k+1). (5)
On a f ∈ kerwi qui est équivalent à f ∈ vect{ldj , j = i}, donc dim kerwi = k − 1, ou
encore, dim imwi = d − k + 2. Soit f ∈ imwi ∩∑j =i imwj . D’après la remarque du
début, f ∈ imwi est un multiple de∏j =i ld−k+1j . Cette remarque implique également que
imwj , j = i , est formé de multiples de ld−k+1i . Par suite, f ∈ Sk(d−k+1) est proportionnel
à w(u). Pour des raisons de dimension, on a bien (5). 
Dans la suite de ce numéro, k et d sont supposés impairs. Soit ζ une racine k-ème
de l’unité qui est primitive. Désormais, li = x − ζ iy . Les représentations irréductibles du
groupe cyclique
Γ =
{(
ζ i 0
0 1/ζ i
) ∣∣∣∣ 0 i  k − 1
}
sont de dimension 1 ; on identifie les caractères de ces représentations aux différentes puis-
sances de ζ .
Lemme 3 (k ≡ 1 mod 2, d ≡ 1 mod 2). Le groupe Gu est cyclique d’ordre k. Posons
µ = d − k+1. On a cpl C[Nu]Gu  µ2 +µ−1 pour k = 3, et cpl C[Nu]Gu  6µ2 +µ−1
pour k = 5. Enfin, pour k > 5, cpl C[Nu]Gu 
(
(k−5)µ
2
)
µ2.
Démonstration. On commence par démontrer que Gu est un sous-groupe de T . On a
w(u) = (xk − yk)d−k+1 ; par conséquent, le covariant Hessien de w(u) est proportionnel à
(xy)k−2(xk − yk)2(d−k) dont les seules racines de multiplicité impaire sont 0 et ∞. Ainsi
tout élément du stabilisateur de u fixe ou permute ces deux racines ; ceci implique l’inclu-
sion Gu ⊆ NG(T ). Or,
( 0 i
i 0
)
ne stabilise pas le Hessien de w(u). Un second calcul permet
de constater que g ∈ T fixe u si et seulement si g ∈ Γ . Finalement, Gu = Γ est cyclique
d’ordre k.
D’après le critère de Hilbert, w(u) est stable. Donc u est stable, et en particulier son
orbite est fermée.
Maintenant on identifie chNu . Comme le Wronskien est non-ramifié au point u, les
espaces tangents TX,u et TSk(d−k+1),w(u) sont isomorphes. Le morphisme w étant G-
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(gu est nul puisque Gu est fini) :
chNu = chSk(d−k+1) − chg.
Or,
chSk(d−k+1) =
k(d−k+1)∑
i=0
ζ k(d−k+1)−2i
et, en considérant une partition de l’intervalle d’entiers [0, k(d − k + 1)] en intervalles de
longueur k et le singleton {k(d − k + 1)}, cette somme s’écrit :
(d − k + 2)+ (d − k + 1)
k−1∑
i=1
ζ i .
Par ailleurs chg = ζ 2 + 1 + ζ k−2. Finalement on a :
chNu = (d − k)
(
ζ 2 + ζ k−2)+ (d − k + 1) ∑
i /∈{2,k−2}
ζ i .
La minoration de la complication résulte donc du lemme suivant. 
Lemme 4. Soient V un Γ -module, et µ un entier non nul. On suppose :
chV = (µ − 1)
(
ζ 2 + ζ k−2)+µ ∑
i /∈{2,k−2}
ζ i .
Alors :
• k = 3 implique cpl C[V ]Γ µ2 + µ − 1 ;
• k = 5 implique cpl C[V ]Γ  6µ2 + µ − 1 ;
• pour k > 5, on a cpl C[V ]Γ  ( (k−5)µ2
)
µ2.
Démonstration. Soit (Xp,n) une base du dual V ∨ de V avec chCXp,n = ζ p. On sait qu’il
existe une famille génératrice minimale de C[V ]Γ qui est formée de monômes. Les élé-
ments suivants apparaissent nécessairement dans une telle famille :
(1) Xmpp,n où pmp est égal au plus petit commun multiple de k et p ;
(2) Xp,nXk−p1,n′ où p /∈ {0,1} et Xp,nXpk−1,n′ où p /∈ {0,1, k − 1}.
Pour Xp,n et Xp′,n′ distincts et p,p′ /∈ {0,1, k − 1}, on a également :
(3) Xp,nXp′,n′ avec p + p′ = k ;
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′−k
k−1,n′′ avec p + p′ > k ;
(3ter) Xp,nXp′,n′Xk−(p+p
′)
1,n′′ avec p + p′ < k.
La première famille possède kµ − 2 éléments. Pour k = 3, les trois dernières familles
sont vides, et la seconde possède (µ− 1)2 éléments. Supposons k > 3. La seconde famille
possède (2k − 5)µ2 − 2µ, la troisième k−52 µ2 + (µ − 1)2, et les deux dernières ensemble(
(k−5)µ
2
)
µ2 + 2µ(µ − 1)(k − 5). Le lemme en résulte. 
2.2. Où le stabilisateur est le tore ou son normalisateur
Soit (ei)i∈[0,d] une base de Sd formée de vecteurs de poids avec ei de poids d − 2i . Une
fois pour toutes, les notions de « poids » et « vecteur de poids » sont relatives au tore T ; de
plus, on fixe un générateur t du réseau des poids de T , de sorte que ce réseau est identifié
à Z.
On suppose k = 2l pair. Soit U le sous-espace vectoriel de dimension k de Sd engendré
par les vecteurs ei pour 0 i  l − 1 et d − l + 1 i  d . On note u le vecteur e0 ∧ · · · ∧
el−1 ∧ ed−l+1 ∧ · · · ∧ ed .
Lemme 5 (k ≡ 0 mod 2). On a l’alternative :
– Gu = T et cpl C[Nu]Gu  ( k2 (d − k + 1)− 2)2 si d ≡ 0 mod 2 et k ≡ 0 mod 4 ;
– Gu = NG(T ) et cpl C[Nu]Gu  12 ( k2 (d − k + 1) − 2)( k2 (d − k + 1)− 3) sinon.
Démonstration. On commence par identifier le stabilisateur de u. Puisque U est engen-
dré par des vecteurs de poids, Gu contient T . Considérons la sous-variété linéaire de P(Sd )
associée à U . Elle est (l − 1)-fois osculatrice à la courbe rationnelle normale aux points de
paramètre 0 et ∞. Comme il n’y a pas d’autres points de contact, un élément du stabili-
sateur fixe ou transpose ces deux points. Ainsi Gu est égal à T ou NG(T ). On conclut en
calculant l’image de u par
( 0 i
i 0
)
.
Puisque w(u) = (xy)l(d−k+1), l’orbite de u est fermée dans ∧k Sd [6, Chapitre VI,
Théorème 3.8]. Cette orbite est donc fermée dans X.
La complication d’une action de groupe algébrique de rang 1 a été étudiée par V.L. Po-
pov [6, Chapitre IV, Propositions 2.1 et 2.2]. Pour appliquer ses résultats, il nous faut
identifier le nombre de poids > 0 (respectivement < 0) du T -module Nu. On a :
chTX,u = 1 + chU∨ chSd/U , chU∨ =
l−1∑
i=0
td−2i +
d∑
i=d−l+1
td−2i et
chSd/U =
d−l∑
td−2i .
i=l
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a chg = t2 + 1 + t−2 et chgu = 1. Puisque chNu = chTX,u − chg+ chgu , Nu se décompose
en k2 (d − k + 1) − 1 poids > 0 et autant de poids < 0. 
Pour terminer la démonstration du Théorème 1, il reste à étudier la situation où k =
2l + 1 est impair et d = 2δ est pair. On considère le k-plan U engendré par les 2l vecteurs
précédents et eδ . Le raisonnement présenté ci-dessus s’adapte à cette situation. On obtient
le résultat suivant.
Lemme 6 (k ≡ 1 mod 2, d ≡ 0 mod 2). On a l’alternative :
– si d2 ≡ k−12 mod 2, alors Gu = T et cpl C[Nu]Gu  ( k−12 (d − k + 1) − 2)2 ;
– sinon, Gu = NG(T ) et cpl C[Nu]Gu  12 ( k−12 (d − k + 1)− 2)( k−12 (d − k + 1)− 3).
3. Quelques calculs de série de Poincaré
Pour de petites valeurs de k et d , la série de Poincaré de ASL2(C)k,d est accessible au calcul
grâce à un analogue de la formule de Springer [5, Théorème 1.2.1]. On a rassemblé dans la
Figure 2 les premiers termes de cette série pour (k, d) égal à (2,6), (2,7), (3,5) et (3,6).
En appliquant le Lemme 1, on obtient que la complication est  109, 37, 68, et 95
dans les quatre cas considérés. Le Théorème 2 en résulte compte tenu de la discussion qui
précède cet énoncé.
Remarque. On dispose d’une correspondance birationnelle entre G2(Sd ) et P(S2d−2) qui
respecte les actions de SL2(C). Cette correspondance associe au pinceau engendré par
xd et yd la forme binaire (xy)d−1, et les slices correspondants coïncident. Le slice en
(xy)d−1 est connu [6, Chapitre IV, Proposition 2.4]. On en déduit le résultat suivant. La
complication est (d −3)2 si d est pair, et (d −3)(d −4)/2 sinon. Pour d = 5 ou d = 6
ce n’est pas suffisant en vue du Théorème 2.
1 + 2z2 + 10z4 + 2z5 + 36z6 + 24z7 + 105z8 + 105z9 + · · ·
1 + z + 3z2 + 7z3 + 16z4 + 36z5 + 79z6 + 164z7 + · · ·
1 + 9z4 + 14z6 + 77z8 + 146z10 + · · ·
1 + z + 4z2 + 9z3 + 27z4 + 61z5 + 156z6 + 338z7 + · · ·
Fig. 2. Série de Poincaré de ASL2(C)k,d pour (k, d) égal à (2,6), (2,7), (3,5) et (3,6).
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Un icosaèdre de R3 est fixé ; le groupe des isométries de cet icosaèdre est isomorphe
à A5  PSL2(F5) et définit, au moyen de l’identification SO3(R)  SU2/{±id}, un sous-
groupe de SL2(C) isomorphe à SL2(F5). Le SL2(C)-module Sn, n ∈ N, hérite donc d’une
structure de SL2(F5)-module ; pour 0 n 5, ce SL2(F5)-module est irréductible.
On note S′1 un SL2(F5)-module de dimension 2 non isomorphe à S1. Il est connu que
les classes de S′1, S′2 = S2S′1, S1 ⊗ S′1, et Sn, 0  n  5, représentent les 9 classes d’iso-
morphismes de SL2(F5)-modules irréductibles.
4.1. Cas des webs de sextiques
On peut identifier les SL2(F5)-modules S6 et (S1 ⊗ S′1) ⊕ S′2 : on a S3S∨2 = S6 ⊕ S2, le
sous-espace vectoriel de dimension 4 des formes cubiques s’annulant sur les 6 droites de
S2 = R3 ⊗R C qui joignent les paires de sommets opposés de l’icosaèdre est contenu dans
S6, il est globalement invariant, non isomorphe à S4, etc [4].
Vu comme sous-espace de dimension 4 de H0(OP1(6)), S1 ⊗S′1 paramètre une sextique
rationnelle de P3 dont le groupe d’automorphismes est le groupe icosaédrique A5. On note
K cette courbe, parfois appelée sextique de Klein.
Proposition 1. Soit X = SpecA le cône de la Grassmannienne G3(S6). On considère
l’action naturelle du groupe SL2(C) sur A. Alors :
cplASL2(C)  70. (6)
Démonstration. Comme il existe un isomorphisme entre G3(S6) et G4(S6) qui est com-
patible avec les actions de SL2(C), on peut travailler avec G4(S6).
Soit u ∈ X associé à une base de S1 ⊗ S′1. Le Wronskien w(u) ∈ S12 est invariant sous
l’action de SL2(F5). Or, l’algèbre C[x, y]SL2(F5) est connue ; sa composante homogène de
degré 12 est de dimension 1, engendrée par xy(x10 +11(xy)5 −y10) [8]. D’après le critère
de Hilbert, w(u) est stable. Donc u est stable, et en particulier son orbite est fermée. On a
Gu = SL2(F5).
On s’intéresse au slice au point u. Le SL2(F5)-module TX,u est somme directe de S0 et
(S1 ⊗S′1)⊗S6/(S1 ⊗S′1) ; notons V ce dernier SL2(F5)-module. D’après la décomposition
de S6, on a V = S1 ⊗ S′1 ⊗ S′2. En utilisant la formule de Clebsch–Gordan et l’identité
S3 = S′3, on obtient :
V = S1 ⊗
(
S3 ⊕ S′1
)= S4 ⊕ S2 ⊕ (S1 ⊗ S′1).
Comme les SL2(F5)-modules g et S2 sont isomorphes, on peut identifier Nu et S0 ⊕ S4 ⊕
(S1 ⊗ S′1).
On a donc cplASL2(C)  cpl C[W ]SL2(F5) où W = S4 ⊕ (S1 ⊗ S′1). Il s’agit mainte-
nant de minorer la complication de l’algèbre C[W ]SL2(F5). Pour cela, calculons sa série de
Poincaré. Pour tout SL2(F5)-module V , on note ρV : SL2(F5) → GL(V ) le morphisme de
groupe correspondant.
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HC[W ]SL2(F5) =
1
120
∑
g∈SL2(F5)
1
det(1 − ρW(g)z) .
Or, pour g ∈ SL2(F5), on a det(1−ρW(g)z) = det(1−ρS4(g)z)det(1−ρS1⊗S′1(g)z). Mais
on a det(1 − ρS1(g)z) = 1 − chS1(g)z + z2. Pour chaque classe de conjugaison, le coef-
ficient manquant se lit dans la table des caractères de SL2(F5). Après avoir factorisé le
polynôme det(1 − ρS1(g)z), on calcule sans peine le polynôme det(1 − ρS4(g)z) puisque
ses racines sont les monômes de degré 4 en les racines du précédent. Une démarche ana-
logue permet d’expliciter det(1 − ρS1⊗S′1(g)z).
Finalement on obtient l’expression suivante de HC[W ]SL2(F5) (l’utilisation des pointillés
dans cette expression ne pose pas de problème car le numérateur est un polynôme symé-
trique) :
1 + 2z3 + 7z4 + 14z5 + 26z6 + 38z7 + 38z8 + 74z9 + 95z10 + 96z11 + · · · + z22
(1 − z2)2(1 − z3)3(1 − z4)2(1 − z5)2 .
L’inégalité (6) résulte du Lemme 1 et du calcul des premiers coefficients de la série
HC[W ]SL2(F5) :
1 + 2z2 + 5z3 + 12z4 + 26z5 + 60z6 + 116z7 + · · · . 
4.2. Digression sur la correspondance entre P(S12) et G3(S6)
L’espace projectif P(S12) et la Grassmannienne G3(S6) sont birationnellement équiva-
lents, la correspondance étant SL2(C)-équivariante.
Donnons quelques précisions sur cette correspondance dont l’existence nous a été dé-
voilée par F. Melliez. Le SL2(C)-module S6 (resp. S12) est muni d’un produit scalaire
SL2(C)-invariant. Soit U un sous-espace vectoriel de dimension 3 de S6. Pour U général,
l’image de U⊥ ⊗ S′2 par la multiplication S6 ⊗ S6 → S12 est un sous-espace de dimen-
sion 12 de S12 ; il lui correspond un point de P(S∨12) = P(S12). Inversement, étant donné
f ∈ S12 général, le sous-espace de S6 engendré par {dgf | g ∈ S′2 ⊆ S6} est de dimen-
sion 3. On vérifie sans peine que ces deux applications rationnelles sont inverses l’une de
l’autre.
L’image de S′2 ⊆ S6 par cette correspondance est la forme binaire de degré 12 qui est
SL2(F5)-invariante. Le slice en ce point de S12 a déjà été étudié dans la démonstration de
la Proposition 1. Il en résulte que la complication de l’algèbre des invariants de P(S12) est
 70. Bien entendu on obtient le même résultat en étudiant directement le slice au point
xy(x10 + 11(xy)5 − y10) ∈ S12.
4.3. Cas des webs de quintiques
On conserve les notations du Paragraphe 4.1. La sextique rationnelle K possède
12 points d’inflexion dont les paramètres sont les racines homogènes de w(u) [5,
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un sous-groupe d’ordre 60/12 = 5 puisque SL2(F5) agit transitivement sur les 12 racines
de w(u) [8]. On considère la quintique rationnelle plane obtenue en projetant K depuis p.
Son groupe d’automorphismes est cyclique d’ordre 5.
Notons Γ le sous-groupe cyclique d’ordre 5 de SL2(C) défini comme au Para-
graphe 2.1, et ζ une racine 5-ème de l’unité qui est primitive. Les considérations pré-
cédentes suggèrent d’étudier le cône de la Grassmannienne G3(S5) en un point u tel que
Gu = Γ .
Considérons u = (x5 + y5)∧ x3y2 ∧ x2y3. On a w(u) = (xy)2(x5 − y5) qui, d’après le
critère de Hilbert, est stable. Donc u est stable, et en particulier son orbite est fermée. De
plus, on a bien Gu = Γ . Par aileurs, on a :
chTX,u = 1 +
(
1 + ζ + ζ 4)(1 + ζ 2 + ζ 3)= 2(1 + ζ + ζ 2 + ζ 3 + ζ 4),
chg = 1 + ζ 2 + ζ 3,
chNu = 1 + 2ζ + ζ 2 + ζ 3 + 2ζ 4.
Enfin, on a cpl C[Nu]Γ = cpl C[W ]Γ où W désigne le Γ -module Nu/S0. La formule
de Molien–Weyl permet de calculer la série de Poincaré de l’algèbre C[W ]Γ :
HC[W ]Γ =
1
5
TrQ(ζ ):Q
(
1/(1 − ζ z)2(1 − ζ 2z)(1 − ζ 3z)(1 − ζ 4z)2)
= 1 + 4z2 + 5z3 + 17z4 + 28z5 + 49z6 + · · · .
À l’aide du Lemme 1 on obtient la proposition suivante.
Proposition 2. Soit X = SpecA le cône de la Grassmannienne G3(S5). Considérons l’ac-
tion naturelle du groupe SL2(C) sur A. On a cplASL2(C)  18.
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