This study basically employs the Markowitz mean-variance model for portfolio selection problem. Since this model is classified as a quadratic programming model there is not any efficient algorithm to solve it. The goal of this study is to find a feasible portfolio with a minimum risk through the application of heuristic algorithm. The two PSO and GA algorithm has been used. The results show that PSO approach is suitable in portfolio optimization.
Introduction
Portfolio is conduct to the problem of how to allocate wealth among several assets. The portfolio optimization problems have been one of the important research fields in modern risk management. In generally, an investor always prefers to have the return on their portfolio as large as possible and the risk as small as possible. Markowitz proposed the mean-variance model, which has been regarded as a quadratic programming problem [7, 9] . There are a lot of efforts that have been performed by experts in order to solve and expand Markowitz's model. In 1956, Markowitz extended the critical line method to solve this quadratic model [8] . Wolfe tried to solve Markowitz's model by Simplex algorithm [14] . Some heuristic methods based on Genetic Algorithm [1, 2, 3, 7] . Loraschi presented Tabu Search (TS) in the literatures for the standard Markowitz portfolio selection problem [6] . Xu, Chen, and Yang (2007) were the first who proposed a method based on Particle Swarm Optimization (PSO) algorithm to solve the standard Markowitz model [15] . The remainder of this paper is organized as follows. A portfolio selection model which is based on Markowitz's portfolio selection is described in section 2. In Section ( ), -3,4 the characteristics of proposed PSO and GA is explained respectively. Finally Empirical experiments which research the performance of PSO algorithm and also the GA are discussed in Section 5.
Portfolio selection problem
In this study we use the famous Markowitz standard model, that model is formulated as follows [7] : proportions sum up to one. The non-negativity constraint simply means that no short selling is allowed in this problem. Unfortunately, the underlying assumptions of the M-V model are subject to serious criticisms:
1) With an increasing number of assets, size of Covariance matrix becomes too big.
2) There is no upper limit to the contribution of each asset in the assets set.
3) A measure of variance is adopted as a measure of risk. If the assets have normal distributions, this criterion is suitable. But in experimental may this condition not established. This model is a quadratic programming problem, for solving this model does not exit effective algorithms [1, 2] , because of this sake we use the PSO algorithm.
PSO Algorithm
A particle swarm is a population of particles, where each particle is a moving object that is through the search space and is attracted to previously visited locations with high fitness. In contrast to the individuals in evolutionary computation, particles neither reproduce nor get replaced by other particles. Suppose particle swarm include N particles, X i = (x i,1 ‚ … ‚x i,n ) and V i = (v i,1 ‚ … ‚v i,n ) denote the location and velocity of particle i respectively in n-dimensional search space, P l = p l,1 ‚ … ‚p l,n denote local optimal location of each particle lbest , P gl = (p g,1 ‚ … ‚p g,n ) denote global optimal location of all particles (gbest).
Velocity update formula of each particle is: v i‚j t + 1 = wv i‚j t + c1rand1 p l‚j t − x i‚j t + c2rand2 p g‚j t − x i‚j t (2.1) for i = 1‚ … ‚ N and j = 1‚ … ‚n.
Where, t is the number of iteration, c1, c2 are speeding figure, regulating the length when flying to the most particle of the whole swarm and to the most optimist individual particle, w is inertia weight, rand1 and rand2 are two independent random number ranged from 0 to 1. After updating particle velocity, use the following formula to update the location of each particle:
Then compare new location of each particle with objective value of local optimal location, If the new location is better than the local optimal location, (lbest) is updated for the new location, else maintain the original value of (lbest) unchanged. Update (gbest) according to the new global optimum solution of particle swarm, and continue the evolution of next generation. After a certain number of evolutionary computations by PSO, the particle swarm converges to the global optimum solution, so obtain a global optimal objective value [11] . Here we explain how the PSO algorithm works: 1. Set the parameters. 2. Generate S particles according to the particle formulation 2.1 Initial positions of the particle throughout the search space are defined by initializing each coordinate to a value drawn from the uniform distribution on the interval
2.2
3.1 Evaluate the fitness of each particle based on the pre-computed moments. 3.2 Determine the personal best position lbest visited so far by each particle. 3.3 Determine the local best position gbesti visited so far by the local neighboring particles of each particle. 3.4 Update particles' velocities using (21). 2.5 Update particles' positions using (2.2).
GA Algorithm for portfolio optimization
Genetic Algorithms are discussed originally by Goldberg [3] . They are stochastic search techniques based on the principles and policies of natural genetics and selection. The policy of genetic algorithms is that they start with a population of randomly generated particles and evolve towards better solutions by applying genetic operators, such as crossover and mutation, modeled on natural genetic inheritance and Darwinian survival of the fittest [1, 2] . As in [3] the proposed GA for solving portfolio optimization is stated below:
Population initialization
We initialize with an initial population containing constant number of chromosomes is generated randomly. With regard to portfolio optimization problems, each chromosome represents the weight of individual stock of portfolio and is optimized to reach a possible solution. Parents were chosen by binary contest selection which works by forming two pools of individuals, randomly, each consisting of two individuals drawn from the population randomly. The individuals with the best fitness that are taken from two contest pools are selected to be parents.
Fitness objective function evaluation
We used mean-variance objective function
An evaluation function is formed to evaluate the fitness for each chromosome.
Reproduction, crossover, and mutation
Children in this GA algorithm are generated by uniform crossover. In uniform crossover two parents have a single child.
Replacement
In this paper the steady-state population replacement strategy is used. With this strategy each new child is placed in the population as soon as it is generated with wrest objective function value.
Computational results
The proposed PSO and the GA algorithm using two sets of data of including 9, 50 stocks are considered. Due to evaluate the time each algorithm requires obtaining the solutions, both algorithms are coded in MATLAB 7.12 and run on a PC with Intel core i5 GHz with 4GB RAM. The data set used in this study are evaluated from contemporaneous stock price for period December 31, 2007, through December 31, 2012 that they were obtained from http://rdis.ir/MonthReport.asp and http://lib.seo.ir/. For the data set the two algorithms are run 50 tines. For GA, the number of iterations is set equal to 1000., the population size equal to 50 and the mutation rate equal to 0.25. For PSO algorithm, the decreasing mutation rate is set from 0.5 down to a value 0 .01 and the population size is set equal to50. Result from solving PSO and GA algorithms with the data set with 9 and 50 stocks are tabulated in tables 1, 2, 3 and 4.
According to result given in these tables, for Best and mean variance, when the number of stocks is 50, we have the better result than the number of stokes is 9 in both algorithms. Based on the results, obviously for the data set of 9 stocks and 50 stocks, best variances found by PSO are better than those found by GA. In addition, PSO can reach better solutions in less amount of time. The application of PSO in solving problems could be very promising. There is a great distinction between PSO and genetic algorithms. In genetic algorithms, chromosomes share the information, which causes the whole community moves gradually into a better area, while in PSO the information is sent out by the best particle which is followed by other individuals to quickly converge to a point. In view of the mentioned reasons, in this paper the PSO algorithm for portfolio optimization by focused on reducing the computation time and better solutions is proposed. 
Conclusion
A heuristic approach for the solving for portfolio optimization problem is considered. In order to evaluate the performance of the PSO approach, it is compared to GA approach with Two different (small and large) data sets, i.e. PSO and GA are employed under different portfolio sizes, number of stocks, investor's expected returns. The results clearly show that the PSO approach can achieve better solutions rather than GA approach in a fewer of time.
