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COMPETITIVE EROSION IS CONFORMALLY INVARIANT
SHIRSHENDU GANGULY AND YUVAL PERES
Abstract. We study a graph-theoretic model of interface dynamics called competitive erosion.
Each vertex of the graph is occupied by a particle, which can be either red or blue. New red and
blue particles are emitted alternately from their respective bases and perform random walk. On
encountering a particle of the opposite color they remove it and occupy its position. We consider
competitive erosion on discretizations of ‘smooth’, planar, simply connected, domains. The main
result of this article shows that at stationarity, with high probability, the blue and the red regions
are separated by the level curves of the Green function, with Neumann boundary conditions, which
are orthogonal circular arcs on the disc and hyperbolic geodesics on a general, simply connected
domain. This establishes conformal invariance of the model.
t = 0 t = 1666 t = 5000
Figure 1. Competitive erosion on the unit disc, spontaneously forms an interface.
i and −i form the red source and blue source respectively. In the initial state each
vertex of a mesh of size 150 is independently colored blue with probability 1/3 and
red otherwise. After 5000 time steps of competitive erosion, the red and blue regions
have separated with the interface being an orthogonal circular arc.
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1. Interface dynamics
In 2003, Propp introduced competitive erosion: a graph-theoretic model of interface dynamics
maintained in equilibrium by equal and opposing forces. The model has the following underlying
data:
• A finite connected graph G = (V,E) with vertex set V and edge set E.
• Probability measures µ1 and µ2 on V .
• An integer 0 ≤ k ≤ |V | − 1.
Competitive erosion is a discrete-time Markov chain {CE(t)}t≥0 on the space {S ⊂ V : |S| = k} .
One time step is defined by
CE(t+ 1) = {CE(t) ∪ {Xt}}\{Yt}, (1.1)
where Xt is the first site in V \CE(t) visited by a simple random walk, whose starting point has
distribution µ1; and Yt is the first site in CE(t) ∪ {Xt} visited by an independent simple random
walk, whose starting point has distribution µ2. We will think of every vertex in V as colored
either ‘blue’ or ‘red’ and CE(t) will denote the set of blue vertices, and accordingly we rename the
starting measures µ1 and µ2 as µB and µR respectively. If the blue and red sources µB and µR have
well-separated supports, one expects that the dynamics separates the graph into coherent red and
blue territories.
Note that Competitive erosion can be thought of as a competing version of Internal Diffusion
Limited Aggregation (IDLA), which is a fundamental growth model; first proposed by Meakin and
Deutch in 1986, as a model of industrial chemical processes such as electropolishing, corrosion and
etching. Competing particle systems, modeling co-existence of various species etc, have been the
subject of intense study in physical sciences as well as mathematics: competing versions of the
Richardson model were considered in [2, 16], processes modeling annihilation between competing
species were studied in a series of works, see for e.g., [5, 6]. The study of competitive erosion was
initiated in [12] by the authors along with Lionel Levine and James Propp, where the reader can
find a detailed introduction of the process. The underlying graph considered in [12] was the cylinder
(the product of a path and a cycle). However, the original question asked by Propp ([24]) was in
the setting where the underlying graph is a discrete approximation to a general smooth simply
connected planar domain. The process was predicted to exhibit conformal invariance. Confirming
this is the goal of the article. More on comparison with IDLA is presented in Section 1.3.
1.1. Conformal Invariance. As mentioned above, we consider the case, when the underlying
graph is a discretization of a smooth, bounded, planar, simply connected domain U, i.e., V =
Un := 1nZ
2 ∩ U and k = bα|Un|c for some fixed α ∈ (0, 1/2]. When the domain is the unit disc D,
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thought of as a subset of the complex plane C, simulations (Figure 1) show that, if the measures
µB and µR are delta masses on −i, i, then after running the process for some time, the blue and
red regions are separated and the blue region seems to converge to a subset of D having α fraction
of the total area and bounded by an orthogonal circular arc. Let us call the latter region D(α). It is
well known that the boundary of D(α) is a level set of the Green function with Neumann boundary
conditions on D with source and sink at −i and i respectively. For a general domain U, with two
points xB and xR on the boundary, one can obtain the corresponding U(α) by looking at the level
set enclosing α fraction of the area, of the corresponding Green function on U with source and
sink at xB and xR respectively. Using conformal invariance of the Green function, U(α) is related
to D(α) via a suitable conformal map, (see Figure 2). Precise definitions are provided in the next
subsection. It was predicted by Propp in 2003, that for any reasonably regular domain U, and the
competitive erosion chain on Un with k = bα|Un|c, and µB, µR being delta masses at xB and xR
respectively, the blue region should “converge” to U(α), as n grows large.
Our main result confirms a version of Propp’s prediction. More formally, for technical reasons,
we need µB and µR to be spread out and supported in the interior of U, instead of being point
masses. In this article, we take them to be uniform measures on all lattice points inside small
‘blobs’ of radii δ4 lying inside U,and also at distance δ from the points xB and xR respectively (see
Figure 4 i.) The main theorem then involves choosing δ arbitrarily small which can be thought of
as approximating the delta masses at xB, xR. Proving Propp’s prediction when the source measures
are indeed point masses on the boundary is left as an interesting technical challenge. (For a more
elaborate discussion on the associated difficulties see Section 2.)
1.2. Formal definitions and setup. In this section we collect all the necessary definitions and
notations required for the statement of the main result. For any two points x, y ∈ C, (also thought
of as R2) we use d(x, y) to denote the Euclidean distance between them. For sets A,B ⊂ C, let
d(A,B) = inf
x∈A,y∈B
d(x, y).
D will be used to denote the unit disc centered at the origin in the complex plane. B(x, r) denotes
the open euclidean ball of radius r with center x. For a bounded, simply connected, planar domain,
U ⊂ C we will say “U is smooth”, to mean that the boundary of U i.e., U ∩ (Uc), where U is the
closure of U, is an analytic curve (equivalently, the conformal map from U to D has a conformal
extension across the boundary, see [23, Prop 3.1]).
Throughout the rest of the article, all our domains will be smooth and hence we will not recall
all these properties and simply speak of “a domain”.
Henceforth for any domain U ⊂ C, we use ∂U to denote the boundary of U,1 Also for a domain
U and points xB, xR ∈ ∂U, let,
φ : D→ U, (1.2)
ψ : U→ D,
be conformal maps, such that φ ◦ ψ, ψ ◦ φ are the identity maps on the respective domains and
ψ(xB) = −i, ψ(xR) = i. The existence of such maps is guaranteed by the Riemann Mapping
Theorem, (see for e.g., : [1, Chapter 6]). In fact, there exists more than one pair (φ, ψ), since a
conformal map between domains has three degrees of freedom and here we have fixed the value at
only two points. However, we choose a particular pair (φ, ψ), assumed to be fixed throughout the
1We also need the notion of boundaries of subsets of vertices in finite of graphs. This will be defined later in (8.2).
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rest of the article. For any β ∈ R, define,
U≥β :=
{
z ∈ U : 64
pi
log
∣∣∣ψ(z)− i
ψ(z) + i
∣∣∣ ≥ β}. (1.3)
Also U<β is defined in the obvious way. The constant 64pi is not important. It falls out of some
natural integrals involving the Brownian motion heat kernel appearing later in the article. Thus
for the disc, Dβ is a region enclosed by an orthogonal circular arc (geodesic with respect to the
hyperbolic metric) symmetric with respect to i and −i and is the level set of the Green function,
as mentioned before. For a general domain U, we transfer the regions via conformal maps (using
conformal invariance of the Green function) and the boundaries still remain geodesics as they are
conformally invariant, (see Figure 2). However, for our purposes, we need an area parametrization
φ
ψ
x1
x2
i
−i
Uβ
Dβ
Figure 2. Hyperbolic geodesics are circular arcs on the disc. They are invariant
under conformal maps. However, since conformal maps are not area preserving D(α)
can get mapped to U(α′) for some α′ 6= α .
of the regions U≥β. Given α ∈ (0, 1), let β = β(α) be such that,
area(U≥β) = α area(U). (1.4)
Let
U(α) := U≥β(α). (1.5)
We now fix α ∈ (0, 1/2], throughout the rest of the article. Given U, we take Un = U∩ 1nZ2, as our
vertex set. As the edges of our graph, we take the usual nearest-neighbor edges of Un thought of
as a subset of 1nZ
2. However, we delete every such edge which intersects Uc. Since U is assumed to
be smooth, Un will be connected for large enough n. See Remark 1.1 below.
Fix k = bα|Un|c, and xB, xR ∈ ∂U. The following defines the blobs, as discussed in the previous
section. For small enough δ > 0, let yB, yR ∈ U, be such that for C ∈ {B,R},
d(xC, yC) = δ
d(yC, ∂U) >
δ
2
.
Let UB = UB,δ := B(yB, δ4) and similarly let UR = UR,δ := B(yR,
δ
4). As discrete approximations of
UB, we take
UB,n = B(zB,n,
δ
4
) ∩ Un,
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where zB,n ∈ 1nZ2 is the closest lattice point to yB. Define µB = µB,δ,n to be the uniform measure
on UB,n. We similarly define UR,n by choosing z2,n, and correspondingly define µR as the uniform
measure on UR,n. Thus the blobs are the sets UB and UR and µB, and µR are uniform measures
xB
xR
yB
yR
Figure 3. yB’s and yR are points at distance δ from xB and xR respectively. They
are at distance at least δ2 from ∂U. The blobs are discs of radius
δ
4 centered at yB’s
and yR.
on their discrete approximations UB,n and UR,n respectively. Note that the points yB and yR were
just required to satisfy certain properties, and other than that were completely arbitrary.
Remark 1.1. The smoothness assumption on U allows us to choose yB and yR. This is formally
proved in Corollary B.1 (see Figure 3). The connectedness of Un for large enough n, follows since
near the boundary U looks like a half plane locally, see (B.1).
For the formal statement of the theorem let
Gε = Gε,n := {S ⊂ Un : |S| = bα|Un|c, U(α−ε) ∩ Un ⊂ S ⊂ U(α+ε) ∩ Un}. (1.6)
Note that, because the conformal maps φ and ψ are Lipschitz (see Section 1.4 i.), and α is fixed,
for all small enough ε, the boundaries of U(α) and U(α±ε) are Θ(ε) away from each other where the
constant in Θ(·), depends only on α,U.
Thus Gε denotes the set of all configurations where each vertex in U(α−ε) is colored blue and
each vertex in U\U(α−ε) is colored red. Our main result informally states that for any ε as n goes
to infinity (the mesh size goes to zero) the equilibrium measure of the competitive erosion chain
concentrates on Gε provided that the blob size δ is small enough.
Theorem 1.2. (Main Result) For a domain U ⊂ C, consider the competitive erosion chain on Un
with blob radii δ4 and k = bα|Un|c. Then, given ε > 0, for δ < δ0(ε), there exists a positive constant
D = D(ε, δ,U), such that for all large enough n = 2m,
pi(Gε) ≥ 1− e−Dn, (1.7)
where pi = piδ,n, is the stationary measure of the chain CE(t).
See Figures 1 and 4 ii . Note that for brevity, we suppress the centers of the blobs in the notation
piδ,n. Informally, the above theorem says the following: consider the competitive erosion chain on
the discretization of any smooth domain U with points xB, xR on the boundary. Suppose that α
fraction of the vertices are blue. If the blobs from which the blue and red random walks start are
small enough and close enough to xB and xR, then as the mesh size goes to zero, at stationarity, the
blue region looks like the set U(α), in the sense that on the ‘U(α) side’ of a small band around the
boundary of U(α), the vertices are all blue and similarly on the ‘other side’, all vertices are red. As
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discussed above, the sets U(α) for various domains U can be obtained from each other via conformal
maps. Thus Theorem 1.2 establishes that competitive erosion is conformally invariant. Note that
the mesh size goes to 0 at dyadic scales. This is for technical convenience, and the reasons are
elaborated in Section 1.4 iii. Implicit in the statement of Theorem 1.2 is the claim that competitive
erosion has a unique stationary distribution. A version of this was proved for the cylinder graph in
[12, Section 2.3], and the same proof carries over here, owing to the smoothness assumption on U.
We omit the details.
i. ii.
Figure 4. On the left: uniform measure on the two blobs close to the points xB, xR
act as “smooth” approximations of the corresponding delta masses. On the right:
The red and blue territories have separated out after running the competitive erosion
chain with the blue region being “close” to U(α) if the blobs are small enough.
1.2.1. Statistical version of Theorem 1.2. Notice that one can think of Theorem 1.2 as a convergence
result in terms of the Hausdorff metric. Our proof strategy at a very high level, consists of broadly
two steps:
(1) Prove a version of the main result for the weaker L1 metric (see Theorem 1.3 below), which
we call a statistical version.
(2) Bootstrap to get Theorem 1.2, by using certain robust estimates about IDLA on Un.
We now prepare to state the statistical version of Theorem 1.2. Following our convention of coloring
the vertices with blue (B) and red (R) color, define,
Ω := Ωn := {σ ∈ {B,R}Un , |{x ∈ Un : σ(x) = B}| = bα|Un|c} (1.8)
Ω′ := Ω′n := {σ ∈ {B,R}Un , |{x ∈ Un : σ(x) = B}| = bα|Un|c+ 1}.
Thus the competitive erosion chain {CE(t)}, can also be thought of as a Markov chain {ςt}t≥0, on
Ω in a natural way. Now, given ε > 0, define Aε := Aε,n to be the set of all configurations σ ∈ Ωn
such that,
|{x ∈ U(α),n : σ(x) = R}| ≤ εn2, (1.9)
|{x ∈ Un\U(α),n : σ(x) = B}| ≤ εn2,
where U(α),n = Un ∩ U(α) (U(α) was defined in (1.5)). Thus if ε is small, Aε is the set of all
configurations where the amount of “dust” particles of unexpected color has small density, i.e., the
set of all configurations, for which the union of all squares whose centers are blue sites, is close to
U(α) in the L1 metric, (see Figure 5). The next result shows that the stationary measure of Aε is
large.
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Figure 5. A typical configuration in Aε for small ε, with small number of particles
of unexpected color. By Theorem 1.3 the stationary measure of the competitive
erosion chain concentrates on such configurations.
Theorem 1.3. Consider the setting of Theorem 1.2 and let ε > 0. Then there exists δ0 = δ0(ε)
such that for all δ ≤ δ0 and n = 2m > N(δ),
pi(Aε) ≥ 1− e−Dn2 ,
where D = D(ε, δ,U) > 0.
1.3. Comparison with IDLA. Internal diffusion limited aggregation (IDLA) is a fundamental
model of a random interface moving in a monotone (outward) fashion. IDLA on a graph involves
only one species with an ever-growing territory I(t) where I(t+ 1)\I(t) is the first site outside I(t),
visited by a simple random walk whose starting point has a certain specified distribution. Com-
petitive erosion can be viewed as a symmetrized version of IDLA: whereas I(t) and its complement
play asymmetric roles, CE(t) and its complement play symmetric roles in (1.1).
IDLA on a finite graph is only defined up to the finite time t when I(t) is the entire vertex
set. For this reason, IDLA is usually studied on an infinite graph and the theorems about IDLA
are limit theorems: asymptotic shape [19], order of the fluctuations [3, 4, 17], and distributional
limit of the fluctuations [18]. Scaling limit of IDLA with multiple sources was proved in [21]. In
contrast, competitive erosion on a finite graph is defined for all times, so it is natural to ask about
its stationary distribution. To appreciate the difference in character between IDLA and competitive
erosion, note that the stationary distribution of the latter assigns tiny but positive probability to
configurations that look very different to the final figure in Figure 1; thus competitive erosion will
occasionally form these exceptional configurations. We end this discussion by mentioning that in
this article, we will crucially use estimates for IDLA on the graph Un in the proof of Theorem 1.2.
1.4. Remarks about Theorems 1.2, 1.3 and Section 1.2.
i. Since U is smooth, using Schwarz reflection, φ and hence ψ can be extended conformally
across the boundary onto some neighborhoods of D and U. In particular this implies that
|φ′| and |ψ′| are bounded away from 0 and ∞ on U and D respectively. See [23, Prop 3.1].
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This bi-Lipschitz nature of the maps will be used in several distortion estimates throughout
the rest of the article.
ii. Note that the blob sources UB and UR, lie entirely in the interior of U and the measures µB
and µR should be thought of as ‘regular’ approximations to point masses at points xB, xR
as δ → 0. Also, by choice |UB,n| = |UR,n|. This will be technically convenient.
iii. Lastly, we discuss the choice of the dyadic mesh sizes in the statements of Theorems 1.2 and
1.3. The technical core of the proofs of the theorems rely on a convergence theory of the
discrete Green function for random walk to that of Reflected Brownian motion developed
by the authors in [14]. This depends on the convergence of the random walk on Un under
proper scaling of time to Reflected Brownian motion on U. The proof of the latter, appears
in [7] and subsequent local CLT estimates have been obtained in [8]. However, both the
above papers assume dyadic discretization in their proofs. Since the proof of our results
rely heavily on the aforementioned convergence results, we assume the dyadic discretization
in our statements as well. We end by mentioning that it has been pointed out (via personal
communication) by the authors of [7] and [8], that the convergence holds true even when
the mesh size at the nth step is 1n instead of
1
2n and the latter was chosen for technical
convenience.
2. Additional remarks and future directions
Note that Theorem 1.2 proves closeness in the Hausdorff distance of the set of blue particles to
the set U(α) and the set of red vertices to the set U\U(α), with high probability under equilibrium.
This is done by first proving closeness in the weaker L1 topology of the indicator of the blue set to
the indicator of U(α) in Theorem 1.3. Then we strengthen it by comparing the competitive erosion
chain to IDLA.
Moreover, it is not too hard to see that the probability bound of e−cn2 in Theorem 1.3 is tight
up to constants in the exponential scale. For the purpose of illustration assume that the domain
is a square and that the red and blue blobs are located near the middle points of the bottom side
and the top side respectively. Now starting from a configuration in Gε, with probability at least
e−cn2 , in the next Θ(n2) rounds of the competitive erosion chain, the blue random walks will hit
the left half of the interface, while the red random walks hits the right half of the interface. Thus
there would be a blue cluster growing into the red region on the left half of the domain whereas
there would be a red cluster growing into the blue region on the right hand side of the domain.
Since the process runs for Θ(n2) rounds, the number of blue particles encroaching the ‘red region’
is Θ(n2) and hence by definition the configuration reaches a state outside Aε for all small enough
ε. This implies that such configurations will have probability at least e−cn2 .
Notice that for Theorem 1.2 the bound is only exponential in n and not n2. A lower bound of
exponential in n2 for pi(Gcε) follows from the above discussion. Another possible approach to proving
a lower bound is by considering the probability of forming thin long red tentacles in the blue region.
Note that in each of the next n steps of the chain the blue random walk can hit a particular point
on the interface with probability O( 1nn ), and then build a tentacle of length O(n) growing out of
it, with probability 1
4n2
. Thus, this strategy which yields optimal bounds for fluctuations of IDLA
on Z2 (see [17]), does not help improve the bound from the preceding paragraph.
An important ingredient in the proof of the bound in Theorem 1.2 is a bound on the rate of
growth of the IDLA cluster on Un (Theorem 10.1) in a non-standard setting where some of the
initial sites are occupied. Thus, a possible approach to reducing the gap between the upper and
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lower bounds of pi(Gcε) could be to use the sharp techniques to bound the growth of IDLA clusters
appearing in [17] based on harmonic functions.
The next remark concerns the mixing time of the competitive erosion chain. The proof of
Theorem 1.3 in fact says: the chain reaches the set Aε starting from any configuration in O(n2)
time (see Lemma 4.7). Clearly this is optimal since if one starts from a configuration where a
significant fraction of the vertices in U(α),n are red, then it will indeed take at least Θ(n2) rounds
of the chain to make all of those vertices blue. Thus in some ‘macroscopic’ sense the mixing time
of the chain is Θ(n2). Finding the order of the actual mixing time of the chain is an interesting
question and is left as an open problem.
Another natural technical challenge would be to prove a version of Theorem 1.2 in the case
where the sources are points on the boundary instead of blobs with a nontrivial interior. This is
the setting in which Propp originally made his predictions. The main issue lies in understanding
the convergence of the Green function for such source distributions as the mesh size goes to 0, since
the random walk started from the source would typically visit the source log n times where 1n is the
grid size, while for Reflected Brownian motion one has to pass to the notion of local time. When
the sources have positive measure one does not encounter this technical difficulty. Also, in principle
one can study the same process when the starting distributions are certain specified distributions
on Un and not just point masses. The interfaces in that case would be the level curves of the
appropriate Green function; see [12, Sec 1.3] for further discussion. We list below other possible
directions for further research.
(1) Fluctuations. A natural next step would be to find the order of magnitude of fluctuations
of the interface. The corresponding results for internal DLA have been proved in [17, 18]
where the authors prove O(log(n)) and O(1) bounds on the maximum and typical deviations
along with explicit description of the scaling limits.
(2) General Domains and Higher dimensions. The main results of this article show that
the interface of the blue and red territories stabilize along a level curve of the corresponding
dipole Green function which is harmonic except at the sources and has Neumann boundary
condition. Some form of this fact should hold true in a general class of domains which need
not even be simply connected or planar. For the cylinder graph this was shown in [12].
Proof of Theorem 1.2 is rather delicate, but the proof of Theorem 1.3 is robust and should
be generalizable to such settings. The main ingredients involved include a convergence
theory for the Green function for random walk as the mesh size becomes smaller and an
understanding of the Green function in the continuum. These programs in the setting of
this paper were carried out by the authors in [14] and the generalizations are natural further
directions to pursue.
(3) Multiple particles. Another natural extension is when there are more than two kinds of
particles. One concrete definition of the model in the setting of three colors which has the
property of conservation of mass is the following: Let the colors be red, blue, and green
and pick three points x1, x2 and x3 on the boundary of the domain. Red, blue and green
particles will be emitted from x1, x2 and x3 respectively. Start by emitting a red particle
which walks till it encounters a blue or a green particle and occupies its position by removing
it. In the next round the particle emitted has the same color as the particle removed in
the first round. Subsequently in every round, the particle emitted is of the same color as
the particle which was replaced in the last round to ensure conservation of mass. There
is no conjecture for the form of the separating curves currently. Any progress along this
direction would be rather interesting and thus proving a theorem analogous to Theorem 1.2
for Competitive Erosion in the above setting remains an intriguing challenge.
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3. Main ideas and organization of the article
To prove Theorem 1.3, i.e., that the stationary distribution concentrates on the set Aε, we
identify a Lyapunov function W(·) on the state space. That is a function which attains its global
maximum in Aε, and increases in expectation in one step of the process {ςt} when starting outside
Aε, i.e., that if σ /∈ Aε, then,
Eσ(W(ς1)−W(ς0)) ≥ a > 0, (3.1)
(where Eσ(·) denotes the expectation with respect to the competitive erosion process {ςt}, started
from σ). For more on Lyapunov functions see [11]. To construct such a function W(·), we proceed
by defining the following discrete Green function: for any x ∈ Un,
Gn(x) =
2n2
|UB,n|
ˆ ∞
0
[Px(X(t) ∈ UB,n)− Px(X(t) ∈ UR,n)] dt, 2 (3.2)
where Px(·) is the measure induced by the continuous time random walk X(·), on the graph Un
started from x, (the waiting times of the random walk are mentioned explicitly in the next section).
Thus, the above function is the expected difference, in the amount of time the random walk spends
in UB,n and in UR,n respectively. Now, for any σ ∈ Ω ∪ Ω′, we define the weight function,
W(σ) :=
∑
x∈SB(σ)
Gn(x), (3.3)
where for σ ∈ Ω ∪ Ω′,
SB(σ) := {x ∈ Un : σ(x) = B}, (3.4)
SR(σ) := {x ∈ Un : σ(x) = R}.
When the underlying σ is clear from context, we will often denote the above sets by SB and SR
respectively. Now, recall the map ψ from (1.2). Our proofs rely on the key technical result (Theorem
5.3) which states that: up to translation by a constant, Gn(x) is close to the function
64
pi log
∣∣ψ(x)−i
ψ(x)+i
∣∣,
if the blob sizes are small and n is large. The proof of the above, involves a convergence theory for
the discrete Green function with Neumann boundary conditions to its continuous counterpart, and
appears in a separate paper by the authors [14]. The proofs rely on local central limit theorems for
convergence of random walk on Un to Reflected Brownian motion on U. Some of these estimates
were obtained very recently in [7, 8, 10]. Note that from the above discussion it becomes clear
why W(σ) is maximized if all the blue vertices are in U(α),n (see (1.5)) and hence this justifies the
construction of the function W(·). A related discussion about interfaces of the blue and the red
territory appears in a paper studying competitive erosion on the simpler cylinder graph, by the
authors along with Lionel Levine and James Propp [12, Sec 4.3].
The proof of (3.1) is the most technically challenging part of this paper. The proofs are based on
considering the graph Un as an electrical network. At a high level, the proof proceeds by interpreting
Eσ(W(ς1)−W(ς0)), as the potential drop when certain vertices of the network are identified/glued.
Rayleigh’s monotonicity principle says that the voltage drop is always non-negative. However, for
our purposes we need to make the monotonicity principle quantitative to prove a strictly positive
lower bound. There are several geometric case considerations along the way to make the argument
work. This constitutes a bulk of the paper and the result is stated as Theorem 4.1.
The proof of Theorem 4.1 is broken down into several parts. Sections 7 and 8 are devoted to this.
Section 6 provides a detailed roadmap for the proof and what the various ingredients and steps of
the proof are. Assuming Theorem 4.1, we use Azuma’s inequality to argue that the process W(ςt),
2For technical reasons, in the formal definition, we will introduce a centering constant (see (4.1)).
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which more or less behaves like a sub-martingale, attains a state near its maximum in time O(n2)
and takes an exponential in n2 time to drift away from the maximum. Thus on average, it spends
all but an exponentially tiny fraction of time, in a neighborhood of its maximum. These ingredients
together with a general estimate relating local times to stationary measure (Lemma 4.6) establish
Theorem 1.3. This is done in Section 4. In Section 5 we state some properties of the Green function
including asymptotic conformal invariance.
To prove Theorem 1.2 from Theorem 1.3 we show that starting erosion from a configuration
σ ∈ Aε, the remaining dust particles (red particles in U(α−ε),n) get wiped off quickly. This part
of the proof is delicate and uses IDLA estimates on Un starting from the random environment σ.
Proofs of such estimates constitute the remaining technical challenge and is presented in Section
10. The proof of the main result appears in Section 9. We finish the proofs of some lemmas stated
and used in Section 4 in Appendix A. Some basic geometric facts used throughout the article are
proved in Appendix B.
3.1. More notations, conventions and remarks. We already introduced a list of notations
and definitions in Section 1.2 needed for the statements of the main results. In this section we
summarize the notation used in the remainder of the article. We also introduce some conventions
that will be followed in the sequel.
Even though we look at the Markov chain {ςt} at integer times, for later purposes we need to
keep track of the full process: i.e., we consider,
{ςt}, t = 0, 1/2, 1, 3/2, 2, . . . , (3.5)
where ςt ∈ Ω or ςt ∈ Ω′, depending on whether t is an integer or a half integer. Clearly, a single
integer time step of the chain consists of a step from Ω to Ω′ followed by a step from Ω′ back to Ω.
Throughout the article, by random walk on Un, we will mean the continuous time random walk with
waiting times given by exponential random variables with mean 1
2n2
, unless specifically mentioned
otherwise. This time change is done to ensure that the random walk heat kernel converges to that
of Reflected Brownian motion; a fact, which will be used heavily throughout the article. However,
sometimes considering discrete time random walk will be more convenient. It will be explicitly
mentioned when we do so, and hence should not cause any confusion.
For any space, and a subset A, we denote by 1(A)(·), the indicator function of the set A, defined on
the underlying space. Since we deal with several processes (the competitive erosion chain, random
walk on Un, Reflected Brownian motion on U etc), to avoid introducing too much notation, we use
P(·) and E(·) to denote the corresponding probability measure and expectation associated with the
underlying process, suppressing dependence on the process, in the notation. Following the same
conventions, for any process and a subset A of the corresponding state space, τ(A) will denote the
hitting time of that set. The above convention poses no danger of confusion as the setting will
always be clear from context, or explicitly mentioned. Also for any set A as above, and any time
t, we use,
τ(A, t) (3.6)
to denote the first hitting time of A by the corresponding process, at or after time t. Thus τ(A) =
τ(A, 0). This notation will come in handy, since we deal with several hitting times one after the
other, for e.g., : for two sets A1 and A2, the event {τ(A1) ≤ K1} ∩ {τ(A2, τ(A1)) ≤ K2} will be
used to denote the intersection of the events that A1 is hit within the first K1 steps and then from
τ(A1) onwards, the set A2 is hit within the next K2 steps.
Recall that the parameter δ was used to define the size of the blobs. We suppress the δ dependence
in all our notations for brevity. This will not cause any confusion, since we will not be using δ
to denote any other quantity. For any x ∈ U and r > 0, we denote B(x, r) ∩ 1nZ2, by Bn(x, r),
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where as mentioned before, B(x, r) denotes the open euclidean ball of radius r centered at x. We
will often use the same letter for a constant whose value may change from line to line. Also, O(·)
and Θ(·) are used to denote their usual meaning. For easy reference, below we summarize some of
the notations (already defined or to be defined later), that will be used frequently throughout the
article.
Notation Defined in Section Short Informal Description
U (D) 1.2 General smooth domain (Unit Disc).
Un (Dn) 1.2 Graph obtained by discretizing the above
domains.
U≥β (U≥β,n) 1.2 (4.1) Region enclosed by Hyperbolic Geodesics,
(Lattice version).
U(α) (U(α),n) 1.2 (1.2.1) Area parametrization of U≥β,
(Lattice version).
xC (yC) 1.2 Source for color C, (center of blob).
UC (UC,n) 1.2 Continuous (Discrete) blobs.
µC 1.2 Uniform measure on UC,n.
B(x, r) (Bn(x, r)) 1.2 (3.1) Euclidean ball (Lattice Ball).
Gε 1.2 Set of all configuration where all the sites
outside an ε band around Geoβ(α),
are of the expected color.
{ςt} 1.2.1 Markov Chain on the space of colorings.
Aε 1.2.1 Set of all configurations which has at most
εn2 vertices with unexpected color in the
red and blue regions.
SC(σ) 3 Subset of vertices of color C.
Geoβ 4 Hyperbolic Geodesics.
Gn(·) 4 Discrete Green function with
Neumann boundary conditions.
Γε 4.1 Set of all configurations where the weight
function is within 2εn2 of its maximum.
U(i),n 4.1 The domain U is subdivided into O(n) shells
of width O( 1n) each.
Ω(ε) 4.1 Set of all configurations where at most εn
different shells (defined above) have sites
of unexpected color.
G∗(·) 5.2 Continuous Green function with
Neumann boundary conditions.
RC 7 Subset of color C connected by a
monochromatic path to UC,n.
T(C,σ) 7 Exit time of RC(σ).
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R˚C(σ) 8.1 ‘Simply connected version’ of RC.
∂in and ∂out 8.1 Inner and outer vertex boundary of subsets
of vertices in Un.
IndC(·) 8.2 Normalized indicator on UC,n.
Ind(·) 8.2 Difference of the indicators corresponding
to the two colors.
GC,n 8.3 Green function for random walk stopped
on exiting RC.
G∗C,n 8.4 A variant of the above where the walk is also
killed on hitting the inner boundary of R˚C.
E 8.4 Energy of the flow induced by Gn.
EC (E∗C) 8.4 Energy of the flows corresponding to
GC,n and G
∗
C,n respectively.
4. Proof of Theorem 1.3
The goal of this section is to prove Theorem 1.3, assuming some results whose proofs constitutes
the technical bulk of this paper and are provided later.
(1) We first state the key technical result, Theorem 4.1 establishing (3.1), and then some bounds
for the weight function and the Green function to be used in the proof of Theorem 1.3.
(2) We then state and prove certain hitting time estimates for the competitive erosion chain
in Subsection 4.2, which are consequences of the above and a sub-martingale concentration
inequality (Lemma 4.9).
(3) The proof of Theorem 1.3 then follows from a result relating hitting times of sets, and
stationary measure (see Lemma 4.6).
For technical convenience, we introduce a centering constant in the expression for the discrete
Green function in (3.2) and hence work with the following slightly altered definition : For any
x ∈ Un,
Gn(x) =
2n2
|UB,n|
ˆ ∞
0
Px(X(t) ∈ UB,n)− Px(X(t) ∈ UR,n) dt− c, (4.1)
where c = c(δ) is a centering constant we introduce to ensure that if δ is small and n is large then
the Green function is close to the function 64pi log
∣∣∣ψ(x)−iψ(x)+i ∣∣∣ , (see Section 5 Theorem 5.3 and Lemma
5.4). The centering constant c(δ), can be written in terms of the Reflected Brownian motion heat
kernel on U3, but the explicit form of c is not important in any of the arguments. Also, let us define
the one parameter family of hyperbolic geodesics for any U, which form the boundary of the sets
U≥β defined in (1.3): For any β ∈ R,
Geoβ(U) := {z ∈ U : 64
pi
log
∣∣∣∣ψ(z)− iψ(z) + i
∣∣∣∣ = β}. (4.3)
3If Bt denotes Reflected Brownian motion, then c is chosen such that the integral of the continuous Green function,
G(z) =
2
area(UB)
ˆ ∞
0
[Pz(Bt ∈ UB)− Pz(Bt ∈ UR)] dt− c, (4.2)
along ∂U is 0. For more details see [14].
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We will often suppress the dependence on U and denote the above, by Geoβ, since the underlying
domain will be clear from context. For more details regarding the hyperbolic metric see [1].
4.1. The main technical theorem and properties of the weight function. We will now
state the key Theorem 4.1. We start by defining the following ‘good set’. First, we divide our
domain U according to the geodesics defined in (4.3). Let
a−k1 > . . . > a−1 > a0 > a1 > a2 > . . . > ak2 ,
be the maximal set of real numbers such that d(Geoai ,Geoai+1) =
100
n , for all i = −k1, . . . k2−1 and
a0 = β(α) (see (1.5)). Note that k1 and k2 are functions of the domain U, β(α), n and that they
grow linearly in n. Moreover, since away from the points xB, xR on the boundary, log
∣∣∣ψ(z)−iψ(z)+i ∣∣∣ is a
bounded function, with bounded non-zero derivative, as long as d(Geoai , {xB, xR}) ≥ c for some
c > 0 (independent of n),
|ai − ai−1| = Θ( 1
n
), (4.4)
where the constant in the Θ(·) notation depend on c and U. Let,
U(i),n := U≥ai+1,n ∩ U<ai,n (Figure 6.) (4.5)
where for any a ∈ R, we let U≥a,n := U≥a ∩Un and U<a,n := U<a ∩Un (U≥a and U<a were defined
in (1.3)). Now given ε > 0, define,
Ω(ε) := Ω(ε),n, (4.6)
to be the set of all configurations σ ∈ Ω, such that there exists at most εn many negative i′s
such that U(i),n ∩ SR 6= ∅, (see (3.4) for definition of SR) and at most εn many positive i′s such
that U(i),n ∩ SB 6= ∅. Thus in words, Ω(ε) consists of configurations in Ω where at most 2εn many
shells U(i),n contain vertices of unexpected color. With the above definitions, we now state the key
Red particles
Blue particles
Figure 6. The shells on the disc D, bounded by the hyperbolic geodesics are the
D(i),n ’s for various values of i. The figure illustrates a typical configuration in Ω(ε)
for small ε, where only a few shells contain particles of unexpected color.
technical result in this paper establishing (3.1).
Theorem 4.1. In the setting of Theorem 1.3, given ε > 0, there exists a = a(ε) > 0 such that for
all small enough δ, and all n = 2m large enough, (depending on δ) if σ /∈ Ω(ε) then,
Eσ(W(ς1)−W(ς0)) > a,
where {ςt} is the competitive erosion chain.
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This shows that the weight function has a positive drift, if the configuration is outside the set
Ω(ε). As mentioned before, the proof of the above is quite involved and presented later (see Section
6). Next, for a fixed domain U, we state a few useful properties of the Green function (see (4.1))
and the weight function W(·), whose proofs are deferred to the Appendix. The following result
proves a uniform upper bound of the weight function independent of δ.
Lemma 4.2. There exists a constant D = D(U) > 0 such that for all δ small enough, and
n = 2m > N(δ), for all σ ∈ Ω, |W(σ)| ≤ Dn2.
For the next result which shows that the weight function is uniformly close to its maximum
value, on the set Aε. Let,
Wmax := sup
σ∈Ω
W(σ). (4.7)
Lemma 4.3. For ε > 0, there exists positive constants δ0(ε), ζ(ε) such that for δ ≤ δ0 and all large
enough n = 2m > N(δ),
inf
σ∈Aε
Wσ ≥Wmax − ζn2, (4.8)
where ζ goes to 0 with ε.
The next lemma reflects the ‘logarithmic singularity’ of the Green function by determining the
rate of blow up of the latter, as δ goes to 0.
Lemma 4.4. There exists a constant C > 0, such that for all small enough δ, and all large enough
n = 2m > N0(δ),
C−1| log(δ)| ≤ sup
z∈Un
|Gn(z)| ≤ C| log(δ)|. (4.9)
Given a number ε > 0, let,
Γε = Γε,n := {σ ∈ Ω : W(σ) ≥Wmax − 2εn2}. (4.10)
Lemma 4.5. Given ε > 0, there exists 0 < ε2 < ε < ε1, such that for all δ < δ0(ε), and
n = 2m ≥ N(δ),
Γε2 ⊂ Aε ⊂ Γε1 .
Moreover, Gε ⊂ Ω(cε), for some c = c(U), and there exists ε3 > 0, such that Ω(ε3) ⊂ Aε. Also,
ε1, ε2, ε3 all converge to 0 as ε goes to 0.
Thus, the above lemma strengthens Lemma 4.3. It says that not only does the weight function
stay close to its maximum on Aε, but Aε is roughly a level set of the weight function, i.e., the
actual level sets Γε’s can be approximated by the sets Aε’s and vice versa. The proofs of Lemmas
4.2, 4.3, 4.4, and 4.5 are provided in Appendix A.
4.2. Hitting time estimates. For any arbitrary Markov chain χ(·) on the state space M and
for a particular subset A ⊂M, a general approach to showing that the stationary measure of A is
large, consists of the following two steps:
(1) Show that starting from any state in M, the chain χ(·) hits a subset of the set A (thought
of as the set of all states in A which are away from the boundary), quickly.
(2) Show that once such a subset has been reached, the process χ(·) stays inside A for a long
time.
The following result formalizes the above by choosing A1 ⊂ A as the interior and A2 =M\A.
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Lemma 4.6. [15, Prop 1.4] Let χ(·) be an irreducible Markov chain on a finite state space M.
Suppose A1, A2 ⊂ M. Let t1, t2 be the maximum expected hitting time of A1 and A2 respectively
for χ(·), i.e.,
t1 = max
x∈A2
Ex(τ(A1)), (4.11)
t2 = min
x∈A1
Ex(τ(A2)). (4.12)
Then,
ν(A2) ≤ t1
t1 + t2
,
where ν is the stationary distribution of the Markov chain χ(·) on M.
The next result proves a uniform bound on the hitting time of the set Aε, for the competitive
erosion chain, and is the first step, in carrying out the above approach for the proof of Theorem
1.3. However for later applications (see Lemma 9.1), we work with sets of the form Aε1 ∩ Ω(ε2),
instead of just Aε.
Lemma 4.7. Given ε1 > 0 and ε2 > 0, there exists δ0(ε1, ε2), such that for all δ ≤ δ0, there exists
C, d > 0, such that for all n = 2m > N(δ), for all σ ∈ Ω,
Pσ(τ(Aε1 ∩ Ω(ε2)) ≥ Cn2) ≤ e−dn
2
, (4.13)
Eσ
(
τ(Aε1 ∩ Ω(ε2))
) ≤ Cn2,
where δ is the parameter appearing in Section 1.2.
In the next result, we show that once the process {ςt} has hit Aε, it tends to stay “close” to the
set for a long time. By Lemma 4.5, this is implied by the next result.
Lemma 4.8. Given ε1 > 0, there exists δ0(ε1), such that for all δ ≤ δ0, there exists d = d(ε1, δ) > 0,
such that for all large enough n = 2m > N(δ), and any σ ∈ Ω,
inf
σ∈Γε1
Pσ(τ(Ω\Γ2ε1) > edn
2
) ≥ 1− e−dn2 .
The above results follow from a general lemma we state next, about hitting times for sub-
martingales. This is a consequence of the Azuma-Hoeffding concentration estimates for sub-
martingales. The statement of the lemma has a few parameters and could be difficult to parse.
However, for subsequent applications it would be helpful as it would allow us to plug in various
values for the parameters. Let {χ(t)}t≥0 be a discrete time stochastic process taking values in an
abstract set D. Also, let g : D → R be a real valued function and Ft be the filtration generated by
the process χ(·) up to time t.
Lemma 4.9. [12, Lemma 10] Let a1, a2, a3 > 0. Suppose,
|g(x)| ≤ a1 for all x ∈ D, (4.14)
|g(χ(t))− g(χ(t− 1))| ≤ a2 for all t. (4.15)
Also, suppose that B ⊂ D is such that for any time t,
E (g(χ(t))− g(χ(t− 1))|Ft−1, χ(t− 1) /∈ B) ≥ a3. (4.16)
Then,
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i. Ex(τ(B)) ≤ 2a1a3 , for all x ∈ D. Moreover, for any a4, T > 0 such that a4−a3T < 0, we have
Px(τ(B) ≥ T ) ≤ exp
(
−(a4 − a3T )
2
4a22T
)
,
for all x ∈ D such that g(x) ≥ a1 − a4.
ii. Suppose for some a5 > 2a2, we have B = {x ∈ D : g(x) ≥ a1 − a5} and B′ = {x ∈ D :
g(x) ≤ a1 − 2a5}. Then for all x ∈ B, and all T > 2a2a3 ,
Px(τ(B′) ≥ T ′) ≥ 1−
[
exp
(
− a
2
5
32a22T
)
+ exp
(
− a
2
3T
2
32a22T
)]
,
where T ′ = exp
(
min(a25,a
2
3T
2)
32a22T
)
.
Using the above result, the proofs of Lemmas 4.7 and 4.8 follow easily.
Proof of Lemma 4.7. The proof follows from Lemma 4.9 i. The stochastic process we consider, is
the competitive erosion chain {ςt}, and g := W(σ) is the weight function defined in (3.3). Using
Lemma 4.5, let ε3 be such that Ω(ε3) ⊂ Aε1 . We make the following choices of parameters:
B = Aε1 ∩ Ω(ε2),
a1 = Dn
2, appearing in Lemma 4.2,
a2 = C log(δ), for a large enough universal constant C,
a3 = min(a(ε2), a(ε3)), where a(·) appears in Theorem 4.1,
a4 = 2Dn
2, T =
(3D + 1)n2
a3
.
Thus, (4.14) is satisfied by Lemma 4.2. That (4.15) is satisfied by our choice of a2, follows from
Lemma 4.4. The drift condition (4.16), is satisfied by Theorem 4.1 and our choice of ε3. Thus by
Lemma 4.9 i., the result follows. 
Proof of Lemma 4.8. The proof follows from Lemma 4.9 ii. by considering the same process as in
the proof of the above lemma, and the following choice of parameters:
B = Γε1 , B′ = Γ2ε1 , a5 = ε1n2, T = n2,
a1 = Wmax, (see (4.7)),
a2 = C log(δ), for a large enough universal constant C,
a3 = a(ε3),
where ε3 is such that Ω(ε3) ⊂ Γε1 . Now, by the above choice of parameters T ′ = 12e
min(ε21,a
2
3)n
2
16 , and
by Lemma 4.9 ii. for all σ ∈ Γε1 ,
Pσ(τ(Γ2ε1) ≥ T ′) ≥ 1− [e−
ε21n
2
16 + e−
a(ε)2n2
16 ].
Hence the proof is complete. 
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Proof of Theorem 1.3. Equipped with the previous hitting time results, we finish off the proof of
Theorem 1.3, using Lemma 4.6. Notice that, by the lower containment in Lemma 4.5, it suffices to
prove that for a given small enough ε, for all large enough n = 2m,
pi(Γ2ε) ≥ 1− e−cn2 , (4.17)
for some c = c(ε, δ,U) > 0. The proof, now follows immediately from Lemma 4.6, with the following
choices of the parameters:
A1 = Γε, A2 = Ω\Γ2ε, t1 = d1n2, t2 = ed2n2 ,
where c1, c2, d1, d2 are chosen such that the hypotheses (4.11) and (4.12) of Lemma 4.6 are satisfied.
Lemmas 4.7 and 4.8 allow us to do that. Thus the proof of Theorem 1.3 is complete. 
5. Properties of the Green function
In this section, we state asymptotic properties of the discrete Green function, including asymp-
totic conformal invariance.
5.1. The Discrete Green Function. The integral in Gn in (4.1), is absolutely integrable by the
following lemma.
Lemma 5.1. [14, Lemma 3.1] For any domain U, there exists a constant D = D(U) such that, for
all large enough n,
sup
x∈Un
|Px(X(t) ∈ UB,n)− Px(X(t) ∈ UR,n)| ≤ 2e−Dt
for all t ≥ 0, where X(t) is the continuous time random walk on Un.
The above is a consequence of the fact that random walk on Un converges to the equilibrium
measure exponentially fast, and the fact that piRW (UB,n) = piRW (UR,n), where piRW is the stationary
measure for the random walk on Un. The last fact follows, since by choice |UB,n| = |UR,n|, (see
subsection 1.4 ii.), and all the vertices in UB,n ∪ UR,n have degree four.
A crucial operator in what follows, is the discrete Laplacian ∆, which acts on any function
f : Un → R and produces ∆f : Un → R defined as: for any x ∈ Un,
∆f(x) = f(x)− 1
dx
∑
y∼x
f(y), (5.1)
where dx is the degree of the vertex x and y ∼ x denotes that y is a neighbor of x in the graph Un.
The next lemma concerns the Laplacian of the Green function.
Lemma 5.2. [14, Lemma 3.2] The Laplacian of the Green function, ∆Gn, satisfies,
∆Gn =
1
|UB,n|(1(UB,n)− 1(UR,n)), (5.2)
where for any subset A ⊂ Un, 1(A) denotes the indicator of the set A.
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5.2. Conformal invariance of the Green function. We define the following function on the
domain U :
f˜ :=
16
area(UB)
(
1(UR)− 1(UB)
)
, (5.3)
where UB and UR are defined in Section 1.2. Again 16 is a constant that appears for the same
reason that 64 appears in (1.3) and is not important. Recall the functions φ and ψ from (1.2).
Then,
f˜ ◦ φ = 16
area(UB)
(
1(ψ(UR))− 1(ψ(UB))
)
. (5.4)
For any U, define the function G∗ : U→ R such that for all z ∈ U, if y ∈ D is such that φ(y) = z,
then,
G∗(z) =
1
pi
ˆ
|ζ|<1
f˜ ◦ φ(ζ)|φ′(ζ)|2 log(|(ζ − y)(1− ζ¯y)|2)dξdη, (5.5)
where ζ = ξ + iη. The above expression is well defined on U since by Section 1.4 i., the maps φ, ψ
can be extended to neighborhoods containing D,U respectively. Notice the dependence of G∗ on δ
through f˜ . However, for brevity, we choose to suppress the dependence on δ in the notation. The
function G∗, is obtained by integrating the Laplacian obtained in Lemma 5.2 against the Green
kernel with Neumann boundary conditions which is conformally invariant. This is discussed in
[14]. Lemma 5.4 shows that as δ goes to 0, the function approaches the function log
∣∣∣ψ(z)−iψ(z)+i ∣∣∣ , up
to a multiplicative constant. and hence is clearly conformally invariant. This establishes that the
function G∗(·) is “asymptotically” conformally invariant. Even though the function Gn in (4.1) is
defined on the graph Un, we use interpolation to think of it as a function on U. We now state one of
the key convergence results which establishes asymptotic conformal invariance of Gn(·). We start
with the interpolation scheme. For all x ∈ 1nZ2\Un, define Gn(x) = 0. Now, having defined Gn(x)
for all x,∈ 1nZ2, we define it on C, and hence by restriction, also on U. This is done by interpolating
Gn(x) by a sequence of harmonic extensions along simplices:
i. First extend it along the edges using the value on the vertices in 1nZ
2.
ii. Then extend it to the squares using the value on the edges.
Thus the function is extended to the entire complex plane C. By abuse of notation in the following
result we call the extended function Gn(·) as well. For the next result recall the blob radius δ from
Section 1.2.
Theorem 5.3. [14, Theorem 3.1] For all small enough δ depending on U,
lim
m→∞
n=2m
sup
z∈U
|Gn(z)−G∗(z)| = 0.
We next make a few observations about the function G∗(·), and hence by the aforementioned
theorem, about the asymptotics of the function Gn. The following is a uniform convergence result
of G∗, away from the points xB, xR.
Lemma 5.4. Let U be as in Section 1.2. Given a < 1,
lim
δ→0
sup
z∈U:
d(z,xB)≥δa
d(z,xR)≥δa
∣∣∣∣G∗(z)− 64pi log
∣∣∣∣ψ(z)− iψ(z) + i
∣∣∣∣∣∣∣∣ = 0
Lemma 4.4 is now a corollary of the above results and the following:
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Lemma 5.5. There exists a constant C > 0, such that for any 0 < a < 1, and for all small enough
δ, for all z ∈ U such that d(z, xB) ≤ δa,
a
C
| log(δ)| ≤ G∗(z) ≤ C| log(δ)|
and similarly if d(z, xR) ≤ δa,
−C| log(δ)| ≤ G∗(z) ≤ − a
C
| log(δ)|.
The technical proofs of Lemmas 5.4 and 5.5 are provided in Appendix A.
6. Roadmap for the proof of Theorem 4.1
The next few sections will be devoted to the proof of Theorem 4.1. For the reader’s convenience,
we provide a detailed roadmap as to what each section does. The proof of Theorem 4.1 is quite
long and involved and the argument has to be divided into cases depending on σ. Before presenting
formal arguments, we roughly describe the different cases:
(1) The blue connected components intersecting UB,n or the red connected components inter-
secting UR,n have small diameter.
(2) There is a red path connecting UR,n to a point close to UB,n, or there is a blue path
connecting UB,n to a point close to UR,n.
(3) When none of the above cases hold.
The following lists what each of the subsequent sections achieve:
(a) In Section 7 we prove Theorem 4.1 under the first two cases.
(b) The proof of the last remaining case appears in Section 8. However, it requires quite a bit of
preparation. As has already been mentioned, the proof is based on electrical network theory of
finite graphs, and in particular, the change in one step of the weight function can be realized
as the potential drop when certain vertices in the network are glued or identified. The proof is
now completed by a quantitative version of Rayleigh’s monotonicity principle.
(c) In Subsection 8.1, we define various subsets of Un and their boundaries, which would be used
in defining the glued sets, etc.
(d) In Subsection 8.2, we recall certain results from the theory of electrical networks, that our
arguments will rely on.
(e) In Subsection 8.3, we define certain variants for the Green function in 4.1, where the random
walk X(t) is replaced by a random walk killed on hitting certain sets. Using these, we state
and prove the key Lemma 8.4, which realizes the change in the weight function as difference in
energies of certain flows on the network Un.
(f) We realize the RHS of the expression in Lemma 8.4, as a potential drop when certain vertices
of the underlying network Un are glued. We then rely on Rayleigh’s monotonicity principle,
to prove a weaker version of Theorem 4.1, by proving that the drift is almost non-negative
(Lemma 8.7) in Subsection 8.4.
(g) Finally, we prove a stronger quantitative version (Lemma 8.17) in Subsection 8.5.
(h) Using all the above ingredients, the proof of Theorem 4.1 follows quickly.
7. Proof of Theorem 4.1 under the first two cases
We start with some definitions. For brevity, we will suppress the σ dependence in the notations
we define subsequently, whenever there is no scope for confusion.
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Definition 1. Given σ ∈ Ω ∪ Ω′ (see (1.8) for definition), let RB = RB(σ) (resp. RR) be the set
of all points in Un of color blue (resp. red) reachable by a monochromatic path of blue (resp. red)
vertices from a point in UB,n (resp. UR,n). Note that we do not allow the endpoint to be of the
opposite color and that RB and RR are disjoint.
Figure 7. The blue connected region containing the blue blob is RB and similarly
RR. Note that the two red islands and the blue island are not included in either set.
It will be useful to keep in mind that if a part of the blue blob is colored red, it is
not included in the set RB.
For C ∈ {B,R}, and σ ∈ Ω ∪ Ω′, let,
T(C,σ) := τ(Un\RC(σ)), (7.1)
be the hitting time of Un\RC(σ), for the continuous time random walk on Un. Let X(B)(t) and
X(R)(t) be continuous time random walks on Un started uniformly over UB,n and UR,n respectively.
Thus by definition,
Eσ(W(ς1)−W(ς0)) = E[Gn(X(B)(T(B,ς0)))−Gn(X(R)(T(R,ς1/2)))]. (7.2)
For the two terms on the right hand side, the expectation in the first term is over the measure
induced by the blue random walk started according to µB (see Section 1.2.) Note that the expec-
tation in the second term is over the measure induced by the red random walk started according
to µR, as well as the random intermediate configuration ς1/2, (see (3.5)).
We now state the first theorem towards the proof of Theorem 4.1 which covers the first two cases
mentioned in Section 6.
Theorem 7.1. Let U, yB, yR, δ be as in Section 1.2. There exists D > 0, and 0 < a2 < a1 < 1, and
δ0 > 0, such that for δ ≤ δ0, and all n = 2m > N(δ), if σ ∈ Ω is such that, either,
i. RB does not intersect Un\Bn(yB, δa2) or,
ii. RB intersects Un\Bn(yB, δa2) and RR intersects Bn(yB, δa1)
or switching the roles of RB and RR in the above two cases
iii. RR does not intersect Un\Bn(yR, δa2) or,
iv. RR intersects Un\Bn(yR, δa2) and RB intersects Bn(yR, δa1),
then,
D−1| log(δ)| ≤ Eσ(W(ς1)−W(ς0)) ≤ D| log(δ)|. (7.3)
The reason for the above is roughly the following: (we only discuss the first two cases.)
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• In case i., since the diameter of RB is small, the blue random walk stops before exiting
a small ball. Thus the first term on the RHS in (7.2) is roughly | log(δ)| by Lemma 5.5.
Now, by standard random walk estimates one can show that the red walk is likely to exit
RR before coming close to xB. Thus the second term is much smaller and hence the result
follows. Figure 8 provides an illustration.
• In case ii., by hypothesis, there is a red path which connects UR,n to a small ball around yB
of radius δa for some a. Then it becomes likely, that the blue random walk starting from
UB,n, will hit this path and hence exit RB before going too far from xB, which again makes
the first term in the RHS in (7.2), roughly | log(δ)|. The rest of the arguments are then the
same as in the previous case which shows that the second term in (7.2) is much smaller.
See Figure 9 for an illustration.
To carry out the above steps one needs estimates about the random walk on Un which were
obtained by the authors in [13]. We now quote two results from there, we will need. The first one
says the following: uniformly for any point z at distance 1/2 (any fixed constant would work) from
yB, and all configurations σ ∈ Ω ∪ Ω′, the chance that the random walk starting from z, does not
hit SB, before being at distance ε from yB, goes to 0 as ε goes to 0.
xB
RR
RB
δa1
δa2 δa3
Figure 8. Illustrating the case when the diameter of RB is less than δ
a2 and hence
the blue walker stops within Bn(yB, δ
a2).
Lemma 7.2. [13, Lemma 5.2] For all U, yB, as in Section 1.2,
lim
ε→0
lim sup
n→∞
sup
σ∈Ω∪Ω′
[
sup
z∈Un\Bn(yB, 12 )
Pz
(
τ(Bn(yB, ε)) ≤ τ(SB)
)]
= 0,
where SB = SB(σ) was defined in (3.4), τ(·) denotes the hitting time for the random walk on Un,
and Pz(·) denotes, the random walk probability measure started from z ∈ Un.
The next lemma, roughly says that if a connected set A, of a large enough diameter, is close to
UB,n, then random walk starting from UB,n, is likely to hit the set A, before exiting a large enough
ball.
Lemma 7.3. [13, Lemma 5.6] Let 0 < ε1 < ε2. Assume A ⊂ Un is a connected set such that,
d(UB,n, A) ≤ ε1. and A ∩
{
Un\Bn(yB, ε2)
} 6= ∅. Then,
sup
x∈UB,n
Px(τ(Un\Bn(yB, ε2)) ≤ τ(A)) ≤ C log
(
ε2
ε1
)
,
for some C = C(U) < 1 independent of n.
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We are now ready to prove Theorem 7.1.
Proof of Theorem 7.1. By symmetry it suffices to prove the theorem for the first two cases.
Case i. Let 0 < a3 < a2 < a1 < 1 be constants to be specified later and for i = 1, 2, 3, define
δi = δ
ai and p(δ3) be the probability that the random walk started uniformly from UR,n hits
Bn(yB, δ3) before hitting SB(σ). We claim that, in this case there exists constants D1, D2 > 0, such
that given a2, a3, for all small enough δ, and large enough n, (depending on δ),
Eσ
(
W(ς1)−W(ς0)
) ≥ D1| log(δ2)| − [p(δ3)D2| log(δ)|+ (1− p(δ3))D2| log(δ3)|], (7.4)
= D1a2| log(δ)| −
[
p(δ3)D2| log(δ)|+ (1− p(δ3))D2a3| log(δ)|
]
.
To see the above, recall (7.2),
Eσ(W(ς1)−W(ς0)) = E[Gn(X(B)(T(B,ς0)))−Gn(X(R)(T(R,ς1/2)))].
Now by hypothesis, RB does not intersect Un\Bn(yB, δ2) (see Figure 8), and hence the blue random
walk stops before exiting Bn(yB, δ2). Thus from Theorem 5.3 and Lemma 5.5, it follows that the
first term on the RHS is at least D1| log(δ2)|. Now, on the event that the red random walk enters the
ball Bn(yB, δ3) before hitting SB(ς1/2), which happens with probability at most p(δ3), the second
term is at most O(| log(δ)|), by Lemma 4.4. Otherwise it is at most D2| log(δ3)| by Theorem 5.3
and Lemma 5.4. Since p(δ3) goes to 0 as δ goes to 0, we can suitably choose a3 < a2 to complete
the argument. Note that we do not need a1 for this argument. It appears in the analysis of the
next case.
xB
δa1
RB RR
yR
δa2
δa3
Figure 9. Illustrating the case when RR connects Bn(yR, δ) to a point in the neigh-
borhood of xB.
Case ii. By hypothesis, there exists a path P, of red vertices connecting Bn(yB, δ1) and
Un\Bn(yB, δ2). Thus, it should be likely that the blue random walk started from UB,n, will hit P
before exiting Bn(yB, δ2). This is precisely the content of Lemma 7.3 which implies,
inf
x∈UB,n
Px
(
τ(P) ≤ τ(Un\Bn(yB, δ2))
) ≥ 1− C log( δ2δ1 ), (7.5)
for some C = C(U) < 1. Hence, as in the previous case, there exists constants D1, D2 > 0, such
that given a1, a2, a3, for all small enough δ and large enough n (depending on δ),
Eσ
(
W(ς1)−W(ς0)
) ≥ D1| log(δ2)| − C log(δ2/δ1)D2| log(δ)| (7.6)
− [p(δ3)D2| log(δ)|+ (1− p(δ3))D2| log(δ3)|].
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To see the above, note that Gn(X
(B)(T(B,ς0))) is at least D1| log(δ2)|, if the blue random walk stops
before exiting Bn(yB, δ2), which happens with chance at least 1− C log(δ2/δ1), by (7.5). Otherwise,
by Lemma 4.4, it is at least −D2| log(δ)|. We bound the term Gn(X(R)(T(R,ς1/2))), exactly as in
case i. The expression in (7.6) simplified becomes,
D1a2| log(δ)| − C log(δ2/δ1)D2| log(δ)| −
[
p(δ3)D2| log(δ)|+ (1− p(δ3))D2a3| log(δ)|
]
.
Thus, one can suitably choose constants a3 < a2 < a1, such that the RHS in both (7.4) and
(7.6) are C1| log(δ)|, for some C1 > 0 (independent of δ, n) and hence, the proof of Theorem 7.1 is
complete. 
To finish the proof of Theorem 4.1, we have to consider Case (3) mentioned in Section 6. Thus,
throughout the sequel until the completion of the proof of Theorem 4.1 we will work
under the following assumption:
Assumption 1. : σ does not fall in any of the four cases in the statement of Theorem 7.1. That
is, both RB and RR extend beyond Bn(yB, δ2) and Bn(yR, δ2) respectively and also RR does not
reach Bn(yB, δ1) and similarly RB does not reach Bn(yR, δ1), (recall δ1 = δ
a1 , δ2 = δ
a2 from the
statement of Theorem 7.1).
Thus under Assumption 1,
Bn(yB, δ1) ∩RR = ∅, (7.7)
Bn(yR, δ1) ∩RB = ∅.
Notice that we have UB,n ⊂ Bn(yB, δ1), (similarly UR,n ⊂ Bn(yR, δ1)) for all small enough δ, since
δ1 = δ
a for some a < 1.
8. Completing Proof of Theorem 4.1
The proof of Theorem 4.1 under the above assumption, requires quite a bit of preparation. An
elaborate description of what various subsequent subsections achieve, was provided in Section 6.
8.1. Some geometric definitions. For technical reasons sometimes it will be convenient to work
with a slightly larger set instead of RB. To define it, first observe that for any small enough δ > 0,
for all n ≥ N(δ), there exists a set AB,n ⊂ Un such that AB,n is connected, and,
Bn(yB,
δ1
4
) ∩ Un ⊆ AB,n ⊂ Bn(yB, δ1) ∩ Un.
Similarly, one defines, AR,n by replacing yB by yR. These facts follow since, locally near the boundary
U looks like a half plane, see (B.1). We omit the details. The exact form of the set AB,n will not
be important for us as long as the above properties are satisfied and we could as well work with
Bn(yB,
δ1
4 ) ∩ Un if the latter is connected.
Since UB,n ⊂ Bn(yB, δ14 ) ∩ Un ⊆ AB,n, (and similarly UR,n ⊂ Bn(yR, δ14 ) ∩ Un ⊆ AR,n), it
immediately follows from definition, that RB ∪ AB,n and RR ∪ AR,n are two disjoint, connected,
subsets of Un. Let Un\{RB∪AB,n} =
⋃m
i=1CB,i, where CB,1, . . . CB,m, are the connected components
of Un\{RB ∪AB,n}. Let {RR ∪AR,n} ⊆ CB,m.
We will often work with the following ‘simply connected’ version of RB :
R˚B = RB ∪AB,n
⋃
i 6=m
CB,i. (8.1)
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Informally, R˚B is the set RB∪AB,n along with all the red islands filled in (see Figure 10). Similarly
define R˚R. Observe that R˚C is connected for C ∈ {B,R}. Note that R˚C depends on σ which we
choose to suppress for the ease of notation. Next, given a vertex subset A ⊂ Un, we define two
RB
RR
R˚B
R˚R
Figure 10. Illustrating the difference between the sets RC and R˚C for C ∈ {B,R}.
Note that in the latter, the islands are filled in.
types of boundaries (outer and inner) of A,
∂outA := {y ∈ Un\A : ∃ x ∈ A such that x ∼ y} (8.2)
∂inA := {x ∈ A : ∃ y ∈ Un\A such that x ∼ y}.
Definition 2. Let U∗n denote the graph Un along with all the diagonals of the squares all of whose
four sides are in Un. We will call connected subsets of U∗n as ∗− connected subsets of Un.
Remark 8.1. Since both R˚B and Un\R˚B are connected by definition, it follows by [25, Lemma 2],
that both ∂outR˚B and ∂inR˚B are ∗−connected.
8.2. Energy and flows on finite graphs and some potential theory. In this section we
recall some well known results and notation from potential theory that we will need. For a graph
G = (V,E), with vertex set V and edge set E, as before, let w ∼ v denote that w is a neighbor of v.
Also, let E be the set of directed edges, where each edge in E corresponds to two directed edges in
E, one in each direction (except for self-loops, which correspond to just one directed edge in E). A
flow is an antisymmetric function f : E → R (i.e., a function satisfying f(w, v) = −f(v, w)). Note
that by definition the value of a flow on a self loop is 0. Define the energy of a flow f by,
E(f) = 1
2
∑
(v,w)∈E
f(v, w)2. (8.3)
For any flow f : E → R, define the divergence, div f : V → R by,
div f(v) =
∑
w∼v
f(w, v). (8.4)
Note that for any flow, ∑
x∈V
div f =
∑
x,y∈V
y∼x
f(x, y) + f(y, x) = 0, (8.5)
since f is antisymmetric. For disjoint subsets A,B ⊂ V and a flow f, we say that the flow is from A
to B, if div f(z) = 0 for all vertices z /∈ A∪B, while∑x∈A div f ≥ 0, and∑x∈B div f ≤ 0. For more
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about flows, see [20, Chapter 9]. For any function F : V → R, define the gradient ∇F : E → R by,
∇F (v, w) = F (w)− F (v).
Recall the definition of Laplacian from (5.1). Thus clearly for any F : V → R,
div(∇F )(v) = dv.(∆F )(v), (8.6)
where dv is the degree of the vertex v. The next result is a standard summation by parts formula
whose proof we omit.
Lemma 8.2. For any function F : V → R,
E(∇F ) =
∑
v∈V
F (v)dv.∆F (v).
We now discuss a standard interpretation of the Green function Gn(·) defined on Un in (4.1) in
terms of energy and flows.
Lemma 8.3. [20, Theorem 9.10, (Thomson’s principle)] For all flows θ on Un such that div θ =
4
|UB,n|
[
1(UB,n)− 1(UR,n)
]
, we have E(∇Gn) ≤ E(θ).
First observe that by (5.2) and (8.6) the flow ∇Gn satisfies the above divergence condition. Note
that the 4 appears since every vertex in UB,n and UR,n has degree 4. The result now follows by
standard arguments which can be found in [20].
For notational brevity let,
IndB(·) := 1|UB,n|1(UB,n)(·), (8.7)
IndR(·) := 1|UB,n|1(UR,n)(·), (8.8)
Ind(·) := IndB(·)− IndR(·). (8.9)
Thus rewriting (5.2) in this notation we get,
∆Gn = Ind. (8.10)
8.3. Stopped Green functions. For C ∈ {B,R}, and σ ∈ Ω ∪ Ω′, define
GC,n(x) := GC,n(σ)(x) := 2n
2Ex[
ˆ T(C,σ)
0
Ind(X(t))dt], (8.11)
where X(t) is the continuous time random walk on Un as defined in Subsection 3.1, and for C ∈
{B,R}, the stopping time T(C,σ) was defined in (7.1) as the hitting time of Un\RC(σ), for X(t).
Unlike the expression in (4.1) the above integral is only up to the stopping time T(C,σ), and hence
we name it as the stopped Green function. Similar to (4.1) we again suppress the dependence on
δ in the notation GC,n. Now notice that
∆GC,n(σ)(x) = Ind(x) for x ∈ RC(σ), (8.12)
GC,n(σ) |Un\RC(σ) = 0, (8.13)
where following standard notation |· will be used to denote the restriction of a function.
Recalling notation for the energy of a flow from (8.3), we state the following key lemma, which
translates Theorem 4.1 to a statement about difference in energies of flows.
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Lemma 8.4. Under Assumption 1,
Eσ(W(ς1)−W(ς0)) ≥ 1
4
[E(∇Gn)− E(∇GB,n(ς0))− E(∇GR,n(ς0))]. (8.14)
Thus proving Theorem 4.1 is reduced to lower bounding the RHS above. Before proving Lemma
8.4 we make a few more observations about the functions GC,n(·), which will be used. First notice
that if {Xk}k≥0 was a discrete time4 random walk on Un then for C ∈ {B,R}, the integral in (8.11)
is exactly the same5 as
Ex
T(C,σ)−1∑
k=0
Ind(Xk)
 , (8.15)
where T(C,σ) is now the hitting time of Un\RC(σ) for the discrete time random walk.
Thus for the rest of the section for notational convenience we will switch to the
sum notation and work with the discrete time random walk.
As emphasized in Sec 3.1, to avoid introducing new notation we will use τ(·) to denote hitting
times for the discrete time random walk as well, and in particular as above, T(C,σ) will denote the
hitting time of Un\RC(σ).
Remark 8.5. By (7.7) under Assumption 1 RB does not intersect UR,n which is the support of
IndR and similarly RR does not intersect UB,n which is the support of IndB.
Thus from (8.15) we get,
GB,n(σ)(x) = Ex
T(B,σ)−1∑
k=0
IndB(Xk)
 , (8.16)
GR,n(σ)(x) = Ex
T(R,σ)−1∑
k=0
IndR(Xk)
 .
Also, (8.12) and (8.13) become,
∆GC,n(σ)(x) = IndC(x) for x ∈ RC(σ), (8.17)
GC,n(σ) |Un\RC(σ) = 0, (8.18)
respectively. An easy but useful observation is the following:
Lemma 8.6. Under Assumption 1, for any σ ∈ Ω,
Eσ[(GR,n(ς1/2)(x)] ≤ GR,n(σ)(x) (8.19)
for all x ∈ Un, where the expectation in the first term is over the random intermediate state ς1/2
(see (3.5)).
Proof. The proof immediately follows from (8.16) since T(R,ς1/2) ≤ T(R,ς0) as ς1/2 has one more blue
particle than ς0. 
We are now ready to prove Lemma 8.4.
4At every discrete time i ∈ {1, 2, . . .} the random walk jumps to a uniform neighbor of the location at time i− 1.
5This is because, by definition, the mean of the exponential delays in the continuous time random walk is 1
2n2
.
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Proof of Lemma 8.4. Let us denote the discrete time random walks starting uniformly from UB,n
and UR,n by X
(B)
k and X
(R)
k respectively. Thus (7.2) rewritten becomes
Eσ(W(ς1)−W(ς0)) = E(Gn(X(B)T(B,ς0))−Gn(X
(R)
T(R,ς1/2)
)).
We start with the following telescopic sum,
Gn(X
(B)
T(B,ς0)
) = Gn(X
(B)
0 ) + [Gn(X
(B)
1 )−Gn(X(B)0 )] + . . .+ [Gn(X(B)T(B,ς0))−Gn(X
(B)
T(B,ς0)−1
)].
Now clearly
E(Gn(X
(B)
i+1)−Gn(X(B)i ) | Fi) = −∆Gn(X(B)i )1(T(B,ς0) > i),
where Fi is the filtration generated by ς0 and {X(B)j }0≤j≤i. Taking expectation on both sides6 we
get
E
(
Gn(X
(B)
T(B,ς0)
)
)
= E
Gn(X(B)0 )− T(B,ς0)−1∑
k=0
∆Gn(X
(B)
k )
 .
A similar equation holds for E(Gn(X
(R)
T(R,ς1/2)
)). Subtracting one from the other we get
E
[
Gn(X
(B)
T(B,ς0)
)−Gn(X(R)T(R,ς1/2))
]
= E
Gn(X(B)0 )− T(B,ς0)−1∑
k=0
∆Gn(X
(B)
k ) (8.20)
−Gn(X(R)0 ) +
T(B,ς1/2)
−1∑
k=0
∆Gn(X
(R)
k )
 .
Now
E(Gn(X
(B)
0 )−Gn(X(R)0 )) =
∑
x∈Un
Gn(x)(IndB(x)− IndR(x)) =
∑
x∈Un
Gn(x)∆Gn(x) =
1
4
E(∇Gn),
(8.21)
where all the equalities but the last are by definition. The last equality is by Lemma 8.2 and the
fact that all vertices in UB,n ∪ UR,n have degree 4. Also
Ex
T(B,ς0)−1∑
k=0
∆Gn(Xk)
 = Ex
T(B,ς0)−1∑
k=0
IndB(Xk)
 = GB,n(ς0)(x),
where the first equality is by (8.17) and the second equality is by (8.16). Similarly for any ς1/2 we
get
Ey
T(R,ς1/2)−1∑
k=0
∆Gn(Xk)
 = −GR,n(ς1/2)(y).
Thus we have E[
∑T(B,ς0)−1
k=0 ∆Gn(X
(B)
k )] = E[GB,n(ς0)(X
(B)
0 )], and E[
∑T(R,ς1/2)−1
k=0 ∆Gn(X
(R)
k )] =
E[GR,n(ς1/2)(X
(R)
0 )].
6The sum and the expectation can be interchanged, since all the hitting times in this paper have exponential tails.
We omit the details.
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Now putting things together we get,
Eσ(W(ς1)−W(ς0)) =
∑
x∈UB,n
Gn(x)IndB(x)−
∑
x∈UR,n
Gn(x)IndR(x) (8.22)
−
∑
x∈UB,n
GB,n(ς0)(x)IndB(x)− E[
∑
x∈UR,n
GR,n(ς1/2)(x)IndR(x)],
≥
∑
x∈UB,n
Gn(x)IndB(x)−
∑
x∈UR,n
Gn(x)IndR(x)
−
∑
x∈UB,n
GB,n(ς0)(x)IndB(x)−
∑
x∈UR,n
GR,n(ς0)(x)IndR(x),
where for the inequality we replace the last term using Lemma 8.6. Now by Lemma 8.2 and (8.17),∑
x∈UB,n
GB,n(x)IndB(x) =
1
4
E(∇GB,n),
∑
x∈UR,n
GR,n(x)IndR(x) =
1
4
E(∇GR,n).
Thus we are done applying the above and (8.21) in (8.22). 
8.4. Weaker version of Theorem 4.1. As already mentioned the proof of Theorem 4.1 follows
from Lemma 8.4 by lower bounding [E(∇Gn)−E(∇GB,n(ς0))−E(∇GR,n(ς0))], by a positive number
independent of n. Towards achieving that, in this section we prove the weaker result that this
quantity is at least − Cnκ for some constants C, κ and hence is almost non-negative. Subsequently,
to complete the proof of Theorem 4.1 we will refine ideas from this section.
Lemma 8.7. There exists C, κ > 0 depending on δ,U such that if ς0 = σ satisfies Assumption 1,
then for all large enough n > N0(δ),
[E(∇Gn)− E(∇GB,n(ς0))− E(∇GR,n(ς0))] ≥ − C
nκ
. (8.23)
To proceed, we need a few more definitions. Recall the standard gluing operation on any multi-
graph G = (V,E), where certain subsets of vertices are identified (“glued”) and they act as a single
vertex. Any edge between two identified vertices now act as a self loop in the glued graph. For
more on glued graphs see [22]. In the sequel, we often specify a graph by just referring to the set
of vertices which will be a subset of the vertex set of Un. The implicit graph in that case would be
the sub-graph induced by the graph structure on Un.
Since the blue random walk is stopped whenever it exits RB, one can think of it as the random
walk on the graph obtained by gluing all the outer boundary points of RB to a single point, and
the random walk is stopped whenever it hits this point. Similarly, one can consider a glued graph
corresponding to the red random walk.
Given the above discussion the basic approach to prove Lemma 8.7 is the following: Using Lemma
8.3, we consider a flow θ on the entire graph Un corresponding to E(∇Gn) and then restrict it to
the graphs obtained by gluing outer boundary points of RB and RR respectively. The restrictions
will be legitimate flows satisfying appropriate divergence conditions on the reduced graphs, and
hence by Lemma 8.3, the energy of the restrictions will be upper bounds on E(∇GB,n(ς0)) and
E(∇GB,n(ς0)) respectively. At this point, it would have been rather convenient if the glued graphs
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corresponding to the blue and red walkers were disjoint, because then the energy of θ would be
at least as large as the sum of the energies of the restrictions and the RHS in Lemma 8.7 could
be replaced by zero. Unfortunately, in some cases the boundary of RB can intersect RR and vice
versa. However, this issue does not arise if the inner boundary of RB is glued instead (see Remark
8.12 for a more formal discussion). We provide two definitions of glued graphs below corresponding
to gluing the outer and inner boundaries respectively. We then show that working with either
definition is essentially the same up to an error of O( 1nκ ) which completes the proof.
Also, for technical reasons we glue slightly different subsets than described above. The formal
definitions are provided below for which we need to recall the definitions of R˚B, R˚R from (8.1) and
the inner and outer boundaries ∂in and ∂out from (8.2).
Definition 3. (i). For C ∈ {B,R}, let R˚outC denote the graph with vertex set R˚C ∪ ∂outR˚C with
the vertex subset
{
R˚C ∪ ∂outR˚C
}
\RC glued.
(ii). For C ∈ {B,R}, let R˚inC denote the graph with vertex set R˚C with the vertex subset
{R˚C\RC} ∪ ∂inR˚C glued.
For both the definitions above we denote the set of glued vertices now acting as a single vertex
by vout and vin respectively (whether the underlying graph corresponds to C = B or C = R, would
be clear from context, and hence we suppress the dependence on C). With the above definitions,
for C ∈ {B,R}, we can think of ∇(GC,n) as a flow on R˚outC . Moreover, by (8.17) and (8.18),
∆(GC,n)(x) = IndC(x) for all x ∈ RC, (8.24)
GC,n(vout) = 0. (8.25)
It would be notationally convenient to define E := E(∇Gn), and similarly for C ∈ {B,R}, let,
EC := E(∇GC,n). (8.26)
In terms of the above abbreviations, the statement of Lemma 8.7 becomes,
E − EB − ER ≥ − C
nκ
. (8.27)
For the proof, we need another variant of the Green functions. Analogous to GC,n, for C ∈ {B,R},
we define G∗C,n to be the function on R˚
in
C such that,
G∗C,n(x) = Ex
[ ∞∑
k=0
IndC(Xk)1(k < τ(R
c
C ∪ ∂inR˚C))
]
, (8.28)
i.e., the Green function for the random walk stopped on hitting Un\RC or the boundary ∂inR˚C. It
is easy to verify that,
∆(G∗C,n)(x) = IndC(x), for all x ∈ RC\∂inR˚C, (8.29)
G∗C,n(vin) = 0. (8.30)
Notice that by (8.5), the above information determines the Laplacian at vout and vin in the glued
graphs R˚outC , R˚
in
C respectively. Also let,
E∗C := E(∇G∗C,n). (8.31)
Remark 8.8. Notice that Thompson’s principle [20, Theorem 9.10] stated in Lemma 8.3, implies
that for C ∈ {B,R}:
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i. EC = min
θ
E(θ), where the minimum is taken over all flows θ on R˚outC such that div θ(x) =
4IndC(x), for all x ∈ RC.
ii. E∗C = min
θ
E(θ) where the minimum is taken over all flows θ on R˚inC such that div θ(x) =
4IndC(x), for all x ∈ RC\∂inR˚C.
With the preceding preparation, the proof of Lemma 8.7 follows from a series of lemmas that we
state next. We first state an easy monotonicity result.
Lemma 8.9. If σ ∈ Ω satisfies Assumption 1, then for C ∈ {B,R},
E∗C ≤ EC,
where EC, E∗C are defined in (8.26) and (8.31) respectively.
Proof. Without loss of generality, we take C = B. By Lemma 8.2 and (8.24) we have EB =
4
∑
x∈R˚outB GB,n(x)IndB(x), and similarly by (8.29), we have E
∗
B = 4
∑
x∈R˚inB G
∗
B,n(x)IndB(x). The
proof is now complete as,
G∗B,n ≤ GB,n, (8.32)
which immediately follows from the definitions of GB,n, G
∗
B,n and the simple fact that, τ((Un\RB)∪
∂inR˚B) ≤ τ(Un\RB). 
The next lemma shows that even though EC ≥ E∗C, they are close to each other.
Lemma 8.10. There exists κ > 0, such that if σ ∈ Ω satisfies Assumption 1, then for C ∈ {B,R},
|EC − E∗C| = O(
1
nκ
),
where the constant in the O(·) depends on δ appearing in Section 1.2.
The next lemma states that the sum of the voltage differences across the glued graphs is at most
that of the original graph.
Lemma 8.11. If σ ∈ Ω satisfies Assumption 1, then,
E − E∗B − ER ≥ 0.
The proof of Lemma 8.7 now follows easily from the above results.
Proof of Lemma 8.7. From the above statements it follows that
E − EB − ER ≥ E − E∗B − ER −
C
nκ
≥ − C
nκ
, (8.33)
for some constant C = C(δ), and hence we are done. 
We now provide the proofs of Lemmas 8.10 and 8.11. We start with the latter which has a
shorter proof.
Proof of Lemma 8.11. Let us take the optimal flow θ for E on Un, i.e.,
θ = ∇Gn. (8.34)
For C ∈ {B,R}, let, θ˜C := θ |R˚outC and θ˜
∗
C := θ |R˚inC be the restrictions of θ on R˚
out
C and R˚
in
C
respectively. Now by (8.10) and Remark 8.5 it follows that,
div(θ˜C)(x) = 4IndC(x) for all x ∈ RC, (8.35)
div(θ˜∗C)(x) = 4IndC(x) for all x ∈ RC\∂inR˚C, (8.36)
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for C ∈ {B,R}, where IndC(·) was defined in (8.7) and (8.8). Thus the flows θ˜C and θ˜∗C on R˚outC
and R˚inC have the same divergence as ∇GC,n and ∇G∗C,n respectively. Hence by Remark 8.8
EC ≤ E(θ˜C) and E∗C ≤ E(θ˜∗C).
Recall CB,m from (8.1). Since R˚B = Un\CB,m is connected and {RR
⋃
AR,n} ⊆ CB,m, it follows
by definition that R˚R ⊂ CB,m. Thus, the edge set of the graphs R˚inB , R˚outR are disjoint. Therefore,
E = E(θ) ≥ E(θ |R˚inB ) + E(θ |R˚outR ) = E(θ˜
∗
B) + E(θ˜R) ≥ E∗B + ER. (8.37)
Hence we are done. 
Remark 8.12. Notice that (8.37) would not have been true if we worked with R˚outB and R˚
out
R , since
they do not necessarily have disjoint edges. This is the reason for gluing the inner boundary in one
of the sets.
To prove Lemma 8.10, we need a few preliminary lemmas first. Let
θ∗ = ∇(G∗B,n). (8.38)
Hence by Remark 8.8, ii., θ∗ has the minimum energy among all flows on R˚inB with the same
divergence as itself. Even though R˚inB is obtained from a subgraph of Un by identifying some
vertices, we denote the edges of this graph by the corresponding edges of Un. The next lemma is a
conservation of flow result. It says that the total flow across ∂inR˚B is at most a constant.
Lemma 8.13. For θ∗ as above, ∑
x∈∂inR˚B
∑
y∼x
y∈RB\∂inR˚B
θ∗(x, y) ≤ 4.
Proof. We start with the observation that for all such x, y as in the sum, G∗B,n(x) = 0 and G
∗
B,n(y) ≥
0 which follows by definition. Hence θ∗(x, y) ≥ 0 for all such (x, y). Now by (8.5) we have∑
z∈R˚inB div(θ∗)(z) = 0. By (8.29) for any z ∈ R˚
in
B such that z ∈ RB\∂inR˚B we have div(θ∗)(z) =
4IndB(z). Note that even though the graph is not regular, the 4 appears since every z as above, in
the support of IndB(·) has degree 4. Moreover, by definition,∑
z∈R˚inB
div(θ∗)(z) =
∑
z∈RB\∂inR˚B
4IndB(z) +
∑
x∈∂inR˚B
⋃
(Un\RB)
∑
y∼x
y∈RB\∂inR˚B
θ∗(y, x).
The LHS is 0 and the first sum on the RHS is at most 4. Since θ∗ is anti-symmetric, and all the
terms in the second sum above are non-positive, we are done . 
We state two more lemmas. The first result says that for any connected subset A of Un with
large enough diameter which is at a certain distance away from UB,n, the probability that a random
walk started from a neighboring site of A hits UB,n before hitting A decays as a power law in n.
The result is well known on the whole lattice. The proof in our case with the necessary adaptions
is provided in [13]. Let diam(·) denote the diameter in terms of the Euclidean metric.
Lemma 8.14. [13, Lemma 5.1] Fix c > 0. Let A ⊂ Un be ∗−connected (Definition 2) and suppose
that min(diam(A), d(UB,n, A)) ≥ c. Then for all large n,
sup
x∼A
Px(τ(UB,n) ≤ τ(A)) ≤ C
nκ
,
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for some positive κ,C depending only on c and U. Here x ∼ A means that x /∈ A and there exists
y ∈ A such that x is a neighbor of y.
The next result is a basic isoperimetric inequality saying that the boundary of the set R˚B is not
small.
Lemma 8.15. There exists c = c(δ,U) > 0, such that
min(diam(∂inR˚B), diam(∂outR˚B)) > c.
Proof. Clearly it suffices to just show that diam(∂inR˚B) > c since every vertex in ∂inR˚B has a
neighbor in ∂outR˚B. We consider only the disc D, since the general proof now follows by using the bi-
Lipschitz nature of the conformal map φ in (1.2). However the proof for the disc follows by standard
isoperimetric inequalities on the plane once we observe that, DB,n ⊂ R˚B and DR,n ⊂ Dn\R˚B which
imply that both R˚B and its complement contain at least δ
2n2 vertices. We omit the details. 
To prove Lemma 8.10, the following will be our strategy: Without loss of generality, we take
C = B. Recall from (8.38), that θ∗ is a flow on R˚inB . We derive a flow θB on R˚
out
B from θ∗, by
specifying the value of the flow on the edges from ∂inR˚B to ∂outR˚B (the extra edges in R˚
out
B not in
R˚inB ) and keeping the value of the flow on all other edges same as θ∗. By construction θB will have
the same divergence as ∇GB,n. Thus
E∗B ≤ EB ≤ E(θB), (8.39)
where the first inequality is by Lemma 8.9 and the second inequality by Remark 8.8 i. We then
show that,
E(θB)− E∗B = O(
1
nκ
),
for some κ > 0, which completes the proof. Before jumping into the proof of Lemma 8.10, we need
a crude upper bound for the stopped Green functions GC,n.
Lemma 8.16. For σ ∈ Ω ∪ Ω′, for all small enough δ (depending on U),
lim sup
n=2m
m→∞
sup
x∈UB,n
GB,n(x) = O
(
1
δ2
)
.
A similar result holds for G2,n as well.
A sharper upper bound of O(log(1δ )) can be obtained with a little more work. However, since
we do not try to obtain optimal dependence of our bounds on δ, this will suffice.
Proof. Recall the definitions from (3.4) and T(B,σ) from (7.1). Since RB ⊆ SB, it follows that,
T(B,σ)) ≤ τ(Un\SB). As a simple consequence of the fact that the total variation mixing time of
the discrete time random walk on Un is O(n2), (for a proof see [13, Lemma 5.4]) and the fact that
both SB and SR have Θ(n
2) vertices, it follows that, supx∈Un E(τ(SC)) = O(n
2) for C ∈ {B,R} and
hence for C ∈ {B,R},
sup
x∈Un,σ∈Ω∪Ω′
E(T(C,σ)) = O(n2).
Thus the lemma follows using the crude bound,
GB,n(x) ≤ 1|UB,n|Ex(T(B,σ)).

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Proof of Lemma 8.10. We construct a flow θB on R˚
out
B : For each y in RB∩∂inR˚B choose x ∈ ∂outR˚B
such that y ∼ x (such an x exists by definition of ∂inR˚B). Let,
θB(y, x) =
∑
z∈RB
z∼y
θ∗(z, y), for each y ∈ RB ∩ ∂inR˚B,
θB(y
′, x′) = 0 for all other edges with y′ in ∂inR˚B, x′ ∈ ∂outR˚B,
= θ∗ everywhere else.
We first claim that
EB ≤ E(θB). (8.40)
By Remark 8.8 i. this will follow if we can show for all y ∈ RB
div(θB)(y) = dy(∆GB,n)(y) = 4IndB(y), (8.41)
where dy is the degree of y in R˚
out
B . We know by definition that
div(θ∗)(y) = dy(∆G∗B,n)(y) = 4IndB(y) for all y ∈ RB\∂inR˚B.
Also, by construction θB = θ∗ on all the edges except the boundary edges of ∂inR˚B. Now by (8.1)
d(UB,n, ∂inR˚B) ≥ δ1/4. (8.42)
Thus, IndB |∂inR˚B= 0. Hence to verify (8.41), it suffices to show that div(θB) |∂inR˚B∩RB= 0. Let
y ∈ ∂inR˚B ∩ RB. By construction, we know that there exists exactly one x ∈ ∂outR˚B such that
θB(y, x) 6= 0. Also,
θB(y, x) =
∑
z∈RB
z∼y
θ∗(z, y) =
∑
z∈RB
z∼y
θB(z, y),
where the first equality is by definition and for the second inequality we use the fact that θB = θ∗,
for all the edges in the sum by construction. Thus,
div(θB)(y) =
∑
w∈R˚outB
w∼y
θB(w, y) = 0,
and (8.40) is verified. By (8.39), the proof of the lemma will be complete once we show that
E(θB)− E∗B = O(
1
nκ
).
We claim that
sup
y∈∂inR˚B
∑
z∈RB
z∼y
θ∗(y, z) = O(
1
nκ
). (8.43)
First notice that ∂inR˚B satisfies the hypotheses of Lemma 8.14:
• By (8.42), d(∂inR˚B,UB) ≥ δ1/4.
• The connectedness hypothesis is satisfied by Remark 8.1.
• The diameter lower bound follows from Lemma 8.15.
Thus by Lemma 8.14 for any y ∈ ∂inR˚B and z ∼ y,
Pz(τ(UB,n) < τ(∂inR˚B)) = O
(
1
nκ
)
,
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where the constant in the O(·) term depends on δ1 and U. Since IndB(·) is positive only on UB,n
and 0 everywhere else, by (8.28) it follows that
G∗B,n(z) ≤ Pz
(
τ(UB,n) < τ(∂inR˚B)
)
sup
x∈UB,n
G∗B,n(x),
≤ Pz
(
τ(UB,n) < τ(∂inR˚B)
)
sup
x∈UB,n
GB,n(x).
The last inequality follows since for all x ∈ Un, by (8.32), G∗B,n(x) ≤ GB,n(x). Thus by Lemma 8.16
we get
θ∗(y, z) = G∗B,n(z) = O(
1
nκ
),
where the first equality follows from the fact that θ∗ = ∇G∗B,n and G∗B,n(y) = 0. Since θB = θ∗ on
all but the boundary edges we have
E(θB)− E(θ∗) = O(
∑
y∈∂inR˚B
(∑
z∼y
|θ∗(z, y)|
)2
)
≤ ( sup
y∈∂inR˚B
∑
z∼y
|θ∗(z, y)|
)( ∑
y∈∂inR˚B
∑
z∼y
|θ∗(z, y)|
)
= O(
1
nκ
),
where the last equality is due to Lemma 8.13 and (8.43). Hence EB − E∗B
(8.40)
≤ E(θB) − E(θ∗) =
O( 1nκ ). 
8.5. Quantitative version of Lemma 8.11. The proof of Theorem 4.1 demands the following
stronger quantitative version of Lemma 8.7 or equivalently Lemma 8.11.
Lemma 8.17. For all σ /∈ Ω(ε), satisfying Assumption 1,
E − E∗B − ER ≥ c,
for some c = c(ε,U) > 0.
The proof of Theorem 4.1 is now immediate.
Proof of Theorem 4.1. Under Assumption 1, the proof follows from Lemma 8.4, (8.33) and (8.17).
The remaining cases were proved in Section 7. 
We now prepare for the proof of Lemma 8.17. Let
wired
Un be the same graph as Un but with the
following set of vertices:
∂inR˚B ∪ {x ∈ R˚B : σ(x) = R} ∪ {x ∈ Un\R˚B : σ(x) = B}, (8.44)
glued. The points that are glued are all the red vertices in R˚B (which cause the blue random
walk to stop) and similarly all the blue vertices in Un\R˚B. Let w denote the set of glued vertices
which act as a single vertex in
wired
Un . In the proof of Lemma 8.11 we took the flow ∇Gn on Un and
restricted it to R˚inB and R˚
out
R . To prove Lemma 8.17, instead of restricting∇Gn, we construct another
flow
wired
θ on
wired
Un and then restrict it. As a consequence, similar to Lemma 8.11 it will follow that
E(
wired
θ )−E∗B−ER ≥ 0. Moreover, due to a quantitative version of Rayleigh’s monotonicity principle
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which is proved in Lemmas 8.20 and 8.21, it will follow that E(∇Gn) − E(
wired
θ ) > c. Combining
the above two, we would be done. To proceed, recall the functions Ind, IndB, and IndR from (8.9).
Lemma 8.18. There exists a unique flow
wired
θ on
wired
Un , with the following properties:
div(
wired
θ ) |{RB∪RR}\w = 4Ind |{RB∪RR}\w,
div(
wired
θ )(·) = 0 for all other vertices except w,
wired
θ = arg ming E(g),
where in the last display the infimum is taken over all flows g on
wired
Un which have the same diver-
gence as
wired
θ .
Note that using the above data and (8.5), div(
wired
θ )(w) is determined exactly.
Proof. For brevity, let us call the set of flows g on
wired
Un satisfying the above divergence conditions
as F . That the set is non empty follows, since by (8.10) the flow ∇(Gn) |wired
Un
is in this set. Now let
wired
E := inf
g∈F
E(g). (8.45)
By standard arguments using compactness (see proof of [20, Theorem 9.10]), there exists a unique
minimizer
wired
θ of the energy minimization problem. 
Under Assumption 1, the restrictions
wired
θB =
wired
θ |R˚inB ,
wired
θR =
wired
θ |R˚outR ,
satisfy the following divergence conditions:
div(
wired
θB )(x) = 4IndB(x) for all x ∈ RB\∂inR˚B, (8.46)
div(
wired
θR )(y) = 4IndR(y) for all y ∈ RR.
To see this, note that no vertex in either RB\∂inR˚B or RR was in the set of glued vertices in (8.44).
Now by Remark 8.5, for C ∈ {B,R}, we have Ind(·) |RC= IndC(·). Thus (8.46) follows, since
wired
θ
by definition, satisfies the divergence conditions.
Moreover by Remark 8.8 we have E∗B ≤ E(
wired
θB ), and ER ≤ E(
wired
θR ).
Remark 8.19. Similar to (8.37) we have,
wired
E = E(
wired
θ ) ≥ E(
wired
θ |R˚inB ) + E(
wired
θ |R˚outR ) = E(
wired
θB ) + E(
wired
θR ) ≥ E∗B + ER.
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Therefore,
E − EB − ER ≥ E − E∗B − ER −O(
1
nκ
) = E −
wired
E +
[
wired
E − E∗B − ER
]
− C
nκ
,
≥ E −
wired
E − C
nκ
,
where the first inequality follows from (8.33). Hence to prove Lemma 8.17 by (8.27) it suffices to
show that
E −
wired
E ≥ c, (8.47)
for some constant c = c(ε).
Notice that E −
wired
E is nothing but the drop in voltage when points at various voltages are glued
together to get
wired
Un from Un. The fact that the quantity is positive is the well known Rayleigh’s
monotonicity principle. For more details see [22, Chap 2]. We now make it quantitative. To
estimate such voltage drops we state and prove two technical lemmas. Let U˜n be a graph obtained
from Un by gluing certain pairs of points. Let A be a set of k pairs of points, (z1, z′1), . . . (zk, z′k),
which are among the pairs glued to obtain U˜n. Recall from (8.34), that θ = ∇Gn. Consider the
restricted flow ∇Gn |U˜n (the flow that ∇Gn induces on U˜n). Let θ˜ denote the flow on U˜n such that
E(θ˜) = inf
g
{E(g)}, (8.48)
where the infimum is taken over all flows g on U˜n which has the same divergence as θ |U˜n . Existence
of θ˜ follows by the argument already used in the proof of Lemma 8.18.
Lemma 8.20. Let A ⊂ Un, θ and θ˜ be as defined above. Suppose that, for each 1 ≤ i ≤ k, there
exists simple paths in Un joining (zi, z′i) of length di, and let D be the maximum number of those
paths that intersect any edge, then
E(θ˜) ≤ E(θ)− [
∑k
i=1Gn(zi)−Gn(z′i)]2
D2
∑k
i=1 di
.
Thus the lemma measures the amount of voltage drop when points at different potentials are
glued together.
Proof. Without loss of generality assume for all i, that Gn(zi) ≥ Gn(z′i). Take a path joining z′i to
zi of length di, and think of it as oriented towards zi. Since on U˜n the points zi and z′i are glued,
the oriented path becomes a directed cycle. Let us denote it by
→
Pi. Also, let
←
Pi be the same cycle
in the reverse orientation. We first create a new flow θA on Un by sending an additional amount of
flow p along
→
Pi for all i = 1, . . . , k. Thus,
θA(e) = θ(e) +
k∑
i=1
p1(e ∈
→
Pi) +
k∑
j=1
−p1(e ∈
←
Pj)
for all directed edges e, where every undirected edge in Un appears with both orientations. Now
the additional flow along an edge is at most Dp since by hypothesis every edge is in at most D
many cycles. An easy computation by expanding the squares now shows that,
E(θA) ≤ E(θ) + 2p
k∑
i=1
(Gn(zi)−Gn(z′i)) +D2p2
k∑
i
di.
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Optimizing the RHS over p we see that the corresponding θA satisfies,
E(θA) ≤ E(θ)− [
∑k
i=1(Gn(zi)−Gn(z′i))]2
D2
∑k
i di
.
Notice that since all the paths
→
Pi become cycles in U˜n, and sending additional mass along cycles
does not change the divergence of the flow, div(θA |U˜n) = div(θ |U˜n), (note that θA and θ do not
have the same divergence on Un). Hence by (8.48), we have E(θ˜) ≤ E(θA |U˜n) ≤ E(θA) and the
proof is complete. 
By the above discussion and (8.47), to use Lemma 8.20 in the proof of Lemma 8.17, one has
to estimate the di’s and D appearing when the glued set is given by (8.44). In the next lemma
we provide such estimates, which are not optimal but would suffice for our purposes. Recall the
definition of the sets U(i),n from (4.5).
Lemma 8.21. Given a domain U, for any small enough d, ε > 0 (depending on U), there exists
C, a > 0 such that for all δ < δ0(d) and all n = 2
m > N(δ) the following is true: For any set A ⊂ Un
containing dn points, each of which is in a distinct U(i),n, and all of which are at Euclidean distance
of at least ε from the sources {xB, xR}, there exists at least dn20 disjoint pairs (z1, z′1), . . . (z dn
20
, z′dn
20
)
of elements of A such that:
i. |Gn(zj)−Gn(z′j)| > a for j = 1, . . . dn20 ,
ii. There exist simple paths in the graph Un between zj and z′j of length at most Cn, such that
no edge in Un intersects more than one path.
Remark 8.22. It will be useful later to note that given ε > 0, any set A ⊂ Un with |A| ≥ cn2 for
some constant c (independent of n) much larger than ε satisfies the hypothesis of the above lemma
for a certain value of d = d(c,U).
Proof of Lemma 8.21. We first prove the second part. Note that the statement is not difficult to
prove, when the underlying graph is a rectangle and the shells U(i),n are horizontal strips (see for
e.g., [12, Sec 4.3]). A similar argument works on a general domain but there are certain subtle issues
one needs to be careful about which we point out below. Recall from (4.5), that all the U(i),n’s have
width 100n . Now, let zi ∈ A∩U(i),n. On Un, the only source of concern could be if the points lie close
to the boundary where the graph does not look like Z2. Note that by the smoothness assumption
on the boundary of U, the domain near the boundary looks like a half plane (see (B.1)) and hence
is similar to the situation in a rectangle. Hence, in that case for each such zi one can take a path in
Un starting from zi ending at say yi, so that the path lies entirely in U(i−1),n ∪U(i),n ∪U(i+1),n, and
yi lies away from the boundary. The construction on the rectangle can now be applied. To avoid
intersection of these paths we only consider a subset of the points zi, such that the shells U(i),n
containing them, are separated from each other by at least three shells. The proof is now completed
by pairing the points yi into pairs (yj , y
′
j) such that corresponding U(i),n’s for the elements of a pair
are at least d20 apart, (see Figure 11 for an illustration).
Now by arguments similar to the case of a rectangle one can see that the elements of each such
pair (yj , y
′
j) can be joined using disjoint lattice paths of length at most Cn, for some C depending
only on U. Thus, the path between zj and z′j is obtained by concatenating the paths from zj to yj ,
yj to y
′
j , and y
′
j to z
′
j .
For the first part, observe that by the above construction for any pair zj and z
′
j the corresponding
U(i),n’s are at least d20 apart. Thus, by Theorem 5.3 and Lemma 5.4, there exists δ0, such that
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z1
z′2
z2
z′1
y1
y′1
Figure 11. Illustrating the proof of Lemma 8.21 in the case of the disc where points
in different D(i),n are connected by edge disjoint paths. To avoid cluttering in the
figure, we do not draw too many shells, and hence do not follow the above prescribed
rule of ignoring at least three shells between points.
given δ < δ0,
lim inf
n=2m
m→∞
[inf
j
(Gn(zj)−Gn(z′j)] > c,
for some constant c depending only on d, ε, and U. Hence we are done. 
We now have all the necessary ingredients to finish the proof of Lemma 8.17.
Proof of Lemma 8.17. We will show: for all σ ∈ Ω\Ω(ε) there is a set A which is a subset of the set
in (8.44) (hence is glued to get
wired
Un from Un) such that: A satisfies the hypothesis of Lemma 8.21.
Before showing the above we first discuss why it suffices. Immediately using Lemma 8.21 we have
pairs (z1, z
′
1), . . . (zk, z
′
k) with k = Ω(n) which are glued and have paths connecting them of length
O(n) such that no edge appears in more than a single path. Also,
Gn(zj)−Gn(z′j) ≥ c′,
for j = 1 . . . k. Recalling
wired
E from (8.45), we see that by Lemma 8.20
wired
E ≤ E − d, for some
constant d = d(ε). Hence we are done by (8.47).
We now proceed to show existence of such sets A. Recall β from (1.4) and let β−4 > β−3 >
β−2 > β−1 > β0 = β > β1 > β2 > β3 > β4, be such that for all i = −4,−3, . . . , 3, we have
d(Geoβi ,Geoβi+1) = ε1 (ε1 is specified soon). Recalling the notations from (4.5) the proof involves
considering the following cases:
i. ∂inR˚B is a subset of U≥β−2,n,
ii. ∂inR˚B is a subset of U<β2,n,
iii. ∂inR˚B intersects U≥βi,n and U<βi+1,n for some i ∈ {−4, . . . , 3},
iv. ∂inR˚B is a subset of U<β−3,n ∩ U≥β3,n,
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Geoβ
Geoβ1, . . .
Geoβ−1, . . .
Figure 12. Geoβi ’s on either side of Geoβ measure how far the boundary of R˚B,
i.e., the blue curve, deviates from Geoβ. The first case is when the blue curve is
below Geoβ−2 and similarly the second case considers the case when it is above
Geoβ2 . The third case deals with the situation when the blue curve which is ∗-
connected, intersects both Geoβi and Geoβi+1 for some i, and the last case is when
it is contained in a band around Geoβ.
(see Figure 12 for an illustration). We choose ε1 =
ε
100 and hence it follows that,
area(U<βj−1 ∩ U≥βj ) ≤
Cε
100
, (8.49)
for all j = −4, . . . 3, for some universal constant C > 0 depending on U (100 is just a large enough
number and is nothing special). Also let ε′ > 0 be such that the LHS in (8.49) is at least ε′. It is
easy to see that ε′ ≥ cε1 for some c = c(U) > 0. The arguments for cases i., and ii. are symmetric
and hence to avoid repetition we provide arguments only for case i.
By hypothesis ∂inR˚B lies entirely in U≥β−2,n. Now by arguments similar to the proof of Lemma
8.21 ii. for all large enough n, any two points in U<β−1,n are connected by a path in Un which
lies entirely in U<β−1+ ε12 ,n and hence does not intersect ∂inR˚B. Thus by definition U<β−1,n is in
Un\R˚B. Now recall that
area(U<β0) = (1− α)area(U).
Thus area(U<β−1) ≥ (1− α)area(U) + ε′. Hence the number of blue vertices in U<β−1,n is at least
ε′n2. Recall from (8.44) that both σ−1(R) ∩ R˚B and σ−1(B) ∩ {Un\R˚B} are glued to obtain
wired
Un
from Un. Thus at least ε′n2 vertices are glued, and hence we are done by Remark 8.22.
iii. By hypothesis in this case ∂inR˚B (which is a ∗− connected set by Remark 8.1) intersects both
U≥βi,n and U<βi+1,n. Since by construction d(Geoβi ,Geoβi+1) = ε1, it follows that ∂inR˚B intersects
at least dn many U(i),n’s for some d = d(c, ε1) in the region U<βi,n ∩ U≥βi+1,n. Thus A = ∂inR˚B
satisfies the hypothesis of Lemma 8.21 and is also glued by (8.44). Therefore we are done.
iv. Recall that by hypothesis σ ∈ Ωc(ε) and ∂inR˚B is a subset of U<β−3,n ∩U≥β3,n. Since σ ∈ Ωc(ε)
and ε1 =
ε
100 , there exists at least
εn
20 many U
(i),n’s containing at least one red vertex all of which
are in U≥β−3,n or there exists at least εn20 many U
(i),n’s containing at least one blue vertex, all of
which are in U<β3,n. We are done by taking the set of such points to be A. 
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9. Proof of Theorem 1.2
Given the preceding results, the proof of the main theorem follows from the following two hitting
time results for the competitive erosion chain {ςt}.
Lemma 9.1. Given any ε > 0, there exist a positive constant ε1, such that for all small enough
δ (blob size), there exist positive constants c = c(ε, δ), d = d(ε, δ), such that for all large enough
n = 2m, and σ ∈ Ω(ε) ∩ Aε1 ,
Pσ(τ(Gε1/4) > dn2) ≤ e−cn. (9.1)
Lemma 9.2. Given ε > 0, there exist a positive constant ε′, such that for all small enough δ (blob
size), there exist positive constants b = b(ε, δ), d = d(ε, δ), such that for all large enough n = 2m
and σ ∈ Gε ∩ Γ ε′
2
,
Pσ(τ(Gcε1/4) > edn) > 1− e−bn.
The proof of the above two lemmas require developing robust arguments for IDLA on Un. These
are presented in the next section. We now show how to finish the proof of Theorem 1.2 using the
above. We start by proving the following lemma. Given any positive ε1, and ε2, define the set,
Cε1,ε2 = Gε1 ∩ Γε2 .
Lemma 9.3. Given small enough ε, ε′ > 0, for all small enough δ, there exists constants D,D′ > 0
(depending on δ) such that for all large enough n = 2m and any σ ∈ Ω,
Pσ
(
τ(C
ε1/4, ε
′
2
) ≥ Dn2) ≤ e−D′n, (9.2)
Eσ
(
τ(C
ε1/4, ε
′
2
)
) ≤ 2Dn2. (9.3)
Proof. The bound on the expected hitting time follows from (9.2), as the latter holds for any
starting σ and hence the expected hitting time is clearly dominated by Dn2 times a geometric
variable with mean 2. Given ε, ε′, recalling the notation (3.6), let
τ ′ = τ(Γ ε′
4
), τ ′′ = τ(Γcε′
2
, τ ′),
τ ′′′ = τ(Ω(ε) ∩ Aε1 , τ ′), τ ′′′′ = τ(Gε1/4 , τ ′′′),
where the ε1 in the definition of τ
′′′, is the same as the one in the hypothesis of Lemma 9.1. Now
to show (9.2), we notice the following containment of events for any positive A:
{τ ′ ≤ An2} ∩ {τ ′′ ≥ ecn2} ∩ {τ ′′′ ≤ An2} ∩ {τ ′′′′ ≤ An2} ⊂ {τ(Cε1/4,ε′/2) ≤ 3An2}.
To see why this containment holds, we first notice that Γ ε′
4
⊂ Γ ε′
2
. Thus, the first two events imply
that the process hits the set Γ ε′
2
in An2 steps, and stays inside, for an exponential (in n2) amount
of time, and in particular stays in Γ ε′
2
from time An2 through time 3An2. In addition, the third
and fourth events together imply that regardless of where the chain is at time An2, the chain enters
Ω(ε)∩Aε1 by time 2An2, and then enters Gε1/4 by time 3An2. Hence, in the intersection of the four
events, the hitting time of C
ε1/4, ε
′
2
= Gε1/4 ∩ Γ ε′
2
is at most 3An2. Let D = 3A. Now, for a large
enough constant A, there exists D′ > 0, such that the probabilities of all the four events on the left
hand side are at least 1 − e−D′n. This follows from Lemmas 4.7, 4.8, and 9.1 respectively. Hence
by union bound, (9.2) is true for a slightly smaller value of D′. 
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9.1. Proof of Theorem 1.2. Note that (9.2) is true for all small enough choices of ε and ε′.
However, given ε > 0, by Lemma 9.2 there exist ε′, b, d, such that for all large enough n = 2m, and
σ ∈ C
ε, ε
′
2
,
Pσ(τ(Gcε1/4) > edn) > 1− e−bn. (9.4)
For such an ε′, the proof of Theorem 1.2 follows by using Lemma 4.6 with the following choices of
parameters:
A1 = Cε, ε′
2
, A2 = Gcε1/4 , t1 = 2Dn2, t2 = edn.
The above choice of parameters satisfy the hypotheses of Lemma 4.6 by (9.2) and (9.4). 
10. Hitting time results using IDLA estimates
In this section we provide the proofs of Lemmas 9.1 and 9.2 that were used in Section 9. We
start with a generalized IDLA estimate on Un, (recall the discussion about IDLA from Section 1.3).
To ensure brevity, we will omit stating the standard definitions regarding IDLA and only include
the new definitions that we will need. For the standard definitions and other results about IDLA
on Zd see [19]. We now precisely define the IDLA process in our setting. To proceed, we first define
adding one particle started at x to an existing aggregate S ⊂ Un. For x ∈ Un, denote by A(S;x),
the IDLA aggregate obtained as follows:
Let X = {X0, X1, . . .} be the discrete time simple random walk on Un, with X0 = x and recall
that τ(Un\S), denotes the first exit time from S for the walk. Define,
A(S;x) := S ∪ {Xτ(Un\S)}. (10.1)
Below we consider the setting when the starting point of the random walk X0 is distributed uni-
formly over UR,n. The IDLA aggregate is now a growing cluster which at time t will be denoted by
A(t) with A(0) denoting the initial aggregate. One of the key differences between our setting and
[19] is that the initial aggregate A(0) is not an empty set and consists of all the sites in Un\U(α),n
along with all the sites in an arbitrary ε′n many U(i),n’s for some small ε′ > 0 (for the definitions of
U(i),n and U(α),n see (4.5) and (1.9) respectively). The next result will bound the size of the cluster
after εn2 particles have been released, where ε ≥ Dε′ for some constant D > 0.
Theorem 10.1. (IDLA upper bound) There exists positive constants D,C, c depending only on U,
and α, such that for all small enough ε′, ε > 0, with ε > Dε′, and starting with any initial condition
A(0) as described above, for all large enough n, with probability at least 1− e−cεn,
A(εn2)\A(0) ⊂ Un\U(α−C√ε),n.
Remark 10.2. Note that since α is fixed, for all small ε, the geodesics which act as boundaries
of U(α) and U(α−ε) are up to constants, at distance ε apart. Thus, the above result says that if
the initial aggregate consisted of all sites in Un\U(α),n and at most ε′n many shells, U(i),n, then
in the next εn2 rounds, the aggregate formed by the new particles is confined within a distance of√
ε from Un\U(α),n. Note that one should expect the correct bound to be O(ε) instead of O(
√
ε).
However the weaker bound is sufficient for our purpose.
Remark 10.3. The IDLA process A(t) (where only the red cluster grows) and the competitive
erosion process ςt, can be coupled where the same red random walk is used for the IDLA and the
competitive erosion process. Under the above coupling if A(0) = SR(ς0) i.e., the initial set of red
particles are same in both the processes, then for all subsequent times, SR(ςt) ⊂ A(t).
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Geoβ
Geoβ′
DR,n
Figure 13. Illustrating Theorem 10.1 in case of the disc. The geodesics Geoβ and
Geoβ′ denotes the boundaries of D(α) and D(α−C√ε) respectively. The above theorem
says that if the initial aggregate contains all of the region above Geoβ, i.e., D\D(α),
and at most ε′n (where ε′  ε) many thin strips D(i),n (see (4.5)), then in εn2
rounds of IDLA on Dn, where the random walks start from DR,n, the aggregate does
not occupy any new site below Geoβ′ , i.e., the new part of the aggregate stays in
D\D(α−C√ε).
Moreover, in the subsequent arguments we also need to consider a similar IDLA process by the
blue particles. Clearly the above results continue to hold for such a process as well.
10.1. Proofs of Lemmas 9.1 and 9.2. Before proving Theorem 10.1, we finish all the remaining
proofs. Note that, to prove Lemma 9.1, we have to prove a lower bound on the growth of the IDLA
cluster. We follow the approach in [19] (the reader is encouraged to refer to [19], for a more detailed
explanation of some of the arguments appearing in the proof). Similar statements for IDLA, on the
entire lattice Z2, have cleaner proofs owing to symmetry of Z2. However, in our setting, we need
more robust approaches and hence will rely on certain heat kernel bounds for the random walk on
Un from [8]. We first quote the following hitting time estimate for the random walk on Un.
Lemma 10.4. [13, Lemma 5.3] Given a small enough ε > 0, for all large enough n, for all
z ∈ U(α−√ε),n, and y ∈ Un, such that d(y, z) ≤ ε2,
Py(τ(z) < τ(Un\U(α−ε),n)) = Θ(
log(1/d(y, z))
log n
),
where the constant in the Θ(·) notation, depends on ε, α,U.
Proof of Lemma 9.1. Since by hypothesis σ ∈ Ω(ε) ∩ Aε1 , there are at most ε1n2 red vertices in
U(α),n and similarly there are at most ε1n2 blue vertices in Un\U(α),n. To bound the hitting time
of Gε1/4 , we need to bound the time it takes for the red particles in U(α−ε1/4),n to turn blue and also
the time taken by blue particles in Un\U(α−ε1/4),n to turn red. Because of the obvious similarity in
the situations, we provide arguments only for the former case. The first step in the proof compares
the IDLA process A(t) (where only the red cluster grows) and the competitive erosion process ςt.
Now, by Remark 10.3 and Theorem 10.1, starting from σ, with probability at least 1 − ecεn, no
red walker reaches U(α−C2√ε),n in the next C1εn
2 rounds for the IDLA process and hence for the
competitive erosion process, where C2 depends on C1.
Crucially, observe that on this event, the set of blue sites inside U(α−C2√ε),n, i.e., {SB(ςt) : t ≤
C1εn
2} dominates a ‘killed’ blue IDLA process where the blue walkers start uniformly from UB,n
and perform IDLA i.e., occupy the first vacant (red) site that they hit, but are killed on hitting
∂outU(α−C2√ε),n, the outer boundary (see (8.2)) of the set U(α−C2√ε),n. This is because, on the
aforementioned event, no red random walker reaches the region U(α−C2√ε),n.
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From the above discussion, it suffices to show that in the next C1εn
2 rounds of the ‘killed’ blue
IDLA process, the blue walkers will occupy and hence wipe off all the red vertices in U(α−ε1/4),n,
(by assumption on the starting configuration σ there are at most ε1n
2 such red vertices) which
amounts to proving a lower bound for the ‘killed’ IDLA aggregate for the blue walkers. We adapt
the proof in [19]. For the purposes of certain definitions, following the same strategy from [19],
even if a blue random walk stops on hitting a red particle, we sample the entire trajectory of the
walk till it gets killed on exiting U(α−C2√ε),n. Let us denote by IDLAB(t), the blue aggregate for
the killed IDLA process after the tth round.
Assuming this for any positive integer i, we associate the following stopping times to the ith blue
walker:
• τ iIDLA: the stopping time in the killed IDLA process (i.e., when the blue walker either
occupies a red site or gets killed by hitting ∂outU(α−C2√ε),n,
• τ iz = τ(z): the hitting time of z ∈ Un,
• τ iexit = τ(Un\U(α−C2√ε),n): the exit time of the set U(α−C2√ε),n.
For z ∈ U(α−ε1/4),n, we define the random variables,
N =
C1εn2∑
i=1
1(τ iz < τ
i
IDLA): the number of blue walkers that visit z before stopping,
M =
C1εn2∑
i=1
1(τ iz < τ
i
exit): the number of blue walkers that visit z before exiting U(α−C2√ε),n,
L =
C1εn2∑
i=1
1(τ iIDLA < τ
i
z < τ
i
exit): the number of blue walkers that visit z before exiting
U(α−C2√ε),n, but after stopping.
Thus N ≥M − L. Hence,
P
(
z /∈ IDLAB(C1εn2)
)
= P(N = 0) ≤ P(M < a) + P(L > a), (10.2)
where the last inequality holds for any a. Now, by definition,
E(M) = C1εn2PµB(τ(z) < τ(Un\U(α−C2√ε),n)), (10.3)
where PµB(·) denotes the random walk measure started uniformly from UB,n. We now bound the
expectation of L. Define the following quantity: let independent random walks start from each
‘empty’ (red) site i.e SR(σ) ∩ U(α−C2√ε),n and let,
L˜ =
∑
v∈SR(σ)∩U(α−C2√ε),n
1(τ(z) < τ(Un\U(α−C2√ε),n), for the walker starting at v).
Clearly L is stochastically dominated by L˜. Hence the RHS of (10.2) can be upper bounded by
P(M < a) + P(L˜ > a). Now
E(L˜) =
∑
v∈SR(σ)∩U(α−C2√ε),n
Pv(τ(z) < τ(Un\U(α−C2√ε),n)).
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Note that by hypothesis there exists at most ε1n
2 empty (red) vertices in U(α−C2√ε),n. Since the
above sum is over a set of size at most ε1n
2, by Lemma 10.4 we have,
E(L˜) ≤ C ′√ε1 n
2
log n
,
E(M) ≥ εn2 C
′′
log n
,
for some constants C ′, C ′′, depending on ε. The first bound follows by summing the bound in
Lemma 10.4, over a set of red points of size ε1n
2 (this is maximized, when all the points are in a
ball of radius
√
ε1 around z). The latter bound follows since uniformly for any point z ∈ U(α−ε1/4),n,
the blue random walk starting uniformly from UB,n has a chance C1 = C(ε,U) of reaching a point
ε2 close to z before exiting U(α−C2√ε),n.
7 Now, once the random walker reaches such a point, using
Lemma 10.4, we get a lower bound of C
′′
logn of hitting z before exiting U(α−C2√ε),n. We now choose
ε1 small enough so that E(L˜) ≤ E(M)/4. Choosing a = E(M)/2, and using Azuma’s inequality for
sums of indicator variables we get,
P(L˜ > a) ≤ exp(−dn) and P(M < a) ≤ exp(−dn),
for some constant d > 0 (independent of n). Thus in (10.2) we get,
P(M < a) + P(L > a) ≤ 2 exp(−dn).
The proof of the lower bound now follows by taking an union bound over O(ε1n
2) red vertices
z ∈ U(α−ε1/4),n. 
10.2. Proof of Lemma 9.2. For any set A ⊂ Ω define the positive return time τ+(A) to be
inf{t ≥ 1 : ςt ∈ A}. We break the proof into a couple of lemmas.
Lemma 10.5. Given positive numbers ε, c, there exists ε′ > 0, such that for all small enough δ
(blob size), there exists D = D(ε, c, δ) > 0, such that for any σ ∈ Ω(ε) ∩ Γε′ ,
Pσ(τ+(Ω(ε)) ≥ cn2) < e−Dn
2
, (10.4)
for all large enough n = 2m.
Proof. The proof follows from Lemma 4.9 i. Recalling that ςt denotes the competitive erosion chain
with ς0 = σ, if ς1 ∈ Ω(ε) then τ+(Ω(ε)) = 1. Otherwise consider the process χ(t) = ςt+1. and let
g = W(·) be the weight function defined in (3.3). We now make the following choice of parameters
to apply Lemma 4.9 i:
B = Ω(ε), a1 = Wmax, a2 = log(1/δ),
a3 = a(ε) appearing in Theorem 4.1,
a4 = ε
′n2 with ε′ =
a3c
2
where c appears in the hypothesis,
T = cn2.
7 One can take a tube of small enough width joining a point in the ‘interior of’ Un (say 10ε away from the boundary)
to any point z and see that the random walk stays in that tube and hits the end with the point z with constant
probability C = C(ε,U), independent of n. That the random walk starting from UB,n, reaches such an interior point
before exiting U(α−C2√ε),n, with constant probability, is a straightforward consequence of the heat kernel estimates
[13, Theorem 5.2].
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The choice of a4 works since σ ∈ Γε′ by hypothesis. Also the choice of ε′ ensures that a4− a3T < 0
and hence the hypothesis of Lemma 4.9 i. is satisfied. Thus for ε′ = a3c2 , by Lemma 4.9 i. for all
σ ∈ Ω(ε) ∩ Γε′
Pς1(τ(Ω(ε)) ≥ T ) ≤ exp
(−Dn2) ,
for some D = D(ε, c, δ). Since τ+(Ω(ε)) starting from σ is one more than τ(Ω(ε)) starting from ς1,
we are done. 
Lemma 10.6. For all small ε > 0, there exists ε′ > 0, such that for all small enough δ (blob size),
there exists a constant b(δ, ε), such that for large enough n = 2m, and any σ ∈ Ω(ε) ∩ Γε′ ∩ Gε1/4 ,
Pσ(τ+(Ω(ε)) ≤ τ(Ω\Gε1/4)) > 1− e−bn.
Proof. Since σ ∈ Ω(ε) ∩ Gε1/4 , by Theorem 10.1 (since IDLA dominates competitive erosion as
mentioned before),
Pσ(τ(Ω\Gε1/4) ≥ dn2) ≥ 1− e−hn,
for some d, h depending on ε, δ. Now using c = d/2 in Lemma 10.5, we get that we can choose ε′
such that for any σ ∈ Ω(ε) ∩ Γε′ ∩ Gε1/4 ,
Pσ(τ+(Ω(ε)) ≥
dn2
2
) < e−Dn
2
, (10.5)
for some positive constant D. Thus for such an ε′
Pσ(τ+(Ω(ε)) ≤ τ(Ω\Gε1/4)) ≥ Pσ(τ+(Ω(ε)) ≤
dn2
2
)− Pσ(τ(Ω\Gε1/4) ≤ dn2),
≥ 1− e−hn − e−Dn2 .
Hence we are done by choosing b = h2 . 
Proof of Lemma 9.2. We will specify ε′ later. However notice that for any small enough ε′, if
σ ∈ Γε′/2, then by Lemma 4.8, there exist positive constants c, d depending on ε′ and the blob size
δ, such that for large enough n = 2m,
Pσ(τ(Ω\Γε′) > ecn2) ≥ 1− e−dn2 . (10.6)
Now notice that by hypothesis σ ∈ Gε, and hence σ ∈ Ω(cε), for some constant c = c(U), by
Lemma 4.5. Let τ(1), τ(2) . . . , be successive hitting times to Ω(cε), of the chain ςt with ς0 = σ i.e.,
τ(1) = 0 and for all i ≥ 0,
τ(i+1) = inf{t : t > τ(i), ςt ∈ Ω(cε)}.
The following containment is true for any positive b′: Let s := eb′n. Then
{τ(Gc
ε1/4
) ≤ s} ⊂ {∃ i ≤ s such that ςi /∈ Γε′} ∪
 s⋃
j=0
{{
τ(j) < τ(Gcε1/4) ≤ τ(j+1)
} ∩ {ςτ(j) ∈ Γε′}}
 .
The above follows by first observing whether there exists any i < eb
′n such that ςi /∈ Γε′ . Also, let
j be the first index such that τ(j) < τ(Gcε1/4) ≤ τ(j+1). Notice that on the event {τ(Gcε1/4) ≤ s} we
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have j ≤ s. Now by definition on the event {ςi ∈ Γε′ for all i ≤ s}, we have ςτ(j) ∈ Γε′ ∩Ω(cε)∩Gε1/4 .
Thus by the union bound
Pσ
(
τ(Gc
ε1/4
) ≤ eb′n) ≤ P(∃ i ≤ s such that ςi /∈ Γε′)
+
eb
′n∑
j=1
Pσ
({
ςτ(j) ∈ Γε′ ∩ Ω(cε) ∩ Gε1/4
} ∩ {τ(Gc
ε1/4
) ≤ τ(j+1)
})
.
Recall that by hypothesis σ ∈ Γε′/2. Thus by (10.6), for any small enough ε′ there exists d =
d(ε′, δ) > 0 such that for any b′ > 0 the first term is less than e−dn2 for large enough n. Also notice
that by Lemma 10.6 we can choose ε′ such that every term in the sum is at most e−bn for some
constant b > 0. Thus for such an ε′, putting everything together we get that for any b′ > 0 and
large enough n,
Pσ(τ(Gcε1/4) ≤ eb
′n) ≤ e−dn2 +
eb
′n∑
i=1
e−bn.
Hence by choosing b′ < b we get that for all large enough n,
P(τ(Gc
ε1/4
) ≤ eb′n) ≤ 2e(b′−b)n.
The proof is thus complete. 
Finally we prove Theorem 10.1. The argument will be a modification of the argument in [9],
adapted to our setting (we will follow the same definitions and notation as in [9], to which we
refer the interested reader to, for further details). Recalling the notation from (10.1), for the
purposes of this section, we consider a slightly more general process, where the growth of the
aggregate is stopped at certain stopping times, e.g., upon exiting a set T . Starting with an aggregate
S ⊂ Un, denote by A(S;x → T ), the aggregate obtained by letting a particle doing a random
walk starting from x, and stopping if it exits S or pausing it, if it exits T , i.e., A(S;x → T ) :=
S ∪ {Xτ(Un\S)∧(τ(Un\T )−1)}. To keep track of the position of a paused particle we define
P (S;x→ T ) =
{
Xτ(Un\T ) if τ(Un\T ) ≤ τ(Un\S),
⊥ otherwise.
Thus, ⊥ means that the particle is already absorbed in the aggregate. Given vertices x1, . . . , xk in
Un and a set T , define A(S;x1, . . . , xk → T ) to be the IDLA aggregate formed from an existing
aggregate S, by k particles, started at x1, x2, . . . xk and paused upon exiting T . Formally we use
induction:
S0 = S, Sj = A(Sj−1;xj → T ),
for j ∈ {1, 2, . . . k}, and we have,
A(S;x1, . . . , xk → T ) := Sk.
Again, to keep track of paused particles, define P (S;x1, . . . , xk → T ) to be the sequence of particles
paused in this process, i.e., if,
pj := P (Sj−1;xj → T ) for j ∈ {1, . . . , k},
then
P (S;x1, . . . , xk → T ) is the sequence {pj : pj 6=⊥}.
We recall the Abelian property of IDLA:
A(S;x1, . . . , xk) has the same distribution as A(A(S;x1, . . . , xk → T );P (S;x1, . . . , xk → T )).
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For more details about the Abelian property see [19] and the references therein.
To prove Lemma 10.1, we need the following two lemmas from [9] adapted to our setting. Recall
the notations U≥a,n, and U(i),n from (4.5).
Lemma 10.7. [9, Lemma 5] Fix a compact interval I ∈ R. There exists positive constants ε, ε1,
such that for all large enough n, and positive integer r, with n1/6 < r < εn, and a ∈ I, the following
holds: Let x ∈ U<a,n and let S ⊂ U<a+ r
n
,n be such that |S ∩U≥a,n| ≤ ε1r2. Moreover, let R be a set
which intersects at most ε1 fraction of the U(i),n’s in U≥a,n ∩ U<a+ r
n
,n. Then if X = {X0, X1, . . .}
is a random walk started at x, and stopped upon hitting U≥a+ r
n
,n, then,
P(Trace(X) ∩
(
U≥a,n\{S ∪R ∪ U≥a+ r
n
,n}
)
6= ∅) ≥ η,
for η = η(I,U), where Trace(X) denotes the trace of the random walk path.
Observe that U≥a′ ⊂ U≥a for any a′ ≥ a. Thus the above lemma says that if the size of the
intersection of the set S, with U≥a,n ∩ U<a+ r
n
,n, is not large, then there is a constant chance that
the random walk starting from U<a,n, will visit sites in U≥a,n ∩ U<a+ r
n
,n, which are neither in S
nor in R, before hitting U≥a+ r
n
,n.
Note that on the above event, in the IDLA process the random walk will occupy a site in
U≥a,n ∩ U<a+ r
n
,n,. This is the type of result which allows us to then bound the growth rate of the
IDLA cluster.
After analyzing the behavior of a single particle, we can analyze the behavior of the whole
aggregate. The following lemma says that with high probability, a constant fraction of the aggregate
is absorbed in a wide enough shell.
Lemma 10.8. [9, Lemma 6] Let I be as above. Then, there exists positive constants c, c1, c2, and
0 < p < 1, such that for all n large enough, for all n1/3 < k < cn2, and x1, . . . , xk ∈ U<a,n, and for
all S ⊂ U<a,n where a ∈ I, the following is true: for any set R, which intersects at most c1 fraction
of the U(i),n’s in U≥a,n ∩ U<γ,n, then,
P(|A(S ∪R;x1, . . . , xk → U<γ,n)\S ∪R| ≤ c2k) ≤ pk
where γ = a+
√
k
n .
The above lemma says that if at any time the aggregate is a subset of U<a,n, along with some c1
fraction of the U(i),n’s in U≥a,n ∩ U<γ,n then in the next k rounds (as long as k < cn2) a constant
fraction of the particles fill up sites in U<γ,n with high probability. Our hypothesis about the initial
cluster in Theorem 10.1 will allow us to apply the above lemmas. Before proving the above lemmas
we finish the proof of Theorem 10.1.
Proof of Theorem 10.1. Note that U≥β = U(α) (see (1.4)) and U(α−C√ε) ⊂ U≥β+C1√ε for some C1
depending on C (due to the same reasoning as in (4.4)). Thus it suffices to prove that the growth
cluster will not touch any new points in U≥β+C1√ε,n for some C1.
The proof consists of inductively constructing a sequence of aggregates A(j) by pausing the
particles at different distances mj from the starting set UR,n. If kj is the number of paused
particles, we choose the next distance mj+1, at which we pause the particles again, in terms of mj
and kj . We iterate this procedure until there are less than εn paused particles. Since there are too
few particles now, we naively bound the growth of the cluster from this point on.
Define A(j),mj , Pj , kj as follows: A(0) is the initial set of filled sites as in the hypothesis of
Theorem 10.1. Let m1 =
√
εn and A(1) be the cluster after εn
2 random walks were released
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uniformly from UR,n and stopped on hitting U≥β1,n where β1 = β+
m1
n . Correspondingly let P1 be
the sequence of stopped particles and k1 = |P1|. We now define A(j), Pj for all j > 1. For j > 1
define mj+1 in the following way: (this is where we make the adaptations from [9] since in our
setting the initial cluster has some particles and hence not all the sites in U≥βj ,n are empty.)
For i = 1, 2, . . ., let bi = β+
mj+i
√
kj
n . Let ` be the smallest integer such that at most c1 fraction
of the shells U(i),n that intersect U≥b`−1,n∩U<b`,n, contain particles from the initial cluster A(0) (c1
is the same as in the hypothesis of Lemma 10.8). We define m′j and mj+1 to be mj + (`− 1)
√
kj
and mj + `
√
kj respectively.
Let
A(j+1) = A(A(j);Pj → U<b`,n),
Pj+1 = P (A(j);Pj → U<b`,n),
and let kj+1 = |Pj+1|. Also let J be the (random) first time at which kj ≤ εn. We do not stop the
particles after this point and hence by construction A(j) = A(J+1), for any j ≥ J + 1. As mentioned
earlier, the Abelian property guarantees that A(J+1) has the same law as the IDLA cluster with
m0 = εn
2 particles. We use the crude bound,
A(J+1)\A0 ⊂ U<β+β′,n,
where β′ = mJn + C
(ε′n+εn)
n , for some constant C = C(U). This follows because there are at most
εn particles left and initially at most ε′n many shells U(i),n filled up, and hence the growth from J
onwards cannot hit more than ε′n+ εn shells U(i),n (note that the initial cluster A0 by hypothesis
can intersect U≥β+β′,n, but the above argument implies that no new site added to the aggregate
intersects it). By Lemma 10.8, for some c2 > 0, and p > 0 (depending only on α)
P[∃ 2 ≤ j ≤ J ∧ n : kj ≥ (1− c2)jk1] ≤ P[∃ 2 ≤ j ≤ J ∧ n : kj ≥ (1− c2)kj−1] = O(n)pεn.
Since k1 ≤ εn2 by hypothesis, for all small enough ε this implies that with probability at least
1− Cnpεn (for some constant C independent of n) we have J ≤ n, and kj decreases geometrically
at each step. Hence,
mJ = m1 + (m
′
1 −m1) +
√
k1 + (m
′
2 −m2) + . . .+ (m′J−1 −mJ−1) +
√
kJ−1, (10.7)
≤ m1 +
√
k1
1
1−√(1− c2) +
J−1∑
`=1
(m′` −m`).
Now we finish by bounding
∑J−1
`=1 (m
′
` −m`). Notice that by definition at least c1(m′` −m`) shells
intersect the initial cluster. Also by assumption on the initial cluster, number of such shells is
at most ε′n ≤ εnD . Thus c1
∑J−1
`=1 (m
′
` − m`) ≤ εDn, and hence choosing D = 1c1 , we get that∑J−1
`=1 (m
′
` −m`) ≤ εn. Since k1 ≤ εn2, putting everything together it follows that with probability
at least 1−npεn we have mJ ≤ Cm1 = C
√
εn for some absolute constant C. Thus A(J+1)\A0 does
not intersect U≥β+C1√ε,n and we are done. 
We now provide the proofs of Lemmas 10.7 and 10.8.
Proof of Lemma 10.7. Let y be the first point that the random walk hits, as it exits U<a+ r
2n
,n. Now
using the smoothness of U, uniformly in y, and all small enough c, we have |Bn(y, crn )| ≥ Θ(c2r2).
Now, if ε1 = ε1(c) is small enough, then |Bn(y, crn )\{S ∪ A}| ≥ Θ(c2r2). The result now follows
from the heat kernel estimate in [13, Theorem 5.2] which says that, the probability that the random
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walk started at y, hits the set Bn(y,
cr
n )\{S ∪ A} before exiting Bn(y, r2n) is lower bounded by a
constant independent of r, n. 
Proof of Lemma 10.8. The proof of [9, Lemma 6] uses [9, Lemma 5]. The same arguments as in [9,
Lemma 6] using Lemma 10.7 above, instead of [9, Lemma 5], completes the proof. 
Appendix A. Proofs of some earlier statements
In this section we provide proofs of Lemmas 4.2, 4.3, 4.4 4.5, 5.4 and 5.5 that were omitted in
the main text.
Proof of Lemma 4.2. Clearly by (5.5) and Lemmas 5.4, and 5.5, we see that G∗(z) is a bounded
continuous function on U (where the bound is O(| log(δ)|)). Approximating integral by Riemann
sums, we get, ˆ
U
|G∗(z)| dξdη = lim
n→∞
∑
zn∈Un
1
n2
|G∗(zn)|,
where z = ξ + iη. The proof will then immediately follow from Theorem 5.3, if we can show that,
lim sup
δ→0
ˆ
U
|G∗(z)| dξdη <∞,
which follows since,
lim
δ→0
ˆ
U
|G∗(z)| dξdη =
ˆ
U
64
pi
∣∣∣∣log∣∣ψ(z)− iψ(z) + i ∣∣
∣∣∣∣ dξdη, (A.1)
=
64
pi
ˆ
D
|φ′(z)|2
∣∣∣∣log∣∣z − iz + i ∣∣
∣∣∣∣ dξdη,
< ∞.
The first equality is a consequence of Lemmas 5.4 and 5.5. The second equality is just the change
of measure formula. The last inequality holds since |φ′(z)| is bounded and the function log∣∣ z−iz+i ∣∣ is
an integrable function on the disc. Thus, we are done. 
Proof of Lemma 4.3. Let us fix a configuration where every vertex in U(α),n, except possibly O(n)
many, is colored blue and call it σ∗. The O(n) correction is needed since every configuration has
exactly bα|Un|cmany blue vertices. By Lemma 5.4, for all z ∈ U, such that min(d(z, xB), d(z, xR)) ≥
δa, we have,
G∗(z) =
64
pi
log
∣∣ψ(z)− i
ψ(z) + i
∣∣+ o(1). (A.2)
By Lemma 5.5, on the remaining set of measure O(δa), one has |G∗| = O(| log(δ)|). This along with
Theorem 5.3, implies that given any number c, for small enough δ, and n = 2m > N(δ), we have,∣∣∣∣∣Wmax − n2 64pi
ˆ
U(α)
log
∣∣ψ(z)− i
ψ(z) + i
∣∣ dξdη∣∣∣∣∣ ≤ cn2,
|W(σ∗)−Wmax| ≤ cn2. (A.3)
From Lemmas 5.4, and 5.5, it follows that the function G∗(z) (as δ goes to 0) is uniformly integrable
i.e., given any a, there exists b = b(a) (b(a)→ 0 as a goes to 0) such that,
lim sup
δ→0
sup
A
ˆ
A
G∗(z)dξdη ≤ b,
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where the supremum is taken over all subsets A of U of Lebesgue measure at most a. Using this
and Theorem 5.3, it follows that: Given any constant a, there exists a constant b = b(a) such that
for all small enough δ and n = 2m > N(δ):
sup
A⊂Un
|A|≤an2
∑
zn∈A
|Gn(zn)| ≤ bn2, (A.4)
where b = b(a) tends to 0, as a tends to 0. Thus for any σ ∈ Aε, by (A.4), |W(σ)−W(σ∗)| ≤ b(2ε)n2.
Hence we are done by (A.3). 
Proof of Lemma 4.4. It follows immediately from Lemmas 5.4, 5.5 and Theorem 5.3. 
Proof of Lemma 4.5. The upper containment follows from (4.8). The lower containment follows
from (A.2) and Theorem 5.3. That Ω(ε3) ⊂ Aε for some ε3 = O(ε) follows immediately from the
definitions. 
Proof of Lemma 5.4. Recall that the map φ is bi-Lipschitz. Thus it suffices to show that
lim
δ→0
sup
z∈D:
d(z,−i)≥δa
d(z,i)≥δa
∣∣∣∣G∗ ◦ φ(z)− 64pi log
∣∣∣∣z − iz + i
∣∣∣∣∣∣∣∣ = 0.
Note that by hypothesis, UB ⊂ B(xB, 2δ) ∩ U, and hence,
ψ(UB) ⊂ B(−i, Cδ) ∩ D, (A.5)
for some constant C (where C/2 is the Lipschitz constant of ψ). Similar containment holds for UR
and ψ(UR). Now, notice that by the change of variable formula for C ∈ {B,R},∣∣∣∣ 1area(UB)
ˆ
AC
f˜ ◦ φ(ζ)|φ′(ζ)|2dξdη
∣∣∣∣ = 16. (A.6)
These facts along with (5.5) clearly imply that
G∗ ◦ φ(z) = 64
pi
log
[ |z − i|+O(δ)
|z + i|+O(δ)
]
, (A.7)
where the constant in the O(·) term depends only on C in (A.5). Thus,∣∣∣∣G∗ ◦ φ(z)− 64pi log
∣∣∣∣z − iz + i
∣∣∣∣∣∣∣∣ ≤ 64pi
(∣∣∣∣log(1 + O(δ)|z − i|
)∣∣∣∣+ ∣∣∣∣log(1 + O(δ)|z + i|
)∣∣∣∣) .
Since a < 1, we have lim
δ→0
δ
δa
= 0. Thus sending δ to 0, we see that the RHS uniformly converges to
0 on the set {z ∈ D : min(|z − i|, |z + i|) ≥ δa}. Hence we are done. 
Proof of Lemma 5.5. We only consider the first case, since the argument for the other case is similar.
Since a will be fixed throughout the proof, C = C(a) will be a universal constant independent of
everything. Assuming d(xB, z) ≤ δa, and using the bi-Lipschitz property of φ, it suffices to show
that for all z ∈ D such that d(z,−i) ≤ δa,
a
C
| log(δ)| ≤ (G∗ ◦ φ)(z) ≤ C| log(δ)|.
We first show the above bounds for,
1
area(UB)
1
pi
ˆ
|ζ|<1
(
1(ψ(UR))− 1(ψ(UB))
)
(ζ)|φ′(ζ)|2 log |ζ − z|dζ. (A.8)
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Clearly,
1
area(UB)
1
pi
ˆ
|ζ|<1
1(ψ(UR))(ζ)|φ′(ζ)|2 log |ζ − z|dζ = O(1),
since d(z, ψ(UR)) > d(xB,xR)2 for all small enough δ. Since ψ is bi-Lipschitz, ψ(UB) is contained in
a ball of radius Cδ, and contains a ball of radius cδ for some constants C, c, which do not depend
on δ. This implies that area(ψ(UB)) = Θ(δ2). Also, |φ′| is bounded away from 0 and ∞. Thus, for
any z ∈ D we have,∣∣∣∣∣ 1area(UB) 1pi
ˆ
|ζ|<1
1(ψ(UB))(ζ)|φ′(ζ)|2 log |ζ − z|dζ
∣∣∣∣∣ = O
(∣∣∣∣∣ 1δ2
ˆ Cδ
0
ˆ
|ζ−z|=r
log |ζ − z|dθdr
∣∣∣∣∣
)
,
= O
(∣∣∣∣ 1δ2
ˆ Cδ
0
r log(r)dr
∣∣∣∣) ,
= O (| log(δ)|) .
The lower bound follows immediately since d(z, ψ(UB)) ≤ δa.
We now prove the same bound for
1
area(UB)
1
pi
ˆ
|ζ|<1
(
1(ψ(UB))− 1(ψ(UR))
)
(ζ)|φ′(ζ)|2 log |1− ζ¯z|dζ. (A.9)
Again, it is easy to check that,
1
area(UB)
1
pi
ˆ
|ζ|<1
1(ψ(UR))(ζ)|φ′(ζ)|2 log |1− ζ¯z|dζ = O(1).
To find the order of the term,
1
area(UB)
1
pi
ˆ
|ζ|<1
1(ψ(UB))(ζ)|φ′(ζ)|2 log |1− ζ¯z|dζ,
recall from Section 1.2, that d(UB, ∂U) = Θ(δ) and hence d(ψ(UB), ∂D) = Θ(δ). Thus, for any
ζ ∈ ψ(UB), we have Cδ ≤ |1 − ζ¯z|. Also, since d(z, xB) ≤ δa by hypothesis, |1 − ζ¯z| = O(δa).
Therefore, the sought bounds follow by plugging in the above estimates, and hence by (5.5), we are
done. 
Appendix B. Basic geometric properties of U
We finish by including a short discussion of some basic geometric properties of Un used before in
the article. The following is a well known locally half plane like property of the boundary of U: since
the boundary ∂U is analytic, there exists a C > 0, and an ε0, such that for all x = (x1, x2) ∈ ∂U,
there exists an orthogonal system of coordinates centered at x, such that for all ε ≤ ε0 :
B(x, ε) ∩ U = {(x′1, x′2) ∈ B(x, ε) : x′1 ∈ (x1 − ε, x1 + ε), x′2 ≥ f(x′1)} , (B.1)
and |f(x′1)−x2| ≤ C|x′1−x1|2. The above is a simple consequence of Taylor expansion up to second
order of the curve, locally near x. See Figure 14 i. As a simple corollary of the above fact, we
see that U satisfies the following property, which shows that the yC’s in Section 1.2 can indeed be
chosen.
Corollary B.1. Let U be as in Section 1.2. Then there exists δ0 = δ0(U) such that for all x ∈ U
and δ < δ0 there exists y ∈ U such that d(y, x) ≤ δ and B(y, δ2) ⊂ U.
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
O(2)
(x1, x2) z = (z1, z2)
(z1, z2 + δ)
δ
100
0
i. ii.
Figure 14. i. Locally the region near the boundary looks like a half plane. ii.
Illustrating the proof of Corollary B.1.
Proof. Choose δ0 ≤ ε04 , such that Cδ20 ≤ δ0100 , where ε0 and C appear in (B.1). For any δ < δ0, the
lemma is immediate if d(x, ∂U) > δ2 ; since, then we can choose y = x. Otherwise, let z = (z1, z2) ∈
∂U be the closest point on the boundary to x. Now, in the local coordinate system centered at z
as in (B.1), choose y = (z1, z2 +
δ
2). Then, d(x, y) ≤ d(x, z) + d(z, y) ≤ δ. Also, clearly B(y, δ2) ⊂ U,
and hence we are done. See Figure 14 ii. 
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