The Classical Complexity of Gaussian Boson Sampling by Quesada, Nicolás & Arrazola, Juan Miguel
The Classical Complexity of Gaussian Boson Sampling
Nicola´s Quesada∗ and Juan Miguel Arrazola
Xanadu, 777 Bay Street, Toronto, Canada
We introduce an exact classical algorithm for simulating Gaussian Boson Sampling (GBS). The
complexity of the algorithm is exponential in the number of photons detected, which is itself a
random variable. For a fixed number of modes, the complexity is in fact equivalent to that of cal-
culating output probabilities, up to constant prefactors. The simulation algorithm can be extended
to other models such as GBS with threshold detectors, GBS with displacements, and sampling lin-
ear combinations of Gaussian states. In the specific case of encoding non-negative matrices into a
GBS device, our method leads to an approximate sampling algorithm with polynomial runtime. We
implement the algorithm, making the code publicly available as part of Xanadu’s The Walrus li-
brary, and benchmark its performance on GBS with random Haar interferometers and with encoded
Erdo˝s-Renyi graphs.
I. INTRODUCTION
Boson Sampling is a model of photonic quantum
computing that was introduced to argue that quantum
computers cannot be efficiently simulated classically [1].
Since then, significant work has been done to pursue its
practical implementation [2–5] and to design variants
that are more amenable to existing experimental
techniques [6–9]. Recently, Gaussian Boson Sampling
(GBS) has emerged as a new paradigm that addresses
some of the major challenges in scaling Boson Sampling
devices [10, 11]. Instead of employing indistinguishable
single photons as inputs, GBS prepares a multi-mode
Gaussian state that is subsequently measured using
photon detectors [12]. The Gaussian state is typically
obtained by sending squeezed light through a linear-
optical interferometer, while more general versions
employ displacements together with squeezing opera-
tions. GBS has raised additional interest due to the
discovery of applications to quantum chemistry [13],
optimization [14–16], graph similarity [17], and point
processes [18]. Initial experimental implementations
have also been recently reported [19–21].
The complexity arguments underlying the hardness
of classically simulating GBS are only valid asymp-
totically. In practice, it is necessary to perform a
comparison to state-of-the-art simulation algorithms
to understand the actual advantages of employing a
quantum computer. Considerable progress has been
made in developing classical simulation algorithms
for the original Boson Sampling model. Ref. [22]
reported the first simulation method by describing an
approximate Markov chain Monte Carlo algorithm for
Boson Sampling. These results were improved in Ref.
[23], where an exact sampling algorithm was developed
with the same asymptotic complexity but better
constant prefactors. As stated in Ref. [24], extending
these techniques to GBS has been challenging because
these algorithms rely on specific properties of Boson
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Sampling that are not present in GBS. Despite these
challenges, an exact simulation algorithm has been
reported and implemented for the specific case of GBS
with threshold detectors [25, 26]. This algorithm suffers
from the critical drawback that its memory requirement
also scales exponentially, limiting the scope of problems
that can be simulated.
In this work, we introduce an exact simulation
algorithm for GBS with efficient space complexity and
applicable to all versions of GBS. The worst-case time
complexity of the algorithm is linear in the number
of modes and exponential in the number of detected
photons. The core strategy is to employ the chain rule
of probability to sequentially sample the number of
photons in each mode conditioned on the results from
previous modes. Conditional sampling is particularly
well suited to Gaussian states because it is straightfor-
ward to describe the marginalized density matrices of
any number of subsystems using covariance matrices
and a vector of means. The method presented here can
also be applied to several other models, including GBS
with threshold detectors, GBS with displacements,
and sampling linear combinations of Gaussian states.
We also show that in the special case of encoding
non-negative matrices into a GBS device, the algo-
rithm results in an approximate sampling procedure
with polynomial runtime. Finally, we implement the
algorithm and benchmark its performance on random
interferometers drawn from the Haar measure. We
also benchmark the approximate algorithm for random
Erdo˝s-Renyi graphs. The code used to generate these
results is freely available as part of Xanadu’s The
Walrus library [27].
II. CLASSICAL GBS ALGORITHM
In this section we describe and study the algorithm
for GBS simulation. For completeness, we begin with a
brief description of GBS. We continue by outlining the
algorithm in detail, performing a theoretical analysis of
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2its complexity, and discussing its scope of application.
A. Gaussian Boson Sampling
The quantum state % of a system of m bosonic
modes can be uniquely specified by its Wigner function
W (q,p) [28, 29], where q ∈ Rm are the canonical posi-
tions and p ∈ Rm are the canonical momenta. Gaussian
states are defined simply as the set of states with Gaus-
sian Wigner functions. They can be uniquely described
by a covariance matrix V and a vector of means q¯, p¯.
It is convenient to write the covariance matrix in terms
of the complex amplitudes α = 1√
2~ (q+ ip) ∈ Cm. The
variables α are complex-normal distributed with mean
α¯ = 1√
2~ (q¯ + ip¯) ∈ Cm and covariance matrix Σ [30].
GBS is a model of photonic quantum computing
where a Gaussian state is measured in the Fock basis.
A general pure Gaussian state can be prepared by using
single-mode squeezing and displacement operations in
combination with linear-optical interferometry [29, 31–
33]. It was shown in Ref. [10] that when the modes
of a Gaussian state with zero mean (α¯ = 0) are mea-
sured, the probability of obtaining a pattern of photons
S = (s1, . . . , sm), where si is the number of photons in
mode i, is given by
p(S) =
1√
det(Q)
Haf(AS)
s1! . . . sm!
, (1)
where
Q := Σ+ 1/2, (2)
A := X
(
1−Q−1) , (3)
X := [ 0 1
1 0 ] , (4)
and AS is the matrix obtained by repeating rows and
columns i and i+m of the 2m× 2m symmetric matrix
A. We refer to A as the kernel matrix. If si = 0, rows
and columns i and i+m are deleted from A; if si > 0,
the rows and columns are repeated si times. The matrix
function Haf(·) is the hafnian [34], which for a 2m×2m
matrix A is defined as
Haf(A) =
∑
µ∈PMP
∏
(i,j)∈µ
ai,j , (5)
where ai,j are the entries of A and PMP is the set of
perfect matching permutations, namely the possible
ways of partitioning the set {1, . . . , 2m} into disjoints
subsets of size two. The hafnian is #P-Hard to ap-
proximate for worst-case instances [35] and the runtime
of the best known algorithms for computing hafnians
scales exponentially with the dimension of the input
matrix [36]. The hardness of computing hafnians has
been leveraged to show that, under the validity of
specific technical conjectures, sampling from the output
distribution of a GBS device cannot be performed
efficiently using classical computers [1, 10].
B. Algorithm
Ideally, a classical sampling algorithm for GBS will
have the following properties: (i) sampling from the
GBS distribution is exact, (ii) space complexity is
polynomial, and (iii) time complexity is proportional
to the complexity of computing output probabilities.
We now describe an algorithm satisfying all these
properties. The main strategy is to apply the defi-
nition of conditional probability p(sk|sk−1, · · · , s1) =
p(sk, sk−1, · · · , s1)/p(sk−1, · · · , s1) to sequentially
sample each mode conditioned on outcomes from
previous modes. When sampling the k-th mode, the
probability p(sk, sk−1, · · · , s1) can be calculated from
the reduced state of the first k modes, which can be
efficiently computed for Gaussian states. This in turn
involves calculating the hafnian of a matrix whose size
depends on the number of photons detected so far.
The probability p(sk−1, · · · , s1) is calculated from the
previous step.
Formally, let Q(k) denote the reduced covariance ma-
trix of the first k modes; this is simply the submatrix
of Q obtained by keeping rows and columns 1 to k and
m + 1 to m + k. We define O(k) = 1− (Q(k))−1 and
A(k) = XO(k) in the same manner. The probability
of observing a partial pattern S(k) = (s1, s2, . . . , sk) of
photons in the first k modes is given by
p(S(k)) =
1√
det(Q(k))
Haf
(
A
(k)
s
)
s1! . . . sk!
. (6)
The algorithm is specified as follows:
1. Compute A(1) and sample the number of photons
s1 in the first mode from the distribution p(s1) =
1√
det(Q(1))
Haf(A(1)s1
)
s1!
. This is done by computing
each probability p(s1 = 0), p(s1 = 1), . . . , p(s1 =
nmax) up to a maximum photon number nmax and
sampling from the resulting distribution. The pa-
rameter nmax must be chosen to ensure that the
resulting distribution is sufficiently close to nor-
malized. Let s∗1 denote the output of this step.
2. Compute A(2) and, as before, sample the number
of photons s2 in the second mode from the condi-
tional distribution
p(s2|s∗1) =
p(s∗1, s2)
p(s∗1)
, (7)
where s∗1 is fixed from the result of the previous
step and p(s∗1, s2) is defined as in Eq. (6).
3. Repeat this procedure for all modes. The condi-
tional distribution of the photon number sk for
the k-th mode is
p(sk|s∗1, . . . , s∗k−1) =
p(s∗1, s
∗
2, . . . , s
∗
k−1, sk)
p(s∗1, . . . , s
∗
k−1)
. (8)
3The outputs (s∗1, . . . , s
∗
k−1) are fixed from the re-
sults of the previous steps, p(s∗1, s
∗
2, . . . , s
∗
k−1, sk)
is given by Eq. (6), and the probability
p(s∗1, . . . , s
∗
k−1) that is necessary to sample at step
k has already been computed at step k − 1.
The correctness of the algorithm follows from the
chain rule of probability
p(s1, s2, . . . , sm) =
m∏
k=1
p(sk|s1, s2, . . . , sk−1), (9)
which implies that the algorithm performs exact sam-
pling from the GBS distribution.
C. Complexity
The algorithm has O(m2) space complexity: the
largest memory requirement arises from the need to
store the 2m× 2m matrix A. Therefore, the algorithm
is memory-efficient. To determine the time complex-
ity, consider step k where the goal is to sample photons
from the k-th mode. Assume that n photons have been
sampled in the previous k−1 modes. To generate a sam-
ple, the algorithm computes the nmax conditional prob-
abilities of observing 0, 1, . . . , nmax photons in mode k.
This in turn requires calculating the hafnian of matrices
with dimensions 2n, 2(n + 1), . . . , 2(n + nmax). State-
of-the-art algorithms for evaluating hafnians [36] have
complexity O(n32n), where 2n is the dimension of the
matrix. Therefore, having detected n photons, the time
t(n) required to sample one additional mode is
t(n) = O
nmax∑
j=0
(n+ j)32(n+j)

= O
(
n32n
)
. (10)
After each new step, the number of photons detected
at that stage of the algorithm may either increase if
more photons are observed, or stay the same if no more
photons are detected. Let µn denote the number of
steps for which exactly n photons were detected at that
stage of the algorithm. Note that µn ≤ m. To produce
a sample of N photons in total, the algorithm therefore
requires time
T (N,m) =
N∑
n=0
µnt(n)
= O
(
mN32N
)
. (11)
The largest matrix whose hafnian needs to be computed
has dimension precisely 2(N + nmax), so computing its
hafnian takes time (N + nmax)
32N+nmax = O(N32N ).
Thus, up to constant prefactors, the complexity of
generating one sample from the algorithm is roughly m
times that of computing one output probability.
The complexity of the algorithm depends on how
many photons have been sampled previously: two sam-
ples with the same number of photons can take differ-
ent amounts of time to be generated. The two extreme
cases occur when most of the photons are detected in
the first few modes (longest time) and when they are de-
tected in the last few modes (shortest time). Although
asymptotically the best algorithms for computing haf-
nians have complexity O(N32N ), the constant factors
are sufficiently large that for all values of N for which
hafnians can be computed in practice, we note that it is
in fact preferable to employ the algorithm of Ref. [37],
whose runtime scales as O(N52N ).
D. Scope of application
The sampling algorithm relies on an important prop-
erty of Gaussian states: the marginal of a Gaussian state
is another Gaussian state whose covariance matrix and
vector of means can be efficiently computed from those
of the larger state. This is a special feature of Gaus-
sian states; indeed, computing reduced states generally
requires exponential time. Using this observation, we
generalize the sampling algorithm to several variants of
GBS where marginals can be efficiently computed.
1. Threshold detectors
The first case we consider is GBS with threshold de-
tectors , where output probabilities are given by
p
(
S(k)
)
=
Tor
(
O
(k)
s
)
√
det
(
Q(k)
) , (12)
where as before O(k) = 1− (Q(k))−1, Tor(·) is the
torontonian [25], and the entries of S(k) take the val-
ues si = 0 for no detection and si = 1 for detection.
The best known algorithms for computing torontonians
have the same complexity as those for calculating haf-
nians [25].
2. Displacements
The algorithm can also be applied to GBS with dis-
placements, i.e., when the Gaussian state has non-zero
mean α¯ 6= 0. We first define the following useful quan-
tities:
~α(k) =
(
α¯(k),
[
α¯(k)
]∗)
, (13)
~γ(k) =
[
Q(k)
]−1 [
~α(k)
]†
, (14)
N (k) =
exp
(
− 12~α(k)
[
Q(k)
]−1 [
~α(k)
]†)√
det(Q(k))s1! · · · sk!
. (15)
4As shown in Refs. [36, 38, 39], for GBS with displace-
ment the output probabilities are given by
p(s) = N (k) × lhaf
{
filldiag
(
A(k)s , ~γ
(k)
s
)}
, (16)
where lhaf(·) is the loop hafnian introduced in Ref. [36],
~γs is the vector obtained from ~γ by repeating the i and
i+m entries of ~γ(k) a total of si times, and the function
filldiag
(
A
(k)
s , ~γ
(k)
s
)
replaces the diagonal of A
(k)
s with
the vector ~γ
(k)
s . The loop hafnian has the same com-
plexity as the hafnian, thus its sampling algorithm has
the same complexity as GBS without displacement.
3. Linear combinations of Gaussian states
The algorithm can also be applied to sampling using
threshold detectors for states that can be written as
linear combinations of Gaussian states:
% =
∑`
i=1
qi %i(α¯i,Σi), (17)
where %i(α¯i,Σi) is a Gaussian state with vector of
means α¯i and covariance matrix Σi.
The coefficients qi can form a probability distribution,
in which case % is a mixture of Gaussian states, or they
can be (possibly negative) real numbers. This last case
occurs for instance when describing non-Gaussian states
prepared using heralding schemes [25]. If the qi form a
probability distribution, then one only needs to draw
the Gaussian state %i(α¯i,Σi) with probability qi and
directly use the algorithms derived before. If on the
other hand some of the qi are negative, note that the
probability of any event is simply the weighted sum of
the probabilities of the Gaussian states %i(α¯i,Σi); thus,
the machinery of the algorithm carries over with min-
imal modifications. In particular, the time required to
generate a sample simply gets multiplied by `, the num-
ber of Gaussian states combined to generate the state
%.
4. Non-negative kernel matrices
Besides being generalizable to different states and
measurements, the algorithm can have polynomial
time complexity whenever output probabilities can
be estimated efficiently. An important example is
when the covariance matrix Q, or equivalently Σ, is
non-negative, i.e., when Qij ≥ 0 for all i, j. Indeed, as
we show in Appendix A, if Q(k) is both non-negative
and a proper quantum covariance matrix, then the
reduced Kernel matrices A
(k)
s are also non-negative.
This implies that the probabilities p(S(k)) can be ap-
proximated efficiently since the hafnian of non-negative
matrices can be estimated in polynomial time [40, 41].
Let G be a skew-symmetric random matrix whose en-
tries above the main diagonal are drawn from the stan-
dard normal distribution N (0, 1). Defining a matrix W
with entries Wij = Gij
√
aij , it holds that [40, 41]
Haf(A) = E[det(W )], (18)
where aij are the matrix elements ofA. To approximate
the hafnian ofA, M random matricesW1,W2, . . . ,WM
are drawn and used to compute the estimator
Haf(A) ≈ 1
M
M∑
i=1
det(Wi). (19)
This scenario includes the important situation where
the kernel matrix A is the adjacency matrix of an
unweighted graph.
Computing the determinant of a 2n×2n matrix using
the lower-upper (LU) decomposition method takes time
O(n3), and M such determinants have to be calculated
to estimate a single hafnian. As shown in Appendix A,
for the cases when the kernel matrix is non-negative and
block diagonalA = B⊕B, it follows that the covariance
matrix Q is also non-negative and thus all probabilities
in the algorithm can be estimated in polynomial time.
From the analysis of the previous section, this leads to
an asymptotic running time scaling as O
(
mMN3
)
.
III. BENCHMARKING
In this section, we test the performance of the algo-
rithm. Tests are based on a Python implementation,
publicly available in the samples module of Xanadu’s
The Walrus library [27]. As stated in section II C, the
runtime of the algorithm scales exponentially with the
number of photons and linearly with the number of
modes. Since the number of photons is the dominant
parameter, we fix the number of modes and test the
computational resources required to produce samples
with different photon numbers. We consider two
scenarios. First, we simulate GBS with equal squeezing
levels and an interferometer selected randomly from the
Haar measure. Second, we benchmark the approximate
sampling algorithm for non-negative kernel matrices
built from random Erdo˝s-Renyi graphs.
A. Exact algorithm
When all modes in a GBS device are equally squeezed,
the kernel matrix takes the form A = B ⊕B∗, where r
is the squeezing parameter, B = tanh r×UUT , and U
is the unitary specifying the linear interferometer. The
GBS distribution is then
p(S) =
tanh(r)m√
det(Q)
|Haf(VS)|2
s1! . . . sm!
, (20)
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FIG. 1. Running times of the exact simulation algorithm.
The solid line shows the average running times calculated
among all samples of that photon number. The error bars
represent one standard deviation. The dotted line shows an
exponential fit to the data of the form T (N) = eaN+b, with
a = 0.594 and b = −2.002, that can be used to estimate run-
ning times for larger photon numbers N . The algorithm was
implemented on an AMD Radeon R7 computer operating at
3.8 GHz with 12 Gb of RAM.
where V = UUT is a unitary matrix. If U is drawn
from the Haar distribution, V will be sampled from
the circular orthogonal ensemble [42].
We simulate this setting for a GBS device with
m = 100 modes and varying squeezing levels, which
lead to different mean total photon numbers. We run
the algorithm on a desktop computer and generate a
total of 100 samples. Runs of the algorithm detecting
more than 14 photons before reaching the final mode
were halted to ensure manageable running times. The
results are shown in Fig. 1, where we plot the average
running time of the algorithm as a function of the
number of photons. For small photon numbers, samples
can be produced quickly, but for roughly eight or more
photons, the exponential scaling of the algorithm
becomes dominant, leading to large runtimes. Error
bars in the plot illustrate the fluctuation in runtimes
due to variations in photon patterns.
Fig. 1 also shows an exponential fit to the runtime
of the form T (N) = eaN+b, with a = 0.594 and
b = −2.002. This can be used to estimate the per-
formance of the algorithm for larger photon numbers.
From this fit, we estimate that it takes hours to gener-
ate samples with 20 or more photons on a desktop com-
puter. We also estimate that generating a sample with
50 photons on a desktop computer would on average re-
quire roughly one million hours, i.e., approximately 100
years. Proportionate reductions in runtime can be ob-
tained using more powerful processors and parallelizing
the computation.
B. Approximate algorithm for non-negative
matrices
We benchmark the approximate sampling algorithm
when the kernels are adjacency matrices of random
Erdo˝s-Renyi graphs. We construct a random graph of
100 vertices, where an edge is added with probability
1/2. When encoded in a GBS device, this corresponds
to m = 100 modes. In estimating the hafnians using
Eq. (19), M = 1000 samples were used. The results
are shown in Fig. 2, where we plot the average running
times for generating samples of different photon num-
ber. The figure also shows a quadratic fit of the form
T (N) = aN2 + bN + c, with a = 0.134, b = −0.332,
and c = 5.210, which can be used to estimate the
resources required to generate samples with more
photons. The reason that the fit is quadratic and
not cubic, as would be suggested by the complexity
analysis in section II C, is that numerical algorithms
for estimating determinants in fact scale quadratically
for small matrix sizes.
As expected, the runtimes are considerably shorter for
the approximate algorithm, which can for example pro-
duce samples with 50 photons in a few minutes. How-
ever, this comes at a price: the errors in the approxima-
tion are significant. To monitor the error in the hafnian
estimation, we compute the sum of the conditional pho-
ton number probabilities when sampling the last mode,
i.e., we calculate η =
∑nmax
i=0 p(sm = i|s1, . . . , sm−1).
For nmax sufficiently large, if all probabilities are calcu-
lated correctly, it must hold that η = 1. Therefore the
error ε = |1 − η| can be used as a simple method to
estimate the reliability of the sampling procedure. We
observe an average error of ε = 63% across all samples,
with a maximum error of ε = 228%. This can be inter-
preted as evidence that the algorithm is sampling from
a distribution that is far from the target GBS distri-
bution. From standard results in Monte Carlo estima-
tion, the error in the hafnian approximation formula of
Eq. (19) scales as 1/
√
M , meaning that to reduce the
error for example to ε = 5%, running times that are
hundreds of times larger than reported in Fig. 2 are to
be expected. This in turn implies that hours would be
needed to produce samples with 50 or more photons on
a desktop computer.
IV. DISCUSSION
We have described an exact classical algorithm for
simulating GBS. The algorithm has minimal space
complexity and its runtime is directly proportional
to the time required to compute output probabilities.
These properties make it the best currently known
method for simulating GBS devices. Compared to the
state of the art in algorithms for simulating Boson
Sampling, our results place GBS on similar footing,
since in all cases the complexity of the sampling algo-
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FIG. 2. Running times of the approximate simulation algo-
rithm for non-negative kernel matrices. The solid line shows
the average running times calculated among all samples of
that specific photon number. The error bars represent one
standard deviation. The dotted line shows a fit to the data
of the form T = aN2 + bN + c, with a = 0.134, b = −0.332,
and c = 5.210, that can be used to estimate running times
for larger photon numbers. The algorithm was implemented
on an AMD Radeon R7 computer operating at 3.8 GHz with
12 Gb of RAM.
rithms is proportional to the complexity of computing
probabilities. The only difference is that for GBS,
the complexity also scales linearly with the number
of modes. In our algorithm, this occurs because each
mode must be sampled individually to account for the
fact that photon numbers can vary among samples, a
feature that is not present in Boson Sampling. It re-
mains an open question whether this small dependency
on mode number is fundamental or can be removed.
We have implemented the algorithm and bench-
marked its runtime as a function of the number of
photons. It is informative to make a comparison with
the sampling rates of physical devices. Sampling rates
in GBS are determined by detector dead times, which
limit the speed at which photons can be detected.
Depending on specific technologies, detector dead
times lead to sampling rates in the range of 105 Hz
– 107 Hz [43]. On the other hand, even for the
approximate algorithm using only M = 1000 samples
for hafnian estimation, sampling rates are on the order
of 10−2 Hz on a desktop computer for outputs with a
few dozen photons. Even if these rates were boosted
by using supercomputing power, the sampling rate of a
physical device is likely to be orders-of-magnitude larger
than what can be obtained with classical simulators.
Finally, beyond its fundamental importance in deter-
mining the practical complexity of GBS simulation, the
algorithm can be a valuable tool for researchers working
with GBS. The algorithm can be used as a method to
test and benchmark new applications, to verify physical
implementations, and to model the role of experimental
imperfections.
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Appendix A: Non-negative matrices and GBS
Assume Σ is a valid quantum complex-normal covari-
ance matrix. This implies that [44]
Σ+Z ≥ 0 =⇒ Σ > 0, (A1)
where Z =
[
1 0
0 −1
]
. We furthermore assume that Σ is
non-negative
Σij ≥ 0 ∀i, j. (A2)
This implies that Q = Σ+1 /2 is also non-negative. We
want to show that the kernel matrix A = X
(
1−Q−1)
is non-negative. Note that X is a permutation matrix
and thus A is non-negative if and only if
Q−1 = 1−O, (A3)
is non-negative. Since Q has non-negative entries and is
positive definite, its inverseQ−1 is a so-called M -matrix
[45]. If M is an M -matrix, it can be shown that
Mii > 0 and Mij ≤ 0 for i 6= j. (A4)
Furthermore, if M is an M -matrix, then there exists a
scalar λ0 and a matrix N such that [45]
M = λ0 1−N , (A5)
where λ0 ≥ max{eigvals(N)} and Nij ≥ 0. Therefore,
since Q−1 is an M -matrix, we can write
Q−1 = λ0 1−N . (A6)
Comparing Eq. (A3) and Eq. (A6), we can identify
λ0 = 1 (A7)
N = O. (A8)
However, for this identification to be correct, it remains
to show that λ0 = 1 ≥ max{eigvals(O)}. This is easily
seen from the following chain of inequalities
0 < Σ =⇒ 1 /2 < Q =⇒
0 < Q−1 < 21 =⇒ −1 < 1−Q−1︸ ︷︷ ︸
=O
< 1 . (A9)
Therefore, we conclude that O has non-negative entries.
Note that Q can also stand for the covariance matrix of
a subset of the modes, which in the main text is labelled
7asQ(k). This concludes the proof that the kernel matrix
is non-negative if the covariance matrix is non-negative.
Now we consider the inverse problem. We study cer-
tain kernel matrices that always have non-negative co-
variance matrices. Consider pure Gaussian states for
which the covariance matrix has the following simple
parametrization [10, 11]
Q = (1−XA)−1 (A10)
A =
[
B 0
0 B∗
]
(A11)
X = [ 0 1
1 0 ] , (A12)
where B = BT has singular values that satisfy
0 ≤ singvals(B) < 1. (A13)
As before, let us now specialize to the case where B is
real and non-negative. The last bound can be restated
in terms of the eigenvalues of B as
−1 < eigvals(B) < 1. (A14)
This last fact implies that the spectrum of A is also
in (−1, 1). Using this observation we can rewrite
Q = f(XA), where (A15)
f(y) =
1
1− y =
∞∑
n=0
yn. (A16)
In the last equation we used the bound on the eigen-
values of XA to expand f(y) as a power series in y.
The bound in Eq. (A14) guarantees that the series con-
verges. Now note that XA has non-negative entries,
therefore any of its powers will also have non-negative
entries. Furthermore, the sum of two matrices with non-
negative entries is also non-negative, thus showing that
Q is non-negative.
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