We propose finitely convergent methods for solving convex feasibility problems defined over a possibly infinite pool of constraints. Following other works in this area, we assume that the interior of the solution set is nonempty and that certain overrelaxation parameters form a divergent series. We combine our methods with a very general class of deterministic control sequences where, roughly speaking, we require that sooner or later we encounter a violated constraint if one exists. This requirement is satisfied, in particular, by the cyclic, repetitive and remotest set controls. Moreover, it is almost surely satisfied for random controls.
Introduction
Let H be a real Hilbert space with inner product ·, · and induced norm · . In this paper we consider the following variant of the convex feasibility problem (CFP):
where each one of the sets C i , i ∈ I, as well as Q, are closed and convex, and I := {1, 2, . . . , m} or I := {1, 2, 3, . . .}.
( 1.2)
The constraint qualification int(C) ∩ Q = ∅ (1.3)
plays a central role in our analysis. Moreover, we often refer to the index set
Related Work
There is a great number of fixed point algorithms designed for solving problem (1.1) that guarantee the asymptotic convergence (weak, norm or linear) of the generated iterates, which turn out to be Fejér monotone; see, for example, [1, 2, 6, 8, 9, 10, 11, 15, 16 ] to name but a few. On the other hand, there are much fewer results that exploit condition (1.3) in order to design fixed point algorithms which can solve the CFP (1.1) in finitely many steps. We now recall a few of them in some detail. We emphasize that we focus only on these methods which employ certain positive overrelaxation parameters that we denote by r k . Other results that discuss finitely convergent methods can be found, for instance, in [5, 4, 14, 20, 22, 24, 25] .
Iusem and Moledo [23] considered the CFP with Q = R n , I = {1, 2, . . . , m} and C i = {x : f i (x) ≤ 0} for convex functions f i : R n → R, i ∈ I. The authors proposed the following iterative method:
whenever I + (x k ) = ∅ and x k+1 := x k otherwise, where g i (x) ∈ ∂f i (x) is a subgradient of f i at
x. Here the weights λ i > 0 satisfy i∈I λ i = 1 and the relaxation parameters α k ∈ [ε, 2 − ε] for some ε > 0. Moreover, the choice of the overrelaxation parameters was restricted to monotonically decreasing r k → 0 with ∞ k=0 r k = ∞. The above sequence was shown in [23, Theorem 1] to lie eventually in C under the assumption that max i∈I f i (x) < 0 for some x, which is known as Slater's condition.
In the same setting as above, De Pierro and Iusem proposed in [18] the following iterative method:
whenever f i k (x k ) > 0 and x k+1 := x k otherwise, where g i k (x) ∈ ∂f i k (x) and i k ∈ I. Finite convergence of the sequence generated by (1.6) was established in [18, Theorem 1] under the assumption that the control sequence {i k } ∞ k=0 is almost cyclic, in which case I = {i k , . . . , i k+s−1 } for all k and some s ≥ 1.
Censor, Chen and Pajoohesh [12] studied the finite convergence of method (1.6) with the control sequence {i k } ∞ k=0 assumed to be repetitive. Note that the repetitive control sequence is more general than the almost cyclic one, since, by definition, it satisfies I = {i k , i k+1 , i k+2 , . . .} for all k. The finite convergence result presented in [12, Theorem 20] was established under an additional technical condition; see [12, Condition 19] . Thus [12, Theorem 20] only gives a partial answer to the question whether (1.6) finitely converges when combined with repetitive control.
Polyak in [26] , similarly to [18] and [12] , investigated the CFP defined by sublevel sets of convex functions. However, the index set I was allowed to be infinite (even uncountably) with the set Q ⊆ R n and C satisfying assumption (1.3) instead of the Slater condition. The author introduced a stochastic method similar to (1.6) , where at each step k = 0, 1, 2, . . . , we randomly choose i k ∈ I according to some given distribution. In this case, i k : Ω → I are independent and identically distributed discrete random variables defined over the probability space (Ω, F , Pr). For each ω ∈ Ω, the iterative method is defined by
whenever f i k (ω) (x ω k ) > 0 and x ω k+1 := x ω k otherwise, where again g i k (ω) (x) ∈ ∂f i k (ω) (x). An important difference between (1.6) and (1.7) is that the null sequence of parameters {r k } ∞ k=0 has been replaced by {r
, where r > 0 is the radius of a ball B(z, r) ⊆ C centered at some point z ∈ Q (actually, in [26, Condition 1] , z ∈ C, which we believe to be a misprint). It has been established in [26, Theorem 1] that Pr({ω ∈ Ω : x ω k ∈ C ∩ Q for some k}) = 1 (1.8) under the assumption that the distribution of the random variables satisfies
for all x / ∈ C; see [26, Condition 2] . In the case of discrete random variables with possibly countably infinite I, condition (1.9) can be guaranteed if Pr({ω ∈ Ω : i k (ω) = i}) > 0 for all i ∈ I. In addition, it was commented in [26, Section 4.2] that the fixed radius r can be replaced by a null sequence
with ∞ k=0 r 2 k = ∞, although this should be combined with an additional counting of correction steps.
Crombez [17] assumed that C i = Fix T i for a given cutter operator T i : R m → R m , where
. . , m} and Q = R m . In particular, the metric projection, the subgradient projection and the proximal operator are cutters under certain assumptions; see section 2 for details. The author proposes an asynchronous and parallel iterative method which has its roots in the string averaging method introduced in [13] . To simplify the exposition, we present [17, Algorithm 2.6] in a special case, where each of the strings is a singleton [17, n(t) = 1]. In this case the sequence
is defined by
can be chosen to be nonempty and x k+1 := x k otherwise, where r > 0.
If B(z, r) ⊆ int(C) = ∅ then, in view of [17, Theorem 2.7] , the latter alternative will occur within a finite number of steps in which case I + (x k ) = ∅ and thus x k ∈ C. We emphasize here that the choice of the index set I k is adaptive since it depends on the current iterate x k . This is not the case in the previously mentioned works where i k is nonadaptive.
Bauschke, Wang, Wang and Xu [7] considered the case where C = Fix T (m = 1) for a given cutter operator T : H → H and Q ⊆ H. The authors proposed the following method:
whenever T (x k ) = x k and x k+1 := x k otherwise, where α k ∈ (0, 2]. It was shown in [7, Theorem 3.1] that x k ∈ C ∩ Q for some k if r k → 0, ∞ k=0 α k r k = ∞ and int (C ∩ Fix T ) = ∅, which is a stronger condition than (1.3). The convergence in finitely many steps was also shown under condition (1.3) in [7, Theorem 3.2] in which case the authors assumed that r k → 0 and
In both cases the sequence of overrelaxations need not be monotonically decreasing as in [12, 18, 23] .
Contribution and Organization of the Paper
The common feature of all of the above methods is that whenever we do a correction step (x k+1 = x k ), we move towards an interior point z ∈ int(C)∩Q under the assumption that the overrelaxation parameter r k is small enough. In this paper we have strengthened this observation by showing that
where M > 0 is some constant and B(z, 2R) ⊆ C. It is not difficult to see that by repeatedly applying the above inequality one could arrive at a contradiction knowing that correction steps happen frequently enough and ∞ k=0 r k = ∞. This simple argument suggests that eventually we should encounter an iterate x k ∈ C ∩ Q for some k.
It turns out that (in view of Lemma 2.7) inequality (1.12) holds for even more general algorithmic frameworks two of which we propose in this paper. The first one, motivated by [7, 17] , is presented in a general fixed point setting, where C i = Fix T i for a given cutter operator T i : H → H, i ∈ I; see (3.4). In the second one, motivated by [12, 23, 18] , we assume that each C i is a sublevel set of a convex function f i : H → R, i ∈ I; see (3.11). We investigate the finite convergence of the first method under assumption (1.3) whereas for the second method we impose an even more restrictive Slater condition (sup i∈I f i (z) < 0 for some z ∈ Q).
In both of the frameworks the new iterate x k+1 is obtained from the previous one by averaging certain algorithmic operators applied to x k over a chosen subset of indices. The choice of indices is determined at each step k by a set-valued mapping I k : H → 2 I \ {∅} to which we refer as the control mapping. Such an approach enables us to use numerous constraint selection strategies. In In order to prevent such a situation, we introduce a very broad class of (deterministic) control sequences which are well matched with the set C, that is,
for all x / ∈ C. Such a restriction, when applied to an iterate x := x n / ∈ C, indeed guarantees that we eventually encounter a violated constraint C i towards which one should perform a correction step. We emphasize that all the deterministic examples presented above satisfy requirement (1.13).
Furthermore, we consider our methods when they are combined with random control sequences.
In this case the control mappings I k : Ω → 2 I \ {∅} are independent and identically distributed random variables defined on some probability space (Ω, F , Pr). Similarly to the deterministic case, in order to exclude unreasonable control sequences, following [26] , we assume that the distribution satisfies Pr({ω ∈ Ω :
for all x / ∈ C. It is not difficult to see the resemblance between the deterministic condition ( , becomes a particular version of our framework for which we guarantee a finite convergence property. This in our opinion answers the question raised in [12] related to repetitive controls. In spite of the above, there are several situations where we can omit [k] and simply use k. We comment on this in more detail in Remark 3.13.
Our paper is organized as follows. In section 2 we provide several necessary tools together with the new Lemma 2.7, which is a key tool in our analysis. In section 3 we discuss in detail the concept of well-matched control sequences together with several examples. We present there our two main results, namely Theorems 3.9 and 3.10. In section 4 we present stochastic counterparts of the above theorems, namely Theorems 4.4 and 4.14. In section 5 we provide two counterexamples showing that omitting the counter [k] may cause lack of finite convergence.
Preliminaries and Auxiliary Results
Definition 2.1. Let T : H → H be an operator with Fix T := {z ∈ H : T (z) = z} = ∅. We say that T is a cutter if x − T (x), z − T (x) ≤ 0 for all x ∈ H and z ∈ Fix T .
Proposition 2.2. Let T : H → H be an operator with Fix T = ∅. Then T is a cuttter if and only
Example 2.3 (Metric Projection). Let C ⊆ H be nonempty, closed and convex. The metric projection operator P C : H → H, defined by
is a cutter.
Example 2.4 (Subgradient Projection). Let f : H → R be a lower semicontinuous and convex function with nonempty sublevel set S(f, 0) := {x ∈ H : f (x) ≤ 0} = ∅. For each x ∈ H, let g(x) be a chosen subgradient from the subdifferential set ∂f (x) := {g ∈ H : f (y) ≥ f (x) + g, y −
x , for all y ∈ H}, which, by [3, Proposition 16 .27], is nonempty. The subgradient projection
whenever f (x) > 0 and P f (x) := x otherwise. One can show that P f is a cutter and Fix P f = S(f, 0); see, for example, [9, Corollary 4.2.6].
Example 2.5 (Proximal Operator). Let f : H → R be a lower semicontinuous and convex function.
The proximal operator, defined by Thus if f has at least one minimizer, then Prox f is a cutter; see [9, Theorem 2.2.5.].
Lemma 2.6. Let T : H → H be a cutter, let α ∈ (0, 2] and let r : H → (0, ∞). Define the operator
Then we have
Proof. The argument follows the proof of [7, Corollary 2.1(v)] which is only presented for a constant overrelaxation r. Define
and observe that w ∈ B(y, r(x)) ⊆ Fix T . Since T is a cutter, we have
On the other hand, by [3, Corollary 2.14] applied to
we obtain
By (2.7), we have
Moreover,
Combining this with (2.9), we arrive at (2.5), which completes the proof.
The following lemma is a key tool in our analysis. In particular, one can use it to derive estimate (1.12).
Lemma 2.7. Assume that C i = Fix T i for given cutter operators
Assume that C ∩ Q = ∅ and that the weights λ j satisfy the inequality λ j (x) ≥ λ > 0 for all
Moreover, assume that there are z ∈ Q and R > 0 such that B(z, 2R) ⊆ C. Then for all x / ∈ C with r(x) := max j∈J+(x) r j (x) ≤ R, we have
Proof. First, we note that the operator V is well defined since J + (x) = {j ∈ J(x) : T j (x) = x}.
We now show (2.14). To this end, assume that Q ∩ C = ∅ and define F := {x : x ∈ j∈J(x) Fix T j }. Observe that C ⊆ F and thus F = ∅. Moreover, it is not difficult to see that the inclusion Q ∩ F ⊆ Fix P Q V follows from the definition of V . It suffices to show that Fix P Q V ⊆ Q ∩ F . Clearly, by the definition of the metric projection, P Q V ⊆ Q and consequently, Fix P Q V ⊆ Q. Let x ∈ Fix P Q V and suppose to the contrary that x / ∈ F , that is, J + (x) = ∅. Since P Q is a cutter, we have
for all z ∈ Q. On the other hand, since each T j is a cutter, for all x ∈ H and z ∈ Fix T j , we have, by Proposition 2.2,
which is in contradiction with (2.16). Consequently J + (x) = ∅ and Q ∩ F = Fix P Q V , as claimed.
Next we show that (2.15) holds for all x / ∈ C with r(x) ≤ R. To this end, for each i ∈ I, we define an auxiliary operator U i : H → H by
. Let x / ∈ C be such that r(x) ≤ R and let j ∈ J + (x). Observe that for any y ∈ B(z, R), we have B(y, r(x)) ⊆ B(z, 2R) ⊆ Fix T j . Consequently, by Lemma 2.6 applied to U j , we have
In particular, the above inequality holds for
which by the choice of j ∈ J + (x) is well defined. By expanding the left-hand side of the inequality (2.20) with y defined as above, we obtain
On the other hand,
and
By combining (2.20) with (2.21), (2.22) and (2.23), we arrive at
Observe that (2.25) holds for all j ∈ J + (x). Moreover, for all j ∈ J(x) \ J + (x), we have
Hence, by the nonexpansivity of the metric projection P Q and the convexity of the squared norm · 2 , we have
The above inequality completes the proof.
The following lemma corresponds to [7, Lemma 2.2].
Lemma 2.8 (Slater Condition).
For each i ∈ I, let f i : H → R be a convex and lower semicontinuous function, and assume that f (z) := sup i∈I f i (z) < 0 for some z ∈ H. Then for all r > 0, we
Proof. Let x ∈ B(z, r) and i ∈ I + (x). By the subgradient inequality, we have
where g i (x) ∈ ∂f i (x). Since i ∈ I + (x), we have f i (x) > 0 and consequently,
from which (2.28) follows.
Deterministic Methods
In this section we consider the CFP defined in (1.1)-(1.2) the setting of which will be assumed throughout this section.
}, where i k : H → I, then we also call the sequence {i k } ∞ k=0 a control sequence in I. We say that the control sequence in I is nonadaptive if each set-valued mapping I k (single-valued mapping i k ) is constant, that is, when I k (x) = I k (y) (i k (x) = i k (y)) for all x, y ∈ H. In this case we omit the argument. Definition 3.2. We say that the control sequence {I k } ∞ k=0 in I is well matched with the set C if
for all x / ∈ C. In particular, a single-valued control sequence
for all x / ∈ C. 
Then (i)⇔(ii)⇐ (iii). Moreover, if I is finite, then (ii)⇒ (iii).
Proof. We first show that (i) implies (ii). Suppose to the contrary that the control sequence
is well matched with C and that for some n ≥ 0, there exists a point x ∈ F n \ C. Then
which is a contradiction. To show that (ii) implies (i), assume that the equality F n = C holds for all n = 0, 1, 2, . . . and let x / ∈ C. Then for each n = 0, 1, 2, . . ., consider the smallest k n ≥ n such that x / ∈ F kn .
By the definition of the set F n and by eventually passing to a subsequence, we can assume that x / ∈ i∈I kn C i in view of which #(x, {I k } ∞ k=0 ) = ∞. It is not difficult to see that (iii) implies (i). Indeed, if x / ∈ C, then, by (iii), x violates at least one constraint C i for some i ∈ I ′ . Since the control is repetitive in I ′ , we see that i ∈ I k for infinitely many k's and thus #(x, {I k } ∞ k=0 ) = ∞. Assume now that I is finite. We show that (iii) follows from (ii). To this end, define
and observe that i ∈ I ′ if and only if i ∈ I k for infinitely many k's. Since I is finite, we see that
Assume that I ′ is a proper subset of I. For each i ∈ I \ I ′ , there is n i ≥ 0 such that i / ∈ ∞ k=ni I k and since I is finite, we have n := max i∈I\I ′ n i < ∞. Consequently, I ′ = ∞ k=n I k and, by (ii), we arrive at C = F n = i∈I ′ C i . This completes the proof. (f) The remotest set control is defined by i k (x) := argmax i∈I d(x, C i ) for all k = 0, 1, 2, . . ..
(g) The maximal displacement control is defined by i k (x) := argmax i∈I T i (x) − x for all k = 0, 1, 2, . . ., where we assume that C i = Fix T i for a cutter T i , i ∈ I.
(h) The maximal violation control is defined by i k (x) := argmax i∈I f + i (x) for all k = 0, 1, 2, . . ., where we assume that C i = {x : f i (x) ≤ 0} for a a convex function f i : H → R, i ∈ I. Theorem 3.9. Assume that C i = Fix T i for given cutter operators
be a given control sequence in I and let the weights λ i,k : 
[0] := 0 and
Assume that there is a point z ∈ int(C) ∩ Q and a radius R > 0 such that the ball B(z, 2R) ⊆
C. Furthermore, assume that r k ≤ R for all k large enough (for example, when r k → 0) and
is well matched with the set C and that the weights λ i,k satisfy the inequality λ i,k (x) ≥ λ > 0 for all x, k and i ∈ I + k (x). Then x k ∈ C ∩ Q for some k.
Proof. Observe that the sequence {x k } ∞ k=0 is well defined since T i (x k ) = x k whenever i ∈ I + k (x k ). Since x k ∈ Q, it suffices to show that x k ∈ C for some k. For each k = 0, 1, 2, . . ., define the
whenever I + k (x) := I k (x) ∩ I + (x) = ∅ and V k (x) := x otherwise. Clearly, we can write x k+1 = P Q V k (x k ). We divide the rest of the proof into two cases. Case 1. Assume that n := sup k≥0 [k] < ∞ in which case x n = x k for all k ≥ n. We show that x n ∈ C. By Lemma 2.7, the equality
) ≤ n and thus x n ∈ C. Otherwise, since the control {I k } ∞ k=0 is well matched with C, we would get #(x n , {I k } ∞ k=0 ) = ∞, a contradiction. Case 2. Assume now that sup k≥0 [k] = ∞, that is, the set N := {n ≥ 0 : x n = x n+1 } is infinite.
Observe that without any loss of generality, we may assume that r k ≤ R for all k = 0, 1, 2, . . .. Thus, by Lemma 2.7 applied to V := V k and r i (x) := r [k] , we get
for all k ∈ N . On the other hand,
for all k / ∈ N . Consequently, by inductively applying (3.7) and (3.8), we obtain
and therefore, for all k ≥ min N ,
Since, by assumption, sup k≥0 [k] = ∞, we see that the left-hand side in (3.10) tends to infinity as k → ∞, which is a contradiction. Consequently, we must have n = sup k≥0 [k] < ∞ in which case we have already shown that x n ∈ C ∩ Q.
Theorem 3.10. Assume that C i = {x : f i (x) ≤ 0} for convex and lower semicontinuous functions
be a given control sequence in I and let the weights Assume that f (z) := sup i∈I f i (z) < 0 for some z ∈ Q, r k → 0, ∞ k=0 r k = ∞ and that the set i∈I ∂f i (B) is bounded for bounded subsets B ⊂ H. Finally, assume that the control
is well matched with the set C and that the weights λ i,k satisfy the inequality
Proof. Observe once again that the sequence 13) whenever I + k (x) := I k (x) ∩ I + (x) = ∅ and V k (x) := x otherwise, where P fi is the subgradient projection related to f i . Since Fix V k = i∈I k C i , we see that x k+1 = P Q V k (x k ). However, in this case, the definition of x k+1 does not exactly fit the framework of Theorem 3.9 since r [k] gi(x) depends on x. Nevertheless, the argument using Lemma 2.7 is similar as we sketch below.
We divide the rest of the proof into two cases. We first show that the sequence {x k } ∞ k=0 is bounded. Indeed, if I + k (x k ) = ∅, then x k+1 = x k and thus x k+1 − z ≤ x k − z . On the other hand, if I + k (x k ) = ∅, then, by using the nonexpansivity of the metric projection P Q and the convexity of · 2 , we get
(3.14)
Moreover, by combining the subgradient inequality with the inequality r [k] ≤ −f (z), which holds for all k large enough (since r [k] → 0 as k → ∞), we get
Consequently,
The boundedness of the sequence {x k } ∞ k=0 , the assumed boundedness of the subdifferential and Lemma 2.8 imply that there are ∆ ≥ δ > 0 such that (3.17) where the first inequality holds for all k ∈ N and all i ∈ I + k (x k ) whereas the second one holds for all k = 0, 1, 2, . . . and i ∈ I. Consequently, the fraction r 
for all large enough k ∈ N . On the other hand, we have
for all k ∈ N . Consequently, by inductively applying (3.18) and (3.19), we obtain
Thus for all k ≥ min N , we arrive at
which again leads to a contradiction because sup k≥0 [k] = ∞. Hence only Case 1 can occur, which completes the proof.
Remark 3.11. We note that methods (3.4) and (3.11) are indeed different even when (3.4) is considered for sublevel sets C i = {x : f i (x) ≤ 0}. To see this, compare the operator V k defined in (3.6) with the one defined in (3.13) where T i = P fi . We emphasize that for the latter method we impose a more restrictive Slater type condition. Moreover, since we allow the set I to be infinite and the space H to be infinite dimensional, we assume, in addition, that the functions f i have uniformly bounded subdifferentials on bounded sets, an assumption which actually implies that each f i is Lipschitz continuous on bounded sets. This condition is not mentioned explicitly in [12, 18, 23] ; nevertheless, it is satisfied therein because the set I is finite and H = R n . On the other hand, method (3.4), when considered with T i = P fi , does not require any of the above assumptions.
Example 3.12. Let {i k } ∞ k=0 be a nonadaptive and single-valued control sequence.
(a) The simultaneous method (3.4) becomes:
whenever
, where C i = {x : f i (x) ≤ 0} for some convex and lower semicontinuous function f i : H → R, i ∈ I, then (3.22) becomes:
whenever f i k (x k ) > 0 and x k+1 := x k otherwise, where
(d) The simultaneous method (3.11) becomes: (e) If, in addition to (d), we assume that r k+1 ≤ r k for all k = 0, 1, 2, . . . and the control is s-intermittent for some s ≥ 1, then we can replace r [k] by r k in both methods (3.4) and (3.11) without losing the finite convergence property. This corresponds to method (1.6). We note that if r k is not monotone, then by using r k instead of r [k] , we may indeed lose the finite convergence property; see Example 5.1.
Proof. We sketch how to prove statement (e) for method (3.4) by adjusting inequality (3.10).
Similarly, by adjusting inequality (3.21), one can show that statement (d) holds for method (3.11).
Indeed, for each k = 0, 1, 2, . . . , define V k in the same way as in (3.6) with "[k]" replaced by "k" and assume that N is infinite. Since the control is s-intermittent, we have {k, k+1, . . . , k+s−1}∩N = ∅ for all k = 0, 1, 2, . . .. Since {r k } ∞ k=0 is decreasing, inequality (3.10) becomes
for all k ≥ s. Observe that the left-hand side tends to infinity as k → ∞ and this leads to a contradiction. Thus N has to be finite and by using the same argument as in the proof of Theorem 3.9, we see that x k ∈ C ∩ Q for some k.
Remark 3.14 (Maximal Number of Steps). Note that inequalities (3.10) and (3.21) allow us to estimate the maximal number of steps, denoted by K, within which methods (3.4) and (3.11) need to find a point in the solution set C ∩ F , respectively. For the sake of simplicity, assume that
for all k = 0, 1, 2, . . ., in which case [k] = k as long as x k / ∈ C. If x k is defined by (3.4) , then, by (3.10) , the maximal number of steps satisfies the inequality K ≤ m x 0 − z 2 /(2αR 2 ). On the other hand, if x k is defined by (3.11) , then, by (3.21), we have K ≤ ∆m x 0 − z 2 /(2αR 2 ). Moreover, in both cases we can reduce K by changing the value of α with the optimal value α = 2.
Stochastic Methods
Let (Ω, F , Pr) be a given probability space. In this section we consider stochastic versions of Theorems 3.9 and 3.10, where at each step k = 0, 1, 2, ..., we randomly choose the index set I k . for all k, n and all nonempty J ⊆ I with #(J) ≤ M . The phrase "independent" means that
for all finite K and all nonempty J k ⊆ I with #(J k ) ≤ M .
Before formulating our next result, we establish a very intuitive lemma in view of which a random control is repetitive almost surely. We recall that
be a random control in I and assume that Pr({ω ∈ Ω :
Proof. Define the events A Moreover, the events A k i are independent over k. For simplicity, we only show this for a pair K = {k, n}, k = n, although the argument holds for any finite set of indices K. Indeed, by disjointness (over J) and independence (over k) of the events A k J , we have
Consequently, for all i ∈ I ′ , we obtain A it where k = 1, 2, . . . , n for finite I ′ = {i 1 , . . . , i n } whereas k = 1, 2, . . . for infinite I ′ = {i 1 , i 2 , . . .}. Clearly, the set A i consists of all ω ∈ Ω for which the membership i ∈ I k (ω) happens infinitely many times in the sequence
. Bearing this in mind, we get
We now show, by induction, that Pr(E k ) = 1 for all k. Indeed, by definition, Pr(E 1 ) = Pr(A i1 ) = 1, as we have already observed above. Moreover,
By induction, Pr(E k ) = 1 and, since Pr(A i k+1 ) = 1, we conclude that Pr(E k ∪ A i k+1 ) = 1.
Otherwise Pr(E k+1 ) would be greater than one. Hence Pr(E k ) = 1, as asserted.
Observe that if I ′ is finite, then E = E n and consequently, Pr(E) = Pr(E n ) = 1. On the other
is a decreasing sequence of events, where E k+1 ⊆ E k and, by the continuity of Pr (see [21, Chapter II.9, Theorem E]), we have
This completes the proof.
Below we formulate stochastic variants of Theorem 3.9 and Theorem 3.10, where the deterministic control is replaced by a random one.
be a random control in I and let the weights for all x / ∈ C. Then Pr({ω ∈ Ω : x ω k ∈ C ∩ Q for some k}) = 1.
Proof. Let I ′ := {i ∈ I : Pr(A k i ) > 0}, where A k i := {ω ∈ Ω : i ∈ I k (ω)}. Define the following events:
is well matched with C},
We first show that C = i∈I ′ C i . Suppose to the contrary that x ∈ i∈I ′ C i \ C. Clearly,
. By (4.10), we obtain
Consequently, by Proposition 3.5, we get E 1 ⊆ E 2 . Moreover, by Theorem 3.9, we have
In view of Lemma 4.3, we arrive at
which completes the proof. 
for k = 1, 2, . . ., and where ∈ C. In particular, we recover method (1.7) and condition (1.9). 
Limiting Examples
Then r k → 0 and ∞ k=0 r k = ∞, but (x k , y k ) / ∈ C 1 ∩ C 2 for all k = 0, 1, 2, . . .. Indeed, observe that 
whenever f i k (x k , y k ) > 0 and (x k+1 , y k+1 ) := (x k , y k ) otherwise, where g i k (x k , y k ) ∈ ∂f i k (x k , y k ).
Then (x k , y k ) / ∈ C 1 ∩ C 2 for all k = 0, 1, 2, . . .. Moreover,
x n k +1 = 1 2 x n k + 1 − r n k x n k and y n k +1 = y n k . (5.8)
On the other hand, by the definition of m k and n k , we have r m k = a k and r n k = b k . Consequently, by the choice of the starting point, we obtain y k = 0 for all k = 1, 2, . . ..
We claim that x n k = 1 + √ 2b k . Indeed, by the equality n 0 = 2 and by (5.7), we have
Observe that, by (5.7), we also obtain x n k+1 = x n k +1 . Consequently, by (5.8) and by induction,
Using the positivity of b k , we see that x n k > 1 which, when combined with (5.7), yields that x k > 1 for all k = 0, 1, 2, . . .. This implies that (x k , y k ) / ∈ C 1 ∩ C 2 for all k = 0, 1, 2, . . . , as claimed.
