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Nabarun Deb and Sumit Mukherjee ∗
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In this paper, we study the fluctuations of the average magnetization in an Ising model on an approx-
imately dN regular graph GN on N vertices. In particular, if GN is “well connected”, we show that
whenever dN ≫
√
N , the fluctuations are universal and same as that of the Curie-Weiss model in the
entire Ferro-magnetic parameter regime. We give a counterexample to demonstrate that the condition
dN ≫
√
N is tight, in the sense that the limiting distribution changes if dN ∼
√
N except in the high
temperature regime. By refining our argument, we extend universality in the high temperature regime up
to dN ≫ N1/3. Our results conclude universal fluctuations of the average magnetization in Ising models
on regular graphs, Erdo˝s-Re´nyi graphs (directed and undirected), stochastic block models, and sparse
regular graphons. In fact, our results apply to general matrices with non-negative entries, including Ising
models on a Wigner matrix, and the block spin Ising model. As a by-product of our proof technique,
we obtain Berry-Esseen bounds for these fluctuations, exponential concentration for the average of spins,
and tight error bounds for the Mean-Field approximation of the partition function.
MSC 2010 subject classifications: Primary 82B20; secondary 82B26.
Keywords and phrases: Berry-Esseen bound, Ising model, Regular graphs, Mean-Field, Partition
function.
1. Introduction
The Ising model is a discrete Markov random field which was initially introduced as a mathematical model of
ferromagnetism in statistical physics, and has received extensive attention in Probability and Statistics (c.f. [1,
4, 5, 10, 14, 16, 17, 20, 21, 23, 24, 25, 26, 27, 29, 31, 32, 34, 35] and references therein). The model can be
described by the following probability mass function in σ := (σ1, · · · , σN ) ∈ {−1, 1}N :
P(σ) :=
1
ZN(β,B)
exp
(
β
2
σ
⊤ANσ +B
N∑
i=1
σi
)
. (1.1)
Here AN is a symmetric N ×N matrix with non-negative entries, and has zeroes on its diagonal, and β > 0
and B ∈ R are scalar parameters often referred to in the Statistical Physics literature as inverse temperature
and external magnetic field respectively. The factor ZN (β,B) is the normalizing constant/partition function
of the model. The most common choice of the coupling matrix AN is the adjacency matrix of graph GN on N
vertices, scaled by the average degree dN :=
1
N
∑N
i,j=1GN (i, j). Here and throughout the rest of the paper,
we use the notation GN to denote both a graph and its adjacency matrix. A pivotal quantity of interest
which has attracted extensive attention in the literature is the average sum of spins/magnetization density,
defined by
σ :=
∑N
i=1 σi
N
.
The fluctuations for σ are mostly known for very few choices of the graph GN , including the complete graph
(see e.g., [14, 19, 21]), the directed Erdo˝s-Re´nyi graph (see [26]), sparse Erdo˝s-Re´nyi graphs (see [24]). In this
paper, we focus on studying fluctuations of σ, when AN is the scaled adjacency matrix of an approximately
regular graph GN . The motivation for this work is the recent paper [4], where the authors show universal
asymptotics of the partition function ZN (β,B) on any sequence of approximately regular graphs with di-
verging average degree, which is governed by the Mean-Field prediction formula. In particular, it follows
from [4, Theorem 2.1] that the Mean-Field prediction formula is asymptotically correct for any sequence of
approximately dN regular graphs GN with dN → ∞. A natural follow up question is to what extent this
universality extends to other properties of such “Mean-Field” Ising models. In this paper we try to address
this question partially by studying universal behavior of the statistic σ.
∗Research partially supported by NSF grant DMS-1712037
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1.1. Main results
We begin with a definition which partitions the parameter set {(β,B) : β > 0, B ∈ R} into different domains.
Definition 1.1. Let Θ11 := {(β, 0) : 0 < β < 1}, Θ12 := {(β,B) : β > 0, B 6= 0}, Θ2 := {(β, 0) : β > 1},
Θ3 := (1, 0). Finally, let Θ1 := Θ11 ∪ Θ12. We will refer to Θ1 as the uniqueness regime, Θ2 as the non
uniqueness regime, and Θ3 as the critical point. The names of the different regimes are by motivated by next
lemma, the proof of which follows from simple calculus (see for e.g. [17, Page 10]).
Lemma 1.1. Consider the fixed point equation
φ(x) = 0, where φ(x) := x− tanh(βx+ B). (1.2)
(a) If (β,B) ∈ Θ11, then (1.2) has a unique solution at t = 0, and φ′(0) > 0.
(b) If (β,B) ∈ Θ12, then (1.2) has a unique root t with the same sign as that of B, and φ′(t) > 0.
(c) If (β,B) ∈ Θ2, then (1.2) has two non zero roots ±t of this equation, where t > 0, and φ′(±t) > 0.
(d) If (β,B) ∈ Θ3, then (1.2) has a unique solution at t = 0, and φ′(0) = 0.
We will use t as defined in the above lemma throughout the paper, noting that t does depend on (β,B).
The following result summarizes the fluctuations of σ in the Curie-Weiss model (see [21]), which is the Ising
model on the complete graph.
Lemma 1.2. Suppose σ is a random vector from the Curie Weiss model PCW with p.m.f.
P
CW (σ) =
1
ZCWN (β,B)
exp
(Nβ
2
σ
2 +B
N∑
i=1
σi
)
. (1.3)
Let Zτ ∼ N(0, τ) with τ := 1−t21−β(1−t2) for (β,B) /∈ Θ3, and let W be a continuous random variable with
density proportional to e−x
4/12. Then the following holds:
√
N
(
σ − t
)
d→ Zτ if (β,B) ∈ Θ1,
√
N
(
σ −M(σ)
)
d→ Zτ if (β,B) ∈ Θ2,
N1/4σ
d→ W if (β,B) ∈ Θ3.
Here M(σ) is a random variable which equals t if σ ≥ 0, and −t otherwise.
We will now explore to what extent the fluctuations of σ are universal. We need the following notations to
state our main results.
Definition 1.2. (i) Given two positive sequences xN , yN , we use the notation xN . yN to denote the
existence of a finite constant C free of N , such that xN ≤ CyN .
(ii) Given a symmetric matrix AN , let Ri :=
∑N
j=1AN (i, j) denote the row sums of AN , and let
(λ1(AN ), · · · , λN (AN )) denote its eigenvalues arranged in decreasing order. Let ‖AN‖F and ‖AN‖op
denote the Frobenius norm and operator norm of AN respectively.
(iii) Given two real valued random variables X,Y , define the Kolmogorov-Smirnov distance between X and
Y by
dKS(X,Y ) := sup
x∈R
|P(X ≤ x) − P (Y ≤ x)|.
Theorem 1.1. Suppose that (β,B) ∈ Θ1. Assume further that the sequence of matrices AN satisfies the
following two conditions:
max
1≤i≤N
Ri . 1, (1.4)
lim
N→∞
λ1(AN ) = 1. (1.5)
If σ is a random vector from the Ising model (1.1), then we have
dKS
(√
N(σ − t), Zτ
)
.
1√
N
(
‖AN‖2F +
N∑
i=1
(Ri − 1)2 + t
∣∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣∣
)
. (1.6)
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Note that Theorem 1.1 leaves out the parameter regime Θ2 ∪Θ3. The following example shows that such a
universal behavior is not expected in this parameter regime, unless we assume some notion of connectivity
for AN .
Example 1.1. With N even, let AN be the adjacency matrix of two disjoint complete graphs KN/2, scaled
by N/2. Then the following holds:
(a) If (β,B) ∈ Θ2, then σ d→ 12δ0 + 14 (δt + δ−t).
(b) If (β,B) ∈ Θ3, then N1/4σ d→ (W1 +W2)/23/4, where W1,W2 are i.i.d. with the same distribution as
that of W .
The above example shows that if we want universal fluctuations in the regimes Θ2 ∪ Θ3, the matrix AN
needs to be “well connected” in some asymptotic sense. If AN is exactly the adjacency matrix of a dN
regular graph GN scaled by dN , then λ1(AN ) = 1, and it is easy to check that the graph GN is connected iff
λ2(AN ) < 1. Motivated by this, we propose the following asymptotic notion of well connectedness.
Definition 1.3. We say a sequence of symmetric matrices {AN}N≥1 with non- negative entries is well
connected, if
lim sup
N→∞
λ2(AN )
λ1(AN )
< 1. (1.7)
We note that assumption (1.7) is somewhat weak in the sense that it does not imply connectivity in general.
In particular this allows the existence of small disconnected subgraphs in GN , as shown in the following
example.
Example 1.2. Let GN denote a graph which is the disjoint union of a dN regular graph G1,N1 on N1 vertices,
and an arbitrary graph G2,N2 on N2 vertices, with N1+N2 = N and N2 = o(dN ). Then the average degree of
the whole graph GN is d˜N = dN (1 + o(1)). It is easy to check that if G1,N1 satisfies (1.7), then GN satisfies
(1.7), even though GN is disconnected.
Under the additional assumption of well connectedness, we show universal fluctuations in the non-uniqueness
and critical regimes.
Theorem 1.2. Suppose that (β,B) ∈ Θ2. Assume further that the sequence of matrices AN satisfies
(1.4),(1.5), and (1.7). If σ is a random vector from the Ising model (1.1), then we have
dKS
(√
N(σ −M(σ)), Zτ
)
.
1√
N
(
‖AN‖2F +
N∑
i=1
(Ri − 1)2 +
∣∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣∣
)
. (1.8)
where M(σ) is as in Lemma 1.2.
Theorem 1.3. Suppose that (β,B) ∈ Θ3. If σ is a random vector from the Ising model (1.1) where AN
satisfies
lim sup
N→∞
N1/4 max
1≤i≤N
|Ri − 1| . 1. (1.9)
Then we have
dKS
(
N1/4σ,W
)
.
εN√
N
+
εNrN
N1/4
+
(logN)2
N1/4
√√√√ N∑
i=1
(Ri − 1)2 +N−1/2
[ N∑
i=1
(Ri − 1)
]2
, (1.10)
where
rN :=
√√√√(logN)3 max
1≤i≤N
N∑
j=1
AN (i, j)2 + logN max
1≤i≤N
|Ri − 1|,
εN :=‖AN‖2F + 1
N
[ N∑
i=1
(Ri − 1)
]2
+
1
N
N∑
i=1
(Ri − 1)2 + logN,
and W is as in Lemma 1.2.
Remark 1.1. Using these results, in section 1.2 we will show that for any sequence of well connected dN
regular graphs the fluctuation of σ is universal in Θ1 ∪Θ2 if dN ≫
√
N , and in Θ3 if dN ≫
√
N logN . We
now give an example to show that the above conditions are actually necessary (up to log factor in the critical
regime), which suggests that the convergence rates obtained in this paper are tight. The proof of this example
will appear in an upcoming draft [36].
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Example 1.3. Let GN denote the line graph of the complete graph Kn, so that N =
(
n
2
)
= n
2
2 (1 + o(1)).
This is a regular graph with degree dN = 2(n − 2) = 2
√
2N(1 + o(1)), and its top two eigenvalues are
λ1(GN ) = 2(n− 2) and λ2(GN ) = n− 2 (see [15, Lemma 2]). It follows that AN = 1dNGN does satisfy (1.7),
and
lim
N→∞
1√
N
‖AN‖2F =
√
N max
1≤i≤N
N∑
j=1
AN (i, j)
2 =
1
2
√
2
6= 0.
In this case we have the following limiting distributions across different regimes:
√
N(σN − t) + µ w−→ Zτ if (β,B) ∈ Θ1,√
N(σN −M(σ)) + sgn(M(σ))µ w−→ Zτ if (β,B) ∈ Θ2,
N1/4σN
w−→ W˜ if (β,B) ∈ Θ3,
where µ := βt√
2(1−β(1−t2))·(2−β(1−t2)) ≥ 0 , and W˜ has density proportional to exp(−w
4
12 − w
2√
2
). Therefore, the
fluctuations do not match that of the Curie-Weiss model unless (β,B) ∈ Θ11.
Note that in the above example, σ has a different limit compared to the Curie-Weiss model in Θ12∪Θ2∪Θ3,
but continues to have universal fluctuations in the high parameter regime Θ11. We now state a modified
theorem for the regime Θ11, which shows that in this regime we can do better.
Theorem 1.4. Suppose that (β,B) ∈ Θ11, and AN satisfies
lim
N→∞
max
1≤i≤N
Ri = 1. (1.11)
If σ is a random vector from the Ising model (1.1), then setting αN := max1≤i≤N
∑N
j=1 AN (i, j)
2 we have
dKS
(√
Nσ, Zτ
)
.
1√
N
+
‖AN‖2F
√
αN logN√
N
+
[
1 + ‖AN‖FαN logN
]√∑N
i=1(Ri − 1)2
N
, (1.12)
Remark 1.2. It follows from the above result that in the regime Θ11, σ has universal fluctuations on regular
graphs of degree dN ≫ (N logN)1/3. We believe this is not tight, and universal fluctuations should hold on
any sequence of regular graphs with dN → ∞. In [26] the authors prove such a result when GN is a non
symmetric Erdo˝s-Re´nyi graph in the regime Θ11 (details in example section below).
Note that we only expect similar behavior as the Curie Weiss model, if the underlying graphs are approxi-
mately regular and have large degree. Quantifying this philosophy, the bounds in each of the theorems have
two terms, the first term controls the sparsity of the underlying graph/matrix, and the second term controls
the extent of regularity of the graph/matrix. Recall example 1.3, which suggests that the term controlling
the sparsity is optimal. In a similar spirit, the following example suggests that the term controlling the
extent of regularity is also optimal.
Example 1.4. (a) Assume that
√
N is an integer, and let GN be the disjoint union of two complete graphs
of size N −√N and √N respectively. Let dN denote the average degree of GN and AN = (dN )−1GN .
In this case
lim
N→∞
1√
N
N∑
i=1
(Ri − 1)2 > 0,
but every other term in the RHS of (1.6) converges to 0. If σ is a random vector from the Ising model
(1.1) with B 6= 0, then √N(σ − t) w−→ µ+ Zτ , where µ := βt(1−t2)1−β(1−t2) + tanh(B)− t 6= 0.
(b) With GN = KN , let AN =
1
N−
√
N
GN . In this case
lim
N→∞
1√
N
N∑
i=1
(Ri − 1) > 0,
but every other term in the RHS of (1.6) converges to 0. If σ is a random vector from the Ising model
(1.1) with B 6= 0, then √N(σ − t) w−→ µ+ Zτ , where µ := βt(1−t2)1−β(1−t2) 6= 0.
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The main ingredient of our proof technique is comparing the Ising model on an approximately regular graph
to that of an i.i.d. model/Curie-Weiss model. As a byproduct of this approach, we also obtain quantitative
bounds for the following asymptotics of the log partition function via the Mean-Field prediction formula,
defined via the following lower bound (c.f. [4]):
ZN (β,B) ≥ sup
σ∈[−1,1]N
{β
2
σ
⊤ANσ +B
N∑
i=1
σi −
N∑
i=1
I(σi)
}
,
where I(x) := 1+x2 log
1+x
2 +
1−x
2 log
1−x
2 is the binary entropy function. By choosing σ = t1 with t as defined
in Lemma 1.2, we get the further lower bound
ZN (β,B) ≥ N
{βt2
2
+Bt− I(t)
}
+
βt2
2
N∑
i=1
(Ri − 1) =:MN (β,B), (1.13)
where t is as in Lemma 1.1. It follows from [4, Theorem 2.1] that logZN(β,B)−MN(β,B) = o(N), as soon
as ‖AN‖2F +
∑N
i=1(Ri − 1)2 = o(N). Our next result gives a bound to the approximation error of the parti-
tion function ZN (β,B) byMN (β,B), which we henceforth refer to as the Mean-Field prediction in this paper.
Theorem 1.5. Let AN satisfy (1.4) and (1.5).
(a) If (β,B) ∈ Θ1 then we have
logZN (β,B) −MN(β,B) . ‖AN‖2F + t2
N∑
i=1
(Ri − 1)2.
(b) If (β,B) ∈ Θ2, then the same conclusion as in part (a) holds under the extra assumption that AN
satisfies (1.7).
(c) If (β,B) ∈ Θ3, then under the extra assumption that AN satisfies (1.7) we have
logZN (β,B)−MN (β,B) . ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)2
]2
+
1
N
[ N∑
i=1
(Ri − 1)
]2
+ logN.
Remark 1.3. To see how the error bounds of the above theorem compare to existing error bounds for the
Mean-Field prediction formula in the literature, let us take the example where AN is the (scaled) adjacency
matrix of a dN -regular graph GN . In this case, the above theorem gives the error bound O(N/dN ) for the
Mean-Field prediction formula. This immediately improves the bounds from [4, Theorem 1.1] — o(N), [25,
Theorem 1.1] — O(N/d
1/3
N ), [20, Example 3] — O(N/d
1/2−o(1)
N ) under strong expander type conditions not
needed here) and [2, Corollary 2.9 and Example 2.10] — O(N/
√
dN ).
For our next result, define an i.i.d. probability measure Q on {−1, 1}N by setting
Q(σ1, . . . , σN ) := (exp(−βt−B) + exp(βt+ B))N exp
(
(βt+ B)
N∑
i=1
τi
)
. (1.14)
Our next theorem shows that if an event is unlikely under the above i.i.d. measure/ the Curie Weiss model
(depending on (β,B)), then it is also unlikely under an Ising model on an approximately regular graph with
large degree.
Theorem 1.6. Let AN satisfy (1.4) and (1.5). Also, let EN ⊂ {−1, 1}N be arbitrary.
(a) If (β,B) ∈ Θ1, then we have
logP(EN ) . logQ(EN ) + ‖AN‖2F + t2
N∑
i=1
(Ri − 1)2.
(b) If (β,B) ∈ Θ2, then under the further assumption (1.7) we have
logP(EN ) . logPCW (EN ) + ‖AN‖2F +
N∑
i=1
(Ri − 1)2.
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(c) If (β,B) ∈ Θ3, then under the further assumption (1.7) we have
logP(EN ) . logPCW (EN ) + ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)2
]2
+
1
N
[ N∑
i=1
(Ri − 1)
]2
+ logN.
As an application of the above theorem, we immediately get the following exponential concentration for σ.
Corollary 1.1. Suppose AN satisfies (1.4), (1.5), and
lim
N→∞
1
N
N∑
i=1
(Ri − 1)2 = 0, lim
N→∞
1
N
‖AN‖2F = 0.
• If (β,B) ∈ Θ1, then for every δ > 0 we have
lim sup
n→∞
1
N
logP(|σ − t| > δ) < 0.
Same conclusion holds for (β,B) ∈ Θ3, under the extra assumption that AN satisfies (1.7).
• If (β,B) ∈ Θ2, then under the extra assumption that AN satisfies (1.7), for every δ > 0 we have
lim sup
n→∞
1
N
log P(|σ −M(σ)| > δ) < 0.
Similar concentration results can be obtained for other higher order polynomials of σ, as studied in [1, 12, 23]
and the references therein. However, these papers focus exclusively on the high temperature regime Θ11,
whereas our result applies to all temperatures.
1.2. Examples
As mentioned before, the most common example of a coupling matrix AN in model (1.1) is the scaled
adjacency matrix 1
dN
GN , where GN is the adjacency matrix of a simple labelled graph on N vertices with
degree vector (d1, · · · , dN ), and dN := 1N
∑N
i=1 di is the average degree of GN . The scaling discussed in
the above definition ensures that the resulting Ising model has non-trivial phase transition properties (see
e.g., [4, 31]). Below we consider some specific examples of graphs to illustrate our theorems.
(a) Regular graphs: Let GN be a dN regular graph. Then ‖AN‖2F = NdN and Ri = 1, and so applying
Theorems 1.1, 1.2, 1.3 and 1.4 give
dKS
(√
N(σ − t), Zτ
)
.
√
N logN
d3
N
+ 1√
N
if (β,B) ∈ Θ11,
dKS
(√
N(σ − t), Zτ
)
.
√
N
dN
if (β,B) ∈ Θ12,
dKS
(√
N(σ −M(σ)), Zτ
)
.
√
N
dN
if (β,B) ∈ Θ2 and GN satisfies (1.7),
dKS
(
N1/4σ,W
)
.
(√
N logN
dN
)3/2
+
√
N
dN
+ logN√
N
if (β,B) ∈ Θ3 and GN satisfies (1.7).
In particular this means that σ has the same fluctuations as that of the Curie Weiss model as soon as
dN ≫(N logN)1/3 if (β,B) ∈ Θ11,
dN ≫
√
N if (β,B) ∈ Θ12,
dN ≫
√
N if (β,B) ∈ Θ2 and (1.7) holds,
dN ≫
√
N logN if (β,B) ∈ Θ3 and (1.7) holds.
(1.15)
Further, as already shown in Example 1.3, the requirement dN ≫
√
N is sharp in the regimes Θ12 ∪
Θ2∪Θ3. Note that for the particular case of the Curie-Weiss model at criticality we get the convergence
rate of N−1/2 logN , which matches the rate obtained in [14] up to the log factor. In fact, it is easy
to modify our argument in the special case of the Curie-Weiss model to get rid of the log factor. We
observe that for the case of random dN regular graphs, condition (1.7) holds with high probability, as
λ2(GN ) = Op(
√
dN )≪ dN (see [11]), and so our results apply directly to random regular graphs if dN
satisfies (1.15). We stress that our results apply to regular bipartite graphs as well, and does not need
the graph to be an expander as in [10].
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(b) Erdo˝s-Re´nyi graphs: Suppose GN ∼ G(N, pN ) be the symmetric Erdo˝s Re´nyi random graph with
0 < pN ≤ 1. Define AN (i, j) := 1(N−1)pNGN (i, j), and note that
max
1≤i≤N
|Ri − 1| = Op
(√ logN
NpN
)
,
∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣ = Op( 1√
pN
)
,
N∑
i=1
(Ri − 1)2 = Op
( 1
pN
)
. (1.16)
Since λ2(GN ) = Op(
√
NpN) ≪ NpN ([22, Theorem 1.1]), (1.7) holds as well. Then our theorems
conclude universal fluctuations for σ as soon as
pN ≫(logN)1/3N−2/3 if (β,B) ∈ Θ11,
pN ≫N−1/2 if (β,B) ∈ Θ12 ∪Θ2,
pN ≫(logN)4N−1/2 if (β,B) ∈ Θ3,
(1.17)
both in the quenched and annealed setting. We note that our results also apply to the asymmetric
Erdo˝s-Re´nyi random graph G˜(N, pN ), under the same regime of pN as in the symmetric case. This is
because an Ising model on the asymmetric Erdo˝s-Re´nyi graph is equivalent to an Ising model with
the symmetric coupling matrix AN (i, j) =
G˜N (i,j)+G˜N (j,i)
2(N−1)pN . The asymmetric case was studied recently
in [26], where the authors derive fluctuations as soon as NpN → ∞, but only in the sub parameter
regime Θ11 ∪ Θ3. The authors conjecture similar results for the symmetric case, which we are able to
verify partially in this paper. Moreover, our theorems apply simultaneously to both the symmetric and
the asymmetric cases with explicit convergence rates, thereby yielding fluctuations even in the hitherto
unexplored regimes Θ12 and Θ2.
(c) Balanced stochastic block model: Suppose GN is a stochastic block model with 2 communities of
size N/2 (assume N is even). Let the probability of an edge within the community be aN , and across
communities be bN . This is the well known stochastic block model, which has received considerable
attention in Probability, Statistics and Machine Learning (see [18, 27, 30] and references within). If we
take AN =
2
N(aN+bN )
GN , universal asymptotics hold for σ as soon as pN :=
aN+bN
2 satisfies (1.17), and
lim infN→∞ bNaN > 0 (needed to ensure (1.7)). Similar results hold when the number of communities is
larger than 2.
(d) Sparse regular graphons: Suppose that W be a symmetric measurable function from [0, 1]2 to [0, 1],
such that
∫
[0,1]
W (x, y)dy = a > 0 for all x ∈ [0, 1], and λ2(W ) < a, where {λi(W )}i≥1 are the countable
set of ordered eigenvalues. Also let (U1, · · · , UN) i.i.d.∼ U(0, 1). For γ ∈ (0, 1], let
{GN (i, j)}1≤i<j≤N i.i.d.∼ Bern
(
W (Ui, Uj)
Nγ
)
.
Such random graph models have been studied in the literature under the name W random graphons
(c.f. [6, 7, 8, 9, 28]). In this case for the choice AN =
1
NpN
GN with pN = aN
−γ , universal fluctuation
holds as soon as γ > 1/2. Indeed, writing
Ri − 1 = Ri −
∑N
j=1W (Ui, Uj)
aN
+
∑N
j=1W (Ui, Uj)
aN
− 1,
it is easy to check that (1.16) holds. Also with WN denoting the N × N matrix with WN (i, j) =
W (Ui, Uj), using [3, Corollary 3.3] we have ‖AN − (aN)−1WN‖op = Op
( √
N
NpN
)
. Since WN converges in
cut norm to W , it follows using [28, Section 11.6] we have
lim
N→∞
λ2(AN ) = a
−1 lim
N→∞
λ2(WN )
N
= a−1λ2(W ) < 1
and so AN satisfies (1.7). By our results, universal fluctuations hold for σ as soon as (1.16) holds.
(e) Block spin Ising model: Suppose that N is even, and
AN (i, j) =aN if i, j ≤ N/2 or i, j > N/2,
=bN if i ≤ N/2, j > N/2, or i > N/2, j ≤ N/2.
AN can be thought of as the expectation of a stochastic block Model with 2 communities. In the
particular case aN =
β
N , bN =
α
N , this model has been studied in [5, 29] under the name block spin
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Ising model. Again in this case universal asymptotics holds for σ as soon as dN :=
N(aN+bN )
2 satisfies
(1.15), and lim infN→∞ bNaN > 0. This in particular matches the results obtained from [29, Theorems
1.2, 1.4] which studies the sub parameter regime Θ11 ∪ Θ3. Our results apply to the whole parameter
regime of (β,B) and a wide regime of scalings of (aN , bN), providing explicit convergence rates. Similar
extension holds when the matrix AN has more than 2 groups as well.
(f) Wigner matrices: To demonstrate that our techniques apply to examples well beyond scaled adjacency
matrices, let AN be a Wigner matrix with its entries {AN(i, j), 1 ≤ i < j ≤ N} i.i.d. from a distribution
F scaled by Nµ, where F is a distribution on non-negative reals with finite exponential moment and
mean µ > 0. In this case we have
max
1≤i≤N
|Ri − 1| = Op
(√ logN
N
)
,
∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣ = Op(1), N∑
i=1
(Ri − 1)2 = Op(1).
Also [3, Corollary 3.5] shows that ‖AN − 1N 11⊤‖op = N−1/2, and so (1.7) holds. Thus our theorems
apply giving universal fluctuations for σ.
2. Proof of main results
We first state a lemma which will be needed in all parameter regimes.
Lemma 2.1. Suppose σ ∼ (1.1) for some AN satisfying (1.4), and β > 0, B ∈ R.
(a) Setting mi(σ) :=
∑N
j=1 AN (i, j)σj we have
E
[ N∑
i=1
(σi − tanh(βmi(σ) +B)) tanh(βmi(σ) +B)
]2
. N.
(b) For any c = (c1, · · · , cn) ∈ Rn we have
logP
(
|
N∑
i=1
ci(σi − tanh(βmi(σ) +B))| > t
)
. − t
2
||c||22
.
Here, part (a) follows by invoking [13, Lemma 3.2] and (b) can be obtained by making minor adjustments in
the proof of [32, Lemma 1].
We now present an exponential moment control lemma in all parameter regimes, which is one of the main
estimates of this paper, and is itself new and possibly of independent interest. The proof of this is deferred
to Section 3.
Lemma 2.2. Suppose σ ∼(1.1), with AN satisfying (1.4) and (1.5).
(a) If (β,B) ∈ Θ1, then there exists a fixed positive number δ > 0 such that
logE
[
exp
(
δ
2
N∑
i=1
(mi(σ)− t)2
)]
. ‖AN‖2F + t2
N∑
i=1
(Ri − 1)2. (2.1)
(b) If (β,B) ∈ Θ2, then the conclusion of part (a) holds under the additional assumption that AN satisfies
(1.7).
(c) If (β,B) ∈ Θ3, then under the additional assumption that AN satisfies (1.7) there exists a fixed positive
number δ > 0 such that
logE
[
exp
(
δ
2
N∑
i=1
(mi(σ)−m(σ))2
)]
. ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)2
]2
+
1
N
[ N∑
i=1
(Ri − 1)
]2
+ logN,
(2.2)
where m(σ) := N−1
∑N
i=1mi(σ).
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2.1. Proof of Theorem 1.1 and Theorem 1.2
Without loss of generality we may assume that the RHS of (1.6) and (1.8) are bounded by 1, because
otherwise the bound is trivial. With σ an observation from the Ising model (1.1), form an exchangeable pair
(σ,σ′) as follows: Let I denote a randomly sampled index from {1, 2, . . . , N}. Given I = i, replace σi with
an independent ±1 valued random variable σ′i with mean tanh(βmi(σ) + B) = E[σi|(σj , j 6= i)], and let
σ
′ := (σ1, · · · , σi−1, σ′i, σi+1, · · · , σN ). Then (σ,σ′) is an exchangeable pair. Extend the definition of M(σ)
to all parameter regimes by setting M(σ) := t if (β,B) ∈ Θ1 ∪ Θ3. Then, with TN :=
√
N(σ −M(σ)) and
T ′N :=
√
N(σ′ −M(σ′)), the pair (TN , T ′N ) is exchangeable as well. A direct computation gives
E[TN − T ′N |TN ] =
1
N3/2
N∑
i=1
E[σi − tanh(βmi(σ) +B)|TN ]−
√
NE[M(σ)−M(σ′)|TN ], (2.3)
where the second term in the RHS above can be expanded as
N∑
i=1
tanh(βmi(σ) +B) = N tanh(βM(σ) +B) + β(1− t2)
N∑
i=1
(mi(σ)−M(σ)) +
N∑
i=1
ξi(mi −M(σ))2
=NM(σ) + β(1− t2)
N∑
i=1
(σi −M(σ)) + β(1 − t2)M(σ)
N∑
i=1
(Ri − 1)
+ β(1− t2)
N∑
i=1
(Ri − 1)(σi −M(σ)) +
N∑
i=1
ξi(mi(σ)−M(σ))2 (2.4)
for random variables (ξi)1≤i≤N satisfying max1≤i≤N |ξi| . 1, where the second line uses the identity M(σ) =
tanh(βM(σ) +B). Setting hi = β(1 − t2)(Ri − 1) and plugging (2.4) into (2.3) we get
E[TN − T ′N |TN ] =
TN
N
(1− β(1 − t2))︸ ︷︷ ︸
g(TN )
− 1
N
√
N
N∑
i=1
E[ξi(mi(σ)−M(σ))2|TN ]︸ ︷︷ ︸
H1(TN )
− 1
N
√
N
E
[
N∑
i=1
hi(σi −M(σ))|TN
]
︸ ︷︷ ︸
H2(TN )
−
√
NE[M(σ)−M(σ′)|TN ]−N−3/2β(1 − t2)M(σ)
N∑
i=1
(Ri − 1)︸ ︷︷ ︸
H3(TN )
. (2.5)
Set G(x) :=
∫ x
0
g(y) dy = (1− β(1− t2))x2/2N , c0 := N/(1− t2) and c1 := (2πτ)−1/2, and note the existence
of positive constants c2 and c3 free of N such that assumptions (H1), (H2) and (H3) from [14, Page 2] are
all satisfied. By [14, Theorem 1.2], we then have
dKS(TN , Zτ ) . E
∣∣∣∣∣1− N2(1− t2)E [(TN − T ′N)2|TN]
∣∣∣∣∣
+
N
2(1− t2)c1E[|TN − T
′
N |3] +
Nc1c2
1− t2 c2E
[ 3∑
a=1
|Ha(TN )|
]
+
E|TN |+ 1√
N
. (2.6)
We will now estimate each term in the RHS above. First observe that
NE
[|TN − T ′N |3] . N
N
√
N
E
[|σI − σ′I |3]+N√NE[|M(σ)−M(σ′)|3] . 1√
N
(2.7)
where the control on the second term for (β,B) ∈ Θ2 follows on using part (b) of Theorem 1.6 with EN :=
{∑Ni=1 σi ∈ {−1, 0, 1}} along with part (c) of Proposition 5.1 to note that
lim sup
N→∞
1
N
logP(M(σ) 6=M(σ′)) ≤ lim sup
N→∞
1
N
logP(EN ) < 0. (2.8)
Proceeding to control E|H1(TN )| we have
N
√
N |H1(TN)| =
∣∣∣∣∣
N∑
i=1
E
(
ξi(mi(σ)−M(σ))2
) |TN
∣∣∣∣∣ . E(
N∑
i=1
(mi(σ)−M(σ))2
∣∣∣TN), (2.9)
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and so
N
√
NE|H1(TN )| . E
N∑
i=1
(
mi(σ)−M(σ)
)2
≤ ηN (2.10)
using Lemma 2.2, with ηN := ‖AN‖2F + t2
∑N
i=1(Ri − 1)2 denoting the RHS of (2.1). Next, we have
N
√
N |H2(TN )| ≤
∣∣∣∣∣E
(
N∑
i=1
hi
(
σi − tan(βmi(σ) +B)
∣∣∣∣∣TN
) ∣∣∣∣∣
+
∣∣∣∣∣E
(
N∑
i=1
hi
(
tanh(βmi(σ) +B)− tan(βM(σ) +B)
)∣∣∣∣∣TN
)∣∣∣∣∣ (2.11)
and so
N
√
NE|H2(TN )| .
√√√√ n∑
i=1
h2i +
√√√√ N∑
i=1
h2i
√√√√
E
N∑
i=1
(
mi(σ)−M(σ)
)2
.
√√√√ N∑
i=1
(Ri − 1)2(1 +√ηN ) . ηN +
N∑
i=1
(Ri − 1)2, (2.12)
where the penultimate line uses part (b) of Lemma 2.1, and the last line again uses (2.10). Also observe that,
N
√
N |H3(TN )| . N2E
(
|M(σ)−M(σ′)|TN
)
+ t
∣∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣∣, (2.13)
where the first term has an expectation which is exponentially small in N using (2.8). Finally we have∣∣∣∣∣E
[
1− N
2(1− t2) (TN − T
′
N)
2
∣∣∣∣TN]
∣∣∣∣∣ . E
∣∣∣∣∣E[1− (σI − σ′I)22(1− t2)
∣∣∣∣TN]
∣∣∣∣∣+N2E[|M(σ)−M(σ′)|].
The second term on the RHS above is exponentially small, by (2.8). For the first term on the RHS, note that
E[1 − (σI − σ′I)2/2(1− t2)|σ] . N−1
∣∣ N∑
i=1
(σi tanh(βmi(σ) + B)− t2)
∣∣.
As a result we have
E|E[1 − (σI − σ′I)2/2(1− t2)|TN ]|
. E
∣∣∣∣∣
N∑
i=1
(σi − tanh(βmi(σ) +B)) tanh(βmi(σ) +B)
∣∣∣∣∣ + 1N
N∑
i=1
E(mi(σ)−M(σ))2
.
1√
N
+
1
N
N∑
i=1
E(mi(σ)−M(σ))2 ≤ ηN
N
+
1√
N
, (2.14)
where we have used (2.10), and part (a) of Lemma 2.1. We now claim that
ET 2N . 1. (2.15)
Given this claim, combining the estimates from (2.6), (2.7), (2.10), (2.12), (2.13),and (2.14) we get
dKS(TN , Zτ ) .
1√
N
+
ηN√
N
+
1√
N
N∑
i=1
(Ri − 1)2 + t√
N
∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣,
from which the desired bound follows on noting that ηN & ‖AN‖2F & 1.
Deb and Mukherjee/Fluctuations in Mean-Field Ising models 11
It thus suffices to prove (2.15). To this effect, using (2.5) we get:∣∣∣∣∣E[TN − T ′N |TN ]− TNN (1− β(1 − t2))
∣∣∣∣∣ .
3∑
a=1
|Ha(TN )|.
By multiplying both sides of the above display by |TN | and taking expectation gives
E[T 2N ] .
∣∣∣∣E[N(TN − T ′N)TN ]∣∣∣∣+E
[
N |TN |
( 3∑
a=1
|Ha(TN )|
)]
,
where we have used the fact that β(1 − t2) 6= 1. By the exchangeability of TN and T ′N we have
E[N(TN − T ′N )TN ] = E[N(T ′N − TN )T ′N ] =
1
2
E[N(TN − T ′N)2] . 1.
Also, from (2.9), (2.11) and (2.13) we have
N
3∑
a=1
E[Ha(TN )]
2 .
ηN +
∑N
i=1(Ri − 1)2√
N
. 1,
where the last bound uses the fact that the RHS of (1.6) and (1.8) are bounded. Using Chebyshev’s inequality
then gives
E(T 2N ) . 1 +
√
E(T 2N )
√∑
a=1
E(NHa(TN))2 . 1 +
√
E(T 2N )
which implies E(T 2N ) . 1. This verifies (2.15), and hence completes the proof of the theorem.
2.2. Proof of Theorem 1.4
For proving Theorem 1.4 we need the following lemma, whose proof we defer to section 4.
Lemma 2.3. Assume that σ is an observation from (1.1) with (β,B) ∈ Θ11, and AN satisfies (1.11). Setting
αN = max1≤i≤N
∑N
j=1 AN (i, j)
2 as in Theorem 1.4, the following conclusions hold:
(a) logP
(
max1≤i≤N |mi(σ)| ≥ λ
√
αN logN
)
. −λ2, for any λ > 0.
(b) E
[∑N
i=1(Ri − 1)σi
]2
.
(∑N
i=1(Ri − 1)2
) [
1 + ‖AN‖2Fα2N (logN)2
]
.
Proof. Without loss of generality we can assume that the RHS of (1.12) is bounded as before. As in the
proof of the previous theorems, it suffices to bound the RHS of (2.6), but with t =M(σ) = 0 which implies
H3(TN ) = 0. To begin, use (2.14) to get
E
∣∣∣∣∣E
[
1− N
2
(TN − T ′N )2
∣∣TN]
∣∣∣∣∣ . ‖AN‖2FN + 1√N , (2.16)
using (2.1), which allows us to replace ηN in the previous proof by ‖AN‖2F . Proceeding to bound E|H1(TN )|,
use the first equality of (2.9) along with Cauchy-Schwarz inequality to note that
N
√
NE|H1(TN)| . E max
1≤i≤N
|mi(σ)|
N∑
i=1
mi(σ)
2 ≤
√
E max
1≤i≤N
mi(σ)2
√√√√
E
( N∑
i=1
mi(σ)2
)2
. ‖AN‖2F
√
αN logN,
(2.17)
where the last inequality uses part (a) of Lemma 2.3. Finally, for E|H2(TN )| we have
N
√
NE|H2(TN )| ≤ E
∣∣∣∣∣
N∑
i=1
(Ri − 1)σi
∣∣∣∣∣ .
√√√√( N∑
i=1
(Ri − 1)2)
[
1 + ‖AN‖αN logN
]
,
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where we use part (b) of Lemma 2.3. Plugging in the above bounds in (2.6), we have
dKS(TN , Zτ ) .
1 + E(T 2N )√
N
+
‖AN‖2F
√
αN logN√
N
+
[
1 + ‖AN‖αN logN
]√ (∑Ni=1(Ri − 1)2
N
,
from which the claimed bound follows immediately, if we can verify (2.15). But the proof of this is the same
as in the previous theorem, and so we are done.
2.3. Proof of Theorem 1.3
For proving Theorem 1.3 we need the following lemma, whose proof we again defer to section 4.
Lemma 2.4. Suppose σ ∼(1.1) with (β,B) ∈ Θ3, such that AN satisfies (1.9) and (1.7). Suppose further
that the RHS of (1.10) is bounded. Then the following conclusions hold:
(a) logP
(
max
1≤i≤N
|mi(σ)−m(σ)| ≥ λ
√
αN (logN)3 + logN max1≤i≤N |Ri − 1|
)
. −λ2, for any λ > 0.
(b) E
[∑N
i=1(Ri − 1)σi
]2
.
(∑N
i=1(Ri − 1)2 +N−1/2
[∑N
i=1(Ri − 1)
]2)
(logN)4.
(c) N3/2E(σ6) . 1.
Proof. With (σ,σ′) the usual exchangeable pair, setting TN := N1/4σ and TN := N1/4σ′ we have
E[TN − T ′N |σ] = N−3/4(σ − tanh(σ)) +N−3/4(tanh(σ)− tanh(m(σ))) +N−7/4
N∑
i=1
(tanh(mi(σ))− tanh(m(σ))).
Using Taylor’s expansion, this gives
|E[TN − T ′N |σ]−N−3/4(σ − tanh(σ))|
. N−3/4|σ −m(σ)|+N−7/4|σ|
N∑
i=1
(mi(σ)−m(σ))2 +N−7/4
∣∣∣∣∣
N∑
i=1
(mi(σ)−m(σ))3
∣∣∣∣∣, (2.18)
and so we have E[TN − T ′N |TN ] = g(TN ) +H(TN) where g(x) = N−3/2x3/3, and H(TN ) satisfies
E[|H(TN )|] . N−2E
[|TN |5]+N−3/4E[|σ −m(σ)|]+N−2E[|TN | N∑
i=1
(mi(σ)−m(σ))2
]
+N−7/4E
[∣∣∣∣ N∑
i=1
(mi(σ)−m(σ))3
∣∣∣∣
]
.
Invoking [14, Theorem 1.2] with G(x) :=
∫ x
0 g(t) dt = N
−3/2x4/12 we have
dKS(TN ,W ) . E
∣∣∣∣∣1− N3/22 E [(TN − T ′N)2|TN]
∣∣∣∣∣+N3/2E[|H(TN )|] +N−3/4E|TN |3. (2.19)
By part (c) of Lemma 2.4 we have E[|TN |5] . 1. Set δN :=
∑N
i=1(Ri − 1)2 +N−1/2
[∑N
i=1(Ri − 1)
]2
,and use
part (b) of Lemma 2.4 and the Cauchy-Schwarz inequality to get
E
[|σ −m(σ)|] .√E(σ −m(σ))2 . N−1(logN)2√δN .
Similarly, by the Cauchy-Schwarz inequality and part (c) of Lemmas 2.2 along with part (a) of Lemma 2.4,
we get:
E
[
|TN |
N∑
i=1
(mi(σ)−m(σ))2
]
≤
√
E(TN )2
√√√√E( n∑
i=1
(mi(σ)−m(σ))2
)2
. εN ,
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E
[
N∑
i=1
|mi(σ)−m(σ)|3
]
≤
√
E max
1≤i≤N
(mi(σ)−m(σ))2
√√√√
E
( N∑
i=1
(mi(σ)−m(σ))2
)2
. rNεN ,
where εN is as in the statement of Theorem 1.3. Combining the above observations, we get
N3/2E[|H(TN )|] . N−1/2 +N−1/4(logN)2
√
δN +N
−1/4rNεN . (2.20)
Finally, we have
E
∣∣∣∣1− N3/22 E [(TN − T ′N)2|TN ]
∣∣∣∣ . 1NE
∣∣∣∣ N∑
i=1
σi tanhmi(σ)
∣∣∣∣
.
1
N
E
∣∣∣∣ N∑
i=1
(σi − tanhmi(σ)) tanhmi(σ)
∣∣∣∣+ 1N E
N∑
i=1
(
mi(σ)−m(σ)
)2
+ Eσ2
.
1√
N
+
εN
N
+
1√
N
(2.21)
where the last inequality follows from part (a) of Lemma 2.1, part (c) of Lemma 2.2, and part (c) of Lemma 2.4.
Combing (2.20) and (2.21) along with (2.19) gives
dKS(TN ,W ) .
1√
N
+
√
δN(logN)
2
N1/4
+
rNεN
N1/4
,
as desired.
3. Proofs of Theorems 1.5, 1.6 and Lemma 2.2
We will need the following proposition which expresses the Curie-Weiss model as a mixture of i.i.d. random
variables, first shown in [31, Lemma 3].
Proposition 3.1. Let σ ∼ PCW be an observation from the Curie-Weiss model (1.3). Given σ, let WN be
a Gaussian random variable with mean σN and variance (Nβ)
−1. Then the following conclusions hold:
(a) Given WN , the random variables (σ1, σ2, . . . , σN ) are i.i.d. with mean W˜N := tanh(βWN +B).
(b) The marginal density of WN is proportional to exp(−Nf(w)), where f(w) = βw
2
2 − log cosh(βw +B).
We state two more lemmas necessary for proving the results of this section, the proofs of which we defer
to Section 5. The first lemma is a version of the Hanson-Wright inequality, which controls exponential
moment of quadratic forms of binary random variables.
Lemma 3.1. Suppose X1, X2, . . . , XN , N ≥ 1 are i.i.d. ±1 valued random variables such that E[X1] = µ.
Set sµ := 2µ/(log (1 + µ)− log (1− µ)) with s0 being 1. Also assume that DN is a N ×N symmetric matrix
such that sµ lim supN→∞ λ1(DN ) < 1. Then, given any vector c
⊤ := (c1, c2, . . . , cN ), we get:
log
E0
exp
1
2
N∑
i,j=1
DN(i, j)X˜iX˜j +
N∑
i=1
ciX˜i
 . Tr+(DN ) + ‖DN‖2F +
N∑
i=1
c2i
where X˜i = Xi − µ for 1 ≤ i ≤ N , and Tr+(DN ) =
∑N
i=1 max(DN (i, i), 0).
The second lemma gives a quantitative estimate which allows us to neglect the region where W˜N is not close
to t.
Lemma 3.2. Suppose (1.4), (1.5) and (1.7) holds, and further assume that ‖AN‖2F = o(N),
∑
i=1(Ri−1) =
o(N). Also, let VN be any random variable such that VN ≤ cN for some fixed c > 0, and ε > 0 be fixed.
Setting AN := AN − 11⊤/N , for any (β,B) ∈ Θ2 ∪Θ3 there exists δ = δ(ε, c, β) > 0 such that,
lim sup
N→∞
1
N
logECW
[
exp
(
δVN +
β
2
σ
⊤ANσ
)
1(|W˜N −M(σ)| ≥ ǫ)
]
< 0. (3.1)
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Proof of Theorem 1.5. (a) To begin, note that
β
2
σ
⊤ANσ +B
N∑
i=1
σi =
β
2
(σ − t)⊤AN (σ − t) +
N∑
i=1
(βtRi +B)σi − (βt2/2)1⊤AN1,
which on using (1.13) gives
ZN (β,B)
exp(MN (β,B))
= EQ exp
(
β
2
N∑
i,j=1
(σi − t)AN(i, j)(σj − t) + βt
N∑
i=1
(Ri − 1)(σi − t)
)
(3.2)
where Q is as defined in (1.14). In this case with DN = βAN we have
st lim sup
N→∞
λ1(DN ) = βst lim sup
N→∞
λ1(AN ) ≤ βst = βt
βt+B
< 1,
for (β,B) ∈ Θ12. If (β,B) ∈ Θ11, then we have t = 0, and s0 = 1, and so with DN = βAN as
before, we have st lim supN→∞ λ1(DN ) = β < 1. Thus in both cases Lemma 3.1 is applicable with
DN = βAN , ci = βt(Ri − 1), which using (3.2) gives
E
Q exp
β
2
N∑
i,j=1
(σi − t)AN (i, j)(σj − t) + βt
N∑
i=1
(Ri − 1)(σi − t)
 . ‖AN‖2F + t2 N∑
i=1
(Ri − 1)2. (3.3)
The conclusion of part (a) follows from this combined with (3.2).
(b) Define
YN := (σ − W˜N )⊤AN (σ − W˜N ) + 2W˜N
N∑
i=1
(Ri − 1)(σi − W˜N ) + (W˜ 2N − t2)
N∑
i=1
(Ri − 1), (3.4)
and note that σ⊤ANσ = YN + t2
∑N
i=1(Ri − 1). Using this, with JN,ǫ := {|t| − ε ≤ |W˜N | ≤ |t|+ ε} for
some ǫ > 0, by a similar calculation as in part (a) we have:
ZN (β,B)
ZCWN (β,B)
=ECW exp
(
β
2
σ
⊤ANσ
)
=ECW
[
exp
(
β
2
σ
⊤ANσ
)
1(JcN,ǫ)
]
+ exp
(β
2
t2
N∑
i=1
(Ri − 1)
)
E
CW (e
β
2 YN
1(JN,ǫ))
]
. (3.5)
The first term in the right hand side of (3.5) is o(1) by invoking Lemma 3.2 with δ = 0. For the second
term, by Proposition 3.1, the inner (conditional) expectation is taken with respect to i.i.d. ±1 valued
random variables with mean W˜N . In this regime βst = βt/βt = 1. But since lim supN→∞ λ1(AN ) < 1
by (1.7), on the set JN,ε we have
lim sup
N→∞
s
W˜N
λ1(βAN ) ≤ lim sup
N→∞
sup
µ∈JN,ε
sµλ1(βAN ) < 1
for ε small enough. Therefore, Lemma 3.1 is applicable with DN = βAN and ci = 2W˜N (Ri− 1) to give
logECW (e
β
2 YN
1(JN,ǫ)|W˜N ) ≤ C
{
‖AN‖2F +
N∑
i=1
(Ri − 1)2
}
+
β
2
∣∣∣(W˜ 2N − t2) N∑
i=1
(Ri − 1)
∣∣∣
for some C <∞, which on taking another expectation gives
logECW (e
β
2 YN
1(JN,ǫ)) ≤C
{
‖AN‖2F +
N∑
i=1
(Ri − 1)2
}
+ logEe
β
2
∣∣∣(W˜ 2N−t2)∑Ni=1(Ri−1)∣∣∣
.‖AN‖2F +
N∑
i=1
(Ri − 1)2 + 1
N
[ N∑
i=1
(Ri − 1)
]2
, (3.6)
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where the last step uses part (b) of Proposition 5.1. This along with (3.5) gives
logZN (β,B)− logZCWN (β,B)−
βt2
2
N∑
i=1
(Ri − 1) .‖AN‖2F +
N∑
i=1
(Ri − 1)2,
from which the desired conclusion follows by another application of part (a) of Proposition 5.1 to note
that logZCWN (β,B)−N
[
βt
2 +Bt− I(t)
]
. 1.
(c) In this regime we have t = 0, and so st = s0 = 1, and βs0 = 1. As in the proof of part (b), the first term
in the RHS of (3.5) is o(1) invoking Lemma 3.2 with δ = 0. For handling the second term, invoking
(1.7) gives
lim sup
N→∞
s
W˜N
λ1(AN ) ≤ lim sup
N→∞
sup
µ∈JN,ε
sµλ1(AN ) < 1
for ε small enough. Also Lemma 3.1 with DN = AN and ci = 2W˜N (Ri − 1) gives
logECW (e
β
2 YN
1(JN,ǫ)|W˜N ) ≤ C
{
‖AN‖2F + W˜ 2N
N∑
i=1
(Ri − 1)2
}
+
β
2
W˜ 2N
N∑
i=1
(Ri − 1)
for some C <∞ free of N . This, on taking another expectation along with (3.5) gives
logECW (e
β
2 YN
1(JN,ǫ)) ≤C‖AN‖2F + logE exp
(
CW˜ 2N
N∑
i=1
(Ri − 1)2 + β
2
W˜ 2N
N∑
i=1
(Ri − 1)
)
.‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1) +
N∑
i=1
(Ri − 1)2
]2
, (3.7)
where the last bound uses part (b) of Proposition 5.1. Combining (3.5) and (3.7) gives
logZN (β,B)− logZCWN (β,B) . ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)]2 + 1
N
[
N∑
i=1
(Ri − 1)2
]2
.
We incur an additional log factor in the final answer because logZCWN (β,B) − N
[
βt
2 +Bt− I(t)
]
.
logN by part (a) of Proposition 5.1.
Proof of Theorem 1.6. (a) Using a similar calculation as in (3.5), we get:
P(σ ∈ EN ) = c(N)EQ
exp
β
2
N∑
i,j=1
(σi − t)AN (σj − t) + βt
N∑
i=1
(Ri − 1)(σi − t)

1(σ ∈ EN )
 (3.8)
where the deterministic sequence c(N) satisfies
c(N) =
exp(βt2(1⊤AN1−N)) (exp(βt+B) + exp(−βt−B))N
ZN(β,B) exp ((βt2/2)1⊤AN1)
≤ 1,
on invoking the Mean-Field lower bound (1.13). Next, by using Ho¨lder’s inequality with exponent p (to
be chosen later), the left hand side of (3.8) can be bounded above by,EQ exp
β(1 + p)
2
N∑
i,j=1
(σi − t)AN (σj − t) + βt(1 + p)
N∑
i=1
(Ri − 1)(σi − t)

1
1+p
(Q(EN ))
p
1+p .
(3.9)
Using arguments similar to the derivation of (3.3) shows that for p small enough we have
logEQ
exp
β(1 + p)
2
∑
i,j
(σi − t)AN (σj − t) + βt(1 + p)
N∑
i=1
(Ri − 1)(σi − t)
 . ‖AN‖2F + t2 N∑
i=1
(Ri − 1)2.
Combining this along with (3.8) and (3.9) gives the desired conclusion follows.
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(b) With YN as in (3.4), using a similar calculation as in the derivation of (3.5) we can bound P (σ ∈ EN )
by
ZCWN (β,B)
ZN (β,B)
E
CW e
β
2 σ
⊤ANσ
1(σ ∈ EN)
≤Z
CW
N (β,B)
ZN (β,B)
[
E
CW e
β
2 σ
⊤ANσ
1(σ ∈ JcN,ε) + e
βt2
2
∑N
i=1(Ri−1)ECW e
β
2 YN
1(σ ∈ EN )1(JN,ε)
]
. (3.10)
For controlling the ratio of partition functions in the RHS of (3.10), use the Mean-Field approximation
(1.13) to get a lower bound for logZN (β,B), whereas part (a) of Proposition 5.1 gives logZ
CW
N (β,B)−
N
[
βt
2 +Bt− I(t)
]
. 1. Combining these two observations, we get:
logZCWN (β,B)− logZN (β,B) +
βt2
2
N∑
i=1
(Ri − 1) . 1. (3.11)
Also, the first term inside the parenthesis in the RHS of (3.10) is exponentially small in N , by invoking
Lemma 3.2 with δ = 0. Proceeding to control the second term in the RHS of (3.10) we have
E
CW e
β
2 YN
1(σ ∈ EN)1(JN,ε) ≤
[
E
CW e
β(1+p)
2 YN
1(JN,ε)
] 1
1+p [
P
CW (σ ∈ EN )
] p
1+p . (3.12)
where the last step uses Holder’s inequality with p > 0 to be chosen later. For controlling the first term
inside the bracket in the RHS of (3.12), repeating the same argument as in the derivation of (3.6) with
p > 0 small enough, yields:
logECW (e
β(1+p)
2 YN )1(JN,ε) . ‖AN‖2F +
N∑
i=1
(Ri − 1)2. (3.13)
Combining (3.10), (3.11), (3.12) and (3.13), the desired conclusion follows.
(c) All steps of part (b) above go through verbatim, except the RHS of (3.11) gets replaced by logN (by
part (a) of Proposition 5.1), and (3.13) is replaced by (c.f. (3.7))
logECW e
β(1+p)
2 YN
1(JN,ε) . ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)2
]2
+
1
N
[ N∑
i=1
N∑
i=1
(Ri − 1)
]2
. (3.14)
Combining this with (3.10) and (3.14) gives the desired conclusion.
Proof of Lemma 2.2. (a) Invoking Theorem 1.6 and changing δ if necessary, it suffices to show the desired
conclusion under Q, where Q is the i.i.d. measure defined in (1.14)). A direct calculation shows that
mi(σ)− t equals
∑N
j=1 AN (i, j)(σj − t) + t(Ri − 1), and so
N∑
i=1
(
mi(σ)− t
)2
≤2
N∑
i=1
[ N∑
j=1
AN (i, j)(σj − t)
]2
+ 2t2
N∑
i=1
(Ri − 1)2
=2
N∑
i=1
N∑
j=1
A2N (i, j)(σi − t)(σj − t) + 2t2
N∑
i=1
(Ri − 1)2. (3.15)
It therefore suffices to control the exponential moment of the first term in the RHS of (3.15). Since
lim supN→∞ λ1(A
2
N ) ≤ 1, for any δ ∈ (0, 1/2), using Lemma 3.1 with DN = δA2N and ci = 0 we have
logEQ exp
(
δ(σ − t)⊤A2N (σ − t)
)
. ‖A2N‖2F =
N∑
i=1
λ4i .
N∑
i=1
λ2i = ‖AN‖2F .
This gives the desired conclusion.
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(c) By invoking Theorem 1.6, it suffices to show the desired conclusion under the Curie-Weiss model. Start
by noting that m(σ) = 1N
∑N
i=1 Riσi, and so
mi(σ)−m(σ) =
N∑
j=1
AN (i, j)(σj − W˜N ) + 1
N
N∑
i=1
Ri(σi − W˜N ) + W˜N (Ri −R).
This shows that
∑N
i=1
(
mi(σ)−m(σ)
)2
is bounded by
3
N∑
i=1
[ N∑
j=1
AN (i, j)(σj − W˜N )
]2
+
3
N
[ N∑
i=1
Ri(σi − W˜N )
]2
+ 3W˜ 2N
N∑
i=1
(Ri −R)2
≤3
N∑
i,j=1
(
A2N (i, j) +
3
N
RiRj
)
(σi − W˜N )(σj − W˜N ) + 3W˜ 2N
N∑
i=1
(Ri − 1)2. (3.16)
Conditioning on W˜N , we now control the exponential moment of the first term in the RHS of the above
display under the Curie-Weiss model. By Proposition 3.1, under the Curie Weiss model, given W˜N , the
random vector (σ1, · · · , σN ) are i.i.d. with mean W˜N . Since
lim sup
N→∞
λ1
(
A2N +
3
N
RR⊤
)
≤ lim sup
N→∞
λ1(A
2
N ) + lim sup
N→∞
3
N
λ1(RR
⊤) . 1,
on invoking Lemma 3.1 with ci = 0, DN = δ
(
A2N +
3
NRR
⊤
)
for δ small enough, and noting that
‖ 1NRR⊤‖2F = 1N2 (
∑N
i=1 R
2
i )
2 . 1 by (1.5), we get
logECW eδ
∑
N
i=1(mi(σ)−m(σ))2 − 3δW˜ 2N
N∑
i=1
(Ri − 1)2 . ‖A2N‖2F + tr(A2N ) . ‖AN‖2F ,
from which the desired conclusion follows on noting that
logECW e3δW˜
2
N
∑
N
i=1(Ri−1)2 .
1
N
[ N∑
i=1
(Ri − 1)2
]2
,
which follows from part (b) of Proposition 5.1.
(b) To begin note that
N∑
i=1
(mi −M(σ))2 .
N∑
i=1
(mi(σ)−m(σ))2 + 1
N
[ N∑
i=1
Ri(σi − W˜N )
]2
+ (W˜N −M(σ))2
∣∣∣∣ N∑
i=1
(Ri − 1)
∣∣∣∣.
(3.17)
By Ho¨lder’s inequality, it suffices to bound the exponential moments of the first three terms of the
above display at some δ > 0. Exponential moment of the third term in the RHS of (3.17) is bounded
by part (b) of Proposition 5.1, as
∑N
i=1 |Ri − 1| = o(N). Proceeding to bound the sum of the first two
terms, use (3.16) to get
N∑
i=1
(mi(σ)−m(σ))2+ 1
N
[ N∑
i=1
Ri(σi−W˜N )
]2
≤
N∑
i,j=1
(
A2N (i, j) +
4
N
RiRj
)
(σi−W˜N )(σj−W˜N )+3
N∑
i=1
(Ri−1)2,
and so it suffices to bound
logECW exp
δ N∑
i,j=1
(
A2N (i, j) +
4
N
RiRj
)
(σi − W˜N )(σj − W˜N )

for δ small enough. But this follows on invoking Lemma 3.1 with DN = δ(A
2
N +
4
NRR
⊤) and ci = 0 to
get
logECW exp
δ N∑
i,j=1
(
A2N (i, j) +
4
N
RiRj
)
(σi − W˜N )(σj − W˜N )
 . ‖A2N‖2F + tr(A2N ) . ‖AN‖2F ,
which completes the proof of part (b).
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4. Proof of Lemmas 2.3 and 2.4
Proof of Lemma 2.3. (a) To begin, note that it suffices to prove the bound for λ large enough. To this
effect, using part (b) of Lemma 2.1 we have the existence of a constant M free of N , such that for all
λ > 0 we have
P
(
|mi(σ)−
N∑
j=1
AN (i, j) tanh(βmj(σ))| > λ
√√√√logN N∑
j=1
AN (i, j)2
)
≤ 2e−λ
2 logN
M ,
which on using a union bound with αN = max1≤i≤N
∑N
j=1 AN (i, j)
2 (as in Theorem 1.4) gives
P
(
max
1≤i≤N
|mi(σ)−
N∑
j=1
AN (i, j) tanh(βmj(σ))| > λ
√
αN logN
)
≤ 2Ne−λ
2 logN
M .
On the set
{
max1≤i≤N |mi(σ) −
∑N
j=1 AN (i, j) tanh(βmj(σ))| ≤ λ
√
αN logN
}
using the bound
| tanh(x)| ≤ |x| we have
max
1≤i≤N
|mi(σ)| ≤
√
αN logN + β max
1≤i≤N
Ri max
1≤i≤N
|mi(σ)|,
which on using (1.11) gives max1≤i≤N |mi(σ)| .
√
αN logN . Thus there exists a constant c
′ such that
P( max
1≤i≤N
|mi(σ)| > c′λ
√
αN logN) ≤ 2Ne−
λ2 logN
M ,
from which the desired conclusion follows for all λ large enough.
(b) More generally, we will show that for any vector c ∈ RN we have
E
(
N∑
i=1
ciσi
)2
. (logN)3/2
N∑
i=1
c2i . (4.1)
To this effect, for every non-negative integer ℓ set c(ℓ) := βlAℓNc, and xℓ := E[(
∑
i c
(ℓ)
i σi)
2], and note
that c(0) = c, and the LHS of (4.1) is just x0. For any ℓ ≥ 0 we can write
xℓ = T1,ℓ + T2,ℓ + T3,ℓ, (4.2)
where
T1,ℓ := E
( N∑
i=1
c
(ℓ)
i (σi − tanh(βmi(σ)))
)2 , T2,ℓ := E
( N∑
i=1
c
(ℓ)
i tanh(βmi(σ))
)2
T3,ℓ = 2E
∑
i6=j
c
(ℓ)
i c
(ℓ)
j (σi − tanh(βmi(σ))) tanh(βmj(σ))
 .
For controlling T3,ℓ, setting m
j
i (σ) :=
∑N
k=1,k 6=j AN (i, k)σkσj we have
|T3,ℓ| =2
∣∣∣∣∣
N∑
i6=j
c
(ℓ)
i c
(ℓ)
j E
[
(σi − tanh(βmi(σ)))(tanh(βmj(σ))− tanh(βmij(σ)))
]∣∣∣∣∣
.
N∑
i6=j
∣∣c(ℓ)i ∣∣∣∣c(ℓ)j ∣∣AN (i, j) . ‖c(ℓ)‖22 (4.3)
where we use E[σi − tanh(βmi(σ))|(σj , j 6= i)] = 0 in the first line, and the bound | tanh(βmi(σ)) −
tanh(βmji (σ))| . AN (i, j) in the second line.
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Proceeding to bound T2,ℓ, use a Taylor’s series expansion to get tanh(βmi(σ)) = βmi(σ) + ξimi(σ)
3
for random variables {ξi}1≤i≤N uniformly bounded by 1 in absolute value. Consequently,
T2,ℓ − xℓ+1 = E
( N∑
i=1
c
(ℓ)
i
{
mi(σ)β + ξimi(σ)
3
})2− E
( N∑
i=1
c
(ℓ)
i mi(σ)
)2
≤ 2√xℓ+1‖c(ℓ)‖2
√√√√E[∑
i
mi(σ)6
]
+ ‖c(ℓ)‖22E
[∑
i
mi(σ)
6
]
. (4.4)
Finally, using Cauchy-Schwarz inequality gives
E
( N∑
i=1
mi(σ)
6
)
≤
√√√√
E(
N∑
i=1
m2i )
2
√
E max
1≤i≤N
|mi(σ)|8 ≤ C2‖AN‖2Fα2N (logN)2 (4.5)
for some C free of N , where the last inequality uses part (a) of this lemma and part (b) of Lemma 2.2.
Noting that T1,ℓ . ‖c(ℓ)‖22 by part (b) of Lemma 2.1, combining (4.3), (4.4) and (4.5) along with (4.2)
gives the existence of a constant D free of N, ℓ such that
xℓ ≤ xℓ+1 + 2√xℓ+1‖c‖2βℓNδN + ‖c‖22β2ℓN δ2N +Dβ2ℓN ‖c‖22, (4.6)
where we have also used the bound ‖c(ℓ)‖2 ≤ βℓN‖c‖2 with βN := β‖AN‖2, and we set δN :=
max(1, C‖AN‖αN logN). Since βN → β < 1, for all N large we have βN ≤ β0 for some β0 < 1.
Given constants β0 ∈ (0, 1), D > 0, there exists M large enough such that M > (β0
√
M + 1)2 + D.
With this M,β0 we claim that for all ℓ, we have
xℓ ≤M‖c‖22β2ℓ0 δ2N , (4.7)
from which (4.1) is immediate on setting ℓ = 0. For proving (4.7) we use backwards induction on ℓ.
Using Cauchy-Schwarz inequality gives
xℓ ≤ N‖c(ℓ)‖22 ≤ NβℓN‖c‖22,
and so (4.7) holds for all ℓ large enough, as βN < β0. Assume that the result holds for xℓ+1 for some ℓ,
i.e. xℓ+1 ≤M‖c‖22β2ℓ+20 δ2N . Using (4.6) gives
xℓ ≤ ‖c‖22β2ℓ0 δ2N
(
Mβ20 + 2
√
Mβ0 + 1 +D
)
≤M‖c‖22β2ℓ0 δ2N ,
where the last step uses the choice of M . This verifies the claim for ℓ, and hence proves (4.7) by
backward induction, for all ℓ ≥ 0.
Proof of Lemma 2.4. (a) As in the proof of part (a) of Lemma 2.3, it suffices to prove the result for λ
large. To this effect, define an N × N matrix A˜N by setting A˜N (i, j) := AN (i, j)/Rmax for i 6= j and
A˜N (i, i) := 1−Ri/Rmax where Rmax = max1≤i≤N Ri. Observe that 1⊤A˜N = 1⊤, and so
|(mi(σ)−m(σ))−
N∑
j=1
A˜N (i, j)(mj(σ)−m(σ))|
=|mi(σ)−
N∑
j=1
A˜N (i, j)mj(σ)|
≤|mi −
N∑
j=1
AN (i, j)mj(σ)|+
N∑
j=1
|AN (i, j)− A˜N (i, j)|
.|mi −
N∑
j=1
AN (i, j) tanh(mj(σ))|+ max
1≤i≤N
|mi(σ)|3 + max
1≤i≤N
|Ri − 1|. (4.8)
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Using part (b) of Lemma 2.1, a union bound as in the proof of part (a) of Lemma 2.3 shows that for all λ > 0
we have P(EcN ) ≤ 2e−cλ
2
for some constant c > 0 free of N , where
EN :=
{
max
1≤i≤N
∣∣mi(σ)− N∑
j=1
AN (i, j) tanh(mj(σ))
∣∣ ≤ λ√αN logN} (4.9)
for some constant c free of N , with αN = max1≤i≤N
∑N
j=1 AN (i, j)
2 as in Theorem 1.4. Proceeding to bound
the second term in the RHS of (4.8), note that
|mi(σ)|3 . |mi(σ)− tanh(mi(σ))| ≤ |mi(σ)−
N∑
j=1
AN (i, j) tanh(mj(σ))|+ max
1≤i≤N
|Ri − 1|. (4.10)
Thus, combining (4.8) and (4.10), on the set EN we have
max
1≤i≤N
|(mi(σ)−m(σ))−
N∑
j=1
A˜N (i, j)(mj(σ)−m(σ))| ≤ C
[
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
]
(4.11)
for some C <∞ free of N . Now, for any integer ℓ ≥ 2 we have
|(mi(σ)−m(σ))−
N∑
j=1
A˜ℓN (i, j)(mj(σ)−m(σ))|
≤|(mi(σ)−m(σ))−
N∑
j=1
A˜ℓ−1N (i, j)(mj(σ)−m(σ))|+
∣∣∣ N∑
j=1
A˜ℓ−1N (i, j)
{
(mj(σ)−m(σ)) −
N∑
k=1
A˜N (j, k)(mk(σ)−m(σ))
}∣∣∣
≤|(mi(σ)−m(σ))−
N∑
j=1
A˜ℓ−1N (i, j)(mj(σ)−m(σ))|+ max1≤j≤N
∣∣∣(mj(σ)−m(σ))− N∑
k=1
A˜ℓN (j, k)(mk(σ)−m(σ))
∣∣∣,
which, via a recursive argument gives
max
1≤i≤N
∣∣∣(mi(σ)−m(σ))− N∑
j=1
A˜ℓN (i, j)(mj(σ)−m(σ))
∣∣∣
≤ℓ max
1≤i≤N
|(mi(σ)−m(σ))−
N∑
j=1
A˜N (i, j)(mj(σ)−m(σ))| ≤ Cℓ
(
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
)
, (4.12)
where the last line uses (4.11) on the set EN . Using part (a) of Lemma 5.2, we note the existence of D free
of N such that for the choice ℓ = D logN we have max1≤i≤N Aℓ(i, i) ≤ 3N . With this choice of ℓ, we have
P
(
max
1≤i≤N
|mi(σ)−m(σ)| ≥ 2Cℓ
[
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
]
, EN
)
≤P
(
max
1≤i≤N
|
N∑
j=1
A˜ℓN (i, j)(mj(σ)−m(σ))| ≥ Cℓ
[
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
])
≤ P
( N∑
j=1
(mj(σ)−m(σ))2 ≥ C
2ℓ2N
2
[
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
]2)
,
where the last line uses Cauchy-Schwarz inequality. Fixing δ small enough and using part (c) of Lemma 2.2,
this gives
logP(
(
max
1≤i≤N
|mi(σ)−m(σ)| ≥ 2Cℓ
[
λ
√
αN logN + max
1≤i≤N
|Ri − 1|
]
, EN
)
.−NαN(logN)3λ2 −N(logN)2 max
1≤i≤N
|Ri − 1|2 + logEeδ
∑
N
i=1(mi(σ)−m(σ))2
.−NαN(logN)3λ2 −N(logN)2 max
1≤i≤N
|Ri − 1|2 + ‖AN‖2F +
1
N
[ N∑
i=1
(Ri − 1)2
]2
+
1
N
[ N∑
i=1
(Ri − 1)
]2
+ logN,
from which the desired conclusion follows for λ large enough on noting the inequality NαN ≥ ‖AN‖2F & 1.
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In order to prove Lemma 2.4, parts (b) and (c), we need the following lemma whose proof we defer to the
end of this lemma.
Lemma 4.1. Assume that (1.4), (1.5), (1.9) holds, and the RHS of (1.10) is bounded. Then, setting νN :=
E
N
1 [(N
1/4
σ)6] the following conclusions hold:
νN .ν
2/3
N + ν
1/3
N + ν
1/2
N + ν
1/2
N
√√√√E [∑Ni=1(Ri − 1)σi]2
N1/2
, (4.13)
E
[
N∑
i=1
(Ri − 1)σi
]2
.(logN)4
(
N∑
i=1
(Ri − 1)2 +N−1/2
[ N∑
i=1
(Ri − 1)
]2)(
1 +E[(N1/4σ)2]
)
. (4.14)
Proof of Lemma 2.4, parts (b) and (c). Use (4.14) and the fact that the RHS of (1.10) is bounded to get
E[
N∑
i=1
(Ri − 1)σi]2 .
√
N(1 +E[(N1/4σ)2]) .
√
N(1 + ν
1/3
N ).
Along with (4.13), this gives νN . ν
2/3
N + ν
1/3
N + ν
1/2
N (1 + ν
1/3
N ) + 1, and so νN must be bounded, thereby
proving part (b). Now, part (c) is an immediate consequence of part (b) and (4.14).
Proof of Lemma 4.1. (a) Proof of (4.13).
To begin, borrowing notation from the proof of Theorem 1.3 and using (2.18) gives the existence of
C <∞ such that∣∣
E[TN − T ′N |σ]−N−3/2T 3N/3
∣∣
≤ 2
15
N−2|TN |5 + C
{
N−3/4|σ −m(σ)|+N−2|TN |
N∑
i=1
(mi(σ)−m(σ))2 +N−7/4
∣∣∣∣ N∑
i=1
(mi(σ)−m(σ))3
∣∣∣∣}.
On multiplying both sides of the above inequality by |TN |3 and taking expectation gives
E[T 6N ] ≤ (2/5)N−1/2E|TN |8 + 3C
{
N3/4E
[|TN |3|σ −m(σ)|] +N−1/2E[|TN |4 N∑
i=1
(mi(σ)−m(σ))2
]
+N−1/4E
[
|TN |3
∣∣ N∑
i=1
(mi(σ)−m(σ))3
∣∣]}+ 3N3/2∣∣E(TN − T ′N )T 3N ∣∣. (4.15)
We will now bound each of the terms in the RHS of (4.15). To begin, note that that |TN−T ′N | ≤ 2N−3/4
and E[TN ] = E[T
′
N ]. This, along with the fact that (TN , T
′
N) is an exchangeable pair gives
E(TN − T ′N)T 3N = (1/2)E(TN − T ′N)T 3N − (1/2)E(TN − T ′N )(T ′N )3
= (1/2)E
[
(TN − T ′N )2(T 2N + TNT ′N + (T ′N )2)
]
≤ 6N−3/2E[T 2N ] ≤ 6N−3/2ν1/6N , (4.16)
where νN = E[(N
1/4σ)6] as in the statement of the lemma. Also with εN , rN as in the statement of
Theorem 1.3, use part (c) of Lemma 2.2, and part (a) of Lemma 2.4 to get that for any positive integer
p, we have
E
[ N∑
i=1
(mi(σ)−m(σ))2
]p
. εpN , E max1≤i≤N
|mi(σ)−m(σ)|p . rpN . (4.17)
Finally, since the RHS of (1.10) is bounded, we have
εN .
√
N, εNrN . N
1/4, ‖c‖22 +N−1/2
[ N∑
i=1
ci
]2
.
√
N. (4.18)
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Armed with these estimates and proceeding to bound the second, third and fourth terms in (4.15), use
Ho¨lder’s inequality to get
N3/4E[|TN |3|σ −m(σ)|] ≤N−1/4√νN
√√√√
E
[
N∑
i=1
(Ri − 1)σi
]2
(4.19)
E
[
T 4N
N∑
i=1
(mi(σ)−m(σ))2
]
≤ν2/3N

E
[
N∑
i=1
(mi(σ)−m)2
]31/3 . ν2/3N εN . ν2/3N √N (4.20)
E
[
|TN |3
∣∣∣∣∣
N∑
i=1
(mi(σ)−m(σ))3
∣∣∣∣∣
]
≤√νN
(
E
[ N∑
i=1
(mi(σ)−m(σ))2
]4)1/4(
E
[
max
1≤i≤N
(mi(σ)−m(σ))4
])1/4
.
√
νNεNrN .
√
νNN
1/4 (4.21)
where the last bounds in (4.20) and (4.21) use (4.17) and (4.18). Finally, for the fifth term in the RHS
of (4.15), note that |TN | ≤ N1/4, and so the first term in the RHS of (4.15) is bounded by (2/5)E[T 6N ].
Combining this along with (4.15), (4.16), (4.19), (4.20) and (4.21) gives
νN . ν
1/3
N + ν
1/2
N + ν
2/3
N + ν
1/2
N
√√√√E [∑Ni=1(Ri − 1)σi]2
N1/2
which completes the proof of (4.13)
(b) Proof of (4.14).
To begin, for any vector h := (h1, · · · , hN ) write
N∑
i=1
hiσi =
N∑
i=1
hi(σi − tanh(mi(σ))) +
N∑
i=1
hi(tanh(mi(σ))− tanh(m(σ))) + tanh(m(σ))
N∑
i=1
hi,
which using part (b) of Lemma 2.1 gives
E
[ N∑
i=1
hiσi
]2
.‖h‖22 + ‖h‖22εN +
[ N∑
i=1
hi
]2
Em(σ)2 . ‖h‖22εN +
[ N∑
i=1
hi
]2
E(m(σ)2), (4.22)
where the second line uses part (c) of Lemma 2.2, and εN equals the RHS of (2.2). Setting c = R − 1
and using (4.22) with h = c gives
E
[ N∑
i=1
ciσi
]2
.‖c‖22 + ‖c‖22εN +
[ N∑
i=1
ci
]2
Em(σ)2 . N, (4.23)
where the last line uses (4.18). Along with (4.13) this gives νN . ν
1/3
N + ν
1/2
N + ν
2/3
N + ν
1/2
N
√
N , and so
νN .
√
N ⇒ Eσ6 . N−1. (4.24)
Also, an argument similar to the derivation of (4.23) shows that for any positive integer p, we have
E(σ −m(σ))2p = N−2pE
[ N∑
i=1
ciσi
]2p
.N−2p
(
‖c‖2p2 + ‖c‖2p2 εpN +
(
N∑
i=1
ci
)2p
Em(σ)2
)
. N−p,
(4.25)
where the last bound uses (4.18). Combining we have the following conclusions:
Em(σ)
6
.E(σ)6 + E(σ −m(σ))6 . 1
N
, (4.26)
E
( N∑
i=1
mi(σ)
6
)
.NEm(σ)6 +
√
E max
1≤i≤N
(mi(σ)−m(σ))8
√√√√
E
[ N∑
i=1
(mi(σ)−m(σ))2
]2
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.1 + r4NεN . 1, (4.27)
where (4.26) uses (4.24) and (4.25) with p = 3, and (4.27) uses (4.26) along with (4.17) and (4.18).
Armed with these estimates, we now focus on deriving (4.14).
Let A˜N be as defined in the proof of part (a) of Lemma 2.4, and set c
(ℓ) := c⊤A˜ℓN and xℓ :=
E
[
N∑
i=1
c
(ℓ)
i σi
]2
for ℓ ≥ 0. As in the proof of part (b) of Lemma 2.3, we can write xℓ = T1,ℓ+ T2,ℓ+T3,ℓ,
where
T1,ℓ :=E
[ N∑
i=1
c
(ℓ)
i (σi − tanhmi(σ))
]2
, T2,ℓ := E
[ N∑
i=1
c
(ℓ)
i tanhmi(σ)
]2
,
T3,ℓ := 2E
∑
i6=j
c
(ℓ)
i c
(ℓ)
j (σi − tanhmi(σ)) tanhmj(σ)
 .
By the argument presented in the proof of part (b) of Lemma 2.3 we have T1,ℓ . ‖c(ℓ)‖22 ≤ ‖c‖22, and
T3,ℓ . ‖c‖22. Next, using Taylor Series expansion, we can write tanh(mi(σ)) = mi(σ) + ξimi(σ)3 for
random variables {ξi}1≤i≤N which are uniformly bounded by 1 in absolute value. Consequently,
T2,ℓ − xℓ+1 =E
[
σ
⊤ANc(ℓ) +
N∑
i=1
c
(ℓ)
i ξimi(σ)
3
]2
−E
[
σ
⊤A˜Nc(ℓ)
]2
≤2√xℓ+1
√√√√
E
[ N∑
i=1
|c(ℓ)i mi(σ)3|
]2
+ 2
√
xℓ+1
√
E
[
c(ℓ)HNσ
]2
+ E
[
c(ℓ)HNσ
]2
+ E
[ N∑
i=1
|c(ℓ)i mi(σ)3|
]2
+ 2
√
E
[
c(ℓ)HNσ
]2√√√√
E
[ N∑
i=1
|c(ℓ)i mi(σ)3|
]2
≤2√xℓ+1‖c‖22
√√√√
E
N∑
i=1
mi(σ)6 + 2
√
xℓ+1
√
E
[
c(ℓ)HNσ
]2
+ E
[
c(ℓ)HNσ
]2
+‖c‖22E
[ N∑
i=1
mi(σ)
6
]
+ 2‖c‖22
√
E
[
c(ℓ)HNσ
]2√√√√
E
N∑
i=1
mi(σ)6. (4.28)
Proceeding to bound the RHS of (4.28), use (1.9) and (4.25) respectively to note that ‖HN‖op . N−1/4,
and NE(m(σ))2 . NE(σ)2 + 1, and use and so an application of (4.22) with h = HNc
(ℓ)) gives
E
[
(c(ℓ))⊤HNσ
]2
. ‖c(ℓ)‖22‖HN‖2op
(
εN +NE(m(σ)
2)
)
. ‖c‖22µN , (4.29)
with µN := 1 + E(N
1/4
σ)2, where the last line uses (4.17) and (4.18). We now claim that there exists
a constant D > 0 such that
xD(logN)2 . µN
(
‖c‖22 +N−1/2
[ N∑
i=1
ci
]2)2
. (4.30)
Given this claim, we have the existence of a constant C free of N such that
xD(logN)2 ≤ C2µN
(
‖c‖22 +N−1/2
[ N∑
i=1
ci
]2)2
. (4.31)
Also, using (4.29) and (4.27), and making C bigger if needed, for all ℓ ≥ 0 we have
xℓ ≤xℓ+1 + 2C√xℓ+1‖c‖2√µN + C2‖c‖22µN . (4.32)
With L = D(logN)2, we will now show that the bound
xℓ ≤ (L− ℓ+ 1)2C2
‖c‖22 +N−1/2
(
N∑
i=1
ci
)2 (4.33)
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holds for all ℓ ∈ [0, L] by backwards induction. By (4.31) we have that (4.33) holds for ℓ = L. Suppose
(4.33) holds for ℓ+ 1 for some ℓ ∈ [0, L− 1]. Using (4.32) gives
xℓ ≤ C2µN‖c‖22
[
(L− ℓ)2 + 2(L− ℓ) + 1
]
= (L− ℓ+ 1)2C2µN‖c‖22,
verifying (4.33) for ℓ, thus verifying (4.33) for all ℓ ∈ [0, L] by induction. Setting ℓ = 0 in (4.33) we get
the bound
E
( N∑
i=1
ciσi
)2
≤ L2C2µN
[ N∑
i=1
c2i +N
−1/2
( N∑
i=1
ci
)2]
≤ C2D2µN (logN)4
[ N∑
i=1
c2i +N
−1/2
( N∑
i=1
ci
)2]
,
which verifies (4.14), as desired.
It thus remains to verify (4.30), for which using spectral decomposition write A˜N =
∑N
i=1 λ˜iq˜iq˜
⊤
i ,
where we set λ˜i := λi(A˜N ) for convenience of notation . With L = D(logN)
2, this gives
c⊤A˜LNσ = σ
N∑
i=1
ci + λ˜
L
Nc
⊤
q˜N q˜
⊤
Nσ +
N−1∑
i=2
λ˜Li c
⊤
q˜iq˜
⊤
i σ = σ
N∑
i=1
ci + λ˜
L
Nc
⊤
q˜N q˜
⊤
Nσ +O(N
−cD+2),
where the last equality uses Lemma 5.2 to get
max
2≤i≤N−1
|λ˜i|L ≤
(
1− c
logN
)ℓ
≤ N−cD
for some c > 0. Consequently for D large enough we have
E
[
c⊤A˜LNσ
]2
.
[ N∑
i=1
ci
]2
E[σ2] + ‖c‖22E[(q˜⊤Nσ)2]. (4.34)
Since q˜⊤N A˜N = λN q˜
⊤
N where λ˜N is bounded away from 1 by (1.7), we have
(1− λ˜N )
N∑
i=1
q˜N (i)σi =
N∑
i=1
q˜N (i)(σi −mi(σ)) + q˜⊤NHNσ
=
N∑
i=1
q˜N (i)(σi − tanh(mi(σ))) +
N∑
i=1
q˜N (i)(tanh(mi(σ))−mi(σ)) + q˜⊤NHNσ.
This immediately gives
(1− λ˜N )2E
[
N∑
i=1
q˜N (i)σi
]2
. E
[
N∑
i=1
q˜N (i)(σi − tanh(mi(σ)))
]2
+E
[
N∑
i=1
|q˜N (i)||mi(σ)|3
]2
+ E
[
q˜⊤NHNσ
]2
≤
N∑
i=1
q˜N (i)
2 +
√√√√ N∑
i=1
q˜N (i)2
√√√√
E
[
N∑
i=1
mi(σ)6
]
+ E
[
q˜⊤NHNσ
]2
.1 + ‖HN‖2op
[
εN +NE(m(σ)
2)
]
.
where the last bound uses (4.22) with h = q˜N . Since NE(m(σ)
2) . NE(σ2) + 1 .
√
NµN , using the
last bound along with (4.34) gives
E(c⊤A˜LNσ)
2 . µN
(
N−1/2
[ N∑
i=1
ci
]2
+
N∑
i=1
c2i
)
,
thus verifying (4.30), and hence completing the proof of the lemma.
Remark 4.1. As in the proof of part (b) of Lemma 2.3, the above argument can be modified to bound the
moments of general linear combinations
∑N
i=1 ciσi for any c ∈ RN .
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5. Proof of supplementary lemmas
5.1. Proof of Lemma 3.1 and Lemma 3.2
Proof of Lemma 3.1. Noting the presence of Tr+(DN ) in the RHS of the bound, it suffices to prove the result
for DN with all diagonal entries set to 0. With (Z1, Z2, . . . , ZN ) be i.i.d. N (0, 1) random variables, we claim
thatE
exp
1
2
N∑
i,j=1
DN (i, j)X˜iX˜j +
N∑
i=1
ciX˜i
 ≤
E
exp
sµ
2
N∑
i,j=1
DN (i, j)ZiZj +
√
sµ
N∑
i=1
ciZi
 .
(5.1)
Indeed, to see this, recall that the sub-Gaussian norm of X˜i is given by sµ for 1 ≤ i ≤ n, (see e.g., [33,
Theorem 2.1]). Consequently, for every θ ∈ R we have E
[
exp
(
θX˜i
)]
≤ E [exp (θ√sµZi)] . Using this, (5.1)
can be obtained by inductively replacing each X˜i on the left hand side of (5.1) with
√
sµZi.The RHS of (5.1)
can be computed directly to get
log
E
exp
1
2
N∑
i,j=1
sµDN (i, j)ZiZj +
√
sµ
N∑
i=1
ciZi
 = −(1/2) logdet(IN − sµDN ) + (1/2)sµ
N∑
i=1
c2i ,
from which the desired bound follows on noting the existence of ρ ∈ (sµ lim supN→∞ λ1(DN ), 1), and using
the bound − log(1− x) . x for x ∈ [0, 1− ρ].
Proof of Lemma 3.2. By Ho¨lder’s inequality, for any p > 0 the left hand side of (3.1) can be bounded by(
E
CW
[
exp
(
β(1 + p)
2
σ
⊤ANσ
)])1/(1+p)
P(W˜N −M(σ)|ε)
p
1+p .
Since lim supN→∞
1
N logP(W˜N − M(σ)| > ε) < 0 by part (b) of Proposition 5.1, it suffices to show the
existence of p > 0 such that
lim sup
N→∞
1
N
logECW
[
exp
(
β(1 + p)
2
σ
⊤ANσ
)]
≤ 0. (5.2)
To this effect, setting
gp(σ) :=
β
2
σ
⊤ANσ +
βp
2
σ
⊤ANσ
note that
logECW
[
exp
(
β(1 + p)
2
σ
⊤ANσ
)]
= sup
σ∈[−1,1]N
{gp(σ)−
N∑
i=1
I(σi)} − logZCWN (β,B) + o(N), (5.3)
where the last line uses [4, Theorem 1.1] along with the observation Tr((AN +AN )2) = o(N). Using spectral
theorem we have AN =
∑N
i=1 λiqiq
⊤
i with λi = λi(AN ), and so
sup
σ∈[−1,1]N
(
gp(σ)− β
2
N∑
i=1
σ2i
)
= sup
σ∈[−1,1]N
[
β
2
N∑
i=1
(λi − 1)σ⊤qiq⊤i σ +
βp
2
σ
⊤
(
λ1q1q
⊤
1 −
11⊤
N
)
σ +
βp
2
N∑
i=2
λiσ
⊤
qiq
⊤
i σ
]
.o(N) +
N∑
i=2
(σ⊤qiq
⊤
i σ)
(
−β
2
(1− λi) + βp
2
λi
)
where the bound in the last line uses (1.5), and Lemma 5.1. Finally note that (1.7) shows the existence of
ρ < 1 such that max2≤i≤N λi ≤ ρ, and so there exists p = p(ρ) such that max2≤i≤N
(
−β2 (1− λi) + βp2 λi
)
≤ 0.
Combining we have
sup
σ∈[−1,1]N
(
gp(σ)− β
2
N∑
i=1
σ2i
)
≤ o(N),
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and so
sup
σ∈[−1,1]N
(gp(σ)− I(σ)) ≤ sup
σ∈[−1,1]N
(
gp(σ)− β
2
N∑
i=1
σ2i
)
+ sup
σ∈[−1,1]N
(
β
2
N∑
i=1
σ2i − I(σ)
)
= o(N) +MN(β,B),
where MN(β,B) is the Mean-Field prediction defined in (1.13). Since | logZCWN (β,B)−MN(β,B)| . logN
by part (a) of Proposition 5.1, (5.2) follows, thus completing the proof of the lemma.
5.2. Some results on matrices
Lemma 5.1. Let
∑N
i=1 λi(AN )qiq
⊤
i be the spectral decomposition of AN . Suppose that (1.5) and (1.7) hold,
and
∑N
i=1(Ri − 1) = o(N).
(a) Then ‖q1 − e‖2 = o(1), where e := N−1/21.
(b) Further we have lim sup
N→∞
λ1(AN ) < 1, where AN = AN − 1N 11⊤.
Proof. (a) Write e =
∑N
i=1 ciqi with c1 > 0 by Perron-Frobenius Theorem, and note that
1 + o(1) =
1
N
N∑
i=1
Ri = e
⊤ANe =
N∑
i=1
c2iλi(AN ) ≤ λ1(AN )c21 + λ2(AN )(1− c21)
Along with (1.5) and (1.7), this gives c21 = 1+ o(1), and so 〈q1, e〉 = c1 = 1+ o(1), thus completing the
proof of part (a).
(b) This follows on using part (a) to note that
‖AN‖2 ≤ ‖
N∑
i=2
λi(AN )qiq
⊤
i ‖2 + ‖λ1(AN )qq⊤ − ee⊤‖2 ≤ λ2(AN ) + o(1),
and using (1.7).
Lemma 5.2. Let ΓN be an N ×N symmetric matrix with non-negative entries, such that 1⊤ΓN = 1⊤ and
ΓN satisfies (1.7). Then the following conclusions hold:
(a) There exists c > 0 such that for all ℓ ≥ 1 and N large we have
max
1≤i≤N
ΓℓN (i, i) ≤
2
N
+
2
ecℓ
.
(b) There exists δ > 0 such that for all N large enough we have
max
2≤i≤N−1
|λi(ΓN )| ≤ 1− δ
logN
.
Proof. (a) Setting λi := λi(ΓN ) for simplicity of notation, let J+ := {j ∈ [2, N ] : λj > 0} and J− := {j ∈
[2, N ] : λj < 0}, and use spectral theorem to note that for any positive integer ℓ we have
ΓℓN =
1
N
11⊤ +
∑
j∈J+
|λj |ℓqjq⊤j + (−1)ℓ
∑
j∈J−
|λj |ℓqjq⊤j ,
where (q1, · · · ,qN ) are the eigenvectors of ΓN . To begin, use (1.7) to note the existence of c > 0 such
that for all N large enough we have λ2 ≤ e−c, which gives∑
j∈J+
|λj |ℓp2ij ≤ λℓ2 ≤ e−cℓ (5.4)
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For ℓ odd, noting that ΓℓN (i, i) ≥ 0 gives∑
j∈J−
|λj |ℓq2ij ≤
1
N
+
∑
j∈J+
|λj |ℓp2ij ≤
1
N
+ λℓ2 ≤
1
N
+ e−cℓ,
where the last inequality uses (5.4). Using the fact that max2≤i≤N |λi| ≤ 1, for ℓ ≥ 2 we have∑
j∈J−
|λj |ℓq2ij ≤
∑
j∈J−
|λj |ℓ−1q2ij ≤
1
N
+ e−cℓ.
Combining these two bounds, for all ℓ ≥ 1 we have
|ΓℓN (i, i)| ≤
1
N
+
∑
j∈J+
|λj |ℓq2ij +
∑
j∈J−
|λj |ℓq2ij ≤
2
N
+
2
ecℓ
,
thus completing the proof of part (a).
(b) Let δ > 0 be such that 3e−2δ/c > 2. Using part (a) with ℓ = 2 logNc and even, we have
N∑
i=1
|λi|ℓ =
N∑
i=1
ΓℓN (i, i) ≤ 2 + 2Ne−2 logN → 2.
On the other hand if max2≤i≤N−1 |λi| > 1− δlogN , then
N∑
i=1
|λi|ℓ ≥ 3
(
1− δ
logN
) 2 logN
c → 3e− 2δc .
These two together imply 3e−2δ/c ≤ 2, a contradiction.
Remark 5.1. Note that if ΓN is the adjacency matrix of a well connected bipartite graph scaled by the average
degree, then our lemma implies
lim
N→∞
max
1≤i≤N
∣∣∣NΓ2ℓN (i, i)− 2∣∣∣ = 0
for ℓ = D logN with D large enough. This highlights the asymptotic optimality of the bound obtained in part
(a) of Lemma 5.2. Part (b) quantifies the graph theoretic fact that a connected regular graph, scaled by its
degree, the multiplicity of the eigenvalue −1 can be at most 1. It is easy to check that if −1 happens to be an
eigenvalue the graph must be a bipartite graph, and all other eigenvalues will be strictly larger than −1 (i.e.
there is a unique bipartition for a connected bipartite graph). In fact, our proof can be modified to show the
stronger conclusion that for a regular well connected bipartite graphs, the second last eigenvalue is bounded
away from −1, i.e.
lim inf
N→∞
λN−1(ΓN ) > −1.
5.3. Some results for the Curie-Weiss model
The following proposition collects all the results for the Curie-Weiss model which we have used previously.
Proposition 5.1. Suppose σ is drawn from the Curie-Weiss model. With W˜N as in Proposition 3.1, the
following conclusions hold:
(a)
logZCWN (β,B)−N
{β
2
t2 +Bt− I(t)
}
. 1 if (β,B) ∈ Θ1 ∪Θ2,
. logN if (β,B) ∈ Θ3.
(b) For any λ > 0, we have
logPCW (|W˜N −M(σ)| ≥ λ) . −Nλ2 if (β,B) ∈ Θ1 ∪Θ2,
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. −N min(λ2, λ4) if (β,B) ∈ Θ3.
Consequently for any sequence δN = o(N) we have
logECW eδN (W˜N−M(σ))
2
. 1 if (β,B) ∈ Θ1 ∪Θ2,
.
δ2N
N if (β,B) ∈ Θ3.
(c) For (β,B) ∈ Θ2, we have:
lim sup
N→∞
1
N
logPCW
(
N∑
i=1
σi ∈ {−1, 0, 1}
)
< 0.
Proof. (a) With f(w) = βw
2
2 − log cosh(βw + B) as in 3.1, a direct computation gives ZCWN (β,B) =
e−β/2
√
nβ
2π
∫
R
e−nf(w)dw, where the function f(w) has a unique global minimum at w = t for (β,B) ∈
Θ1 ∪Θ3, and two global minima at ±t for (β,B) ∈ Θ2. Also, it is easy to verify that
f(w)− f(t) ∼=(w − t)2, for all w ∈ R, if (β,B) ∈ Θ1,
f(w)− f(t) ∼=(w − t)2 for all w > 0, if (β,B) ∈ Θ2,
f(w)− f(t) ∼=min
[
(w − t)2, (w − t)4
]
for all w ∈ R, if (β,B) ∈ Θ3.
(5.5)
The desired estimates follow from these bounds and using Laplace method.
(b) Noting that
|W˜N −M(σ)| = | tanh(βWN +B)− tanh(βM(σ) +B)| ≤ β|WN −M(σ)|,
it suffices to prove the desired bounds WN , which follows from straightforward computations on using
(5.5).
(c) This follows on using part (b) to note that, when (β,B) ∈ Θ2, the random variable WN has an
exponential concentration near the points ±t, none of which are near 0.
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