We give a complete classification of analytic equivalence of germs of parametric families of systems of linear differential equations unfolding a generic resonant singularity of Poincaré rank 1 in dimension n = 2. The moduli space of analytic equivalence classes is described in terms of a tuple of formal invariants and a single analytic invariant obtained from the trace of monodromy. Moreover, an universal unfolding is given for each singularity. To achieve this, we construct a set of two natural domains in a ramified covering of the complex time-parameter space on which bounded linear transformations exist between parametric systems with the same formal invariants.
Introduction
A parametric family of linear differential systems is written as ∆y = 0 with
and y(z, m) ∈ C n , where both the scalar function h and the n×n-matrix function A depend analytically on a complex time variable z from an open Z ⊆ C and a parameter m from an open M ⊆ C l for some l. Let ∆y = 0 be a family of systems (1) and y(z, m) = T (z, m) u(z, m) be a linear transformation of the dependent variable. We define a transformed system
satisfying (T * ∆)u = 0 if and only if ∆y = 0.
Definition 1. Two families of linear systems ∆(z, m), ∆ (z, m) (1) depending on the same parameter m ∈ M are analytically equivalent if there is an invertible linear transformation T (z, m) ∈ GL n (C) depending analytically on (z, m) ∈ Z ×M such that h −1 ∆ = h −1 T
In this article we consider germs of parametric families of systems ∆(z, m) (1) in dimension n = 2 on a neighborhood of (z, m) = 0, that unfold a system ∆ 0 = ∆(·, 0)
having a resonant singularity of Poincaré rank 1 at the origin, under the generic condition that the element a 
We shall refer to such a germ ∆ simply as a "parametric system". In Theorem I a complete classification of analytical equivalence of these parametric systems is given together with a description of the moduli space of the equivalence classes. Theorem II provides universal unfolding for any system ∆ 0 (3) satisfying (4).
Definition 2 (The invariants). After a multiplication by a non-vanishing germ of scalar function, any parametric system ∆ (1) unfolding (3) can be written in a unique way with
We shall suppose that h is in this form from now on. We define invariant polynomials λ(z, m), α(z, m) uniquely by λ(z, m) = λ (1) (m) z + λ (0) (m) ∈ 
where O 0,0 designs the ring of germs of analytic functions of (z, m) at 0. We define an invariant γ(m) by γ(m) = e −2πλ
(1) (m) tr M (m),
where for each fixed value of the parameter m, M (m) is a monodromy matrix of some fundamental solution Φ(z, m) of the system ∆(·, m) around the two zeros of h(z, m) in positive direction:
Φ(e 2πi z 0 , m) = Φ(z 0 , m)M (m).
• If h(z, m) has a double zero at z 1 , then the values λ(z 1 , m), λ (1) (m), α(z 1 , m), α
(1) (m) constitute a complete set of formal invariants of ∆ m at the irregular singularity z 1 .
• If h(z, m) has two different zeros z 1 = z 2 , then the system ∆ m has a regular singularity at each of them. Supposing that ∆ m is non-resonant at z i , i.e. that 2 (zi − zj ) 2 constitute a complete set of formal invariants for the germ of ∆ m at z i .
Cf. [IY] , [JLP1] , [JLP2] .
Definition 5. We call h(z, m), λ(z, m) and α(z, m) the formal invariants of ∆.
The parametric system
is a "formal model" for ∆(z, m). The restricted system ∆ m to almost each value of m is formally equivalent to the corresponding restriction ∆ m of (8) at each zero point of h. However, there is no formal series transformation between the whole parametric families of systems. Instead, as we will show in Theorem III, there exist a finite number of special domains covering a full neighborhood of the origin in the (z, m)-space on which bounded normalizing transformations exist that brings ∆ to ∆. This provides a generalization of the classic notion of formal equivalence.
Theorem I. The Theorem II provides a normal form for any germ of parametric system unfolding ∆ 0 .
Theorem II. Let ∆ 0 be a system (3) satisfying the genericity condition (4), and let λ 0 (z), α 0 (z), γ 0 be its invariants. Let (h (0) , h (1) , λ (0) , λ (1) , α (0) , α (1) ) be a tuple of parameters taken from a small neighborhood of the point (0, 0, λ (i) If γ 0 = 2, then the parametric system
with the parameter q from a small neighborhood of some q 0 ∈ C such that γ 0 = −2 cos π √ 1 + 4q 0 , is an universal unfolding for ∆ 0 . More precisely, any germ of parametric system ∆(z, m) unfolding ∆ 0 is analytically equivalent to a unique
with the germs of functions h(z, m), λ(z, m), α(z, m), γ(m) given by (5),(6), (7) and with the unique analytic germ q(m) such that q(0) = q 0 and γ(m) = −2 cos π 1 + 4q(m).
(10)
(ii) If γ 0 = −2, then the parametric system
with
and the parameter b from a small neighborhood of some b 0 ∈ C such that γ 0 = 2 cos 2π α
(1) 0 b 0 , is an universal unfolding for ∆ 0 . More precisely, any germ of parametric system ∆(z, m) unfolding ∆ 0 is analytically equivalent to a unique
with the germs of functions h(z, m), λ(z, m), α(z, m), γ(m) given by (5),(6), (7) and with the unique analytic germ b(m) such that b(0) = b 0 and γ(m) = 2 cos 2π bβ (1) .
2 Theorem III and proofs
The part (b) of Theorem I follows from Theorem II. To prove Theorem II we will use the following Proposition 7 and part (a) of Theorem I. The main work is to prove part (a) of Theorem I. For that, we will construct ramified domains Ω in space (z, m) on which an essentially unique bounded normalizing transformation T Ω (z, m) exist that brings ∆(z, m) to the formal model ∆(h(z, m), λ(z, m), α(z, m)) (8) -this is first done for reduced systems of certain form in a new coordinate s and later formulated in general in the Theorem III at the end of this section. For the rest one proceeds in a standard way, by first choosing a canonical system of fundamental solutions Φ Ω on these domains and determining all the relevant Stokes connection matrices between these solutions, and then showing that for two germs of parametric systems ∆, ∆ having the same sets of invariants, one may chose the fundamental solutions Φ Ω , Φ Ω in such a way that all the connection matrices would be identical for the two systems. This will then imply that Φ Ω Φ −1 Ω agrees on different domains Ω and therefore provides an analytic equivalence between the two germs of parametric systems defined on a full neighborhood of 0 in the (z, m)-space.
Proposition 7. The invariant γ defined by (7) of a system
and
12 a
21 .
Proof. This system considered on the Riemann sphere CP 1 has singularities only at the zero points of h(z) and the point z = ∞. Therefore in the formula (7)
(1) trM, with λ (1) = a
11 + a
M is a matrix of monodromy around z = ∞ in the negative direction. In the coordinate t = z −1 the system (13) is equivalent to
which has only a regular singularity at t = 0. The eigenvalues of its principal
11 −a
21 . Suppose first that the singularity is non-resonant, i.e. that 2 √ D / ∈ Z, in which case there exists a local analytic transformation T (t) that brings(15) to the diagonal system
for which an associated diagonal fundamental solution has its monodromy matrix around t = 0 in the negative direction equal to
(1) tr(M ) = 2 cos 2π √ D. The resonant case is a limit of non-resonant cases and the formula (14) for γ stays valid, as it is easy to see that γ depends analytically on the coefficients of A.
Proof of Theorem II. Use equation (6) to verify that h(z), λ(z) and α(z) are indeed the formal invariants of the system ∆(h, λ, α, q) (resp. ∆ (h, λ, α, b)).
To verify (10), set Q := 1 2 (−1 ± √ 1 + 4q), so that q = Q 2 + Q, and
Now γ = 2 cos 2πQ = −2 cos π √ 1 + 4q (10) (resp. γ = 2 cos 2π bβ (1) (12)) is obtained using Proposition 7.
All we need is to prove part (a) of Theorem I.
Lemma 8 (Reduction). Let ∆, ∆ be two parametric systems with the same formal invariants h(z, m), λ(z, m), α(z, m). Put
and define reduced systems
with formal invariants
Then for a linear transformation
In particular, the two parametric systems ∆, ∆ are analytically equivalent if and only if the reduced parametric systems ∆, ∆ are analytically equivalent.
Proof. The transformation T (z, m) commutes with the scalar matrix function λ(z, m)I.
From now on we shall always suppose that a parametric system ∆(m) has its formal invariants equal to
Proposition 9 (Prenormal form). A germ of a reduced parametric system ∆(x, m) (with formal invariants (18)) is analytically equivalent to
Proof. We will bring the system ∆ into the demanded form in four steps. 1) There is a analytic germ of a constant invertible matrices C(m) such that
, see [Arn] .
2) Find a transformation in the form of a convergent series
.
This means that
with elements in the first line equal to
giving a recursive formula for the coefficients of T . Knowing that A(x) is convergent, i.e. |a
By the assumption (18) we know that we can write b 22 (x, m) = (x 2 − )g(x, m) for some analytic germ g, and that c(x, m) = µ + x + (x 2 − )r(x, m) for some germ r. • (m) = 0 separates the irregular singularity of ∆ 0 at the origin in two Fuchsian singularities of ∆ m at x = ± (m),
• for (m) = 0, the quantity µ is responsible for a change in the asymptoticity and summability of the formal normalizing transformations for ∆ m from 1 2 -summable when µ(m) = 0 to 1-summable when µ(m) = 0.
The systems. Let ∆(x, µ, ) be a germ of parametric system in the prenormal form of Proposition 9 parametrized by (µ, ) from a small neighborhood of the origin in C 2 :
Essentially, the problem of Theorem I (a) is that of proving that two systems (20) are analytically equivalent if and only if they have the same trace of monodromy.
Let s be ramified coordinate defined by
and let
Then the transformed parametric system ∆ s := s −1 (SV ) * ∆ in the s coordinate is equal
We will be looking for diagonalizing transformations F Ω (s, µ, ), defined on some domains Ω in the (s, µ, )-space, such that
This diagonal system ∆ s corresponds to the system ∆ = s (V
, with an additional singularity at the point x = −µ. (This is not a good model system.) Let's take the following sytem (25), on the domain Ω, then the transformation
defined on the ramified projection of the domain Ω into the x-coordinate will be non-singular at the point x = −µ and will bring ∆ to T Ω * ∆ = ∆.
Fundamental solutions. On a neighborhood of ∞ on the Riemann sphere
We have
which is analytic in s ∈ CP
denotes the closed segment between the origin and a zero point
and it satisfies
for each s in its domain. The function θ(s, µ, ) has a ramified analytic extension θ(š,μ,ˇ ) defined on a covering of the (s, µ, )-space ramified at the zero points s i (μ,ˇ ).
A simple calculation shows that the matrix function
is a fundamental solution for the diagonal system ∆ s (24).
Subsequently F Ω (resp. E Ω ) are normalizing transformations for ∆ s (resp. ∆ s ) as above on some domain Ω, and Ψ Ω is a restriction of Ψ on Ω, then the matrix functions
are fundamental solutions for the parametric systems ∆ (resp. ∆).
Definition 11. Let Ω be a connected (ramified) set in the space (s, m) with m being a parameter. For each value m denote Ω(m) = {s | (s, m) ∈ Ω}, and write
Our task is to find the right domains Ω covering a polydisc neighborhood of 0 in the (s, µ, )-space, together with the normalizing transformations F Ω ∈ GL 2 (B(Ω)). The following remark summarizes some classical results on local existence of such transformations near singular points for fixed values of the parameters. These are not the transformations we are looking for because they do not depend well on parameters, knowing them shall nevertheless be useful.
Remark 12 (Local normalization). For a fixed parameter (µ, ) let s i (µ, ) be a zero point of the function (s 2 − µ) 2 − and let
be a small disc around s i (µ, ) not containing any other zero nor the origin. Clearly, s i (µ, ) is a simple zero if and only if the restriction ∆ s (µ, ) of the system in (23) has a regular singularity at that point.
(a) If a regular singularity at s i (µ, ) is non-resonant, meaning that
then there is a unique analytic transformation
. Moreover this transformation depends analytically on (µ, ) as long as the point s i (µ, ) is simple and the singularity stays non-resonant.
is a resonant regular singularity of (23), i.e. if ± si √ = k for some k ∈ N {0}, then there exists a transformation
(c) If s i (µ, ) = 0 and (µ, ) = 0, then it is a non-singular point for ∆ s (µ, ) .
(d) If = 0 and µ = 0, then s i (µ, ) is a double zero. In that case, there are two sectors Ω i+ and Ω i− at s i (containing s i ),
on which unique transformations F i+ ∈ GL 2 (B(Ω i+ )) and (24). 
on which exist unique transformations F 0 (s) and
See e.g. [Ba] , [IY] , [Si] for more details on local sectorial normalization.
The above given local transformations do not behave well on parameters at the limit when two or more singular points merge together. We need to construct better behaving normalizing transformations F Ω . The domains Ω on which such transformations exist are closely related to the function θ (28) and to the vector field
on the Riemann sphere CP 1 = C ∪ {∞}. (It is a polynomial vector field in s −1 ).
and small open discs in the planes of the parameters µ,
Let (μ,ˇ ) be a point of a ramified covering space of M × E, ramified over the set { (µ 2 − ) = 0}, (including the ramification points), that projects to (µ, ). Let s i (μ,ˇ ) be a zero of (s 2 − µ) 2 − depending continuously on (μ,ˇ ) and we shall suppose that δ µ , δ are small enough so that all the zero points s i (μ,ˇ ) fall inside the disc of radius δ s . So, for each value of (μ,ˇ ), we define a ramified simply connected set D i (μ,ˇ ), as the union of real positive trajectories of the vector fields ω χ(s, µ, ), while varying ω:
that end in the point s i (μ,ˇ ) and never leave the annular region (32) (see Figure  1) . Hence s ∈ D i (μ,ˇ ) if there exists a trajectory σ(ξ), ξ ∈ R + , of the field ωχ depending continuously on s, such that
for the function θ (28). For some values of (μ,ˇ ) the set D i (μ,ˇ ) can be empty: when s i (μ,ˇ ) is repulsive for all the fields ωχ, or when s i (μ,ˇ ) = 0 and µ = 0, in which case s i is not a singular point of χ. , and for a constant matrix C,
Proposition 14. Let a system ∆(x, µ, ) with a function r(x, µ, ) be as in (20), and let the ramified domains D i (μ,ˇ ) be defined as above with the constants 0 < η < π 2 , δ s > 0, L ≥ 2 independent of (μ,ˇ ) and satisfying:
. This transformation can be uniquely chosen such that
with the function κ Ω uniquely determined by the domain Ω and the system ∆.
Proof. We will be looking for F Ω written as
This means that the transformation P Ω needs to satisfy
The diagonal terms give:
The anti-diagonal terms after substitution of the β i , β P j and a division by
Therefore both p i , p j are solutions of the same ODE (38). 
exist and are diagonal. Using the Liouville formula we know that the determinant of the fundamental solution (20) is constant for each (μ,ˇ ) fixed since the trace of the matrix of this system is null; therefore det
is diagonal, then we also know from the construction that F Ω (s i ) has 1 at second diagonal position, and similarly that F Ω (−s j ) has 1 at the first diagonal position, so we obtain (36). To see that the limit of F Ω exists at s = s k (μ,ˇ ), we can use the results of Remark 12: for each fixed value of (μ,ˇ ) we have one or several domains on which a normalizing transformation exists that extend continuously to the point s k . A better inspection of our Ω(μ,ˇ ) will show that its restriction to a small neighborhood of s k is contained in one of the domains from Remark 12, and therefore F Ω can be written as a corresponding transformation from Remark 12 multiplied on the right side by a bounded automorphism of ∆
.) Lemma 16 below shows that this automorphism extends continuously to the point s k as a diagonal matrix, therefore F Ω (s k (μ,ˇ ),μ,ˇ ) exist and is diagonal. The unicity of this F Ω follows from Corollary 17 below.
Proof of Lemma 15. We are looking for a solution p i ∈ B(D i ) of (38) satisfying p i (s i ) = 0. From the definition of the function θ (27) we have
which we use to rewrite (38) as an integral equation
Taking the real trajectories σ(ξ), ξ ∈ R + , of the field ωχ (31), |ω| = 1, | arg ω| < η, as the integration trajectories and substituting ξ as in (34), we obtain
We are looking for a fixed point p i of K i in the space of the functions f ∈ B(D i ) bounded by 1 ||f || := sup s∈Di |f (s)| ≤ 1.
Using (32) and (35) we have
2 ) 2s 
for a constant invertible matrix C = (c kl ). If A U is bounded on U , and if U contains a real-positive trajectory σ + ξ) of ω + χ (resp. a real-negative trajectory
, then necessarily c 12 = 0 (resp. c 21 = 0) and
Proof. Let θ(s) be a branch of the function θ(s, µ, ) in (28) on U . We have
If | arg ω ± | < π 2 , then it follows from (34) that Re θ(σ + (ξ)) → +∞ as ξ → +∞ and Re θ(σ − (ξ)) → −∞ as ξ → −∞.
14 is just a constant diagonal matrix (depending on (μ,ˇ )).
In order to know the domains Ω of Proposition 14 better, we need first understand the vector field χ.
Bifurcations of the vector field χ. If the condition (32) in the definition of the domains D i was skipped, that is if δ s = L = +∞, and if ω = 1 was fixed, then the domainsΩ(μ,ˇ ) of Proposition 14 would be exactly the regions in CP 1 bounded by the real separatrices of the singularity at the origin of the vector field χ(s, µ, ) and by its unique real trajectory passing through the point at infinity. For a generic value of the parameters (μ,ˇ ), this gives 4 different regions: a symmetric pair of inner regions that are bounded solely by the separatrices of the origin, and a symmetric pair of outer regions bounded by the trajectory through ∞ and the separatrices of the origin, see Figure 3 . When = 0, each of the inner regions splits in two parts; when µ 2 = , the inner regions are empty. Let's take a look how do these regions evolve depending on the parameters (μ,ˇ ). There are two possibilities for a bifurcation: 
It is well known that a holomorphic vector field in C is analytically equivalent to its linearization near each simple zero (see e.q. [IY] ). As a consequence, if µ ∈ Σ I ( ) then the real phase portrait of χ near the point s i with purely imaginary multiplier is that of a center.
The bifurcation Σ O occurs when the trajectory through infinity passes by the origin, or equivalently if a separatrix of the origin passes through infinity. This means that θ(0) − θ(∞) ∈ R, where θ is as in (28), i.e.
which is equivalent to − µ±
The set Σ O ( ) is a branch of a hyperbola. Note that both of the bifurcations Σ I , Σ O are instances of the same phenomenon: the appearance of a homoclinic orbit through the origin in CP 1 .
Remark 18. Under the transformation: s = ωs, µ = ω 2 µ, = ω 2 , the vector field ωχ becomes the same as χ of the new coordinates (0) = 0:
(ii) ∈ iR + :
(iii) ∈ −R + :
(iv) ∈ −iR + :
Figure 3: The real phase portrait of the vector field χ according to µ for selected values of .
The domains Ω. If Ω(μ,ˇ ) is a domain from Proposition 14, then s ∈Ω(μ,ˇ ) means that there exist ω + (resp. ω − ) for which the positive trajectory of ω + χ (resp. negative trajectory of ω − χ) starting at s stays within the annular region (32) and connects to the point s i (μ,ˇ ) (resp. −s j (μ,ˇ )). We will not lose much by restrictingΩ(μ,ˇ ) only to the points for which the same ω + = ω − =: ω is admissible, in another words, the whole real trajectory of ωχ through s stays inside the annular region. This shall significantly simplify our further considerations. For each ω take the two symmetric pairs of regions in the s-plane bounded by the separatrices (and the trajectory through infinity) of ωχ(s, µ, ), and restrict them to the points that lie on a real trajectory of the field ωχ(s, µ, ) staying for ever inside the annulus (32). In general there are four of these regions: a symmetric pair of inner regions, denote them R I,ω (μ,ˇ ), R To understand how do they behave in dependence on the parameters, let's first look at the regions R •,ω . First of all, it follows from Remark 18 that if
Now, when µ ∈ Σ I ( ) ∪ {± √ }, the inner regions R I,1 (μ,ˇ ) become empty, and they split in two components when = 0 (µ = 0). The outer regions R O,ω (μ,ˇ ) are empty whenever a separatrix of the origin of the field ωχ(s, µ, ) leaves the disc of radius δ s (32): this happens for values of (µ, ) close to the bifurcation set Σ O (40), see Figure 4 (b). Therefore a bifurcation of the region R O,ω occurs when a separatrix touches the boundary of the disc of radius δ s from inside for the first time: at that moment the region ceases to exist as no outer points can be joined to both s i and −s j inside the annulus. Figure  3 (ii).
The same kind of bifurcation happens to the domains Ω I (μ,ˇ ) and Ω O (μ,ˇ ), but this time it is delayed by the effect of variation of ω. We will consider these domains as being parametrized by (μ,ˇ ) from a ramified spaceM defined below, whose boundary is composed by the bifurcation sets.
Let η, δ s be as in Proposition 14 and let δ µ , δ be small enough,
and define a ramified sectorial coverĚ of E aš
with eachˇ being projected to ∈ E. For each value of ω andˇ ∈Ě, let M ω (ˇ ) denote the connected component of the set
that contains the point µ = √ˇ . By Remark 18, for |ω| = 1 we can write
). Define the domainM(ˇ ) of ramified parameterμ as a ramified unionM
), withμ = √ˇ as the ramification point included inM(ˇ ). See Figure 5 . Also define their unionM in the (μ,ˇ )-space fibered overĚ aš
If¯ ∈Ě ∩ e −2πiĚ and˜ = e 2πi¯ ∈Ě ∩ e 2πiĚ are two ramified parameters inĚ that correspond to the same , then the two domainsM(¯ ),M(˜ ) form together a ramified cover of the µ-space M (if δ µ , δ in (41) are sufficiently small), see Figure 5 . The spaceM is a single simply connected ramified cover of the whole space M×E.
From now on, let
with the √ being such that forμ,ˇ > 0 and arg = 0, it coincides with the standard square root. Le's agree that out of the two inner regions, R I,ω (μ,ˇ ) is the one consisting of trajectories from s 1 (μ,ˇ ) to s 2 (μ,ˇ ), and that out of the two outer regions (both consisting of trajectories from s 1 (μ,ˇ ) to −s 1 (μ,ˇ )), R I,ω (μ,ˇ ) is the upper one. Now for each (μ,ˇ ) ∈M let
be a ramified union of the regions in the s-plane, and let
Figure 5: The ramified domainsM(ˇ ) for the parameterμ depending onˇ ∈Ě.
beΩ I (μ,ˇ ) (resp.Ω O (μ,ˇ )) with the corresponding zero points s 1 (μ,ˇ ), s 2 (μ,ˇ ) (resp. s 1 (μ,ˇ ), −s 1 (μ,ˇ )) of (s 2 − µ) 2 − from its adherence added as in Proposition 14. Again there is a natural projection 
(see Definition 11 and Notation 13), determined by
with unique functions
For the following discussion we will want to fix a branch Ψ • of the fundamental solution Ψ (29) of the diagonal system ∆ s on the domains Ω • . In order to do so, we need to split the inner domain Ω I (μ,ˇ ) in two parts: Ω I+ (μ,ˇ ) and Ω I− (μ,ˇ ), corresponding to the two components ofΩ I (μ, 0) whenˇ = 0. First we divide each inner region R I,ω (μ,ˇ ) of the field ωχ into two parts by cutting it along a chosen trajectory going from the repelling point s 1 (μ,ˇ ) to the attracting point s 2 (μ,ˇ ). If θ is the function (28), one knows that the imaginary part of ω −1 θ stays constant along each trajectory. Using (43), we can write θ as
and calculate (by setting s = 0) that points on the unique separatrix connecting 0 to s 2 satisfy Im (
To cut R I,ω we will use the "opposite" incoming trajectory to s 2 , that is the trajectory, whose points s satisfy Im (
(the imaginary part of ω −1 θ is shifted by the half-phase Im (
√ˇ πi)). For each ω this trajectory divides R I,ω into: R I+,ω and R I−,ω , see Figure 7 (a).
We define Ω I+ (μ,ˇ ) and Ω I− (μ,ˇ ) in the same way as in (44) Definition 19. Let Φ 1 , Φ 2 be two fundamental solutions of a linear system on two domains U 1 , U 2 with connected non-empty intersection U 1 ∩ U 2 . We call the matrix C = Φ −1 1 Φ 2 a connection matrix between Φ 1 and Φ 2 and represent it schematically as
Remark that if M = Φ(e 2πi x)Φ(x) −1 is a matrix of monodromy in the positive direction, then the corresponding arrow is drawn in the opposite direction: see the figure below. (29) of the diagonal system ∆ s so that the connection matrices between them are as in Figure 8 . The matrices of monodromy of Ψ(s,μ,ˇ ) around the points s 1 (μ,ˇ ), resp. s 2 (μ,ˇ ), in the positive direction are are independent of the choice of the branch, and are given by the matrices N 1 (μ,ˇ ), N 2 (μ,ˇ ) has a limit, which is the reason for splitting the domain Ω I into Ω I+ , Ω I− and choosing Ψ I+ , Ψ I− in the way we did. Therefore the fundamental solutionΨ I± are well defined on the wholeΩ I± and Ψ O is well defined on the wholeΩ O .
Considering now the fundamental solutions F • Ψ • of ∆ s (23) on the ramified (š,μ,ˇ )-space, there is a connection matrix whenever for a point (s, µ, ) ∈ S × M × E there are two domains Ω(μ,ˇ ) that cover s, either both for the same value of the ramified parameter (μ,ˇ ) ∈M, or for two different ramified parameters corresponding to the same (µ, ). The collection of all these connection matrices carries all information about the analytic equivalence class of the system ∆ (20).
Proposition 20. Let ∆(x, µ, ), ∆ (x, µ, ) be two families of parametric systems (20) and let ∆ s (s, µ, ), ∆ s (s, µ, ) be their transforms as in (23). Let F • , F • be normalizing transformations for ∆ s , ∆ s : 
Hence the function
with S, V as in (22), is well defined. The fundamental solutions ,ˇ ) ) of the systems ∆(x, µ, ) (resp. ∆ (x, µ, )) can for (μ,ˇ ) = 0 be analytically extended on a neighborhood of the point x = −µ (i.e. s = 0) which is non-singular for these systems. As
• , it means that G * ∆ = ∆ and that G is an invertible analytic matrix function which is well defined and continuous on (X×M×E) {0}, where X := {|x| ≤ δ 2 s − δ µ }, and analytic for x = −µ, µ 2 = , = 0. Therefore it is analytic on the whole neighborhood X×M×E of 0. Figures 8 and 6(a) ).
Lemma 21. Let F • be the normalizing transformations from Proposition 14 satisfying (36) with the uniquely determined functions κ • , and let Ψ • be as Figure 8 . Then for each fixed (μ,ˇ ) ∈M the connection matrices between the solutions F • Ψ • on the domains Ω • (μ,ˇ ) are given in Figure 9 with the matrices C 0 (μ,ˇ ), . . . , C 4 (μ,ˇ ) equal to
where
and γ(µ, ) is the analytic invariant of the system ∆(x, µ, ) (20).
Proof. From Lemma 16 we know that a connection matrix on an intersection domain that is adjacent to point s 1 (μ,ˇ ) (resp. s 2 (μ,ˇ )) must be upper triangular (resp. lower triangular), with the diagonal terms determined by the values of the corresponding pair of transformations F • (s 1 (μ,ˇ ), (μ,ˇ )) (resp. F • (s 2 (μ,ˇ ), (μ,ˇ ))). Hence we have
for some c 0 (μ,ˇ ), . . . , c 4 (μ,ˇ ). Let M (μ,ˇ ) be the monodromy matrix of the fundamental solution
of the system ∆ around the two singular points x = ± √ˇ in the positive direction. On one hand we have
on the other hand, as apparent from Figure 9 ,
where N = . Therefore
which implies that
c 2 c 3 = 1, and c 2 = −iκe 2aπi , c 3 = iκ −1 e −2aπi .
From Figure 9 one also sees that
which gives the matrix C 4 .
The matrices C 0 (μ,ˇ ), . . . , C 4 (μ,ˇ ) of Lemma 21 determine for each fixed (μ,ˇ ) ∈M all the relations between the set of fundamental solutions F • (·,μ,ˇ ), • = O, I+, I− and their symmetric counterparts F P • (·,μ,ˇ ). We will now look at the situation of two different (μ,ˇ ) ∈M corresponding to the same value of (µ, ). One finds that the corresponding connection matrices can be expressed in terms of the values of C 0 , . . . , C 4 for the two ramified parameters, while certain cocycle relations must be satisfied.
(a) For eachˇ fixed, letμ,μ ∈M(ˇ ) be two points that project to the same µ, so thatμ − √ˇ = e 2πi (μ − √ˇ ), i.e.μ isμ plus one positive turn around the ramification point √ˇ inM(ˇ ). So
Then Ω O (μ,ˇ ) = Ω O (μ,ˇ ), and
(b) Let (μ,¯ ), (μ,˜ ) ∈M be two values of the ramified parameter corresponding to the same (µ, ) so that (μ,˜ ) = e 2πi (μ,¯ ), more precisely, for |µ| | |, (μ,˜ ) is obtained from (μ,¯ ) by simultaneously turning bothˇ andμ. So
and we have
whereǎ := a(μ,ˇ ) andκ := κ(μ,ˇ ) are defined in (49) and (50).
Proof. (a) For eachˇ ∈Ě the ramification of theμ-parameter domainM(ˇ ) corresponds to the bifurcation Σ I ( ): the difference between (μ,ˇ ) and (μ,ˇ ) is that of crossing the line Σ I ( ). Since this bifurcation affects only the inner regions of the field χ, it therefore affects only the internal domains Ω I± , Ω P I± , while the outer domains are not affected. Therefore Ω O (μ,ˇ ) = Ω O (μ,ˇ ) and consequently
To obtain the assertion (52), it is enough to prove it for generic values of (µ, ), and extend it to the other values by continuity. So we can assume that = 0, µ 2 = and moreover that both of the points s 1 (μ,ˇ ), s 2 (μ,ˇ ) are non-resonant -see Remark 12 (a). Therefore, aside from the transformations F • (š,μ,ˇ ), • = O, I+, I−, we have also the transformations F i (š,μ,ˇ ) on Ω i (μ,ˇ ), i = 1, 2, from Remark 12 (a), satisfying
Let A i be the connection matrix between F i Ψ I+ and F I+ Ψ I+ :
See Figure 10 .
It is easy to see that the monodromy of F I+ Ψ I+ around the point s 1 (resp. s 2 ) is equal to
from which one can calculate using Lemma 21 that
√ˇ πi ), and c 2 = −iκe
Knowing that F 2 (·,μ,ˇ ) = F P 2 (·,μ,ˇ ) one can see from Figure 10 that
This is satisfied if and only if
, which is equivalent to (52).
Similarly, one would find that
which is satisfied without imposing any new condition, since (b) Similarly to (a), the passage between (μ,¯ ),μ ∈M(¯ ), and (μ,˜ ) = e 2πi (μ,¯ ),μ ∈M(˜ ), is that of crossing the curve Σ O ( ), which affects only the outer regions, and hence the outer domains. The inner domains rotate together with their vertices s 1 (μ,ˇ ), s 2 (μ,ˇ ), therefore Ω I+ (μ,˜ ) = Ω P I− (μ,¯ ) and Ω I− (μ,˜ ) = Ω P I+ (μ,¯ ). So we have
One can see from Figure 11 that the fundamental solutions Ψ I± of the diagonal system ∆ s satisfy
This then implies (53), i.e.
, whereã = −ā, then (55) follows from (51).
Figure 11: Connection matrices between fundamental solutions Ψ • for (μ,˜ ) = e 2πi (μ,¯ ), using the following kind of notation: X = X(μ,¯ ), X = X(μ,˜ ).
All the connection matrices between the fundamental solutions F • Ψ • can now be determined from Lemmas 21 and 22. 
where Γ is the gamma function and
for a unique analytic germ g.
Proof.
(a) All the connection matrices between the fundamental solutions F • Ψ • can be determined from Lemmas 21 and 22.
(b) Let κ I , κ O , κ be the functions given above for g = 0. Denote σ : (μ,ˇ ) → (μ,ˇ ) the continuation map from Lemma 22 (a), and ρ : (μ,¯ ) → (μ,˜ ) the continuation map from Lemma 22 (b). Hence,
and the identities (50): 
then it follows that
One may deduce that all three
are non-ramified, and hence analytic, functions of (s 1 , s 2 ). Since 0 = limˇ →0 f I = lim s1−s2→0 f I , we can write f I = (s 1 − s 2 ) g with g that is both σ-and ρ-invariant, thus an analytic function of s 1 s 2 = μ 2 −ˇ and of s 2 1 + s 2 2 = 2μ (which are algebraically independent and form a Hilbert basis of the space of polynomials of (s 1 , s 2 ) that are invariant to the action of σ and ρ).
Corollary 24. Two germs of parametric families of systems ∆(x, µ, ) and ∆ (x, µ, ) (20) are analytically equivalent by means of a germ of analytic transformation G(x, µ, ) satisfying
if and only if they have the same κ. 
Conversely, if κ = κ , than also κ O = κ O , κ I = κ I and γ = γ , which are determined by (52), (50) The general case of two parametric families of systems ∆(z, m), ∆ (z, m) in Theorem I that have the same formal invariants h(z, m), λ(z, m), α(z, m) is reduced to the former case using Lemma 8 and Proposition 9.
To conclude, we shall summarize in Theorem III the results of the preceding section on existence of normalizing transformations (Proposition 14), which we formulate this time in general for all parametric systems ∆(z, m) unfolding ∆ 0 (3). The main interest of this theorem is that it shows a way of generalizing the concept of formal equivalence of systems to parametric systems that is particularly suited for treating multiple singularities and their confluence.
Letx
(š,μ) =š 2 −μ, a one-to-one map from the ramified coordinateš to the ramified coordinatex projecting on x, be lifting of the map x(s, µ) = s 2 − µ (21). Let X := {|x| < δ 
Concluding remarks
The formulation of Theorems I and II is connected to the particular case studied here: unfolding of a system ∆ 0 of Poincaré rank k = 1 in dimension n = 2. It is benefiting from the fact that, in this case, one does not need more than a single analytic invariant besides of the formal ones, which then can be easily calculated from the monodromy. One cannot hope for such a nice easy formulation in more general situations when k > 1 or n > 2. On the other hand, most of the methods used in the previous section in order to prove these theorems can be successfully generalized and used in other situations. In particular, one should be able to obtain an analog of Theorem III, which is one of the key steps in the analytic classification.
When dealing with a case of a single singularity of a (non-parametric) system, the standard procedure is to pass first through the formal classification (formal power series equivalence) and then, using (multi-)summability, to obtain a chain of sectorial normalizations asymptotic to the formal transformation, hence a stronger variant of Theorem III. However, we suggest that in problems involving parameters and/or multiple singular points, one should relax the asymptoticity of the normalizing transformations by demanding instead that the transformations are just bounded near each singularity, while at the same time allowing coverings by more general kind of domains (sector-like or spiraling sector-like near each singularity), as in Theorem III here, or as previously in [LR] (Theorem 4.21) in the case of unfolding of non-resonant singularity of Poincaré rank 1. This would define a new kind of equivalence, more general then the standard formal equivalence. In this approach, each such chain of normalizing transformations then determines a "cocycle" of bounded sectorial automorphisms of some chosen model system on the intersections of the domains of the covering. This should be seen as an element of a certain "cohomology" space (generalizing the Stokes cohomology) whose elements would be identified with analytic equivalence classes of systems. A suitable cohomology theory that would allow to deal with such cocycles needs yet to be formulated.
Another interesting question that comes to one's mind is that of whether Corollary 6 stays valid also in more general situations: considering two families of systems depending on the same parameter, if the systems restricted to each parameter value are analytically equivalent on some open set independent of the parameter, does that imply that they are also equivalent as parametric families on that set?
