Let F be a field, and fix a q ∈ F. The q-deformed Heisenberg algebra H(q) is the unital associative algebra over F with generators A, B and a relation which asserts that AB − qBA is the multiplicative identity in H(q). We extend H(q)
Introduction
By the q-deformed Heisenberg algebras H(q), we refer to the parametric family of unital associative algebras with two generators A, B that satisfy the commutation relation AB − qBA = I where I is the multiplicative identity in H(q) [12] . The q-deformed Heisenberg algebras have received much attention with regard to their representations and structure as pointed out in [11] since even the case q = 1, which is also called the undeformed case, is already an object of interest with numerous applications [12] . Moreover, a q-deformed Heisenberg algebra is an algebraic formalism of the commutation relation obeyed by the creation and annihilation operators in q-oscillators [2, 3, 9, 10, 13, 14] .
We consider an extension of H(q) denoted by R(q) which is an associative algebra with generators A, B and relation which asserts that AB−qBA is central in R(q). The manner by which we extend the algebra H(q) into R(q) is similar to that done in [16] in which an Askey-Wilson algebra was extended into the universal Askey-Wilson algebra. We investigate the algebraic structure of R(q) in terms of some essential associative algebra properties, and characterize the Lie subalgebra of R(q) generated by A and B.
Studies have also been made about similar Lie polynomial characterization problems [4, 5, 6, 7, 8] . The Lie polynomial characterization problem for a qdeformed Heisenberg algebra was solved in [5] , and this was extended to a bigger class of algebras in [8] . This work is a further generalization of the solution to the Lie polynomial characterization problem in [8] since R(q) represents a bigger class of algebras that includes those considered in [8] .
We give other presentations for R(q) with some interesting properties that are helpful in elucidating further properties of the algebra that relate to reduction systems, normal forms, and Lie polynomials. More specifically, we investigate the structure of R(q) by first determining a basis using the Diamond Lemma for Ring Theory [1, Theorem 1.2] . We use this basis to further understand the structure of the Lie subalgebra L of R(q) generated by A and B.
The algebra R(q) is formally defined as an extension of a q-deformed Heisenberg algebra in Section 3, where we also introduce a new generator γ := AB − qBA resulting to another presentation for R(q) with interesting properties. By introducing a new generator, in addition to the fact that we obtain a relatively better presentation for R(q), computations involving its elements become more manageable, and gives a better setting for determining a basis for R(q) using the Diamond Lemma. In Section 4, we give R(q) another presentation with four generators after introducing another generator C := AB − BA.
Also, we determine a new basis for R(q) then investigate some of its properties involving the Lie bracket operation. Lastly, we present in Section 5 the results related to the Lie subalgebra L of R(q) generated by A and B, or the set of all Lie polynomials in A, B. Moreover, taking the quotient of R(q) modulo the relation γ = I yields the solution to the Lie polynomial characterization problem for H(q) that was solved in [5] , which now is a specific case of our solution for the Lie polynomial characterization problem in R(q) that we show in this work.
Similarly, the results in [8] is the specific case of our solution in this paper if we take the quotient of R(q) modulo the relation γ = bI for some scalar b.
Preliminaries
Let F be a field. An associative algebra over F, or an F-algebra, or simply an algebra over F, is a vector space A over F together with a bilinear vector multiplication operation F X × F X → F X given by (U, V ) → U V such that F X is a ring with respect to vector addition and vector multiplication. If an associative algebra F X has an identity element under vector multiplication, then we say that F X is unital.
Denote the set of all nonnegative integers by N, and the set of all positive integers by Z + . If n ∈ N, let X denote an n-element set. We refer to the elements of X as letters or generators.
Given t ∈ N, by a word of length t on X we mean a sequence of the form
where X i ∈ X for 1 ≤ i ≤ t. The word of length 0 or the empty word is denoted by I. Let X be the set of all words on X . Given W ∈ X , we denote the
where s, t ∈ Z + and s ≤ t ≤ |W | is a subword of W . Given words
We now recall the free unital associative algebra over F generated by X which we denote by F X . The associative algebra F X has basis X . Multiplication in F X is determined by the concatenation product.
Denote the elements of X by X 1 , X 2 , . . . , X n and let
The associative algebra with generators X 1 , X 2 , . . . , X n and
We define a new operation in F X which is
Clearly, the operation [·, ·] : F X × F X → F X has the property
Also, [·, ·] is bilinear, and is skew-symmetric, that is,
and it also satisfies the Jacobi identity
By these properties, F X is a Lie algebra with [·, ·] as the Lie bracket.
The algebra R(q)
Throughout, we fix a q ∈ F. Let X 1 = {A, B}, and denote the multiplicative identity in F X by I. Let I 1 (q) be the two-sided ideal of F X 1 generated by AB − qBA − I. The q-deformed Heisenberg algebra or the associative algebra H(q) with generators A, B and relation AB − qBA = I is the quotient algebra F X 1 /I 1 (q). We extend H(q) to an associative algebra R(q) defined by generators A, B and a relation which asserts that AB − qBA is central in
R(q). This means that the relations
A(AB − qBA) = (AB − qBA)A, and (4)
are sufficient to define R(q).
By introducing a new letter γ, the algebra R(q) would have the following presentation.
Lemma 3.1. Let γ := AB − qBA. The algebra R(q) has a presentation by generators A, B, γ and relations
Proof. Notice that relation (6) is precisely how we defined γ while (7) and (8) follow from the assertion that AB − qBA is central in R(q).
In (7) and (8), we use (6) to recover (4) and (5).
We use the presentation for R(q) given in Lemma 3.1 above to determine a basis for R(q) using the Diamond Lemma.
Theorem 3.2. The following elements form a basis for R(q)
.
Proof. From relations (6), (7), and (8) which define R(q), we form the following reduction system S.
With the reduction system S, the only ambiguity is (λ, τ, A, B, γ) which involves the word ABγ. It can be easily shown that r = r Iτ A • r BσI and r ′ = r γλI • r IσB are the desired composition of reductions such that
Hence the only ambiguity (λ, τ, A, B, γ) of S is resolvable. By the Diamond Lemma, the set of all irreducible words on X with respect to the reduction system S forms a basis for R(q). What remains to be shown is that this basis is equal to the set
It is clear that elements in (12) are irreducible with respect to the reduction system S.
Now suppose we have a word W / ∈ {γ h B m A n : h, m, n ∈ N}. Then W has a subword of the form A j B k γ l where j, k, l ∈ N and at most one of these powers is equal to zero. We have these cases to consider: when j = 0, k = 0, l = 0, and if j, k, l ∈ Z + . If j = 0, then a reduction which involves τ would act
, and if l = 0, a reduction which involves λ would act nontrivially on
reduction which involves λ or τ would act nontrivially on
In any of these cases, W is not irreducible. Hence, any element in (12) is irreducible with respect to the reduction system S. The result follows.
We recall the following relations on q-special combinatorics from [7, pendix C]. For a given n ∈ N, p ∈ Z and z ∈ F,
If n ≤ 0, then we interpret (13) as the empty sum 0, and (14) as the empty product 1. If p < 0 or p > n, we interpret (15) to be zero and is equal to 1 if p = 0 or p = n. Additionally, we also have the following relation.
Now, from (6), we can derive
the right-hand side of which is clearly a linear combination of elements in (12) .
We use (17) in generalizing the formula for the expansion of words of the form A j B k where j, k ∈ N as linear combinations of basis elements in (9) .
Proposition 3.3. For any n ∈ N,
Proof. We shall use induction on n. The case n = 0 is trivial. If n = 1, the case will simply be reduced to (17) which clearly satisfies (18). Suppose (18) holds for some k ∈ N.
Observe that
This implies that (18) holds for k + 1 so by induction, we get the desired result.
By similar routine computations and arguments, the relation (19) can be shown to be true for any n ∈ N.
Lemma 3.4. For any n ∈ N,
Proof. From (19), we have
Now, observe that
and
Observe that if we substitute the corresponding expression for A n B n on the left-hand side of (20) and similarly for A n−1 B n−1 to the result and so on until it is possible, and applying the same process on the left-hand side of (21), the result is a product of linear combinations of BA and γ. This repeated process of substitution would result to the following.
Corollary 3.5. For any n ∈ N,
Proof. We prove (23) and (24) by induction on n. We first consider (23) which holds for n = 1 since
We assume that (23) holds for some k ∈ N. Observe that
This suggests that (23) also holds for k + 1 so by induction, (23) is true for any
We can also prove (24) by induction on n in similar manner.
Another presentation of R(q)
In this section, we present properties of the element [A, B] of R(q). These properties are useful in deriving reordering formulae in R(q). 
Moreover,
Proof. We prove (27) and (28) by induction on k while (29) and (30) by induction on n. Notice that if k = 1, then (27) and (28) would clearly hold by Lemma 4.1.
Suppose (27) and (28) hold for some r ∈ N. Observe,
Also,
These imply that (27) and (28) also hold for r + 1 and by induction, both equations also hold for any natural number k.
We then prove (29)and (30). If n = 1, the case would simply be reduced to the case of (27) and (28).
Assume (29) and (30) to be true for some j ∈ N. Observe that
These imply that (29) and (30) is also true for k + 1 and consequently for any natural number n by induction.
By the Lie backet in R(q), we have
We replace AB on (6) by the right-hand side expression of (31) which would
give us
Multiplying both sides of (23) and (24) by (1−q) n , and using (32) to simplify the result, we can derive the equations
We now expand the products in right-hand sides of equations (33) and (34).
Theorem 4.3. For any n ∈ N,
Proof. We prove (35) and (36) by induction on n. Notice that if n = 0, (35) and (36) are trivially satisfied. Now, we first prove (35).
Suppose (35) holds for some k ∈ N. We show that it also holds for k + 1.
Observe that,
Replacing A k B k by its equivalent expression from the assumption then simplifying the result using Proposition 4.2 would give us
From equation (33)
, and so (37) becomes
which is equivalent to
Denote (39) by L 1 . In order to use relation (16), we decompose L 1 in the following manner
and so
i from which the desired result follows.
Similarly, we can show that if we assume (36) holds for some j ∈ N, then the same is true for j + 1.
Thus, the desired result follows.
From here on, let C := [A, B] = AB−BA. We now give another presentation for R(q) that involves C. 
Proof. We obtain equation (40) using (17) and [A, B] = AB −BA. For equation (41), we only simplify the equivalent expression of the product qC using (17).
Equations (42) and (43) follow from Lemma 4.1. Relations (44), (45) and (46) follow from the assertion that γ is central in R(q).
Moreover, using the fact that we defined C := 
form a basis for R(q).
Proof. We also invoke Bergman's Diamond Lemma to prove this theorem. Using the defining relations of R(q) stated in Proposition 4.4, we can form a reduction system R consisting precisely of the following elements:
With the reduction system R, there is no inclusion ambiguity and that the words ABA, ABC, ABγ, BAB, BAC, BAγ, ACγ, and BCγ
are precisely the nontrivial words that determine all the overlap ambiguities of the reduction system R. In the following, we show the compositions of reductions that prove that all the ambiguities determined by (55) are resolvable.
The relations (56) to (63) can be proven by routine computations. For the relations (56), (57), (60), the composition of reductions on the left-hand side can be taken as the identity linear map, which can be interpreted as an empty composition of reductions with respect to the reduction system R. Hence, by the Diamond Lemma, the set of all irreducible words generated by A, B, C, γ with respect to the reduction system R forms a basis for R(q). We show that this basis is equal to the set
Base on respective first components of each ordered pair in R, it is clear that elements in (64) are irreducible with respect to the reduction system R.
Now, suppose W is not in (64). Then W has a subword of the form B x C y γ z or A x C y γ z where x, y, z ∈ N and at most one of these powers is equal to zero. We have these cases to consider: when x = 0, y = 0, z = 0, and if
x, y, z ∈ Z + . If x = 0, then a reduction which involves σ 7 would act nontrivially on B x C y γ z = C y γ z , while a reduction which involves σ 7 would act nontrivially
For y = 0, a reduction which involves σ 6 would act would act nontrivially on B x C y γ z = B x C y , while a reduction which involves σ 3 would act nontrivially on A x C y γ z = A x C y . For the case x, y, z ∈ Z + , reductions which involves σ 4 and σ 7 would act nontrivially on B x C y γ z , while reductions which involves σ 3 and σ 7 would act nontrivially on
It is clear that in any of these cases, W is not irreducible. Hence, any element in (64) is irreducible with respect to the reduction system R. Thus, the result follows.
Lie polynomials in R(q)
From this point onward, we assume that q is nonzero and is not a root of unity. Let L denote the Lie subalgebra of R(q) generated by A and B. Fix an element X ∈ L. We recall the linear map ad X that sends
any Y ∈ L. Also, in addition to relations on q-special combinatorics from [7, Appendix C] which were enumerated on section 3, we will also use the following:
For a given n, r, k ∈ N, and z ∈ F,
In addition,
Our main goal for this section is to determine a basis for L. To accomplish the said goal, we first exhibit some important elements of L.
Lemma 5.1. For any n ∈ N,
Proof. We prove equations (69) to (72) by mathematical induction. It can be easily shown that equations (69) to (72) hold for n = 0.
Suppose (69) and (70) hold for some j ∈ N. By some routine computations, we can easily obtain
These suggest that (69) and (70) hold for any natural number n.
The proof of (71) is similar to the proof for (69) while the proof of (72) is similar to the proof for (70).
Moreover, the following are elements of L:
Proof. We first prove (75) and (76) by induction on m. It is routine to show that equations (75) and (76) for hold for m = 0.
Now we assume that (75) and (76) are true for some k ∈ N. Using the assumption, we can easily derive
These imply that (75) and (76) hold for any natural number m .
Further, the Lie subalgebra L is closed under lie bracket operation and has generators A, B. This would clearly imply that A, B, C ∈ L.
Moreover, the claim that C m+1 A n , B n C m+1 ∈ L where m, n ∈ N follows from (75) and (76).
Proof. We use induction on n. Equation (78) is trivially satisfied when n = 0.
We suppose that for some k ∈ N, (78) holds. Observe that
We replace (1 − q)AB and (1 − q)BA by the right-hand side expression of (40) and (41) respectively then simplify the result using (65):
and the result follows.
Proof. From Proposition 5.3, for all n ∈ N, we have
Hence, we have
which implies that γC n A ∈ L.
It can be shown that γBC n ∈ L in a similar manner.
We define elements L a , L b ∈ R(q) in the following manner: 
Proof. We prove equations (79) and (80) by induction on m. It can be easily
shown that (79) and (80) holds for m = 0. We suppose equation (79) holds for
So by induction, (79) holds for any m ∈ N.
We can also do the same process for equation (80) which will consequently lead to the desired result.
Proof. This follows immediately from Proposition 5.5.
The following proposition is a more general case of Proposition (5.6).
Proposition 5.7. For any m, n ∈ Z + and for any h ∈ N,
Proof. We prove this proposition by induction on h. We first consider γ h C n A m .
The case h = 0 holds by Proposition 5.2. Also, it is clear that h = 1 holds by the Lemma 5.4.
We assume that for some k ∈ N,
We use
. Notice that
Consequently, we have
which implies that γ k+1 C n A m ∈ L. By induction, the desired result follows.
We can show that γ h B m C n ∈ L for all natural number h and positive integers n, m in similar manner.
Moreover, each of these elements are linear combination of elements in (81).
Proof. We consider cases where
Suppose m < l. Then using Theorem 4.3, we have
Using Proposition 4.2, we further simplify the right-hand side of (86) into the following expression.
Observe that each term of the summation in (87) is in L by Proposition 5.7
hence, it follows that
Meanwhile, suppose m > l. Then using Theorem 4.3 would consequently result to
Observe that each term of the summation in (88) are in L by Proposition 5.7
We can show that γ h C n B l A m are also elements of L in similar manner.
Theorem 5.9. For any m, n, h ∈ Z + and for any j, k ∈ N, the element
Proof. Observe that
From Theorem 4.3, we have
Also, by some computation, we can show that
Using these equations to solve for the equivalent expression of (89) would consequently lead to the following.
from which the desired result follows. 
Proof. We prove this by induction on m − r. If m − r = 1, then m = r + 1 which gives us the case
We have to show that (91) is indeed equal to zero. We do this by induction on r. The case r = 0 is a trivial case.
Suppose (91) holds for some k ∈ N, that is,
We prove that it is also true for k + 1. We use L 5 to denote the following expression.
Observe that using equation (16), we have
The right-hand expression of (93) is equivalent to the following.
By some routine computations, we can simplify expression (94) such that
the second summation in which can be decomposed such that we further have
By the interpretation of (15) for the case when p < 0 or p > n, we would consequently have
which implies that (91) is indeed equal to zero, and this implies that (90) holds when m − r = 1. Now, we assume (90) is true for some m − r = s ∈ N . Thus we have m = r + s. This means that we assume that
holds for some s ∈ N. We show that (95) is also true when m − r = s + 1, that is, m = r + s + 1. We denote the expression
by L 6 . Observe that using (16), we have
By some routine computations, we have
in which the right-hand side can be decomposed in a way such that
Notice that by the inductive hypothesis, in addition to the interpretation of (15) whenever p > n, the above equation would simply be reduced into
The equation (96) can be further reduced into
which, by using the inductive hypothesis, implies that L 6 = 0. This shows that (90) also holds for s + 1.
Thus, by induction on m − r, the result follows.
Some elements of our candidate basis for L includes elements of the form
where l, m, n ∈ Z + and h ∈ N. Our goal is to show that the Lie bracket of any two vectors among (97) is in L. We consider at this point the case m = h. That
is a linear combination of elements of the form γ r C s where r, s ∈ N. More specifically, we show that
is a linear combination of elements of the form
which is equal to q n [γ h C n A, B] ∈ L using previously established reordering formulae. In other words, our candidate basis should include vectors of the form (98).
We need the following relations and computations in order to prove that
is a linear combination of (98). Given i ∈ Z + , define
Given m ∈ Z + , we are interested in properties of ψ i where i ∈ {1, 2, . . . , m}.
We show below a sequence of relations that has some behavior related to "telescoping series" computations, and this gives the intuition for what we want to accomplish.
The above relations can be proven by routine computations and arguments, and they are instrumental in the proofs of our succeeding results.
Theorem 5.11. For any m, n, h ∈ Z + and for any j, k ∈ N,
where
Proof. Recall that from Theorem 5.9,
Using (67), we can simplify the right-hand side expression of (101) into the following:
Expanding the summation (102), we have
Using equations described in (99) to simplify the above expansion would give us
Hence,
So by Proposition 5.10, we simply have L 7 = 0. Consequently,
and we are done.
Notice the following equations that show the Lie bracket of pairs of vectors taken from our candidate basis as Lie polynomials in A, B. These are obtained by using Proposition 4.2 to perform some reordering, and also by using some relations related to {n} q to simplify scalar coefficients.
Clearly, the right-hand sides of (103) to (112) are in the Lie subalgebra L by Proposition 5.7 and 5.8.
We now exhibit a basis for the Lie subalgebra L of R(q) generated by A, B Theorem 5.12. The following elements form a basis for L:
A, B, C, (h ∈ N, m, n ∈ Z + .)
Proof. Let K be the span of (113). To show that K is equal to L, we only have to show the following conditions are satisfied:
(i) A, B ∈ K,
(ii) K is a Lie subalgebra of R(q)
The condition (i) immediately follows from the definition of K. For condition
(ii), we show that any basis elements L, R ∈ of K, [L, R] is a linear combination of (113). Let k, l, m, n ∈ Z + and j, k ∈ N. Define β 1 , β 2 ∈ K in the following manner:
We summarize all the cases for [L, R] in the following table.
[ , ] The condition (iii) is clearly satisfied by A, B, C. Also, by Proposition 5.7,
Thus, we have shown that each element in (113) is in the Lie subalgebra L thereby satisfying condition (iii). This completes the proof.
