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Resumo
Extenso˜es de Ore sa˜o ane´is de polinoˆmios, denotados por R[x;σ, δ], nos quais a varia´vel
x e os elementos de R na˜o comutam necessariamente. A´lgebras de Hopf fracas sa˜o a´lgebras
que tambe´m sa˜o coa´lgebras e satisfazem um conjunto de axiomas de compatibilidade
entre essas estruturas. Neste trabalho investigamos extenso˜es de Ore cujo anel base e´
uma a´lgebra de Hopf fraca. Mais especificamente, dada uma a´lgebra de Hopf fraca R,
estudamos sob quais condic¸o˜es R[x;σ, δ] e´ uma a´lgebra de Hopf fraca com uma estrutura
que estende a estrutura de R. Sob certas hipo´teses, obtemos condic¸o˜es necessa´rias e
suficientes para que a extensa˜o de Ore seja uma a´lgebra de Hopf fraca, obtendo assim
um resultado que generaliza um teorema de Panov para o contexto de a´lgebras de Hopf
fracas.
Palavras-chave: Extenso˜es de Ore. A´lgebra de Hopf fraca. Caracter. Coderivac¸a˜o.
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Abstract
Ore extensions are polynomial rings, denoted by R[x;σ, δ], in which the variable x and
the elements of R do not commute necessarily. Weak Hopf algebras are algebras which
are also coalgebras and satisfy a set of axioms of compatibility betweem these structures.
In this work, we investigate Ore extensions whose base ring is a weak Hopf algebra.
More specifically, if R is a weak Hopf algebra then we study under what conditions
R[x;σ, δ] is a weak Hopf algebra extending the structure of R. Under certain hypotheses,
we obtain necessary and sufficient conditions for an Ore extension to be a weak Hopf
algebra, obtaining a result that generalizes a Panov’s theorem to the setting of weak Hopf
algebras.
Keywords: Ore extensions. Weak Hopf algebra. Character. Coderivation.
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Introduc¸a˜o
Sejam R uma k-a´lgebra, σ : R → R um endomorfismo de R e δ : R → R uma σ-
derivac¸a˜o. A partir desses elementos podemos considerar a k-a´lgebra gerada por R e por
um elemento x, que na˜o esta´ em R, sujeita a relac¸a˜o xr = σ(r)x+δ(r) para todo elemento
r ∈ R. A nova a´lgebra obtida e´ denotada por R[x;σ, δ] e recebe o nome de extensa˜o de
Ore. Tal a´lgebra consiste basicamente de polinoˆmios em uma varia´vel sobre a a´lgebra R,
sendo que essa varia´vel na˜o comuta necessariamente com os elementos de R e recebe esse
nome em homenagem ao matema´tico Noruegueˆs Øyesten Ore (1899-1968), por ter sido o
primeiro a estudar essas extenso˜es. Os primeiros resultados obtidos dessa teoria podem
ser vistos em seu artigo Theory of non-commutative polynomials de 1933 [21].
Observemos que existem a´lgebras de Hopf bem conhecidas que podem ser constru´ıdas
a partir de extenso˜es de Ore. Por exemplo, para um inteiro n ≥ 2 sejam G o grupo c´ıclico
de ordem n gerado por g e q uma raiz primitiva da unidade de ı´ndice n. Consideremos
a a´lgebra de grupo R = kG e o automorfismo σ : R → R, dado por σ(g) = qg. Enta˜o,
a a´lgebra de Taft Hn2(q), isto e´, a k-a´lgebra gerada por x e g sujeitos as relac¸o˜es g
n =
1, xn = 0 e xg = qgx, e´ o quociente da extensa˜o de Ore R[x;σ] pelo ideal gerado por xn.
Uma outra a´lgebra de Hopf que e´ extensa˜o de Ore e´ a envolvente quaˆntica da a´lgebra de
Lie sl(2). Mais exemplos sera˜o apresentados no decorrer do texto.
Extenso˜es de Ore de a´lgebras de Hopf foram utilizadas no artigo de Beattie, Da˘sca˘lescu
e Gru¨nenfelder [1], que foi publicado em 1999. Nesse trabalho, certas a´lgebras de Hopf
foram constru´ıdas via quocientes de extenso˜es de Ore, com o intuito de apresentar uma
resposta negativa a de´cima conjectura de Kaplansky, a qual afirma que para uma deter-
minada dimensa˜o fixa, existem apenas um nu´mero finito de classes de isomorfismos de
a´lgebras de Hopf dessa dimensa˜o (veja em [23]).
Em 2003, Alexander Nikolaevich Panov publica o artigo Ore Extensions of Hopf Al-
gebras [22], que trata mais especificamente sobre extenso˜es de Ore a partir de a´lgebras de
Hopf. Em seu trabalho, Panov caracteriza as extenso˜es de Hopf-Ore geradas por elemen-
tos skew-primitivos. Anos depois, em 2015, surge o artigo Connected Hopf algebras and
iterated Ore extensions de Ken Brown, Steven O’Hagan, James Zhang e Gao Zhuang [5],
que generaliza substancialmente o resultado obtido por Panov e tambe´m caracteriza as
poss´ıveis extenso˜es para o caso de a´lgebras conexas.
Existem va´rias generalizac¸o˜es de a´lgebras de Hopf, mas estaremos interessados nas
chamadas a´lgebras de Hopf fracas. Algumas das construc¸o˜es originais de a´lgebras Hopf
fracas foram motivadas por aplicac¸o˜es para a´lgebras de operadores e outras foram devido
as suas relac¸o˜es com “deformac¸o˜es dinaˆmicas de grupos quaˆnticos”. Alguns dos primei-
ros trabalhos a apresentar expl´ıcitamente o conceito de a´lgebra de Hopf fraca foram os
de Florian Nill em 1998 [20] e o de Gabriella Bo¨hm, Florian Nill e Korne´l Szlacha´nyi,
em 1999 [4]. Assim, como no caso de a´lgebras de Hopf, uma a´lgebra de Hopf fraca e´
um espac¸o vetorial R sobre um corpo k que possui estrutura de a´lgebra e de coa´lgebra
simultaneamente, com uma certa compatibilidade. Para a compatibilidade e´ proposto
um novo conjunto de axiomas para a counidade, de forma a garantir que a categoria de
representac¸o˜es dessa a´lgebra (Rep R) seja monoidal. Ja´ os axiomas para a ant´ıpoda sa˜o
propostos de forma que Rep R seja uma categoria r´ıgida. Essas propriedades de Rep R sa˜o
muito interessantes, tanto que em [10], Etingof, Nikshych e Ostrik mostraram que qual-
quer categoria de fusa˜o (que e´ uma categoria monoidal, r´ıgida com propriedades extras)
e´ equivalente a Rep R.
O principal objetivo desse trabalho e´ estudar extenso˜es de Ore, nas quais o anel base
e´ uma a´lgebra de Hopf fraca. Vamos seguir no sentido de generalizar o Teorema 1.3.2 de
Panov, e tambe´m fazer algumas considerac¸o˜es sobre o trabalho de Brown et al (2015).
No primeiro cap´ıtulo faremos um apanhado com os principais pre´-requisitos para um
melhor entendimento do texto. Vamos dedicar a terceira sec¸a˜o desse cap´ıtulo para expor
os principais resultados obtidos na teoria de extenso˜es de Hopf-Ore que sa˜o o Teorema
1.3.2 e o Teorema 1.3.4.
Ja´ no segundo cap´ıtulo esta˜o os principais resultados obtidos nesse trabalho, que gene-
ralizam os de Panov para o contexto de a´lgebras de Hopf fracas. Comec¸amos esse cap´ıtulo
com discusso˜es a cerca de caracteres fracos, que generalizam os caracteres, e coderivac¸o˜es.
Em alguns casos, conclu´ımos que as u´nicas extenso˜es poss´ıveis, com o elemento x sendo
primitivo fraco, sa˜o extenso˜es nas quais a derivac¸a˜o e´ nula. Na sec¸a˜o 3, apresentamos
mais algumas considerac¸o˜es essenciais sobre elementos group-like fracos, elementos skew-
primitivos fracos e skew-coderivac¸o˜es para finalmente apresentar o Teorema 2.3.14, que
generaliza o resultado obtido por Panov. Por fim, discutimos o caso em que o elemento
gerador e´ primitivo fraco, obtendo como principal resultado o Corola´rio 2.3.21.
No u´ltimo cap´ıtulo faremos algumas considerac¸o˜es com o intuito de obter resulta-
dos ana´logos, para o contexto de a´lgebras de Hopf fracas, aos obtidos por Brown et al.
Nesse cap´ıtulo obtemos resultados parciais, ou seja, temos resultados para o skew anel de
polinoˆmios R[x;σ] e para o anel de operadores diferenciais R[x; δ].
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Cap´ıtulo 1
Preliminares
Comec¸amos fixando algumas notac¸o˜es. Usaremos a letra k para representar um corpo,
k× = k − {0} o grupo multiplicativo do corpo k. Todas as a´lgebras (sera˜o sempre com
unidade 1) e coa´lgebras sera˜o assumidas sobre um corpo k, salvo menc¸a˜o contra´ria. Todos
os homomorfismos e derivac¸o˜es dessas a´lgebras/coa´lgebras sera˜o consideradas k-lineares
e os produtos tensoriais sera˜o considerados sobre k. Em geral, denotaremos uma a´lgebra
por (A, µ, η), onde µ indica a sua multiplicac¸a˜o e η a unidade e as coa´lgebras por (C,∆, ),
onde ∆ denota a comultiplicac¸a˜o e  a counidade. Tambe´m usaremos a notac¸a˜o A∗ para
denotar o espac¸o dual de uma a´lgebra, ou seja, o conjunto de todas as transformac¸o˜es
lineares de A em k.
1.1 Extenso˜es de Ore
Extenso˜es de Ore consistem em polinoˆmios sobre um anel R em uma varia´vel, a qual
na˜o comuta necessariamente com os elementos de R. A seguir vamos apresentar algumas
definic¸o˜es e resultados pertinentes para esse texto sobre o tema. Para tal, vamos nos
guiar basicamente em [11] e [15]. Para resultados mais ba´sicos, usaremos [14] e [12].
Nessa sec¸a˜o, R sera´ sempre um anel com unidade.
Definic¸a˜o 1.1.1. Seja σ um endomorfismo de R. Uma σ-derivac¸a˜o de R e´ uma func¸a˜o
aditiva δ : R→ R tal que
δ(rs) = σ(r)δ(s) + δ(r)s,
para quaisquer r, s ∈ R. No caso que σ e´ a identidade de R, dizemos simplesmente que δ
e´ uma derivac¸a˜o de R.
Definic¸a˜o 1.1.2. Sejam R um anel, σ um endomorfismo de R e δ uma σ-derivac¸a˜o de
R. Vamos escrever S = R[x;σ, δ] para indicar que:
(a) S e´ um anel, contendo R como subanel;
(b) x e´ um elemento de S;
(c) S e´ um R-mo´dulo a` esquerda livre com base {1, x, x2, · · · };
(d) xr = σ(r)x+ δ(r), para todo r ∈ R.
Tal anel S e´ chamado de Extensa˜o de Ore de R.
Notemos que tambe´m e´ poss´ıvel definir extenso˜es de Ore sendo um R-mo´dulo a` direita,
com mesma base, satisfazendo a relac¸a˜o rx = xσ(r)+δ(r) e com δ(rs) = δ(r)σ(s)+rδ(s).
Seja S = R[x;σ, δ] uma extensa˜o de Ore, onde S e´ visto como um R-mo´dulo a` esquerda
(respectivamente a` direita) com base {xn | n ≥ 0}. Se σ for um automorfismo, enta˜o e´
fa´cil verificar que {xn | n ≥ 0} tambe´m e´ uma base de S como R-mo´dulo a` direita
(respectivamente a` esquerda).
Observemos que se o endomorfismo σ for a identidade de R, enta˜o escreveremos R[x; δ]
em lugar de R[x; id, δ] e tal anel e´ chamado de anel de operadores diferenciais . No caso
em que a derivac¸a˜o δ e´ nula, escreveremos R[x;σ] em lugar de R[x;σ, 0] e tal anel e´
chamado de skew anel de polinoˆmios sobre R. Ja´ no caso em que σ = id e δ = 0 temos
simplesmente o anel de polinoˆmios sobre R.
E´ poss´ıvel mostrar que extenso˜es de Ore sempre existem.
Proposic¸a˜o 1.1.3. [11, Proposition 2.3] Dado um anel R, um endomorfismo de ane´is σ
de R e uma σ-derivac¸a˜o δ de R, existe uma Extensa˜o de Ore R[x;σ, δ].
As extenso˜es de Ore possuem uma Propriedade Universal, a qual nos diz como estender
um homomorfismo de um anel R a` extensa˜o de Ore R[x;σ, δ].
Proposic¸a˜o 1.1.4. [11, Proposition 2.4] Seja S = R[x;σ, δ] uma Extensa˜o de Ore de
R. Suponha que temos um anel T , um homomorfismo de ane´is (na˜o necessariamente
unita´rio) φ : R→ T , e um elemento y ∈ T tal que
yφ(r) = φ(σ(r))y + φ(δ(r)), para qualquer r ∈ R. (1.1)
Enta˜o existe um u´nico homomorfismo de ane´is (na˜o necessariamente unita´rio) ψ : S → T
tal que ψ|R = φ e ψ(x) = y.
Demonstrac¸a˜o: A func¸a˜o definida por ψ(
∑
i rix
i) :=
∑
i φ(ri)y
i esta´ bem definida e e´
aditiva. Mostraremos agora que ψ(st) = ψ(s)ψ(t). Primeiro observemos que para a ∈ R
e t ∈ S,
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ψ(axt) = ψ(ax
∑
i
bix
i) = ψ(a
∑
i
xbix
i) = ψ(
∑
i
aσ(bi)x
i+1 + aδ(bi)x
i)
=
∑
i
φ(aσ(bi))y
i+1 + φ(aδ(bi))y
i = φ(a)
∑
i
(φσ(bi)y + φδ(bi))y
i
(1.1)
= φ(a)
∑
i
(yφ(bi))y
i = φ(a)y
∑
i
(φ(bi))y
i = φ(a)yψ(t).
Por induc¸a˜o, suponhamos que ψ(axnt) = φ(a)ynψ(t), para n > 0. Assim, para todo t ∈ S,
temos
ψ(axn+1t) = ψ(axn
∑
i
(xbi)x
i) = ψ(axn
∑
i
σ(bi)x
i+1 + δ(bi)x
i)
= ψ(axn
∑
i
σ(bi)x
i+1) + ψ(axn
∑
i
δ(bi)x
i)
= φ(a)ynψ(
∑
i
σ(bi)x
i+1) + φ(a)ynψ(
∑
i
δ(bi)x
i)
= φ(a)yn
(∑
i
φ(σ(bi))y
i+1 + φ(δ(bi))y
i
)
(1.1)
= φ(a)yn
∑
i
yφ(bi)y
i = φ(a)yn+1ψ(t).
Consequentemente, dados s, t ∈ S, temos
ψ(st) = ψ(
∑
i
aix
it) =
∑
i
ψ(aix
it) =
∑
i
φ(ai)y
iψ(t) = ψ(s)ψ(t).
Finalmente, vejamos que ψ esta´ unicamente determinado. De fato, pois se ψ′ for um outro
tal homomorfismo, enta˜o
ψ′(s) = ψ′(
∑
i
aix
i) =
∑
i
ψ′(aixi) =
∑
i
ψ′(ai)ψ′(x)i =
∑
i
φ(ai)y
i =
∑
i
ψ(ai)y
i = ψ(s)
para qualquer s ∈ S. 
Observemos na Proposic¸a˜o acima que, se assumirmos que a relac¸a˜o
y ·op φ(r) = φσ(r) ·op y + φδ(r)⇔ φ(r)y = yφσ(r) + φδ(r), (1.2)
e´ satisfeita (como se estive´ssemos com a estrutura de a´lgebra oposta em T ), em lugar
da relac¸a˜o (1.1), obtemos um anti-homomorfismo de ane´is ψ : R[x;σ, δ] → T , isto e´,
ψ(fg) = ψ(g)ψ(f), para quaisquer f, g ∈ R[x;σ, δ].
Lema 1.1.5. [11, Exercise 2O] Seja R[x;σ, δ] uma Extensa˜o de Ore. Se r ∈ R e n ∈ N,
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enta˜o
xnr = σn(r)xn + an−1xn−1 + · · ·+ a1x+ δn(r),
para alguns an−1, · · · , a1 ∈ R.
Demonstrac¸a˜o: Argumentaremos por induc¸a˜o em n. Se n = 1, enta˜o
xr = σ(r)x+ δ(r).
Suponhamos que a propriedade desejada e´ satisfeita para n > 0. Logo,
xn+1r = xn(σ(r)x+ δ(r)) = xnσ(r)x+ xnδ(r)
= σn+1(r)xn+1 + an−1xn + · · ·+ a1x2 + δn(σ(r))x
+ σn(δ(r))xn + a′n−1x
n−1 + · · ·+ a′1x+ δn(δ(r))
= σn+1(r)xn+1 + a′′nx
n + a′′n−1x
n−1 + · · ·+ a′′1x+ δn+1(r),
como desejado. Notemos que xnr = hn,rx + δ
n(r), onde hn,r = σ
n(r)xn−1 + an−1xn−2 +
· · ·+ a1 ∈ R[x;σ, δ]. 
O seguinte lema e´ de extrema importaˆncia para o restante do texto.
Lema 1.1.6. Sejam R e S K-a´lgebras, onde K e´ um anel comutativo. Se A e´ um R-
mo´dulo a` esquerda livre com base {ai}i∈I e B um S-mo´dulo a` esquerda livre com base
{bj}j∈J , enta˜o A ⊗K B e´ um R ⊗K S-mo´dulo a` esquerda livre com base {ai ⊗ bi : i ∈
I, j ∈ J}.
Demonstrac¸a˜o: Observemos que um elemento de A⊗K B possui a seguinte forma:
p∑
l=1
cl⊗dl =
∑
l
(∑
m∈I
rlmam
)
⊗
(∑
n∈J
slnbn
)
=
∑
m,n
(∑
l
rlm ⊗ sln
)
(am⊗bn) =
∑
m,n
γm,n(am⊗bn),
onde γm,n ∈ R ⊗K S. Isso nos mostra que o conjunto {ai⊗bi : i ∈ I, j ∈ J} gera A⊗KB
como R ⊗K S-mo´dulo a` esquerda. Notemos que para cada i e j temos as seguintes
projec¸o˜es
pi : A→ R e qj : B → S
dadas por: pi(
∑
rlal) = ri e qj(
∑
slbl) = sj, de modo que obtemos uma func¸a˜o K-linear
pi ⊗ qj : A⊗K B → R⊗K S satisfazendo
(pi⊗qj)
(∑
l
cl ⊗ dl
)
= (pi⊗qj)
(∑
m,n
γm,n(am ⊗ bn)
)
= γi,j, para quaisquer i ∈ I, j ∈ J.
Logo, se
∑
m,n γm,n(am ⊗ bn) = 0, enta˜o γi,j = 0 para quaisquer i ∈ I, j ∈ J . Portanto,
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{ai ⊗ bi : i ∈ I, j ∈ J} e´ um conjunto linearmente independente sobre R ⊗K S. 
Lema 1.1.7. Sejam R uma k-a´lgebra, onde k e´ um corpo, e H = R[x;σ, δ] uma extensa˜o
de Ore. Enta˜o H⊗H e´ um R⊗R-mo´dulo a` esquerda livre com base {xn⊗xm | n,m ≥ 0}.
Demonstrac¸a˜o: Segue do Lema anterior. 
A seguir vamos mostrar como podemos estender endomorfismo σ e uma σ-derivac¸a˜o
δ para a a´lgebra produto tensorial. Sejam A e B k-a´lgebras. Para um endomorfismo
σ : B → B e uma σ-derivac¸a˜o δ : B → B, a func¸a˜o
δ := id⊗ δ : A⊗B → A⊗B, a⊗ b 7→ a⊗ δ(b), ∀a ∈ A, b ∈ B
e´ uma σ := (id⊗ σ)-derivac¸a˜o, pois para quaisquer a, c ∈ A e b, d ∈ B temos:
δ((a⊗ b)(c⊗ d)) = δ(ac⊗ bd) = ac⊗ δ(bd) = ac⊗ (δ(b)d+ σ(b)δ(d))
= ac⊗ δ(b)d+ ac⊗ σ(b)δ(d)
= (a⊗ δ(b))(c⊗ d) + (a⊗ σ(b))(c⊗ δ(d))
= δ(a⊗ b)(c⊗ d) + σ(a⊗ b)δ(c⊗ d).
A partir das observac¸o˜es acima, temos o seguinte resultado:
Teorema 1.1.8. Sejam A e B k-a´lgebras, σ um endomorfismo de B e δ e´ uma σ-derivac¸a˜o
de B. Enta˜o, com as notac¸o˜es acima,
ψ : A⊗B[x;σ, δ] −→ (A⊗B)[x;σ, δ], a⊗ bxn 7→ (a⊗ b)xn (1.3)
define um isomorfismo de a´lgebras.
Para a demonstrac¸a˜o desse teorema, usaremos o seguinte lema:
Lema 1.1.9. Sejam A,B e C k-a´lgebras, f : A → C e g : B → C homomorfismos de
a´lgebras tais que f(a)g(b) = g(b)f(a), para quaisquer a ∈ A e b ∈ B. Enta˜o, existe um
u´nico homomorfismo de a´lgebras h : A ⊗ B → C que satisfaz h(a ⊗ b) = f(a)g(b), para
quaisquer a ∈ A e b ∈ B.
Demonstrac¸a˜o: Note que a func¸a˜o h : A × B → C, dada por h(a, b) = f(a)g(b) e´
k-balanceada. Logo, pela propriedade universal do produto tensorial, existe uma u´nica
transformac¸a˜o linear h : A⊗B → C que satisfaz h(a⊗ b) = f(a)g(b). Temos ainda que:
h((a⊗ b)(c⊗ d)) = h(ac⊗ bd) = f(ac)g(bd) = f(a)f(c)g(b)g(d)
= f(a)g(b)f(c)g(d) = h(a⊗ b)h(c⊗ d)
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e h(1⊗ 1) = f(1)g(1) = 1. Portanto, h e´ homomorfismo de a´lgebras. 
Demonstrac¸a˜o: (Demonstrac¸a˜o do Teorema 1.1.8) Comec¸amos verificando que o
homomorfismo ψ dado no Teorema existe e esta´ bem definido. Seja C = (A⊗B)[x;σ, δ].
Temos a inclusa˜o ϕ : B → C, b 7→ 1⊗ b e o elemento x e´ tal que
xϕ(b) = x(1⊗ b) = σ(1⊗ b)x+ δ(1⊗ b) = (1⊗ σ(b))x+ 1⊗ δ(b) = ϕ(σ(b))x+ ϕ(δ(b)),
para qualquer b ∈ B. Assim, pela propriedade universal da extensa˜o de Ore (Proposic¸a˜o
1.1.4), segue que existe um u´nico homomorfismo de a´lgebras g : B[x;σ, δ] → C tal que
g(x) = x e g(b) = 1⊗ b para todo b ∈ B.
Tambe´m temos a inclusa˜o f : A→ C, a 7→ a⊗ 1 que satisfaz
f(a)g(b) = (a⊗ 1)(1⊗ b) = a⊗ b = (1⊗ b)(a⊗ 1) = g(b)f(a),
para quaisquer a ∈ A e b ∈ B. Logo, pelo Lema 1.1.9, existe um u´nico homomorfismo
de a´lgebras ψ : A ⊗ B[x;σ, δ] → (A ⊗ B)[x;σ, δ] dado por ψ(a ⊗ bxn) = f(a)g(bxn) =
(a⊗ 1)(1⊗ b)xn = (a⊗ b)xn, para quaisquer a ∈ A, b ∈ B e n ≥ 0.
Para mostrar o isomorfismo, vamos apresentar uma inversa de ψ. Consideremos a
aplicac¸a˜o
θ : A⊗B → A⊗B[x;σ, δ], a⊗ b 7→ a⊗ b,
(produto tensorial de idA com a inclusa˜o de B em B[x;σ, δ]). O elemento 1 ⊗ x ∈
A⊗B[x;σ, δ] satisfaz o seguinte:
(1⊗ x)θ(a⊗ b) = a⊗ xb = a⊗ (σ(b)x+ δ(b))
= a⊗ σ(b)x+ a⊗ δ(b) = (a⊗ σ(b))(1⊗ x) + a⊗ δ(b)
= σ(a⊗ b)(1⊗ x) + δ(a⊗ b)
= θ(σ(a⊗ b))(1⊗ x) + θ(δ(a⊗ b)), ∀a ∈ A, b ∈ B.
Logo, pela propriedade universal da extensa˜o de Ore, segue que existe um u´nico homo-
morfismo de ane´is
ψ′ : (A⊗B)[x;σ, δ]→ A⊗B[x;σ, δ],
tal que ψ′|A⊗B ≡ θ e ψ′(x) = 1⊗ x.
Finalmente, vamos verificar ψ′ e´ uma inversa para ψ:
ψ′(ψ(a⊗ bxn)) = ψ′((a⊗ b)xn) = ψ′(a⊗ b)ψ′(xn) = (a⊗ b)(1⊗ x)n = a⊗ bxn;
ψ(ψ′((a⊗ b)xn)) = ψ((a⊗ b)(1⊗ xn) = ψ(a⊗ bxn) = (a⊗ b)xn.
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Isso conclui a demonstrac¸a˜o. 
Apresentaremos agora alguns exemplos de certas a´lgebras bem conhecidas que podem
ser constru´ıdas a partir de extenso˜es de Ore.
Exemplo 1.1.10. Sejam R um anel comutativo, σ ∈ Aut(R) e G o grupo gerado por
σ. Consideremos o skew anel de grupo R ∗ G, ou seja, o R-mo´dulo a` esquerda livre
com base G no qual a soma e´ definida de forma natural e a multiplicac¸a˜o e´ definida por
(r ∗ σ)(s ∗ γ) = r(σ · s) ∗ (σ ◦ γ), onde a ac¸a˜o de G sobre R e´ dada por σi · r := σi(r).
Enta˜o, existe n > 0 tal que R ∗ G ∼= R[x;σ]/ < xn − 1 > ou R ∗ G conte´m R[x;σ] como
subanel.
De fato, como temos a inclusa˜o ϕ : R→ R ∗G e, para qualquer r ∈ R,
(1 ∗ σ)ϕ(r) = (1 ∗ σ)(r ∗ 1) = σ(r) ∗ σ = ϕ(σ(r))(1 ∗ σ) = (ϕ ◦ σ)(r)(1 ∗ σ)
pela propriedade universal da extensa˜o de Ore, existe um u´nico homomorfismo de ane´is
ϕ : R[x;σ]→ R ∗G tal que ϕ|R ≡ ϕ e ϕ(x) = 1 ∗ σ. Consequentemente,
1. se σ tem ordem finita, digamos n, enta˜o ϕ e´ um epimorfismo e assim R ∗ G ∼=
R[x;σ]/ < xn − 1 >;
2. se σ tem ordem infinita, enta˜o ϕ e´ um monomorfismo e assim R ∗G conte´m R[x;σ]
como subanel. De fato, R ∗ G ∼= R[x, x−1;σ], onde o u´ltimo denota o skew anel de
polinoˆmios de Laurent.
Exemplo 1.1.11. Seja g uma a´lgebra de Lie de dimensa˜o 2 sobre um corpo k. Enta˜o a
sua envolvente e´ U(g) = k[x, y] ou U(g) = k[y][x; δ].
Neste caso temos que, ou g e´ abeliana ([ , ] = 0), ou podemos encontrar uma k-base
{x, y} de g tal que [x, y] = y (veja [9, Theorem 3.1]).
1. Quando g e´ abeliana: U(g) = k[x, y], no qual {x, y} e´ uma k-base de g;
2. Quando g na˜o e´ abeliana: U(g) = k[y][x; δ], no qual δ : k[y] → k[y] e´ dada por:
δ(f) = y ∂f
∂y
.
Seja k um corpo e q ∈ k×, define-se a a´lgebra de Weyl quaˆntica sobre k como sendo
a k-a´lgebra dada por dois geradores x′ e y′ sujeitos a relac¸a˜o x′y′ − qy′x′ = 1 e denota-se
por Aq1(k).
Exemplo 1.1.12. A a´lgebra de Weyl quaˆntica e´ uma extensa˜o de Ore de k[y].
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De fato, sejam k[y] o anel de polinoˆmios sobre um corpo k, q ∈ k× com q 6= 1 e seja σ o
automorfismo de k[y] dado por σ(y) = qy. Defina δ : k[y]→ k[y] por:
δ(f(y)) =
f(qy)− f(y)
qy − y =
σ(f)− f
σ(y)− y , f ∈ k[y].
Dessa forma δ e´ uma σ-derivac¸a˜o e a extensa˜o de Ore S = k[y][x;σ, δ] e´ a a´lgebra de Weyl
quaˆntica Aq1(k) (para ver isso, basta verificar pela propriedade universal da extensa˜o de
Ore que podemos definir ψ : S → Aq1(k) por: ψ(y) = y′ e ψ(x) = x′, onde x′, y′ sa˜o os
gerados descritos no para´grafo acima do exemplo, e que ψ e´ um isomorfismo).
1.2 A´lgebras de Hopf fracas
Nessa sec¸a˜o as principais refereˆncias sera˜o [4], [19], [6], [7], [16] e [13]. As treˆs u´ltimas
refereˆncias servem como apoio ao leitor na˜o familiarizado com a notac¸a˜o e tambe´m para
resultados do contexto de a´lgebras de Hopf (ordina´rias) que ainda valem no contexto fraco.
Aqui vamos apresentar a definic¸a˜o de a´lgebra de Hopf fraca e suas principais propriedades
que sera˜o usadas no decorrer do texto.
Comec¸amos lembrando que para uma coa´lgebra (C,∆, ) e uma a´lgebra (A, µ, η), o
conjunto Hom(C,A) − das transformac¸o˜es lineares de C em A − possui uma estrutura
de a´lgebra com o produto convoluc¸a˜o dado por:
(f ∗ g)(c) = (µ ◦ (f ⊗ g) ◦∆)(c), ∀c ∈ C, f, g ∈ Hom(C,A),
e unidade 1Hom(C,A) = η ◦ . Com as notac¸o˜es acima, (H,∆, ) e´ uma a´lgebra de Hopf
se H e´ uma a´lgebra e uma coa´lgebra com ∆ e  homomorfismos de a´lgebras unita´rios e,
ale´m disso, idH possui um inverso na a´lgebra de convoluc¸a˜o (End(H), ∗). Tal inverso e´
chamado de ant´ıpoda e geralmente e´ denotado por S.
A seguir apresentaremos a definic¸a˜o de bia´lgebra fraca, e em seguida a de a´lgebra de
Hopf fraca, que sa˜o os objetos de estudo desse texto. A principal diferenc¸a do contexto
“cla´ssico” para o “fraco”, e´ que neste u´ltimo na˜o exigimos mais que ∆ seja unita´ria, e a
counidade passa a ser apenas “fracamente” multiplicativa.
Vamos utilizar a notac¸a˜o de Sweedler para coa´lgebras com uma pequena ressalva:
omitiremos o s´ımbolo de somato´rio e escreveremos simplesmente ∆(r) = r1⊗ r2, em lugar
de ∆(r) =
∑
(r)
r1 ⊗ r2. Mais a frente tambe´m usaremos a notac¸a˜o ∆⊗2 para denotar a
composic¸a˜o (id⊗∆)∆ ou (∆⊗ id)∆ em uma coa´lgebra coassociativa.
Definic¸a˜o 1.2.1. Dizemos que R e´ uma bia´lgebra fraca se R for uma a´lgebra que tambe´m
e´ uma coa´lgebra com comultiplicac¸a˜o ∆ e counidade  tais que
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(a) ∆(ab) = ∆(a)∆(b);
(b) (∆(1)⊗ 1)(1⊗∆(1)) = (∆⊗ id)(∆(1)) = (1⊗∆(1))(∆(1)⊗ 1);
(c) (ab1)(b2c) = (abc) = (ab2)(b1c),
para quaisquer a, b, c ∈ R.
Notemos que a segunda condic¸a˜o da definic¸a˜o nos diz que:
11 ⊗ 121′1 ⊗ 1′2 = 11 ⊗ 12 ⊗ 13 = 11 ⊗ 1′112 ⊗ 1′2,
onde usamos que ∆(1) = 11 ⊗ 12 = 1′1 ⊗ 1′2.
As identidades a seguir sera˜o importantes para demonstrar propriedades coassociativas
em uma extensa˜o de uma bia´lgebra fraca R. Para todo elemento r ∈ R temos que:
• ∆⊗2(r)(∆(1)⊗1) = (∆(r1)⊗r2)(∆(1)⊗1) = ∆(r1)∆(1)⊗r2 = ∆(r1)⊗r2 = ∆⊗2(r).
• ∆⊗2(r)(1⊗∆(1)) = (r1⊗∆(r2))(1⊗∆(1)) = r1⊗∆(r2)∆(1) = r1⊗∆(r2) = ∆⊗2(r).
A partir da definic¸a˜o acima, podemos definir as seguintes transformac¸o˜es lineares:
t : R→ R, s : R→ R, ′t : R→ R, ′s : R→ R.
r 7→ (11r)12 r 7→ 11(r12) r 7→ (r11)12 r 7→ 11(12r).
As imagens das func¸o˜es acima sera˜o denotadas por Rs = s(R) e Rt = t(R).
Agora vamos listar alguns resultados pertinentes para esse texto cujas demonstrac¸o˜es
e mais detalhes podem ser vistos em [4, Section 2.2].
Lembremos que uma a´lgebra A e´ dita separa´vel se existe e =
∑n
i=1 ai ⊗ bi ∈ A ⊗ A,
tal que
∑n
i=1 aibi = 1 e (a ⊗ 1)e = e(1 ⊗ a), para qualquer a ∈ A. Os conjuntos Rs e
Rt, descritos acima, sa˜o suba´lgebras separa´veis de R (veja [4, Proposition 2.11]). Com as
notac¸o˜es acima, valem as seguintes relac¸o˜es, para quaisquer a, b ∈ R:
(i) (s ◦ s)(a) = s(a);
(ii) (t ◦ t)(a) = t(a);
(iii) (at(b)) = (ab) = (
′
t(a)b);
(iv) (s(a)b) = (ab) = (a
′
s(b));
(v) st = ts para quaisquer s ∈ Rs e t ∈ Rt.
Observe que, pelos itens (i) e (ii) segue que a ∈ Rt ⇔ t(a) = a e a ∈ Rs ⇔ s(a) = a.
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Lema 1.2.2. [6, 36.6] Seja R uma bia´lgebra fraca. Enta˜o:
(i) ∆(a) = ∆(1)(a⊗ 1) ⇔ a = t(a) ⇔ ∆(a) = (a⊗ 1)∆(1) ⇔ a = ′t(a);
(ii) ∆(a) = ∆(1)(1⊗a) ⇔ a = s(a) ⇔ ∆(a) = (1⊗a)∆(1) ⇔ a = ′s(a).
Notemos agora que, pelo observado antes do Lema, segue que ∆(a) = 11a ⊗ 12 =
a11 ⊗ 12, para todo a ∈ Rt e ∆(b) = 11 ⊗ 12b = 11 ⊗ b12, para todo b ∈ Rs.
Lema 1.2.3. Seja R uma bia´lgebra fraca. Enta˜o ∆(1) ∈ Rs ⊗Rt.
Demonstrac¸a˜o: Notemos que
∆(1) = 11 ⊗ 12 = 11(12)⊗ 13 = 11(1′112)⊗ 1′2 = s(1′1)⊗ 1′2 ∈ Rs ⊗R.
∆(1) = 11 ⊗ 12 = 11 ⊗ (12)13 = 11 ⊗ (1′112)1′2 = 11 ⊗ t(12) ∈ R⊗Rt.
Logo,
∆(1) ∈ (Rs ⊗R) ∩ (R⊗Rt) = Rs ∩Rt.
Onde a u´ltima igualdade pode ser vista em [7, Lemma 1.4.5]. 
Lema 1.2.4. Seja R uma bia´lgebra fraca e a ∈ R. Enta˜o:
(i) (Ra) = 0 se, e somente se, t(a) = 0 se, e somente se, 
′
s(a) = 0;
(ii) (aR) = 0 se, e somente se, s(a) = 0 se, e somente se, 
′
t(a) = 0.
Demonstrac¸a˜o: (i) Suponha que (ra) = 0 para todo r ∈ R. Enta˜o
t(a) = (11a)12 = 0 = 11(12a) = 
′
s(a).
Suponha que t(a) = 0 e seja r ∈ R. Enta˜o (ra) = (r12)(11a) = (rt(a)) = 0.
Analogamente se ′s(a) = 0, enta˜o (ra) = (r11)(12a) = (r
′
s(a)) = 0. A demonstrac¸a˜o
de (ii) e´ feita de forma ana´loga. 
Lema 1.2.5. Sejam R uma bia´lgebra fraca, g um elemento de R. Enta˜o, para qualquer
n ∈ N:
(i) t(g) = 1 se, e somente se, (ag
n) = (a) se, e somente se, ′s(g) = 1;
(ii) s(g) = 1 se, e somente se, (g
na) = (a) se, e somente se, ′t(g) = 1.
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Demonstrac¸a˜o: (i) Suponhamos que (agn) = (a). Enta˜o, t(g) = (11g)12 = (11)12 =
1 e ′s(g) = 11(12g) = 11(12) = 1. Para as rec´ıprocas vamos argumentar por induc¸a˜o em
n. Suponhamos que t(g) = 1. Se n = 1, enta˜o temos
(ag) = (a12)(11g) = (a(11g)12) = (at(g)) = (a).
Suponhamos agora por induc¸a˜o, que (agn) = (a) para todo n > 1. Enta˜o
(agn+1) = (agng) = (agnt(g)) = (ag
n) = (a).
Suponhamos agora que ′s(g) = 1. Para n = 1 temos:
(ag) = (a11)(12g) = (a11(12g)) = (a
′
s(g)) = (a).
Suponhamos agora por induc¸a˜o, que (agn) = (a) para todo n > 1. Enta˜o
(agn+1) = (agng) = (agn′s(g)) = (ag
n) = (a).
(ii) E´ demonstrado de forma ana´loga. 
Definic¸a˜o 1.2.6. Seja R uma bia´lgebra fraca. Dizemos que R e´ uma a´lgebra de Hopf
fraca se existe uma transformac¸a˜o linear S : R → R, chamada de ant´ıpoda, tal que para
todo r ∈ R:
(a) r1S(r2) = t(r);
(b) S(r1)r2 = s(r);
(c) S(r1)r2S(r3) = S(r).
Vejamos alguns resultados que sera˜o utilizados futuramente.
Lema 1.2.7. [4, Lemma 2.9] Em uma a´lgebra de Hopf fraca R valem as seguintes relac¸o˜es:
t ◦ S = t ◦ s = S ◦ s (1.4)
s ◦ S = s ◦ t = S ◦ t (1.5)
Proposic¸a˜o 1.2.8. [4, Theorem 2.10] Seja R uma a´lgebra de Hopf fraca. Enta˜o, a
ant´ıpoda e´ um anti-homomorfismo de a´lgebras (S(ab) = S(b)S(a)), um anti-homomorfismo
de coa´lgebras (∆(S(a)) = S(a2) ⊗ S(a1)) e a unidade e counidade sa˜o S-invariantes, ou
seja,
S(1) = 1,  ◦ S = .
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O seguinte resultado nos fornece uma se´rie de equivaleˆncias de quando uma a´lgebra
de Hopf fraca e´ uma a´lgebra de Hopf no sentido cla´ssico.
Proposic¸a˜o 1.2.9. Seja R uma a´lgebra de Hopf fraca. Sa˜o equivalentes:
(i) R e´ uma a´lgebra de Hopf;
(ii) ∆(1) = 1⊗ 1;
(iii) (ab) = (a)(b), para quaisquer a, b ∈ R;
(iv) S(a1)a2 = (a)1, para qualquer a ∈ R;
(v) a1S(a2) = (a)1, para qualquer a ∈ R;
(vi) Rs = k · 1 = Rt.
Demonstrac¸a˜o: (i)⇒ (ii) : Imediata.
(ii)⇒ (iii) : Por definic¸a˜o (ab) = (a11)(12b) = (a)(b).
(iii)⇒ (ii) : Temos que
∆(1) = 11 ⊗ 12 = 11(12)⊗ 13 = 11(121′1)⊗ 1′2
(iii)
= 11(12)⊗ (1′1)1′2 = 1⊗ 1.
(iii)⇒ (iv) : S(a1)a2 = s(a) = (a12)11 = (a)(12)11 = (a)1.
(iv)⇒ (iii) : Dados a, b ∈ R, temos que:
(ab)1 = S((ab)1)(ab)2 = S(b1)S(a1)a2b2 = S(b1)(a)1b2 = (a)(b)1,
de onde segue que (ab) = (a)(b).
(iii)⇔ (v): De forma ana´loga a (iii)⇔ (iv).
(ii)⇒ (i): Como ja´ vimos (ii)⇒ (iii) e, portanto, implica tambe´m em (iv) e (v). Logo,
para mostrar que R e´ uma a´lgebra de Hopf, resta verificar que (1R) = 1k. Temos que
(1R)1R = S(11)12 = S(1R)1R = 1R = 1k1R, o que implica em (1R) = 1k.
(iii)⇒ (vi): Seja a ∈ Rs. Enta˜o,
a = s(a) = (a12)11 = (a)(12)11 = (a)1 ∈ k · 1.
Analogamente, Rt ⊂ k · 1. Como 1 ∈ Rs ∩Rt, segue que Rs = k · 1 = Rt.
(vi) ⇒ (iii): Como ∆(1) ∈ Rs ⊗ Rt, segue que existe λ ∈ k tal que ∆(1) = λ(1 ⊗ 1).
Tambe´m temos que ∆(1) = ∆(1)2, de onde segue que λ = λ2. Por outro lado, usando a
counidade temos que 1 = (1⊗ )(∆(1)) = λ(1)1, o que implica que λ e´ invert´ıvel. Logo,
λ = 1 e assim ∆(1) = 1 ⊗ 1. Portanto, (ab) = (a11)(12b) = (a)(b), para quaisquer
a, b ∈ R. 
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Agora vamos listar alguns exemplos de a´lgebras de Hopf fracas. Comec¸amos obser-
vando que toda a´lgebra de Hopf e´ uma a´lgebra de Hopf fraca. Tambe´m, temos que se A
e B sa˜o a´lgebras de Hopf fracas, enta˜o a a´lgebra produto tensorial A⊗B tambe´m o e´, o
que sera´ mostrado no Lema a seguir.
Lema 1.2.10. Sejam A e B a´lgebras de Hopf fracas. Enta˜o T = A ⊗ B e´ uma a´lgebra
de Hopf fraca via:
∆T (a⊗ b) = (a1⊗ b1)⊗ (a2⊗ b2), T (a⊗ b) = A(a)B(b), ST (a⊗ b) = SA(a)⊗ SB(b),
para quaisquer a ∈ A, b ∈ B, onde ∆A(a) = a1 ⊗ a2 e ∆B(b) = b1 ⊗ b2.
Demonstrac¸a˜o: Note que a estrutura de a´lgebra e de coa´lgebra e´ a usual do produto
tensorial, assim T e´ uma coa´lgebra coassociativa, a´lgebra associativa e ∆T e´ multiplicativa.
Logo, necessitamos apenas verificar as seguintes condic¸o˜es:
(1) (∆T (1T )⊗ 1T )(1T ⊗∆T (1T )) = ∆⊗2T (1T ) = (1T ⊗∆T (1T ))(∆T (1T )⊗ 1T );
(2) T (XY2)T (Y1Z) = T (XY Z) = T (XY1)T (Y2Z), ∀X, Y, Z ∈ T ;
(3) Axiomas da ant´ıpoda.
Para (1) vamos usar a seguinte notac¸a˜o: ∆(1A) = 11⊗12 = 1′1⊗1′2 e ∆(1B) = 11⊗12 =
1
′
1 ⊗ 1′2. Assim, temos que:
∆⊗2T (1T ) = (idT ⊗∆T )∆T (1T ) = (idT ⊗∆T )(11 ⊗ 11 ⊗ 12 ⊗ 12)
= 11 ⊗ 11 ⊗ (12)1 ⊗ (12)1 ⊗ (12)2 ⊗ (12)2
= 11 ⊗ 11 ⊗ 121′1 ⊗ (12)1 ⊗ 1′2 ⊗ (12)2
= 11 ⊗ 11 ⊗ 121′1 ⊗ 121′1 ⊗ 1′2 ⊗ 1′2
= (11 ⊗ 11 ⊗ 12 ⊗ 12 ⊗ 1A ⊗ 1B)(1A ⊗ 1B ⊗ 1′1 ⊗ 1′1 ⊗ 1′2 ⊗ 1′2)
= (∆T (1T )⊗ 1T )(1T ⊗∆T (1T )).
Analogamente, (1T ⊗∆T (1T ))(∆T (1T )⊗ 1T ) = ∆⊗2T (1T ).
Para (2) sejam (x⊗ y), (a⊗ b), (p⊗ q) ∈ A⊗B. Enta˜o,
T ((x⊗ y)(a⊗ b)(p⊗ q)) = T (xap⊗ ybq) = A(xap)B(ybq)
= A(xa1)A(a2p)B(yb1)B(b2q)
= A(xa1)B(yb1)A(a2p)B(b2q)
= T (xa1 ⊗ yb1)T (a2p⊗ b2q)
= T ((x⊗ y)(a1 ⊗ b1))T ((a2 ⊗ b2)(p⊗ q))
= T ((x⊗ y)(a⊗ b)1)T ((a⊗ b)2(p⊗ q)).
Analogamente, T ((x⊗ y)(a⊗ b)(p⊗ q)) = T ((x⊗ y)(a⊗ b)2)T ((a⊗ b)1(p⊗ q)).
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Vejamos agora (3). Se a⊗ b ∈ A⊗B, enta˜o
ST ((a⊗ b)1)(a⊗ b)2 = SA(a1)a2 ⊗ SB(b1)b2 = 11A(a12)⊗ 11B(b12)
= (11 ⊗ 11)(A(a12)⊗ B(b12)) = (11 ⊗ 11)(T (a12 ⊗ b12)
= (11 ⊗ 11)T ((a⊗ b)(12 ⊗ 12)) = (1T )1T ((a⊗ b)(1T )2)
= (T )s(a⊗ b).
Analogamente, (a⊗ b)1ST ((a⊗ b)2) = (T )t(a⊗ b). Finalmente,
ST ((a⊗ b)1)(a⊗ b)2ST ((a⊗ b)3) = (SA(a1)⊗ SB(b1))(a2 ⊗ b2)(SA(a3)⊗ SB(b3))
= SA(a1)a2SA(a3)⊗ SB(b1)b2SB(b3)
= SA(a)⊗ SB(b) = ST (a⊗ b).
O que conclui a demonstrac¸a˜o. 
Exemplo 1.2.11. O anel das matrizes Mn(k) sobre um corpo k, cuja base vamos denotar
por {Eij : 1 ≤ i, j ≤ n}, onde Eij denota a matriz que tem 1k na posic¸a˜o (i, j) e 0 nas
posic¸o˜es restantes, com a estrutura usual de a´lgebra e
∆(Eij) = Eij ⊗ Eij, (Eij) = 1, S(Eij) = Eji,
e´ uma a´lgebra de Hopf fraca.
O pro´ximo exemplo e´ uma aplicac¸a˜o do Lema anterior.
Exemplo 1.2.12. Seja G um grupo. Enta˜o, Mn(kG), a a´lgebra das matrizes sobre o anel
de grupo kG, e´ uma a´lgebra de Hopf fraca, pois e´ o produto tensorial da a´lgebra de Hopf
kG com a a´lgebra de Hopf fraca do exemplo anterior Mn(k). Nesse caso, a estrutura de
Mn(kG) e´ dada por:
∆(gEij) = gEij ⊗ gEij, (gEij) = 1 e S(gEij) = g−1Eji.
Para o pro´ximo exemplo, vamos recordar a definic¸a˜o de grupo´ide e alguns resulta-
dos dessa teoria que sera˜o necessa´rios para esse texto. Um grupo´ide G e´ uma categoria
pequena na qual todo morfismo e´ um isomorfismo. Vamos denotar um grupo´ide por
G = (G1,G0, s, t, ◦) onde G1 representa conjunto dos morfismos, G0 o conjunto dos ob-
jetos, ◦ a composic¸a˜o de morfismos e s, t : G1 → G0 as func¸o˜es “source” e “target”,
respectivamente, onde a func¸a˜o s associa a cada morfismo o objeto “fonte” e a func¸a˜o t
associa a cada morfismo o objeto “alvo”.
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Um caminho em G e´ uma palavra de morfismos, isto e´, p = α1α2 · · ·αm se t(αi) =
s(αi+1), para todo i < m, s(p) = s(α1) e t(p) = t(αm). Mais ainda, o inverso do caminho
p e´ dado por p−1 = α−1m · · ·α−11 . Dizemos que dois objetos e, f ∈ G0 esta˜o conectados se
existir um caminho p com s(p) = e e t(p) = f . Essa relac¸a˜o, no conjunto de objetos G0, e´
uma relac¸a˜o de equivaleˆncia e as suas classes de equivaleˆncia sa˜o chamadas de componentes
conexas de G, isto e´, G = ∪λ∈ΛGλ, para algum conjunto de ı´ndices Λ e subgrupo´ides Gλ.
Para um objeto arbitra´rio e ∈ G0, seja G(e) = {α ∈ G1 | s(α) = e = t(α)}. Assim, G(e) e´
um grupo e se p e´ um caminho do objeto e para o objeto f , enta˜o
ϕ : G(e)→ G(f), dada por ϕ(α) = p−1αp,
e´ um isomorfismo de grupos. Consequentemente, para cada componente conexa Gλ, existe
um u´nico grupo associado G, tal que G ∼= G(e), para todo e ∈ G0λ. Um grupo´ide e´ chamado
conexo se possui somente uma componente conexa.
A a´lgebra de grupo´ide, que denotaremos por kG, e´ definida como o k-espac¸o vetorial
que tem como base G1, com a seguinte multiplicac¸a˜o:
gh =
{
g ◦ h, se s(h) = t(g)
0, se s(h) 6= t(g) ,
onde ◦ denota a operac¸a˜o de G. Quando kG e´ unita´ria, 1kG =
∑
e∈G0 ide e kG e´ uma
a´lgebra de Hopf fraca com estrutura dada por:
∆(g) = g ⊗ g, (g) = 1 e S(g) = g−1.
Para a a´lgebra de grupo´ide temos o seguinte resultado:
Lema 1.2.13. A a´lgebra de grupo´ide kG e´ unita´ria se, e somente se, cada componente
conexa de G possui somente um nu´mero finito de objetos. Nesse caso, se G e´ conexo,
enta˜o
kG ∼= Mn(kG),
como a´lgebras de Hopf fracas, onde a estrutura de a´lgebra de Hopf fraca em Mn(kG) foi
dada no Exemplo 1.2.12.
Demonstrac¸a˜o: Com a notac¸a˜o acima, a a´lgebra de grupo´ide A = kG sobre um corpo
k pode ser decomposta como um produto direto das a´lgebras de grupo´ide Aλ = kGλ, das
componentes conexas Gλ de G, ou seja, A =
∏
λ∈ΛAλ. O anel A e´ unita´rio se, e somente
se, Aλ e´ unita´rio ∀λ ∈ Λ, que por sua vez, e´ unita´rio se, e somente se, G0λ e´ finito ∀λ ∈ Λ.
Suponhamos agora que G e´ conexo e sejam n =| G0 | e G0 = {e1, e2, · · · , en}. Enta˜o o
conjunto G = {α ∈ G1 | s(α) = e1 = t(α)} e´ um grupo. Para cada 1 ≤ i ≤ n, escolha um
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morfismo γi de e1 para ei, onde tambe´m supomos que γ1 = ide1 . Para qualquer α ∈ G1
com s(α) = ei e t(α) = ej, temos que α = γ
−1
i gγj, onde g = γiαγ
−1
j ∈ G. Assim, a
transformac¸a˜o linear
Γ : kG →Mn(kG), dada por Γ(α) = γiαγ−1j Eij
e´ um isomorfismo de a´lgebras. De fato, sejam α, β ∈ G1 com s(α) = ei, t(α) = ej = s(β)
e t(β) = el, enta˜o
Γ(αβ) = γiαβγ
−1
l Eil = γiαγ
−1
j γjβγ
−1
l EijEjl = (γiαγ
−1
j Eij)(γjβγ
−1
l Ejl) = Γ(α)Γ(β).
Note tambe´m que
Γ(1kG) = Γ(
n∑
i=1
idei) =
n∑
i=1
γ−1i ideiγiEii =
n∑
i=1
ideiEii = 1Mn(kG).
O inverso de Γ e´ dado por: Γ−1(gEij) = γ−1i gγj.
Para um morfismo α de ei para ej, temos que:
(Γ⊗ Γ)∆kG(α) = (Γ⊗ Γ)(α⊗ α) = γiαγ−1j Eij ⊗ γiαγ−1j Eij
= ∆kG(γiαγ
−1
j )∆Mn(k)(Eij) = ∆Mn(kG)(Γ(α)).
Para a counidade temos que:
Mn(kG)(Γ(α)) = Mn(kG)(γiαγ
−1
j Eij) = kG(γiαγ
−1
j )Mn(k)(Eij) = kG(α).
Para a ant´ıpoda temos que:
Γ(SkG(α)) = Γ(α−1) = γjα−1γ−1i Eji = SkG(γiαγ
−1
j )SMn(k)(Eij) = SMn(kG)(Γ(α)).
O que conclui a demonstrac¸a˜o. 
Exemplo 1.2.14. Sejam Mn(k) o anel das matrizes n × n sobre um corpo k e R =
Mn(k)[x]. Enta˜o R e´ uma a´lgebra de Hopf fraca, pois R = Mn(k)[x] = Mn(k)⊗ k[x] e´ o
produto tensorial da a´lgebra de Hopf fraca Mn(k) com a a´lgebra de Hopf k[x]. A estrutura
de R e´ a seguinte:
∆(Eijx
m) =
m∑
l=0
(
m
l
)
Eijx
l⊗Eijxm−l, (Eijxm) = 0,∀m > 0, S(Eijxm) = (−1)mEjixm.
Exemplo 1.2.15. [3, Example 9] Sejam k um corpo e N um inteiro positivo que na˜o e´
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mu´ltiplo da caracter´ıstica de k (char(k)). Seja R a k-a´lgebra gerada por U e V sujeitos
as relac¸o˜es UN = 1 e V U = qUV com V invert´ıvel e q ∈ k tal que qN = 1. Essa a´lgebra
e´ conhecida como Toro Alge´brico Quaˆntico e e´ uma a´lgebra de Hopf fraca via
∆(UnV m) =
1
N
N∑
i=1
(U i+nV m ⊗ U−iV m), (UnV m) =
{
N, Un = 1
0, Un 6= 1 , (1.6)
e S(UnV m) = V −mUn.
Em [3], os autores mostram que a a´lgebra do exemplo anterior pode ser vista como um
produto de uma a´lgebra de Hopf (a´lgebra de grupo dos nu´meros inteiros) com a a´lgebra
do exemplo a seguir quando o grupo for c´ıclico de ordem N .
Exemplo 1.2.16. Sejam k um corpo, N um inteiro positivo que na˜o e´ mu´ltiplo de char(k)
e G um grupo abeliano finito com N elementos. Considere a a´lgebra de grupo R = k˜G
com a seguinte estrutura de coa´lgebra:
∆(g) =
1
N
∑
h∈G
gh⊗ h−1, (g) =
{
N, se g = 1G
0, se g 6= 1G
,
e ant´ıpoda S ≡ idR. Desta forma, R e´ uma a´lgebra de Hopf fraca.
De fato, comec¸amos por ver que ∆ e´ multiplicativa. Sejam f, g ∈ G. Enta˜o,
∆(f)∆(g) =
(
1
N
∑
h∈G
fh⊗ h−1
)(
1
N
∑
l∈G
gl ⊗ l−1
)
= (fg ⊗ 1G) 1
N2
∑
h,l∈G
hl ⊗ (hl)−1 = (fg ⊗ 1G) 1
N2
∑
l∈G
(∑
h∈G
h⊗ h−1
)
= (fg ⊗ 1G) 1
N2
N
∑
h∈G
h⊗ h−1 = 1
N
∑
h∈G
fgh⊗ h−1 = ∆(fg).
Vejamos agora a coassociatividade:
(id⊗∆)(∆(g)) = 1
N
∑
h∈G
gh⊗∆(h−1) = 1
N2
∑
h,l∈G
gh⊗ h−1l ⊗ l−1.
Por outro lado,
(∆⊗ id)(∆(g)) = 1
N
∑
h∈G
∆(gh)⊗ h−1 = 1
N2
∑
h,l∈G
ghl ⊗ l−1 ⊗ h−1
=
1
N2
∑
h,p∈G
gp⊗ p−1h⊗ h−1.
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De onde segue a coassociatividade de ∆. Agora vejamos que vale
(∆(1G)⊗ 1G)(1G ⊗∆(1G)) = ∆⊗2(1G) = (1G ⊗∆(1G))(∆(1G)⊗ 1G).
(∆(1G)⊗1G)(1G⊗∆(1G)) = ( 1
N
∑
h∈G
h⊗h−1⊗1G)( 1
N
∑
l∈G
1G⊗ l⊗ l−1) = 1
N2
∑
h,l∈G
h⊗h−1l⊗ l−1;
(1G⊗∆(1G))(∆(1G)⊗1G) = ( 1
N
∑
h∈G
1G⊗h⊗h−1)( 1
N
∑
l∈G
l⊗ l−1⊗1G) = 1
N2
∑
h,l∈G
l⊗ l−1h⊗h−1;
(id⊗∆)(∆(1G)) = 1
N
∑
h∈G
h⊗∆(h−1) = 1
N2
∑
h,l∈G
h⊗ h−1l ⊗ l−1.
Portanto, a igualdade acima se verifica. Vejamos agora os axiomas da counidade:
(⊗ id)(∆(g)) = 1
N
∑
h∈G
(gh)⊗ h−1 = 1
N
Ng = g;
(id⊗ )(∆(g)) = 1
N
∑
h∈G
gh⊗ (h−1) = 1
N
g1GN = g;
(fg1)(g2h) =
1
N
∑
l∈G
(fgl)(l−1h) =
1
N
(fgh)N = (fgh);
(fg2)(g1h) =
1
N
∑
l∈G
(fl−1)(glh) =
1
N
N(gfh) = (fgh).
Para a ant´ıpoda, comec¸amos observando que
t(g) =
1
N
∑
h∈G
(hg)h−1 =
1
N
Ng = g e s(g) =
1
N
∑
h∈G
hg(h−1) =
1
N
gN = g.
Assim,
S(g1)g2 =
1
N
∑
h∈G
S(gh)h−1 =
1
N
∑
h∈G
ghh−1 = g
(
1
N
∑
h∈G
hh−1
)
= g = s(g);
g1S(g2) =
1
N
∑
h∈G
ghS(h−1) =
1
N
∑
h∈G
ghh−1 = g
(
1
N
∑
h∈G
hh−1
)
= g = t(g).
Finalmente,
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S(g1)g2S(g3) =
1
N2
∑
h,l∈G
S(gh)h−1lS(l−1) =
1
N
∑
h∈G
ghh−1
(
1
N
∑
l∈G
ll−1
)
= g
(
1
N
∑
h∈G
hh−1
)
= g = S(g).
Observe que nesse exemplo s = t = id e, portanto, Rs = Rt = R.
Para finalizar essa sec¸a˜o, vejamos o seguinte resultado:
Teorema 1.2.17. Sejam A e B k-a´lgebras e φ : A → B um isomorfismo de k-a´lgebras.
Se B e´ uma a´lgebra de Hopf fraca com comultiplicac¸a˜o ∆, counidade  e ant´ıpoda S, enta˜o
A e´ uma a´lgebra de Hopf fraca com comultiplicac¸a˜o ∆A = (φ
−1⊗ φ−1) ◦∆ ◦ φ, counidade
A =  ◦ φ e ant´ıpoda SA = φ−1 ◦ S ◦ φ.
Demonstrac¸a˜o: Comec¸amos mostrando que, com as definic¸o˜es enunciadas, A possui
estrutura de coa´lgebra. Note que
(idA ⊗∆A)∆A = (φ−1φ⊗ (φ−1 ⊗ φ−1)∆φ)(φ−1 ⊗ φ−1)∆φ
= (φ−1 ⊗ φ−1 ⊗ φ−1)(φ⊗∆φ)(φ−1 ⊗ φ−1)∆φ
= (φ−1 ⊗ φ−1 ⊗ φ−1)(id⊗∆)∆φ
= (φ−1 ⊗ φ−1 ⊗ φ−1)(∆⊗ id)∆φ
= (φ−1 ⊗ φ−1 ⊗ φ−1)(∆φ⊗ φ)(φ−1 ⊗ φ−1)∆φ
= ((φ−1 ⊗ φ−1)∆φ⊗ idA)(φ−1 ⊗ φ−1)∆φ
= (∆A ⊗ idA)∆A.
E, para a counidade temos que:
(idA⊗A)∆A = (φ−1φ⊗φ)(φ−1⊗φ−1)∆φ = (φ−1⊗)∆φ = φ−1(id⊗)∆φ = φ−1φ = idA.
Analogamente temos que (A ⊗ idA)∆A = idA. Com isso temos que A e´ uma coa´lgebra.
Por definic¸a˜o, ∆A e´ multiplicativa. Vejamos agora o axioma (b) da Definic¸a˜o 1.2.1
(bia´lgebra fraca). Observe que ∆A(1A) = (φ
−1⊗φ−1)∆(φ(1)) = (φ−1⊗φ−1)∆(1). Assim,
(∆A(1A)⊗ 1A) = ((φ−1 ⊗ φ−1)∆(1)⊗ φ−1(1)) = (φ−1 ⊗ φ−1 ⊗ φ−1)(∆(1)⊗ 1)
e
(1A ⊗∆A(1A)) = (φ−1(1)⊗ (φ−1 ⊗ φ−1)∆(1)) = (φ−1 ⊗ φ−1 ⊗ φ−1)(1⊗∆(1)).
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Como (φ−1 ⊗ φ−1 ⊗ φ−1) e´ multiplicativa, segue que
(1A ⊗∆A(1A))(∆A(1A)⊗ 1A) = (φ−1 ⊗ φ−1 ⊗ φ−1)((1⊗∆(1))(∆(1)⊗ 1))
= (φ−1 ⊗ φ−1 ⊗ φ−1)((id⊗∆)∆(1))
= (φ−1 ⊗ φ−1 ⊗ φ−1)(id⊗∆)∆φ(1A)
= (idA ⊗∆A)∆A(1A).
Analogamente, segue que (∆A(1A)⊗ 1A)(1A ⊗∆A(1A)) = (idA ⊗∆A)∆A(1A).
Para mostrar que A e´ uma bia´lgebra fraca, resta verificar o axioma A(xa1)A(a2y) =
A(xay) = A(xa2)A(a1y). Sejam x, a, y ∈ A e suponhamos que φ(a) = d. Assim,
∆(φ(a)) = ∆(d) = d1⊗d2 e a1⊗a2 = ∆A(a) = (φ−1⊗φ−1(∆(φ(a))) = φ−1(d1)⊗φ−1(d2).
Logo,
A(xa1)A(a2y) = A(xφ
−1(d1))A(φ−1(d2)y) = φ(xφ−1(d1))φ(φ−1(d2)y)
= (φ(x)d1)(d2φ(y)) = (φ(x)dφ(y)) = (φ(x)φ(a)φ(y))
= (φ(xay)) = A(xay).
A segunda igualdade do axioma se verifica de forma ana´loga.
Por fim, vamos verificar os axiomas da ant´ıpoda.
SA(a1)a2 = SA(φ
−1(d1))φ−1(d2) = φ−1(S(φ(φ−1(d1))))φ−1(d2) = φ−1(S(d1))φ−1(d2)
= φ−1(S(d1)d2) = φ−1(s(d)) = φ−1(11(d12)) = φ−1(11)(d12)
= φ−1(11)(φ(φ−1(d12))) = φ−1(11)( ◦ φ)(aφ−1(12)) = (1A)1A(a(1A)2)
= (A)s(a).
De forma ana´loga, mostra-se que a1SA(a2) = (A)t(a). Para o axioma (c) da Definic¸a˜o
1.2.6 (a´lgebra de Hopf fraca), comec¸amos observando que
(id⊗∆A)(∆A(a)) = φ−1(d1)⊗∆A(φ−1(d2)) = φ−1(d1)⊗
(
(φ−1 ⊗ φ−1)(∆(d2))
)
= φ−1(d1)⊗ φ−1(d2)⊗ φ−1(d3).
Assim,
SA(a1)a2SA(a3) = SA(φ
−1(d1))φ−1(d2)SA(φ−1(d3))
= (φ−1Sφ)(φ−1(d1))φ−1(d2)(φ−1Sφ)(φ−1(d3))
= φ−1(S(d1))φ−1(d2)φ−1(S(d3)) = φ−1(S(d1)d2S(d3))
= φ−1(S(d)) = φ−1(S(φ(a))) = SA(a).
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Portanto, A e´ uma a´lgebra de Hopf fraca. 
1.3 Extenso˜es de Hopf-Ore
Nessa sec¸a˜o vamos apresentar os resultados de Panov [22] e de Brown, O’Hagan,
Zhang e Zhuang [5]. Tais artigos sa˜o os primeiros a discutir as condic¸o˜es sob as quais
existe uma extensa˜o de Ore de uma a´lgebra de Hopf que a conte´m como suba´lgebra de
Hopf. Ja´ haviam trabalhos anteriores na literatura, os quais abordavam extenso˜es de
Ore de a´lgebras de Hopf, mas com outros objetivos. Por exemplo, no artigo de Beattie,
Da˘sca˘lescu e Gru¨nenfelder [1], quocientes de extenso˜es de Ore aparecem para apresentar
uma resposta negativa a` de´cima conjectura de Kaplansky (veja em [23]). Em seu trabalho,
Panov caracteriza as extenso˜es de Hopf-Ore geradas por elementos skew-primitivos. Em
[5], os autores generalizam o resultado de Panov.
Panov define extenso˜es de Hopf-Ore da seguinte maneira:
Definic¸a˜o 1.3.1. Uma k-a´lgebra H e´ uma extensa˜o de Hopf-Ore de uma a´lgebra de Hopf
A, se:
• H e´ a´lgebra de Hopf tal que A e´ suba´lgebra de Hopf de H;
• Existe um endomorfismo σ da a´lgebra A e uma σ-derivac¸a˜o δ de A tais que H =
A[x;σ, δ];
• ∆(x) = a⊗ x+ x⊗ b, com a, b ∈ A.
Nesse caso o autor conclui, pela coassociatividade desejada em H, que x deve ser um
elemento skew-primitivo de H, isto e´, ∆(x) = x⊗1+g⊗x, para algum elemento group-like
g ∈ A. O principal resultado obtido por Panov e´ o seguinte:
Teorema 1.3.2. [22, Theorem 1.3] A a´lgebra de Hopf H = A[x;σ, δ] e´ uma extensa˜o de
Hopf-Ore se, e somente se,
(i) Existem um elemento group-like g ∈ A e um caracter (homomorfismo de a´lgebras
unita´rio) χ : A→ k, tal que
σ(a) = χ(a1)a2 = ga1g
−1χ(a2);
(ii) δ e´ uma (g, 1)-coderivac¸a˜o, ou seja, satisfaz
∆(δ(a)) = δ(a1)⊗ a2 + ga1 ⊗ δ(a2), ∀a ∈ A.
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Na sec¸a˜o 2 de seu artigo, Panov faz uma classificac¸a˜o das extenso˜es de Hopf-Ore para
algumas a´lgebras. No caso de uma a´lgebra de Hopf cocomutativa A, ele apresenta o
seguinte me´todo de construir extenso˜es de Hopf Ore:
Sejam χ um caracter de A, g ∈ Z(A)(= centro de A) um elemento group-like e α :
A→ k uma forma linear tal que
α(uv) = α(u)(v) + χ(u)α(v). (1.7)
Enta˜o, a transformac¸a˜o linear dada por δ(a) := α(a1)(1 − g)a2 e´ uma σ-derivac¸a˜o que
e´ uma g-coderivac¸a˜o, onde σ(a) = χ(a1)a2 = a1χ(a2), visto que g central implica em
ga1g
−1 = a1. Ou seja, sob essas hipo´teses podemos construir uma extensa˜o de Hopf-Ore
de A.
No caso da a´lgebra de grupo A = kG, o autor obte´m a seguinte caracterizac¸a˜o para
as extenso˜es de Hopf-Ore:
Proposic¸a˜o 1.3.3. [22, Proposition 2.2] Toda extensa˜o de Hopf-Ore de A = kG e´ da
forma A[x;σ, δ], onde σ(g) = χ(g)g, para todo g ∈ G e para algum caracter χ do grupo
G, h ∈ Z(G) e δ e´ da forma δ(g) = α(g)(g − gh), para algum α que satisfaz (1.7).
Ja´ em [5], Brown et al. observam que existem exemplos onde a hipo´tese de x ser um
elemento skew-primitivo na˜o se verifica. Esse e´ o caso da a´lgebra de coordenadas do grupo
de Heisenberg de dimensa˜o 3, denotada por H = O(G). Considerando G como o conjunto
da matrizes triangulares superiores 3× 3 com a entrada 1 na diagonal, enta˜o H e´ gerada
pelas func¸o˜es coordenadas y, z e x nas entradas (1, 2), (2, 3) e (1, 3), respectivamente.
Assim, H = k[x, y, z] = k[y, z][x], e´ uma extensa˜o de Hopf-Ore da a´lgebra de Hopf
A = k[y, z], mas x na˜o e´ skew-primitivo, uma vez que
∆(x) = x⊗ 1 + 1⊗ x+ y ⊗ z.
Com isso, os autores modificam a definic¸a˜o de extensa˜o de Hopf-Ore, exigindo que
σ seja um automorfismo e generalizam substancialmente o u´ltimo item da Definic¸a˜o de
Panov, para:
• Existem a, b ∈ A, v, w ∈ A⊗ A tais que
∆(x) = a⊗ x+ x⊗ b+ v(x⊗ x) + w.
Nesse caso, e´ mostrado que se A e´ uma a´lgebra de Hopf conexa sobre um corpo algebrica-
mente fechado de caracter´ıstica zero, e A[x;σ, δ] e´ uma a´lgebra de Hopf contendo A como
suba´lgebra de Hopf, enta˜o ∆(x) = 1⊗ x+ x⊗ 1 + w com w ∈ A⊗ A. Lembramos que o
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coradical de uma a´lgebra de Hopf e´ a soma de todas as suas subcoa´lgebras simples e uma
a´lgebra de Hopf e´ dita conexa se o seu coradical e´ k.
O principal resultado de Brown et al., generalizando o teorema de Panov, e´ o seguinte:
Teorema 1.3.4. [5, Theorem 2.4] Seja A uma a´lgebra de Hopf.
(i) Seja H = A[x;σ, δ] uma extensa˜o de Hopf-Ore de A (com a nova definic¸a˜o). Supo-
nhamos que
S(x) = αx+ β, para α, β ∈ A, com α na˜o nulo. (H)
Escreva w =
∑n
i=1 ui ⊗ vi ∈ A ⊗ A, com {ui}i=1,n e {vi}i=1,n subconjuntos de A
k-linearmente independentes. Enta˜o, temos que
(a) a, b sa˜o elementos group-like de A e v = 0;
(b) Depois de uma mudanc¸a da varia´vel x e correspondentes ajustes em σ, δ e w,
(x) = 0 e ∆(x) = a⊗ x+ x⊗ 1 + w; (1.8)
Para o restante de (i) vamos assumir que vale 1.8
(c) S(x) = −a−1 (x+∑ni=1 uiS(vi));
(d) Existe um caracter χ : A→ k tal que
σ(r) = χ(r1)r2 = ar1a
−1χ(r2), ∀r ∈ A; (1.9)
(e) A σ-derivac¸a˜o δ satisfaz a relac¸a˜o
∆(δ(r))− δ(r1)⊗ r2 − ar1 ⊗ δ(r2) = w∆(r)−∆(σ(r))w, ∀r ∈ A; (1.10)
(f) w ∈ A+⊗A+, onde A+ denota o nu´cleo da counidade , e satisfaz as seguintes
identidades:
n∑
i=1
S(ui)vi = a
−1
n∑
i=1
uiS(vi) e w ⊗ 1 + (∆⊗ id)(w) = a⊗ w + (id⊗∆)(w).(1.11)
(ii) Suponha que a e´ um elemento group-like de A, w ∈ A⊗A, σ e´ um automorfismo de
A e δ e´ uma σ-derivac¸a˜o de A, satisfazendo (d), (e) e (f) de (i). Enta˜o a extensa˜o
de Ore H = A[x;σ, δ] admite uma estrutura de a´lgebra de Hopf, contendo A como
suba´lgebra de Hopf e x satisfazendo (H), (a), (b) e (c) de (i). Consequentemente, H
e´ uma extensa˜o de Hopf-Ore de A.
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Cap´ıtulo 2
Extenso˜es de Hopf-Ore fracas
skew-primitivas
Neste cap´ıtulo vamos estudar extenso˜es de Hopf-Ore fracas, generalizando o resultado
de Panov para o contexto de a´lgebras de Hopf fracas. Iniciamos apresentando o conceito
de tais extenso˜es para o nosso contexto.
Definic¸a˜o 2.0.1. Sejam R uma a´lgebra de Hopf fraca e R ⊆ H uma extensa˜o de a´lgebras.
Dizemos que H e´ uma extensa˜o de Hopf-Ore fraca de R, se valem as seguintes afirmac¸o˜es:
• H e´ uma a´lgebra de Hopf fraca, contendo R como suba´lgebra de Hopf fraca;
• Existe um automorfismo σ da a´lgebra R e uma σ-derivac¸a˜o δ de R, tais que H =
R[x;σ, δ].
Observemos que, pelo Lema 1.2.10, H = R[x] = R⊗k[x] e´ uma extensa˜o de Hopf-Ore
fraca para qualquer a´lgebra de Hopf fraca R, onde
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) = (1⊗ x+ x⊗ 1)∆(1), (RxR) = 0, e S(x) = −x.
Nesse caso, Hs = Rs e Ht = Rt.
Observe que ∆H , quando restrita a` R, coincide com ∆R, de onde segue que ∆H(1) =
∆R(1) e assim o axioma (b) da Definic¸a˜o 1.2.1 sempre sera´ va´lido em H. Tambe´m, devido
a isso e a Proposic¸a˜o 1.2.9, extenso˜es de Hopf-Ore fracas de a´lgebras de Hopf na˜o podem
resultar em a´lgebras de Hopf fracas.
O pro´ximo resultado nos fornece um me´todo de construir extenso˜es de Hopf-Ore fracas
a partir de extenso˜es de Hopf-Ore.
Proposic¸a˜o 2.0.2. Sejam R uma a´lgebra de Hopf fraca, A uma a´lgebra de Hopf, g ∈ A
um elemento group-like, σ ∈ Aut(A) e δ : A → A uma σ-derivac¸a˜o de A. Se g, σ e δ
satisfazem as condic¸o˜es do Teorema 1.3.2, ou seja, A[x;σ, δ] e´ uma extensa˜o de Hopf-Ore
de A, enta˜o (R⊗A)[x;σ, δ] e´ uma extensa˜o de Hopf-Ore fraca de R⊗A, onde usamos a
notac¸a˜o do Teorema 1.1.8.
Demonstrac¸a˜o: De fato, pelo Lema 1.2.10 R ⊗ A e´ uma a´lgebra de Hopf fraca. Pelo
Teorema 1.1.8, temos que (R ⊗ A)[x;σ, δ] ∼= R ⊗ A[x;σ, δ] como a´lgebras. Finalmente,
pelo Teorema 1.2.17, segue que (R⊗ A)[x;σ, δ] e´ uma a´lgebra de Hopf fraca. 
Note tambe´m que podemos usar os resultados obtidos por Brown et al (Teorema
1.3.4) para constru´ırmos extenso˜es de Hopf-Ore fracas. Tambe´m observemos que nem
toda extensa˜o de Hopf-Ore fraca e´ obtida via essa construc¸a˜o (veja o Exemplo 2.3.27).
Antes de apresentar nossos resultados vamos precisar de alguma preparac¸a˜o, o que
sera´ feito a seguir.
2.1 Caracteres
Para uma a´lgebra de Hopf H, com ant´ıpoda S, temos que o conjunto Alg(H, k), dos k-
homomorfismos de a´lgebras de H em k, e´ um grupo com o produto convoluc¸a˜o e elemento
neutro . O inverso convolutivo de χ ∈ Alg(H, k), e´ dado por χ ◦ S. Os elementos
de Alg(H, k) sa˜o chamados caracteres de H, e para cada χ ∈ Alg(H, k), definem-se os
seguintes endomorfismos de H:
τ lχ(h) = h1χ(h2) e τ
r
χ(h) = χ(h1)h2, para qualquer h ∈ H.
Como os elementos de Alg(H, k) possuem inverso convolutivo, segue que τ lχ e τ
r
χ sa˜o
isomorfismos de a´lgebras e recebem os nomes left winding automorphism e right winding
automorphism, respectivamente.
No contexto de a´lgebras de Hopf fracas precisaremos generalizar a definic¸a˜o de carac-
teres. Assim, com as notac¸o˜es acima, temos a seguinte definic¸a˜o:
Definic¸a˜o 2.1.1. Um caracter fraco de uma bia´lgebra fraca R e´ uma transformac¸a˜o linear
χ : R→ k, tal que τ lχ e τ rχ sa˜o endomorfismos de a´lgebras de R.
Observemos que se χ : A → k e´ um caracter de uma bia´lgebra A, ou seja, um
homomorfismo de a´lgebras, temos que χ e´ um fraco, pois τ lχ(1) = 11χ(12) = 1χ(1) = 1 e
τ lχ(ab) = (ab)1χ((ab)2) = a1b1χ(a2b2) = a1b1χ(a2)χ(b2) = a1χ(a2)b1χ(b2) = τ
l
χ(a)τ
l
χ(b).
De forma ana´loga se mostra que τ rχ tambe´m e´ endomorfismo de a´lgebras.
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Exemplo 2.1.2. A counidade  : R → k em uma bia´lgebra fraca R e´ um caracter fraco
(que na˜o e´ homomorfismo de a´lgebras), pois τ l = τ
r
 = idR.
Exemplo 2.1.3. Os caracteres fracos da a´lgebra de Hopf fraca Mn(k) do Exemplo 1.2.11,
esta˜o em correspondeˆncia biun´ıvoca com as n-uplas de (k×)n da forma (1, λ2, · · · , λn).
De fato, suponha que χ : Mn(k)→ k dado por χ(Eij) = λij e´ um caracter fraco. Assim,
τ lχ e τ
r
χ sa˜o endomorfismos da a´lgebra Mn(k), que sa˜o dados por: τ
l
χ(Eij) = τ
r
χ(Eij) =
Eijχ(Eij) = λijEij. De τ
l
χ(1) = 1 temos que:∑
i
Eii = 1 = τ
l
χ(1) = 11χ(12) =
∑
k
Eiiχ(Eii) =
∑
i
Eiiλii.
Logo, λii = 1 para qualquer i = 1, 2, · · · , n. Tambe´m temos que τ lχ(Eil)τ lχ(Elj) =
τ lχ(EilElj) = τ
l
χ(Eij), de onde segue que
λijEij = τ
l
χ(Eij) = τ
l
χ(Eil)τ
l
χ(Elj) = λilλljEilElj = λilλljEij,
ou seja, λij = λilλlj para quaisquer 1 ≤ i, j, l ≤ n. Em particular, quando j = i temos
que 1 = λii = λilλli, isto e´, λ
−1
ij = λji, para quaisquer i, j. Assim temos que λij = λilλlj =
λ−1li λlj. Logo, basta definirmos os elementos λli’s para um l fixo, para que os demais
fiquem completamente determinados.
Seja enta˜o λ11 = 1 e λ1i = λi ∈ k×, para quaisquer i = 2, 3, · · · , n. Assim, λij =
λ−11i λ1j = λ
−1
i λj para quaisquer i, j com i 6= 1. Assim, temos a n-upla (1, λ2, · · · , λn).
Reciprocamente, dada uma n-upla (λ1 = 1, λ2, · · · , λn) ∈ (k×)n temos que χ(Eij) =
λ−1i λj e´ um caracter fraco de Mn(k). Portanto, os caracteres da bia´lgebra fraca Mn(k)
esta˜o em correspondeˆncia biun´ıvoca com as n-uplas de (k×)n da forma (1, λ2, · · · , λn).
Observac¸a˜o 2.1.4. Notemos que se A e B sa˜o bia´lgebras fracas e χA : A → k e χB :
B → k sa˜o caracteres fracos, enta˜o χ : A ⊗ B → k dado por a ⊗ b 7→ χA(a)χB(b) e´ um
caracter fraco de A ⊗ B. Em particular, se A e´ uma a´lgebra de Hopf fraca, B e´ uma
a´lgebra de Hopf e χ e´ um caracter de B, enta˜o χ : A ⊗ B → k, dado por χ = A ⊗ χ, e´
um caracter fraco da a´lgebra de Hopf fraca A⊗B.
De fato, comec¸amos lembrando que pelo Lema 1.2.10, para a ∈ A e b ∈ B, ∆A⊗B(a⊗b) =
a1 ⊗ b1 ⊗ a2 ⊗ b2. Assim,
τ lχ(a⊗ b) = (a1 ⊗ b1)χ(a2 ⊗ b2) = (a1 ⊗ b1)χA(a2)χB(b2)
= a1χA(a2)⊗ b1χB(b2) = τ lχA(a)⊗ τ lχB(b) = (τ lχA ⊗ τ lχB)(a⊗ b),
que e´ um endomorfismo de A⊗B. De forma ana´loga, τ rχ = τ rχA ⊗ τ rχB .
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Para o pro´ximo exemplo, lembremos que um caracter de um grupo G e´ um homo-
morfismo de grupos ρ : G → k×, de G no grupo multiplicativo de k. Cada caracter ρ
desse grupo induz um homomorfismo de a´lgebras de kG em k, pela extensa˜o linear, que
denotaremos tambe´m por ρ.
Exemplo 2.1.5. Seja R = Mn(kG) a a´lgebra de Hopf fraca descrita no Exemplo 1.2.12.
Enta˜o, χ : R→ k dado por
χ(gEij) = qijρ(g), ∀g ∈ G, 1 ≤ i, j ≤ n
e´ um caracter fraco de R, onde ρ e´ um caracter do grupo G e qij = λ
−1
i λj, para constantes
na˜o nulas λi ∈ k.
De fato, basta observar que a a´lgebra R e´ o produto tensorial de Mn(k) por kG e o
caracter definido nada mais e´ do que o produto tensorial (como na Observac¸a˜o 2.1.4) de
caracteres dessas a´lgebras.
O lema a seguir e´ um dos mais importantes para esse texto e sera´ referenciado va´rias
vezes a frente.
Lema 2.1.6. Sejam R uma bia´lgebra fraca e σ : R → R um endomorfismo de a´lgebras.
Enta˜o:
(i) O endomorfismo σ satisfaz ∆ ◦ σ = (id⊗ σ)∆ se, e somente se, σ = τ lχ, para algum
χ ∈ R∗;
(ii) O endomorfismo σ satisfaz ∆ ◦ σ = (σ⊗ id)∆ se, e somente se, σ = τ rχ, para algum
χ ∈ R∗.
Portanto, (σ⊗ id)∆ = ∆ ◦ σ = (id⊗ σ)∆ se, e somente se, existe um caracter fraco χ de
R tal que σ = τ lχ = τ
r
χ.
Demonstrac¸a˜o: (i) Suponhamos que (∆◦σ)(a) = (id⊗σ)∆(a), para todo a ∈ R. Enta˜o,
obtemos:
σ(a) = (id⊗ )∆(σ(a)) = (id⊗ )(a1 ⊗ σ(a2)) = a1( ◦ σ)(a2) = τ l◦σ(a).
Reciprocamente, suponhamos que σ = τ lχ, para algum χ ∈ R∗. Enta˜o,
∆(σ(a)) = ∆(τ lχ(a)) = ∆(a1)χ(a2) = a1 ⊗ a2χ(a3) = a1 ⊗ τ lχ(a2) = (id⊗ σ)∆(a),
para todo a ∈ R. A demonstrac¸a˜o de (ii) segue de forma ana´loga. Finalmente, se valem
(i) e (ii), temos que τ lχ e τ
r
χ sa˜o endomorfismos de R, pois σ o e´, e assim χ e´ um caracter
fraco. 
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Uma consequeˆncia direta do Lema acima e´ que τ lχ e´ sempre Rt-linear enquanto τ
r
χ
e´ Rs-linear. De fato, se a ∈ Rt, enta˜o ∆(a) = 11a ⊗ 12, pelo Lema 1.2.2. Assim,
τ lχ(a) = 11aχ(12) = τ
l
χ(1)a = a. De forma similar mostra-se que τ
r
χ e´ Rs-linear, usando
que ∆(a) = 11 ⊗ 12a, para todo a ∈ Rs.
Lema 2.1.7. Seja χ um caracter fraco de uma a´lgebra de Hopf fraca R com ant´ıpoda S.
Enta˜o:
(i) S ∗ τ lχ = s ◦ τ lχ;
(ii) τ rχ ∗ S = t ◦ τ rχ.
Demonstrac¸a˜o: Vejamos a demonstrac¸a˜o de (i). Seja a ∈ R, enta˜o
(S ∗ τ lχ)(a) = S(a1)τ lχ(a2) = S(a1)a2χ(a3) = s(a1)χ(a2) = s(a1χ(a2)) = s(τ lχ(a)).
A demonstrac¸a˜o do item (ii) e´ feita de forma ana´loga. 
Seja χ : R → k um caracter fraco de R e suponhamos que σ = τ lχ seja um automor-
fismo. Assim, σ tem um inverso σ−1, de onde segue que a = σ−1(σ(a)) = σ−1(a1)χ(a2),
para todo a ∈ R. Aplicando  em ambos os membros desta igualdade, obtemos (a) =
σ−1(a1)χ(a2) = χ′ ∗ χ(a), com χ′ :=  ◦ σ−1. Usando agora o Lema 2.1.6 temos tambe´m,
∆ ◦ σ−1 = (id⊗ σ−1)(id⊗ σ)∆σ−1 = (id⊗ σ−1)∆σσ−1 = (id⊗ σ−1)∆.
Portanto, novamente pelo Lema 2.1.6, segue que σ−1 = τ lχ′ e´ um automorfismo. Ana-
logamente mostra-se que τ rχ′ e´ um automorfismo, de onde podemos concluir que χ
′ e´
um caracter fraco de R. Nota-se que χ′ e´ o inverso de χ na a´lgebra de convoluc¸a˜o
R∗ = Hom(R, k).
Como observado no comec¸o dessa sec¸a˜o, no caso de χ ser um caracter de uma a´lgebra
de Hopf H, enta˜o o seu inverso em H∗ e´ χ ◦ S. De fato,
(χ ∗ (χ ◦ S))(h) = χ(h1)χ(S(h2)) = χ(h1S(h2)) = χ((h)1H) = (h), ∀h ∈ H.
De forma ana´loga tem-se (χ ◦ S) ∗ χ = . No contexto de a´lgebras de Hopf fracas, na˜o
sabemos se χ◦S e´ o inverso convolutivo de χ, mas quando isso acontece, temos o seguinte
resultado:
Lema 2.1.8. Seja R uma a´lgebra de Hopf fraca com ant´ıpoda S. Suponha que χ e´ um
caracter fraco. Se χ ◦ S e´ o inverso de χ em R∗, enta˜o S = τ lχ ◦ S ◦ τ rχ = τ rχ ◦ S ◦ τ lχ.
30
Demonstrac¸a˜o: Para todo elemento a ∈ R temos:
S(a) = (a1)S(a2) = (χ ∗ χS)(a1)S(a2) = χ(a1)χ(S(a2))S(a3)
= χ(a1)χ(S(a2)2)S((a2)1) = χ(a1)τ
l
χ(S(a2)) = τ
l
χ(S(τ
r
χ(a))).
A outra igualdade segue de forma ana´loga. 
2.2 Coderivac¸o˜es
Recordamos que se (R, µ, η) e´ uma k-a´lgebra, enta˜o uma transformac¸a˜o linear δ : R→
R e´ uma k-derivac¸a˜o se o seguinte diagrama e´ comutativo:
R⊗R µ //
id⊗δ+δ⊗id

≡
R
δ

R⊗R µ // R
.
Agora, se (R,∆, ) e´ uma k-coa´lgebra, enta˜o dualizando esta definic¸a˜o, obtemos a noc¸a˜o
de uma k-coderivac¸a˜o, como sendo uma transformac¸a˜o linear δ : R→ R tal que o seguinte
diagrama e´ comutativo:
R⊗R
≡
R
∆oo
R⊗R
id⊗δ+δ⊗id
OO
R
∆
oo
δ
OO .
Mais precisamente, temos a seguinte definic¸a˜o:
Definic¸a˜o 2.2.1. Seja R uma coa´lgebra. Uma transformac¸a˜o linear δ : R → R e´ uma
k-coderivac¸a˜o se
∆ ◦ δ = (id⊗ δ + δ ⊗ id) ◦∆.
No que segue, vamos escrever somente derivac¸a˜o e coderivac¸a˜o para nos referirmos a
k-derivac¸a˜o e k-coderivac¸a˜o quando estivermos trabalhando com a´lgebras e coa´lgebras.
Observemos que, para um funcional linear f de uma coa´lgebra R (uma transformac¸a˜o
linear f : R→ k), a func¸a˜o δ : R→ R, dada por
δ(a) = a1f(a2)− f(a1)a2, para todo a ∈ R, (2.1)
e´ uma coderivac¸a˜o. De fato,
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∆(δ(a)) = ∆(a1f(a2)− f(a1)a2)
= a1 ⊗ a2f(a3)− f(a1)a2 ⊗ a3
= a1 ⊗ a2f(a3)− a1f(a2)⊗ a3 + a1f(a2)⊗ a3 − f(a1)a2 ⊗ a3
= a1 ⊗ (a2f(a3)− f(a2)a3) + (a1f(a2)− f(a1)a2)⊗ a3
= a1 ⊗ δ(a2) + δ(a1)⊗ a2.
Uma coderivac¸a˜o δ e´ chamada interna se existe um funcional linear f ∈ R∗ tal que δ
e´ dada por (2.1).
Segundo [8, Section 2.3], uma coa´lgebra R e´ dita cosepara´vel se existe um funcional
linear τ : R⊗R→ k tal que os seguintes diagramas sa˜o comutativos:
R⊗R
≡
∆⊗id //
id⊗∆

R⊗R⊗R
id⊗τ

R⊗R⊗R
τ⊗id
// R
R
≡
∆ //


R⊗R
τ
||
k
.
Ou seja, (id⊗ τ)(∆⊗ id) = (τ ⊗ id)(id⊗∆) e τ ◦∆ = . Tambe´m por [8, Theorem 3]:
uma coa´lgebra e´ cosepara´vel se, e somente se, todas suas coderivac¸o˜es sa˜o internas.
Proposic¸a˜o 2.2.2. Seja G um grupo. A coa´lgebra Mn(kG), com estrutura dada por:
∆(gEij) = gEij ⊗ gEij, (gEij) = 1,
e´ cosepara´vel. Em particular, Mn(k) e´ cosepara´vel.
Demonstrac¸a˜o: Basta definir
τ(gEij ⊗ hEml) :=
{
1, se (g, i, j) = (h,m, l)
0, se (g, i, j) 6= (h,m, l) .
Assim, temos que
τ(∆(gEij)) = τ(gEij ⊗ gEij) = 1 = (gEij);
(id⊗ τ)(∆⊗ id)(gEij⊗hEml) = (id⊗ τ)(gEij⊗gEij⊗hEml) =
{
gEij , se (g, i, j) = (h,m, l)
0, se (g, i, j) 6= (h,m, l) ;
(τ⊗id)(id⊗∆)(gEij⊗hEml) = (τ⊗id)(gEij⊗hEml⊗hEml) =
{
hEml, se (g, i, j) = (h,m, l)
0, se (g, i, j) 6= (h,m, l) .
Como quer´ıamos. 
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Observac¸a˜o 2.2.3. Observe que se R e´ uma coa´lgebra cosepara´vel cocomutativa (como
no Exemplo 1.2.11), segue que R na˜o possui coderivac¸o˜es na˜o triviais, ou seja, a u´nica
coderivac¸a˜o de R e´ a func¸a˜o nula.
De fato, como R e´ cosepara´vel segue de [8] que todas as suas coderivac¸o˜es sa˜o internas.
Assim, se δ e´ uma coderivac¸a˜o em R, enta˜o existe um funcional linear f ∈ R∗ tal que
δ(a) = (id⊗ f − f ⊗ id)∆(a) = a1f(a2)− f(a1)a2 = a1f(a2)− f(a2)a1 = 0, ∀a ∈ R.
Exemplo 2.2.4. A coa´lgebra R = k˜G do Exemplo 1.2.16 e´ cosepara´vel. Em particular,
como na observac¸a˜o acima, essa coa´lgebra na˜o possui coderivac¸o˜es na˜o triviais.
De fato, basta definir τ =  ◦ µ, onde µ e  sa˜o multiplicac¸a˜o e counidade de R, respecti-
vamente. Assim, para quaisquer g, l ∈ G temos
τ(∆(g)) =
1
N
∑
h∈G
τ(gh⊗ h−1) = 1
N
∑
h∈G
(g) = (g);
(id⊗ τ)(∆⊗ id)(g ⊗ l) = 1
N
∑
h∈G
gh⊗ τ(h−1 ⊗ l) = 1
N
glN = gl;
(τ ⊗ id)(id⊗∆)(g ⊗ l) = 1
N
∑
h∈G
τ(g ⊗ lh)⊗ h−1 = 1
N
Ngl = gl.
Portanto R e´ cosepara´vel. Segue enta˜o de [8, Theorem 3] que as suas coderivac¸o˜es sa˜o
todas internas. Como R e´ cocomutativa, pois G e´ abeliano, obtemos que R na˜o possui
coderivac¸o˜es na˜o triviais.
Exemplo 2.2.5. Seja R = Mn(k)[x] a a´lgebra de Hopf fraca do Exemplo 1.2.14. Enta˜o,
δ : R → R dada por δ(Eijxm) = mEijxm e´ uma derivac¸a˜o de R, que tambe´m e´ uma
coderivac¸a˜o.
De fato, vejamos que δ e´ uma derivac¸a˜o:
δ(Eijx
lErsx
m) = δ(EijErsx
l+m) =
{
(l +m)Eisx
l+m, se j = r
0, se j 6= r ;
δ(Eijx
l)Ersx
m + Eijx
lδ(Ersx
m) = lEijx
lErsx
m +mEijx
lErsx
m
= (l +m)EijErsx
l+m
=
{
(l +m)Eisx
l+m, se j = r
0, se j 6= r .
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E agora, que δ e´ uma coderivac¸a˜o:
(id⊗ δ + δ ⊗ id)(∆(Eijxm)) = (id⊗ δ + δ ⊗ id)(
∑(m
l
)
Eijx
l ⊗ Eijxm−l)
=
∑(m
l
)
Eijx
l ⊗ δ(Eijxm−l) + δ(Eijxl)⊗ Eijxm−l
=
∑(m
l
)
(m− l)(Eijxl ⊗ Eijxm−l) + l(Eijxl ⊗ Eijxm−l)
= m
∑(m
l
)
Eijx
l ⊗ Eijxm−l
= m∆(Eijx
m) = ∆(mEijx
m) = ∆(δ(Eijx
m)).
Finalizamos esta sec¸a˜o apresentando dois resultados importantes sobre coderivac¸o˜es
em bia´lgebras fracas.
Lema 2.2.6. Seja δ uma coderivac¸a˜o de uma bia´lgebra fraca R. Enta˜o  ◦ δ = 0.
Demonstrac¸a˜o: Seja a ∈ R. Temos que
δ(a) = (⊗ id)∆(δ(a)) = (a1)δ(a2) + (δ(a1))a2 = δ(a) + (δ(a1))a2.
Assim, (δ(a1))a2 = 0. Com isso, segue que
(δ(a)) = (δ(a1))(a2) = ((δ(a1))a2) = 0,
como quer´ıamos. 
Lema 2.2.7. Seja δ uma coderivac¸a˜o que tambe´m e´ uma derivac¸a˜o de uma bia´lgebra fraca
R. Enta˜o
δ(Rt) = 0 ⇔ δ(Rs) = 0 ⇔ (id⊗ δ)(∆(1)) = 0 ⇔ (δ ⊗ id)(∆(1)) = 0.
Demonstrac¸a˜o: Como δ(1) = 0, temos que (id⊗ δ)(∆(1)) = −(δ⊗ id)(∆(1)). Portanto
(id⊗δ)∆(1) = 0⇔ (δ⊗ id)∆(1) = 0. Pelo Lema 1.2.3, ∆(1) ∈ Rs⊗Rt, logo se δ(Rt) = 0,
enta˜o (id⊗ δ)(∆(1)) = 0 e se δ(Rs) = 0, enta˜o (δ ⊗ id)(∆(1)) = 0.
Suponhamos agora que (id ⊗ δ)(∆(1)) = 0. Enta˜o para todo a ∈ R tem-se que
11a ⊗ δ(12) = 0. Logo δ(t(a)) =
∑
(11a)δ(12) = 0, isto e´, δ(Rt) = 0. Analogamente se
mostra que δ(Rs) = 0, usando a igualdade equivalente (δ ⊗ id)(∆(1)) = 0. 
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2.3 Extenso˜es geradas por elementos Skew-Primitivos
fracos
O Teorema de Panov [22, Theorem 1.3] caracteriza extenso˜es de Hopf-Ore R[x;σ, δ]
geradas por elementos skew-primitivos, ou seja, em tais extenso˜es temos ∆(x) = x⊗ 1 +
g ⊗ x, onde g ∈ R e´ um elemento group-like. Seja R uma bia´lgebra fraca que na˜o e´
uma bia´lgebra. O seguinte lema mostra que x na˜o pode ser um elemento skew-primitivo,
no sentido acima, em uma poss´ıvel estrutura de bia´lgebra fraca numa extensa˜o de Ore
R[x;σ, δ], contendo R como uma sub-bia´lgebra fraca.
Lema 2.3.1. Sejam R uma bia´lgebra fraca, σ um automorfismo de R e δ uma σ-derivac¸a˜o
de R. Suponha que a estrutura de bia´lgebra fraca de R se estende a uma estrutura bia´lgebra
fraca em R[x;σ, δ] tal que ∆(x) = x⊗ 1 + g ⊗ x, onde g ∈ R. Enta˜o R e´ uma bia´lgebra.
Demonstrac¸a˜o: Suponha que ∆(x) = g ⊗ x+ x⊗ 1. Como ∆(x) = ∆(1)∆(x), enta˜o
g⊗x+x⊗1 = ∆(1)(g⊗x)+∆(1)(x⊗1)⇔ (g⊗1−∆(1)(g⊗1))(1⊗x)+(1−∆(1))(x⊗1) = 0.
Pelo Lema 1.1.7, x ⊗ 1 e 1 ⊗ x sa˜o linearmente independentes sobre R ⊗ R e com isso
temos que ∆(1) = 1⊗ 1. De onde segue que R e´ uma bia´lgebra. 
Por essa raza˜o e´ necessa´rio enfraquecer as noc¸o˜es de elemento primitivo e skew-
primitivo no contexto de bia´lgebras fracas. Para isso, precisamos conhecer a noc¸a˜o de
elemento group-like em uma bia´lgebra fraca.
Em [17, Definition 4.1], o autor define um elemento group-like em uma a´lgebra de
Hopf fraca R como sendo um elemento invert´ıvel g ∈ R tal que
∆(g) = ∆(1)(g ⊗ g); (2.2)
∆(g) = (g ⊗ g)∆(1). (2.3)
A partir dessa definic¸a˜o, segue que se g e´ um elemento group-like, enta˜o
t(g) = s(g) = 1;
e, ale´m disso, S(g) tambe´m e´ um elemento group-like e S(g) = g−1.
Com o objetivo de estender uma comultiplicac¸a˜o coassociativa ∆ : R→ R⊗R a` H =
R[x;σ, δ] de modo que essa extensa˜o tambe´m seja coassociativa, com uma determinada
imagem para x, apresentamos o seguinte resultado:
Lema 2.3.2. Sejam R uma bia´lgebra fraca e H = R[x;σ, δ]. Dados g, h ∈ R, uma
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transformac¸a˜o linear multiplicativa ∆ : H → H ⊗H, satisfazendo
∆(x) = ∆(1)(g ⊗ x+ x⊗ h) = (g ⊗ x+ x⊗ h)∆(1) e ∆|R = ∆R,
e´ coassociativa se, e somente se, g e h satisfazem (2.2) e (2.3).
Demonstrac¸a˜o: De fato, temos que
(∆⊗ id)(∆(x)) = (∆⊗ id)(∆(1)(g ⊗ x+ x⊗ h)) = ∆⊗2(1)(∆(g)⊗ x+ ∆(x)⊗ h)
= ∆⊗2(1)(∆(g)⊗ x+ [∆(1)(g ⊗ x+ x⊗ h)]⊗ h)
= ∆⊗2(1)(∆(g)⊗ x+ g ⊗ x⊗ h+ x⊗ h⊗ h).
Por outro lado,
(id⊗∆)(∆(x)) = (id⊗∆)(∆(1)(g ⊗ x+ x⊗ h)) = ∆⊗2(1)(g ⊗∆(x) + x⊗∆(h))
= ∆⊗2(1)(g ⊗ [∆(1)(g ⊗ x+ x⊗ h)] + x⊗∆(h))
= ∆⊗2(1)(g ⊗ g ⊗ x+ g ⊗ x⊗ h+ x⊗∆(h)).
Onde usamos as identidades para ∆⊗2 apresentadas logo apo´s a Definic¸a˜o 1.2.1. Logo,
(id⊗∆)∆ ≡ (∆⊗ id)∆ e´ equivalente a`
∆⊗2(1)(∆(g)⊗ x+ x⊗ h⊗ h) = ∆⊗2(1)(g ⊗ g ⊗ x+ x⊗∆(h)),
que, por sua vez, e´ equivalente a`
∆⊗2(1)(∆(g)⊗ 1) = ∆⊗2(1)(g ⊗ g ⊗ 1);
∆⊗2(1)(1⊗ h⊗ h) = ∆⊗2(1)(1⊗∆(h)),
grac¸as ao Lema 1.1.7. Aplicando (id ⊗ id ⊗ ) na primeira igualdade acima obtemos
11g1 ⊗ 12g2(13) = 11g ⊗ 12g(13), ou seja, ∆(1)∆(g) = ∆(1)(g ⊗ g). Portanto,
∆(g) = ∆(1g) = ∆(1)∆(g) = ∆(1)(g ⊗ g).
Reciprocamente, se ∆(g) = ∆(1)(g ⊗ g), enta˜o
∆⊗2(1)(∆(g)⊗ 1) = ∆⊗2(1)([∆(1)(g ⊗ g)]⊗ 1)
= ∆⊗2(1)(∆(1)⊗ 1)(g ⊗ g ⊗ 1) = ∆⊗2(1)(g ⊗ g ⊗ 1).
Seguindo o mesmo racioc´ınio, obtemos que a segunda igualdade e´ equivalente a` ∆(h) =
∆(1)(h⊗ h).
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Usando a expressa˜o ∆(x) = (g ⊗ x + x ⊗ h)∆(1), analogamente obtemos as demais
condic¸o˜es. 
A partir das considerac¸o˜es acima, vamos definir o seguinte:
Definic¸a˜o 2.3.3. (a) Um elemento group-like fraco de uma bia´lgebra fraca R e´ um
elemento g ∈ R que satisfaz (2.2) e (2.3).
(b) Um elemento (g, h)-primitivo fraco de uma bia´lgebra fraca R e´ um elemento a ∈ R
tal que ∆(a) = ∆(1)(g ⊗ a + a ⊗ h) = (g ⊗ a + a ⊗ h)∆(1), onde g, h ∈ R sa˜o
elementos group-like fracos.
Nos casos em que a for (g, 1)-primitivo fraco ou (1, h)-primitivo fraco tambe´m diremos
que a e´ skew-primitivo fraco. E, em particular, um elemento (1, 1)-primitivo fraco sera´
chamado simplesmente de primitivo fraco.
Seja R uma bia´lgebra fraca. Observamos que um elemento group-like fraco g ∈ R
satisfaz g = t(g)g = gs(g) e que, em geral, g na˜o e´ invert´ıvel. Para exemplos de
elementos group-like fracos, basta considerarmos os elementos da forma g = Eij em
Mn(k). No entanto, se g tem um inverso a` direita, temos que t(g) = 1 e se g tem um
inverso a` esquerda, temos que s(g) = 1. No caso em que R e´ uma a´lgebra de Hopf fraca,
temos que t(g) = g1S(g2) = g11S(g12) = g11S(12)S(g) = gS(g) e s(g) = S(g1)g2 =
S(11g)12g = S(g)S(11)12g = S(g)g. Assim, temos o seguinte:
Lema 2.3.4. Sejam R uma a´lgebra de Hopf fraca e g ∈ R um elemento group-like fraco.
(i) t(g) = 1 se, e somente se, S(g) e´ um inverso a` direita de g;
(ii) s(g) = 1 se, e somente se, S(g) e´ um inverso a` esquerda de g.
Observac¸a˜o 2.3.5. Observamos neste momento que se definirmos a expressa˜o da comul-
tiplicac¸a˜o por
∆(a) = ∆(1)(g ⊗ a+ a⊗ h) = (g ⊗ a+ a⊗ h)∆(1),
com g e h elementos group-like fracos, onde um deles e´ invert´ıvel (enta˜o um elemento
group-like), digamos g, substituindo a por a′ = g−1a, obtemos que ∆(a′) = ∆(1)(1⊗ a′ +
a′ ⊗ l) = (1⊗ a′ + a′ ⊗ l)∆(1), onde l = g−1h e´ um elemento group-like fraco.
Lema 2.3.6. Sejam R uma bia´lgebra fraca e a ∈ R.
(i) Se a e´ um elemento (g, 1)-primitivo fraco tal que t(g) = 1, enta˜o (Ra) = 0;
(ii) Se a e´ um elemento (g, 1)-primitivo fraco tal que ′t(g) = 1, enta˜o (aR) = 0.
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Demonstrac¸a˜o: De fato, temos que
∆(a) = 11g ⊗ 12a+ 11a⊗ 12 = g11 ⊗ a12 + a11 ⊗ 12.
Assim, pelo axioma da counidade segue que
a = (⊗ id)(∆(a)) = (11g)12a+ (11a)12 = t(g)a+ t(a) = a+ t(a),
e isso nos mostra que t(a) = 0. Pelo Lema 1.2.4, segue que (Ra) = 0. A segunda
afirmac¸a˜o e´ mostrada de forma ana´loga, usando a segunda expressa˜o acima para ∆(a). 
Notemos que, se R e´ uma a´lgebra de Hopf fraca e a ∈ R e´ um elemento (g, h)-primitivo
fraco, enta˜o pelos axiomas da ant´ıpoda, segue que
s(a) = S(a1)a2 = S(11g)12a+ S(11a)12h
= S(g)S(11)12a+ S(a)S(11)12h = S(g)a+ S(a)h
e
t(a) = a1S(a2) = g11S(a12) + a11S(h12)
= g11S(12)S(a) + a11S(12)S(h) = gS(a) + aS(h).
A partir disso, para os casos em que a e´ um elemento skew-primitivo, obtemos o
seguinte resultado:
Lema 2.3.7. Sejam R uma a´lgebra de Hopf fraca e a ∈ R.
(i) Se a e´ um elemento (g, 1)-primitivo fraco e s(a) = 0, enta˜o S(a) = −S(g)a;
(ii) Se a e´ um elemento (1, h)-primitivo fraco e t(a) = 0, enta˜o S(a) = −aS(h).
Para um elemento g ∈ R que possui um inverso a` direita g′ ∈ R, define-se uma func¸a˜o
linear Adg : R→ R por r 7→ Adg(r) := grg′.
A seguir apresentamos um resultado onde obtemos certas consequeˆncias de uma ex-
tensa˜o de Ore R[x;σ, δ] ser uma a´lgebra de Hopf fraca, na qual x e´ um elemento skew-
primitivo fraco.
Proposic¸a˜o 2.3.8. Sejam R uma a´lgebra de Hopf fraca, σ um automorfismo de R e δ
uma σ-derivac¸a˜o. Suponha que a estrutura de a´lgebra de Hopf fraca de R se estende a
H = R[x;σ, δ] de tal modo que x seja um elemento skew-primitivo fraco, com
∆(x) = ∆(1)(g ⊗ x+ x⊗ 1) = (g ⊗ x+ x⊗ 1)∆(1),
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para algum elemento group-like fraco g ∈ R. Enta˜o:
(i) S(g) e´ um inverso a` direita de g;
(ii) t(x) = s(x) = 0 e, portanto, (Hx) = (xH) = 0;
(iii) S(x) = −S(g)x;
(iv) σ = τ rχ = Adg ◦ τ lχ;
(v) ∆(δ(a)) = ((g ⊗ 1)(id⊗ δ) + (δ ⊗ id))(∆(a)), ∀a ∈ R;
(vi) S(a)S(g) = S(g)σ(S(σ(a))), ∀a ∈ R;
(vii) S(δ(a)) = S(g)δ(S(σ(a))), ∀a ∈ R.
Demonstrac¸a˜o: Como H e´ uma a´lgebra de Hopf fraca, temos:
x = (⊗ id)(∆(x)) = (11g)12x+ (11x)12 = t(g)x+ t(x),
ou seja, t(g) = 1 e t(x) = 0. Logo, pelo Lema 2.3.4, segue que S(g) e´ um inverso a`
direita de g. Temos tambe´m que
x = (⊗ id)(∆(x)) = (g11)x12 + (x11)12 = x′t(g) + ′t(x),
o que implica em ′t(x) = 0. Pelo Lema 1.2.4, tem-se que s(x) = 0 e (Hx) = (xH) = 0.
Aplicando agora o Lema 2.3.7, obtemos S(x) = −S(g)x. Com isto, mostramos (i), (ii) e
(iii).
Como ∆ e´ um homomorfismo multiplicativo, tem-se que ∆(xa) = ∆(σ(a)x + δ(a)),
para todo a ∈ R. Temos assim
∆(xa) = (g ⊗ x+ x⊗ 1)∆(1)∆(a) = ga1 ⊗ xa2 + xa1 ⊗ a2
= ga1 ⊗ σ(a2)x+ ga1 ⊗ δ(a2) + σ(a1)x⊗ a2 + δ(a1)⊗ a2
= (g ⊗ 1)(id⊗ σ)(∆(a))(1⊗ x) + (σ ⊗ id)(∆(a))(x⊗ 1) + [(g ⊗ 1)(id⊗ δ)
+ (δ ⊗ id))](∆(a)),
enquanto que
∆(σ(a)x+ δ(a)) = ∆(σ(a))∆(1)(g ⊗ x+ x⊗ 1) + ∆(δ(a))
= ∆(σ(a))(g ⊗ 1)(1⊗ x) + ∆(σ(a))(x⊗ 1) + ∆(δ(a)).
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Logo, ∆(xa) = ∆(σ(a)x+ δ(a)), para todo a ∈ R, e´ equivalente a
∆(σ(a)) = (σ ⊗ id)(∆(a)), (2.4)
∆(σ(a))(g ⊗ 1) = (g ⊗ 1)(id⊗ σ)(∆(a)), (2.5)
∆(δ(a)) = ((g ⊗ 1)(id⊗ δ) + (δ ⊗ id))(∆(a)). (2.6)
Da primeira equac¸a˜o se segue que σ = τ rχ, onde χ =  ◦ σ. Da segunda equac¸a˜o
segue que σ(a)g = ga1χ(a2) = gτ
l
χ(a), ou seja, σ(a) = gτ
l
χ(a)S(g) = Adg(τ
l
χ(a)). Logo,
τ rχ = Adg ◦ τ lχ. Isso mostra (iv). A terceira equac¸a˜o e´ exatamente (v).
Finalmente, como S : H → H satisfaz S(x) = −S(g)x e e´ a ant´ıpoda de H, segue que
S(xa− σ(a)x− δ(a)) = 0, para todo elemento a ∈ R. Como S e´ um anti-homomorfismo
de a´lgebras, temos que:
S(a)S(x) = S(x)S(σ(a)) + S(δ(a))
−S(a)S(g)x = −S(g)xS(σ(a)) + S(δ(a))
= −S(g)σ(S(σ(a)))x− S(g)δ(S(σ(a))) + S(δ(a)).
De onde segue que S(a)S(g) = S(g)σ(S(σ(a))) e S(δ(a)) = S(g)δ(S(σ(a))), para todo
a ∈ R. Isso mostra (vi) e (vii) e conclui nossa demonstrac¸a˜o. 
Generalizando a noc¸a˜o de coderivac¸a˜o, vamos chamar uma transformac¸a˜o linear
δ : R→ R de (g, h)-coderivac¸a˜o se δ satisfaz
∆(δ(a)) = ((g ⊗ 1)(id⊗ δ) + (1⊗ h)(δ ⊗ id))(∆(a)), para todo a ∈ R,
onde g e h sa˜o elementos group-like fracos. Ou seja, se ∆(δ(a)) = ga1⊗δ(a2)+δ(a1)⊗ha2,
para todo a ∈ R. Quando h = 1 (ou g = 1), vamos chamar tal transformac¸a˜o de skew-
coderivac¸a˜o (ou uma (g, 1)-coderivac¸a˜o, no caso em que h = 1). Notemos que qualquer
coderivac¸a˜o e´ uma (1, 1)-coderivac¸a˜o.
Vejamos alguns exemplos de σ-derivac¸o˜es que tambe´m sa˜o skew-coderivac¸o˜es.
Exemplo 2.3.9. Sejam A uma a´lgebra de Hopf, σ ∈ Aut(A), g ∈ A um elemento group-
like e δ : A → A uma σ-derivac¸a˜o de A nas condic¸o˜es do Teorema de Panov (Teorema
1.3.2), ou seja, A[x;σ, δ] e´ uma extensa˜o de Hopf-Ore. Enta˜o, para toda a´lgebra de Hopf
fraca R, δ : R⊗A→ R⊗A dada por δ(r⊗ a) = r⊗ δ(a) e´ uma σ-derivac¸a˜o que tambe´m
e´ uma (g, 1)-coderivac¸a˜o, onde σ : R ⊗ A → R ⊗ A e´ dado por σ(r ⊗ a) = r ⊗ σ(a) e
g = (1⊗ g) e´ um elemento group-like fraco de R⊗ A.
Comec¸amos observando que g e´ um elemento group-like fraco (na verdade g e´ um elemento
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group-like, pois g e´ invert´ıvel). De fato,
∆(g) = ∆(1⊗ g) = 11 ⊗ g1 ⊗ 12 ⊗ g2 = (11 ⊗ 1⊗ 12 ⊗ 1)(1⊗ g ⊗ 1⊗ g)
= ∆(1R⊗A)((1⊗ g)⊗ (1⊗ g)) = ∆(1R⊗A)(g ⊗ g).
De forma ana´loga se mostra que ∆(g) = (g ⊗ g)∆(1R⊗A). Como vimos na introduc¸a˜o do
Teorema 1.1.8, δ e´ uma σ-derivac¸a˜o. Vejamos agora que δ e´ uma (g, 1)-coderivac¸a˜o:
∆(δ(a⊗ b)) = ∆(a⊗ δ(b)) = a1 ⊗ δ(b)1 ⊗ a2 ⊗ δ(b)2
= a1 ⊗ δ(b1)⊗ a2 ⊗ b2 + a1 ⊗ rb1 ⊗ a2 ⊗ δ(b2)
= δ(a1 ⊗ b1)⊗ (a2 ⊗ b2) + (1⊗ r)(a1 ⊗ b1)⊗ δ(a2 ⊗ b2)
= δ((a⊗ b)1)⊗ (a⊗ b)2 + g(a⊗ b)1 ⊗ δ((a⊗ b)2).
Para o pro´ximo exemplo, que e´ um caso particular do anterior, vamos considerar
G um grupo, p ∈ Z(G), A = kG a a´lgebra de grupo, χ um caracter de G e δ dada por
δ(g) = α(g)(g−gp), onde α e´ uma forma linear de A que satisfaz α(gh) = α(g)+χ(g)α(h).
Ou seja, pela Proposic¸a˜o 1.3.3, A[x;σ, δ] e´ uma extensa˜o de Hopf-Ore de A.
Exemplo 2.3.10. Sejam R = Mn(A) = Mn(k) ⊗ A, a a´lgebra de Hopf fraca descrita
no Exemplo 1.2.12, σ : R → R, dado por σ(gEij) = σ(g)Eij e p =
∑n
i=1 rEii. Enta˜o, a
transformac¸a˜o linear
δ : R→ R, dada por δ(gEij) = δ(g)Eij = α(g)(g − gr)Eij
e´ uma σ-derivac¸a˜o que tambe´m e´ uma (p, 1)-coderivac¸a˜o.
O Lema a seguir e´ uma generalizac¸a˜o do Lema 2.2.7, para o caso de uma (g, 1)-
coderivac¸a˜o.
Lema 2.3.11. Sejam R uma bia´lgebra fraca, g ∈ R um elemento group-like fraco e δ
uma (g, 1)-coderivac¸a˜o de R, que tambe´m e´ uma σ-derivac¸a˜o. Se s(g) = 1 ou 
′
t(g) = 1,
enta˜o:
δ(Rt) = 0 ⇔ δ(Rs) = 0 ⇔ (g ⊗ 1)(id⊗ δ)(∆(1)) = 0 ⇔ (δ ⊗ id)(∆(1)) = 0.
Demonstrac¸a˜o: Como δ(1) = 0, temos que (g ⊗ 1)(id ⊗ δ)(∆(1)) = −(δ ⊗ id)(∆(1)).
Portanto (g⊗1)(id⊗ δ)(∆(1)) = 0⇔ (δ⊗ id)(∆(1)) = 0. Se δ(Rt) = 0, enta˜o (g⊗1)(id⊗
δ)(∆(1)) = 0 e se δ(Rs) = 0 enta˜o (δ⊗id)(∆(1)) = 0. Suponha agora que (δ⊗id)(∆(1)) =
δ(11)⊗12 = 0. Enta˜o para todo a ∈ R, tem-se que δ(s(a)) = δ(11(a12)) = δ(11)(a12) =
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0, ou seja, δ(Rs) = 0. Se g11 ⊗ δ(12) = 0, enta˜o
δ(t(a)) = δ((11a)12) = (11a)δ(12) = (g11a)δ(12) = 0,
para todo a ∈ R, ou seja, δ(Rt) = 0. Na penu´ltima igualdade usamos o Lema 1.2.5. 
A seguinte proposic¸a˜o e´ uma “rec´ıproca” da Proposic¸a˜o 2.3.8.
Proposic¸a˜o 2.3.12. Sejam R uma a´lgebra de Hopf fraca, g ∈ R um group-like fraco, σ
um automorfismo de R, δ uma σ-derivac¸a˜o de R tal que
(aδ(b)) = 0 para quaisquer a, b ∈ R (2.7)
e H = R[x;σ, δ]. Se g, σ e δ satisfazem:
(i) S(g) e´ um inverso a` direita de g;
(ii) δ e´ uma (g, 1)-coderivac¸a˜o;
(iii) σ = τ rχ, para algum caracter fraco χ de R;
(iv) ∆(σ(a))(g ⊗ 1) = (g ⊗ 1)(id⊗ σ)(∆(a)), para qualquer a ∈ R,
enta˜o H tem estrutura de bia´lgebra fraca com x um elemento (g, 1)-primitivo fraco.
Se, ale´m disso, δ(Rs) = 0 e para qualquer a ∈ R valem:
(v) S(a)S(g) = S(g)σ(S(σ(a)));
(vi) S(δ(a)) = S(g)δ(S(σ(a))),
enta˜o H tem estrutura de a´lgebra de Hopf fraca com x um elemento (g, 1)-primitivo fraco
e S(x) = −S(g)x.
Demonstrac¸a˜o: Para a primeira parte, comec¸amos observando que ∆(σ(1)) = ∆(1)
e por δ ser uma σ-derivac¸a˜o que e´ uma (g, 1)-coderivac¸a˜o, segue que 0 = ∆(δ(1)) =
((g ⊗ 1)(id⊗ δ) + (δ ⊗ id))(∆(1)). Assim, temos que
(g ⊗ x+ x⊗ 1)∆(1) = g11 ⊗ x12 + x11 ⊗ 12
= g11 ⊗ σ(12)x+ g11 ⊗ δ(12) + σ(11)x⊗ 12 + δ(11)⊗ 12
= (g ⊗ 1)(id⊗ σ)(∆(1))(1⊗ x) + (g ⊗ 1)(id⊗ δ)(∆(1))
+ (σ ⊗ id)(∆(1))(x⊗ 1) + (δ ⊗ id)(∆(1))
= ∆(σ(1))(g ⊗ 1)(1⊗ x) + ∆(σ(1))(x⊗ 1)
+ ((g ⊗ 1)(id⊗ δ) + (δ ⊗ id))(∆(1))
= ∆(1)(g ⊗ x+ x⊗ 1).
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Com isso, se demonstrarmos que H e´ uma bia´lgebra fraca, enta˜o x e´ um elemento (g, 1)-
primitivo fraco. O pro´ximo passo sera´ estender a comultiplicac¸a˜o de R para H. Para isso,
vamos mostrar que o elemento
y = (g ⊗ x+ x⊗ 1)∆(1) = ∆(1)(g ⊗ x+ x⊗ 1) ∈ H ⊗H
satisfaz a relac¸a˜o (1.1) da propriedade universal da extensa˜o de Ore, obtendo assim que
existe um u´nico homomorfismo de ane´is (na˜o necessariamente unita´rio) ∆H : H → H⊗H
dado por
∆H(
n∑
i=0
aix
i) :=
n∑
i=0
∆R(ai)∆H(x)
i,
com ∆H(x) = ∆R(1)(g⊗x+x⊗1). A seguir, vamos denotar por ∆ a comultiplicac¸a˜o tanto
de R quanto de H. Vejamos enta˜o que y satisfaz a relac¸a˜o (1.1), onde o homomorfismo
de ane´is φ : R → H ⊗ H e´ a composta de ∆R com a inclusa˜o de R ⊗ R em H ⊗ H, ou
seja, φ(r) = ∆(r) = r1 ⊗ r2. Temos que yφ(r) = (g ⊗ x+ x⊗ 1)∆(r) e, por outro lado,
φ(σ(r))y + φ(δ(r)) = ∆(σ(r))∆(1)(g ⊗ x+ x⊗ 1) + φ(δ(r)).
Logo, yφ(r) = φ(σ(r))y + φ(δ(r)) e´ equivalente a (2.4), (2.5) e (2.6), como foi mostrado
na demonstrac¸a˜o da Proposic¸a˜o 2.3.8. A primeira, (2.4), segue da condic¸a˜o que σ = τ rχ,
para algum caracter fraco, ja´ as outras duas sa˜o respectivamente as condic¸o˜es (iv) e (ii),
assumidas no Teorema.
A coassociatividade de ∆ segue do Lema 2.3.2, pelo fato de g ser um elemento group-
like fraco.
Definamos a counidade H : H → k por H(axn) := 0, para quaisquer n > 0, a ∈ R e
H(a) := R(a), para todo a ∈ R. Assim,
H(
n∑
i=0
aix
i) =
n∑
i=0
(aix
i) = R(a0).
Aqui tambe´m vamos denotar as counidades de R e de H por . Vejamos os seguintes
axiomas da counidade: (id ⊗ )(∆(f)) = f = ( ⊗ id)(∆(f)), para todo f ∈ H. Note
que basta verificar essa igualdade para elementos da forma f = axn, n ≥ 1. Para isso,
vamos ter que escrever a expressa˜o de ∆(x)n de uma forma conveniente. Para apresentar
a fo´rmula adequada para o que desejamos, necessitamos observar alguns fatos.
• O k-subespac¸o gerado por aδ(b), com a, b ∈ R, que denotaremos por U(δ), e´ um
ideal bilateral de R. De fato, seja r ∈ R, enta˜o
r(aδ(b)) = raδ(b) ∈ U(δ);
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(aδ(b))r = aδ(b)r = aδ(br)− aσ(b)δ(r) ∈ U(δ).
• U(δ) e´ igual ao ideal gerado por Im(δ). Com efeito, claramente U(δ) esta´ contido
no ideal gerado por Im(δ). Agora, sejam a, r, s ∈ R, enta˜o
rδ(a)s = rδ(as)− rσ(a)δ(s) ∈ U(δ),
ou seja, o ideal gerado por Im(δ) esta´ contido em U(δ).
• U(δ) e´ um δ-ideal, isto e´, δ(U(δ)) ⊆ U(δ). De fato,
δ(aδ(b)) = σ(a)δ(δ(b)) + δ(a)δ(b) ∈ U(δ).
Agora, vejamos por induc¸a˜o, que para qualquer n ≥ 1 existem C(n)i,j ∈ R tais que
(g ⊗ x+ x⊗ 1)n =
n∑
i,j=0
C
(n)
i,j x
i ⊗ xj,
na qual
C
(n)
n,0 = 1 e C
(n)
i,0 = 0, ∀i < n; C(n)0,n = gn e C(n)0,j ∈ U(δ), ∀j < n.
De fato, para n = 1, temos os termos C
(1)
1,0 = 1, C
(1)
0,1 = g e C
(1)
0,0 = 0 ∈ U(δ). Suponhamos
que a fo´rmula acima vale para n > 0. Vejamos que enta˜o valera´ para n+ 1.
(g ⊗ x + x⊗ 1)n+1
H.I.
= (g ⊗ x+ x⊗ 1)
n∑
i,j=0
C
(n)
i,j x
i ⊗ xj
=
n∑
i,j=0
(
gC
(n)
i,j x
i ⊗ xj+1 + xC(n)i,j xi ⊗ xj
)
=
n∑
i,j=0
(
gC
(n)
i,j x
i ⊗ xj+1 + σ(C(n)i,j )xi+1 ⊗ xj + δ(C(n)i,j )xi ⊗ xj
)
=
n∑
i=0
n+1∑
j=1
gC
(n)
i,j−1x
i ⊗ xj +
n+1∑
i=1
n∑
j=0
σ(C
(n)
i−1,j)x
i ⊗ xj +
n∑
i,j=0
δ(C
(n)
i,j )x
i ⊗ xj
=
n+1∑
i,j=0
C
(n+1)
i,j x
i ⊗ xj.
O coeficiente de xn+1 ⊗ 1 e´ C(n+1)n+1,0 = σ(C(n)n,0) = σ(1) = 1 e, para qualquer 1 ≤ i ≤ n o
coeficiente de xi ⊗ 1 e´ C(n+1)i,0 = σ(C(n)i−1,0) + δ(C(n)j,0 ) = σ(0) + δ(1) = 0.
O coeficiente de 1⊗xn+1 e´ C(n+1)0,n+1 = gC(n)0,n = gn+1 e, para qualquer 1 ≤ j ≤ n o coeficiente
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de 1⊗ xj e´ C(n+1)0,j = gC(n)0,j−1 + δ(C(n)0,j ) ∈ U(δ), uma vez que C(n)0,l ∈ U(δ) e que U(δ) e´ um
δ-ideal. O coeficiente de 1⊗ 1 e´ C(n+1)0,0 := δ(C(n)0,0 ) ∈ U(δ).
Finalmente, vejamos os axiomas: (⊗ id)(∆(axn)) = axn = (id⊗ )(∆(axn)).
(id⊗ )(∆(axn)) =
n∑
i,j=0
a1C
(n)
i,j x
i(a2x
j) =
n∑
i=0
a1C
(n)
i,0 x
i(a2) =
n∑
i=0
aC
(n)
i,0 x
i = axn.
Notemos que a condic¸a˜o (2.7) implica em (U(δ)) = 0. Assim,
(⊗ id)(∆(axn)) =
n∑
i,j=0
(a1C
(n)
i,j x
i)a2x
j
= (a1g
n)a2x
n +
n∑
j=1
(a1C
(n)
0,j )︸ ︷︷ ︸
=0
a2x
j +
n∑
i=1
n∑
j=0
(a1C
(n)
i,j x
i)︸ ︷︷ ︸
=0
a2x
j
= (a1)a2x
n = axn,
onde usamos (agn) = (a) do Lema 1.2.5, ja´ que gS(g) = 1 implica em t(g) = 1, e
com isso estamos nas condic¸o˜es desse Lema. Portanto (H,∆, ) e´ uma coa´lgebra e ∆ e´
multiplicativa.
Para garantir que H seja uma bia´lgebra fraca, resta mostrar o axioma (c) da Definic¸a˜o
1.2.1. Pore´m, algum trabalho ainda precisa ser feito. Comec¸amos por observar que
(HxH) = 0. De fato, por definic¸a˜o temos que (Hx) = 0. Logo, basta verificar que
(axnxb) = 0, para quaisquer a, b ∈ R e n ≥ 0. Assim,
(axn+1b) = (ahn+1,bx) + (aδ
n+1(b)) = (aδn+1(b)) = (aδ(δn(b)))
(2.7)
= 0.
Onde usamos na primeira igualdade o Lema 1.1.5: xnr = hn,rx + δ
n(b), para algum
hn,r ∈ H. Agora, observamos que para f =
∑
i aix
i, p =
∑
j bjx
j, q =
∑
k ckx
k ∈ H,
temos que
(fpq) = (
∑
i
aix
i
∑
j
bjx
j
∑
k
ckx
k) =
∑
i,j,k
(aix
ibjx
jckx
k)
=
∑
i,j,k
(aix
ibj(hj,ckx+ δ
j(ck))x
k) =
∑
i,j,k
(aix
ibjδ
j(ck))x
k)
=
∑
i,j,k
(ai(hi,bjδj(ck)x+ δ
i(bjδ
j(ck)))x
k) =
∑
i,j,k
(aiδ
i(bjδ
j(ck))x
k)
=
∑
i,j
(aiδ
i(bjδ
j(c0))) =
∑
j
(a0bjδ
j(c0)) = (a0b0c0).
Estamos agora em condic¸o˜es de verificar que vale (c) da Definic¸a˜o 1.2.1. Sejam f, p, q ∈ H
com termos constantes a, b, c ∈ R, respectivamente. Como visto acima, (fpq) = (abc).
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Assim dado p = p˜x + b, para algum p˜ ∈ H, temos ∆(p) = ∆(p˜)(g ⊗ x + x ⊗ 1) + ∆(b).
Logo para quaisquer f, q ∈ H com termos constantes a, c ∈ R respectivamente, temos
(fp1)(p2q) = (fp˜1g) (p˜2xq)︸ ︷︷ ︸
=0
+ (fp˜1x)︸ ︷︷ ︸
=0
(p˜2q) + (fb1)(b2q)
= (fb1)(b2q) = (ab1)(b2c) = (abc) = (fpq).
(fp2)(p1q) = (fp˜2x)︸ ︷︷ ︸
=0
(p˜1gq) + (fp˜2) (p˜1xq)︸ ︷︷ ︸
=0
+(fb2)(b1q)
= (ab2)(b1c) = (abc) = (fpq).
Portanto, sob nossas hipo´teses, H e´ uma bia´lgebra fraca, como quer´ıamos mostrar.
Vamos mostrar agora que, assumindo as condic¸o˜es adicionais, H se torna uma a´lgebra
de Hopf fraca. Como feito para a comultiplicac¸a˜o, comec¸amos por estender a ant´ıpoda
de R a H. Para tal, vamos verificar que o elemento y = −S(g)x satisfaz a relac¸a˜o de Ore
(1.2), ou seja, φ(a)y = yφ(σ(a)) + φ(δ(a)), onde φ : R → H e´ a composta de S com a
inclusa˜o de R em H. De fato,
yφ(σ(a)) + φ(δ(a)) = −S(g)xS(σ(a)) + S(δ(a))
= −S(g)σ(S(σ(a)))x− S(g)δ(S(σ(a))) + S(δ(a))
(iv),(v)
= −S(a)S(g)x− S(δ(a)) + S(δ(a)) = φ(a)y.
Logo, pela propriedade universal da extensa˜o de Ore existe um u´nico anti-homomorfismo
de ane´is (nesse caso unita´rio, pois φ o e´) SH : H → H, dado por SH(x) = −S(g)x, que
estende S : R→ R.
Vamos verificar agora os axiomas S(f1)f2 = s(f), f1S(f2) = t(f) e S(f1)f2S(f3) =
S(f), para todo f ∈ H. Notemos que basta verificar os mesmos para o caso em que
f = axn, com a ∈ R e n ≥ 1. Lembremos ainda que (axn) = 0 e assim,
t(ax
n) = (11ax
n)12 = 0 e s(ax
n) = 11(ax
n12) = 11(ahx) + 11(aδ
n(12))
(2.7)
= 0.
Observamos tambe´m que, como σ = τ rχ, segue pelo Lema 2.1.6 que σ(r) = r, para
todo r ∈ Rs. Isto somado ao fato que δ(Rs) = 0, nos fornece:
xr = σ(r)x+ δ(r) = rx, ∀r ∈ Rs.
Seja f = axn = axn−1x = hx, onde h ∈ H. Enta˜o
∆(f) = ∆(hx) = ∆(h)∆(x) = h1g ⊗ h2x+ h1x⊗ h2,
46
e assim, temos
f1S(f2) = h1gS(h2x) + h1xS(h2) = −h1gS(g)xS(h2) + h1xS(h2)
= −h1xS(h2) + h1xS(h2) = 0 = t(f).
Isso mostra o primeiro dos axiomas citados acima. Para os outros dois, vamos argumentar
por induc¸a˜o no grau de f . Para n = 1 temos f = ax e assim,
∆⊗2(f) = (id⊗∆)(∆(ax)) = ∆⊗2(a)(g ⊗∆(x) + x⊗∆(1))
= ∆⊗2(a)(g ⊗ g ⊗ x+ g ⊗ x⊗ 1 + x⊗ 1⊗ 1)
= a1g ⊗ a2g ⊗ a3x+ a1g ⊗ a2x⊗ a3 + a1x⊗ a2 ⊗ a3.
Logo,
S(f1)f2 = S(a1g)a2x+ S(a1x)a2 = S(g)S(a1)a2x− S(g)xS(a1)a2
= S(g)s(a)x− S(g)xs(a) = 0 = s(f);
e tambe´m
S(f1)f2S(f3) = S(a1g)a2gS(a3x) + S(a1g)a2xS(a3) + S(a1x)a2S(a3)
= −S(g)S(a1)a2gS(g)xS(a3) + S(g)S(a1)a2xS(a3) + S(x)S(a1)a2S(a3)
= −S(g)S(a1)a2xS(a3) + S(g)S(a1)a2xS(a3) + S(x)S(a)
= S(ax) = S(f).
Suponhamos por induc¸a˜o que as igualdades S(f1)f2 = s(f) e S(f1)f2S(f3) = S(f)
valham para todo elemento da forma f = axn. Seja h = axn+1 = fx, com f = axn.
Assim,
S(h1)h2 = S(f1g)f2x+ S(f1x)f2 = S(g)S(f1)f2x− S(g)xS(f1)f2
H.I.
= S(g)s(f)x− S(g)xs(f) = 0 = s(f);
∆⊗2(h) = (id⊗∆)∆(h) = (id⊗∆)(∆(f)∆(x)) = ∆⊗2(f)(id⊗∆)(g ⊗ x+ x⊗ 1)
= ∆⊗2(f)(g ⊗ g ⊗ x+ g ⊗ x⊗ 1 + x⊗ 1⊗ 1)
= f1g ⊗ f2g ⊗ f3x+ f1g ⊗ f2x⊗ f3 + f1x⊗ f2 ⊗ f3;
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S(h1)h2S(h3) = S(f1g)f2gS(f3x) + S(f1g)f2xS(f3) + S(f1x)f2S(f3)
= −S(g)S(f1)f2gS(g)xS(f3) + S(g)S(f1)f2xS(f3) + S(x)S(f1)f2S(f3)
= S(x)S(f1)f2S(f3)
H.I.
= S(x)S(f) = S(fx) = S(h).
Com isso segue que H e´ uma a´lgebra de Hopf fraca, o que finaliza a demonstrac¸a˜o do
Teorema. 
Observac¸a˜o 2.3.13. Nas condic¸o˜es da Proposic¸a˜o acima, se supormos que o elemento
g ∈ R e´ de fato um elemento group-like, podemos substituir as condic¸o˜es (iii) e (iv) por:
(iii)′ σ = τ rχ = Adg ◦ τ lχ, para algum caracter fraco χ de R. Mais ainda, se g ∈ Z(R),
enta˜o devemos ter que: σ = τ rχ = τ
l
χ;
e a condic¸a˜o (v) por
(v)′ Adg ◦ S = σ ◦ S ◦ σ.
Ale´m disso, a condic¸a˜o (i) e´ trivialmente satisfeita, pois nesse caso S(g) = g−1.
De fato, sendo g um elemento invert´ıvel, podemos reescrever a condic¸a˜o (2.5), da
forma:
∆(σ(a))(g ⊗ 1) = (ga1 ⊗ σ(a2))(g−1g ⊗ 1) ⇒ ∆(σ(a)) = (ga1g−1 ⊗ σ(a2)).
Logo, se vale (2.5), segue que
σ(a) = ga1g
−1(σ(a2)) = ga1χ(a2)S(g) = Adg ◦ τ lχ(a),
onde χ =  ◦ σ. Reciprocamente, se σ = Adg ◦ τ lχ, enta˜o
∆(σ(a)) = ∆(gτ lχ(a)S(g)) = ∆(ga1χ(a2)S(g))
= χ(a2)∆(g)∆(a1)∆(g
−1) = χ(a3)ga1g−1 ⊗ ga2g−1
= ga1g
−1 ⊗ ga2χ(a3)S(g) = ga1g−1 ⊗ σ(a2).
Ainda, sob a hipo´tese adicional de que g ∈ R seja um elemento group-like, podemos
reunir os resultados das Proposic¸o˜es 2.3.8 e 2.3.12 num u´nico, como apresentado abaixo.
Teorema 2.3.14. Sejam R uma a´lgebra de Hopf fraca, g ∈ R um elemento group-like,
σ um automorfismo de R, δ uma σ-derivac¸a˜o de R tal que δ(Rs) = 0 e H = R[x;σ, δ].
Enta˜o, H e´ uma extensa˜o de Hopf-Ore fraca de R, na qual x e´ um elemento (g, 1)-primitivo
fraco se, e somente se,
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(i) σ = τ rχ = Adg ◦ τ lχ, para algum elemento χ ∈ R∗;
(ii) δ e´ uma (g, 1)-coderivac¸a˜o tal que (aδ(b)) = 0, para quaisquer a, b ∈ R;
(iii) A ant´ıpoda S de R satisfaz Adg ◦ S = σ ◦ S ◦ σ e S(δ(a)) = g−1δ(S(σ(a))), para
qualquer a ∈ R.
Nesse caso, S(x) = −g−1x.
Demonstrac¸a˜o: (a) ⇒ (b): Estamos nas condic¸o˜es da Proposic¸a˜o 2.3.8. Assim, resta
mostrar que (aδ(b)) = 0. Pelo item (ii) da Proposic¸a˜o 2.3.8 segue que (Rx) = (xR) = 0.
Por um lado temos
(axb) = (aσ(b)x+ aδ(b)) = (aσ(b)x) + (aδ(b)) = (aδ(b)),
e por outro,
(axb) = (ax1)(x2b) = (ag11)(x12b) + (ax11)(12b)
= (aσ(11)x)(12b) + (aδ(11))(12b) = 0,
visto que ∆(1) ∈ Rs ⊗ Rt e δ(Rs) = 0 por hipo´tese. Logo, (aδ(b)) = 0 para quaisquer
a, b ∈ R.
(b) ⇒ (a): Segue diretamente da Proposic¸a˜o 2.3.12 e da observac¸a˜o feita antes do enun-
ciado desse teorema. 
Os exemplos a seguir podem ser obtidos a partir da Proposic¸a˜o 2.0.2. Pore´m vamos
obteˆ-los como uma aplicac¸a˜o do Teorema 2.3.14.
Exemplo 2.3.15. Sejam A uma a´lgebra de Hopf, σ ∈ Aut(A), δ uma σ-derivac¸a˜o de A
e g ∈ A um elemento group-like. Suponhamos que g, σ e δ satisfazem as condic¸o˜es do
Teorema 1.3.2, ou seja, A[x;σ, δ] e´ uma extensa˜o de Hopf-Ore de A. Enta˜o, dada uma
a´lgebra de Hopf fraca R, temos que (R⊗A)[y;σ, δ], e´ uma extensa˜o de Hopf-Ore fraca, com
y sendo um elemento (g, 1)-primitivo fraco, onde σ(r⊗a) = r⊗σ(a) e δ(r⊗a) = r⊗δ(a),
para quaisquer a ∈ A, r ∈ R.
De fato, como estamos nas condic¸o˜es do Teorema 1.3.2, segue que σ(a) = τ rχ(a) =
gτ lχ(a)g
−1, para algum caracter χ de A. Vejamos que σ(r ⊗ a) = τ rχ(r ⊗ a) = (1 ⊗
g)τ lχ(r ⊗ a)(1⊗ g)−1, para o caracter fraco χ = R ⊗ χ do Exemplo 2.1.4. Com efeito,
σ(r ⊗ a) = r ⊗ σ(a) = (r1)r2 ⊗ χ(a1)a2 = (r1)χ(a1)(r2 ⊗ a2) = χ((r ⊗ a)1)(r ⊗ a)2
= τ rχ(r ⊗ a).
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σ(r ⊗ a) = r ⊗ σ(a) = r1(r2)⊗ ga1χ(a2)g−1 = (1⊗ g)(r1 ⊗ a1)(r2)χ(a2)(1⊗ g)−1
= (1⊗ g)(r ⊗ a)1χ((r ⊗ a)2)(1⊗ g)−1 = (1⊗ g)τ lχ(r ⊗ a)(1⊗ g)−1.
Observemos que (R⊗ A)s = Rs ⊗ k. Logo,
δ((R⊗ A)s) = δ(Rs ⊗ k) = Rs ⊗ δ(k) = 0.
Tambe´m temos que
((r ⊗ a)δ(s⊗ b)) = (rs⊗ aδ(b)) = (rs)(aδ(b)) = (rs)(a)(δ(b)) = (rs)(a) · 0 = 0,
ja´ que δ e´ uma g-coderivac¸a˜o da a´lgebra de Hopf A.
Para concluir a demonstrac¸a˜o, vamos verificar agora que (1 ⊗ g)S(r ⊗ a)(1 ⊗ g)−1 =
σSσ(r ⊗ a) e (1 ⊗ g)S(δ(r ⊗ a)) = δSσ(r ⊗ a), para quaisquer r ∈ R e a ∈ A. De fato,
pois
(1⊗ g)S(r ⊗ a)(1⊗ g)−1 = S(r)⊗ gS(a)g−1 Panov= S(r)⊗ σSσ(a)
= σ(S(r)⊗ S(σ(a)) = σS(r ⊗ σ(a)) = σSσ(r ⊗ a)
e
(1⊗ g)S(δ(r ⊗ a)) = (1⊗ g)S(r ⊗ δ(a)) = S(r)⊗ gS(δ(a)) Panov= S(r)⊗ δSσ(a)
= δ(S(r)⊗ S(σ(a))) = δS(r ⊗ σ(a)) = δSσ(r ⊗ a).
Assim, aplicando o Teorema 2.3.14, obtemos que (R⊗A)[y;σ, δ] e´ uma extensa˜o de Hopf-
Ore fraca de R⊗ A.
Para o pro´ximo exemplo vamos considerar G um grupo, p ∈ Z(G), A = kG a a´lgebra
de grupo, χ um caracter de G e δ dada por δ(g) = α(g)(g − gp), onde α e´ uma forma
linear de A que satisfaz α(gh) = α(g) + χ(g)α(h). Ou seja, A[x;σ, δ] e´ uma extensa˜o de
Hopf-Ore de A. Este exemplo pode ser visto como um caso particular do exemplo anterior
tomando R = Mn(k) e A = kG, via Mn(kG) ∼= Mn(k)⊗ kG.
Exemplo 2.3.16. Consideremos a a´lgebra de Hopf fraca R = Mn(kG), com a estrutura
dada no Exemplo 1.2.12, σ : R → R, dado por σ(gEij) = σ(g)Eij, p =
∑n
i=1 pEii e
δ : R → R, dada por δ(gEij) = δ(g)Eij. Enta˜o, R[x;σ, δ] e´ uma extensa˜o de Hopf-Ore
fraca de R = Mn(kG), com x sendo um elemento (p, 1)-primitivo fraco.
Observac¸a˜o 2.3.17. Com as notac¸o˜es do Teorema 2.3.14, se χ ◦ S ◦ σ = , enta˜o a
condic¸a˜o Adg ◦ S = σ ◦ S ◦ σ e´ satisfeita.
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De fato, como σ = τ rχ = Adg ◦ τ lχ, segue que
σS(a) = Adgτ
l
χS(a) = Adg(S(a2))χ(S(a1)).
Assim, para todo a ∈ R, temos
σSσ(a) = σS(χ(a1)a2) = χ(a1)σS(a2) = χ(a1)Adg(S(a3))χ(S(a2))
= gχ(a1)S(a3)χ(S(a2))g
−1 = gS(a3)χ(S(χ(a1)a2))g−1
= gS(a2)χ(S(σ(a1)))g
−1 = gS(χ(S(σ(a1)))a2)g−1
= Adg(S(χ(S(σ(a1)))a2) = AdgS((a1)a2) = AdgS(a).
Para finalizar essa sec¸a˜o, vamos analisar o caso particular quando x e´ um elemento
(1, 1)-primitivo fraco (ou simplesmente, primitivo fraco). Note que um elemento primi-
tivo em uma bia´lgebra e´ um elemento primitivo fraco. Vamos comec¸ar reescrevendo os
principais lemas para esse caso.
Lema 2.3.18. Seja R uma bia´lgebra fraca. Se a ∈ R e´ um elemento primitivo fraco,
enta˜o (Ra) = (aR) = 0.
Demonstrac¸a˜o: Segue do Lema 2.3.6, visto que g = 1, implica em t(g) = t(1) = 1. 
Lema 2.3.19. Seja R uma a´lgebra de Hopf fraca. Se a ∈ R e´ um elemento primitivo
fraco e s(a) = 0 ou t(a) = 0, enta˜o S(a) = −a.
Demonstrac¸a˜o: Segue do Lema 2.3.7, visto que g = 1, implica que S(g) = 1. 
A seguir, vamos apresentar dois corola´rios do Teorema 2.3.14 para o caso em que x e´
um elemento primitivo fraco em R[x;σ, δ].
Corola´rio 2.3.20. Sejam R uma bia´lgebra fraca, σ um automorfismo de R e δ uma
σ-derivac¸a˜o de R, tal que δ(Rs) = 0. Enta˜o as seguintes afirmac¸o˜es sa˜o equivalentes:
(a) H = R[x;σ, δ] tem uma estrutura de bia´lgebra fraca com R uma sub-bia´lgebra fraca
de H e x um elemento primitivo fraco.
(b) σ = τ lχ = τ
r
χ, para algum caracter fraco χ de R, e δ e´ uma coderivac¸a˜o tal que
(aδ(b)) = 0, para quaisquer a, b ∈ R.
Nesse caso, (HxH) = 0.
Corola´rio 2.3.21. Sejam R uma a´lgebra de Hopf fraca com ant´ıpoda S, σ um automor-
fismo de R e δ uma σ-derivac¸a˜o. Enta˜o as seguintes condic¸o˜es sa˜o equivalentes:
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(a) H = R[x;σ, δ] e´ uma extensa˜o de Hopf-Ore fraca de R, na qual x e´ um elemento
primitivo fraco e (HxH) = 0.
(b) σ = τ lχ = τ
r
χ, para algum caracter fraco χ de R; δ e´ uma coderivac¸a˜o de R tal que
δ(Rt) = 0 e (aδ(b)) = 0, para quaisquer a, b ∈ R; S = σ ◦ S ◦ σ; S ◦ δ = δ ◦ S ◦ σ.
Demonstrac¸a˜o: Basta verificar que δ(Rt) = 0 na demonstrac¸a˜o de (a) ⇒ (b). Como
H e´ uma a´lgebra de Hopf fraca com x um elemento primitivo e (HxH) = 0, segue que
s(x) = 11(x12) = 0 e, pelo Lema 2.3.19, segue que S(x) = −x. Assim, para todo a ∈ R
tem-se
s(a)x− xs(a) = S(a1)a2x+ S(a1x)a2 = S((ax)1)(ax)2 = s(ax) = 11(ax12) = 0.
Portanto, s(a)x = xs(a). Logo, δ(s(a)) = 0 e, pelo Lema 2.2.7, segue que δ(Rs) =
δ(Rt) = 0. 
Observac¸a˜o 2.3.22. Do Lema 2.1.8 segue que a hipo´tese S = σSσ se verifica no caso
que σ = τ lχ = τ
r
χ e o inverso convolutivo de χ e´ dado por χ ◦ S. Note que se R e´ uma
a´lgebra de Hopf e χ e´ um caracter de R, o inverso convolutivo de χ e´ de fato χ ◦ S.
Observac¸a˜o 2.3.23. Notemos que as condic¸o˜es δ(Rt) = 0, δ(Rs) = 0 e (aδ(b)) = 0,
para quaisquer elementos a, b ∈ R, sa˜o trivialmente satisfeitas no caso em que R e´ uma
a´lgebra de Hopf. De fato, nesse caso temos Rs = Rt = k, e assim δ(k) = 0. Para a
segunda condic¸a˜o temos que (aδ(b)) = (a)(δ(b)) = 0, pelo fato que  e´ multiplicativa e
pelo Lema 2.2.6.
Exemplo 2.3.24. Retomando o Exemplo 1.2.16, temos que um endomorfismo de R =
k˜G, o qual satisfaz σ = τ lχ = τ
r
χ, so´ pode ser a identidade.
De fato, segue pelo Lema 2.1.6 que as condic¸o˜es acima podem se reescritas como
(id⊗ σ)∆ = ∆ ◦ σ = (σ ⊗ id)∆.
Assim, para 1G = 1R ∈ R, temos que ∆(σ(1G)) = ∆(1G) = 1N
∑
h h⊗ h−1. Consequente-
mente, temos
(id⊗ σ)∆(1G) = 1
N
∑
h
h⊗ σ(h−1).
Como G e´ uma k-base para R, segue que σ(h) = h, para qualquer h ∈ G, ou seja, σ e´ a
identidade de R.
Exemplo 2.3.25. Sejam R = Mn(kG) e χ : R → k, dado por χ(gEij) = qijρ(g), onde
qij ∈ k sa˜o constantes na˜o-nulas e ρ e´ um caracter do grupo G, a a´lgebra de Hopf fraca e
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o caracter fraco dados no Exemplo 2.1.5, respectivamente. Enta˜o, R[x;σ] e´ uma extensa˜o
de Hopf-Ore fraca de R, onde σ(gEij) = gEijχ(gEij) = χ(gEij)gEij.
De fato, pelo Corola´rio 2.3.21 basta verificar que S = σSσ, ja´ que δ = 0. Agora, pela
Observac¸a˜o 2.3.22, devemos verificar que o inverso de χ, na a´lgebra de convoluc¸a˜o R∗, e´
dado por χ ◦ S. Com efeito,
χS(gEij) = χ(g
−1Eji) = qjiρ(g−1) = q−1ij ρ(g)
−1 = (qijρ(g))−1 = χ(gEij)−1,
pois q−1ij = qji. Assim,
(χ ∗ χ ◦ S)(gEij) = χ(gEij)χ(S(gEij)) = χ(gEij)χ(gEij)−1 = 1 = (gEij),
para todo g ∈ G, 1 ≤ i, j ≤ n. Portanto, pelo Corola´rio 2.3.21 temos que Mn(kG)[x;σ]
tem uma estrutura de a´lgebra de Hopf fraca, e assim e´ uma extensa˜o de Hopf-Ore fraca
de Mn(kG).
O exemplo acima nos mostra que para cada caracter do grupo G e cada elemento de
(k×)n−1, podemos definir um automorfismo σ de Mn(kG) e estender a estrutura de a´lgebra
de Hopf fraca Mn(kG) (uma a´lgebra de groupo´ide) a` extensa˜o de Ore Mn(kG)[x;σ], com
x sendo um elemento primitivo fraco.
Exemplo 2.3.26. Seja R = Mn(k)[x] a a´lgebra de Hopf fraca do Exemplo 1.2.14. Enta˜o,
H = R[y; δ], com δ : R→ R dada por δ(Eijxm) = mEijxm, e´ uma extensa˜o de Hopf-Ore
fraca de R.
De fato, vejamos que estamos nas condic¸o˜es do Corola´rio 2.3.21. Pelo Exemplo 2.2.5, te-
mos que δ e´ uma derivac¸a˜o que tambe´m e´ uma coderivac¸a˜o. Vejamos as demais condic¸o˜es:
• (aδ(b)) = 0, ∀a, b ∈ R: Seja q > 0, enta˜o
(Eijx
pδ(Ejlx
q)) = q(Eilx
p+q) = 0;
• S ◦ δ = δ ◦ S:
S(δ(Eijx
p)) = pS(Eijx
p) = p(−1)pEjixp
= δ((−1)pEjixp) = δ(S(Eijxp));
• δ(Rt) = 0: Observemos que a ∈ Rt se, e somente se, t(a) = a. Logo, um elemento
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a = Eijx
p ∈ R esta´ em Rt se, e somente se,
a = t(a) = (11a)12 =
∑
l
(EllEijx
p)Ell
= (Eijx
p)Eii,
ou seja, a = λEii, para algum λ ∈ k e 1 ≤ i ≤ n. Logo, se a ∈ Rt, enta˜o
δ(a) = δ(λEii) = λδ(Eii) = 0.
Portanto, H = R[y; δ] = Mn(k)[x][y; δ] e´ uma a´lgebra de Hopf fraca com
∆(y) = ∆(1)(1⊗ y + y ⊗ 1) = (1⊗ y + y ⊗ 1)∆(1), (rym) = 0, S(y) = −y,
para todo r ∈ R e m > 0.
Observemos que a a´lgebra do Exemplo anterior e´ Mn(U(g)), onde g e´ a a´lgebra de Lie
de dimensa˜o 2 na˜o-abeliana do Exemplo 1.1.11. De fato, pelo Teorema 1.1.8 temos que
Mn(U(g)) ∼= Mn(k)⊗ k[x][y; δ] ∼= (Mn(k)⊗ k[x])[y; δ] ∼= Mn(k[x])[y; δ].
O Exemplo a seguir na˜o pode ser obtido atrave´s da construc¸a˜o da Proposic¸a˜o 2.0.2.
Exemplo 2.3.27. Seja R a k-a´lgebra gerada por U e V sujeitos as relac¸o˜es UN = 1 e
V U = qUV , com V invert´ıvel e q ∈ k tal que qN = 1. Como visto no Exemplo 1.2.15,
R possui estrutura de a´lgebra de Hopf fraca. Enta˜o R[x;σ] e´ uma extensa˜o de Hopf-Ore
fraca onde σ(U) = U e σ(V ) = UV .
De fato, observe que esta a´lgebra e´ isomorfa ao skew anel de polinoˆmios de Laurent
k 〈U〉 [V, V −1;α], onde α(U) = qU . Lembramos da propriedade universal do skew anel de
polinoˆmios de Laurent:
Sejam R um anel, β ∈ Aut(R) e T = R[x±1; β]. Suponhamos que temos um anel
A, φ : R → A um homomorfismo de ane´is e y e´ um elemento invert´ıvel de A tal que
yφ(r) = (φ ◦ β)(r)y, para todo r ∈ R. Enta˜o existe um u´nico homomorfismo de ane´is
ψ : T → A tal que ψ|R ≡ φ e ψ(x) = y.
Para o nosso exemplo, note que temos a inclusa˜o de k 〈U〉 em R e o elemento UV
satisfaz a condic¸a˜o da propriedade universal, pois
UV U = UqUV = qU2V.
Enta˜o existe um u´nico homomorfismo de ane´is σ : R → R tal que σ|k<U> e´ a inclusa˜o e
σ(V ) = UV . Claramente σ e´ um automorfismo de a´lgebras de R.
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Vejamos que (id ⊗ σ)(∆(r)) = ∆(σ(r)) = (σ ⊗ id)(∆(r)) para todo r ∈ R. Notemos
que basta verificar essas igualdades para os elementos U, V . Como σ(U) = U , segue que
∆(σ(U)) = ∆(U). Por outro lado,
(id⊗ σ)∆(U) = (id⊗ σ)( 1
N
N∑
i=1
U i+1 ⊗ U−i) = 1
N
N∑
i=1
U i+1 ⊗ U−i = ∆(U)
e
(σ ⊗ id)∆(U) = (σ ⊗ id)( 1
N
N∑
i=1
U i+1 ⊗ U−i) = 1
N
N∑
i=1
U i+1 ⊗ U−i = ∆(U).
Para V temos que:
(σ ⊗ id)∆(V ) = (σ ⊗ id)( 1
N
N∑
i=1
U iV ⊗ U−iV ) = 1
N
N∑
i=1
σ(U iV )⊗ U−iV
=
1
N
N∑
i=1
U iUV ⊗ U−iV = 1
N
N∑
i=1
U i+1V ⊗ U−iV
(1.6)
= ∆(UV ) = ∆(σ(V ));
(id⊗ σ)∆(V ) = (id⊗ σ)( 1
N
N∑
i=1
U iV ⊗ U−iV ) = 1
N
N∑
i=1
U iV ⊗ σ(U−iV )
=
1
N
N∑
i=1
U iV ⊗ U−iUV = 1
N
N∑
i=1
U iV ⊗ U−i+1V
(∗)
=
1
N
N∑
i=1
U i+1V ⊗ U−iV = ∆(UV ) = ∆(σ(V )).
Onde em (∗) reordenamos os termos do somato´rio. Mais ainda, temos que
(σ ◦ S ◦ σ)(U) = (σ ◦ S)(U) = σ(U) = U = S(U)
e
(σ ◦ S ◦ σ)(V ) = (σ ◦ S)(UV ) = σ(V −1U) = (UV )−1U = V −1 = S(V ).
Portanto, pelo Corola´rio 2.3.21, segue que R[x;σ] possui estrutura de a´lgebra de Hopf
fraca com
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) = 1
N
N∑
i=1
U i ⊗ U−ix+ U ix⊗ U−i,
onde xU = Ux e xV = σ(V )x = UV x.
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Cap´ıtulo 3
Extenso˜es de Hopf-Ore fracas
Neste cap´ıtulo estaremos interessados em construir extenso˜es de Ore com uma escolha
mais geral para a imagem de x por ∆. Contudo, na˜o foi poss´ıvel obter resultados para o
caso onde ∆(x) na˜o sofre alguma restric¸a˜o. Vamos seguir na direc¸a˜o de obter resultados
ana´logos aos obtidos por Brown et al em [5]. Nesse artigo, os autores observam que para
uma a´lgebra de Hopf A tal que A⊗A e´ um domı´nio, enta˜o a u´nica possibilidade de escolha
para ∆(x), em uma extensa˜o de Ore H = A[x;σ, δ], e´
∆(x) = A(1⊗ x) + B(x⊗ 1) + C(x⊗ x) +D, (3.1)
com A,B, C,D ∈ A⊗ A.
Consideremos agora uma a´lgebra de Hopf fraca R. Na˜o podemos assumir a hipo´tese
que R ⊗ R e´ um domı´nio, pois ∆(1) e´ um idempotente de R ⊗ R e assim temos que, ou
∆(1) = 0 (e com isso, ∆ e´ a func¸a˜o nula) ou ∆(1) = 1 (e enta˜o, R e´ a´lgebra de Hopf).
Aqui vale observar que na˜o e´ poss´ıvel estender uma a´lgebra de Hopf A a` uma a´lgebra de
Hopf fraca H = A[x;σ, δ], visto que ∆H(1) = ∆A(1).
O principal objetivo desse cap´ıtulo e´ obter condic¸o˜es para a existeˆncia de uma extensa˜o
de Hopf-Ore fraca com uma fo´rmula para ∆(x) um pouco mais geral que a feita no Cap´ıtulo
2. Devido a isso, comec¸amos tentando construir as extenso˜es de Ore de R de modo que ∆
seja da forma dada em (3.1). Mesmo assim, vamos precisar impor mais alguma restric¸a˜o.
Observemos que se tentarmos estender R ao anel de polinoˆmios R[x] com tal expressa˜o,
temos que os coeficientes devem satisfazer
A = ∆(1)A∆(1), B = ∆(1)B∆(1), C = ∆(1)C∆(1) e D = ∆(1)D∆(1),
pois sempre temos que ∆(x) = ∆(1)∆(x)∆(1).
No Exemplo 1.2.11, caso em que R = Mn(k), temos que se A =
∑
i,j,r,s a
rs
ijEij ⊗ Ers
satisfaz A = ∆(1)A∆(1), enta˜o
A = ∆(1)A∆(1)
=
∑
p,i,j,r,s,q
arsijEppEijEqq ⊗ EppErsEqq
=
∑
p,q
apqpqEpq ⊗ Epq
= ∆(
∑
p,q
apqpqEpq) ∈ Im(∆),
ou seja, obtemos que A ∈ Im(∆). O mesmo ocorre para B, C,D ∈ R⊗R.
No Exemplo 1.2.16, tambe´m temos que os coeficientes devem pertencer a imagem de
∆R. De fato, se a, b ∈ G temos que
∆(1)(a⊗ b)∆(1) = 1
N
∑
h∈G
(h⊗ h−1)(a⊗ b) 1
N
∑
g∈G
(g ⊗ g−1)
=
1
N2
∑
h,g∈G
(h⊗ h−1)(a⊗ b)(g ⊗ g−1)
=
1
N2
∑
h,g∈G
(hag ⊗ h−1bg−1)
=
1
N2
∑
g,l∈G
(blag ⊗ l−1g−1)
=
1
N
∑
l∈G
(bl ⊗ l−1) 1
N
∑
g∈G
(ag ⊗ g−1)
= ∆(b)∆(a).
Logo, a⊗ b = ∆(1)(a⊗ b)∆(1) = ∆(b)∆(a) = ∆(ba) ∈ Im(∆), para quaisquer a, b ∈ G.
Tendo em vista as observac¸o˜es acima, estaremos interessados em construir extenso˜es
de Ore de uma a´lgebra de Hopf fraca R, de modo que
∆(x) = A(1⊗ x) + B(x⊗ 1) + C(x⊗ x) +D,
com A,B, C,D ∈ Im(∆R).
Nessa proposta, os resultados mais significativos foram encontrados no caso do skew
anel de polinoˆmios R[x;σ] e no anel de operadores diferenciais R[x; δ], os quais sera˜o
apresentados na pro´xima sec¸a˜o.
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3.1 Extenso˜es para os casos σ = id ou δ = 0
Sejam R uma bia´lgebra fraca, σ ∈ Aut(R) e δ : R → R uma derivac¸a˜o de R. Nessa
sec¸a˜o vamos estudar extenso˜es de Ore quando a derivac¸a˜o e´ nula, isto e´, o skew anel de
polinoˆmios R[x;σ], e quando o automorfismo for a identidade, ou seja, o anel de operadores
diferenciais R[x; δ].
Comec¸amos pelo skew anel de polinoˆmios. Nesse caso, os elementos de R satisfazem a
seguinte identidade em R[x;σ]: xr = σ(r)x,∀r ∈ R. Estaremos interessados em estender
∆ a R[x;σ] com
∆(x) = A(1⊗ x) + B(x⊗ 1) + C(x⊗ x) +D,
onde os coeficientes A,B, C,D ∈ Im(∆). Ou seja, existem a, b, c, d ∈ R tais que
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d).
Definic¸a˜o 3.1.1. Sejam R uma bia´lgebra fraca e α ∈ Aut(R). Diremos que um elemento
a ∈ R e´ α-comutativo se
as = α(s)a, para todo s ∈ R.
Equivalentemente, ra = aα(r), para todo r ∈ R.
Observemos que, se a e´ um elemento σ-comutativo em R[x;σ], enta˜o a satisfaz a
mesma identidade que x.
Suponhamos que c ∈ Rs seja um elemento σ-comutativo e que o automorfismo σ
satisfac¸a as condic¸o˜es (i) e (ii) do Lema 2.1.6. Enta˜o obtemos o seguinte:
∆(σ(r)c) = ∆(σ(r))∆(c) = ∆(σ(r))∆(1)(1⊗ c)
= ∆(1)∆(σ(r))(1⊗ c) = ∆(1)(σ(r1)⊗ r2)(1⊗ c)
= ∆(1)(σ(r1)⊗ r2c) = ∆(1)(σ(r1)⊗ cσ(r2))
= ∆(1)(1⊗ c)(σ(r1)⊗ σ(r2)) = ∆(c)(σ ⊗ σ)(∆(r)).
Onde usamos na segunda igualdade que c ∈ Rs, na quarta o Lema 2.1.6 e na sexta o fato
que c e´ σ-comutativo. Logo, temos que ∆(σ(r)c) = ∆(c)(σ ⊗ σ)(∆(r)), para todo r ∈ R.
Na verdade, nas hipo´teses acima, a σ-comutatividade e´ equivalente a essa igualdade. De
fato, se a igualdade se verifica, enta˜o
∆(σ(r)c) = ∆(c)(σ ⊗ σ)(∆(r))
= ∆(c)(σ ⊗ id)((id⊗ σ)(∆(r)))
= ∆(c)(σ ⊗ id)(∆(σ(r)))
= ∆(c)∆(σ2(r)) = ∆(cσ2(r)).
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Logo, ∆(σ(r)c) = ∆(cσ2(r)), para todo r ∈ R. Como ∆ e´ injetiva, segue que σ(r)c =
cσ2(r) ou, equivalentemente, sc = cσ(s), para todo s ∈ R. Ou seja, c e´ σ-comutativo.
Portanto temos o seguinte:
Lema 3.1.2. Sejam R uma bia´lgebra fraca, σ um automorfismo de R satisfazendo os dois
itens do Lema 2.1.6 e c ∈ Rs. Enta˜o
c ∈ R e´ σ-comutativo se, e somente se, ∆(σ(r)c) = ∆(c)(σ ⊗ σ)(∆(r)), ∀r ∈ R.
O seguinte lema nos fornece as condic¸o˜es necessa´rias e suficientes para a coassoci-
atividade de ∆, em uma extensa˜o de Ore R[x;σ, δ], para uma determinada escolha de
∆(x).
Lema 3.1.3. Sejam R uma bia´lgebra fraca e T = R[x;σ, δ]. Se ∆ : T → T ⊗ T e´ uma
aplicac¸a˜o linear multiplicativa que satisfaz
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x) e ∆|R ≡ ∆R,
enta˜o ∆ satisfaz (∆⊗ id)∆ ≡ (id⊗∆)∆ se, e somente se, c ∈ Rs ∩Rt.
Demonstrac¸a˜o: (⇒) Suponhamos que vale (id⊗∆)∆ ≡ (∆⊗ id)∆. Aplicando em x as
func¸o˜es acima obtemos
(∆⊗ id)(∆(x)) = (∆⊗ id)(∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x))
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1)
+ ∆⊗2(1)(∆(c)⊗ 1)(x⊗ x⊗ 1) + ∆⊗2(c)(1⊗ x⊗ x+ x⊗ 1⊗ x)
+ ∆⊗2(c)(∆(c)⊗ 1)(x⊗ x⊗ x)
e, por outro lado,
(id⊗∆)(∆(x)) = (id⊗∆)(∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x))
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1)
+ ∆⊗2(1)(1⊗∆(c))(1⊗ x⊗ x) + ∆⊗2(c)(x⊗ 1⊗ x+ x⊗ x⊗ 1)
+ ∆⊗2(c)(1⊗∆(c))(x⊗ x⊗ x).
Comparando os coeficientes dos vetores linearmente independentes (sobre R ⊗ R ⊗ R)
x⊗ x⊗ 1, 1⊗ x⊗ x e x⊗ x⊗ x temos que:
∆⊗2(1)(∆(c)⊗ 1) = ∆⊗2(c) = ∆⊗2(1)(1⊗∆(c)); (3.2)
∆⊗2(c)(1⊗∆(c)) = ∆⊗2(c)(∆(c)⊗ 1). (3.3)
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Observemos que (3.3) segue de (3.2), pois
∆⊗2(c)(1⊗∆(c)) = ∆⊗2(c)∆⊗2(1)(1⊗∆(c))
= ∆⊗2(c)∆⊗2(1)(∆(c)⊗ 1) = ∆⊗2(c)(∆(c)⊗ 1).
A primeira igualdade de (3.2) nos diz que
∆⊗2(c) = ∆⊗2(1)(∆(c)⊗ 1) = (1⊗∆(1))(∆(1)⊗ 1)(∆(c)⊗ 1) = c1 ⊗ 11c2 ⊗ 12.
Aplicando (⊗ id⊗ id) temos a equac¸a˜o: ∆(c) = 11c⊗ 12 = ∆(1)(c⊗ 1). Pelo Lema 1.2.2,
isto e´ equivalente a` c ∈ Rt.
A segunda igualdade de (3.2) nos diz que
∆⊗2(c) = ∆⊗2(1)(1⊗∆(c)) = (∆(1)⊗ 1)(1⊗∆(1))(1⊗∆(c)) = 11 ⊗ 12c1 ⊗ c2.
Aplicando (id⊗ id⊗ ) temos a equac¸a˜o: ∆(c) = 11⊗ 12c = ∆(1)(1⊗ c). Pelo Lema 1.2.2,
isto e´ equivalente a` c ∈ Rs. Assim, segue que c ∈ Rt ∩Rs.
(⇐) Observe que c ∈ Rt implica em
∆(c) = ∆(1)(c⊗ 1)⇒ ∆⊗2(c) = ∆⊗2(1)(∆(c)⊗ 1). (3.4)
E, como c ∈ Rs, segue que
∆(c) = ∆(1)(1⊗ c)⇒ ∆⊗2(c) = ∆⊗2(1)(1⊗∆(c)). (3.5)
Como visto antes, as duas igualdades acima implicam em (3.3). Em posse desses resul-
tados, mostremos que (∆ ⊗ id)∆ ≡ (id ⊗ ∆)∆. Observe que basta mostrar que essa
igualdade e´ va´lida quando aplicada em x, ja´ que ∆ e´ multiplicativa e em R a igualdade
se verifica. Logo,
(∆⊗ id)(∆(x))
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1) + ∆⊗2(1)(∆(c)⊗ 1)(x⊗ x⊗ 1)
+ ∆⊗2(c)(1⊗ x⊗ x+ x⊗ 1⊗ x) + ∆⊗2(c)(∆(c)⊗ 1)(x⊗ x⊗ x)
(3.4)
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1) + ∆⊗2(c)(x⊗ x⊗ 1)
+ ∆⊗2(c)(1⊗ x⊗ x) + ∆⊗2(c)(x⊗ 1⊗ x) + ∆⊗2(c)(∆(c)⊗ 1)(x⊗ x⊗ x)
(3.5)
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1) + ∆⊗2(1)(1⊗∆(c))(1⊗ x⊗ x)
+ ∆⊗2(c)(x⊗ x⊗ 1 + x⊗ 1⊗ x) + ∆⊗2(c)(∆(c)⊗ 1)(x⊗ x⊗ x)
(3.3)
= ∆⊗2(1)(1⊗ 1⊗ x+ 1⊗ x⊗ 1 + x⊗ 1⊗ 1) + ∆⊗2(1)(1⊗∆(c))(1⊗ x⊗ x)
+ ∆⊗2(c)(x⊗ 1⊗ x+ x⊗ x⊗ 1) + ∆⊗2(c)(1⊗∆(c))(x⊗ x⊗ x)
= (id⊗∆)∆(x).
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Como quer´ıamos mostrar. 
Antes de apresentar o resultado principal para o skew anel de polinoˆmios, vamos
demonstrar um lema que sera´ necessa´rio para mostrar a condic¸a˜o fraca da counidade.
Lema 3.1.4. Sejam R uma bia´lgebra fraca e R ⊂ T uma extensa˜o de R. Se ∆ : T → T⊗T
e´ um homomorfismo de a´lgebras, na˜o necessariamente unita´rio, o qual estende a comul-
tiplicac¸a˜o de R, enta˜o para qualquer homomorfismo de a´lgebras, na˜o necessariamente
unita´rio, ϕ : T → R satisfazendo ∆ ◦ ϕ = (ϕ⊗ ϕ)∆, a func¸a˜o  =  ◦ ϕ : T → k satisfaz
(abc) = (ab1)(b2c) = (ab2)(b1c), ∀a, b, c ∈ T.
Assim, a func¸a˜o  satisfaz o axioma (c) da Definic¸a˜o 1.2.1.
Demonstrac¸a˜o: A condic¸a˜o ∆◦ϕ = (ϕ⊗ϕ)∆ significa que ϕ(a)1◦ϕ(a)2 = ϕ(a1)⊗ϕ(a2),
para todo a ∈ T . Assim, usando que ϕ e´ homomorfismo de a´lgebras e que  e´ uma
counidade fraca, temos para quaisquer a, b, c ∈ T :
(abc) = (ϕ(abc)) = (ϕ(a)ϕ(b)ϕ(c)) = (ϕ(a)ϕ(b)1)(ϕ(b)2ϕ(c))
= (ϕ(a)ϕ(b1))(ϕ(b2)ϕ(c)) = (ϕ(ab1))(ϕ(b2c)) = (ab1)(b2c).
De forma ana´loga, mostra-se que (abc) = (ab2)(b1c). 
Teorema 3.1.5. Sejam R uma bia´lgebra fraca e σ um automorfismo de R. Enta˜o, a
extensa˜o R[x;σ] e´ uma bia´lgebra fraca com ∆, σ e  satisfazendo:
(σ ⊗ id)(∆(1)) = ∆(1) = (id⊗ σ)(∆(1)), (3.6)
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d) (3.7)
e (Rx) = 0 (3.8)
se, e somente se,
a = b = 1, d = 0, (3.9)
c ∈ Rs ∩Rt e c e´ σ-comutativo, (3.10)
e σ = τ lχ = τ
r
χ, para algum caracter fraco χ. (3.11)
Nesse caso, R[x;σ] e´ uma bia´lgebra fraca com ∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x).
Demonstrac¸a˜o: Suponhamos que R[x;σ] seja uma bia´lgebra fraca como descrita acima.
Temos que  : R[x;σ]→ k satisfaz (rx) = 0, para todo r ∈ R, assim segue que (rxn) =
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(rxn−112)(11x) = 0, para todo n ≥ 1 e r ∈ R. Notemos que se f =
n∑
i=0
aix
i ∈ R[x;σ],
enta˜o R[x;σ](f) = R(f(0)). Dessa forma, segue que
x = (id⊗ )∆(x) = a1(a2x) + b1x(b2) + c1x(c2x) + d1(d2)
= bx+ d
e
x = (⊗ id)∆(x) = (a1)a2x+ (b1x)b2 + (c1x)c2x+ (d1)d2
= ax+ d.
Ou seja, temos que b = 1 = a e d = 0. Assim,
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x).
Como ∆ e´ coassociativa, segue que c ∈ Rt ∩Rs, pelo Lema 3.1.3.
Como ∆ : R[x;σ]→ R[x;σ]⊗R[x;σ] e´ a comultiplicac¸a˜o de R[x;σ] e satisfaz
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x),
com c ∈ Rs ∩Rt, segue que
∆(xr − σ(r)x) = 0⇔ ∆(σ(r))∆(x) = ∆(x)∆(r),
para todo r ∈ R. Por um lado temos
∆(σ(r))(∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x)) = ∆(σ(r))(1⊗ x+ x⊗ 1) + ∆(σ(r)c)(x⊗ x)
e, por outro lado,
∆(x)∆(r) = ∆(1)(r1 ⊗ xr2 + xr1 ⊗ r2) = ∆(1)(r1 ⊗ σ(r2)x+ σ(r1)x⊗ r2).
Disso segue que
∆(σ(r)) = ∆(1)(r1 ⊗ σ(r2)) = ∆(1)(id⊗ σ)(∆(r));
∆(σ(r)) = ∆(1)(σ(r1)⊗ r2) = ∆(1)(σ ⊗ id)(∆(r));
∆(σ(r)c) = ∆(c)(σ(r1)⊗ σ(r2)) = ∆(c)(σ ⊗ σ)(∆(r)).
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Como (σ ⊗ id)(∆(1)) = ∆(1) = (id⊗ σ)(∆(1)), temos que
∆(1)(id⊗ σ)(∆(r)) = (id⊗ σ)(∆(1))(id⊗ σ)(∆(r)) = (id⊗ σ)(∆(r))
e
∆(1)(σ ⊗ id)(∆(r)) = (σ ⊗ id)(∆(1))(σ ⊗ id)(∆(r)) = (σ ⊗ id)(∆(r)).
Logo,
(σ ⊗ id)(∆(r)) = (∆ ◦ σ)(r) = (id⊗ σ)(∆(r)); (3.12)
∆(σ(r)c) = ∆(c)(σ ⊗ σ)(∆(r)), ∀r ∈ R. (3.13)
Portanto, pelo Lema 2.1.6 e por (3.12) temos que σ = τ lχ = τ
r
χ, para algum caracter fraco
χ, e por (3.13) temos que c e´ σ-comutativo.
Reciprocamente, vejamos que as condic¸o˜es (3.9), (3.10) e (3.11) implicam que R[x;σ]
e´ uma bia´lgebra fraca com
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x), (Rx) = 0
e σ satisfaz a condic¸a˜o (3.6).
Comec¸amos observando que o elemento y = ∆(1)(1⊗x+x⊗ 1) + ∆(c)(x⊗x) satisfaz
a relac¸a˜o de propriedade universal da extensa˜o de Ore em R[x;σ]: yφ(r) = φ(σ(r))y, onde
φ e´ dada pela composic¸a˜o de ∆R com a inclusa˜o de R⊗R em R[x;σ]⊗R[x;σ]. De fato,
nesse caso a relac¸a˜o se torna y∆(r) = ∆(σ(r))y e assim, como visto acima, ∆ satisfazer
essa relac¸a˜o e´ equivalente a (3.12) e (3.13). Logo, por (3.10) e (3.11) segue que ∆ esta´
bem definida e e´ multiplicativa. Mais ainda, (3.11) implica que σ satisfaz a condic¸a˜o (3.6).
Por (3.10) estamos na condic¸a˜o do Lema 3.1.3, ou seja, ∆ e´ coassociativa.
Defina R[x;σ] : R[x;σ]→ k por R[x;σ](rxn) = 0, para todo r ∈ R, n > 0 e R[x;σ](r) =
(r), para todo r ∈ R. A seguir vamos omitir o ı´ndice R[x;σ] de  por na˜o haver perigo
de confusa˜o. Para mostrar os axiomas da counidade, comec¸amos observando que basta
verifica-los para rxn, n ≥ 1. Note que ∆(rxn) = ∆(r)∆(x)n e, por c ∈ Rs, segue pelo
Lema 1.2.2 que podemos escrever
∆(x) = ∆(1)(1⊗ x+ x⊗ (1 + cx)).
Observemos que o fato de σ = τ lχ = τ
r
χ implica que xr = rx, para qualquer elemento
r ∈ Rs∪Rt. Em particular, temos que xc = cx. Mais ainda, como c e´ σ-comutativo segue
que cr = rc, para todo r ∈ Rs ∪Rt. Logo,
∆(1)(1⊗ x+ x⊗ (1 + cx)) = (1⊗ x+ x⊗ (1 + cx))∆(1).
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Com as observac¸o˜es acima tambe´m segue que
(1⊗ x)(x⊗ (1 + cx)) = (x⊗ (1 + cx))(1⊗ x)
e, portanto, podemos usar a fo´rmula do binoˆmio de Newton para ∆(x)n:
∆(x)n = [∆(1)(1⊗ x+ x⊗ (1 + cx))]n = ∆(1)n(1⊗ x+ x⊗ (1 + cx))n
= ∆(1)
n∑
l=0
(
n
l
)
(1⊗ x)n−l(x⊗ (1 + cx))l
= ∆(1)
n∑
l=0
(
n
l
)
(1⊗ xn−l)(xl ⊗ (1 + cx)l)
= ∆(1)
n∑
l=0
(
n
l
)
xl ⊗ xn−l(1 + cx)l
= ∆(1)
n∑
l=0
(
n
l
)
xl ⊗ xn−l
(
l∑
i=0
(
l
i
)
(cx)i
)
= ∆(1)
n∑
l=0
(
n
l
) l∑
i=0
(
l
i
)
xl ⊗ cixn−l+i.
Vejamos agora que valem os axiomas da counidade:
(⊗ id)(∆(rxn)) =
n∑
l=0
(
n
l
) l∑
i=0
(
l
i
)
(r1x
l)r2c
ixn−l+i = (r1)r2c0xn = rxn;
(id⊗ )(∆(rxn)) =
n∑
l=0
(
n
l
) l∑
i=0
(
l
i
)
r1x
l(r2c
ixn−l+i) = r1xn(r2c0) = rxn.
Finalmente, vejamos que vale o terceiro axioma da counidade:
(fg1)(g2h) = (fgh) = (fg2)(g1h),∀f, g, h ∈ R[x;σ].
Para isso usaremos o Lema 3.1.4, visto que R[x;σ] = R ◦ ϕ, onde ϕ : R[x;σ]→ R e´ dada
por ϕ(f) = f(0). Ou seja, basta verificar que (ϕ ⊗ ϕ)∆ ≡ ∆ ◦ ϕ. Como ϕ e ∆ sa˜o
homomorfismos de a´lgebras, basta verificar a igualdade acima para o elemento x, visto
que ela e´ verdadeira quando restrita a` R (nesse caso ϕ = idR).
(∆ ◦ ϕ)(x) = ∆(0) = 0.
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(ϕ⊗ ϕ)∆(x) = (ϕ⊗ ϕ)(∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x))
= ϕ(11)⊗ ϕ(12x) + ϕ(11x)⊗ ϕ(12) + ϕ(c1x)⊗ ϕ(c2x)
= ϕ(11)⊗ 0 + 0⊗ ϕ(12) + 0⊗ 0 = 0.
Conclu´ımos assim a demonstrac¸a˜o do teorema. 
Observac¸a˜o 3.1.6. Se σ e´ um automorfismo interno dado por u ∈ U(R), enta˜o um
elemento v ∈ R e´ σ-comutativo se, e somente se, vu ∈ Z(R). De fato, rv = vσ(r) =
vuru−1 ⇔ r(vu) = (vu)r, para todo r ∈ R, ou seja, vu ∈ Z(R). No caso que Z(R) = k,
temos que v = λu−1, para algum λ ∈ k.
Observac¸a˜o 3.1.7. Suponha que {v1, v2, · · · , vN} e´ uma k-base de R tal que ∆(vi) =
vi ⊗ vi. Assim, existem escalares λi ∈ k tais que 1 =
N∑
i=1
λivi. Logo, σ satisfaz a condic¸a˜o
∆(1) = (id⊗ σ)(∆(1)) se, e somente se,
N∑
i=1
λi(vi ⊗ vi) =
N∑
i=1
λi(vi ⊗ σ(vi)).
Como {vi} e´ base, segue que σ(vi) = vi para qualquer i tal que λi 6= 0. Agora, se σ e´
interno, dado por u, temos que uviu
−1 = vi ⇔ uvi = viu para qualquer i tal que λi 6= 0.
Seja R = Mn(k). Lembramos que os automorfismos de R sa˜o todos internos. Vamos
usar as observac¸o˜es acima para determinar a forma do automorfismo σ e do elemento
c ∈ Rs ∩Rt que satisfazem as condic¸o˜es do Teorema 3.1.5.
Exemplo 3.1.8. Sejam R = Mn(k) e σ ∈ Aut(R) dado pela matriz invert´ıvel u, isto
e´, σ(r) = uru−1. Pelas observac¸o˜es acima, a matriz u que determina σ deve satisfazer
uEii = Eiiu, para todo i, ou seja, u deve ser diagonal. De fato, seja u =
∑
uklEkl. Logo∑
uklEklEii =
∑
uklEiiEkl ⇒
∑
ukiEki =
∑
uilEil ⇒ ukl = 0, ∀k 6= l.
Portanto, σ(r) = uru−1, para uma matriz diagonal invert´ıvel u, e o elemento c ∈ Rs ∩Rt
deve ter a forma λu−1, para algum λ ∈ k.
Seja R uma bia´lgebra fraca. Consideremos agora o anel de operadores diferenciais
R[x; δ]. Assim temos que os elementos de R satisfazem a seguinte igualdade em R[x; δ]:
xr = rx + δ(r),∀r ∈ R. Prosseguiremos esta sec¸a˜o estudando as condic¸o˜es sob as quais
podemos estender ∆ a` R[x; δ] com
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d), onde a, b, c, d ∈ R.
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Observemos que δ(Rs) = 0 e´ equivalente a δ(11) ⊗ 12 = 0. De fato, claramente
δ(Rs) = 0 implica em δ(11) ⊗ 12 = 0, visto que ∆(1) ∈ Rs ⊗ Rt. Reciprocamente, se
δ(11)⊗ 12 = 0, enta˜o
0 = (id⊗)((1⊗a)(δ(11)⊗12)) = (id⊗)(δ(11)⊗a12) = δ(11)(a12) = δ(11(a12)) = δ(s(a)),
para todo a ∈ R. Logo δ(Rs) = 0. De forma ana´loga, tambe´m temos que δ(Rt) = 0 e´
equivalente a 11 ⊗ δ(12) = 0.
Nesse contexto, temos o seguinte resultado:
Teorema 3.1.9. Sejam R uma bia´lgebra fraca e δ uma derivac¸a˜o de R tal que δ(Rs) =
δ(Rt) = 0 e (rδ(s)) = 0 para quaisquer r, s ∈ R. Enta˜o, H = R[x; δ] e´ uma bia´lgebra
fraca com
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d) e (Rx) = 0
se, e somente se,
a = b = 1, d = 0, c ∈ Rs ∩Rt ∩ Z(R); (AO1)
∆(c)(δ ⊗ id)(∆(r)) = 0 = ∆(c)(id⊗ δ)(∆(r)); (AO2)
∆(δ(r)) = ∆(1)(r1 ⊗ δ(r2) + δ(r1)⊗ r2) + ∆(c)(δ(r1)⊗ δ(r2)). (AO3)
Demonstrac¸a˜o: (⇒) Temos que:
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d)
= a1 ⊗ a2x+ b1x⊗ b2 + c1x⊗ c2x+ d1 ⊗ d2.
Por hipo´tese temos que  : R[x; δ] → k satisfaz (rx) = 0, para todo r ∈ R. Assim,
(rxn) = (rxn−111)(12x) = 0, para todo n ≥ 1 e r ∈ R. Dessa forma, como no Teorema
3.1.5, temos que: b = 1 = a e d = 0. Assim,
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x). (3.14)
Como ∆ e´ coassociativa, pelo Lema 3.1.3, segue que c ∈ Rs ∩ Rt. Para mostrar que
c ∈ Z(R), comec¸amos observando que ∆(xr) = ∆(rx+ δ(r)) ou, equivalentemente,
∆(x)∆(r) = ∆(r)∆(x) + ∆(δ(r)),∀r ∈ R,
pois ∆ dada por (3.14) e´ a comultiplicac¸a˜o em R[x; δ]. Analisando essa u´ltima igualdade,
o lado direito produz
∆(r)∆(x) + ∆(δ(r)) = ∆(r)(1⊗ x+ x⊗ 1) + ∆(rc)(x⊗ x) + ∆(δ(r)),
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enquanto o lado esquerdo nos da´
∆(x)∆(r) = ∆(1)(1⊗ x+ x⊗ 1)∆(r) + ∆(c)(x⊗ x)∆(r)
= ∆(1)(r1 ⊗ xr2 + xr1 ⊗ r2) + ∆(c)(xr1 ⊗ xr2)
= ∆(1)(r1 ⊗ r2x+ r1 ⊗ δ(r2) + r1x⊗ r2 + δ(r1)⊗ r2)
+ ∆(c)(r1x⊗ r2x+ r1x⊗ δ(r2) + δ(r1)⊗ r2x+ δ(r1)⊗ δ(r2))
= [(∆(r) + ∆(c)(δ ⊗ id)(∆(r))](1⊗ x)
+ [(∆(r) + ∆(c)(id⊗ δ)(∆(r))](x⊗ 1)
+ ∆(cr)(x⊗ x) + ∆(1)(r1 ⊗ δ(r2) + δ(r1)⊗ r2) + ∆(c)(δ ⊗ δ)(∆(r)).
Assim, devemos ter, para todo r ∈ R:
∆(c)(δ ⊗ id)(∆(r)) = 0 = ∆(c)(id⊗ δ)(∆(r)); (3.15)
∆(rc) = ∆(cr); (3.16)
∆(δ(r)) = ∆(1)(r1 ⊗ δ(r2) + δ(r1)⊗ r2) + ∆(c)(δ(r1)⊗ δ(r2)). (3.17)
Da injetividade de ∆ segue que (3.16) e´ equivalente a c ∈ Z(R).
(⇐) Devemos mostrar que R[x; δ] e´ uma bia´lgebra fraca com
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x) e (Rx) = 0.
Nesse caso, para estender a comultiplicac¸a˜o de R, devemos ter que o elemento y = ∆(x)
desejado deve satisfazer y∆(r) = ∆(r)y + ∆(δ(r)), para todo r ∈ R. Pela argumentac¸a˜o
feita acima, essa igualdade e´ equivalente a (3.15), (3.16) e (3.17). Assim, por (AO2),
(AO3) e do fato que c ∈ Z(R), segue que existe um u´nico homomorfismo de a´lgebras
∆ que estende ∆R a` R[x; δ] tal que ∆(x) = ∆(1)(1 ⊗ x + x ⊗ 1) + ∆(c)(x ⊗ x). A
coasociatividade de ∆ segue do Lema 3.1.3, visto que c ∈ Rs ∩Rt (AO1).
Defina R[x;δ] : R[x; δ] → k por R[x;δ](rxn) = 0, para todo r ∈ R, n > 0 e R[x;δ](r) =
(r), para todo r ∈ R. A seguir vamos omitir o ı´ndice R[x; δ] de  por na˜o haver perigo
de confusa˜o. Para mostrarmos que  assim definida satisfaz os axiomas da counidade,
comec¸amos observando que basta verifica-los para rxn com n ≥ 1. A hipo´tese δ(Rs) =
δ(Rt) = 0 nos fornece xr = rx para todo r ∈ Rs ∪Rt, em particular xc = cx. Escrevendo
∆(c) = ∆(1)(1⊗ c), temos que ∆(x) = ∆(1)(1⊗ x+ x⊗ (1 + cx)). Mais ainda,
(1⊗ x+ x⊗ (1 + cx))∆(1) = 11 ⊗ x12 + x11 ⊗ 12 + x11 ⊗ cx12
= 11 ⊗ 12x+ 11x⊗ 12 + 11x⊗ 12cx
= ∆(1)(1⊗ x+ x⊗ (1 + cx)) = ∆(x).
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Tambe´m temos que (1 ⊗ x)(x ⊗ (1 + cx)) = (x ⊗ (1 + cx))(1 ⊗ x). Portanto, podemos
escrever a expressa˜o para ∆(rxn) usando os mesmos argumentos da demonstrac¸a˜o do
Teorema 3.1.5, ou seja,
∆(rxn) =
n∑
l=0
(
n
l
) l∑
i=0
(
l
i
)
r1x
l ⊗ r2cixn−l+i.
Como  esta´ definida da mesma forma que no Teorema 3.1.5, segue que
(⊗ id)(∆(rxn)) = rxn = (id⊗ )(∆(rxn)).
Finalmente, verifiquemos a validade do axioma
(fg1)(g2h) = (fgh) = (fg2)(g1h),∀f, g, h ∈ R[x; δ].
Observe que basta verifica-lo para f = axm, g = rxn e h = d ∈ R, pois (fgdxl) = 0 e
(fg1)(g2dx
l) = 0, sempre que l > 0. Assim,
(axmrxnd) = (axmr
n∑
i=0
(
n
i
)
δn−i(d)xi) = (axmrδn(d))
= (a
m∑
i=0
(
m
i
)
δm−i(rδn(d))xi) = (aδm(rδn(d))) = 0.
Por outro lado,
(axm(rxn)1)((rx
n)2d) =
n∑
l=0
(
n
l
) l∑
i=0
(
l
i
)
(axmr1x
l)(r2c
ixn−l+id)
= (axmr1)(r2x
nd)
=
m∑
i=0
(
m
i
) n∑
j=0
(
n
j
)
(aδm−i(r1)xi)(r2δn−j(d)xj)
= (aδm(r1))(r2δ
n(d)) = 0.
Com isso conclu´ımos que (fg1)(g2h) = (fgh). A outra igualdade segue de forma
ana´loga. Isso conclui a demonstrac¸a˜o do teorema. 
Vamos finalizar esta sec¸a˜o analisando essas extenso˜es no caso em que R e´ uma a´lgebra
de Hopf fraca. Comec¸amos com o seguinte:
Lema 3.1.10. Sejam R uma a´lgebra de Hopf fraca, σ um automorfismo de R e δ uma σ-
derivac¸a˜o tais que σ e´ Rs-linear e δ(Rs) = 0. Suponha que H = R[x;σ, δ] e´ uma extensa˜o
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de Hopf-Ore fraca com
∆(x) = ∆(1)(1⊗ x+ x⊗ 1) + ∆(c)(x⊗ x) e (xR) = 0,
onde c ∈ Rs e e´ central em Rs. Enta˜o c = 0.
Demonstrac¸a˜o: Como (xR) = 0 segue que s(x) = 11(x12) = 0. Logo,
0 = s(x) = S(x1)x2 = S(11)12x+ S(11x)12 + S(c1x)c2x = x+ S(x) + S(x)cx.
Por hipo´tese c ∈ Rs, de onde segue que cx = xc. Se S(x) =
∑m
i=0 aix
i, enta˜o
−x =
m∑
i=0
aix
i +
m∑
i=0
aicx
i+1 = a0 +
m∑
i=1
(ai − ai−1c)xi + amcxm+1.
Assim, a0 = 0, a1 = −1, ai = −ai−1c, para quaisquer 1 < i ≤ m, e amc = 0. Ou seja,
(−1)mcm−1 = 0, isto e´, c e´ um elemento nilpotente e central da a´lgebra semissimples Rs
(veja [4, Proposition 2.11]). Portanto c = 0. 
A partir do lema acima, dos Teoremas 3.1.5 e 3.1.9 e do Corola´rio 2.3.21, temos os
seguintes resultados:
Corola´rio 3.1.11. Sejam R uma a´lgebra de Hopf fraca e σ um automorfismo de R.
Enta˜o, a extensa˜o R[x;σ] e´ uma a´lgebra de Hopf fraca com
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d), (xR) = 0
e (σ ⊗ id)(∆(1)) = ∆(1) = (id⊗ σ)(∆(1)) se, e somente se,
a = b = 1, c = d = 0
e σ satisfaz as condic¸o˜es do Corola´rio 2.3.21, isto e´, σ = τ lχ = τ
r
χ, para algum caracter
fraco χ e S = σ ◦ S ◦ σ.
Corola´rio 3.1.12. Sejam R uma a´lgebra de Hopf fraca e δ uma derivac¸a˜o de R. Enta˜o,
H = R[x; δ] e´ uma a´lgebra de Hopf fraca com
∆(x) = ∆(a)(1⊗ x) + ∆(b)(x⊗ 1) + ∆(c)(x⊗ x) + ∆(d) e (xR) = 0
se, e somente se,
a = b = 1, c = d = 0
e δ satisfaz as condic¸o˜es do Corola´rio 2.3.21, isto e´, δ e´ uma coderivac¸a˜o de R tal que
δ(Rt) = 0, (aδ(b)) = 0, para quaisquer a, b ∈ R e S ◦ δ = δ ◦ S.
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Finalizamos observando que, mesmo nesse contexto um pouco mais geral para a escolha
da imagem de x por ∆, na˜o conseguimos obter novas extenso˜es de Hopf-Ore fracas, visto
que o elemento x acaba por ser um elemento primitivo fraco, como o caso tratado no final
do Cap´ıtulo 2.
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