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Abstract. Recently proposed q-rung orthopair fuzzy set (q-ROFS) is a powerful and effective tool to describe fuzziness, uncer-
tainty and vagueness. The prominent feature of q-ROFS is that the sum of membership and non-membership degrees is al-
lowed to be greater than the one with the sum of qth power of the membership degree and qth power of the non-membership 
degree, which is equal to or less than 1. This characteristic makes the q-ROFS more powerful and useful than intuitionistic 
fuzzy set (IFS) and Pythagorean fuzzy set (PFS). The aim of this paper is to develop some aggregation operators for fusing q-
rung orthopair fuzzy information. As the Muirhead mean (MM) is considered as a useful aggregation technology which can 
capture interrelationships among all aggregated arguments, we extend the MM to q-rung orthopair fuzzy environment and 
propose a family of q-rung orthopair fuzzy Muirhead mean operators. Moreover, we investigate some desirable properties and 
special cases of the proposed operators. Further, we apply the proposed operators to solve multi-attribute group decision mak-
ing (MAGDM) problems. Finally, a numerical instance as well as some comparative analysis are provided to demonstrate the 
validity and superiorities of the proposed method. 
Keywords: q-rung orthopair fuzzy set, Muirhead mean, q-rung orthopair fuzzy Muirhead mean, multi-attribute group decision 
making 
1.  Introduction 
 Due to the increasing complexity in economics 
and management, we have to face decision making 
problems in different complicated environments. As 
fuzziness and uncertainty always exist in decision 
making, one of the most important problems is to 
represent attribute values appopriately. Recently, 
quite a few tools have been developed for describing 
and expressing fuzziness and vagueness. For instance, 
Zadeh [1] proposed the fuzzy set (FS). Owing to the 
ability of FSs in modelling fzziness and uncertainty, 
decision making based on FSs has received much  
attention [2-5]. However, the drawback of the FS is 
that it only has a membership degree but ingores 
uncertain information in real decision making 
problems. To overcome the drawback of FS, 
Atanassov [6] proposed the concept of IFS, 
characterized by a membership degree and a non-
membership degree. This characteristic makes it 
more powerful and useful than FS. After the 
apperance of IFSs, quite a few scholars strated to 
study them extensively and deeply [7, 8]. For 
instance, Xu [9] proposed a family of intuitionistic 
fuzzy simple weighted averaging operators. Xu and 
Yager [10], Xia et al. [11] , and Verma [12] proposed 
several intuitionistic fuzzy Bonferroni mean 
operators, which can capture the interrelationship 
among intuitionistic fuzzy numbers (IFNs) 
respectively. Simarily, Yu [13] extened the classical 
Heoronian mean to intuitionsitci fuzzy environment 
and developed a series of intuitionistic fuzzy 
Heronian mean operators. Considering that in some 
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situations attributes and decision makers are in 
different priority levels, Verma and Sharma [14] 
proposed a intuitionistic fuzzy Einstein prioritized 
weighted average operators. Verma and Sharma [15] 
presented a novle measure of inaccuracy between 
IFSs and applied it in intuitionsictic fuzzy MADM. 
Verma and Sharma [16] proposed an exponential 
intuitionistic in the setting of IFSs. Wang et al. [17] 
proposed ordered weighted operators for aggregating 
intuitionistic linguistic numbers. Xia [18] introduced 
point operators for intuitionistic multiplicative 
information, which can redistribute the uncertain 
information according to different preferences of 
decision makers. Furthermore, considering that IFSs 
can effectively cope with fuzziness, they have been 
successfuly appiled in cluster analysis [19, 20], 
medical dignosis [21, 22] and pattern recognition [23, 
24].  
The constraint of IFS is that the sum of member-
ship degree and non-membership degree is equal to 
or less than one. However, there are situations where 
the sum of membership and non-membership degrees 
is greater than the one with their square sum is equal 
to or less than one. For instance, a possible attribute 
value provided by a decision maker maybe (0.7, 0.6), 
in which 0.7 is the membership degree and 0.6 is the 
non-membership degree respectively. As 0.7 + 0.6 = 
1.3 > 1, the ordered pair (0.7, 0.6) is not valid for 
IFNs. To effectively cope with this circumstance, 
Yager [25] proposed PFS, where the sum of member-
ship degree and non-membership degree is allowed 
to be greater than one with their square sum being 
equal or less than one. From the definition of PFS, 
we can find that PFS can be viewed as a generalized 
IFS, and IFS can be viewed as a special case of PFS. 
Therefore, PFS is more useful and can express more 
information than IFS. Since the introduction of PFS, 
quite a few successful applications in decision mak-
ing have been studied and reported. For example, 
Peng and Dai [26] proposed several novel Pythagore-
an fuzzy stochastic multi-attribute decision making 
methods based on prospect theory and regret theory. 
Wei [27] proposed new operations for Pythagorean 
fuzzy numbers (PFNs), which can deal with the inter-
relationship between Pythagorean fuzzy membership 
and non-membership degrees. Muhammad et al. [28] 
extended the TOPSIS (technique for order preference 
by similarity to ideal solution) to decision making 
with interval-valued Pythagorean fuzzy information 
based on Choquet integral. Wei et al. [29], Geng et al. 
[30], and Liu et al. [31] investigated decision making 
problems with Pythagorean 2-tuple linguistic infor-
mation and Pythagorean fuzzy uncertain linguistic 
information respectively. More contributions about 
PFSs in decision making can be found in literatures 
[32-36]. 
As the complexity in real decision-making prob-
lems is increasing, we have to consider the following 
questions. First there are circumstances where the 
sum and square sum of membership and non-
membership degrees are greater than one. For exam-
ple, a decision maker may provide 0.7 and 0.8 as the 
membership and non-membership degrees respec-
tively. Evidently, the ordered pair (0.7, 0.8) cannot be 
represented by IFNs or PFNs. Therefore, the fuzzy 
set theory should be extended to accommodate new 
circumstances. Second in most real decision-making 
problems, attributes are related which means the in-
terrelationship between attributes should be consid-
ered. Therefore, we should aggregate the attribute 
values as well we their interrelationship to obtain the 
overall values for alternatives. To address the first 
issue, Yager [37] proposed the concept of q-ROFS. 
The q-ROFSs are also characterized by a member-
ship degree and a non-membership degree, satisfying 
that the qth power of membership degree and qth 
power of the degree non-membership are  less than or 
equal to 1. Obviously, q-ROFS relaxes the con-
straints of both IFS and PFS, and provides more 
freedom for decision makers. Moreover, the space of 
uncertain information that q-ROFSs can describe is 
broader than both IFSs and PFSs. In other words, all 
intuitionistic fuzzy membership degrees and Pythag-
orean fuzzy membership degrees are part of q-rung 
orthopair fuzzy membership degrees. By adjusting 
the parameter q in q-ROFS, the information expres-
sion range can be determined. Thus, q-ROFSs exhibit 
more usefulness and powerfulness than IFSs and 
PFSs. Furthermore, Liu and Wang [38] introduced 
simple weighted averaging operators for aggregating 
q-rung orthopair fuzzy information. For the second 
issue, Bonferroni [39], Sykora [40], Maclaurin [41], 
and Muirhead [42] proposed the Bonferroni mean 
(BM), Heronian mean (HM), Maclaurin symmetric 
mean (MSM), and Muirhead mean (MM) respective-
ly. All the aggregation technologies can capture the 
interrelationship between aggregated arguments. Re-
cently, P.D. Liu and J.L. Liu [43] investigated the 
BM in q-ROFSs and proposed a family of q-rung 
orthopair fuzzy Bonferroni mean operators. Liu and 
Wang [44] developed some novel q-rung orthopair 
fuzzy Bonferroni mean operators based on Archime-
dean t-norm and t-conorm. Wei et al. [45] developed  
series of q-rung orthopair fuzzy Heronian mean oper-
ators. More recently, Liu and Li [46] pointed out that 
as BM and HM only consider the interrelationship 
between any two arguments while MM can catch the 
interrelationship among all arguments, MM has ad-
vantages over BM and HM. Moreover, MSM is a 
special case of MM, which means MM is more gen-
eral than MSM. In addition, MM has a parameter of 
vector, leading to a flexible aggregation process. 
Thus, considering the advantages of MM, we should 
utilize MM to aggregate q-rung orthopair fuzzy num-
bers (q-ROFNs).  
The motivations and goals of this paper are (1) to 
propose novel aggregation operators to aggregate q-
ROFNs based on MM; (2) to introduce a novel ap-
proach to MAGDM based on the proposed method. 
We also demonstrate the advantages of the proposed 
operators and method. In order to do this, the re-
mainder of this paper is organized as follows. Section 
2 briefly recalls basic concepts such as the q-ROFS 
and the MM. In Section 3, we develop new q-rung 
orthopair fuzzy aggregation operators, such as the q-
rung orthopair fuzzy Muirhead mean (q-ROFMM) 
operator, the q-rung orthopair fuzzy weighted Muir-
head mean (q-ROFWMM) operator, the q-rung or-
thopair fuzzy dual Muirhead mean (q-ROFDMM) 
operator and the q-rung orthopair fuzzy weighted 
dual Muirhead mean (q-ROFWDMM) operator. In 
addition, we discuss some desirable properties and 
special cases of the proposed operators. In Section 4, 
we introduce a novel method to MAGDM problems 
based on the proposed operators. In Section 5, a nu-
merical instance is provided to show the validity and 
superiority of the proposed method. The conclusions 
are given in Section 6. 
2. Basic concepts 
In this section, we briefly recall some basic no-
tions such as q-ROFS and MM.  
2.1. The q-rung orthopair fuzzy set 
Definition 1 [29]. Let X be an ordinary set, then a q-
ROFS A is defined as follows: 
    , ,A AA x u x v x x X  ,          (1) 
where  Au x and  Av x denote the membership and 
non-membership degrees respectively, satisfy-
ing  0 1Au x  ,  0 1Av x  and
   0 1
q q
A Au x v x   ,  1q  . Then 
          
1 qq q q q
A A A A Ax u x v x u x v x    is the 
degree of indeterminacy. Liu and Wang [30] 
called     ,A Au x v x a q-ROFN, which can be de-
noted as  ,a u v . 
In addition, Liu and Wang [30] proposed some op-
erations for q-ROFNs. 
Definition 2 [30]. Let  1 1 1,a u v and  2 2 2,a u v be 
two q-ROFNs,  be a positive real number, then 
(1)   11 2 1 2 1 2 1 2,qq q q qa a u u u u v v    ; 
(2)   11 2 1 2 1 2 1 2, qq q q qa a u u v v v v    ; 
(3)   
1
1 1 11 1 ,
q
qa u v
 
 
   
 
; 
(4)   
1
1 1 1, 1 1
q
qa u v
     
 
. 
Moreover, Liu and Wang [30] proposed a compar-
ison law to compare any two q-ROFNs. 
Definition 3 [30]. Let  ,a u v be a q-ROFN, then 
the score function of a  is defined as   q qS a u v  , 
the accuracy function of a is defined 
as   q qH a u v  . Let  1 1 1,a u v and  2 2 2,a u v be 
any two q-ROFNs,  1S a and  2S a be the score 
functions of 1a and 2a respectively, 
 1H a and  2H a be the accuracy functions 
of 1a and 2a respectively, then 
(1) if    1 2S a S a , then 1 2a a ; 
(2) if    1 2S a S a , then 
if    1 2H a H a , then 1 2a a ; 
if    1 2H a H a , then 1 2a a . 
2.2. Muirhead mean 
The MM was firstly proposed by Muirhead [34] 
for crisp numbers. The prominent characteristic of 
MM is that the interrelationship between aggregated 
arguments can be captured. 
Definition 4 [34]. Let  1,2,...,ja j n be a collec-
tion of crisp numbers and  1 2, ,...,
n
nP p p p R  be a 
vector of parameters. Then, the MM is defined as 
    1
1
1 2
1
1
, ,...,
!
n
j j
j
n
n
P PP
n j
S j
MM a a a a
n



 
   
 
 ,    (2) 
where   1,2,...,j j n   is any permutation of (1, 
2, …, n), and Sn is the collection of all permutations 
of (1, 2, …, n). 
Furthermore, Liu and Li [36] proposed the dual 
Muirhead mean (DMM) 
Definition 5 [36]. Let  1,2,...,ja j n be a collec-
tion of crisp numbers and  1 2, ,...,
n
nP p p p R  be a 
vector of parameters. Then, the MM is defined as 
 1 2, ,...,
P
nDMM a a a   
  
1
!
1
1
1
n
n n
j jn
S j
j
j
p a
p

 

 
 
 


, (3) 
where   1,2,...,j j n  is any permutation 
of  1,2,...,n , and nS is the collection of all permuta-
tions of  1,2,...,n . 
3. q-Rung orthopair Muirhead mean operators 
In this section, we extend the MM to q-rung or-
thopair fuzzy environment and propose a family of q-
rung orthopair fuzzy Muirhead mean operators. 
Moreover, some desirable properties and special cas-
es of the proposed aggregation operators are studied. 
3.1. The q-rung orthopair fuzzy Muirhead mean (q-
ROFMM) operator 
Definition 6. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs,  1 2, ,...,
n
nP p p p R  be a 
vector of parameters, then the q-rung orthopair fuzzy 
Muirhead mean (q-ROFMM) operator is defined as 
 1 2, ,...,P nq ROFMM a a a   
  1
1
1
1
!
n
j j
j
n
n
p P
j
S j
a
n



 
 
 
 
 , (4) 
where   1,2,...,j j n   is any permutation of (1, 
2, …, n), and Sn is the collection of all permutations 
of (1, 2, …, n). 
According to the operations for q-ROFNs, the fol-
lowing theorem can be derived. 
Theorem 1. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs,  1 2, ,...,
n
nP p p p R  be a 
vector of parameters, then aggregated value by the q-
ROFMM operator is still a q-ROFN and 
 1 2, ,...,P nq ROFMM a a a   
 
1
1
1
1
!
1
1 1 ,
n
j
j
j
n
q
P
nn
qp
j
S j
u



 

   
            
       

   
  
1
1
1
1
!
1
1 1 1 1
n
j
j j
n
q
Pnn p
q
j
S j
v



 
 
                          
   . (5) 
Proof. According to Definition 2, we have 
       
1
, 1 1
jj j
qpp p q
j j j
a u v  
 
   
 
, 
      
1
1 1 1
, 1 1
jj j
q
n n n pp p q
j j j
j j j
a u v  
  
  
    
   
   . 
Therefore, 
   
1
1 1
1 1 ,
j j
n n
q
n n n
p qp
j j
S j S j
a u 
    
  
        
    
  
1
1
1 1
j
n
q
n p
q
j
S j
v

 
 
  
  
  , 
and 
  1
1
1
1
!
n
j j
j
n
n
p P
j
S j
a
n



 
   
 
  
 
1
1
1
1
!
1
1 1 ,
n
j
j
j
n
q
P
nn
qp
j
S j
u



 

   
            
       

   
  
1
1 !
1
1 1
j
n
q nn p
q
j
S j
v

 

   
    
    

   . 
Thus,  
  1
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n
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j
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


 
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 
  
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
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
   
            
       

   
  
1
1
1
1
!
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1 1 1 1
n
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n
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Pnn p
q
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


 
 
                          
  . 
Further, let 
 
1
1
1
1
!
1
1 1
n
j
j
j
n
q
P
nn
qp
j
S j
u u



 
   
    
       
    
  
  , 
and 
   1
1
1
1
!
1
1 1 1 1
n
j
j j
n
q
Pnn p
q
j
S j
v v



 
 
                  
  
 
  . 
It is easy to prove that 0 1u  and 0 1v  . 
Since     1
q q
j j
u v
 
  , then    1
q q
j j
u v
 
  , we can get 
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1
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1
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


 
    
        
   
 
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which means the aggregated value by the q-ROFMM 
operator is also a q-ROFN. Therefore, the proof of 
Theorem 1 is completed. 
The prominent advantage of the q-ROFMM opera-
tor is that it can capture the interrelationship between 
q-ROFNs. In addition, the q-ROFMM operator has a 
parameter vector which leads to a flexible aggrega-
tion process. Moreover, quite a few existing opera-
tors are special cases of the q-ROFMM operator. In 
the following, we will discuss some special cases of  
q-ROFMM operator regarding to the parameter vec-
tor P. 
Case 1: when  1,0,...,0P  , then the q-ROFMM 
operator reduces to the following 
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which is the q-rung orthopair fuzzy arithmetic aver-
aging (q-ROFA) operator. 
Case 2: when  ,0,...,0P  , then the q-ROFMM 
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which is q-rung orthopair fuzzy generalized arithme-
tic averaging (q-ROFGA) operator. 
Case 3: when  1,1,0,...,0P  , then the q-ROFMM 
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which is the q-rung orthopair fuzzy Bonferroni mean 
(q-ROFBM) proposed by P.D. Liu and J.L. Liu [35]. 
Case 4: when  1,1,...,1,0,0,...,0
k n k
P
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 , then the q-
ROFMM operator reduces to the following 
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, (9) 
which is the q-rung orthopair fuzzy Maclaurin sym-
metric mean (q-ROFMSM) operator. 
Case 5: when  1,1,...,1P  , then the q-ROFMM 
operator reduces to the following 
   1,1,...,1 1 2, ,..., nq ROFMM a a a   
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which is the q-rung orthopair fuzzy geometric aver-
aging (q-ROFG) operator. 
Case 6: when  1 ,1 ,...,1P n n n , then the q-
ROFMM operator reduces to the following 
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which is the q-ROFG operator. 
Case 7: when 2q  , then the q-ROFMM reduces to 
the following 
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which is the Pythagorean fuzzy Muirhead mean 
(PFMM) operator. 
Case 8: when 1q  , then the q-ROFMM operator 
reduces to the following 
 1 2, ,...,P nq ROFMM a a a   
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which is the intuitionistic fuzzy Muirhead mean 
(IFMM) proposed by Liu and Li [36]. 
It is easy to prove that q-ROFMM has the follow-
ing properties. 
 
Theorem 2 (Idempotency).  
Let   , 1,2,...,j j ja u v j n  be a collection of q-
ROFNs, if all the q-ROFNs are equal, 
i.e.  ,ja a u v  , then 
 1 2, ,...,P nq ROFMM a a a a  .      (14) 
 
Theorem 3 (Monotonicity).  
Let  ,j j ja u v and   , 1,2,...,j j jb s t j n  be two 
collections of q-ROFNs. If
j ju s and j jv t for all i, 
then 
 1 2, ,...,P nq ROFMM a a a  
 1 2, ,...,P nq ROFMM b b b  . (15) 
 
Theorem 4. (Boundedness).  
Let   , 1,2,...,j j ja u v j n  be a collection of q-
ROFNs, then 
 1 2, ,...,P na q ROFMM a a a a
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3.2. The q-rung orthopair fuzzy weighted Muirhead 
mean (q-ROFWMM) operator 
The advantage of the q-ROFMM is that it consid-
ers the interrelationship between the aggregated q-
ROFNs. However, the q-ROFMM does not consider 
the self-importance of the aggregated arguments. 
Therefore, we introduce the q-ROFWMM, which can 
take the corresponding weights of aggregated q-
ROFNs into consideration 
Definition 7. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs,  1 2, ,...,
T
nw w w w be the 
weight vector of  1,2,...,ja j n , satisfy-
ing  0,1iw  and
1
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 , and 
let  1 2= , ,...,
n
nP p p p R be a vector of parameters. 
If  
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then Pq ROFWMM is the q-ROFWMM, 
where   1,2,...,j j n  is any permutation 
of  1,2,...,n , and nS is the collection of all permuta-
tions of  1,2,...,n . 
According to operations of q-ROFNs, the aggre-
gated value by the q-ROFWMM can be obtained, 
which is shown as Theorem 5. 
Theorem 5. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs and  1 2= , ,...,
n
nP p p p R be a 
vector of parameter, then the aggregated value by the 
q-ROFWMM is also a q-ROFN and 
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(18) 
The proof of Theorem 5 is similar to that of Theo-
rem 1. In addition, it is easy to prove that the q-
ROFMM has properties of monotonicity and bound-
edness, but doesn’t have the property of idempotency. 
3.3. The q-rung orthopair fuzzy dual Muirhead mean 
(q-ROFDMM) operator 
In this section, we extend DMM to q-rung or-
thopair fuzzy environment and propose the q-
ROFDMM operator 
Definition 8. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs, and  1 2= , ,...,
n
nP p p p R be a 
vector of parameter, then the q-ROFDMM is defined 
as 
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where   1,2,...,j j n  is any permutation 
of  1,2,...,n , and nS is the collection of all permuta-
tions of  1,2,...,n . 
Similarly, the following theorem can be obtained 
according to Definition 2. 
Theorem 6. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs, and  1 2= , ,...,
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vector of parameter, then aggregated value by the q-
ROFDMM operator is still a q-ROFN and 
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The proof of Theorem 8 is similar to that of Theo-
rem 1.  
In the followings, we shall discuss some special 
cases of q-ROFDMM regarding of the parameter 
vector P. 
Case 1: when  1,0,...,0P  , then the q-ROFDMM 
operator reduces to the following 
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which is the q-ROFG operator. 
Case 2: when  ,0,...,0P  , then the q-ROFDMM 
reduces to the following 
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which is the q-rung orthopair fuzzy generalized geo-
metric averaging (q-ROFGG) operator. 
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reduces to the following 
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(23) 
which is the q-rung orthopair fuzzy geometric Bon-
ferroni mean (q-ROFGBM) operator proposed by 
P.D. Liu and J.L. Liu [35]. 
Case 4: when  1,1,...,1,0,0,...,0
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 , then the q-
ROFDMM reduces to the following 
   1,1,...,1,0,0,...,0 1 2, ,...,
k n k
nq ROFDMM a a a

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 
, (24) 
which is the q-rung orthopair fuzzy dual Maclaurin 
symmetric mean (q-ROFDMSM) operator. 
Case 5: When  1,1,...,1P  , then the q-ROFDMM 
reduces to the following 
   1,1,...,1 1 2, ,..., nq ROFMM a a a   
 
1
1
1
1 1 1
1
1 1 ,
q
n n n
n
q n
jj j
j j j
u v a
n  
  
    
   
   , (25) 
which is q-ROFA operator. 
Case 6: when  1 ,1 ,...,1P n n n , then the q-
ROFMM reduces to the following 
   1 ,1 ,...,1 1 2, ,...,n n n nq ROFMM a a a   
 
1
1
1
1 1 1
1
1 1 ,
q
n n n
n
q n
jj j
j j j
u v a
n  
  
    
   
   , (26) 
which is q-ROFA operator. 
Case 7: when 2q  , then the q-ROFDMM reduces to 
the following 
 1 2, ,...,P nq ROFDMM a a a  
   1
1
1 2
1
!
2
1
1 1 1 1 ,
n
j
j
j
n
rn nr
j
S j


 
 

                 
   

   
 
1
1
1
2!
2
1
1 1
n
j
jj
n
rn n
r
j
S j
v



 

           
  

  , (27) 
which is the Pythagorean fuzzy dual Muirhead mean 
(PFDMM) operator. 
Case 8: when 1q  , then the q-ROFDMM reduces to 
the following 
 1 2, ,...,P nq ROFDMM a a a    
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  . (28) 
where the intuitionistic fuzzy dual Muirhead mean 
(IFDMM) operator is proposed by Liu and Li [28]. 
Similarly, q-ROFDMM also has the properties of 
idempotency, monotonicity and boundedness. 
3.4. The q-rung orthopair fuzzy weighted dual 
Muirhead mean (q-ROFWDMM) operator 
Definition 9. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs,  1 2, ,...,
T
nw w w w be the 
weight vector of  1,2,...,ja j n , satisfy-
ing  0,1iw  and
1
1
n
i
i
w

 , and 
let  1 2= , ,...,
n
nP p p p R be a vector of parameters. 
If 
 1 2, ,...,P nq ROFWDMM a a a  
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, (29) 
then Pq ROFWDMM is the q-ROFWDMM, 
where   1,2,...,j j n  is any permutation 
of  1,2,...,n , and nS is the collection of all permuta-
tions of  1,2,...,n . 
The following theorem can be easily obtained. 
Theorem 7. Let   , 1,2,...,j j ja u v j n  be a col-
lection of q-ROFNs and  1 2= , ,...,
n
nP p p p R be a 
vector of parameters, then the aggregated value by 
using the q-ROFWDMM operator is still a q-ROFN 
and 
 1 2, ,...,P nq ROFWDMM a a a   
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  . (30) 
Similarly, the q-ROFWDMM operator has the 
properties of monotonicity and boundedness, but 
doesn’t have the property of idempotency. 
4. A novel approach to MAGDM based on the 
proposed operators 
In this section, we shall apply the proposed aggre-
gation operators to solve MAGDM problems in q-
rung orthopair fuzzy environment. 
4.1. Description of a typical MAGDM problem with 
q-rung orthopair fuzzy information 
The q-ROFSs are effective tools to describe deci-
sion makers’ fuzziness, uncertainty and indetermina-
cy. Therefore, they are widely used in MAGDM 
problems. A typical q–rung orthopair fuzzy 
MAGDM problem can be described as: 
Let  1 2, ,..., mX x x x be a collection of alternatives, 
 1 2, ,..., nG G G G be n attributes 
and  1 2, ,..., tD D D D be a collection of decision 
makers. For attribute  1,2,...,jG j n of alterna-
tive  1,2,...,ix i m , decision maker kD is required to 
utilize a q-ROFN to express his/her evaluation value, 
which can be denoted as  ,
k k k
ij ij ija u v . Finally, sev-
eral q-rung orthopair fuzzy decision matrix can be 
obtained, which can be denoted as  kk ij
m n
A a

 . The 
weights of decision makers are  1 2, ,...,
T
t    , 
satisfying   0,1 1,2,...,k k t   and 1 1
t
kk


 . 
Weight vector of the attributes is  1 2, ,...,
T
nw w w w , 
satisfying   0,1 1,2,...,jw k n  and 1 1
n
jj
w

 . 
4.2. An algorithm to q-rung orthopair fuzzy MAGDM 
problems 
Step 1. In real decision-making problems, attrib-
utes can always be classified into two types, the ben-
efit type and the cost type. Therefore, the original 
decision matrix should be normalized in order to 
eliminate the impact of different attribute types. We 
can normalize the decision matrix by the following 
equation, 
 
 
 
1
2
,
,
,
k k
k ij ij jk k
ij ij ij k k
ij ij j
u v G I
a u v
v u G I
 
 

,   (31) 
where 1I and 2I represent the benefit attribute type and 
the cost attribute type respectively. 
Step 2: Utilize the q-ROFWMM operator 
 1 2, ,...,k k k kPi i i ina q ROFWMM a a a  ,        (32) 
or the q-ROFWDMM operator 
 1 2, ,...,k k k kPi i i ina q ROFWDMM a a a  ,   (33) 
to fuse all attribute values to overall preference val-
ue
k
ia with respect to each alternative for each deci-
sion maker. 
Step 3. Utilize the q-ROFWMM operator 
 1 2, ,..., ti i i ia q ROFWMM a a a  ,    (34) 
or the q-ROFWDMM operator 
 1 2, ,..., ti i i ia q ROFWDMM a a a  ,    (35) 
to determine the collective overall preference val-
ue  1,2,...,ia i m . 
Step 4. According to Definition 3, calculate the 
scores and accuracy of the overall preference val-
ue  1,2,...,ia i m . 
Step 5. Rank the alternatives. 
5. Numerical example 
To illustrate the validity of the proposed method, 
we provide a numerical instance, which is adapted 
from reference [37]. A person wants to invest his/her 
money to a company and after primary evaluation, 
there are five possible companies remained on the 
candidate list, which can be denoted 
by  1 2 3 4 5, , , ,X x x x x x . Three decision mak-
ers  1,2,3kD k  , whose weight vector 
is  0.35,0.40,0.25
T
  , are invited to assess the five 
possible companies from four attributes which are 
defined as follows: the risk analysis (G1), the growth 
analysis (G2), the social-political impact analysis 
(G3), and the environmental impact analysis (G4). 
Weight vector of the attributes 
is  0.2,0.1,0.3,0.4
T
w  . The decision makers 
 1,2,3kD k   are required to evaluate the compa-
nies  1,2,3,4,5ix i  with respect to the attrib-
utes  1,2,3,4jG j  by the q-ROFNs. Therefore, 
three decision matrices    
5 4
1,2,3
kk
ijA a k

  can 
be obtained, which are shown in Tables 1 to 3. 
 
Table 1. Intuitionistic fuzzy decision matrix 1A provided by 1D  
 G1 G2 G3 G4 
x1 (0.5, 0.4) (0.5, 0.3) (0.2, 0.6) (0.4, 0.4) 
x2 (0.7, 0.3) (0.7, 0.3) (0.6, 0.2) (0.6, 0.2) 
x3 (0.5, 0.4) (0.6, 0.4) (0.6, 0.2) (0.5, 0.3) 
x4 (0.8, 0.2) (0.7, 0.2) (0.4, 0.2) (0.5, 0.2) 
x5 (0.4, 0.3) (0.4, 0.2) (0.4, 0.5) (0.4, 0.6) 
 
Table 2. Intuitionistic fuzzy decision matrix 2A provided by 2D  
 G1 G2 G3 G4 
x1 (0.4, 0.5) (0.6, 0.2) (0.5, 0.4) (0.5, 0.5) 
x2 (0.5, 0.4) (0.6, 0.2) (0.6, 0.3) (0.7, 0.3) 
x3 (0.4, 0.5) (0.3, 0.5) (0.4, 0.4) (0.2, 0.6) 
x4 (0.5, 0.4) (0.7, 0.2) (0.4, 0.4) (0.6, 0.2) 
x5 (0.6, 0.3) (0.7, 0.2) (0.4, 0.2) (0.7, 0.2) 
 
Table 3. Intuitionistic fuzzy decision matrix 2A provided by 3D  
 G1 G2 G3 G4 
x1 (0.4, 0.5) (0.6, 0.2) (0.5, 0.4) (0.5, 0.5) 
x2 (0.5, 0.4) (0.6, 0.2) (0.6, 0.3) (0.7, 0.3) 
x3 (0.4, 0.5) (0.3, 0.5) (0.4, 0.4) (0.2, 0.6) 
x4 (0.5, 0.4) (0.7, 0.2) (0.4, 0.4) (0.6, 0.2) 
x5 (0.6, 0.3) (0.7, 0.2) (0.4, 0.2) (0.7, 0.2) 
5.1. The decision-making process 
In the following, we utilize the proposed method 
to determine the company that the person should in-
vest his/her money to.  
Step 1. Normalize the decision-making matrices. 
As all the attributes are benefit attributes, they do not 
need to be normalized.  
Step 2. For each alternative, aggregate the attrib-
ute values provided by decision makers kD . Here we 
utilize the Eq. (32) to aggregate the attribute values 
and we assume 3q  and  1,1,1,1P  . Therefore, we 
can get 
 
1
1 0.7973,0.3148a     
1
2 0.8857,0.2053a   
 
1
3 0.8488,0.2507a     
1
4 0.8862,0.1743a   
 
1
5 0.7810,0.2854a     
2
1 0.8313,0.2625a   
 
2
2 0.8699,0.2364a     
2
3 0.7525,0.3680a   
 
2
4 0.8577,0.2308a      
2
5 0.8764,0.1892a   
 
3
1 0.8175,0.1892a      
3
2 0.8626,0.2053a   
 
3
3 0.7593,0.2725a      
3
4 0.8119,0.2474a   
 
3
5 0.8524,0.2507a   
Step 3. Calculate the collective preference values 
by Eq. (34). We assume 3q  and  1,1,1,1P  . Thus, 
we can get  
 1 0.9530,0.1472a      2 0.9688,0.1257a  , 
 3 0.9464,0.1740a      4 0.9640,0.1256a   
 5 0.9604,0.1399a   
Step 4. Calculate the scores and accuracy of col-
lective preference values, we have 
 1 0.8622s a     2 0.9073s a     3 0.8425s a   
 4 0.8940s a     5 0.8830s a   
Step 5. Rank the alternatives. According to the 
scores of the overall assessments of alternatives, the 
ranking result of corresponding alternatives 
is
2 4 5 1 3x x x x x . Therefore, 2x is the best 
alternative, which means that the person should in-
vest his/her money to the company
2x . 
In Step 2, if we utilize the q-ROFWDMM operator 
(suppose 3q  and  1,1,1,1P  ) to aggregate deci-
sion makers’ preference information for each alterna-
tive, we can get 
 
1
1 0.2917,0.8080a       
1
2 0.4690,0.7009a   
 
1
3 0.4021,0.7525a       
1
4 0.4223,0.6565a   
 
1
5 0.3071,0.8095a       
2
1 0.3680,0.7736a   
 
2
2 0.4337,0.7365a       
2
3 0.2507,0.8313a   
 
2
4 0.3960,0.7450a       
2
5 0.4270,0.6826a   
 
3
1 0.3538,0.6826a        
3
2 0.4162,0.7009a   
 
3
3 0.2725,0.7593a        
3
4 0.3328,0.7623a   
 
3
5 0.3985,0.7525a   
Then in Step 3, if we utilize the q-ROFWMM op-
erator (suppose 3q  and  1,1,1,1P  ) to calculate 
the overall preference for each alternative, we can get 
 1 0.2013,0.9371a       2 0.2680,0.9220a   
 3 0.1795,0.9440a       4 0.2306,0.9262a   
 5 0.2255,0.9352a   
Therefore, the scores of the overall preference are 
 1 0.8149s a        2 0.7646s a    
 3 0.8355s a        4 0.7821s a    
 5 0.8063s a    
Thus, the ranking order of the alternatives 
is
2 4 5 1 3x x x x x , which means that 2x is the 
best alternative. 
In [35], PD. Liu and JL. Liu proved the effective-
ness of the method based on q-rung orthopair fuzzy 
weighted Bonferroni mean (q-ROFWBM) operator 
and the q-rung orthopair fuzzy weighted geometric 
Bonferroni mean (q−ROFWGBM) operator by using 
some existing methods to solve the same problem. In 
most of the results, the ranking order 
is
2 4 5 1 3x x x x x , which is the same as the 
ranking order using our proposed method. Moreover, 
the ranking result by utilizing the method in [36] 
based on the intuitionistic fuzzy weighted Muirhead 
mean (IFWMM) operator and the intuitionistic fuzzy 
dual weighted Muirhead mean (IFDWMM) operator 
is also
2 4 5 1 3x x x x x , which also proves the 
validity of the proposed method in the present paper. 
5.2. The influence of the parameters on the ranking 
results 
In this section, we shall discuss the influence of 
the parameters on the results. First of all, we investi-
gate the effect of the parameter q on the final results. 
Then we discuss the influence of the parameter vec-
tor P on the score functions of the overall assess-
ments and the final ranking results. The influence of 
the parameter q on the results are shown as Figs 1 
and 2. 
 
Fig 1. Score values of the alternatives when  1,10q based 
on the q-ROFWMM operator 
In Fig 1, we can see that the scores of the overall 
values are different by assigning different parameters 
q to the q-ROFWMM operator. However, the ranking 
results are always
2 4 5 1 3x x x x x . In addition, 
the score functions of the overall assessments by uti-
lizing the q-ROFWMM operator become smaller 
with the parameter q increases. Therefore, the param-
eter q can be viewed as decision makers’ attitude to 
optimism or pessimism. The more optimistic the de-
cision makers are, the smaller value should be as-
signed to q. The more pessimistic the decision mak-
ers are, the greater value should be assigned to q. 
 
Fig 2. Score values of the alternatives when  1,10q based 
on the q-ROFWDMM operator 
In Fig 2, we can find out that with different pa-
rameters q in the q-ROFWDMM operator, the scores 
are different. However, no matter what the parame-
ters q are, the ranking results are al-
ways
2 4 5 1 3x x x x x , which is the same as the 
q-ROFWMM operator. However, score functions of 
the overall assessments by utilizing the q-
ROFWDMM operator become greater with the pa-
rameter q increases, which is opposite to the q-
ROFWMM operator. Therefore, the more optimistic 
the decision makers are, the greater value should be 
assigned to q. The more pessimistic the decision 
makers are, the smaller value should be assigned to q 
in the q-ROFWDMM operator. 
In the following, we investigate the influence of 
the parameter vector P on the scores function of the 
overall assessments and the final ranking results. We 
assume that 3q  . Details can be found in Table 4 
and 5. 
As we can see from Table 4 and 5, the scores of 
the overall values are different by utilizing different 
parameter vector P. However, the ranking orders are 
always the same, that is 2 4 5 1 3x x x x x . In 
addition, some special cases can be obtained by as-
signing some special parameter vectors to the pro-
posed aggregation operators. For instance, if P = (1, 
0, 0, 0), then the q-ROFWMM operator reduces to 
the q-ROFWA operator and the q-ROFWDMM op-
erator reduces to the q-ROFWG operator. Moreover, 
from Table 4 we can find out that the more interrela-
tionship among arguments are taken into account, the 
greater of the score values of the overall assessments 
will become by utilizing the q-ROFWMM operator. 
However, the more interrelationship among argu-
ments are taken into consideration, the smaller of the 
score values of the overall assessments will become 
by utilizing the q-ROFWDMM operator. Therefore, 
different parameter vector P can be regarded as the 
decision makers' risk preference. 
5.3. Comparative analysis 
In this subsection, the ranking results by utilizing 
different methods are always 2 4 5 1 3x x x x x . 
Thus, it cannot show the advantages and superiorities 
of the proposed method. In this section, we conduct a 
comparative analysis to illustrate the merits of our 
method. The example is adapted from [35]. 
Example. A company hopes to develop a novel ca-
reer and after primary discussion, there are four pos-
sible choices  1 2 3 4 5, , , ,x x x x x . They are real estate 
industry, food industry,  education industry,  and 
computer industry. In order to select the best choices, 
the possible alternatives are evaluated from four at-
tributes, they are ability to compete (G1), ability to 
grow (G2), influence of surrounding environment 
(G3), and influence of social-politic (G4). Weight 
vector of the four attributes 
is  0.25,0.30,0.35,0.10
T
w  . Decision makers are  
Table 4. Ranking results by using the different parameter vector P in the q-ROFWMM operator (q = 3) 
Parameter vector P The score function  is   Ranking results 
P = (1, 0, 0, 0) 
 1 0.0395s a  ,  2 0.1727s a  ,  3 0.0110s a    
 4 0.1347s a  ,  5 0.0977s a   
2 4 5 1 3x x x x x  
P = (1, 1, 0, 0) 
 1 0.5419s a  ,  2 0.6698s a  ,  3 0.4937s a   
 4 0.6322s a  ,  5 0.6015s a   
2 4 5 1 3x x x x x  
P = (1, 1, 1, 0) 
 1 0.7660s a  ,  2 0.8395s a  ,  3 0.7353s a   
 4 0.8178s a  ,  5 0.8001s a   
2 4 5 1 3x x x x x  
P = (1, 1, 1, 1) 
 1 0.8622s a  ,  2 0.9073s a  ,  3 0.8425s a   
 4 0.8940s a  ,  5 0.8830s a   
2 4 5 1 3x x x x x  
P = (0.5, 0.5, 0.5, 0.5) 
 1 0.8594s a  ,  2 0.9061s a  ,  3 0.8394s a   
 4 0.8896s a  ,  5 0.8806s a   
2 4 5 1 3x x x x x  
P = (2, 0, 0, 0) 
 1 0.0490s a  ,  2 0.1837s a  ,  3 0.0090s a   
 4 0.1717s a  ,  5 0.1227s a   
2 4 5 1 3x x x x x  
 
Table 5 Ranking results by using the different parameter vector P in the q-ROFWDMM operator (q = 3) 
Parameter vector P The score function  is   Ranking results 
P = (1, 0, 0, 0) 
 1 0.0827s a  ,  2 0.2613s a  ,  3 0.0302s a   
 4 0.1623s a  ,  5 0.1334s a   
2 4 5 1 3x x x x x  
P = (1, 1, 0, 0) 
 1 0.4252s a   ,  2 0.2953s a    3 0.4742s a    
 4 0.3472s a   ,  5 0.4008s a    
2 4 5 1 3x x x x x  
P = (1, 1, 1, 0) 
 1 0.6920s a   ,  2 0.6123s a   ,  3 0.7239s a    
 4 0.6413s a   ,  5 0.6782s a    
2 4 5 1 3x x x x x  
P = (1, 1, 1, 1) 
 1 0.8149s a   ,  2 0.7646s a   ,  3 0.8355s a    
 4 0.7821s a   ,  5 0.8063s a    
2 4 5 1 3x x x x x  
P = (0.5, 0.5, 0.5, 0.5)  1 0.8073s a   ,  2 0.7603s a   ,  3 0.8321s a    2 4 5 1 3x x x x x  
 4 0.7740s a   ,  5 0.7976s a    
P = (2, 0, 0, 0) 
 1 0.0594s a  ,  2 0.2539s a  ,  3 0.0135s a   
 4 0.1413s a  ,  5 0.1057s a   
2 4 5 1 3x x x x x  
required to express their preference information for 
the industry  1,2,3,4ix i  with respect to 
the  1,2,3,4,5jG j  by q-ROFNs. Therefore, a q-rung 
orthopair fuzzy decision matrix can be obtained in 
Table 6. 
In [35], PD. Liu and JL. Liu utilized the methods 
based on the intuitionistic fuzzy weighted averaging 
(IFWA) operator proposed by Xu [4], the weighted 
intuitionistic fuzzy Bonferroni mean (WIFBM) de-
veloped by Xu and Yager [5], the Pythagorean fuzzy 
weighted geometric (PFWG) proposed by Garg [38], 
and the q−ROFWGBM operator. In the present paper, 
to illustrate the superiorities of the proposed method 
comprehensively, we also use the method based on 
the weighted Pythagorean fuzzy geometric Bonferro-
ni mean (WPFGBM) proposed by Liang et al. [39], 
the methods base on IFWMM and IFWDMM opera 
Table 7. Ranking results by different methods of the Example 
Methods and corresponding aggregation operators Scores of  is a  Ranking results 
Method based on the IFWA operator proposed by 
Xu [4] 
 1 0.1768s a  ,  2 0.3036s a   3 0.1177s a    
 4 0.2497s a  ,  5 0.3678s a   
5 2 4 1 3x x x x x  
Method based on the WIFBM operator proposed 
by Xu and Ygaer [5] 
 1 0.4716s a   ,  2 0.5559s a   ,  3 0.6280s a    
 4 0.5279s a   ,  5 0.5093s a    
1 5 4 2 3x x x x x  
Method based on the IFWMM operator proposed 
by Liu and Li [36] 
 1 0.7971s a  ,  2 0.7474s a   ,  3 0.7185s a    
 4 0.7390s a   ,  5 0.7932s a    
1 5 2 4 3x x x x x  
Method based on the IFDWMM operator pro-
posed by Liu and Li [36] 
 1 0.5374s a   ,  2 0.6175s a   ,  3 0.6749s a    
 4 0.6302s a   ,  5 0.5551s a    
1 5 2 4 3x x x x x  
Method based on the PFWG operator proposed by 
Garg [38] 
 1 0.2822s a  ,  2 0.0775s a  ,  3 0.0570s a    
 4 0.1159s a  ,  5 0.2832s a   
5 1 4 2 3x x x x x  
Method based on the WPFBGM operator pro-
posed by Liang et al. [39] 
 1 0.7355s a  ,  2 0.6768s a  ,  3 0.6201s a   
 4 0.6814s a  ,  5 0.7548s a   
5 1 4 2 3x x x x x  
Method based on the q−ROFWGBM operator 
proposed by PD. Liu and JL. Liu [35] 
 1 0.5940s a  ,  2 0.4726s a  ,  3 0.3993s a   
 4 0.4853s a  ,  5 0.5908s a   1 5 4 2 3
x x x x x  
Method based on the q-ROFWA operator pro-
posed by Liu and Wang [30] 
 1 0.4785s a  ,  2 0.4936s a  ,  3 0.3559s a   
 4 0.3874s a  ,  5 0.5044s a   
5 2 1 4 3x x x x x  
Method based on the q−ROFWMM operator 
proposed in this paper 
 1 0.6850s a  ,  2 0.5961s a  ,  3 0.5833s a   
 4 0.5938s a  ,  5 0.6754s a   
1 5 2 4 3x x x x x  
Method based on the q−ROFWDMM operator 
proposed in this paper 
 1 0.3477s a   ,  2 0.4570s a   ,  3 0.5303s a    
 4 0.4754s a   ,  5 0.3739s a    
1 5 2 4 3x x x x x  
 
Table 6.  
q-rung orthopair fuzzy decision matric R of the above example 
 G1 G2 G3 G4 
x1 (0.5, 0.3) (0.6, 0.3) (0.6, 0.3) (0.7, 0.3) 
x2 (0.6, 0.3) (0.5, 0.4) (0.4, 0.5) (0.5, 0.2) 
x3 (0.3, 0.4) (0.6, 0.2) (0.3, 0.6) (0.6, 0.4) 
x4 (0.6, 0.4) (0.5, 0.2) (0.4, 0.4) (0.5, 0.5) 
x5 (0.7, 0.2) (0.6, 0.4) (0.6, 0.3) (0.4, 0.3) 
 tors proposed by Liu and Li [36], and the method 
based on the q-ROFWA operator proposed by Liu 
and Wang [30] to solve the same problem and con-
duct some comparative analysis. The results are 
shown in Table 7. 
From Table 7 we can find out the ranking results 
by the method in [4, 5, 30, 35, 38, 39] are different 
from the ranking results by the methods in [36] and 
the present paper. The reasons can be explained as 
follows. Methods in [4, 30, 38] assume that all the 
attributes are independent, which means that interre-
lationship among arguments are not taken into con-
sideration in the fusion process. Methods in [5, 35, 
39] consider the interrelationship among attribute 
values. However, they can only capture the interrela-
tionship between any two attribute values but cannot 
reflect the interrelationship among all input argu-
ments. The ranking results are the same using the 
methods in [36] and the methods in this paper. All 
these methods consider the interrelationship among 
all input arguments. Therefore, the ranking results are 
the same though the methods in [36] are based on the 
IFNs and methods in this paper are based on the 
q−ROFNs. In addition, if we set q = 2, then the 
q−ROFWMM and the q−ROFWDMM operators will 
reduce to the Pythagorean fuzzy weighted Muirhead 
mean (PFWMM) operator and the Pythagorean fuzzy 
weighted dual Muirhead mean (PFWDMM) operator 
respectively. If we utilize the PFWMM operator to 
aggregate decision makers’ assessments, we can get 
the scores of the overall assessments: 
 1 0.7571s a     2 0.6844s a     3 0.6610s a   
 4 0.6798s a     5 0.7488s a   
Thus, the ranking result is al-
so 1 5 2 4 3x x x x x . If we utilize the PFWDMM 
to aggregate decision makers’ preference, the follow-
ing scores can be obtained: 
 1 0.4439s a     2 0.5424s a     3 0.6106s a    
 4 0.5604s a    5 0.4656s a    
Thus, the ranking result is al-
so 1 5 2 4 3x x x x x . The reason why the ranking 
results by utilizing the approaches based on the 
IFWMM, IFDWMM, PFWMM, PFWDMM, 
q−ROFWMM and q−ROFWDMM operators are the 
same is that all of them can capture the interrelation-
ship among all input arguments. However, the pro-
posed methods in this paper are more powerful as 
they are based on q−ROFNs and the others are based 
on the IFNs and Pythagorean fuzzy numbers (PFNs). 
For instance, if the attribute value of G1 of alternative 
x1 is (0.8, 0.7), then it cannot be represented by the 
IFNs of the PFNs. In this circumstance, the methods 
based on the IFWMM, IFDWMM, PFWMM, 
PFWDMM operators do not work. However, the 
methods based on the q−ROFWMM and 
q−ROFWDMM operators can still work as (0.8, 0.7) 
can be represented by q−ROFNs. 
Evidently, as our methods are based on q−ROFNs 
and can consider the interrelationship among all ag-
gregated inputs, they are more useful, powerful and 
reasonable than existing methods. 
6. Conclusions 
The recently proposed q-ROFS is a powerful tech-
nology to describe and express decision makers’ as-
sessments over alternatives in MAGDM. In this pa-
per, we extend the MM to q-ROFSs and develop q-
ROFMM, q-ROFWMM, q-ROFDMM and q-
ROFWDMM operators. In addition, we present some 
special cases of the proposed operators with the pa-
rameter vector. Moreover, we discuss some desirable 
properties of these operators. Further, we establish a 
novel method to MAGDM problems where attribute 
values take the form of q-ROFNs based on the pro-
posed operators. We also provide a numerical exam-
ple as well as some comparative analysis. The results 
demonstrate that the proposed method is a general-
ized and flexible method compared with other exist-
ing methods.  In the future works, we will apply the 
proposed method to practical MAGDM problems. 
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