Introduction
A dynamical system is a pair (X, G) where X is a set and G is a group (or a semi-group) acting on X . We assume that X is a topological space and G acts continuously on X . Classically, a dynamical system is obtained by iterations of a continuous self map ϕ on X .
Notation.
In a simpler way, we will denote the dynamical system induced by iterations of the application ϕ on X by (X, ϕ).
First, recall some general definitions.
Definitions 1.
(1) Let (X, G) be a dynamical system and x ∈ X . The orbit of x is the set O(x) = {g.x | g ∈ G}.
(2) Let x ∈ X and f be a self map. The point x is a periodic point of the system (X, f ) if there exists r 1 such that f r (x) = x. The cardinality of the orbit of x is the period of x.
(3) A cycle is the orbit of a periodic point.
Recently, some interest has been given to dynamical systems in a non-archimedean context (see [1] and [2] and their references). For instance, in the case of monomial systems, Khrennikov showed the following result (here Q p denotes the field of p-adic numbers):
Theorem 2. (See [6] .) Let p > 2, n 1 and for j 1 let m j = GCD(n j − 1, p − 1). The dynamical system (Q p , x n ) has a cycle of period r if and only if m r is not divisible by any m j for 1 j r − 1.
In [7, Chapter 4] , small perturbations of (Q p , x n ) are studied. In particular, the theory is applied on dynamical systems (Q p , x n + a) where a is of small valuation. In [3] , the authors describe the dynamical system induced by an affine self map on Q p and more generally of a local field of characteristic 0.
Notations. In what follows, K will denote a local field endowed with a discrete valuation v, and V = {x ∈ K | v(x) 0} will be its ring of integers and M its maximal ideal. The prime p will denote the characteristic of the residue field k = V /M.
In this article, we are interested in two dynamical systems that are induced by maps that can be considered to be affine applications. First, in Section 2 we consider the dynamical system (K , ϕ) where h ∈ N, a ∈ V and ϕ(x) = x p h + a. This dynamical system can been seen as a generalization of the dynamical system (K , x + a) studied in [3] . We will determine the dynamic of the system (K , ϕ) and in particular, we will describe the cycles of (K , ϕ).
In Section 3, denoting by q a power of p, we will assume that K is the completion of F q [T ] for a P -adic valuation, where P is a monic irreducible polynomial of F q [T ] . Using the Carlitz module, we will define a continuous action of F q [T ] on K . We will show that the dynamics of (K , F q [T ]) are quite similar to those of the dynamical system (Q p , f ), where f is an affine map of Q p in itself.
The dynamical system (K ,
Let a ∈ V and h ∈ N and ϕ(x) = x p h + a. In this section, we describe the dynamic of the system (K , ϕ). Recall some definitions.
Definitions 3.
(1) The point x ∈ X is a recurrent point of (X, G) if x is an accumulation point of its orbit.
The existence of minimal subset is given by the following theorem which is a consequence of the Zorn lemma.
Theorem 4 (Birkhoff). Let X be a compact topological space and let G be a group acting continuously on X .
The system (X, G) admits a minimal subset.
Notation. In this section, q will denote the cardinality of the residue field k.
Reduction to the system (V , ϕ)
Obviously, if x ∈ K \ V , v(ϕ n (x)) tends to −∞. Therefore, every element of a minimal subset of K belongs to V . Thus, every minimal subset of the system (K , ϕ) is included in V . In particular, in the sequel, we will be interested in the system (V , ϕ).
It is obvious that every cycle of length r in V induces a cycle of length r r with r | r in the residue field k. In fact, we will show that, for every cycle of (V , ϕ), there exists a cycle of the same length in the residue field and conversely.
Minimal subsets of (V , ϕ)
Recall the
The following proposition deals with the density of the range of 1-lipschitzian map. 
for all x, y ∈ E.
We deduce the
Corollary 7. Let K be a valued field and f be a 1-lipschitzian map from K to K . The map f is an isometry of every precompact minimal subset of (K , f ).
Since V is a compact subset of K and is invariant with respect to ϕ, the Birkhoff Theorem implies that the system (V , ϕ) admits minimal subsets. The following theorem shows that all minimal subsets of the system (K , ϕ) are cycles.
The elements of a minimal system of (V , f ) are pairwise uncongruent modulo M. In particular, a minimal subset of (V , f ) is a cycle of length q.
Proof. Let E ⊆ V be a minimal subsystem of (V , f ). Since the map f is 1-lipschitzian, by Proposition 6, f is an isometry of E and v( f (x) − f (y)) = v(x − y) for all x, y ∈ E. By Taylor's formula, for every x, y ∈ E, one has
where f 2 , . . . , f n−1 ∈ V [X] and deg f = n. In particular, since f is an isometry, for every x = y ∈ E, v(x − y) = 0. Hence, the subset E is finite of cardinality q. 2
Lemma 9. For all x, y ∈ V such that v(x − y) 1 and for every m ∈ N, one has
Proof. By Taylor's formula, we can write
One concludes by induction on m. 2
The following lemma is an immediate consequence.
Lemma 10. Let E and F be two distincts minimal subsets of (V , ϕ). For all (x, y) ∈ E × F , one has v(x− y) = 0.
Proof. By the previous lemma, if v(x − y) 1, the sequence (ϕ
The following theorem gives a relationship between the lengths of minimal subsets of (K , ϕ). 
ϕ induces a bijection on k, then E is an invariant compact of V . Thanks to Theorem 4, the system (E , ϕ) admits a minimal subset E s+1 of cardinality r s+1 . By iteration, we obtain a finite number of cycles with lengths r 1 , r 2 , . . . , r k and
Remarks 12.
(1) The union of all minimal subsets E 1 , E 2 , . . . , E k forms a complete system of cosets of k.
(2) The set of all recurrent points of the system (V , ϕ) is the union
By Birkhoff's Theorem, it contains a minimal subset E and, by Theorem 8, E is a singleton.
Lemma 13. Let E = {ϕ
i (x 0 ) | i ∈ N} be a minimal subset of (K , ϕ) with cardinality r and x ∈ V be such that
Proof. According to Lemma 10, v(x − x 0 ) 1 implies that for every n ∈ N, one has
In particular, we have: Proof. Every cycle of ϕ in V induces a cycle in k. The converse is a consequence of the previous lemma. 2
Lengths of cycles
We have seen that all minimal subsets of the system (K , ϕ) are cycles whose periods r 1 , r 2 , . . . , r k are such that From now on, we will suppose that f does not divide h. Denote δ = GCD( f , h) and m = f /δ. Let σ be the automorphism of k defined by σ (x) = x p h for all x ∈ k and let G be the cyclic group generated by σ . It follows that k is a Galoisian extension of k
The trace of x ∈ k relative to k G will be denoted Tr(x).
Lemma 16. Let x ∈ k. (2) This is an immediate consequence of Tr(w) = 0. 2
The simplicity of the function ϕ allows us to compute its iterates explicitly. The next formula is
We have the Lemma 17. For every x ∈ k and r ∈ N (r = αm + r 0 , α, r 0 ∈ N, 0 r 0 < m), the r-th iterate of ϕ at x is:
Proof. By equality (2) above, we have
Remark 18. By the previous lemma, for every r ∈ N (r = αm + r 0 , α, r ∈ N, r 0 < m) and every x ∈ k, we have
Lemma 19. If m = f /δ and r ∈ Per(a, h) then r divides pm.
Proof. Since r is a length of a cycle of ϕ in k, it suffices to show that for every
Thanks to the previous lemma, we have
We will prove that the periods of the system (K , ϕ) depend on Tr(a) only. Since the next lemma is trivial and well-known. We skip its proof.
Lemma 20. Let L be a field, n a positive integer and a 0 , a 1 , . . . , a n elements of L. The system
. . Recall that m = f /δ where δ = GCD( f , h).
Notation.
(1) For every n ∈ Z, we denote by θ(n) the unique non-negative integer such that θ(n) = n (mod m) and 0 θ(n) < m. By equality (3), one has
for all 0 i < m/o(r 0 ) and 0 j < o(r 0 ).
By Lemma 20, for every 0 i < m/o(r 0 ), the system 
Since 
We are now able to give the periods of (K , ϕ). Recall that Per(a, h) is the set of all periods of the system (V , ϕ). We distinguish two cases:
The case Tr(a) = 0
We assume that Tr(a) = 0.
Theorem 22. If r ∈ N, then r ∈ Per(a, h) if and only if r divides m.
In other words, the set of the periods of ϕ is the set of divisors of m.
Proof. To show the "if" part, it is sufficient to prove that ϕ m (x) = x for every x ∈ k. This is an immediate consequence of Proposition 21. Conversely, let r ∈ N be a divisor of m and r be a strict divisor of r. The order of r (resp. r ) in (Z/mZ, +) is m/r (resp. m/r ). By Proposition 21, 
Action of the Carlitz module

Definitions and minimal subsets
Let p be a prime number and q be a power of p. Recall that the Carlitz module is the injective
For an irreducible polynomial P of F q [T ], we denote by V the completion of F q [T ] for the P -adic valuation v, by M its maximal ideal and by K its quotient field. From now on, we assume that 
For every i ∈ N, denote by Ψ i the polynomial
For every a ∈ F q [T ], we have (see [5] )
(see [5, Corollary 3.3.5] ). Hence, for all 0 i < deg a, one has
v(H).
We deduce that v(C a (H)) = q deg a v(H). This proves the lemma. 2
Thanks to this lemma, we can restrict the study of the dynamics of τ H to the case H ∈ V . We suppose this condition satisfied from now on. Assume that H is a point of a-division for some a ∈
, that is C a (H) = 0. Then, for every x ∈ K , the orbit of x under the action of τ H is finite. Indeed,
Hypothesis. From now on, we assume that H ∈ V and H is not a point of division.
Lemma 28. Let x ∈ V . 
Proof. (1) For every 1 i deg a, one has
(2) One has
Hence, it is sufficient to show that there exists
Remark 30. The proof of this proposition shows that there exists a monic polynomial W with the least degree such that
∈ M, by Lemma 28(2), one has v(C P (H)) = 0 and W = P . Again, we conclude that GCD(
By Lemma 28(1), C Q (C W (H)) ∈ M, and C a (H) ∈ M if and only if C R (H) ∈ M, that is if and only if
Let exp C (resp. log C ) be the Carlitz exponential (resp. the Carlitz logarithm) defined on M by
The Carlitz exponential satisfies the following functional equation (see [5, Chapter 3] ): for all x ∈ M and for all a ∈ F q [T ]
Moreover, the Carlitz exponential and the Carlitz logarithm are continuous on M and are inverse (see [8] 
Proposition 32. Let x, y ∈ K . One has O(x) = O(y) if and only if there exist G
By the compactness of V , there exists a subsequence of (R n ) n∈N (say (R n k ) k∈N ) converging in V (say to G 0 ∈ V ). By continuity of log C and relation (6), we obtain that (7) and (8) 
We deduce that there exists
Notation. For every r ∈ Z, one denotes by S r the sphere with center 0 and radius r, i.e. 
For every 1 i σ r and for every a ∈ F q [T ], one has τ H (a, 
For every n ∈ N, let Q n = W 1 (1 + P + · · · + P n ). One has for every n, n ∈ N (n > n),
n. Remarks 40.
(1) The results obtained in this section are quite similar to those obtained in [3] for a dynamical system induced by an affine application on a local field of characteristic 0. (2) More generally, it could be interesting to study the analogous problem where the Carlitz module is replaced by a Drinfel'd module, F q [T ] by the ring O ∞ of regular functions of a non-singular curve outside a prime, and P by a prime of O ∞ .
