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La physique subatomique, comme son nom l’indique, étudie la matière organisée à des échelles de
grandeurs plus petites que l’atome. En principe, cela comprend à la fois l’étude des noyaux ato-
miques (la physique nucléaire) et celle des particules «élémentaires» (la physique subatomique pro-
prement dite). On préfère le terme physique subatomique à physique des particules élémentaires
car beaucoup de particules subatomiques (celles qu’on appelle les hadrons) ne sont pas élémen-
taires, mais composées d’éléments plus simples (les quarks). Les deux sujets furent indissociables
jusqu’aux années 1940 ; la physique nucléaire a ensuite atteint un stade de maturité relatif et s’est
différenciée de la quête des constituants ultimes de la matière par ses problèmes, ses méthodes,
voire ses instruments. Dans ce manuel, nous allons nous concentrer sur la physique subatomique
proprement dite. Son point culminant est la description du modèle standard, au chapitre 6. Après
ce chapitre, nous effectuons un retour dans le temps afin de décrire rapidement les concepts de
base de la physique nucléaire, dans trois chapitres qui ne font pas partie du cours tel quel.
A Panorama historique
L’électron La particule connue aujourd’hui sous le nom d’électron est la première particule sub-
atomique à avoir été identifiée. On fabrique, à partir des années 1860, des tubes de
verre évacués dans lesquels sont installées des électrodes. Ces tubes à décharge sont mis au point
par Heinrich GEISSLER ; le tube à décharge est ensuite amélioré par William CROOKES . On observe
dans ces tubes d’étranges rayons, originaires de la cathode. Ceux-ci sont observés successivement
par les savants allemands PLÜCKER, HITTORF et GOLDSTEIN. C’est ce dernier qui les appelle rayons
cathodiques en 1876. Deux interprétations ont cours : soit ces rayons sont des particules, soit ce sont
des ondes se propageant dans l’éther. Heinrich HERTZ et son étudiant Philipp LENARD croient en
cette dernière hypothèse, mais Jean PERRIN soutient la première et démontre en 1895 que les rayons
cathodiques portent une charge électrique négative : ils sont déviés par un champ magnétique. En
1897, Joseph John THOMSON confirme les résultats de Perrin, mesure même le rapport charge/-
masse de ces particules et réussit à les dévier à l’aide d’un champ électrique. 1 Plus tard, Thomson
1. Ceci n’avait pu être fait auparavant parce que le vide à l’intérieur des tubes n’était pas assez grand : l’air résiduel
s’ionisait et annulait le champ électrique appliqué.
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parvient à mesurer la charge de ces particules et en conclut que leur masse est environ 1 000 fois in-
férieure à celle de l’hydrogène (cette mesure sera raffinée par l’Américain Robert MILLIKAN en 1909,
pour donner un rapport de masse plus proche de 2 000). Thomson montre aussi que tous les rayons
cathodiques sont les mêmes, qu’importe la source, et donc que ces particules sont universelles. En
particulier, la forme de radioactivité appelée bêta (β ) est composée des mêmes particules. Le terme
électron avait auparavant été suggéré par le physicien irlandais STONEY, qui avait émis l’hypothèse
d’un « atome » d’électricité, en relation avec une théorie électromagnétique de l’éther. Ce terme
sera rapidement adopté pour désigner les particules cathodiques de Perrin et Thomson, quoique
ce dernier se refusera longtemps à l’adopter. On utilise le symbole e pour désigner l’électron.
Le photon La dualité onde-corpuscule, si fondamentale à la physique quantique, a été révélée
pour la première fois en étudiant le comportement de la lumière. C’est Albert EINSTEIN
qui a proposé, en 1905, que la lumière se propageait par paquets (lichtquanta), afin d’expliquer
l’effet photoélectrique. Le mot photon est apparu plus tard (vers 1926) pour désigner ces paquets
ou quanta et a été universellement utilisé depuis. Dans le contexte de la physique subatomique,
ce sont les photons de très haute énergie (les rayons gamma) qui sont pertinents. Ceux-ci furent
observés pour la première fois par Paul VILLARD en 1900. Pour cette raison, le symbole utilisé pour
désigner le photon est γ.
Sur le plan théorique, le photon est une excitation du champ électromagnétique, dont la quanti-
fication a aussi été réalisée en 1926. La notion de particule et de quanta prend tout son sens lors-
qu’on applique la mécanique quantique aux champs (voir chapitre 2). Cette procédure, appliquée
au champ électromagnétique, mène à l’électrodynamique quantique (voir chapitre 4). Cette théo-
rie cruciale, formulée pour la première fois en 1926, a dû attendre la fin des années 1940 avant de
trouver un sens plus précis et a plus tard servi de cadre pour décrire toutes les interactions fonda-
mentales.
Le proton C’est en 1919 que la particule connue sous le nom de proton a été formellement iden-
tifiée, par Ernest RUTHERFORD. Il a fallu pour cela se convaincre que les masses des
différents noyaux étaient approximativement des multiples entiers de la masse du noyau d’hydro-










Le mot proton (Grec pour ‘premier’) fut choisi pour désigner le noyau 11H, car il constitue selon cette
hypothèse la matière première de tous les éléments.
L’antimatière En 1928, Paul DIRAC proposa une équation d’onde analogue à celle de Schrödinger,
mais compatible avec la théorie de la relativité restreinte, qui décrivait l’électron
et son spin. Or cette équation comporte des solutions à énergies négatives comme à énergies po-
sitives et ces solutions furent correctement interprétées par Dirac comme décrivant des particules
de même masse que l’électron, mais de charge opposée. Initialement, Dirac aurait souhaité que
ces particules soient les protons, ce qui lui aurait permis de décrire toutes les particules connues
alors à l’aide d’une seule équation, mais il s’est rapidement convaincu que la condition d’égalité de
la masse de cette particule avec celle de l’électron ne pouvait pas être levée même en considérant
l’effet des interactions électromagnétiques. Il s’est alors résolu à prédire qu’une particule nouvelle,
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ayant la même masse que l’électron, mais une charge positive, devait exister. Cette particule s’anni-
hile avec un électron pour produire 2 photons, ce qui explique sa rareté naturelle. Elle fut observée
pour la première fois par Carl ANDERSON dans les rayons cosmiques en 1932 et fut appelée positron
en anglais. En français, l’usage recommandé est positon, mais en pratique le terme positron est uti-
lisé. Ces concepts seront développés en détail au chapitre 3. Le concept d’antiparticule se généralise
à toutes les particules chargées.
Le neutron Le premier modèle du noyau supposait qu’un nucléide de charge Z e et de nombre de
masse A comportait A protons et N = A−Z électrons. Ce modèle naïf pouvait expli-
quer pourquoi certains nucléides émettent des électrons (rayonnement bêta). Suite à la formulation
de la mécanique quantique en 1925/1926 et en particulier du principe d’incertitude de Heisenberg,
ce modèle est devenu intenable, car il était clair qu’on ne pouvait confiner des électrons dans un
espace aussi restreint que le noyau atomique (∼ 10−15m) sans entraîner des fluctuations d’éner-
gie énormes pour ces électrons, fluctuations qui auraient immédiatement éjecté les électrons du
noyau. Cette situation gênante perdura jusqu’en 1932, quand un nouveau type de «rayon» très pé-
nétrant et capable d’éjecter des protons par collision fut découvert. Ce rayon fut correctement in-
terprété par James CHADWICK comme constituant une particule neutre d’une masse légèrement
supérieure à celle du proton. Cette découverte a permis l’élaboration d’une véritable physique nu-
cléaire. Une nouvelle force fondamentale, simplement appelée l’interaction forte ou force nucléaire
forte, doit être invoquée pour expliquer la cohésion du noyau, c’est-à-dire l’attraction des protons
et des neutrons entre eux.
Les neutrinos La désintégration bêta, l’une des trois formes de radioactivité découvertes à l’aube
du XXe siècle, a cette propriété particulière qu’elle ne semblait pas respecter les
lois de conservations chères à la physique (énergie, quantité de mouvement et moment cinétique).
Dans sa forme la plus courante, la désintégration bêta prend apparemment la forme suivante :
n → p + e (le neutron se désintègre en un proton et un électron). Or, dans tout processus où une
seule particule se désintègre en deux fragments, la conservation de l’énergie et de la quantité de
mouvement impose que chacun des deux fragments ait une énergie bien définie dans le référentiel
du neutron. Ce n’est pas le cas cependant : on observe un spectre continu d’énergie pour l’électron
émis (voir Fig. 6.1 à la page 182). La solution à ce paradoxe, proposée par Wolfgang PAULI, a été de
supposer qu’une troisième particule, électriquement neutre et très peu massive, faisait partie des
produits de la désintégration bêta. Cette particule fut appelée neutrino par Enrico FERMI. Il s’agit
du cas classique d’une particule hypothétique et pratiquement inobservable, introduite dans le but
de respecter des lois de conservation fondamentales. Ce n’est qu’en 1955 que le neutrino put être
observé via sa collision avec d’autres particules.
Plus important, le processus de désintégration bêta n’est régi ni par l’interaction électromagné-
tique, ni par l’interaction forte, mais par une nouvelle interaction, appelée interaction faible ou
force nucléaire faible, décrite pour la première fois par Fermi en 1933. Une description plus cor-
recte de l’interaction faible, élaborée dans les années 1960, formera la base du modèle standard.
Elle est exposée au chapitre 6. En fait, il s’agit d’une synthèse de l’interaction électromagnétique
et de l’interaction faible, décrite par la théorie électrofaible, attribuée à Sheldon GLASHOW (1961),
Steven WEINBERG et Abdus SALAM (1967).
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Les mésons Avec l’électrodynamique quantique est apparu le concept de particule médiatrice :
chaque force fondamentale est représentée par une particule qui est, en un certain
sens expliqué au chapitre 2, échangée entre les particules qui sont sous l’influence de cette inter-
action. Dans cette représentation, des particules chargées en interaction échangent entre elles des
photons virtuels, une manifestation des états virtuels en théorie quantique des perturbations. L’idée
d’associer une particule nouvelle à l’interaction nucléaire forte a été proposée par Hideki YUKAWA
et Ernst STÜCKELBERG en 1934 et 1935. Cette particule hypothétique, d’une masse située entre 100
MeV et 200 Mev, fut appelée méson. La découverte de particules ayant à peu près ces caractéris-
tiques dans les rayons cosmiques en 1936, par Carl Anderson et Seth NEDDERMEYER, fut suivie d’une
période de confusion causée par le fait que ladite particule ne semblait pas interagir fortement. On
s’aperçut plus tard que la particule découverte par Anderson et Neddermeyer n’avait rien à voir avec
l’interaction forte, mais était plutôt une espèce d’électron lourd qu’on appela méson µ ou muon.
Une particule plus proche de celle envisagée par Yukawa fut découverte en 1947 et reçut le nom de
méson π ou pion.
Les quarks La mise en service d’accélérateurs de particules plus puissants dans les années 1950
multiplia le nombre de nouvelles particules sensibles aux interactions fortes. Ces par-
ticules, collectivement appelées hadrons étaient si nombreuses qu’il semblât inévitable qu’elles
soient non pas élémentaires, mais au contraire composées d’éléments plus simples. En 1963, Mur-
ray GELL-MANN proposa que ces hadrons soient composés de trois variétés de particules élémen-
taires qu’il appelle quarks ; il s’agissait à cette époque des quarks u , d et s . Plus tard on ajouta à cette
liste les quarks c , b et t . Gell-Mann donna à sa théorie, fondée uniquement sur des considérations
de symétrie, le nom de eightfold way (ou voie octuple). Elle sera décrite à la section 5.C. Bien que
des évidences expérimentales tendent à confirmer le caractère composite des hadrons dans les an-
nées 1960, c’est la découverte d’une nouvelle série de mésons en novembre 1974 qui convainquit la
communauté scientifique de l’existence des quarks. Parallèlement à cette découverte, une théorie
fondamentale de l’interaction entre les quarks, la chromodynamique quantique ou QCD, sorte de
généralisation de l’électrodynamique quantique, fut proposée au début des années 1970 par David
GROSS, Frank WILCECK et David POLITZER. Cette théorie est décrite à la section 5.D.
Le boson de Higgs Les arguments basés sur la symétrie sont d’une importance capitale dans le
modèle standard. S’ajoutent à cela des arguments basés sur le principe de na-
turalité, qui stipule que les paramètres d’une théorie ne devraient pas être ajustés finement afin
de produire des coïncidences artificielles. Le modèle standard, pour être naturel, doit comporter
au départ des particules qui, pour des raisons de symétrie, n’ont initialement pas de masse. Leur
masse doit être générée suite à une brisure spontanée de cette symétrie, constituant le mécanisme
de Higgs-Anderson, qui sera expliqué à la section 6.C de ce manuel. Cette théorie fut proposée à peu
près en même temps par plusieurs théoriciens en 1964, mais le nom de Peter Higgs est celui qui lui
est resté collé. Elle prédit l’existence d’une particule très massive, le boson de Higgs, sorte de sous-
produit de ce mécanisme de génération des masses, mais qui autrement joue un rôle relativement
effacé dans le modèle standard. La quête de cette particule a été un enjeu majeur de la physique sub-
atomique expérimentale dans années 2000 et a justifié pratiquement à elle seule la construction du
Large Hadron Collider. Elle a finalement été observée en 2012. Il s’agit de la dernière découverte
majeure en physique subatomique.
12
B. Le modèle standard : survol
B Le modèle standard : survol
Toute explication scientifique, simple ou complexe, repose sur ce qu’on appelle un paradigme,
c’est-à-dire un modèle avec ses hypothèses et concepts fondamentaux. Une « super-théorie », en
quelque sorte. La physique subatomique repose sur un tel paradigme, couramment appelé le mo-
dèle standard 2.
Ce modèle standard est provisoirement considéré comme la théorie correcte des phénomènes sub-
atomiques. « Provisoirement » signifie depuis le milieu des années 1970, et jusqu’à ce qu’une théorie
plus satisfaisante soit proposée, ce qui n’est toujours pas le cas au moment d’écrire ce texte.
À la base du modèle standard est un outil théorique fondamental : la théorie quantique des champs
(TQC). La TQC est une description quantique d’objets qui s’étendent dans tout l’espace, comme
le champ électromagnétique, qui en est l’exemple le plus ancien. La TQC doit aussi être formulée
dans le cadre de la relativité restreinte, car toute description des particules élémentaires se doit de
respecter le principe de relativité.
Le modèle standard offre une description des phénomènes subatomiques compatible avec essen-
tiellement toutes les données expérimentales, exception faite des oscillations de neutrinos soup-
çonnées depuis les années 1980 et confirmées plus solidement au début des années 2000. Il décrit
les interactions forte, faible et électromagnétique à l’aide de ce qu’on appelle des théories de jauge.
Ces interactions agissent sur des particules de matière, des fermions, qui sont rangées en trois fa-
milles semblables et comptent quarks et leptons (voir figure 1.1).
1.B.1 Classification des particules élémentaires
Le concept fondamental de la théorie quantique des champs est que les particules élémentaires
sont considérées comme des quanta, c’est-à-dire des oscillations ou fluctuations quantifiées de
champs. Ces particules (et par extension, les champs correspondants) sont soit des bosons ou des
fermions. Les champs de bosons, tel le champ électromagnétique, peuvent être formulés plus intui-
tivement dans la limite classique ; ils correspondent aux interactions fondamentales. Les champs de
fermions n’ont pas de limite classique ; ce sont des objets purement quantiques qui correspondent
aux particules de matière (quarks et leptons).
2. ou, plus longuement, modèle standard des particules élémentaires, pour le distinguer d’autres modèles standards







































































Tableau des particules élémentaires dans le modèle standard. Les bosons figurent à gauche, les fermions
à droite. La charge électrique Q des différents fermions est indiquée. À chaque espèce de fermion est aussi
associée une antiparticule.
Fermions Commençons par les fermions, tous de spin 12 comme l’électron. Ils sont organisés en
trois familles distinctes, semblables dans la manière avec laquelle ils interagissent (par
exemple la charge électrique Q ), mais très différentes dans leurs masses (les familles sont numéro-
tées dans l’ordre croissant des masses). On distingue les leptons, 3 qui ne ressentent pas l’interaction
forte, des quarks, qui la ressentent et qui, par une propriété singulière de l’interaction forte appe-
lée confinement, ne peuvent être observés en tant que particules libres. Chaque quark, de surcroît,
existe en trois couleurs, c’est-à-dire trois exemplaires équivalents (non répétés sur le tableau). En
tenant compte de ce fait, on voit que la charge électrique totale de chaque famille est nulle.
Les fermions élémentaires ont tous un spin 12 et sont tous décrits par l’équation de Dirac (c’est-
à-dire que les champs correspondants sont des champs de Dirac, mathématiquement décrits par
des spineurs à 4 composantes). Ils ont tous des antiparticules (non inscrites sur le tableau), qu’on
note généralement par une barre au-dessus du symbole (par exemple, ē désigne l’antiélectron, ou
positron).
Les quarks, qui ne sont pas observables individuellement, forment des particules composites de
deux types : les mésons sont formés d’un quark et d’un antiquark (on écrirait q q̄ , q signifiant un
quark quelconque) et les baryons, formés de trois quarks (q q q ). Les mésons sont des bosons, car
ils sont formés de deux fermions, mais ne sont pas élémentaires. Les baryons, dont les plus connus
sont le proton (u ud ) et le neutron (ud d ), sont des fermions. Les baryons et les mésons sont collec-
tivement appelés hadrons, 4 terme qui désigne toutes les particules sensibles à l’interaction forte.
La nature fermionique des quarks et des leptons, c’est-à-dire le fait qu’ils obéissent au principe de
Pauli, donne justement à la matière la propriété de solidité, d’impénétrabilité qui la distingue des
ondes électromagnétiques et, par extension, des objets formés de bosons élémentaires seulement.
3. Du grec leptos, qui veut dire ‘maigre’, ‘mince’ ou ‘délicat’.
4. Du grec adros, qui veut dire ‘grand’, ‘fort’.
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Bosons Les bosons sont associés aux interactions. Ceci signifie que les fermions n’interagissent
pas directement entre eux, mais uniquement par l’intermédiaire des bosons. Un concept
important qui survient dans la théorie des perturbations appliquée à la TQC est celui de particule
virtuelle. Une particule virtuelle n’est pas observable et ne constitue pas un objet se propageant li-
brement, mais constitue plutôt un objet transitoire, une fluctuation du champ correspondant, dont
l’existence se définit sur un temps très court. On dit que les fermions interagissent en échangeant
(c’est-à-dire en émettant et absorbant) des bosons virtuels.
Les trois interactions fondamentales décrites dans le modèle standard (celui-ci ignore la gravité)
sont :
1. L’électromagnétisme. La particule correspondante est le photon (γ). Ceci signifie que les os-
cillations quantifiées du champ électromagnétique forment des objets détectables qu’on ap-
pelle photons et que les particules chargées peuvent échanger des photons virtuels.
2. L’interaction faible. Les particules correspondantes n’ont pas de nom, mais sont notées W ±
et Z . La faiblesse de l’interaction faible aux basses énergies est liée à la masse très grande de
ces particules (de l’ordre de 100 GeV). En fait, l’interaction faible et l’interaction électroma-
gnétique sont intimement reliées et forment ensemble l’interaction dite électrofaible.
3. L’interaction forte. La particule correspondante est le gluon (g ). Ceux-ci (car il y en a huit)
sont inobservables à l’état isolé, comme les quarks, car ils sont soumis à la règle du confine-
ment. En principe, des objets composés de deux gluons ou de trois gluons (les boules de glue
ou glueballs) ne sont pas interdits par cette règle, mais aucun n’a été observé. Cependant,
l’existence des gluons laisse des traces dans les expériences de diffusion de protons à haute
énergie.
Ces trois interactions reposent sur un principe théorique important appelé invariance de jauge. En
somme, les théories de ces interactions sont modelées sur l’interaction électromagnétique, quoique
la théorie électrofaible et la théorie des interactions fortes (appelée chromodynamique quantique
ou QCD) soient plus complexes.
L’un des ingrédients de la théorie électrofaible est le mécanisme de Higgs qui explique l’origine de
la masse des fermions et celle des W ± et Z . Ce mécanisme entraîne l’existence d’un boson supplé-
mentaire, dit boson de Higgs (noté H ), qui vient probablement d’être observé dans deux expériences
du LHC (CERN). Le boson de Higgs a un spin nul, alors que les bosons de jauge ont nécessairement
un spin unité.
De tous ces bosons et fermions élémentaires, seuls l’électron, le photon et les trois espèces de neu-
trinos existent de manière stable en tant que particules individuelles. Tous les autres sont instables
ou n’existent qu’à l’intérieur d’objets composites. Le proton est le seul baryon stable. Aucun mé-
son stable n’existe. Bien sûr, des neutrons existent à l’intérieur des noyaux, car leur environnement
immédiat change les conditions de stabilité. De même, de la matière « étrange » (c’est-à-dire com-
portant des particules composées en partie de quarks s ) existe peut-être dans le coeur des étoiles
à neutrons, là encore parce que les canaux de désintégration de ces objets sont « obstrués » par la
préexistence des produits de désintégration dans l’environnement.
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C Rappels de relativité restreinte
La physique des hautes énergies repose en partie sur la théorie de la relativité restreinte. Le but de
cette section est de procéder à des rappels de base sur cette théorie. La notion de quadrivecteur et
la notation associée sont particulièrement importantes.
Avertissement : unités naturelles
À partir de ce point, nous utiliserons le système d’unités naturelles, dans lequel c = 1 et ħh = 1.
Dans ce système d’unités, une seule dimension fondamentale indépendante demeure : une
longueur est équivalente à un temps, et à une énergie inverse ou une masse inverse. Il est
toujours possible, dans une expression analytique, de restaurer c et ħh par analyse dimen-
sionnelle. En particulier, on peut utiliser le facteur de conversion ħh c = 197 MeVfm pour re-
trouver des valeurs numériques. Dans ce système d’unités, la constante de structure fine a
l’expression α= e 2/4π≈ 1/137.
1.C.1 Transformation de Lorentz
L’espace euclidien tridimensionnel, auquel on ajoute la dimension temporelle, forme ce qu’on ap-
pelle l’espace-temps. Les points dans l’espace-temps sont appelés événements. On peut introduire
dans l’espace-temps une base notée eµ (µ= 0, 1, 2, 3) où le vecteur e0 est un vecteur unitaire dans la
direction temporelle. Un changement de référentiel est en fait une transformation qui nous amène
vers une nouvelle base e′µ. Il existe un produit scalaire bien défini sur l’espace-temps, défini alors







1 0 0 0
0 −1 0 0
0 0 −1 0







(voir l’annexe 7.C pour une revue des vecteurs et tenseurs, ainsi que des indices covariants et
contravariants). En fonction des coordonnées (t , x , y , z ) = (x 0, x 1, x 2, x 3), qui sont les compo-
santes contravariantes du quadrivecteur position de l’événement x= xµeµ, la norme de x s’exprime
comme
x2 = (x 0)2− (x 1)2− (x 2)2− (x 3)2 (1.3)
et porte le nom d’intervalle (sous-entendu : intervalle entre l’événement x et l’origine).
Considérons deux référentiels S et S ′, dont les axes cartésiens sont parallèles, se déplaçant l’un par
rapport à l’autre à une vitesse v le long de l’axe des x et dont les origines coïncident au temps t = 0
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FIGURE 1.2
Disposition des axes cartésiens pertinents à la transfor-








(Fig. 1.2). Les coordonnées et le temps des deux référentiels sont reliés par la transformation de
Lorentz :
x ′ = γ(x − v t ) y ′ = y




1− v 2. On introduit aussi la rapidité η définie par la relation
tanhη=β (1.5)
La transformation de Lorentz prend alors la forme
x ′ = x coshη− t sinhη y ′ = y
t ′ = t coshη− x sinhη z ′ = z
(1.6)
L’avantage de la rapidité est que (i) la transformation de Lorentz est formellement similaire à une
rotation dans l’espace, où les fonctions circulaires ont été remplacées par des fonctions hyperbo-
liques et (ii) la composition de deux transformations de Lorentz successives dans la même direction
se fait par simple addition des rapidités.
La transformation de Lorentz (1.4) permet de relier entre elles les composantes décrivant le même
événement dans deux référentiels différents. Lors d’une transformation de Lorentz générale, la co-
ordonnée spatio-temporelle xµ se transforme comme suit :
x ′µ =Λµνx
ν (1.7)
où Λµν est une matrice de transformation. L’indice de gauche numérote les rangées, l’indice de
droite les colonnes et les indices répétés sont sommés. Par exemple, pour la transformation (1.4) la







γ −vγ 0 0
−vγ γ 0 0
0 0 1 0












coshη −sinhη 0 0
−sinhη coshη 0 0
0 0 1 0







mais elle serait différente pour un changement de référentiel accompagné d’une rotation des axes,
ou suivant un axe quelconque. La matrice est l’équivalent de la matrice S̃ décrite à l’annexe 7.C.
La relation (1.4) laisse invariante l’expression de l’intervalle associé à la quadri-position x :
(x 0)2− (x 1)2− (x 2)2− (x 3)2 = (x ′0)2− (x ′1)2− (x ′2)2− (x ′3)2 (1.9)
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Une matrice appartiendra, par définition, au groupe de Lorentz si elle préserve cette forme de l’in-
tervalle. Cela revient à dire que les composantes du tenseur métrique (1.2) (ou de son inverse g µν)





Cette condition doit être respectée par une matrice pour qu’elle appartienne au groupe de Lo-
rentz. L’équation ci-haut représente 10 conditions indépendantes, car elle est symétrique en (µ,ν).
Comme la matrice comporte a priori 16 composantes indépendantes, cela laisse six paramètres
libres qui peuvent spécifier un élément du groupe de Lorentz. Ces six paramètres correspondent
aux trois composantes de la vitesse relative entre deux référentiels, ainsi qu’à trois paramètres de
rotation entre les axes cartésiens des deux référentiels (trois angles d’Euler, par exemple).
Selon la relation (7.11), les composantes covariantes se transforment à l’aide de la transposée de la
matrice inverse de , soit
A′µ = (Λ
−1)νµAν (1.11)
La matrice inverse de (1.8) s’obtient simplement en changeant le signe de v .
1.C.2 Exemples d’invariants et de quadrivecteurs
Quadrigradient Examinons maintenant comment se transforme l’opérateur gradient augmenté


















et donc que le quadrigradient se transforme comme les composantes covariantes d’un quadrivec-
teur, ce qui justifie la notation utilisée.
Temps propre Le temps propre τ d’un objet en mouvement est simplement le temps tel qu’il
s’écoule dans le référentiel de l’objet. Dans le référentiel inertiel S ′ qui se déplace
avec l’objet à un instant donné, la différentielle de temps propre coïncide avec d t ′. Cependant,
l’objet peut en général être accéléré de sorte que le référentiel S ′ n’est pas le même à tous les ins-
tants. Quel que soit le référentiel dans lequel on observe l’objet, la différentielle de temps propre









où v est la vitesse de l’objet, qui peut dépendre du temps. En effet, dans le référentiel S ′, dxµdxµ =
dτ2 et de plus l’expression ci-haut est invariante, puisque dxµdxµ est un invariant. Pour l’obtenir











1− v 2 (1.15)
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La différentielle dτ est invariante, alors que dxµ se transforme comme les coordonnées ; donc uµ
est un quadrivecteur. En fonction de la vitesse v, les composantes explicites sont
uµ : (γ,γv) (1.17)
Par contraction on obtient l’invariant uµuµ = 1. Le temps propre écoulé le long d’une trajectoire






































µ) = 0 (1.21)
En utilisant les expressions explicites pour uµ et aµ en fonction des composantes temporelles et
spatiales, la condition uµa







Cette quantité est la même dans tous les référentiels, même si les valeurs de v et de a dépendent du
référentiel.
Quadricourant Un autre quadrivecteur est formé par la densité de courant et la densité de
charge :
J µ : (ρ, J) (1.23)





µ = 0 (1.24)
Comme la conservation de la charge doit être valide dans tous les référentiels et que ∂µ est un qua-
drivecteur, le quadricourant J µ en est forcément un lui aussi. Une autre façon de se convaincre
que J µ est un quadrivecteur est de considérer l’expression de la densité de courant associée à un




q (i )v(i )δ(r− r(i )) (1.25)
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Ici q (i ), r(i ) et v(i ) sont respectivement la charge, la position et la vitesse de la i e particule. La fonction
delta dans la formule ci-haut n’est pas un invariant de Lorentz, puisqu’elle est définie par la relation
∫
d3r (i ) δ(r− r(i )) = 1 (1.26)
valide dans tous les référentiels et que d3r n’est pas invariant. Cependant,γ(i )d3r (i ) est un invariant,
où γ(i ) = 1/
p
1− (v (i ))2. La fonction (1/γ(i ))δ(r− r(i )) est donc aussi un invariant. Écrivons donc la




q (i )γ(i )v(i )







q (i )γ(i )

δ(r− r(i ))/γ(i )

(1.28)




q (i )u (i )µ

δ(r− r(i ))/γ(i )

(1.29)
Comme q (i ) et la fonction delta modifiée sont des invariants, on conclut que J µ est bel et bien un
quadrivecteur.
1.C.3 Dynamique relativiste
Action d’une particule libre En relativité, les équations du mouvement doivent être les mêmes
dans tous les référentiels inertiels. Pour cela il faut que l’action soit
invariante par rapport aux transformations de Lorentz, c’est-à-dire qu’elle ait la même forme dans
tous les référentiels. Ainsi, si elle est stationnaire dans un référentiel, elle le sera dans tous les réfé-
rentiels. Guidés par ce principe, essayons d’obtenir l’action d’une particule libre. Soit xµ(τ) la tra-
jectoire de la particule dans l’espace-temps, en fonction du temps propre τ. La quantité invariante
la plus simple qu’on peut construire avec une telle trajectoire est sa longueur propre, c’est-à-dire
le temps écoulé dans le référentiel (non inertiel, en général) de la particule. Cette quantité doit être
multipliée par une constante qui donne à l’action ses unités naturelles, soit celles d’une énergie fois
un temps. La seule constante relative à la particule ayant les unités d’une énergie est sa masse m .







où uµ est la quadrivitesse de la particule (la constante multiplicative−1 a été ajoutée afin de retrou-





1− v 2 (1.31)
Le lagrangien d’une particule libre est donc
L0 =−m
p
1− v 2 (1.32)
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Dans l’approximation non relativiste (v ≪ 1) on a
p




m v 2 (1.33)
On retrouve donc le lagrangien habituel, plus une constante (−m) qui n’affecte pas les équations
du mouvement.









La fonction de Hamilton (hamiltonien) qui correspond à ce lagrangien est


















Le hamiltonien est dans ce cas égal à l’énergie cinétique de la particule, modulo une constante





On reconnaît l’énergie cinétique usuelle, plus une constante : l’énergie au repos m .
Quadri-impulsion On définit le quadrivecteur impulsion d’une particule massive comme la
masse multipliée par la quadrivitesse :
pµ =m uµ = (mγ, mγv) (1.38)
On constate, d’après l’expression de l’énergie E et de la quantité de mouvement p de la particule,
que les composantes de la quadri-impulsion s’expriment également ainsi :
pµ = (E , p) (1.39)
et que le carré de ce quadrivecteur n’est autre que la masse au carré : pµp
µ =m 2, ou encore
E 2−p2 =m 2 (1.40)
Lors d’une collision entre particules, la somme des quadrivecteurs énergie-impulsion de toutes les
particules impliquées est conservée, c’est-à-dire qu’elle est la même après et avant la collision. Par
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exemple, si deux particules (numérotées 1 et 2) entrent en collision pour produire deux autres parti-
cules (numérotées 3 et 4) et que les quadri-impulsions associées sont notées p
µ
1,2,3,4, la conservation









4 = 0 (1.41)
Comme l’expression ci-dessus est un quadrivecteur dont toutes les composantes sont nulles, les
dites composantes sont nulles dans tous les référentiels et la conservation de l’énergie-impulsion
est alors valide indépendamment du référentiel utilisé.
La propagation d’une onde fait intervenir le quadrivecteur d’onde kµ = (ω, k), qui ne diffère de la
quadri-impulsion que par un facteur ħh (pµ = ħhkµ). La distinction entre quadri-impulsion et qua-
drivecteur d’onde n’apparaît donc pas dans le système des unités naturelles. Une onde plane ψ
se propageant avec un quadrivecteur d’onde pµ aura donc la forme suivante (notez le signe de la
phase) :
ψ(r, t ) =ψ0 e
−i pµxµ =ψ0 e
i (k·r−ωt ) (1.42)
la relation (1.40), qui lie la fréquence au vecteur d’onde, est alors naturellement désignée sous le
nom de relation de dispersion. La phase est alors un invariant de Lorentz, ce qui est naturel étant
donné que les phénomènes d’interférence sont observés indépendamment du référentiel.
Notons enfin que les facteurs v et γ figurant dans la transformation de Lorentz peuvent être expri-








Particules de masse nulle La relation (1.40) reste valable dans la limite d’une masse nulle. On
trouve alors E = |p|. Physiquement, il est impossible de distinguer une
particule de masse exactement nulle d’une particule dont la masse est infinitésimale. En pratique,
toute particule dont l’énergie est très grande par rapport à sa masse se comporte approximative-
ment comme si sa masse était nulle : on dit alors que la particule est ultra-relativiste. Le prototype
de particule de masse nulle est le photon.
D Normalisation des états et espace des phases
Qu’est-ce qu’une particule ? Intuitivement, il s’agit d’un objet qui se propage librement pendant un
temps suffisamment long avant de se désintégrer, ou d’entrer en collision avec d’autres objets. «Se
propager librement» signifie qu’en première approximation, la dynamique de l’objet est dominée
par l’énergie cinétique et que les états quantiques pertinents pour décrire l’objet sont des ondes
planes, c’est-à-dire des états à impulsion p définie.
22
D. Normalisation des états et espace des phases
La normalisation de ces états est matière à convention. Trois de ces conventions seront utilisées ici :
une normalisation discrète (ND), une normalisation continue (NC) et une normalisation relativiste
(NR) invariante de Lorentz.
1.D.1 Normalisation discrète des états
Dans la normalisation discrète, on suppose que l’espace physique est contenu dans une boîte rec-
tangulaire dont les côtés sont de longueurs L x , L y et Lz , et on impose des conditions aux limites
périodiques aux fonctions d’onde. Une onde plane a alors la forme (non normalisée)
ψ(r) = ei p·r = ei px x ei py y ei pz z (1.44)
La condition de périodicité restreint les valeurs possibles de l’impulsion. Il faut en effet que la trans-
lation x → x + L x (ou l’équivalent en y et z ) n’affecte pas la fonction d’onde. Donc,

















où nx , ny et nz peuvent prendre toutes les valeurs entières possibles (∈ Z). Une seule valeur de px
est admise dans un intervalle∆px = 2π/L x , correspondant à∆nx = 1. Il y a donc un seul état (une





où V = L x L y Lz est le volume de l’espace physique. Le nombre d’états dans un élément de volume












Notons qu’on peut aussi exprimer ce résultat comme un nombre d’états par unité de volume dans










si on retourne aux unités usuelles. C’est sous cette forme que le résultat est le plus simple à mé-
moriser : une cellule d’espace des phases de volume h 3 (ou (2π)−3 en unités naturelles) contient
exactement un état quantique.
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Les états d’impulsion donnée, dans cette normalisation, forment un ensemble discret : les valeurs




|p〉〈p|= 1 (ND) (1.51)






1.D.2 Normalisation continue des états
L’avantage de la normalisation discrète des états est sa clarté du point de vue du décompte des
états. Son désavantage est la référence au volume V de l’espace physique, qui est artificiel (la li-
mite V →∞ doit être prise à la fin des calculs, et le résultat final ne doit pas dépendre de V ). Un
autre désavantage de cette normalisation est qu’elle n’est pas invariante de Lorentz : en effet, le
volume est contracté d’un facteur γ = 1/
p
1−β2 lorsqu’on passe d’un référentiel où le volume est
au repos, à un référentiel où il est en mouvement à une vitesse β . Comme l’invariance de Lorentz
est une symétrie fondamentale de la nature, particulièrement visible dans le domaine de particules
élémentaires, il est souhaitable d’adopter une autre normalisation des états d’impulsion, sans réfé-
rence à un volume fini de l’espace.
À cette fin, notons premièrement que la somme sur les vecteurs d’onde peut être remplacée par








Ceci provient directement de (1.49). En conséquence, le delta de Kroneckerδp,p′ peut être remplacé















Une première modification à la normalisation ND serait de supprimer le facteur de volume, c’est-





|p〉〈p|= 1 (NC) (1.56)
La fonction d’onde associée est alors
〈r|p〉= ei p·r (1.57)
Cependant, cette normalisation continue (appelons-la NC) n’est toujours pas invariante de Lorentz.
En effet, la mesure d’intégration d3p n’est pas invariante : il s’agit d’un élément de volume dans
l’espace des impulsions. Lors d’un changement de référentiel, cet élément de volume est contracté
d’un facteur γ.
24
D. Normalisation des états et espace des phases
1.D.3 Normalisation relativiste des états
Un élément de volume dans l’espace des quadri-impulsions
d4p = d3p dp 0 (1.58)
où p 0 = E est l’énergie de la particule, est invariant. En effet, la transformation de Lorentz implique
une contraction des longueurs d’un facteur γ et une dilatation du temps d’un même facteur, de
sorte que l’élément de volume d’espace-temps d3r dt est invariant. Il en est de même pour tout
quadrivecteur, en particulier pour l’élément de volume de la quadri-impulsion. Nous ne pouvons
cependant pas remplacer d3p par d4p sans autre forme de procès, car l’énergie p 0 est déterminée
par la quantité de mouvement p, en vertu de la relation
(p 0)2−p2 = E 2−p2 =m 2 ou E =
Æ
p2+m 2 (1.59)
On impose donc cette relation par une fonction delta supplémentaire, c’est-à-dire qu’on adopte la








δ((p 0)2−p2−m 2)θ (p 0) (1.60)
où la fonction de Heaviside θ (p 0) s’assure qu’on ne conserve que la racine positive, soit p 0 =
+
p
p2+m 2. Notons que cette mesure d’intégration est manifestement invariante de Lorentz, car
(i) la mesure d4p est invariante, comme noté ci-haut ; (ii) l’argument de la fonction delta est un in-
variant de Lorentz et (iii) comme le quadrivecteur (p 0, p) est toujours de genre temps, si p 0 > 0 dans
un référentiel, il lest dans tous les référentiels et donc θ (p 0) est un invariant. On montre dans ce qui









En effet, la fonction delta peut s’écrire comme
δ((p 0)2−p2−m 2) =δ((p 0−E )(p 0+E )) où E =
Æ
p2+m 2 (1.62)
En intégrant sur p 0, seule la racine p 0 = E est considérée en raison du facteur θ (p 0). Au voisinage
de cette racine, on peut remplacer p 0+E par 2E et la fonction delta se réduite à
δ((p 0−E )(p 0+E ))→δ(2E (p 0−E )) =
1
2E
δ(p 0−E ) (1.63)
On intègre ensuite sur p 0 pour retrouver le résultat annoncé, en remplaçant partout p 0 par E .
Une normalisation relativiste des états d’impulsion est donc fixée par les conditions










E Processus de désintégration
Notre connaissance empirique des particules élémentaires provient d’expériences impliquant des
collisions et/ou des désintégrations d’objets instables. Ces processus respectent tous les lois de
conservations élémentaires de l’énergie et de la quantité de mouvement et se produisent généra-
lement à des énergies assez élevées pour qu’une description relativiste des processus en cause soit
nécessaire.















Les particules (ou objets) en jeu sont numérotées de 1 à N , et le temps s’écoule de gauche à droite.
Une désintégration implique au moins trois objets : la particule instable (1) et au moins deux pro-
duits de désintégration (numérotés de 2 à N ). On parle d’une désintégration à deux corps, à trois
corps, etc., selon le nombre de produits. Une collision implique au moins quatre objets : deux ré-
actants (1 et 2) et au moins deux produits (numérotés de 3 à N ).
Ces processus sont un passage d’un état quantique initial |i 〉 vers un état quantique final | f 〉 diffé-
rent. On suppose que les particules en cause, à l’état libre, sont décrites par un certain hamiltonien
H0 décrivant des particules libres. Si H0 était le hamiltonien total du système, alors les particules
seraient stables et aucune interaction (ou collision) ne serait possible. Les processus de désinté-
gration et de collision sont donc attribuables à un hamiltonien supplémentaire, noté V et qualifié
d’interaction, qui pousse les particules à se transformer : on décompose donc le hamiltonien total
ainsi : H =H0+V .
Par exemple, si une particule se désintègre, c’est que son état de particule n’est pas un état propre
du hamiltonien total H , mais de H0 seulement. Ainsi, un état excité de l’atome d’hydrogène est
un état propre du hamiltonien de l’atome d’hydrogène lui-même, mais n’est pas un état propre
du hamiltonien complet qui comprend l’interaction entre l’atome et le champ électromagnétique.
C’est donc pour cela que les états excités sont instables, et qu’ils se « désintègrent » en un atome
d’hydrogène à l’état fondamental et un photon.
1.E.1 Règle d’or de Fermi
Si, dans un certain sens, le terme d’interaction V est « petit » devant H0, alors il ne se manifeste que
par des processus, comme la désintégration et les collisions, qui se produisent suffisamment rare-
ment pour que les particules isolées soient concevables. Autrement, les états de particules libres
seraient si éloignés des véritables états propres du hamiltonien, que la notion même de particule
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n’aurait pas beaucoup de sens. Il est alors raisonnable de traiter V comme une perturbation, d’au-
tant plus que la résolution du hamiltonien complet est impossible. On applique alors la théorie des
perturbations dépendantes du temps, via la fameuse règle d’or de Fermi :
ωi→ f = 2π|M f i |2δ(E f −Ei ) (1.66)
où ωi→ f est la probabilité par unité de temps (ou taux de transition) pour que l’état initial |i 〉 se
transmute en état final | f 〉. L’énergie étant conservée, la fonction delta δ(Ei − E f ) nous assure que
les énergies des deux états sont les mêmes. Enfin, M f i est l’amplitude de transition entre les états
initial et final, donnée au premier ordre de la théorie des perturbations par l’élément de matrice de
la perturbation V entre ces deux états :
M f i = 〈 f |V |i 〉 (1.67)
Il s’agit bien sûr d’une approximation, au premier ordre en V . Aux ordres suivants, l’amplitude
comporte en plus une sommation sur des états intermédiaires :
M f i = 〈 f |V |i 〉+
∑
n
〈 f |V |n〉〈n |V |i 〉




〈 f |V |n〉〈n |V |m〉〈m |V |i 〉
(Ei −En + i 0+)(Ei −Em + i 0+)
+ · · · (1.68)
Le deuxième terme est une somme sur les états propres |n〉 du hamiltonien non perturbé H0, dont
les énergies sont En . Le troisième terme comporte deux sommations sur des états intermédiaires,
et ainsi de suite. La partie imaginaire infinitésimale au dénominateur sert parfois à résoudre des
ambiguïtés analytiques lors de la sommation sur les états intermédiaires. Le deuxième terme doit
être considéré si le premier s’annule, ou afin d’améliorer la précision du calcul (nous allons nous
limiter au premier terme dans ce qui suit, mais le deuxième ordre interviendra dans un chapitre
ultérieur, lors de l’introduction des diagrammes de Feynman).
1.E.2 Forme générale du taux de désintégration
Lors d’une désintégration, il existe un très grand nombre (en pratique, un continuum) d’états finaux
possibles. Ces états ont la même énergie que l’état initial, mais sont caractérisés par des impulsions
différentes des particules émises. La quantité pertinente est la probabilité totale par unité de temps
pour qu’une transition se produise vers l’un des états finaux appartenant à un ensemble expéri-
mentalement identifiable.
Considérons un processus dans lequel une particule de masse m1 se désintègre en N −1 particules,
de masses mi (i = 2, . . . , N ). Les énergies des états initial et final sont Ei = E1 et E f = E2 + · · ·+ EN ,
respectivement. Le taux de transition de l’état initial vers un ensemble d’états finaux compris dans
un élément d’espace des phases d3p2 d
3p3 · · · d3pN est (nous adoptons la normalisation NC des états
d’impulsions, éq. (1.56))








δ(E1−E2−E3− · · ·−EN ) (1.69)
En général, le hamiltonien d’interaction V conserve la quantité de mouvement totale, de sorte que
l’amplitude de transition n’est non nulle que si les impulsions respectent la condition p1 = p2+p3+
· · ·+pN . On peut donc écrire l’amplitude comme
M f i =M f iδp1−p2−p3−···−pN (1.70)
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dans la normalisation discrète ND, éq. (1.51). En fait, cette relation définitM f i , qu’on appelle aussi
amplitude de transition. Au carré, cette relation est simplement
|M f i |2 = |M f i |2δp1−p2−p3−···−pN (1.71)
car le carré du delta de Kronecker est encore un delta de Kronecker. Notons ici que la normalisation
discrète des états (ND) est la plus sûre quand vient le temps de compter les états ou de calculer le
carré d’un delta de Kronecker. Par contre, quand vient le temps d’effectuer un calcul pratique, on
lui préfère la normalisation continue NC, éq. (1.56). Avec cette nouvelle définition de l’amplitude,
le taux de désintégration devient








(2π)4δ4(p1−p2−p3− · · ·pN ) (1.72)
où pi dénote le quadrivecteur (Ei , pi ).
Pour convertir cette expression en fonction de la normalisation relativiste (1.64), on doit simple-




















On obtient donc le résultat suivant (nous laissons tomber l’indice NR de l’amplitude) :










(2π)4δ4(p1−p2−p3− · · ·pN ) (1.75)
L’amplitude est dans cette normalisation une quantité invariante de Lorentz, qui a les dimensions
(unités) de l’énergie dans le cas d’une désintégration à deux corps (N = 3).
stepExemple 1.1 Désintégration à deux corps
Appliquons le résultat général (1.75) au cas d’une désintégration à deux corps. La formule est, dans ce cas,
















3 . Plaçons-nous dans le référentiel de la particule instable, de sorte que







|M f i |2
2E1
(2π)4δ4(p1−p2−p3) (1.77)
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où on a utilisé le fait que p23 = p
2
2 et où on pose simplement p = |p2|. Il est clair, par symétrie, que l’amplitude



















La dernière intégrale se fait facilement si on procède au changement de variable suivant : on pose
E =
q
p 2+m 22 +
q
























|M f i |2
8πm1E
δ(m1−E ) = |p2|
|M f i |2
8πm 21
(1.82)
en autant que les impulsions des deux produits permettent à leur énergie totale E d’être égale à m , c’est-
à-dire que la désintégration soit énergétiquement possible. Dans cette formule |p2| est la quantité de mou-
vement de l’un ou l’autre des produits de la désintégration, dans le référentiel de la particule instable. Ce
résultat est très simple et pourtant très général, car nous n’avons pas besoin de connaître la forme détaillée
de l’amplitudeM f i pour le démontrer.
1.E.3 Loi exponentielle de désintégration
Le processus de désintégration est caractérisé principalement par le taux de désintégration décrit
noté ω ci-dessus ou, plus souvent, noté Γ . Une probabilité constante de transition par unité de
temps mène directement à une loi exponentielle de désintégration : Si N (t ) représente la population
de particules se désintégrant à un instant t , alors le nombre de désintégrations ayant lieu entre les
temps t et t + dt est N (t )Γ dt . Donc on trouve l’équation différentielle suivante :




dont la solution est la loi exponentielle
N (t ) =N (0)e−Γ t (1.84)
où N (0) est le nombre de particules au temps t = 0.
Quelques définitions :
vie moyenne τ= 1/Γ . Durée moyenne de la vie d’une particule.





F La loi exponentielle est statistique. Il s’agit de probabilités. Lorsque la population de parti-
cules n’est pas très grande, les fluctuations peuvent être importantes. Ces fluctuations sont
gouvernées par la loi de Poisson (voir l’annexe 1.E.5).
F L’activité I (ou intensité) d’une source radioactive est définie simplement comme le nombre
de désintégrations par unité de temps. Dans le cas d’un échantillon ne contenant qu’une es-
pèce de particule instable, I = ΓN = −dN /dt . L’activité se mesure fondamentalement en
secondes inverses : un Becquerel (Bq) est l’activité d’une source qui produit une désintégra-
tion par seconde. Un Curie (Ci) est l’activité d’un gramme de radium pur, soit 3, 7×1010 Bq.
F La loi exponentielle suppose qu’aucun processus de régénération n’existe. En général, un
noyau instable est lui-même le fruit de la désintégration d’un autre noyau. Les équations de
population d’espèces sont dans ce cas plus complexes, mais impliquent toujours des fonc-
tions exponentielles. Par exemple, si un noyau 1 se désintègre en un noyau 2 avec un taux Γ1,
et que le noyau 2 se désintègre en autre chose avec un taux Γ2, les populations N1 et N2 des











et des modèles plus complexes sont possibles.
F La loi exponentielle est étroitement liée à l’existence du continuum d’états finaux | f 〉. S’il n’y
avait qu’un seul état final de même énergie que l’état initial, il n’y aurait pas décroissance
exponentielle de l’état initial, mais plutôt oscillation entre les deux états (les oscillations de
Rabi). La notion subtile de décohérence intervient également.
F Une particule ou noyau instable peut avoir plusieurs modes de désintégration, c’est-à-dire
plusieurs types de produits. Dans ce cas, chaque mode est caractérisé par son propre taux de
désintégration. Par exemple, si deux modes sont possibles, deux taux (Γ1 et Γ2) existent et le
taux total de désintégration en est la somme : Γ = Γ1+ Γ2. Dans un intervalle de temps donné,
le rapport des nombres N1 et N2 de désintégrations des deux types et N1/N2 = Γ1/Γ2.
1.E.4 Relation d’incertitude temps-énergie
Une particule instable, par définition, n’est pas dans un état propre de l’énergie. Une mesure de
l’énergie de cette particule sera donc entachée d’une incertitude. Nous allons montrer dans cette
section que cette incertitude∆E est reliée au temps de vie τ par la relation
τ∆E ∼ 1 (1.86)
Commençons par remarquer que si un état quantique |ψ〉 est instable, c’est que sa projection sur
sa valeur initiale décroît exponentiellement. Autrement dit,
〈ψ(0)|ψ(t )〉= e−i E0t e−Γ t /2 (1.87)
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où E0 est l’énergie approximative de l’état et Γ le taux de désintégration. En effet, la probabilité de
trouver le système au temps t dans le même état où il était au temps t = 0 est
|〈ψ(0)|ψ(t )〉|2 = e−Γ t (1.88)
ce qui correspond bien à la notion de vie moyenne τ= Γ−1.
Introduisons ici le concept de fonction spectrale A(E ) associée à l’état |ψ〉. Si on désigne par |n〉 les
véritables états stationnaires du système physique étudié (donc les états propres du hamiltonien
complet), la fonction spectrale A(E ) est la probabilité qu’une mesure de l’énergie dans l’état |ψ〉
donne E :
A(E ) = 〈ψ|δ(E −H )|ψ〉=
∑
n
δ(E −En )|〈ψ|n〉|2 (1.89)
La fonction spectrale est reliée à la résolvante G (z ), définie comme suit :










ImG (E + iη) (1.91)
Il suffit pour cela d’exprimer la résolvante en fonction de la base des états |n〉 :


























tend vers la fonction δ(x ) quand η→ 0+. Donc, dans cette limite, on retrouve bien la fonction spec-
trale.
D’autre part, si on calcule la fonction d’autocorrélation
S (E ) =
∫ ∞
0
dt ei E t−ηt 〈ψ(0)|ψ(t )〉 (η→ 0+) (1.95)
on trouve




E −En + iη
|〈ψ|n〉|2 = iG (E + iη) (1.96)
Donc on peut retrouver la fonction spectrale A(E ) en calculant S (E ). Pour un état en décroissance
exponentielle, on a justement
S (E ) =
∫ ∞
0
dt e−i E0t−Γ t /2 ei E t−ηt =
i




Notons que nous avons pu prendre la limiteη→ 0 dès à présent, car Γ joue le même rôle queη dans
l’intégration, et donc le facteur de convergence e−ηt n’est plus nécessaire. Ceci correspond à une
résolvante
G (z ) =
1
z −E0+ i Γ/2
(1.98)










On constate que Γ est la largeur à mi-hauteur de la lorentzienne : A(E0+ Γ/2) =
1
2 A(E0).
Résumons : si on effectue une mesure de l’énergie du système, on ne trouvera pas toujours l’énergie
approximative E0, mais plutôt une distribution de probabilité de l’énergie donnée par une courbe
lorentzienne dont la largeur à mi-hauteur est le taux de désintégration Γ de l’objet considéré. Il
arrive souvent que la vie moyenne d’une particule instable soit mesurée de cette manière, en accu-
mulant des statistiques sur des mesures de sont énergie. En pratique, il y a aussi une erreur expé-
rimentale (liée à la précision des instruments) sur l’énergie : on parle alors de largeur extrinsèque,
s’appliquant généralement à une forme gaussienne. Par contre, si la résolution de l’instrument est
suffisante, on peut avoir accès à la largeur intrinsèque Γ .
1.E.5 Annexe : distribution de Poisson
Nous allons montrer dans cette annexe que si une désintégration se produit en moyenneλ fois dans
un intervalle de temps donné, alors la probabilité qu’elle se produise k fois dans cet intervalle est
donnée par la distribution de Poisson




En outre, nous allons montrer que la variance du nombre k de désintégrations dans ce même in-
tervalle de temps estσ2k =λ.
Commençons par diviser l’intervalle de temps en n sous-intervalles égaux, où n est suffisamment
grand pour qu’on puisse négliger la possibilité que deux désintégrations se produisent à l’inté-
rieur d’un même sous-intervalle. La probabilité qu’une désintégration se produise dans un sous-
intervalle est alors λ/n , et la probabilité que k désintégrations se produisent dans l’intervalle to-
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tal est donné par la distribution binomiale, puisque les différentes désintégrations sont des événe-
ments indépendants :
B (n , k ) =
n !










Cette probabilité est le nombre de combinaisons possibles de k sous-intervalles avec désintégration
parmi n sous-intervalles possibles, fois la probabilité que ces k sous-intervalles contiennent une
désintégration et que les n −k autres n’en contiennent pas.
Il faut ensuite prendre la limite n →∞, pour respecter la condition essentielle qu’un même sous-
intervalle ne puisse contenir plus qu’une désintégration. Or, dans cette limite,
n !
k !(n −k )!
=






































et nous obtenons bel et bien la distribution de Poisson (1.100).
Calculons maintenant les premiers moments de cette distribution. Pour ce faire, considérons la
fonction génératrice des moments :


















t λ = eλ(e
t−1) (1.105)
D’après la définition de cette fonction génératrice, la normalisation de la distribution est M (0), sa
moyenne est M ′(0) et la moyenne du carré de k est M ′′(0), etc. Or, on vérifie que
M (0) = 1 M ′(t ) =λet eλ(e
t−1) M ′′(t ) =
 




et donc 〈k 〉=M ′(0) =λ, alors que la variance est
σ2k =M
′′(0)− [M ′(0)]2 = (λ+λ2)−λ2 =λ (1.107)





F Collisions et section efficace
1.F.1 Notion de section efficace
La notion de section efficace est sans doute la plus importante de toute la physique des particules
expérimentale. Considérons un faisceau de particules, ayant toutes la même vitesse et la même di-
rection, se dirigeant vers une cible. Ce faisceau est caractérisé par un fluxΦ, soit le nombre de parti-
cules par unité de temps et de surface traversant une surface perpendiculaire au faisceau. Chaque
particule peut interagir avec un objet dans la cible, le diffuseur, et être déviée dans une direction
particulière (θ ,ϕ) (adoptons un système de coordonnées sphériques, avec l’axe du faisceau comme
axe des z ). On supposera, pour simplifier, que le diffuseur est infiniment massif en comparaison des
particules du faisceau et qu’il n’est pas affecté par les collisions. En principe, la direction de diffu-
sion (θ ,ϕ) est uniquement déterminée par la position (x , y ) de la particule incidente par rapport
à l’axe z (le paramètre d’impact) et par la forme précise de son interaction avec l’objet diffuseur
(comme le potentiel d’interaction).
La section différentielle de diffusion est alors définie comme le nombre de particules diffusées dans




# de particules diffusées vers (θ ,ϕ) par sec.
flux incident × angle solide dΩ
(1.108)
La section différentielle est une fonction des angles (θ ,ϕ) et possède les unités d’une surface. La
section efficace σ est alors le nombre de particules déviées par unité de temps, divisé par le flux







Autrement dit, le nombre de particules déviées par unité de temps estσΦ.
Dans le cas d’une interaction de contact entre les particules ponctuelles et le diffuseur, ces dernières
ne sont diffusées que si elles entrent en contact direct avec l’objet. Le nombre de particules dans
cette situation (par unité de temps) est précisément Φmultiplié par l’aire transversale A de l’objet.
Donc, dans ce cas, on trouve σ = A, d’où le nom de section efficace. En somme, dans un problème
plus général (sans interaction de contact), la section efficace nous indique la capacité d’un diffuseur
à dévier les particules incidentes, en donnant la superficie équivalente d’un objet qui diffuserait
uniquement par contact.
Longueur d’atténuation Considérons un milieu comportant une densitéϱ de cibles (nombre par
unité de volume), ainsi qu’un faisceau de projectiles incident sur ce mi-
lieu. Après avoir traversé une épaisseur dx du milieu, la fraction de projectiles diffusés seraϱσdx .
On peut le voir comme suit : soit une aire A transversale au flux incident. Dans le volume délimité
par cette aire et par l’épaisseur dx il y aϱA dx cibles. La probabilité qu’un projectile soit diffusé par
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une cible en particulier en passant dans cette aire A est σ/A. Donc la probabilité qu’il soit diffusé





Cela suppose bien sûr que les différentes cibles diffusent de manière incohérente ; autrement dit,
que les ondes de matière diffusées sur des cibles différentes n’interfèrent pas entre elles. Dans ce
cas, le flux Φ(x ) du faisceau décroît en rapport avec la proportion de particules diffusées entre les
positions x et x + dx :




Il s’ensuit que l’intensité du faisceau incident diminuera de façon exponentielle en fonction de x :
Φ(x ) =Φ(0)e−ϱσx (1.112)
On peut aussi décrire cette atténuation par une longueur caractéristique ξ = (ϱσ)−1, appelée lon-
gueur d’atténuation.
1.F.2 Diffusion par un potentiel
Considérons le problème d’un projectile non relativiste de masse m qui entre en collision avec une
cible qu’on suppose fixe. L’état initial du projectile est une onde plane d’impulsion p1, et son état
final, après la collision, est une onde plane d’impulsion p2. Une quantité de mouvement q = p2 −
p1 a été transférée à la cible, mais nous allons négliger l’énergie cinétique associée, comme si la
cible était infiniment massive. Il s’agit en somme d’un problème à un corps. Nous supposerons
que l’état de la cible ne change pas, de sorte que la collision est élastique et que l’effet de la cible
peut être décrit par un potentiel diffuseur V (r), qu’on traitera comme une perturbation ajoutée
au hamiltonien décrivant des particules libres. Nous traiterons ce problème dans le régime non
relativiste, en utilisant la théorie des perturbations, via la règle d’or de Fermi (1.66).
Somme sur les états finaux Comme il est impossible en pratique de résoudre un état quantique
de vecteur d’onde donné, il nous faut sommer cette probabilité de
transition sur un ensemble d’états finaux. Cette somme peut se faire en intégrant sur p2, en utilisant
la mesure d’intégration appropriée pour compter les états dans la normalisation utilisée. Utilisons
ici la normalisation discrète des états (ND) décrite à la section 1.D. On suppose alors que le système
étudié est contenu dans un grand domaine périodique de volumeV . Les vecteurs d’ondes possibles
dans un tel domaine périodique sont discrets, et une somme sur ces vecteurs d’ondes peut être















|M f i |2δ(E1−E2) (1.114)
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Cette expression est alors la probabilité par unité de temps que la particule transite vers un état final
contenu dans le domaine d’intégration sur p2. En pratique, la fonction delta va sélectionner, dans
ce domaine d’intégration, les états qui ont la même énergie que la particule incidente. Transfor-
mons la mesure d’intégration afin de faire apparaître une différentielle d’angle solide, en passant
en coordonnées polaires : d3p2 = dΩp 22 dp2 où dΩ = sinθ dθ dϕ = |d cosθ | dϕ. La probabilité de







|M f i |2p 22 dp2 dΩδ(E1−E2) (1.115)








|M f i |2p 22 dp2δ(E1−E2) (1.116)
où l’intégrale ne porte maintenant que sur le module p2. Comme E2 = p 22 /2m , on peut intégrer sur






|M f i |2p m (1.117)
où maintenant p = |p1|= |p2|.
Cette quantité en soi n’est pas directement reliée à l’expérience, car en pratique on n’envoie pas un
projectile à la fois, mais un faisceau de projectiles. On doit plutôt calculer la section différentielle de
diffusion, obtenue en divisant ce taux de probabilité par le flux Φ de particules, égal à la densité de
courant de projectiles, soit la vitesse v multipliée par la densitéρ. Si on utilise des états normalisés,
il y a un seul projectile dans le domaine et la densité est ρ = 1/V . La vitesse est égale à p/m , donc












V 2|M f i |2 (1.118)
Amplitude de diffusion Au premier ordre en théorie des perturbations, l’amplitude de diffusion
est donnée par












où Ṽ (q) désigne la transformée de Fourier du potentiel V (r), évaluée au vecteur d’onde q= p2−p1,







|Ṽ (q)|2 (q= p2−p1) (1.120)
Notons que les facteurs de volume ont disparu (VM f i est indépendant du volume).
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Étudions le cas particulier de la collision entre une particule chargée (masse m , charge e1) et une
cible massive (masse M ≫ m , charge e2), sous l’effet de la seule force électrique entre les deux





Le problème, mathématiquement parlant, est de calculer la transformée de Fourier de ce potentiel.
On peut deviner la forme de Ṽ (q) sans faire de calcul. Comme V (r) ne dépend pas de la direction
de r, sa transformée de Fourier ne peut pas dépendre de la direction de q et donc ne doit dépendre
que de |q|. D’autre part, les unités de Ṽ (q) sont, d’après sa définition, celles d’une surface ([L ]2).
Comme la transformation de Fourier est une opération linéaire, on obtient nécessairement la forme
suivante :




où cte est une constante purement numérique. Nous allons montrer que cette constante est l’unité,
de deux manières différentes.
Commençons par la manière courte. Nous savons que la fonction φ(r ) = 1/4πr obéit à l’équation
de Poisson :
∇2φ =−δ(r) (1.123)
En prenant la transformée de Fourier des deux membres de cette équation, on trouve














et donc la transformée de Fourier de∇2φ est−q2φ̃(q) ; d’autre part, la transformée de Fourier d’une
fonction delta est l’unité. Il suffit alors de multiplier ce résultat par e1e2 pour démontrer (1.122) avec
cte = 1.
La manière longue consiste à calculer explicitement la transformée de Fourier. On procède comme





r 2 dr sinθ dθ dϕ
1
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e−i q z r
r






dr sin q r (1.126)
Malheureusement, cette dernière intégrale est mal définie. Ce problème est lié au fait que le poten-
tiel de Coulomb a un rayon d’action infini et que sa section efficace est, strictement parlant, infinie.
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Potentiel de Yukawa Pour remédier à cette situation, modifions le potentiel de Coulomb pour lui







Ici µ−1 est une longueur caractéristique (on fera tendre µ vers 0 à la fin du calcul). Sa transformée








































Expression de la section
différentielle









En posant p1 = p z et p2 = p er (coordonnées sphériques), on calcule que
q 2 = (p2−p1)2 = p 2(er − z)2 = p 2(2−2 cosθ ) = 4p 2 sin2θ/2 (1.131)



































en raison du comportement en θ−3 de l’intégrant au voisinage de θ = 0. Ceci est encore dû au
rayon d’action infini du potentiel de Coulomb. En pratique, le potentiel de Coulomb est écranté
par d’autres charges et son rayon d’action efficace est fini, ce qui élimine ce problème. Par exemple,
lors de la diffusion d’une particule α par un atome d’or, la charge électronique entourant le noyau
rend l’atome effectivement neutre sur une distance d’environ 10−10m, ce qui élimine le caractère
non intégrable de la singularité à θ = 0.
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1.F.3 Forme relativiste générale de la section efficace
Considérons maintenant un processus de collision quelconque et obtenons une expression géné-
rale pour la section différentielle de diffusion. Considérons le processus illustré à droite de (1.65),
où deux particules d’impulsions p1 et p2 se transforment en N − 2 autres particules d’impulsions
p3, . . . , pN . Le taux de transition associé est, toujours dans la normalisation NC et par analogie avec
la relation (1.72),








(2π)4δ4(p1+p2−p3− · · ·pN ) (1.135)
Plaçons-nous dans le référentiel du laboratoire, tel que p2 = 0. La section différentielle s’obtient,
dans cette normalisation (NC) en divisant par la vitesse du projectile, soit par |p1|/E1 :










(2π)4δ4(p1+p2−p3− · · ·pN ) (1.136)
Passons maintenant à la normalisation relativiste (1.64), ce qui se fait par le même changement de
normalisation qu’à l’éq. (1.74) (dans ce cas E2 =m2) :
dσ=







(2π)4δ4(p1+p2−p3− · · ·pN ) (1.137)
Cette expression n’est valable que dans le référentiel du laboratoire. Pour la généraliser à un ré-
férentiel quelconque, on doit trouver une expression manifestement invariante de Lorentz qui se
réduise à la forme ci-haut dans le repère du laboratoire. En effet, la section efficace est un invariant
de Lorentz, car elle est une aire transversale à la direction de l’impulsion du projectile, et donc n’est
pas affectée par une transformation de Lorentz effectuée dans cette direction. Vu différemment, la
section efficace est une probabilité par unité de temps, divisée par un flux, qui est un nombre de par-
ticules par unité de temps et de surface. Le fait de procéder à une transformation de Lorentz dans la
direction de l’impulsion apporte certainement un facteur de dilatation du temps, mais de manière
égale au numérateur et au dénominateur, sans par ailleurs affecter les aires transversales à la quan-
tité de mouvement. Dans l’expression (1.137), la mesure d’intégration est invariante de Lorentz, de
même que l’amplitude (car nous avons adopté une normalisation des états qui est aussi invariante
de Lorentz). Il reste l’expression m2p1 du dénominateur qui ne l’est pas. Mais cette expression est
un cas particulier dans le référentiel du laboratoire de l’expression invariante
p
(p1 ·p2)2− (m1m2)2.
En effet, dans ce référentiel, p1 = (E1, p1) et p2 = (m2, 0), donc p1 ·p2 = E1m2 et
















(p1 ·p2)2− (m1m2)2 → |p1|m2. L’expression générale de la section différentielle est donc,
dans la normalisation relativiste et dans un référentiel quelconque,
dσ=









(2π)4δ4(p1+p2−p3− · · ·pN ) (1.139)
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1.F.4 Résonances et masse invariante
Le processus de collision de deux particules peut en principe mener à la création de nouvelles parti-
cules. L’apparition d’une particule de masse m est possible d’un point de vue énergétique si l’éner-
gie totale des particules entrant en collision est au moins égale à m dans le référentiel du centre
d’impulsion. En fait, quel que soit le référentiel utilisé, l’énergie disponible peut être obtenue en
calculant la masse invariante associée aux impulsions et énergies des particules impliquées. Expli-
quons de quoi il s’agit. Si E1 et E2 désignent les énergies des deux particules, et p1 et p2 leurs im-
pulsions, alors on appelle masse invariante M l’invariant associé au quadrivecteur (E1+E2, p1+p2),
soit
M 2 = (E1+E2)
2− (p1+p2)2 (1.140)
Dans le référentiel du centre d’impulsion, p1 + p2 = 0 et la masse invariante est simplement la
somme des énergies des particules, soit l’énergie disponible pour la création d’une particule de
masse M (en supposant que les particules 1 et 2 sont annihilées). L’invariant M 2 est aussi noté s et
appelé première variable de Mandelstam.
S’il est possible de créer une particule de masse m en annihilant deux particules de masses m1 et
m2, alors la section efficace σ, si on la considère comme une fonction de la masse invariante M ,
devrait comporter un maximum évident à M = m , car à cette énergie une nouvelle possibilité de
transition quantique apparaît, qui n’existait pas à plus faible énergie. Cette possibilité s’ajoute à la
possibilité de diffusion élastique, où les produits de la collision sont les particules initiales, quoique
dans des états différents. D’autre part, la possibilité de création de cette nouvelle particule n’existe
qu’à cette valeur de M et à aucune autre, car elle ne peut pas avoir d’autre énergie que m dans
son propre référentiel. Donc, si cette particule était stable, un pic delta apparaîtrait dans la section
efficaceσ à une valeur de l’énergie incidente telle que la masse invariante M vaut m .
Or, la particule ainsi créée ne peut être stable. En effet, s’il est possible de la créer, il est également
possible qu’elle se désintègre, par le processus inverse qui a mené à sa création, à savoir l’émis-
sion de deux particules. Cette particule possède donc une vie moyenne τ = Γ−1, Γ étant le taux de
désintégration (parfois notéω).
Par le principe d’incertitude temps-énergie, cela implique que son énergie dans son propre réfé-
rentiel n’est pas bien définie, mais comporte une incertitude∆E ∼ Γ . La densité d’états ρ(E ) asso-






(E −m )2+ (Γ/2)2
(1.141)
Il est donc possible, par une mesure de la largeur du pic lorenzien apparaissant dans la section effi-
cace, de mesurer le temps de vie d’une particule créée lors d’un processus de collision. Ces considé-
rations sont à la base de toutes les découvertes expérimentales de la physique des particules, mais
s’appliquent aussi à des domaines en apparence aussi éloignés que la physique du solide, car les
mêmes principes de base sont en jeu (exception faite de l’invariance relativiste).
La notion de masse invariante est aussi utilisée dans l’analyse des produits d’une réaction, afin de
déterminer si une particule instable n’aurait pas été produite lors de la réaction, même si elle n’est
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pas détectée dans les produits finaux en raison de sa désintégration subséquente. Par exemple,














Les techniques de détection nous donnent accès à la quantité de mouvement et à l’énergie des
produits et on peut former la masse invariante M =
p
(E4+E5)2− (p4+p5)2. Si la section efficace,
portée en fonction de M , présente un pic significatif à une valeur précise (appelons-la m∗), c’est
qu’on peut interpréter la réaction comme donnant naissance à deux particules, de masses m3 et
m∗. Cette réaction particulière ne peut se produire que si la masse invariante M est égale à m∗
(modulo l’incertitude reliée au temps de vie de la particule de masse m∗). Par contre, dans un canal Prob. 1.10
de réaction différent, les particules 4 et 5 pourraient être produites directement (sans passer par la
résonance m∗) et alors la section efficace ne serait pas piquée à M =m∗, mais affecterait une forme





Problème 1.1 Unités naturelles et analyse dimensionnelle
A L’annihilation d’un électron (e −) et d’un positron (e +) peut donner naissance à une paire
quark-antiquark (q et q̄ ). La section efficace de ce processus est donnée, dans le système d’unités
naturelles et dans la limite ultrarelativiste, par la formule σ = 4πα2Q 2/M 2, où (i) Q est la charge
du quark ( 13 ou
2
3 ) (ii) α est la constante de structure fine et (iii) M est la masse invariante de la
paire e +e −. Restaurez dans cette formule les facteurs de c et de ħh .
B Démontrez, par analyse dimensionnelle, que l’expression e 2/ħh4πc est sans dimensions. Par-
tez du fait que l’énergie potentielle électrostatique entre deux particules de charge e est e 2/4πr .
C Le positronium est un atome instable formé d’un électron et d’un positron. Il se désintègre
rapidement en deux photons. Dans son état singulet (c’est-à-dire quand le spin total des deux
particules est nul), sa vie moyenne inverse, calculée en électrodynamique quantique, est donnée
par la formule τ−1 = 12 mα
5, où m est la masse de l’électron et α est la constante de structure fine.
(i) Exprimez τ en restaurant les constantes ħh et c et (ii) évaluez sa valeur numérique en secondes.
Problème 1.2 Désintégration du pion
Le méson π− (masse 139,569 MeV) se désintègre par interaction faible en un muon µ− (masse
105,659 MeV) et un antineutrino ν̄µ (masse nulle). En supposant que le pion est initialement au
repos, calculez la vitesse du muon produit par sa désintégration. Indice : la solution à ce problème
est particulièrement simple dans le langage des quadrivecteurs.
Problème 1.3 Énergie de seuil d’une réaction
Une particule A, de masse mA et d’énergie E , est incidente sur une particule B au repos, de masse
mB . La collision est inélastique et produit N particules dans l’état final. On définit l’énergie de
seuil comme la valeur minimale de E en deçà de laquelle la réaction est impossible. Exprimez
l’énergie de seuil en fonction seulement de mA , de mB et de la masse totale M des produits de la
réaction. Notez que ce calcul est particulièrement simple dans le langage des quadrivecteurs, en
utilisant la notion de masse invariante, surtout si on se place dans le référentiel du centre d’im-
pulsion dans l’analyse des produits.
Appliquez ensuite la formule obtenue pour évaluer numériquement l’énergie de seuil (en MeV)
de la réaction
p +p → p +p +π0 (1.143)
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où p désigne le proton (masse 938,280 MeV) et π0 le pion neutre (masse 134,964 MeV).
Problème 1.4 Cinématique des collisions
Considérons un processus de collision élastique 1+2→ 3+4 où m1 =m3 et m2 =m4. Nous nous
plaçons dans le référentiel du laboratoire, où la particule 2 est initialement au repos. La particule
1 est déviée d’un angle θ (l’angle de diffusion) par rapport à sa direction initiale.
A Déterminez l’énergie E3 du projectile après la collision en fonction de l’énergie incidente E1
et de l’angle θ . Indice : Appliquez la conservation de l’énergie et de la quantité de mouvement et
calculez l’invariant p 24 = (p1+p2−p3)
2. Vous pouvez utiliser un logiciel de calcul symbolique (ex.
Mathematica) pour vous aider, mais le problème se réduit à la solution d’une équation quadra-
tique.
B Simplifiez ce résultat dans le cas particulier m1 = 0, correspondant à l’effet Compton (photon
incident sur un électron). Partez de l’équation algébrique à résoudre et non de la solution à celle-
ci.
Problème 1.5 Variables de Mandelstam
Considérons un processus de diffusion 1+2→ 3+4 où les réactants et les produits sont étiquetés
de 1 à 4 comme indiqué. On définit les variables de Mandelstam s , t et u en fonction des quadri-
vecteurs impulsion des particules impliquées :
s = (p1+p2)
2 t = (p1−p3)2 u = (p1−p4)2
On suppose que l’énergie et la quantité de mouvement sont conservées (p1 +p2 = p3 +p4). Dans
un processus de collision élastique, on suppose en outre, par convention, que les particules 1 et
3 sont du même type.
A Démontrez que les trois variables de Mandelstam ne sont pas indépendantes, mais respectent
la contrainte







B Lors d’une collision élastique, exprimez t en fonction du transfert de quantité de mouvement
q de la particule 1 à la particule 3 dans le repère du centre d’impulsion (ou centre de masse).
C Comme la section efficace est un invariant de Lorentz (tout comme les variables de Mandel-
stam), la quantité dσ/dt est aussi un invariant de Lorentz. Montrez que, lors d’une collision élas-
tique entre deux particules de même masse m , cette quantité est reliée à la section différentielle


















Problème 1.6 Section différentielle dans le référentiel du centre d’impulsion
La forme générale de la section différentielle est
dσ=









(2π)4δ4(p1+p2−p3− · · ·pN ) (1.144)
Considérons maintenant une collision à deux réactants et deux produits. Plaçons-nous dans le
référentiel du centre d’impulsion des réactants, de sorte que p1+p2 = 0.
A Démontrez que, dans ce référentiel,
Æ
(p1 ·p2)2− (m1m2)2 = |p1|(E1+E2) (1.145)
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où E l’énergie totale des réactants.
Problème 1.7 Section différentielle dans le référentiel du laboratoire
Considérons une collision 1+2→ 3+4, dans le référentiel du laboratoire (particule 2 au repos) et
supposons que les produits sont les mêmes que les réactants (m3 =m1 et m4 =m2).
A En partant de la relation (1.139), démontrez que la section différentielle de diffusion (par unité






p23|M f i |
2
m2|p1| (|p3|(E1+m2)− |p1|E3 cosθ )
(1.147)
où Ei désigne l’énergie de la particule i . Notez qu’un changement de variable semblable à celui
effectué en (1.80) est requis.
B Montrez que, dans le cas d’un projectile de masse nulle (m1 = 0), comme dans l’effet Compton,









(1− cosθ ) (1.148)
et que la formule ci-haut se réduit à
dσ
dΩ








Problème 1.8 Diffusion d’un neutron de basse énergie
Un neutron de basse énergie (1 keV) est incident sur un noyau de rayon a = 5 fm. Expliquez pour-
quoi on doit s’attendre, dans ce cas, à ce que la section différentielle de diffusion soit pratique-
ment isotrope, c’est-à-dire indépendante de l’angle de diffusion θ .
Problème 1.9 Droites de Kurie
Dans ce problème nous allons étudier la cinématique de l’émissionβ par un noyau. On considère
un noyau instable (masse M ) qui se désintègre en émettant un électron (masse me ), un neutrino
(masse mν qu’on suppose non nulle dans les calculs) et un noyau de masse M
′. Les masses des
noyaux sont très grandes par rapport à me ou mν. Une énergie E est libérée par la désintégration,
c’est-à-dire que
E = (M −M ′) (1.150)
Cette énergie sert à créer l’électron, le neutrino et à donner de l’énergie cinétique aux trois pro-
duits (électron, neutrino et noyau). On suppose que E ≪ M et que les noyaux, en tout temps,
demeurent non relativistes.
Une théorie de l’émission β a été proposée en 1934 par E. Fermi. a Une modification de cette
théorie fut ensuite proposée par Feyman et Gell-Mann dans les années 1950. Le cadre de cette
théorie permet de calculer l’amplitude invariante suivante pour le processus :
|M |2 =G 2(p1 ·p2)(p3 ·p4) (1.151)
où pi est la quadri-impulsion de la particule i , mi sa masse, etG est une constante ayant les unités
d’une surface. les particules 1 et 3 représentent les deux noyaux (avant et après la désintégration)
alors que les particules 2 et 4 sont l’électron et le neutrino.
A Expliquer pourquoi on peut négliger l’énergie cinétique du noyau produit, par rapport à celle
donnée au neutrino et à l’électron. Autrement dit, l’électron et le neutrino se partagent l’énergie
E .
B Pour une énergie libérée E fixe, quel est l’intervalle de valeurs possibles pour l’énergie de
l’électron ?
C La quantité de mouvement de l’électron émis n’est pas fixe, mais on peut définir un taux
d’émission par intervalle de quantité de mouvement de l’électron. Montrez que le taux d’émission






p2e (E −Ee )
Æ
(E −Ee )2−m 2ν (1.152)
Vous devez pour cela faire l’approximation que les masses des noyaux (M et M ′) sont beaucoup
plus grandes que l’énergie libérée.
D Il découle de la partie précédente qu’un graphique de
p
dω/d|pe |/|pe | en fonction de Ee est
une droite (dite droite de Kurie b) si la masse du neutrino est nulle. Faites un tel graphique (par
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exemple, à l’aide de Mathematica) pour les paramètres suivants : E = 1,1 me et mν/me = 0, 0,01
et 0,05. Ne vous préoccupez pas du préfacteur G 2/32π3. L’analyse des droites de Kurie obtenues
expérimentalement a permis d’obtenir une limite supérieure de 2,2 eV à la masse des neutrinos.
L’expérience KATRIN, en Allemagne, espère abaisser cette limite d’un ordre de grandeur.
a. E. Fermi, Zeitschrift für Physik, 88, 161 (1934). Une traduction anglaise est disponible : American Journal of Phy-
sics 36, 1150 (1968).
b. Oui, c’est un ‘K’. Rien à voir avec Curie.
–
Problème 1.10 Espace des phases
Considérons une collision de deux particules (1 et 2) qui mène à un état final formé de trois par-
ticules (numérotées 3, 4 et 5). Le problème est de déterminer la distribution de la masse inva-
riante m =
p
(p4+p5)2 des deux dernières particules. Autrement dit, quelle est la densité d’états
finaux ρ(m ) pour lesquels la masse invariante M45 est égale à m ? La réaction pπ− → nπ+π−
est un exemple de ce processus. Dans ce cas, les masses sont (en MeV) m1 = 938, m3 = 939 et
m2 =m4 =m5 = 140. Considérez cependant que les masses mi des particules sont des paramètres
généraux, comme la masse invariante s = (p1+p2)2 des réactants.
La distribution ρ(m ) s’obtient en faisant la somme sur tous les états finaux possibles, avec la
contrainte que l’énergie et la quantité de mouvement sont conservées et que la masse invariante












A Pour des valeurs données de s et des masses, quelle est la valeur maximale que m peut ad-
mettre ? Justifiez votre réponse sans calcul complexe.




















Indice : commencez par évaluer l’intégrale sur p4 et p5, pour une valeur fixe de p3, et pour ce faire
placez-vous dans le référentiel où p1 + p2 − p3 = 0. Une fois cette partie de l’intégrale effectuée,
il faut exprimer le résultat de manière invariante de Lorentz en fonction des variables restantes
(p3) et procéder à l’intégrale sur p3. Cette dernière intégrale se fait facilement dans le référentiel
où p1+p2 = 0. Aucune évaluation de primitive (c.-à-d. dintégrale indéfinie) n’est requise dans ce




D Portez cette fonction ρ(m ) en graphique (à l’aide de Mathematica, par exemple) en utilisant
les masses ci-haut pour la réaction pπ−→ nπ+π− et une valeur d’énergie initiale de E = 1 950 MeV





CHAMPS QUANTIQUES ET INTERACTIONS
La théorie quantique des champs est l’outil de base du modèle standard. Ce chapitre se veut une
introduction à cet outil, via la théorie du champ scalaire, décrivant des bosons de spin 0, et celle
du champ de Schrödinger, décrivant des fermions non relativistes. Malgré leur relative simplicité,
ces théories permettent d’introduire tous les concepts de base, y compris les diagrammes de Feyn-
man. Cependant, il faut garder à l’esprit que les particules élémentaires du tableau de la page 14
sont décrites par des théories légèrement différentes : le champ de Dirac (voir chapitre 3) pour les
fermions, et les champs de jauge pour les bosons (voir les sections 4.B et 5.D). Seul le champ de
Higgs est décrit par un champ scalaire.
A Théorie du champ scalaire
2.A.1 Un modèle simple en dimension 1
Comme prélude à l’étude des champs quantiques, nous allons étudier un modèle simple décrivant
les vibrations d’un cristal en dimension 1. Ce modèle simple servira de base microscopique à la
théorie du champ scalaire. L’objectif n’est pas du tout de décrire de manière réaliste les phonons
existant dans les solides, qui sont caractérisés par plusieurs bandes et polarisations, mais unique-
ment d’illustrer comment des excitations, ou particules peuvent émerger d’un modèle comportant
un nombre quasi infini de degrés de liberté.
Considérons une chaîne de N billes (ou «atomes») de masse µ distribuées le long d’une droite en
dimension 1 (Fig. 2.1). Ces billes sont reliées par des ressorts de fréquence caractéristique Ω à des
points d’ancrage régulièrement espacés, formant un réseau unidimensionnel de pas a . En plus,
les billes sont reliées à leurs voisins immédiats par d’autres ressorts, de fréquence caractéristique
Γ . À l’équilibre, les billes demeurent sur leurs points d’ancrage. Mais un déplacement quelconque
par rapport à cet équilibre cause l’apparition d’ondes longitudinales se propageant le long de cette
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chaîne. Si ur désigne le déplacement de la bille n
o r par rapport à sa position d’équilibre, alors le














Nous pouvons supposer, pour simplifier, que ce système possède des conditions aux limites pério-
diques, c’est-à-dire que uN+1 ≡ u1. La longueur du système est ℓ=N a .
FIGURE 2.1
u
r−2 ur−1 ur ur+1 ur+2
a








= 0= ür +Ω
2ur + Γ
2(2ur −ur+1−ur−1) (2.2)
Il ne faut pas oublier, en dérivant ces équations, que le terme impliquant us dans le dernier terme
du lagrangien (2.1) apparaît dans deux des termes de la somme : r = s et r = s − 1. Ces équa-
tions forment un système d’équations linéaires couplées. Cherchons-en une solution ayant la forme
d’une onde progressive, c’est-à-dire
ur = A e
i (q r−ωt ) (2.3)
Comme la variable ur est réelle, il est sous-entendu ici que nous prenons la partie réelle de cette
expression et que l’amplitude A peut être complexe. Le paramètre q ne peut prendre que des valeurs
comprises dans l’ensemble 2πZ/N , en raison de la condition de périodicité. De plus, deux valeurs
de q séparées de 2π sont entièrement équivalentes. En substituant cette forme dans l’équation (2.2),
on trouve la condition
−ω2+Ω2+ Γ 2

2− ei q − e−i q

= 0 (2.4)
La fréquence de l’onde est donc donnée par l’expression suivante :
ωq =
Æ
Ω2+2Γ 2(1− cos q ) =
q
Ω2+4Γ 2 sin2(q/2) (2.5)
Cette dernière relation constitue la relation de dispersion, soit la relation entre la fréquence et le
nombre d’onde d’une onde progressive.
Comme l’équation (2.2) est linéaire, sa solution générale est une combinaison linéaire des solutions
particulières trouvées ci-dessus, pour toutes les valeurs distinctes de q :







i (q r−ωq t ) (2.6)
où ũq est une amplitude qui doit être déterminée d’après les conditions initiales du problème. Le
facteur 1/
p
N a été introduit par convention, afin de fixer la normalisation de chacune des solu-
tions indépendantes qui sont combinées. Cette solution générale est une superposition de modes
de fréquences définiesωq . Du point de vue classique, le problème est dès lors résolu.
Les ondes qui se propagent ainsi sont des modes collectifs et ont, en mécanique quantique, un ca-
ractère corpusculaire autant qu’ondulatoire. Autrement dit, l’énergie contenue dans ces vibrations
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est quantifiée en multiples entiers de ħhωq , et chaque quantum d’oscillation se comporte comme
une particule. En physique de solide, les quanta de vibration du réseau cristallin sont appelés pho-
nons, et c’est ainsi que nous pourrions appeler les particules qui émergent du modèle simple (2.1),
même si à proprement parler on ne peut pas parler de phonons ici en raison du terme en Ω2 qui
n’existe pas sur un véritable réseau cristallin. Mais ces phonons ne sont pas les billes d’origine qui,
elles, sont liées et ne peuvent se propager ; ce sont plutôt des particules émergentes.
2.A.2 Limite continue
Supposons que le pas de réseau a soit très petit par rapport à nos moyens d’observation, de sorte
qu’on puisse traiter approximativement le système de billes comme un continuum. Nous allons
remplacer la variable ur par une fonction u (x ), où x est une variable continue dans l’intervalle
[0, L ] qui prend les valeurs x = r a dans le cas discret (N a = ℓ et r = 1, 2, . . . , N ). La différence finie
ur+1−ur sera alors remplacée par une dérivée : a∂x u . Le lagrangien (2.1) peut alors être remplacé











u̇ 2−Ω2u 2− Γ 2a 2(∂x u )2

(2.7)
Il est alors pratique de définir un champφ(x ) = u (x )
p











où nous avons également introduit la vitesse caractéristique c = Γa . On définit habituellement une
densité lagrangienneL telle que
L =
∫
dx L L = φ̇2−Ω2φ2− c 2(∂xφ)2 (2.9)
Équation de Lagrange On peut également appliquer la limite continue directement aux équa-
tions de Lagrange (2.2) :
∂ 2u
∂ t 2
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En haut : relation de dispersion (2.5). En bas, élargissement de la partie basse énergie ; les droites corres-
pondent à la dispersion linéaire de particules sans masse.
Relation de dispersion Prenons maintenant la limite continue de la relation de dispersion (2.5).
Nous devons pour cela supposer que le nombre d’onde q est très petit par





Ω2+ Γ 2q 2 =
Æ







On a introduit ici un véritable vecteur d’onde p et la masse m , ayant les unités voulues. L’approxi-
mation du continuum revient à demander que p soit petit en comparaison de a−1, le pas de réseau
inverse. On trouve en tout cas l’expression relativiste de l’énergie E (p ) d’une particule d’impulsion
p et de masse m . La relation de dispersion du système discret, et sa limite de faible vecteur d’onde
sont illustrées à la figure 2.2. Les ondes qui se propagent dans ce modèle peuvent donc être assimi-
lées à des particules de masse m . Cette interpréation sera clarifiée plus bas.
Hamiltonien Dans le système discret d’origine, la relation entre le lagrangien et le hamiltonien








Comment ce passage est-il réalisé dans la limite continue ? Dans le cas quasi continu, mais encore




aL (φ(xr ),φ̇(xr )) (2.15)
où les différentes valeurs xr = r a de la coordonnée spatiale sont espacées régulièrement. Le mo-
ment conjugué à la variableφ(xr ) est alors
∂ L
∂ φ̇(xr )
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et le crochet de Poisson associé est








δr s →δ(xr − xs ) (2.20)
Donc, le crochet de Poisson prend la forme suivante pour un système continu :
[φ(x ),π(x ′)]P =δ(x − x ′) (2.21)











On peut donc le représenter comme l’intégrale d’une densité hamiltonienneH :
H =
∫
dxH où H =π(x )φ̇(x )−L (2.23)
Généralisation à trois
dimensions
Le modèle ci-dessus peut se généraliser à trois dimensions d’espace en
supposant que le champ φ dépend maintenant de la position r et que le










L’équation de Lagrange devient alors
∂ 2φ
∂ t 2
+Ω2φ− c 2∇2φ = 0 (2.25)
Notons que dans cette généralisation à trois dimensions, on perd quelque peu l’interprétation ori-
ginale : le champ φ peut toujours être interprété comme une mise à l’échelle du déplacement des
billes, mais dans une direction seulement. Un modèle de vibrations plus réaliste permettrait aux
billes de se déplacer dans toutes les directions, ce qui n’est pas le cas ici. Gardons à l’esprit que le
modèle des billes n’est utile ici que pour motiver l’apparition de modes collectifs de vibration.









f (xs ) = f (xr ) (2.18)
et que cette expression prend également la forme suivante dans la limite continue :
∫
dxs δ(xr − x ′s ) f (x
′
s ) = f (xr ) (2.19)
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En trois dimensions, le passage vers le hamiltonien se fait de la manière suivante :
H =
∫




De plus, on a le crochet de Poisson suivant :
[φ(r),π(r′)]P =δ(r− r′) (2.27)
2.A.3 Équation de Klein-Gordon
L’équation (2.25) est une modification de l’équation d’onde habituelle et porte le nom d’équation de
Klein-Gordon. Elle a été proposée la première fois dans le contexte de la recherche d’une équation
d’onde relativiste pour les ondes de matière (voir ci-dessous). On peut récrire cette équation de la









Une propriété remarquable de cette équation est qu’elle respecte l’invariance de Lorentz, si la vi-
tesse caractéristique c coïncide avec la vitesse limite (vitesse de la lumière). En effet, l’équation
prend la forme suivante dans le langage des quadrivecteurs (on pose maintenant c = 1) :
∂µ∂
µφ+m 2φ = 0 (2.29)
En supposant que cette équation admette des solutions de type onde plane, qui ont la forme φ =
φ0 e
−i pµxµ (φ0 étant une constante), on trouve, en substituant dans l’équation, la condition suivante
sur le quadrivecteur d’onde (ou quadri-impulsion) :
(−pµpµ+m 2)φ0 = 0 ou encore p 2 = E 2−p2 =m 2 (2.30)
Autrement dit, l’énergie-impulsion pµ de l’onde obéit à la relation de dispersion de particules re-
lativistes de masse m (d’où la notation choisie pour m). La masse m n’a bien sûr rien à voir avec
la masse µ des billes du modèle d’origine. Elle est essentiellement reliée à la fréquence caractéris-
tique du ressort qui maintient les billes autour de leur point d’ancrage. Autrement dit : dans le cas où
toutes les billes sont déplacées en phase et d’une même distance par rapport à leur position d’équi-
libre, Ω est la fréquence d’oscillation du système, et un quantum de cette oscillation aurait une
énergie ħhΩ. Ce quantum est associé à une particule au repos dont l’énergie de masse est m c 2 = ħhΩ
(nous allons dorénavant poser ħh = 1, comme dans le reste de ce recueil).
Nous avons obtenu ici un résultat profond : nous sommes partis d’un système discret (le réseau
de billes), qui ne possède pas d’invariance de Lorentz. En effet, les billes constituent une sorte
d’«éther», de milieu de propagation, et leur référentiel au repos est privilégié. En prenant la limite
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continue, nous avons obtenu une théorie effective qui, elle, possède l’invariance de Lorentz. Au-
trement dit, l’une des symétries les plus fondamentales de la physique apparaît comme un aspect
émergent, approximatif, d’une théorie discrète plus fondamentale définie à une échelle de longueur
trop petite pour être accessible. Il ne faut bien sûr pas conclure de cet exercice que l’univers est
vraiment fait de billes microscopiques ! Mais il faut garder à l’esprit qu’une théorie impliquant des
champs continus n’est vraisemblablement qu’une approximation d’une théorie encore plus fon-
damentale, qui nous échappe pour le moment.
Motivation originale pour
l’équation de Klein-Gordon
L’équation de Klein-Gordon fut proposée en 1926 pour décrire les
ondes de matière relativistes par plusieurs physiciens en 1926, no-
tamment Klein 2 et Gordon 3 L’équation de Schrödinger habituelle








n’est pas compatible avec la théorie de la relativité restreinte. Elle décrit des particules dont l’énergie
et la quantité de mouvement sont reliées par E = p2/2m . Cela se constate immédiatement par la




p→−i∇ ou encore pµ→ i∂µ (2.32)
En suivant de près les idées originales de Louis de Broglie et en appliquant la relation relativiste
entre énergie et quantité de mouvement, soit pµp
µ =m 2, à la correspondance ci-dessus, on obtient
bel et bien l’équation de Klein-Gordon (2.29). Cette équation est très semblable à l’équation d’onde
ordinaire, sauf pour un terme supplémentaire impliquant la masse. Cependant, l’équation de Klein-
Gordon ne peut pas correctement décrire les électrons relativistes. Non seulement ne contient-elle
pas le spin, mais en la couplant on champ électromagnétique, on ne trouve pas la forme correcte
de la structure fine du spectre de l’atome d’hydrogène.
Absence de courant de
probabilité
Un paradoxe posé par l’équation de Klein-Gordon est que, étant du deuxième
ordre dans le temps, l’énergie de la particule peut être à la fois négative
ou positive : E = ±
p
p2+m 2. On ne savait pas, à l’époque, comment in-
terpréter ces solutions à énergie négative. Reliée à cela est l’impossibilité d’interpréter le module
carré de ψ comme une densité de probabilité. En effet, si ψ obéit à l’équation de Schrödinger, on
peut définir une densité positiveρ = |ψ|2 et une densité de courant J=−(i/2m )(ψ∗∇ψ−∇ψ∗ψ) qui






























2. O. Klein, Z. f. Phys. 37, 895 (1926).
3. W. Gordon, Z. f. Phys. 40, 117 (1926).
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où l’annulation provient de l’équation de Schrödinger. Dans le cas de l’équation de Klein-Gordon,
l’invariance relativiste de l’équation nous permet de définir une densité et un courant qui forment
un quadrivecteur :
J µ = (ρ, J) = i
 
ψ∗∂ µψ− ∂ µψ∗ψ

(2.35)
(le facteur i est nécessaire afin que la densité de courant soit réelle). L’équation de continuité est
alors valable en vertu de l’équation de Klein-Gordon :
∂µ J
µ = i∂µ(ψ


















mais cette quantité n’est pas définie positive et ne peut donc pas être interprétée comme une den-
sité de probabilité.
En fait, la raison fondamentale pour laquelle cette équation ne peut s’appliquer aux électrons est un
peu plus subtile : cette équation, pour être fondamentale, ne peut décrire que des bosons de spin
zéro. La description relativiste des particules de spin 1/2 est plutôt fournie par l’équation de Dirac.
2.A.4 Invariance de Lorentz de la théorie du champ scalaire
Retournons à l’action (2.24), cette fois en adoptant un langage covariant en dimension 3+1 et en











On constate que cette expression est invariante lors des transformations de Lorentz, pourvu que
le champ φ lui-même soit un invariant. Que veut-on dire par cette dernière condition ? Le fait que
le champ φ soit un invariant de Lorentz signifie que φ(x ), considéré comme fonction de l’espace-
temps, se transforme comme suit lorsqu’on procède à une transformation de Lorentz xµ→ x ′µ =
Λµνx
ν :
φ(x )→φ′(x ′) =φ(x )
Autrement dit, à un événement de l’espace-temps défini par la quadriposition x dans le référentiel
S , le champφ prend une valeur scalaire précise, qui ne dépend que de cet événement et non pas du
référentiel utilisé pour le repérer dans l’espace-temps. En passant à un autre référentiel S ′, la valeur
φ′ du champ au même événement est la même que dans S , c’est-à-dire queφ′ =φ.
Le champ φ étant un invariant de Lorentz, il est alors clair que ∂µφ est un quadrivecteur covariant
et que les différents termes de l’action (2.38) sont invariants de Lorentz, incluant la mesure d’inté-
gration d4 x sur l’espace-temps. Donc l’action S elle-même est un invariant de Lorentz. Comme les
équations classiques du mouvement sont obtenues de la variation de l’action S , l’invariance de S
entraîne nécessairement que les équations du mouvement ont la même forme dans tous les réfé-
rentiels. C’est le cas de l’équation de Klein-Gordon (2.29).
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Application covariante du
principe variationnel
Voyons comment l’équation de Klein-Gordon, dans sa forme cova-
riante (2.29), dérive du principe variationnel. Il n’y a rien de nouveau
ici, sauf dans la notation. En appliquant une variation δφ du champ,























Le deuxième terme est l’intégrale sur l’espace-temps d’une quadridivergence. Le théorème de la
divergence en dimension 4 s’applique et cette intégrale peut être ramenée à une intégrale sur une













Cette dernière intégrale pourrait prendre la forme d’une intégrale sur tout l’espace aux temps ex-
trêmes t1 et t2 (comme ci-haut), plus une intégrale sur tous les temps, évaluée à la frontière spatiale
du domaine considéré, à moins qu’on utilise des conditions aux limites périodiques qui font que
le domaine spatial n’a pas de frontières. Dans tous les cas, on suppose que la variation δφ s’an-
nule sur la frontière : cette condition fait partie du principe variationnel lui-même, qui est «local»
dans l’espace-temps, en dépit des apparences. On peut par exemple supposer que le domaine d’in-
tégration dans l’espace-temps est infini dans toutes les directions et que la variation δφ s’annule
suffisamment rapidement à l’infini pour que le terme de surface puisse toujours être ignoré. Pour
que la variation δS s’annule, quelle que soit la variation δφ, il faut donc que l’expression entre pa-
renthèses dans le premier terme soit nulle, ce qui mène précisément à l’équation de Klein-Gordon.
B Quantification du champ scalaire
Le passage de la mécanique classique à la mécanique quantique se fait en remplaçant les variables
dynamiques qui figurent dans le hamiltonien par des opérateurs hermitiens. De plus, les crochets
de Poisson deviennent des commutateurs (divisés par i ) :
[A, B ]P →
1
iħh
(ÂB̂ − B̂ Â) (2.42)
Par exemple, la relation de commutation canonique entre deux variables conjuguées q et p , soit
[q , p ]P = 1, devient
1
i
(q̂ p̂ − p̂ q̂ ) = 1 ou encore [q̂ , p̂ ] = iħh (2.43)
Dans ce qui suit, nous adopterons les unités naturelles (ħh = 1) et nous omettrons d’affubler les
opérateurs d’un accent circonflexe, afin de ne pas alourdir la notation. La distinction entre variable
classique et opérateur sera claire en fonction du contexte.
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2.B.1 Hamiltonien










Le moment conjugué correspondant est π(r) = φ̇(r) et donc le hamiltonien du champ est
H =
∫







Les quantités φ(r) et π(r) sont maintenant des opérateurs, qui obéissent aux relations de commu-
tation suivantes :
[φ(r),π(r′)] = iδ(r− r′) [φ(r),φ(r′)] = [π(r),π(r′)] = 0 (2.46)








i p·r φp =
∫








i p·r πp =
∫
d3r π(r)e−i p·r (2.48)



















































Cette dernière expression fait immédiatement penser au hamiltonien d’un ensemble d’oscillateurs
harmoniques découplés (un oscillateur pour chaque valeur de p) de fréquencesωp et de masse V .
La suite logique des choses est d’introduire les opérateurs d’échelles ap et a
†
p correspondants. Mais
comme les transformées de Fourier à p et à −p sont reliées par une conjugaison hermitienne, nous
devons être prudents et s’assurer d’utiliser les bonnes relations de commutation.
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Justement, les relations de commutation entre les transformées de Fourier sont les suivantes :
[φp,πp′ ] =
∫






= iV δp,−p′ (2.53)
ou encore, en remplaçant p′→−p′,
[φp,π
†
p′ ] = iV δp,p′ et [φ
†
p,πp′ ] = iV δp,p′ , (2.54)
auquel on peut ajouter les relations triviales suivantes :
[φp,φp′ ] = [πp,πp′ ] = 0 (2.55)
Lagrangien et transformées
de Fourier
Notons que le lagrangien (2.44) pourrait aussi d’exprimer en fonction des














La raison pour laquelle nous sommes passés au hamiltonien directement dans l’espace réel au lieu de faire
le passage après avoir exprimé le lagrangien comme ci-dessus est subtile : la transformée de Fourier φp est
une variable complexe, de plus contrainte par la relationφ∗p =φ−p. Le chemin qui mène de ce lagrangien vers
un hamiltonien n’est donc pas tout à fait assuré. Il faudrait en fait restreindre la somme sur p à la moitié des













où la notation p∗ signifie que la somme est prise sur un seul vecteur d’onde de la paire {p,−p} ; le cas p= 0 est
manifestement spécial, et devrait conserver le facteur 12 , mais nous allons négligé ce détail dans ce qui suit.
On doit alors traiter les variablesφp etφ
∗



















ce qui mène aux crochets de Poisson suivants :
[φp,πp′ ]P =V δp,p′ [φ∗p,π
∗
p′ ]P =V δp,p′ (2.59)












































où on a utilisé le fait que π∗p =π−p. Donc en fin de compte on retrouve les mêmes résultats que ci-haut.
59
Chapitre 2. Champs quantiques et interactions
2.B.2 Opérateurs de création et d’annihilation




















Notons que, contrairement à φp et πp, on a a
†
p ̸= a−p. Ces opérateurs obéissent aux relations de




























































































































































































B. Quantification du champ scalaire













































2.B.3 Particules en tant que quanta du champ
Comme le système n’est qu’une collection d’oscillateurs harmoniques, on connait bien les états
propres de l’énergie. Les états propres de chaque oscillateur sont notés |nq〉 (nq un entier positif ou





nq+1|nq+1〉 a †qaq|nq〉= nq|nq〉 (2.79)
L’état fondamental est |0〉 et l’énergie de l’état |nq〉 est nqħhωq, par rapport à celle de l’état fondamen-
tal. L’opérateur Nq = a †qaq prend des valeurs propres entières, est appelé l’opérateur du nombre. Le
hamiltonien s’exprime ensuite comme H =
∑
qωqNq (modulo une constante additive).
L’état fondamental du système complet, qu’on notera |0〉, est le produit tensoriel des états fonda-
mentaux de chaque oscillateur :
|0〉= |0〉1⊗ |0〉2⊗ |0〉3⊗ · · ·⊗ |0〉N (2.80)
où |0〉q désigne le fondamental de l’oscillateur no q .
Les états excités sont obtenus en appliquant les opérateurs d’échelle a †q de toutes les manières pos-
sibles. En particulier, l’état excité le plus simple est obtenu en excitant l’un des oscillateurs seule-
ment : a †q|0〉. Cette excitation se propage avec une quantité de mouvement q et une énergie ωq et
est interprétée comme une particule. L’opérateur Nq = a †qaq est alors le nombre de particules pos-
sédant une quantité de mouvement q. Comme l’opérateur a †q augmente de 1 la valeur propre de
ce nombre, on dit qu’il crée une particule et on l’appelle opérateur de création. De même, l’opé-
rateur aq diminue de 1 la valeur de nq et est appelé opérateur d’annihilation ou de destruction de
particules.
Les particules ainsi créés sont des bosons : il est possible d’en mettre autant qu’on veut dans un
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représente un état où n particules occupent le mode de vecteur d’onde q. D’autre part, comme les
opérateurs de création et d’annihilation associés à des modes différents commutent entre eux, l’état
quantique obtenu par application d’opérateurs de création ne dépend pas de l’ordre dans lequel ces
opérateurs sont appliqués (c.-à-d. le signe est le même dans tous les cas).
C Interactions et diagrammes de Feynman
2.C.1 Hamiltonien d’interaction
Modifions maintenant notre modèle simple de billes en ajoutant un terme anharmonique propor-














Nous allons considérer cet ajout comme une perturbation H1 sur le hamiltonien décrivant les par-










(la motivation pour le facteur 16 apparaîtra sous peu).
Si on exprime le champ en fonction des opérateurs de création et d’annihilation comme à l’éq. (2.78),
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C. Interactions et diagrammes de Feynman
Quelques explications sur ce qui précède : Nous devons utiliser trois variables de sommation dis-
tinctes (p , p ′, q ) puisque l’interaction comporte trois facteurs. Pour passer de la deuxième à la troi-
sième équation, nous avons intégré sur x , ce qui a généré des deltas de Kronecker sur les impulsions.
Pour arriver à la dernière équation, nous avons tiré profit de ces deltas de Kronecker pour éliminer
la somme sur p ′, en posant p ′ = p +q ou p ′ = −p −q , de manière à conserver le même préfacteur
ω−1/2p+q pour tous les termes. Pour ce faire, nous avons changé la sommation de p à −p ou de q à
−q au besoin. En procédant à quelques changements de variable d’intégration supplémentaires,












ap a−p−q aq +a
†
q+p ap aq +ap a
†





Remarquons que chacun des termes de cette expression conserve la quantité de mouvement, c’est-
à-dire ne la change pas. Par exemple, l’effet du premier terme (ap a−p−q aq ) est de détruire trois par-
ticules, d’impulsions q ,−p −q et p respectivement, ce qui ne change pas l’impulsion totale du sys-
tème. Par contre, les trois termes qui suivent créent une particule d’impulsion p+q et en détruisent
deux d’impulsions p et q , ce qui ne change pas non plus l’impulsion totale. Cette conservation de
l’impulsion est attribuable à l’invariance par translation r → r + 1 du hamiltonien original, ou en-
core x → x + s dans la limite continue, en raison des conditions aux limites périodiques.
Plutôt que de travailler avec le modèle unidimensionnel simple que nous avons utilisé comme mo-
tivation à la théorie quantique des champs, nous allons passer directement à trois dimensions d’es-





d3 x φ(x )3 (2.86)












La forme ci-dessus du terme d’interaction se généralise immédiatement au cas d’une théorie for-





















2.C.2 Diffusion entre particules : exemple
Le terme d’interaction (2.88) fait que les particules définies en tant qu’états propres du hamiltonien
(2.75) ne sont plus des états propres du hamiltonien complet. En pratique, cela signifie, par exemple,
qu’un état propre du hamiltonien non perturbé comportant deux particules développera, en fonc-
tion du temps, une composante le long d’autres états propres, certains comportant deux particules,
d’autres même plus.
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La théorie des perturbations nous permet de calculer une probabilité de transition par unité de
temps d’un état initial |i 〉 vers un état final | f 〉, tous deux états propres du hamiltonien non perturbé
(2.75). En particulier, nous pouvons ainsi calculer une section différentielle de diffusion. Rappelons
la règle d’or de Fermi, qui donne le taux de transition d’un état initial |i 〉 vers un état final | f 〉 :
ωi→ f = 2π|M |2δ(E f −Ei ) (2.89)
où l’amplitude M est, aux deux ordres les plus bas de la théorie des perturbations,
M = 〈 f |H1|i 〉+
∑
n
〈 f |H1|n〉〈n |H1|i 〉
Ei −En
+ · · · (2.90)
où le deuxième terme est une somme sur les états propres |n〉 du hamiltonien non perturbé, quali-































Considérons maintenant l’exemple suivant. Deux particules, d’impulsions p1 et p2, entrent en col-
lision en vertu de l’interaction (2.88), pour donner dans l’état final deux particules d’impulsions p3
et p4. Comme l’énergie et la quantité de mouvement sont conservées lors de ce processus, on a
ω1+ω2 =ω3+ω4 et p1+p2 = p3+p4 (2.91)
Les états initial et final sont
|i 〉= a †1 a
†





où nous employons la notation abrégée a3 = ap3 , a1−3 = ap1−p3 , etc.
Le hamiltonien d’interaction (2.88) ne permet pas de passer directement de l’état initial à l’état final,
c’est-à-dire que 〈 f |H1|i 〉 = 0. Cela est dû au fait que H1 doit nécessairement changer le nombre de
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particules, par ±1 ou ±3. Donc l’amplitude de diffusion M est nulle au premier ordre de la théorie
des perturbations et on doit considérer les termes du deuxième ordre.
Les états intermédiaires possibles contiennent forcément une particule ou trois particules. L’in-
teraction conserve cependant la quantité de mouvement, ce qui fait que les états intermédiaires
doivent avoir la même quantité de mouvement que les états initial ou final. Nous ne sommes in-
téressés que par les états intermédiaires |n〉 tels que 〈 f |H1|n〉〈n |H2|i 〉 est non nul. Il n’existe que
six possibilités, modulo certaines permutations des termes d’interaction. Quatre de ces possibi-
lités sont représentées sur la figure 2.3 par des diagrammes illustrant chaque état intermédiaire
impliqué. Les deux autres sont obtenues en échangeant p3 et p4 dans les cas (A) et (B). Dans ces
diagrammes, les particules initiales apparaissent en bas et les particules finales en haut, et les par-
ticules se «propagent» du bas vers le haut, en suivant les traits dessinés. Il ne s’agit pas strictement
d’une propagation dans le temps, mais plutôt d’une succession d’apparitions des différents états,
de la droite vers la gauche, dans le deuxième terme de (2.90).
Expliquons, en commençant par le premier diagramme (cas (A) sur la figure). Les trois états (initial,
intermédiaire et final) sont représentés successivement de bas en haut. Un sommet (ou vertex) du
diagramme correspond à l’action du hamiltonien d’interaction H1, qui nous fait passer successive-




1−3|0〉, à l’état | f 〉. Le premier vertex représente l’action du terme
a †3 a
†
1−3a1 de H1, ainsi que des termes obtenus des 5 autres permutations des mêmes facteurs, qui
détruisent la particule d’impulsion p1 et la remplacent par une particule d’impulsion p3, en créant
une particule intermédiaire d’impulsion q= p1−p3. On associe à ce vertex l’élément de matrice





Les 6 permutations de ce terme ont compensé le facteur 16 qui multiplie la constante de couplage
g dans H1. Le deuxième vertex représente l’action de a
†
4 a1−3a2 dans H1 (et de ses permutations),
qui détruisent la particule d’impulsion p2 et la remplacent par une particule d’impulsion p4, tout
en annihilant la particule intermédiaire. On associe à ce vertex l’élément de matrice





le dénominateur figurant dans l’amplitude (2.90) est
Ei −En = (ω1+ω2)− (ω2+ω3+ω1−3) =ω1−ω3−ω1−3 (2.95)









Pour calculer la contribution du diagramme (B), il suffit d’échanger 1↔ 2 et 3↔ 4, tout en gardant
à l’esprit queω1−ω3 =ω4−ω2, p1−p3 = p4−p2 et queω3−1 =ω1−3. On obtient alors
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En combinant ces deux amplitudes, on obtient











où p1 et p3 désignent les quadrivecteurs énergie-impulsion des particules correspondantes. La der-
nière égalité provient du fait queω21−3 = (p1−p3)
2+m 2.
On montre sans peine que les diagrammes (C) et (D) valent respectivement















et que leur somme vaut















Notons tout de suite que ces amplitudes ont été calculées en utilisant une normalisation discrète des
états. Dans la normalisation relativiste, on devrait premièrement supprimer le facteur de volume, et
ensuite multiplier par le facteur de normalisation
p
2ωi pour chaque particule i figurant dans l’état
initial ou final. On obtiendrait alors les combinaisons suivantes, qui sont invariantes de Lorentz :
M (A+B ) =M (i ) =
g 2
(p1−p3)2−m 2




Ces combinaisons sont représentées graphiquement par les deux diagrammes de la figure 2.4, dits
diagrammes de Feynman. Ceux-ci interviennent dans une forme légèrement différente de la théo-
rie des perturbations (la théorie covariante des perturbations) qui ne distingue pas entre les deux
états intermédiaires A et B (ou C et D). Elle fait plutôt intervenir des particules virtuelles qui sont
émises et absorbées par les particules réelles présentes dans les états final et initial. Les particules
virtuelles sont représentées par les lignes internes dans les diagrammes de la figure 2.4 et pos-
sèdent les quadri-impulsions q = p1 − p3 et q = p1 + p2 dans les diagrammes (i) et (ii) respective-
ment. La quadri-impulsion d’une particule virtuelle est déterminée par la conservation de la quadri-
impulsion à chacun des vertex du diagramme, et cette conservation garantit la conservation globale
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de la quadri-impulsion entre l’état initial et l’état final. Cependant, la particule virtuelle n’est pas
sur la couche de masse, c’est-à-dire que q 2 ̸=m 2.
La notion de couche de masse désigne l’hypersurface, dans l’espace des énergies-impulsions, défi-
nie par l’équation p 2 = p 20 −p
2 =m 2. Cette hypersurface a l’apparence d’un hyperboloïde. Un qua-
drivecteur qui ne tombe pas sur cette hypersurface ne peut pas représenter la quadri-impulsion
d’une particule observable. Dans le cas qui nous occupe, p1 et p3 appartiennent à des particules
réelles et ces quadrivecteurs sont sur la couche de masse : p 21 =m
2 et p 23 =m
2 ; par contre, la diffé-
rence p1 −p3 ne peut pas l’être : en se plaçant dans le référentiel du centre de masse du processus
(p1+p2 = 0), on sait que les énergies E1 et E3 sont les mêmes et donc que p1−p3 = (0, p1−p3) et donc
que (p1−p3)2 =−(p1−p3)2 < 0. Cela signifie que le quadrivecteur p1−p3 est de genre «espace», alors
que le quadrivecteur d’une particule massive (m > 0) est de genre «temps». Comme (p1 − p3)2 est
un invariant, l’argument ne dépend pas du référentiel utilisé pour faire le calcul. De même, la com-
binaison p1+p2 n’est pas sur la couche de masse non plus : dans le référentiel du centre de masse,
cette quantité vaut (2E , 0) et donc (p1+p2)2 = 4E 2 = 4(p2+m 2), où p est la quantité de mouvement
de l’une des deux particules initiales dans ce référentiel. Ceci est toujours plus grand que m 2.
Résumons l’interprétation physique des calculs que nous venons de faire. Dans le cas parfaitement
harmonique (g = 0), les états propres du système défini par le lagrangien (2.44) sont des particules
de masse m , respectant la relation de dispersion pµp
µ = m 2. Si g ̸= 0, le lagrangien contient en
outre un terme cubique (gφ3) qui rend les équations de Lagrange correspondantes non linéaires. Ce
terme cause une interaction entre les particules, qui ne sont plus désormais des états propres exacts.
Si g n’est pas trop grand, on peut calculer l’effet de cette interaction en théorie des perturbations.
Cette dernière peut être formulée en fonction de l’échange de «particules virtuelles» entre particules
réelles. Les particules virtuelles sont bien sûr indétectables et ne sont pas sur la couche de masse.
Cette interprétation s’applique à toutes les interactions fondamentales, mais est tributaire de la
théorie des perturbations ; elle perd son sens si l’interaction est trop forte pour que la théorie des
perturbations soit applicable.
2.C.3 Calcul de la section efficace
Nous allons indiquer comment compléter le calcul de la section différentielle de diffusion en se ba-
sant sur l’amplitude calculée ci-dessus. L’amplitude complète comprend les partiesM (i ) etM (i i ),
plus les termes obtenus en échangeant les rôles des deux particules finales (3↔ 4) dansM (i ). On
obtient alors












Calculons la section différentielle de diffusion dans le référentiel du centre de masse. Posons donc
p1 = p x p2 =−p x p3 = p n p4 =−p n (2.103)
où n est le vecteur unitaire dans la direction de la particule diffusée, faisant un angle θ avec l’axe
des x . Les quatre énergiesωi sont égales à l’énergie E du faisceau.
Dans le premier terme de l’amplitude,
q= p1−p3 = p (x−n) =⇒ (p1−p3)2 =−q2 =−p 2(2−2 cosθ ) =−4p 2 sin2θ/2 (2.104)
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Dans le second,
q= p1−p4 = p (x+n) =⇒ (p1−p4)2 =−q2 =−p 2(2+2 cosθ ) =−4p 2 cos2θ/2 (2.105)
Dans le troisième,
q= p1+p2 = 0 =⇒ (p1+p2)2 = (ω1+ω2)2 = 4E 2 (2.106)




4p 2 sin2θ/2+m 2
+
1



















où E est l’énergie totale des particules incidentes. Le préfacteur 12 devant cette expression tient
compte de l’identité des particules : il faut éviter, dans le décompte des états finaux, de compter
comme deux états distincts les configurations qui s’obtiennent l’une de l’autre par échange de par-
ticules identiques. Dans le cas qui nous occupe, la section différentielle serait, si on l’exprime en














2.C.4 Règles de Feynman
Nous avons effectué un calcul simple dans le cadre de la théorie des perturbations dépendant du
temps. Il existe cependant une version améliorée de la théorie des perturbations, dont Feynman
fut le pionnier et Freeman Dyson l’architecte. Cette «théorie covariante des perturbation» ne sera
pas étudiée en détail dans ce cours. Par contre, elle peut être appliquée sans qu’il soit nécessaire
d’en comprendre tous les replis, car elle est habituellement formulée en fonction de diagrammes
de Feynman. Ses règles peuvent être résumées ainsi, si on l’applique à la théorie du champ scalaire :
1. Les règles suivantes visent à construire une expression mathématique pour iM ,M étant
l’amplitude invariante du processus dans la normalisation relativiste.
2. Pour un processus donné, identifier les états initial et final et dessiner les lignes correspon-
dantes.
3. Construire les diagrammes possibles à l’ordre N de la théorie des perturbations en introdui-
sant N vertex, auxquels sont reliés les lignes externes et des lignes internes (correspondant
à des particules virtuelles) introduites au besoin.
4. Chaque ligne porte une certaine quadri-impulsion : notons-la pi pour les lignes externes, et
qi pour les lignes internes. La direction de cette quadri-impulsion est arbitraire, c’est-à-dire
affaire de convention. On peut faire une analogie avec les lois de Kirchhoff dans la théorie
des circuits. La quadri-impulsion est conservée à chaque vertex.
68
C. Interactions et diagrammes de Feynman
5. À chaque vertex, insérer un facteur −i g . Ajouter un facteur (2π)4δ(k1+k2+k3), où k1,2,3 sont
les quadri-impulsions entrantes (changer le signe s’il s’agit de quadri-impulsions sortantes).




où q est la 4-impulsion du boson virtuel.





En pratique, si le diagramme ne contient pas de boucle fermée, les fonctions deltas qui im-
posent la conservation de la 4-impulsion à chaque vertex rendent ces intégrales triviales.
Chaque boucle du diagramme correspond à une réelle intégration. Ces intégrales constituent
la principale difficulté calculatoire, notamment en raison de leur caractère singulier.
8. La conservation de la quadri-impulsion entre les états initial et final est une conséquence de
sa conservation à chaque vertex. Cependant, le facteur global (2π)4δ(p1+p2+ · −pn ) associé
à la conservation de l’énergie-impulsion doit être amputé, pour obtenir l’amplitudeM (par
opposition à M . Voir à cet effet la discussion de la section 1.E.2).
Si on applique les règles ci-dessus au processus de diffusion étudié à la section 2.C.2 à l’ordre deux,
on trouve trois diagrammes suivant : les deux diagrammes de la figure 2.4, ainsi qu’un troisième,
obtenu du premier en permutant les indices 3 et 4. L’expression (2.102) pour l’amplitude totale en
découle.











+ · · · (2.110)
2.C.5 Potentiel de Yukawa
Nous allons montrer dans cette section que l’interaction portée par les particules virtuelles corres-
pond à un potentiel de la forme suivante :
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Ce potentiel, dit potentiel de Yukawa, est semblable au potentiel coulombien en ce qu’il décroît
comme l’inverse de la distance, mais diffère de ce dernier par un facteur exponentiel qui accentue
la décroissance du potentiel, sur une distance caractéristique m−1. Cette distance est appelée la
portée du potentiel. La portée du potentiel est en fait la longueur d’onde réduite de Compton ħh/m c
de la particule médiatrice, si on restaure les unités habituelles.
Première méthode
Ajoutons au lagrangien (2.44) le terme suivant :
L →L +ρ(r)φ(r) . (2.112)
Si on retourne au lagrangien d’origine (2.1), ce terme revient à exercer une force constante ρ(xr )
sur la bille située à la position xr , un peu comme si une charge mécanique était attachée à la bille.
Par le principe d’action-réaction, la bille, et donc le champφ, va exercer une force égale et opposée












La stratégie est ici de déterminer comment l’ajout de cette charge modifie l’énergie du système.
L’imposition d’une force constante sur chaque bille du système (2.1) va résulter en un déplace-
ment de l’équilibre. Une nouvelle configuration d’équilibre va s’établir ; on peut la déterminer sim-
plement en solutionnant les équations du mouvement en supposant une configuration station-
naire, c’est-à-dire indépendante du temps. Remarquons à cet effet que l’équation du mouvement
du champ φ, suite à l’ajout de la charge ρ, est simplement l’équation de Klein-Gordon inhomo-
gène :
(∂µ∂
µ+m 2)φ =−ρ ou, dans le cas stationnaire, −∇2φ+m 2φ =−ρ . (2.114)
En fonction des transformées de Fourier φ̃(p) et ρ̃(p), cette dernière équation s’écrit simplement
























où nous avons utilisé le théorème de Parseval pour passer à la dernière expression. En substituant
ce que vaut φ̃ en fonction de ρ̃, on trouve


























=U (r ) r = |r| (2.118)
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(voir la section 1.F.2 pour le calcul de la transformée de Fourier) on trouve l’expression finale
E [ρ] = 12
∫
d3r d3r ′ρ(r)ρ(r′)U (|r− r′|) . (2.119)
Cette dernière expression démontre clairement que la fonction U (r ) représente l’énergie poten-
tielle d’interaction entre des charges séparées par une distance r , de sorte que l’énergie potentielle
totale d’une distribution de charge est donnée par la somme des contributions provenant de toutes
les paires de charges possibles (d’où le préfacteur 12 ). En électrostatique, une expression semblable
représente l’énergie potentielle électrique associée à une distribution de charge électrique. Le signe
négatif dans U (r ) signifie bien sûr que l’interaction est attractive.
Le calcul que nous venons de présenter suppose que la distribution de charge ρ est statique. La
force qui agit entre les phonons en vertu de l’interaction (2.88) est de même nature et décroît de
même manière avec la distance. Cependant, elle est proportionnelle à la constante de couplage g
et, plus important, elle est retardée, c’est-à-dire qu’elle prend un certain temps à se propager. Elle ne
peut donc pas être décrite par un potentiel d’interaction qui ne dépend que de la distance. Ce serait
en fait possible dans la limite où les particules en interaction sont lentes en comparaison des par-
ticules qui transmettent l’interaction, mais dans le cas qui nous occupe les particules qui subissent
l’interaction et celles qui la transmettent sont de même nature. On remarque cependant l’inter-
vention du facteur (q 2−m 2)−1 en relation avec la particule virtuelle dans les amplitudes (2.101). Ce
facteur, qu’on appelle propagateur, devient, dans le cas statique,−(q2+m 2), ce qui est précisément
la transformée de Fourier du potentiel de Yukawa.
Deuxième méthode
Une autre façon de comprendre l’émergence du potentiel de Yukawa est de considérer l’équation
de Klein-Gordon en présence d’une source ponctuelle située à l’origine, dans la limite statique :
−∇2φ+m 2φ =−gδ(r) . (2.120)
Cette équation est l’analogue, pour un champ scalaire massif, de l’équation de Poisson pour le po-
tentiel électrique Φ :
∇2Φ=−eδ(r) (2.121)










Pour ce faire, passons en coordonnées sphériques et remarquons que la solution ne doit pas dé-






(rφ)+m 2φ =−gδ(r) . (2.124)
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+m 2u = 0 dont la solution générale est u (r ) = A e−m r +B em r (2.125)
où A et B sont des constantes. Afin d’en tirer une solution physique à énergie finie, on pose B = 0
et il reste à déterminer la constante A. Ceci se fait en intégrant l’équation différentielle (2.120) dans

































































Problème 2.1 Équation de Proca








µ où Fµν := ∂µAν− ∂νAµ (2.130)
A Montrez que le principe de moindre action appliqué à ce lagrangien entraîne l’équation dif-
férentielle suivante, dite équation de Proca :
∂µ(∂
µAν− ∂ νAµ)+m 2Aν = 0 (2.131)
B En supposant une solution de type onde plane : Aν = εν e−i kµx
µ
, où le quadrivecteur εν est
constant, montrez que le paramètre m a l’interprétation de la masse. Vous pouvez vous aider de
Mathematica ou l’équivalent.
Problème 2.2 Fluctuations d’un champ scalaire













Imaginons que nous avons un moyen de « mesurer » ce champ en un endroit donné, mais que nos
appareils sont entachés d’une certaine erreur, de sorte qu’ils ne mesurent pas le champ φ(r) di-




d3r ′φ(r′) f (r− r′) (2.133)
où f est une fonction qui ne dépend que de la distance, qu’on prend comme étant une gaussienne
de largeur R :







La constante A est choisie de manière à normaliser la fonction f à l’unité. Cette fonction caracté-
rise l’imprécision de l’appareil de mesure et R est en quelque sorte la résolution de l’appareil.
A Montrez que la valeur moyenne dans le vide du « champ flou » Φ(0) est nulle.
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B Calculez la fluctuation de ce champ dans le vide, c’est-à-dire sa variance, définie dans ce cas-ci











C Montrez que cette variance tend vers l’infini quand R → 0. Calculez l’intégrale dans les deux
cas limites où (i) m ≫ 1/R et (ii) m ≪ 1/R , m étant la masse du champ φ (le résultat est fini dans
les deux cas).
Indice : n’hésitez pas à vous servir du théorème de Parseval et de la notion de convolution. Toutes
les intégrales en jeu se font analytiquement, mais l’usage de tables ou de Mathematica est bien
sûr permis.
Ceci démontre que les champs quantiques sont des quantités aux très fortes fluctuations. . .
Problème 2.3 Oscillations entre deux types de bosons












A Expliquez comment exprimer cette théorie plus simplement, et décrivez son contenu phy-
sique. Indice : il est utile de concevoir les deux champs φ1 et φ2 comme les composantes d’un
vecteur abstrait à deux composantesΦ= (φ1,φ2), et de transformer ce vecteur vers une autre base
dans lequel il s’exprime à l’aide de deux autres champs scalairesχ1 etχ2 qui sont alors découplés.
B Trouver comment exprimer les opérateurs d’annihilation a1k et a2k des champsφ1,2 en fonc-
tion de ceux des champsχ1,2, qui seront notés b1k et b2k. Exprimez ces nouveaux opérateurs dans
la limite γ≪m . Indice : exprimer le hamiltonien complet en fonction des opérateurs ai k et a †i k.
Des termes quadratiques en a et quadratiques en a † feront partie de l’expression. Afin de ramener
le hamiltonien à une forme habituelle, il faut procéder à une transformation, dite de Bogolioubov,
qui mélange les opérateurs de création et d’annihilation.
C Supposons maintenant que seul le champφ1 interagit avec les autres champs (ou lui-même),
alors que φ2 n’apparaît dans aucune interaction. Cela signifie que seules les particules associées
au champ φ1 peuvent être créées lors de collisions ou détectées. Supposons qu’un quantum du
champφ1 créé à x = 0 se propage avec une quantité de mouvement p vers la droite, tout en étant
non relativiste. Si un détecteur efficace à 100% est placé à une distance x de la source, obtenez
une expression pour la probabilité P (x ) de détecter cette particule en fonction de x . Placez-vous
toujours dans la limite γ≪m . Indice : les quanta du champ φ1 ne sont pas des états propres du
hamiltonien, même en oubliant les interactions.
74
D. Problèmes
Problème 2.4 Diagrammes de Feynman à l’ordre 4 pour le champ scalaire
Dessinez tous les diagrammes contribuant à l’amplitude de diffusion boson-boson au quatrième
ordre de la théorie des perturbations. Trois sont déjà illustrés à l’éq. (2.110).
Problème 2.5 Théorie enφ4
Supposons que le terme d’interaction entre des particules décrites par un champ scalaireφ ait la
forme g4!φ
4, au lieu de g3!φ
3. Le seul changement à apporter aux règles de Feynman est que quatre
lignes doivent émerger d’un vertex au lieu de trois.
A Écrivez l’amplitude de diffusionM pour le processus de collision comportant deux particules
dans l’état initial et deux particules dans l’état final, à l’ordre le plus bas de la théorie des pertur-
bations. Calculez ensuite la section différentielle de diffusion correspondante dans le référentiel
du centre de masse (vous pouvez utiliser à cette fin la formule donnée dans le problème 1.6 sans
la démontrer).
B Dessinez tous les diagrammes de Feynman qui corrigent cette amplitude à l’ordre suivant en
théorie des perturbations.
Problème 2.6 Interaction entre deux types de bosons
Deux espèces de particules, de masses respectives m1 et m2, sont décrites par des champ scalaires

























Les règles de Feynman associées à cette théorie sont les mêmes que pour une champ scalaire
simple, sauf que
1. Il faut distinger les lignes associées au champ φ1 de celles associées au champ φ2, par
exemple en utilisant des lignes tiretées pour le champ φ2 et des lignes pleines pour le
champφ1.
2. Il y a deux types de vertex, chacun associé à un facteur i g : ceux desquels émergent deux
lignes de type 1 et une ligne de type 2, et ceux desquels émergent une ligne de type 1 et
deux lignes de type 2.
A Dessinez tous les diagrammes qui contribuent, à l’ordre g 2, à l’amplitude du processus de
collision 1+ 1→ 1+ 1 (c’est-à-dire la collision de deux particules de type 1 donnant encore deux
particules de type 1 dans l’état final).
B Dessinez tous les diagrammes qui contribuent, à l’ordre g 2, à l’amplitude du processus de
collision 1+1→ 2+2 (c’est-à-dire la collision de deux particules de type 1 donnant cette fois deux
particules de type 2 dans l’état final).
75
Chapitre 2. Champs quantiques et interactions
C Dessinez tous les diagrammes qui contribuent, à l’ordre g 2, à l’amplitude du processus de
collision 1 + 2 → 1 + 2 (c’est-à-dire la collision de deux particules de types différents donnant
encore deux particules de types différents dans l’état final).
Problème 2.7 production de particules par une source externe
Un champ scalaireφ(r, t ) est couplé à une fonction oscillante f (r)cosΩt via un terme qui s’ajoute
au à la densité lagrangienne habituelle :
L1 = gφ(r, t ) f (r)cosΩt (2.137)
A Comment l’équation de Klein-Gordon est-elle modifiée par l’ajout de ce terme?
B Écrivez le hamiltonien correspondant àL1 en fonction des opérateurs de création et d’anni-
hilation (ap, a
†








C La règle d’or de Fermi prend la forme suivante pour un système sur lequel s’applique une
perturbation dépendant du temps H1 =V cosΩt :
ωi→ f = 2π
1
4 |M f i |
2

δ(E f −Ei −Ω)+δ(E f −Ei +Ω)

(2.139)
où, au premier ordre, M f i = 〈 f |V |i 〉. Comme la perturbation dépend du temps, l’énergie n’est
plus conservée, mais peut changer par ±Ω si la perturbation est harmonique.
À partir de cette formule, calculez le taux de production Γ de particules causé par la source f .
Supposez que f ne dépend que de la distance |r| par rapport à l’origine.
D Supposons que f soit une fonction sans unités. Quelles sont les unités de g ? Les unités finales
du taux de production sont-elles correctes ?
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PARTICULES DE SPIN 1/2
A Spin et transformations de Lorentz
L’équation de Klein-Gordon (ou, si on préfère, le champ correspondant) ne peut pas décrire des
particules de spin 12 , comme les électrons ou autres particules de matière. Lors d’une rotation, par
exemple, les deux composantes d’un spineur se combinent entre elles, alors qu’un champ scalaire
reste inchangé. Le problème est ici de trouver comment un spineur se transforme quand on passe
d’un référentiel à l’autre, de manière à pouvoir écrire une équation d’onde pour un spineur qui
soit la même dans tous les référentiels. Ceci nous mènera à l’équation de Dirac. Alors seulement
pourrons-nous décrire des électrons relativistes.
3.A.1 Rappel sur les rotations
Considérons une base orthonormée {e1, e2, e3} dans l’espace à trois dimensions. Supposons qu’une




3}, soit obtenue de la première en effectuant une rotation
d’angle θ par rapport à un axe n. La relation entre les deux bases est alors la suivante :
e′i =Ri 1e1+Ri 2e2+Ri 3e3 =Ri j e j (3.1)
où la matriceR est orthogonale : R̃R = 1. Un vecteur, comme la position r, peut alors être exprimé
dans l’une ou l’autre base :






iRi j e j = x
′
jR j i ei (3.2)
En faisant correspondre les coefficients de ei de part et d’autre on trouve
xi = x
′
jR j i ou encore, à l’inverse, x
′
i =Ri j x j (3.3)
Par définition, une quantité à trois composantes (A1, A2, A3) est un vecteur si, lors d’une rotation des
axes, elle se transforme exactement comme les composantes de la position, soit A′i =Ri j A j . Préci-
sons qu’il s’agit ici d’une transformation passive, c’est-à-dire que ce sont les axes des coordonnées
qui sont en rotation et non pas les quantités physiques elles-mêmes. Par contre, on peut également
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interpréter la même transformation du point de vue actif, c’est-à-dire en supposant que le vecteur
A change et que la base est inchangée.












Les matrices de rotationR(n,θ ) ont un déterminant égal à l’unité. En effet, la condition R̃R = 1,
lorsqu’on en prend le déterminant, donne (detR)2 = 1. De plus, pour qu’un rotation puisse être
obtenue de manière continue à partir de la transformation identité (θ = 0), il faut que le déterminant
soit 1 et non −1. L’ensemble des matrices orthogonales d’ordre 3 de déterminant unité forment un
groupe, noté SO (3) (pour spécial orthogonal). Ce groupe est décrit par trois paramètres réels : deux
pour spécifier la direction n et un pour l’angle de rotation θ .
Rotations infinitésimales Considérons une matrice de rotationR(n,δθ ) par un angle infinitési-
mal δθ . Cette matrice doit être très proche de l’identité. On peut donc
l’écrire, au premier ordre, en δθ , comme
R(n,δθ )≈ 1+δθ S (3.5)




(1+δθ S ) = 1 =⇒ S̃ +S = 0 (3.6)
Autrement dit, la matrice S doit être antisymétrique. Comme les matrices réelles antisymétriques
sont représentées par trois paramètres réels, on voit que la correspondance est exhaustive. En vertu
de l’identité tr ln A = ln det A pour toute matrice, on constate que la condition detR = 1 est auto-
matiquement respectée, car les composantes diagonales de S sont nulles et donc tr S = 0. Dans le
cas de la matrice (3.4), un développement de Taylor autour de θ = 0 nous montre immédiatement












En général, pour une rotation infinitésimale autour de l’axe i , la matrice Si est simplement εi j k . Il
tombe sous le sens que la matrice S associée à une rotation autour d’un axe n général est S = ni Si :
R(n,δθ )≈ 1+δθ ni Si (3.8)
Une rotation d’angle fini θ peut alors être obtenue en appliquant N fois une rotation d’angle θ/N
dans la même direction, ce qui donne, dans la limite N →∞,








= eθni Si (3.9)
d’après la définition de l’exponentielle.
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Moment cinétique et
rotations
Soit une fonction f (r) des coordonnées. Comment une telle fonction est-
elle affectée par une rotation infinitésimale active ? C’est-à-dire par un
changement (x , y , z )→ (x ′, y ′, z ′) infinitésimal de ses arguments ? Puisque
x ′i =Ri j x j ≈
 
δi j +δθ nkεk i j

x j = xi +δθ εk i j nk x j , (3.10)
le changement correspondant de la fonction f est






δθ εk i j nk x j =−iδθ L ·n f (3.11)
où nous avons introduit l’opérateur différentiel L dont les composantes sont
Lk = iεk i j x j
∂
∂ xi
=−iεk i j xi
∂
∂ x j
= εk i j xi p̂j (3.12)
où p̂j est l’opérateur de l’impulsion (composante j ). Nous reconnaissons en L l’opérateur du mo-
ment cinétique orbital. Lors d’une rotation finie, la fonction f doit alors se transformer ainsi :
f ′ = f (r′) = e−iθn·L f (r) (3.13)
3.A.2 Spineurs
La théorie du moment cinétique nous apprend à construire des espaces vectoriels minimaux dans
lesquels les composantes du moment cinétique J ont une action fermée bien définie. L’opérateur J
est une abstraction de l’opérateur L, c’est-à-dire que ses composantes obéissent aux mêmes rela-
tions de commutation
[Ji , J j ] = iεi j k Jk (3.14)
mais qu’elles ne s’appliquent pas nécessairement à des fonctions des coordonnées f (r). Les diffé-
rents espaces vectoriels possibles sont caractérisés par un nombre j qui prend les valeurs entières
ou demi-entières positives : j = 0, 12 , 1,
3
2 , . . . . La dimension de l’espace est alors de 2 j + 1. L’action
d’une rotation dans cet espace de Hilbert est donnée par l’opérateur
R (n,θ ) = e−iθn·J (3.15)
En particulier, le cas j = 0 décrit un état unique invariant par rotation, alors que le cas j = 1 décrit
un espace à trois états, qui peut contenir en particulier les trois composantes d’un vecteur.
Le cas non trivial le plus simple est j = 12 . Dans l’espace de Hilbert correspondant, de dimension 2,
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Nous allons maintenant définir la matrice














où la dernière égalité se démontre simplement en appliquant le développement de Taylor de l’ex-
ponentielle, et en réalisant que (n ·σ)2 = 1.
Un spineur par définition, est un objet à deux composantesψ= (ψ1,ψ2) qui, lors d’une rotation, se
transforme à l’aide de la matrice (3.19) :
ψ′ =R (n,θ )ψ (3.20)
Pourquoi la transformation (3.20), à l’aide de la matrice (3.19), est-elle définie avec un exposant de signe
contraire que dans l’opérateur de rotation (3.18) ? La raison est que la transformation (3.20) est définie de
manière à ce que la combinaison ψ†σψ se transforme comme un vecteur, ce qui sera démontré plus loin.
C’est aussi une question de différence entre transformation passive et active. Prenons l’exemple d’une trans-
lation par un vecteur a, définie par un opérateur unitaire T (a), donc tel que T †(a) = T −1(a) = T (−a). L’effet
de cet opérateur de translation sur les états propres de la position est T (a)|r〉 = |r + a〉, au sens actif de la
transformation. Par contre, l’effet sur la fonction d’ondeψ(r) = 〈r|ψ〉 est le suivant :
ψ(r)→ψ′(r) = 〈r|ψ′〉= 〈r|T (a)|ψ〉= 〈T †(a)r|ψ〉= 〈T (−a)r|ψ〉= 〈r−a|ψ〉=ψ(r−a) (3.21)
Autrement dit, l’effet de la translation sur l’argument de la fonction d’onde est l’opposé de son effet actif sur
la coordonnée. C’est la même chose qui se produit pour le spineur, qui joue le rôle d’une fonction d’onde
ici : l’effet de la rotation sur le spineur est l’opposé de son effet sur un état quantique, défini par l’opérateur
(3.18)
SU(2) Les matrices R définies par (3.19) ont la propriété que R−1 = R † ; autrement dit, elles
sont unitaires. Cela provient immédiatement du fait que les composantes de J sont her-





= e−iθn·σ/2 =R−1 (3.22)
De plus, le déterminant de R est l’unité : det R = 1 (on dit que R est unimodulaire). En effet,
ln det R = tr ln R = i tr (n ·σ/2) = 0 (3.23)
car les matrices de Pauli sont sans trace. Les matrices R définies par (3.19) forment en fait un groupe
appelé SU (2), formé de toutes les matrices unitaires d’ordre 2 et de déterminant unité (voir l’annexe
7.D à cet effet). Comme trois paramètres sont nécessaires pour paramétrer un élément de SU (2),
on voit que la relation entre SU (2) et les rotations est exhaustive.
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Spineurs et vecteurs La théorie du moment cinétique nous apprend que le produit tensoriel de
deux espaces associés à j = 12 est un espace de dimension 4 qui est la somme
directe de deux espaces décrits respectivement par j = 0 et j = 1. Dit autrement, deux spins 12
peuvent former un singulet ( j = 0) et un triplet ( j = 1). En fonction de deux spineursψ et χ , cette
affirmation revient à dire qu’on peut construire une expression quadratique en ψ et χ qui est in-
variante par rotation (le singulet), et une autre expression qui se comporte comme un vecteur (le
triplet).
Le singulet est évidemment le produitψ†χ . Lors d’une rotation, il reste inchangé :
(ψ†χ)′ =ψ†R †Rχ =ψ†χ car R †R = 1 (3.24)
Le triplet, lui, est donné par l’expression suivante :
ψ†σχ (3.25)
Pour démontrer queψ†σχ est bel et bien un vecteur, il nous suffit que démontrer que, étant donné
un vecteur quelconque A, l’expressionψ†σ ·Aχ =ψ†σiχAi est un scalaire. Or, lors d’une rotation,
cette quantité se transforme ainsi :
(ψ†σiχAi )
′ =ψ†R †σi RχRi j A j =ψ†R †σ j RχR j i Ai (3.26)
où R(n,θ ) est la matrice de rotation habituelle et où on a simplement échangé les deux indices
muets dans la dernière égalité. Comme cette quantité doit être invariante, donc égale à ψ†σiχAi ,
et ce pour tout vecteur A et pour tous spineursψ et χ , nous avons nécessairement la relation
R †σ j RR j i =σi (3.27)
Comme l’orthogonalité de la matriceR s’exprime commeR j iRk i =δ j k , on peut la mettre à profit
en multipliant l’égalité ci-dessus parRk i pour obtenir
R †σk R =Rk iσi (3.28)
Cette relation peut aussi être inversée, en remplaçant chaque matrice par son inverse, sachant que
R−1 =R † etR−1 = R̃ :
Rσk R
† =Ri kσi (3.29)





































=σ1 cosθ +σ2 sinθ
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=σ2 cosθ −σ1 sinθ (3.31)









































où chaque composante des vecteurs en jeu est une matrice d’ordre 2. On vérifie donc la relation
(3.28), à savoir que cette matrice R correspond à une rotation d’angle θ par rapport à l’axe z .
En principe, ces propriétés de transformations nous permettent de suggérer des termes supplé-
mentaires dans l’équation de Schrödinger, faisant intervenir le spin mais préservant l’invariance
par rotation. Par exemple, les termes suivants :
σ ·∇ψ σ · (r∧∇)ψ B ·σψ (3.33)
Les deux premiers sont des termes dits de « spin-orbite », le troisième une interaction de type Zee-
man avec un champ magnétique.
Représentation d’un vecteur
par une matrice hermitienne
Une autre façon de considérer la transformation (3.28) est d’éta-
blir une correspondance entre un vecteur (par exemple, le vecteur
position r) et une matrice X (hermitienne d’ordre 2), de la manière
suivante :
X = r ·σ = xiσi =

z x − i y
x + i y −z

(3.34)
Lors d’une rotation, r→ r′ =Rr et donc
X → X ′ = r′ ·σ =Ri j x jσi = x j Rσ j R † =R X R † (3.35)
où on a appliqué la relation (3.29). On peut également écrire la relation inverse
X =R †X ′R (3.36)
Notons en passant que le déterminant de X est invariant par rapport à cette transformation, car
det X = det R † det X ′det R = det X ′ (3.37)
Or, ce déterminant n’est autre que l’opposée de la norme carrée du vecteur, donc manifestement
invariant par rotation :
det X =−(x 2+ y 2+ z 2) (3.38)
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3.A.3 Spin et invariance de Lorentz
Comment peut-on généraliser la matrice R (n,θ ) ∈ SU (2) à une transformation de Lorentz générale
au lieu d’une simple rotation ? Une façon simple de le faire est d’associer au quadrivecteur position
xµ (ou en fait à tout autre quadrivecteur) la matrice hermitienne suivante :
X (x ) =

x 0− x 3 −x 1+ i x 2




où on a introduit la notation σµ = (I ,σ1,σ2,σ3). La matrice X est la matrice hermitienne 2× 2 la
plus générale qui soit. Son déterminant est
det X (x ) = (x 0)2− (x 1)2− (x 2)2− (x 3)2 = xµxµ (3.40)
et est invariant de Lorentz.
Considérons ensuite la transformation matricielle suivante :
N †X ′N = X (3.41)
où N est une matrice complexe unimodulaire (c’est-à-dire de déterminant unité). Notons que par
définition, X ′ = x ′µσ
µ et donc que la matrice N met en correspondance un quadrivecteur xµ avec
un quadrivecteur transformé x ′µ. Comme le déterminant d’un produit de matrices est le produit
des déterminants et que det N = det N † = 1, on trouve det X ′ = det X et donc
(x ′0)2− (x ′1)2− (x ′2)2− (x ′3)2 = (x 0)2− (x 1)2− (x 2)2− (x 3)2 (3.42)
C’est donc qu’une matrice N préserve les invariants de Lorentz et correspond donc à une transfor-
mation de Lorentz bien précise, spécifiée par une matrice de transformation 4×4 Λ :
x ′µ =Λµνx
ν ou x ′µ =Λµ
νxν (3.43)
où la matrice Λµ
ν est l’inverse de la transposée de Λµν (c.-à-d. Λ
µ
αΛν
α = δµν). Notons qu’il faut
4×2= 8 paramètres pour spécifier une matrice complexe 2×2 générale, et que la condition de déter-
minant unité impose une contrainte complexe qui réduit le nombre de paramètres à 6. Il faut aussi
six paramètres pour spécifier une transformation de Lorentz générale (trois composantes pour la
vitesse relative des deux référentiels et trois pour spécifier une rotation relative des axes). La trans-
formation (3.41) peut aussi s’écrire





Comme cette relation vaut pour toute valeur de x , on en déduit que σµ se comporte comme un
quadrivecteur contravariant, soit
N †Λµ
νσµN =σν ou N †σµN =Λµνσ
ν (3.45)
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Le raisonnement ci-dessus aurait tout aussi bien pu être mené en utilisant la matrice suivante :
X̃ (x ) =

x 0+ x 3 x 1− i x 2




où σ̃µ = (I ,−σ1,−σ2,−σ3). La transformation
M †X̃ ′M = X̃ (3.47)
aurait alors mené à la propriété
M †σ̃µM =Λµνσ̃
ν (3.48)
Les matrices N et M sont reliées ; on montrera plus bas que M = (N −1)†.
Rotations Considérons maintenant des exemples précis de transformations. Revenons premiè-
rement aux rotations, plus précisément à la transformation (3.31). Ce cas correspond
à N = R , où à M = R , ce qui est équivalent. Dans ce cas, R † = R−1 (matrice unitaire) et donc
R †σ0R = σ0 : la transformation de Lorentz correspondante n’affecte pas la composante tempo-
relle. L’éq. (3.19) donne la forme de la matrice R =M =N correspondant à une rotation générale.
Notons que les relations (3.45) et (3.48) sont identiques dans le cas d’une rotation.
Transformation de Lorentz Considérons maintenant un changement de référentiel, caractérisé
par la matrice








































et pareillement pour σ2. On trouve donc la transformation de Lorentz, exprimée en fonction de la
rapidité η (voir éq. (1.6)), où la vitesse relative des deux référentiels est selon l’axe des z .
On vérifie aussi que changer le signe de σ1,2,3, donc passer de N à M , requiert changer le signe de
η, et donc que la même transformation de Lorentz correspond plutôt à M = P −1. Enfin, on montre
qu’une transformation de Lorentz associée à une vitesse v générale correspond plutôt à la matrice
P (v̂,η) = coshη/2− v̂ ·σ sinhη/2 (3.52)
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Une transformation générale (changement de référentiel plus rotation) peut toujours s’écrire comme
N = P R . La matrice M correspondante est alors M = P −1R = (N †)−1. En somme, la relation entre
M et N est
M = (N †)−1 (3.53)
3.A.4 Spineurs droits et gauches : équations de Weyl
La comparaison avec la transformation des spineurs non relativistes (éq. (3.19)) nous porte à poser
simplement qu’un spineur se transforme comme ψ′ = Nψ ou ψ′ = Mψ lors d’une transforma-
tion de Lorentz. Pour distinguer ces deux possibilités, on définira un spineur droitψR et un spineur
gaucheψL tels que




N = P R
M = P −1R
R (n,θ ) = cosθ/2+ i n ·σ sinθ/2
P (v̂,η) = coshη/2− v̂ ·σ sinhη/2
(3.55)
Les qualificatifs droit et gauche seront justifiés plus bas. La distinction entre spineurs gauche et
droit n’a pas d’importance si on se limite à des rotations, sans changement de référentiel.
Maintenant que nous savons comment les spineurs se transforment lors d’une transformation gé-
nérale de Lorentz, nous pouvons construire un lagrangien invariant L impliquant ces spineurs,
afin de construire une théorie relativiste des particules de spin 12 . Pour cela, nous devons identifier
des invariants construits à partir de ces spineurs. Comme démontré plus haut, N †σµN =Λµνσν et

















D’autre part, comme M = (N †)−1, la combinaisonψ†RψL et son conjugué complexeψ
†
LψR sont des











Les expressions suivantes sont donc des termes possibles d’une














1. Nous excluons des termes du type ∂µψ
†
L∂
µψR , parce qu’ils mènent à des dérivées secondes dans l’équation d’onde.
L’équation résultante serait tout de même compatible avec la relativité. La raison fondamentale pour laquelle un tel terme
est omis est reliée à la notion de renormalisabilité, expliquée à la fin du chapitre suivant. En quelques mots : les théories
des champs sont valables dans la limite continue d’une théorie encore inconnue, et les termes comportant des dérivées
en trop grand nombre ou d’ordre trop élevé sont négligeables dans ce contexte.
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Notons que toutes ces quantités sont réelles, ce qui nécessite la prémultiplication par i dans les
























Le premier terme entre accolades est une dérivée totale et disparaît de l’action, car il se transforme
en intégrale sur une hypersurface d’espace-temps à l’infini par utilisation du théorème de Gauss,
et la variation du lagrangien est toujours supposée nulle sur la frontière du domaine d’intégration









L’action est donc réelle, grâce au préfacteur i .
Considérons donc une théorie construite à l’aide d’un seul type de spineur, droit ou gauche. Le
lagrangien le plus simple, quadratique enψ, serait
LL = iψ†L σ̃
µ∂µψL ou LR = iψ†Rσ
µ∂µψR (3.63)































d4 x iδψ†R (σ
µ∂µψR ) (3.64)
(nous avons intégré par parties le deuxième terme). Demander que toute variation réelle (par op-
position à complexe) de l’action soit nulle mène à l’équation d’onde suivante :
σµ∂µψR = 0 (3.65)
On obtient le même résultat en supposant que les variations δψR et δψ
†
R sont indépendantes (car
ce sont des nombres complexes), ce qui mène directement, à partir de la deuxième des équations
ci-haut, aux équations équivalentes
σµ∂µψR = 0 et ∂µψ
†
Rσ
µ = 0 (3.66)
(la deuxième équation est la conjuguée de la première).
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On montre pareillement qu’une variation deψL dans SL mène à
σ̃µ∂µψL = 0 et ∂µψ
†
L σ̃
µ = 0 (3.67)
Ce sont les équations de Weyl, et les spineurs complexes à deux composantes sont souvent appelés
spineurs de Weyl.
Ondes planes Pour voir quel type d’objet est décrit par ces équations, posons une solution de type
onde plane :
ψL = uL e
−i pµxµ ψR = uR e
−i pµxµ (3.68)
En substituant dans les équations d’ondes ci-haut, on trouve
σ̃µpµuL = 0 σ
µpµuR = 0 (3.69)
Supposons de plus que ces ondes se déplacent dans la direction +z , de sorte que pµ = (E , 0, 0,−p )










uR = 0 (3.70)












(E = |p|) (3.71)
On constate que les objets décrits par ces solutions ont une masse nulle, car E = |p|. D’autre part, la
projection de spin associée àψL est négative, et celle associée àψR est positive. Il existe aussi des
solutions à énergie négative : E = −|p|. Dans ces solutions, les projections de spin sont inversées.
Nous remettons à plus tard, dans le contexte de l’équation de Dirac, l’étude et l’interprétation de
ces solutions. Nous verrons qu’elles décrivent en fait des antiparticules.
Pour conclure, un champ de spineur ψR ou ψL ne peut décrire, en soi, que des particules de spin
1
2 sans masse comme les neutrinos (ou les antineutrinos). Une description des particules massives
de spin 12 , comme l’électron, doit combiner des spineurs droits et gauche, comme nous le verrons
plus bas.
3.A.5 Hélicité
On définit l’hélicité comme la composante du spin s le long de la quantité de mouvement :
h = s · p̂ (3.72)
L’hélicité d’une particule sans masse est un invariant. En effet, la combinaison s · p̂ est un produit
scalaire, et donc déjà invariant par rotation dans l’espace. Il suffit de montrer ici qu’elle est aussi
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invariante par rapport aux transformations de Lorentz dans la direction du mouvement de la par-
ticule. Posons justement que la particule se dirige le long de l’axe des z , de sorte que p̂= z. Dans ce
cas, h = sz . Mais lors d’une transformation de Lorentz dans la direction z , le moment cinétique dans
cette direction reste inchangé, car en général son expression est Lz = x py − y px et les composantes
de r et de p perpendiculaires à la direction de la transformation ne sont pas affectées par la trans-
formation. Cette propriété du moment cinétique s’étend aussi au moment cinétique intrinsèque
(spin), même si celui-ci n’est pas exprimé en fonction de la position et de la quantité de mouve-
ment. La seule manière de changer l’hélicité serait de changer la direction de p̂, ce qui peut se faire
si la transformation de Lorentz nous permet de « dépasser » la particule, de sorte que h = s·p̂ change
de signe. Mais une particule sans masse se déplace toujours à la vitesse de la lumière et ne peut être
dépassée. Donc l’hélicité h est un invariant de Lorentz.
Les solutions trouvées ci-haut montrent que le spineurψL a une hélicité négative, soit un spin an-
tiparallèle à sa vitesse. On dit que ceci correspond à une polarisation circulaire gauche, d’où le qua-
lificatif gauche associé à ce type de spineur. Le contraire prévaut pour le spineurψR .
B Équation de Dirac
Un champ de spineur ψR ou ψL ne peut décrire, en soi, que des particules de spin
1
2 sans masse
comme les neutrinos. Pour décrire une particule massive comme l’électron, nous devons combiner
des spineurs droit et gauche. Nous devons écrire une densité lagrangienne invariante de Lorentz
impliquant à la foisψR etψL , à l’aide des termes figurant dans (3.59). Si nous demandons en plus
que la théorie soit invariante par inversion de l’espace (transformation de parité), il faut aussi que
la densité lagrangienne reste la même lorsqu’on intervertit ψL et ψR . En effet, une inversion de
l’espace change la polarisation droite en polarisation gauche et vice-versa. Une autre façon de le
voir est que l’inversion de l’espace change le signe du vecteur vitesse (ou quantité de mouvement)
mais préserve l’orientation du vecteur moment cinétique, de sorte que l’hélicité h = s · p̂ change de
signe. La seule possibilité simple pour la densité lagrangienne est




µ∂µψR −m (ψ†LψR +ψ
†
RψL ) (3.73)
Nous verrons que le paramètre m correspond à la masse des particules.
Plutôt que de travailler avec des spineurs droit et gauche séparés, on les combine généralement en




















B. Équation de Dirac











(k = 1, 2, 3) (3.76)






(µ= 0, 1, 2, 3) (3.77)
On les appelle matrices de Dirac. Enfin, on définit le spineur conjugué ψ̄ comme
ψ̄=ψ†γ0 (3.78)
La densité lagrangienne peut alors s’écrire de la manière suivante :
LD = i ψ̄γµ∂µψ−mψ̄ψ (3.79)
L’avantage de définir le spineur conjugué ψ̄ est que la combinaison ψ̄ψ est un invariant de Lorentz,



































Une fois la forme de la densité lagrangienne établie, nous pouvons appliquer le principe de la
moindre action et trouver les équations de Lagrange correspondantes. Lors d’une variation δψ du






























où on a intégré par parties dans la dernière parenthèse. Comme le champψ est complexe, on peut
considérer que ses parties réelle et imaginaire varient de manières indépendantes, ce qui se traduit
par des variations δψ et δψ̄ indépendantes. Le principe de la moindre action se traduit donc par
les équations séparées
iγµ∂µψ−mψ= 0 et −i∂µψ̄γµ−mψ̄= 0 (3.83)
On montre que ces équations sont en fait équivalentes, la deuxième étant la conjuguée de la pre-
mière. Il faut pour cela utiliser la propriété
(γµ)† = γ0γµγ0 (3.84)
qu’on démontre trivialement à partir de la définition de γµ. La première des équations (3.83) est la
célèbre équation de Dirac.
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3.B.1 Propriétés des matrices de Dirac
Avant d’étudier les solutions à l’équation de Dirac, signalons que les matrices de Dirac ne prennent
pas toujours la forme (3.76). Il est possible d’appliquer une transformation unitaire ψ→ Uψ sur
les spineurs de Dirac et de modifier en même temps les matrices de Dirac par γµ →U γµU † sans
modifier ni l’action, ni l’équation de Dirac.
La représentation (3.76) est qualifiée de chirale, alors que nous allons surtout utiliser la représenta-












On vérifie que cette représentation s’obtient de (3.76) par la transformation



















Quelle que soit la représentation, on vérifie que les matrices de Dirac ont les propriétés suivantes :
γµγν+γνγµ = 2g µν γ0γµγ0 = (γµ)† (3.88)
3.B.2 Ondes planes
Trouvons maintenant les solutions à l’équation de Dirac sous la forme d’ondes planes :
ψ=ψp e
i (p·r−E t ) =ψp e
−i pµxµ (3.89)
En substituant dans l’équation de Dirac, on trouve
(pµγ






γ j pj −m
!
ψp = 0 (3.91)





γ0γ j pj −mγ0
!





ψp = Eψp (3.92)
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(avec la représentation de Dirac (3.85)). Il s’agit d’une équation aux valeurs propres : les valeurs
possibles de E sont les valeurs propres de la matrice qui multiplie ψp et les spineurs ψp sont les
vecteurs propres associés. Plus généralement, en multipliant l’équation de Dirac par γ0, on trouve
















L’équation (3.92) peut donc s’exprimer sous la forme Ĥψp = Eψp, l’opérateur différentiel Ĥ étant
le hamiltonien à une particule associé à l’équation de Dirac.






m −E p ·σ






= (E 2−m 2−p2)2 = 0 (3.94)
Si on définit Ep =
p
p2+m 2, alors les valeurs propres sont E = ±Ep. Il y a donc des solutions à
énergie positive et d’autres à énergie négative.
Accès rapide aux vecteurs
propres
Comme le déterminant associé à l’équation caractéristique est rela-
tivement incommode à évaluer, décrivons une façon alternative de
















µν = p 2 . (3.97)
Cette relation est tout aussi vraie dans l’ordre inverse :
(pµγ
µ−m )(pνγν+m ) = p 2−m 2 . (3.98)
Donc, en appliquant par la gauche (pνγν+m ) sur l’équation de Dirac (pµγµ−m )ψp = 0, on trouve
(pµγ
µ+m )(pνγ
ν−m )ψp = (p 2−m 2)ψp = 0 (3.99)
Ce qui entraîne nécessairement que p 2 =m 2, ou encore E =±Ep.
Déterminons maintenant la forme des vecteurs propres associés. Pour faciliter les choses, commen-






ψ0 = Eψ0 (3.100)
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et les vecteurs propres normalisés, notés ui (i = 1, 2, 3, 4) sont simplement





























































Utilisons ensuite un truc pour trouver les solutions associées à des valeurs non nulles de p. Nous
devons résoudre (pµγµ−m )ψp = 0. Or, tout spineur de la forme (pµγµ+m )ψ0 est une solution à cette
équation, en vertu de l’identité (3.98). Il suffit donc d’appliquer l’expression matricielle (pνγν+m )
aux solutions trouvées ci-haut pour p = 0 pour obtenir les solutions correspondant à une quantité














p 0+m 0 −pz −px + i py
0 p 0+m −px − i py pz
pz px − i py −p 0+m 0









































Normalisation des solutions Ces spineurs ne sont cependant pas normalisés. Il est préférable
d’utiliser des spineurs normalisés pour effectuer un développe-
ment du champ de Dirac sur ses modes propres. La norme au carré des spineurs ci-haut est :
(Ep+m )
2+p2 = (Ep+m )
2+E 2p −m
2 = 2Ep(m +Ep) (3.104)
En divisant par cette norme (la racine carrée de l’expression ci-dessus), on trouve des spineurs nor-







































C. Quantification du champ de Dirac
Solutions à énergie négative Pour les solutions à énergie négative, la même procédure donne








































































Ces quatre « spineurs propres » sont orthonormés :
u †p,s up,s ′ =δs s ′ (s , s
′ = 1, 2, 3, 4) (3.108)
Il est clair que les solutions trouvées correspondent à des particules de spin 12 , mais l’existence de
quatre solutions (au lieu de deux) et la présence de solutions à énergie négative soulèvent des ques-
tions ! Nous y répondrons dans la section suivante, en procédant à la deuxième quantification de
l’équation de Dirac.
C Quantification du champ de Dirac
3.C.1 Hamiltonien et relations de commutation








D’après l’expression (3.79) du lagrangien, on trouve






Les règles de quantification canonique mènent alors aux relations de commutation suivantes :
[ψα(r),πβ (r
′)] = iδαβδ(r− r′) [ψα(r),π†β (r
′)] = 0 (3.111)
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car les variables dynamiques conjuguées complexes sont considérées indépendantes. Notons que





′)] =δαβδ(r− r′) [ψα(r),ψβ (r′)] = 0 (3.112)
Afin de définir l’équivalent pour le champ de Dirac des opérateurs de création et d’annihilation du












Cette série peut être considérée comme une définition de nouveaux opérateurs cp,s . Il est plus pra-
tique d’avoir la relation inverse de (3.113), ce qui est simple, étant donné que les solutions figurant

















On peut alors calculer le commutateur suivant :
[cp,s , c
†









Les relations de commutation (3.112) nous permettent de simplifier l’expression ci-dessus :
[cp,s , c
†




d3r u∗p,s ,αup′,s ′,βδαβ e
i r·(p′−p) (3.117)
En utilisant les relations d’orthogonalité (3.108) et en calculant l’intégrale, on trouve
[cp,s , c
†
p′,s ′ ] =δp,p′δs s ′ (3.118)
De même, on déduit, plus facilement, que
[cp,s , cp′,s ′ ] = 0 (3.119)
Ainsi, les règles de quantification canonique mènent à des relations de commutation pour cp,s et
c †p,s qui sont les mêmes que pour les opérateurs de création et d’annihilation du champ scalaire. On
pourrait donc, logiquement, appliquer les mêmes raisonnements que précédemment et définir les
états propres




p′,s ′ |0〉 , etc. (3.120)
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3.C.2 Fermions et anticommutateurs
Les relations de commutation (3.118), quoiqu’elles dérivent des règles de quantification habituelles,
ne peuvent s’appliquer aux fermions. La raison en est que les états à plusieurs particules dans (3.120)
sont symétriques lorsqu’on permute les opérateurs de création, ce qui est la marque des bosons.
Pour que les particules soient des fermions, il faudrait plutôt que les états à plusieurs particules
soient antisymétriques.
La façon d’y arriver, qui peut sembler tout à fait ad hoc dans le présent contexte, est de remplacer
tous les commutateurs par des anticommutateurs. On définit l’anticommutateur {A, B } de deux
opérateurs A et B comme
{A, B } := AB +B A (3.121)
Certains auteurs utilisent plutôt la notation [A, B ]+. Nous allons donc imposer les relations sui-
vantes au champ de Dirac :
{ψα(r),ψ†β (r
′)}=δαβδ(r− r′) {ψα(r),ψβ (r′)}= 0 (3.122)
En répétant les calculs de la section précédente, on trouve alors
{cp,s , c
†
p′,s ′}=δp,p′δs s ′ {cp,s , cp′,s ′}= 0 (3.123)
Oscillateur fermionique Considérons un seul mode (p, s ), et désignons provisoirement l’opéra-
teur d’annihilation correspondant par c . On a donc les relations sui-
vantes :
{c , c †}= 1 {c , c }= 0 (3.124)
La deuxième de ces relations est équivalente à c 2 = 0 : l’opérateur d’annihilation est nilpotent, de
même, naturellement, que son conjugué hermitien : (c †)2 = 0. Si on définit l’état vide |0〉 par la
relation c |0〉 = 0, alors il n’y a qu’un seul autre état dans l’espace de Hilbert : l’état |1〉 := c †|0〉. En
effet, l’application de c † sur |1〉 donne zéro car (c †)2 = 0, et l’application de c sur |1〉 nous redonne
l’état |0〉 :
c |1〉= c c †|0〉= (c c †+ c †c )|0〉= |0〉 (3.125)
(le deuxième terme entre parenthèses ne contribue pas, car c |0〉 = 0 par construction, et la paren-
thèse n’est autre que l’anticommutateur).
Les opérateurs c et c † sont donc réalisé dans un système à deux niveaux, qu’on appelle parfois «os-
cillateur fermionique», pour accentuer la ressemblance formelle avec un oscillateur harmonique,
qui décrit un mode individuel du champ scalaire, ou d’un boson en général. Les relations d’anti-
commutation se trouvent à imposer naturellement le principe d’exclusion de Pauli : il est impossible
de construire un état à plusieurs particules contenant plus d’un quantum du même mode, en raison
de la relation (c †p,s )
2 = 0.
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Notons que l’opérateur N = c †c a encore l’interprétation du nombre de quanta : ses valeurs propres
sont 0 et 1, comme on peut le voir explicitement :
N |0〉= c †c |0〉= 0 N |1〉= c †c |1〉= c †|0〉= |1〉 (3.126)
Remarques :
F Les anticommutateurs surviennent naturellement si on impose que la variable classique
ψα(r), avant quantification, ne soit pas un nombre complexe ordinaire, mais plutôt un nombre
anticommutatif, ce qu’on appelle plus précisément une variable de Grassmann.
F L’imposition d’anticommutateurs au lieu de commutateurs peut aussi être dérivée de ma-
nière totalement différente, par construction pour ainsi dire, en construisant le champ de
Dirac à partir de l’espace des états, ce qui est le contraire de la voie suivie ici.
3.C.3 Hamiltonien de Dirac



























où Ĥ est l’opérateur différentiel introduit à l’éq. (3.93), à ne pas confondre avec la densité hamil-
tonienneH (sans accent). Or, les solutions (3.105) et (3.107) obéissent précisément aux équations
aux valeurs propres
Ĥ up,s ei p·r = Epup,s ei p·r (s = 1, 2)
Ĥ up,s ei p·r =−Epup,s ei p·r (s = 3, 4) (3.128)















En d’autres termes, l’opérateur d’énergie est simplement la somme sur les modes des énergies de
chaque mode, multipliées par le nombre d’électrons dans chaque mode.




p c †p,s cp,s (3.130)
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3.C.4 Antiparticules
Même après l’introduction des relations d’anticommutation, il existe un problème fondamental
dans notre interprétation des états c †p,s |0〉 en tant qu’électrons : l’existence des solutions à énergie
négative, correspondant aux indices s = 3, 4. Il s’agit d’un problème en apparence très sérieux, car
si on peut créer des états d’énergie négative en appliquant c †p,3 et c
†
p,4 sur le vide |0〉, c’est que le vide
n’est pas l’état fondamental. Dans ce cas, l’état fondamental serait obtenu en occupant tous les
états d’énergie négative, et il y en a deux pour chaque valeur de quantité de mouvement possible !
Cet état fondamental contiendrait un nombre infini de particules et serait l’analogue de ce qu’on
appelle la mer de Fermi en physique de l’état solide. On l’appelle de fait la mer de Dirac, et on le






c †p,s |0〉 (3.131)
Comment cet état peut-il être bien défini s’il y a un nombre infini de termes dans ce produit ? Fon-
damentalement, il ne peut y avoir un nombre infini de termes : l’infini mathématique est toujours
une approximation en physique. On peut supposer que l’espace est fondamentalement discret et
fini, donc que les vecteurs d’ondes sont en nombre fini. 2
Annihiler une particule d’énergie négative de la mer de Dirac revient à augmenter l’énergie du sys-
tème de Ep et modifier la quantité de mouvement du système de−p. De plus, annihiler une particule
de projection de spin Sz =
1
2 revient à ajouter au total une projection de spin Sz =−
1
2 . On peut alors
définir de nouveaux opérateurs ainsi :
dp,1 = c
†
−p,4 et dp,2 = c
†
−p,3 (3.132)
Ces opérateurs obéissent aux mêmes relations d’anticommutation que les autres :
{dp,s , d
†
p′,s ′}=δp,p′δs s ′ {dp,s , dp′,s ′}= 0 (3.133)
(ceci ne serait pas vrai pour des bosons, car un changement de signe des commutateurs serait sur-
venu). L’état fondamental |F 〉 respecte alors les conditions suivantes :
cp,1|F 〉= cp,2|F 〉= dp,1|F 〉= dp,2|F 〉= 0 (3.134)






























2. Ce besoin de supposer que l’ensemble des vecteurs d’onde possibles est fini se fera également sentir lorsque la
théorie des perturbations sera appliquée à des particules en interaction, et constitue la première étape d’une procédure
appelée renormalisation.
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Le dernier terme est une constante, en fait l’énergie de l’état fondamental |F 〉. On peut laisser tom-
ber cette constante, car l’énergie est de toute manière définie à une constante près. 3
FIGURE 3.1





Comme les définitions (3.132) font intervenir un changement dans le signe de la quantité de mou-









































À la deuxième ligne, nous avons utilisé les relations d’anticommutation ; il n’y a pas de constante
additive nette dans ce cas car les constantes associées à p et −p se compensent exactement. À la
troisième ligne, nous avons changé de variable de sommation p→−p pour les deux derniers termes,
ce qui change leur signe en raison du préfacteur p qui, lui aussi, change de signe.
Charge électrique Passons maintenant à la charge électrique. Le quadrivecteur courant associé
à un spineur de Dirac est nécessairement de la forme
jµ = e ψ̄γµψ (3.139)
car l’équation de continuité est alors une conséquence de l’équation de Dirac (3.83) :
∂µ j
µ = e ∂µψ̄γ
µψ+ e ψ̄γµ∂µψ
= i e mψ̄ψ− i e mψ̄ψ= 0
(3.140)
3. Sauf en relativité générale, où les équations d’Einstein font intervenir la valeur absolue de la densité d’énergie. Ce
terme que nous négligeons allègrement ici contribue à ce qu’on appelle l’énergie sombre.
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La charge électrique est alors
Q =
∫





En substituant le développement en modes (3.113) et en utilisant l’orthogonalité des différents spi-




























où Q0 est la constante
∑
p 2, soit la charge électrique contenue dans la mer de Dirac. Or l’univers est
globalement neutre : la somme de toutes ces constantes Q0 sur tous les types de fermions connus
(leptons et quarks) doit être nulle. 4
C’est ici que l’interprétation des solutions prend toute sa richesse : les particules créées par les opé-
rateurs d †p,s ne sont pas des particules, mais des antiparticules ! Elles ont les mêmes propriétés que
les particules créées par les opérateurs c †p,s , mais une charge opposée. Autrement dit, les antiparti-
cules contribuent de manière négative à la charge électrique.
La théorie de Dirac prédit donc l’existence d’antiparticules à l’électron, et en fait à toutes les parti-
cules de spin 12 . L’antiélectron porte le nom de positron et a été identifié dès 1932 par Carl Anderson.
















où on a défini des spineurs appropriés aux antiparticules :
vp,1 = u−p,4 vp,2 = u−p,3 (3.145)
4. Si on consulte le tableau des particules élémentaires à la Fig. 1.1, on constate que ce n’est apparemment pas le cas,
car la somme des charges électriques dans chaque famille de fermions n’est pas nulle. Mais ce n’est qu’une apparence,
car chaque quark existe en trois variétés équivalentes, qu’on appelle couleurs, et cela restaure l’équilibre de la charge
électrique dans chaque famille.
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D Problèmes
stepQuestion 3.1 Matrices de Dirac
Démontrez les propriétés suivantes des matrices de Dirac, à l’aide de la représentation chirale
(3.76) :
A
γµγν+γνγµ = 2g µν (3.146)
B
γ0γµγ0 = (γµ)† (3.147)
Problème 3.1 Tenseur antisymétrique
Montrez que siψ est un spineur de Dirac, alors ψ̄γµγνψ se comporte, lors d’une transformation
de Lorentz, comme un tenseur de rang 2.
Problème 3.2 Démonstration différente de l’équation de Dirac
Essayons maintenant d’arriver à l’équation de Dirac d’une manière différente de celle que nous
avons utilisée en classe. Dans l’espace réciproque (impulsion et énergie), l’équation de Klein-
Gordon prend la forme
(g µνpµpν−m 2)ψ= 0 (3.148)
où pµ = (E ,−p) est le quadrivecteur d’énergie impulsion.
Dans le but d’avoir une équation du premier ordre en dérivées – et donc linéaire en pµ – essayons
de factoriser cette équation comme suit :
(g µνpµpν−m 2) = (βµpµ+m )(γνpν−m ) (3.149)
où βµ et γν sont des quantités à déterminer.
A Démontrer que βµ et γν ne peuvent être des nombres ordinaires (réels ou complexes), c’est-
à-dire que la factorisation ne peut pas fonctionner dans ce cas. Démontrez en outre que la facto-
risation fonctionne si les βµ,γν sont des matrices telles que βµ = γµ et
γµγν+γνγµ = 2g µν (3.150)
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B Démontrez qu’en dimension 3 d’espace-temps (donc deux dimensions d’espace), on pourrait
choisir une représentation des matrices de Dirac de dimension 2.
C Démontrez qu’en quatre dimensions d’espace-temps, une représentation de dimension 2 est
impossible.
Problème 3.3 Valeur moyenne du spin d’un électron
A Étant donné un spineur de Dirac ψ, comment peut-on calculer la valeur des composantes
(sx , sy , sz ) du spin dans cet état ?
B Considérons en particulier un spineur associé à un électron de quantité de mouvement p =
p z, mais dont l’orientation de spin est quelconque, c’est-à-dire une superposition αu1+βu2, où
|α|2 + |β |2 = 1. Montrer que la projection du spin sur z est 12 (|α|2 − |β |2), alors que les projections
du spin le long de x et y sont
m
Ep
Re (α∗β ) et
m
Ep
Im (α∗β ) (3.151)
C Que conclure de ceci pour un électron ultrarelativiste ?
Problème 3.4 Application de la covariance de l’équation de Dirac
À partir de la solution de l’équation de Dirac pour une particule libre au repos, trouvez une ex-
pression pour la solution correspondant à une particule d’impulsion p en appliquant une trans-
formation de Lorentz vers le référentiel approprié. Utilisez à cette fin les propriétés de transfor-
mation des spineurs droit et gauche sous transformation de Lorentz. N’oubliez pas cependant de
travailler dans la représentation de Dirac et non la représentation chirale.
Problème 3.5 Paradoxe de Klein
Considérons une particule de masse m décrite par l’équation de Dirac, en présence d’une énergie
potentielle constante V dans la région z > 0, et nulle dans la région z < 0. Cette énergie potentielle
provient, par exemple, d’un potentiel électrique Φ constant dans la région z > 0 (V = eΦ). La
particule a un spin polarisé dans la direction z et se dirige dans la direction +z avec une énergie
totale E (incluant l’énergie de masse). À l’interface (z = 0), une onde réfléchie est générée, ainsi
qu’une onde transmise. Il s’agit donc du problème de la réflexion et de la transmission par une
marche de potentiel, en version relativiste. a
A Comment doit-on adapter les solutions à l’équation de Dirac trouvées dans les notes pour les
appliquer à la région z > 0 ?
B En vous servant des solutions d’ondes planes démontrées dans les notes, exprimez la forme
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deψ dans les deux régions. Vous pouvez supposer que l’amplitude de l’onde incidente est 1 (ou
toute autre valeur) ; les amplitudes des deux autres ondes seront déterminées par la condition
de continuité à z = 0. Supposez que l’interface à z = 0 n’affecte pas la projection de spin (est-ce
justifié) ?
C Calculez le coefficient de réflexion R (le rapport du courant réfléchi sur le courant incident) et
le coefficient de transmission T (courant transmis sur courant incident). Montrez que T +R = 1.
D Montrez que (i) R = 1 si |E − V | < m , (ii) R > 1 si V > E +m , et (iii) R < 1 sinon. Faite (i)
un graphique de R en fonction de E pour V =m et V = 3m (domaine de E : de m à 5m) et (ii)
un graphique de R en fonction de V pour E = 3m/2 et E = 3m . En quoi ces résultats sont-ils
paradoxaux ? Pouvez-vous expliquer la cause physique de ce paradoxe ?
a. O. Klein, Die reflexion von Elektronen an einem Potentialsprung nach der relativischen Dynamik von Dirac, Zeit-




A Le champ électromagnétique
4.A.1 Particule chargée dans un champ électromagnétique
Rappelons les grandes lignes de la description classique de l’interaction entre une particule de
charge e et le champ électromagnétique. On sait qu’à l’action S0 d’une particule libre on doit ajou-
ter une action S1 décrivant l’interaction de cette particule avec le champ électromagnétique, et que





où Aµ est le quadrivecteur du potentiel électromagnétique et l’intégrale est effectuée sur la trajec-
toire de la particule. Comme l’intégrant est la contraction de deux quadrivecteurs, il est forcément
invariant de Lorentz. L’action (4.1) a aussi la propriété d’invariance de jauge. Si on modifie le poten-
tiel électromagnétique en lui ajoutant le gradient d’une fonction quelconque ξ de l’espace-temps :
Aµ→ A′µ = Aµ+ ∂µξ (4.2)
alors la variation de l’action ne change pas. En effet, le changement dans l’action qui résulte d’une
transformation de jauge est
S ′1 = S1− e
∫
∂µξdx
µ = S1− eξ(x f )+ eξ(xi ) (4.3)
où xi et x f représente les extrémités du mouvement. Or, lorsque le principe de moindre action est
appliqué, les extrémités du mouvement sont supposées fixes. Donc les variations δS1 et δS
′
1 sont
identiques, ainsi que les équations du mouvement qui en découlent.
En fonction des composantes temporelles et spatiales (Φ, A) du potentiel électromagnétique, le la-
grangien d’une particule devient
L =−m
p
1− v 2+ e A ·v− eΦ (4.4)
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=mv+ e A (4.5)
et le hamiltonien





où il est compris que la vitesse v doit être remplacée par (p− e A)/mγ, ce qui donne
H =
Æ
(p− e A)2+m 2+ eΦ (4.7)
On montre facilement que l’action (4.1) mène directement à l’équation du mouvement
dp
dt
= e E+ e v∧B (4.8)






Une expression covariante de la même équation du mouvement est
m ẍµ = e Fµν ẋ
ν (4.10)
où on a introduit le tenseur de Faraday
Fµν = ∂µAν− ∂νAµ (4.11)
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Notons que le tenseur de Faraday est invariant de jauge, comme on le voit facilement en appliquant
la transformation (4.2). C’est d’ailleurs l’expression locale et invariante de jauge la plus simple im-
pliquant le potentiel électromagnétique.
4.A.2 Action du champ électromagnétique et équations de Maxwell
Les équations de Maxwell, qui gouvernent le champ électromagnétique, peuvent aussi être dérivées
du principe de la moindre action. L’action du champ électromagnétique doit s’exprimer en fonction
du potentiel Aµ et de ses dérivées :
S =
∫
d4 x L (Aµ,∂νAµ) (4.13)
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Cette action doit contenir deux termes : l’un décrivant la dynamique propre du champ et l’autre
décrivant l’interaction du champ avec la matière chargée. Ce dernier terme nous est déjà connu :
il s’agit de l’action (4.1) ci-haut. En exprimant celui-ci en fonction du quadrivecteur de densité de
courant au lieu de la quadrivitesse, on trouve
S1 =−
∫
d4 x J µAµ (4.14)
En effet, le quadrivecteur courant peut s’exprimer comme à l’éq. (1.29) en fonction de particules
ponctuelles. On trouve alors
S1 =−
∫






(i )µδ(r− r(i ))/γ(i ) (4.15)


















dx (i )µAµ (4.16)
Ce qui correspond à l’action (4.1) pour un ensemble de particules ponctuelles.
Il reste à trouver S0, l’action propre du champ, ou la densité lagrangienne correspondanteL0. Sa-
chant que les équations de Maxwell sont linéaires, il faut queL0 soit au plus quadratique en fonc-
tion des champs. Il faut également queL0 soit (i) invariant de Lorentz et (ii) invariant de jauge. La








où Fµν est le tenseur de Faraday. Le facteur de−1/4 a été ajouté dans le but de retrouver les équations






Utilisons maintenant le principe de la moindre action pour obtenir les équations du mouvement. Il
faut pour cela ajouter une variation δAµ au quadrivecteur du potentiel et s’assurer que la variation
correspondante de l’action est nulle au premier ordre. Notons que
δ(F µνFµν) = 2F
µνδFµν = 4F
µν∂µδAν (4.19)





−J νδAν− F µν∂µδAν
	
(4.20)
Le deuxième terme peut être intégré par parties, de la manière suivante : considérant que
F µν∂µδAν = ∂µ(F
µνδAν)− ∂µF µνδAν , (4.21)
le premier terme est une dérivée totale (dans ce cas-ci, une quadridivergence), qui ne contribue pas
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Si cette variation s’annule pour n’importe quelle variation δAν, il faut que le tenseur électroma-
gnétique satisfasse à l’équation suivante :
∂µF
µν = J ν (4.23)
Cette équation constitue une partie des équations de Maxwell : la loi de Gauss et la loi d’Ampère. En





L’autre partie provient de la définition même de Fµν en fonction de Aµ :
ϵµνλρ∂
νF λρ = 0 (4.25)





On reconnaît la loi qui représente l’absence de charge magnétique ainsi que la loi de Faraday.
4.A.3 Invariance de jauge en mécanique quantique
Le hamiltonien (4.7) d’une particule de charge e en présence d’un champ électromagnétique s’ob-
tient de celui d’une particule libre en suivant la prescription suivante :
p→ p− e A et H →H − eΦ (4.27)
ou encore, en langage covariant,
pµ→ pµ− e Aµ (4.28)
De par la correspondance pµ→ i∂µ, cela revient à faire les substitutions suivantes dans l’équation
de Schrödinger ou l’équation de Dirac :
∂µ→Dµ := ∂µ+ i e Aµ ou








L’opérateurDµ = (Dt ,D) est appelée dérivée covariante. En fonction de ces opérateurs différentiels,





et l’équation de Dirac la forme suivante :
iγµDµψ−mψ= 0 (4.31)
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La prescription qui consiste à remplacer les dérivées ordinaires par des dérivées covariantes porte
le nom de couplage minimal. Elle garantit l’invariance des équations d’onde par rapport aux trans-
formations de jauge.
Afin qu’une équation différentielle pour une quantitéψ (telle la fonction d’onde) soit invariante de
jauge, il suffit que le couplage minimal soit utilisé et que la fonctionψ se transforme ainsi lors d’une
transformation de jauge :
ψ→ e−i eξψ (4.32)
Commeξdépend de la position et du temps en général, il s’agit d’un changement de phase local, par
opposition à global. La propriété principale des dérivées covariantes est la covariance sous trans-
formation de jauge, c’est-à-dire que, lors d’une transformation de jauge, les dérivées covariantes
sont modifiées par un simple facteur de phase local :
Dµψ→ e−i eξDµψ (4.33)
Il est alors manifeste que les équations de Schrödinger et de Dirac sont invariantes de jauge.
La relation (4.33) se démontre facilement :




= e−i eξ∂µψ− i e ∂µξe−i eξψ+ i e A′µ e
−i eξψ








où nous avons utilisé la relation A′µ = Aµ+ ∂µξ à la troisième ligne.
On sait qu’en mécanique quantique la fonction d’onde peut être multipliée par une phase globale
sans en modifier le sens physique. On apprend ici que la fonction d’onde d’une particule chargée
peut être multipliée par une phase locale sans non plus modifier son sens physique, pourvu que
cette multiplication s’accompagne d’un changement des potentiels électromagnétiques, tel qu’en
l’éq. (4.2). Le fait de pouvoir transformer une invariance globale en invariance locale grâce à la pré-
sence de potentiels scalaire et vecteur est à la base des théories de jauge qui décrivent les interactions
forte (QCD), faible et électromagnétique.
4.A.4 Couplage minimal
Appliquons le couplage minimal à l’équation de Dirac (iγµ∂µ −m )ψ = 0, c’est-à-dire remplaçons
la dérivée ordinaire ∂µ par une dérivée covariante Dµ. Rappelons que cette prescription garantit
l’invariance de jauge de la théorie considérée. On trouve alors
(iγµDµ−m )ψ= (iγµ∂µ− e Aµγµ−m )ψ= 0 (4.35)
Le lagrangien associé à cette équation est alors
LD = ψ̄(iγµDµ−m )ψ= ψ̄(iγµ∂µ− e Aµγµ−m )ψ (4.36)
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Le couplage du champ de Dirac avec le champ électromagnétique prend la forme
L1 =−Aµ J µ J µ = e ψ̄γµψ (4.37)
où J µ est le quadrivecteur courant associé aux particules décrites parψ.
Solution de l’équation de
Dirac pour l’atome
d’hydrogène
Il est possible de résoudre l’équation de Dirac en présence d’un champ
électromagnétique (4.35) dans quelques cas, notamment en présence
d’un champ coulombien, comme dans l’atome d’hydrogène 1. On trouve
dans ce cas les niveaux d’énergie suivants :











où n = est le nombre quantique principal (un entier positif), alors que les valeurs possibles de j
sont 12 ,
3
2 , . . . . En fait, j = l ±
1
2 où l ∈ {0, 1, . . . , n − 1} est le nombre quantique orbital (la possibilité
j = l − 12 n’existe que pour l > 0). Ce résultat est en excellent accord avec la structure fine du spectre
de l’atome d’hydrogène. En développant cette expression à l’ordre α4, on trouve














Le premier terme est l’énergie de masse de l’électron. Le deuxième décrit les niveaux d’énergie de
l’atome de Bohr, et le troisième la structure fine.
La première déviation (petite) expérimentalement observable entre la formule (4.38) et l’expérience
sera le déplacement de Lamb, observé en 1946, et attribuable aux corrections radiatives (voir plus
bas).
B Photons
4.B.1 Quantification du champ électromagnétique
Jauge de Coulomb La procédure de quantification du champ scalaire, suivie à la section 2.B, peut
être appliquée au champ électromagnétique, à la différence que l’invariance
de jauge pose une difficulté particulière. Il est préférable dans ce cas de fixer une jauge, c’est-à-dire
d’imposer une condition particulière au potentiel Aµ de manière à simplifier la quantification. Nous
allons imposer la condition suivante :
∇·A= 0 (4.40)
1. C.G. Darwin, Proc. Roy. Soc. A118, 654 (1928) et W. Gordon, Z. f. Phys. 48, 11 (1928).
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qu’on appelle la jauge de Coulomb ou encore jauge transverse. Si le potentiel vecteur ne respecte
pas cette condition d’emblée, alors il faut appliquer une transformation de jauge (4.2) telle que le
nouveau potentiel A′ la respecte. Il faut donc trouver une fonction ξ telle que
∇·A′ =∇·A−∇2ξ= 0 =⇒ ∇2ξ=∇·A (4.41)
A étant une quantité connue, cette équation possède une solution explicite :








Il est donc toujours possible d’imposer la condition (4.40).
Cette condition étant imposée, la loi de Gauss s’exprime comme suit en l’absence de sources :
∇·E= 0 =⇒ ∇2Φ+
∂
∂ t
∇·A= 0 =⇒ ∇2Φ= 0 (4.43)
La solution à cette équation dans l’espace infini est simplement Φ= 0.
Lagrangien Le lagrangien du champ électromagnétique libre, c’est-à-dire en l’absence de sources,




























































d3r A(r)e−i q·r (4.47)
et de même pour toute autre quantité (E, B, etc.). Il est sous-entendu ici que A(r) et Aq dépendent
du temps. Comme le potentiel vecteur est réel (par opposition à complexe), on voit aisément que
A∗q =A−q (4.48)
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et il en est de même de la transformée de Fourier de tout champ réel. La condition (4.40) s’exprime
simplement en fonction des transformées de Fourier :
q ·Aq = 0 (4.49)
Ceci entraîne que, pour chaque vecteur d’onde q, le vecteur Aq est perpendiculaire à q et donc n’a
que deux composantes non nulles. C’est pour cette raison que la jauge de Coulomb est également
appelée «jauge transverse».














(q∧Aq)∗ · (q∧Aq) = q2A∗q ·Aq− (q ·A)
∗(q ·A) (4.51)













Nous pouvons à ce stade introduire, pour chaque vecteur d’onde, une base de trois vecteurs ortho-
normés ϵ j q ( j = 1, 2, 3) telle que ϵ3q = q̂, le vecteur unitaire dans la direction q. Le potentiel vecteur
Aq admet donc un développement sur les deux premiers vecteurs de la base :
Aq = A1qϵ1q+A2qϵ2q (4.53)













j qA j q

ωq := |q| (4.54)
Sous cette forme, le lagrangien du champ électromagnétique est très semblable à celui d’un champ
scalaire (voir éq. (2.57)). Si on se reporte à la section 2.B, on constate qu’on a ici l’équivalent de
deux champs scalaires A1 et A2, et qu’on peut donc introduire deux types d’opérateurs d’échelle
indépendants a1q et a2q, avec les relations de commutation
[a j q, a
†
j ′q′ ] =δqq′δ j j ′ (4.55)































a j qϵ j q e









L’interprétation de ce résultat est identique à celle qui a été établie pour les quantas du champ sca-
laire. À chaque vecteur d’onde q et polarisation j = 1, 2 du champ électromagnétique correspond
un oscillateur harmonique de fréquenceωq = q = |q|. L’état fondamental du champ électromagné-
tique est le produit tensoriel des états fondamentaux de tous les oscillateurs. On le note encore |0〉.
L’opérateur
Nj q = a
†
j qa j q (4.59)
représente le nombre de photons de vecteur d’onde q et de polarisation j . L’énergie du champ est




ωq Nj q (4.60)









Donc les quantités physiques (énergie, quantité de mouvement) sont quantifiés, et Nj q représente
le nombre de ces quantas associés à un vecteur d’onde et une polarisation donnés, donc le nombre
de photons. La différence essentielle entre le champ électromagnétique et le champ scalaire est
la nature vectorielle du premier, qui entraîne l’existence de polarisations. Par contre, la condition
(4.49) interdit la polarisation longitudinale (dans la direction du vecteur d’onde) et il ne reste que
deux polarisations transverses.
C L’électrodynamique quantique
L’électrodynamique quantique est la théorie quantique du champ électromagnétique et des parti-
cules chargées, en particulier décrites par l’équation de Dirac.
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4.C.1 Hamiltonien d’interaction électron-photon





Dans la jauge de Coulomb, A0 = 0 et donc
H =−e
∫
d3r A · ψ̄γψ (4.64)
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Les huit différents vertex associés à l’in-
teraction électron-photon dans la théorie
des perturbations ordinaire. Dans la théo-
rie covariante des perturbations, c’est-à-
dire dans les diagrammes de Feynman,
tous ces vertex se fondent en un seul.
Chacun de ces huit termes correspond à un processus particulier et à un type de vertex distinct dans
la théorie des perturbations ordinaires. En fonction de véritables diagrammes de Feynman, ces huit
termes ne représentent qu’un seul vertex, soit le vertex fondamental de la QED. Les huit termes sont
illustrés à la figure 4.1, dans le même ordre que ci-haut. Par convention et afin de les distinguer, les
lignes associées aux électrons sont munies d’une flèche orientée de l’état initial vers l’état final, alors
que les lignes associées aux positrons sont munies de flèches orientées en sens contraire. Dans les
véritables diagrammes de Feynman, ces flèches sont conservées, mais on ne distingue pas les élec-
trons des positrons virtuels ; on se doit cependant de conserver la continuité des flèches aux vertex.
Selon une interprétation commune, les antiparticules sont comme des particules qui se propagent
à l’envers dans le temps (d’où le signe négatif de l’énergie dans l’exponentielle associée à la dépen-
dance temporelle).
4.C.2 Règles de Feynman
La théorie covariante des perturbations, déjà évoquée à la section 2.C.4, s’applique également à
l’électrodynamique. Les règles générales de Feynman sont les mêmes. Ce sont les expressions des
lignes et des vertex qui sont différentes. Rappelons donc la totalité des règles, adaptées au cas pré-
sent :
1. Les règles suivantes visent à construire une expression mathématique pour iM ,M étant
l’amplitude invariante du processus dans la normalisation relativiste. Les facteurs entrant
dans cette expression sont résumés dans le tableau 4.1 et décrits dans ce qui suit.
2. Pour un processus donné, identifier les états initial et final et dessiner les lignes correspon-
dantes. Les lignes sont affublées de flèches pour distinguer les particules (flèches dirigées
vers les haut) des antiparticules (flèches dirigées vers le bas). Un photon est représenté par
une ligne ondulée, sans flèche (le photon est sa propre antiparticule). Ensuite on doit inscrire
un facteur associé à chaque ligne externe, comme indiqué dans les quatre premiers éléments
du tableau 4.1 : à un fermion initial, on associe un spineur u (p, s ) associé à l’impulsion p et
à la polarisation s . Pour un fermion final, c’est le spineur conjugué ū qui apparaît. Pour un
antifermion, u est remplacé par v̄ et ū par v . Pour un photon initial, on fait intervenir le vec-
teur de polarisation ϵµ, et son conjugué pour un photon final. Ce quadrivecteur polarisation
dépend du vecteur d’onde et de la jauge utilisée. Par exemple, dans la jauge de Coulomb,
ϵ0 = 0 et ϵ(q) ·q= 0 (4.68)
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3. Construire les diagrammes possibles à l’ordre N de la théorie des perturbations en introdui-
sant N vertex, auxquels sont reliés les lignes externes et des lignes internes (correspondant
à des particules virtuelles) introduites au besoin.
4. Chaque ligne porte une certaine quadri-impulsion : notons-la pi pour les lignes externes, et
qi pour les lignes internes. La direction de cette quadri-impulsion est arbitraire, c’est-à-dire
affaire de convention. On peut faire une analogie avec les lois de Kirchhoff dans la théorie
des circuits. La quadri-impulsion est conservée à chaque vertex.
5. À chaque vertex, insérer un facteur −i e (γµ)βα. L’indice µ est attaché à la ligne de photon
reliée au vertex, l’indice β à la ligne de fermion sortante et α à la ligne de fermion entrante.
Ajouter un facteur (2π)4δ(k1+k2+k3), où k1,2,3 sont les quadri-impulsions entrantes (changer
le signe s’il s’agit de quadri-impulsions sortantes). Important : chaque vertex comporte deux
indices de Dirac et un indice d’espace-temps.





où q est la 4-impulsion du photon virtuel. Les indices µ et ν sont ceux qui sont attachés aux







où les indices de Dirac β et α sont ceux qui sont attachés aux deux vertex reliés par la ligne
interne, du côté de la ligne interne (car chaque vertex comporte deux indices de Dirac, un
associé à chaque ligne qui sort du vertex).





En pratique, si le diagramme ne contient pas de boucle fermée, les fonctions deltas qui im-
posent la conservation de la 4-impulsion à chaque vertex rendent ces intégrales triviales.
Chaque boucle du diagramme correspond à une réelle intégration. Ces intégrales constituent
la principale difficulté calculatoire, notamment en raison de leur caractère singulier.
8. La conservation de la quadri-impulsion entre les états initial et final est une conséquence de
sa conservation à chaque vertex. Cependant, le facteur global (2π)4δ(p1+p2+ · −pn ) associé
à la conservation de l’énergie-impulsion doit être amputé, pour obtenir l’amplitudeM (par
opposition à M . Voir à cet effet la discussion de la section 1.E.2).
9. Les diagrammes qui diffèrent par la permutation de deux lignes externes associées à des fer-
mions indiscernables doivent être combinés avec un signe relatif. De plus, toute boucle in-
terne de fermions doit être accompagnée d’un facteur −1.
Ces règles sont applicables dans la normalisation relativiste des états. Dans cette normalisation,








































Facteurs associés aux différents éléments d’un diagramme de Feynman.
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Ces spineurs ont les propriétés suivantes :
ūp,s up,s ′ = 2mδs s ′ v̄p,s vp,s ′ =−2mδs s ′ ūp,s vp,s ′ = v̄p,s up,s ′ = 0 (4.71)




uα(p, s )ūβ (p, s ) = (̸p +m )αβ
∑
s=1,2
vα(p, s )v̄β (p, s ) = (̸p −m )αβ (4.72)
où nous avons introduit la notation abrégée
̸p ≡ pµγµ ̸∂ ≡ ∂µγµ ̸A ≡ Aµγµ (4.73)
dans laquelle une barre oblique traversant un symbole signifie la contraction avec les matrices de
Dirac. Cette abréviation est couramment utilisée dans le domaine. Nous avons aussi mis les indices
de vecteur d’onde et de polarisation entre parenthèses, afin de laisser de la place aux indices de
spineur. Ceci peut se faire selon le contexte.
Somme sur les polarisations
et formules des traces
Très souvent, on doit faire la somme de la section efficace sur les po-
larisations possibles de l’état final (si la polarisation des particules
finales n’est pas observée dans une expérience) et la moyenne sur
les polarisations des particules initiales (si les particules initiales ne sont pas préparées dans un état
de polarisation donnée). Il s’agit d’une somme des carrés des amplitudes, et elle permet générale-
ment de simplifier considérablement les résultats.
La formule suivante, dite formule de Casimir, permet d’effectuer cette somme :
∑
s1,s2








où Γ et Γ ′ sont des matrices 4× 4, comme des matrices de Dirac ou des combinaisons ou produits
de matrices de Dirac. Nous avons introduit la notation
Γ̄ = γ0Γ †γ0 (4.75)
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Si Γ = γµ, alors Γ̄ = Γ .
La démonstration de la formule de Casimir est immédiate à l’aide des relations de complétude
(4.72). Notons d’abord que
[ū (p1, s1)Γ
′u (p2, s2)]
∗ = [u †(p1, s1)γ
0Γ ′u (p2, s2)]
†
= u †(p2, s2)(Γ
′)†γ0u (p1, s1)
= u †(p2, s2)γ
0γ0(Γ ′)†γ0u (p1, s1) ((γ
0)2 = 1)
= ū (p2, s2)Γ̄
′u (p1, s1) (4.76)
Ensuite, détaillons les indices de spineurs :
∑
s1,s2
[ū (p1, s1)Γu (p2, s2)][ū (p2, s2)Γ̄
′u (p1, s1)] =
∑
s1,s2
ūα(p1, s1)Γαβuβ (p2, s2)ūγ(p2, s2)Γ̄
′
γδuδ(p1, s1)]







Si on a affaire à des antifermions plutôt qu’à des fermions, on obtient ̸p −m plutôt que ̸p +m .
Le calcul des traces s’effectue en utilisant les formules suivantes :
tr (γµγν) = 4g µν tr (γµγνγργλ) = 4(g µνg ρλ− g µρg νλ+ g µλg ρν) (4.78)
La trace d’un produit d’un nombre impair de matrices de Dirac est nulle.
4.C.3 Exemples de processus
Indiquons quelques processus décrits par la théorie de l’interaction électron-photon, et les dia-







Dans ce processus, l’important est que les deux fermions qui diffusent l’un sur l’autre ne soient pas
identiques. Les lignes sont étiquetées par le symbole représentant la particule quand il y a risque de
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La somme sur les polarisations (s1, s2, s3, s4) du carré de l’amplitude (divisée par 4 pour effectuer une






(p1 ·p2)(p3 ·p4)+ (p1 ·p4)(p2 ·p3)−m 2(p1 ·p3)−M 2(p2 ·p4)+2m 2M 2

(4.81)
où m est la masse de l’électron et M celle du muon.
À partir de cette formule, on peut démontrer la formule de Mott pour la section différentielle de























où p et E sont la quantité de mouvement et l’énergie du projectile, θ est l’angle de diffusion, β est
la vitesse du projectile.











Dans ce cas, l’identité des deux particules en cause nous force à considérer deux diagrammes qui
diffèrent par une permutation des lignes sortantes.







Dans le référentiel du centre de masse, la section différentielle de diffusion pour des électrons ul-


























où s , t , u sont les variables de Mandelstam et θ l’angle de diffusion dans ce repère.
118
C. L’électrodynamique quantique
Production de paires de particules chargées
Le deuxième diagramme associé à la diffusion Bhabba peut aussi servir au cas où les particules pro-
duites ne sont pas une paire électron-positron, mais plutôt une paire muon-antimuon, ou quark-
antiquark. Dans ce cas le diagramme de gauche ne s’applique pas et la section différentielle, dans













où θ est l’angle de diffusion dans ce repère, β est la vitesse des particules et s la première variable
de Mandelstam. Nc est égal à 3 pour des quarks, et à 1 pour des muons (ce facteur est le nombre de
couleurs, voir p. 165). Q f est la charge électrique de la particule produite, en unités de la charge élé-





























Notons ici que deux diagrammes sont nécessaires, différant par une permutation des photons initial
et final. L’amplitude obtenue à l’aide de ces deux diagrammes mène à la section différentielle de

















où θ est l’angle de diffusion et E , E ′ sont les énergies du photon initial et final, respectivement. On









(1− cosθ ) (4.91)
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FIGURE 4.2
Diagrammes contribuant à l’amplitude de diffusion électron-électron, à l’ordre 4 de la théorie des pertur-
bations. À ces diagrammes on doit ajouter ceux dont les deux pattes supérieures sont échangées, avec une
phase relative de −1.
D Corrections radiatives et renormalisation
4.D.1 Corrections d’ordre supérieur
Pour un processus donné, les diagrammes à l’ordre le plus bas de la théorie des perturbations,
comme ceux illustrés ci-haut, ne comportent aucune boucle, c’est-à-dire qu’ils ont la topologie d’un
arbre. Ces diagrammes sont tous relativement simples à calculer, en dépit d’un certain nombre de
traces de matrices de Dirac à effectuer.
Pour un processus donné, par exemple la diffusion électron-électron, les diagrammes contribuant
à l’ordre suivant comportent tous une boucle, comme indiqué à la figure 4.2. On montre que
la présence d’une boucle entraîne l’existence d’une quadri-impulsion libre, non déterminée par
la conservation de la quadri-impulsion à chaque vertex. En fait, il est assez clair que la quadri-
impulsion circulant dans une boucle insérée dans une ligne externe ou interne peut prendre une
valeur arbitraire sans affecter la conservation de la quadri-impulsion le long de cette ligne. Le pro-
blème est que l’intégrale correspondante sur la quadri-impulsion est souvent divergente.
Ces divergences dans la théorie des perturbations sont apparues très tôt dans la théorie – avant que cette der-
nière soit formulée à l’aide de diagrammes – et en ont retardé le développement pendant presque vingt ans.
Leur origine tient au traitement continu de l’espace-temps : ce continuum entraîne que les vecteurs d’onde
prennent toutes les valeurs jusqu’à l’infini et les divergences proviennent du comportement des intégrales
sur les impulsions quand elles tendent vers l’infini – on dit que ce sont des divergences ultraviolettes. Pour
donner un sens aux diagrammes divergents, il faut premièrement introduire une régularisation, c’est-à-dire
une procédure cinématique qui rende le diagramme fini. Plusieurs procédures différentes existent, mais elles
ont en commun d’introduire une échelle d’énergie Λ, dite coupure, qui représente à peu près la valeur maxi-
male du vecteur d’onde.
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On dit qu’un diagramme D possède un degré de divergence ζ s’il se comporte comme Λζ. La présence d’une
divergence ne résulte pas automatiquement de celle d’une boucle dans le diagramme. Elle dépend aussi de
sa topologie, du nombre de pattes externes et de leur type (photon ou électron). Par analyse dimensionnelle,
on montre facilement que ζ devrait avoir la valeur suivante, dit degré superficiel de divergence :




où F est le nombre de pattes (lignes externes) représentant des fermions et B le nombre de pattes représen-
tant des bosons. En électrodynamique quantique, l’invariance de jauge complique sensiblement ce calcul et
le degré de divergence réel d’un diagramme est parfois inférieur à ζsup.. En somme,
• Si ζ= 0, le diagramme diverge comme le logarithme de la coupure Λ.
• Si ζ> 0, le diagramme diverge comme Λζ.
• Si ζ< 0, le diagramme peut être convergent (mais des sous-diagrammes peuvent être divergents).




1. Le diagramme (A) contribue à la polarisation du vide. Il représente l’effet sur la propagation de la
lumière de la présence de paires électron-positron virtuelle dans le vide.
2. Le diagramme (B) contribue à l’énergie propre (self-énergie) de l’électron. Il représente l’effet sur un
électron de son propre champ électromagnétique.
3. Le diagramme (C) porte le nom de correction de vertex et contribue à redéfinir la charge de l’électron
et son interaction avec le champ électromagnétique en général.
C’est le travail de Bethe, Feynman, Schwinger et Tomonaga à la fin des années 1940 qui a permis de contour-
ner la difficulté posée par les diagrammes divergents (et avant eux, Stückelberg, sans impact sur la commu-
nauté scientifique, malheureusement). Une procédure, appelée renormalisation, a été élaborée afin d’ab-
sorber des quantités formellement infinies – mais en pratique inobservables – dans une redéfinition de la
charge e , des masses des particules et de la normalisation des champs (d’où le nom de renormalisation).
Cette procédure est essentielle afin de donner un sens aux ordres plus élevés de la théorie des perturbations
et permet dans quelques cas d’effectuer des calculs d’une remarquable précision. Les corrections aux ordres
supérieurs de la théorie des perturbations portent généralement le nom de corrections radiatives.
Déplacement de Lamb Le phénomène physique qui a initialement stimulé la technique de renor-
malisation est le déplacement de Lamb. Il s’agit d’une petite différence
d’énergie entre les niveaux 2S1/2 (n = 2, l = 0, j =
1
2 ) et 2P1/2 (n = 2, l = 1, j =
1
2 ) de l’atome d’hydro-
gène. Ces deux niveaux sont dégénérés selon la solution de l’équation de Dirac (l’énergie ne dépend
que de n et de j , voir éq. (4.38)). Par contre, une différence d’énergie d’environ 1 000 MHz est obser-
vée entre les deux niveaux. 2 Cette différence a été expliquée par un effet des corrections radiatives
en 1947 par H. Bethe. 3 On montre que le déplacement de Lamb est donné par l’expression suivante :
2. W.E. Lamb et R.C. Retherford, Phys. Rev. 72, 241 (1947).
3. H. Bethe, Phys. Rev. 72 339 (1947).
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où k (n , l ) est un facteur numérique qui dépend de n et l ; ce facteur est d’ordre ∼ 13 dans le cas
l = 0, mais beaucoup plus petit (< 0, 05) dans le cas l ̸= 0. La valeur de j est donnée par l ± 1/2, où
le signe ± est celui qui apparaît dans la deuxième équation ci-dessus. La différence d’énergie entre








L’exemple le plus remarquable de correction radiative est le calcul du
moment magnétique anormal de l’électron, le célèbre facteur g . Rap-
pelons que le moment magnétique de l’électron est de grandeur gµB ,
où µB = e /2me est le magnéton de Bohr et g le facteur de Landé, communément appelé « facteur
g ». Si l’électron se comportait comme une distribution de charge classique tournant sur elle-même,
comme une microscopique boule de billard, son facteur g serait l’unité. On montre que l’équation
de Dirac mène à la valeur g = 2, ce qui constitue l’un des succès de cette équation. Par contre, laProb. 4.1
valeur mesurée de g est différente de 2, même si elle en est très proche. La valeur expérimentale
acceptée, provenant d’expériences de résonances très précises, est la suivante : 4
g /2= 1, 001 159 652 180 73 (28) (4.96)
L’électrodynamique quantique permet de calculer la déviation de g par rapport à 2. Cette déviation
provient exclusivement de corrections radiatives. Le premier calcul en ce sens a été effectué par






= 1.001 161 410 . . . (4.97)
Le calcul depuis a été mené jusqu’à l’ordre 10 en théorie des perturbations – correspondant à cinq
boucles par diagramme. L’ordre 10 à lui seul comporte 12 672 diagrammes, presque tous générés
par un programme et calculés par des méthodes numériques. Le résultat s’exprime en fonction de la
constante de structure fine, dont la valeur la plus précise, obtenue par une méthode indépendante
du présent calcul, est 6
α−1 = 137, 035 999 049(90) (4.98)
La valeur de g /2 prédite par la QED est alors 7
g /2= 1, 001 159 652 181 78 (6)(4)(2)(77) (4.99)
où les incertitudes sur les derniers chiffres entre parenthèses proviennent de divers facteurs : calculs
numériques d’intégrales, contributions des hadrons et incertitude sur la valeur de α, cette dernière
constituant la source d’erreur la plus importante. La différence entre les valeurs mesurée et calculée
4. D. Hanneke et al., Phys. Rev. Lett. 100, 120801 (2008) ; Phys. Rev. A 83, 052122 (2012).
5. J. Schwinger, Phys. Rev. 73, 416L (1948).
6. R. Bouchendira et al., Phys. Rev. Lett. 106, 080801 (2011).
7. Aoyama et al., Phys. Rev. Lett. 109, 111807 (2012).
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de g /2 est compatible avec zéro dans les barres d’erreur et est d’ordre 10−12. Ceci est souvent cité
comme l’accord théorie-expérience le plus précis de toute la science.
Comme l’erreur la plus importante sur la prédiction théorique de g /2 provient de la valeur même
de α, il est raisonnable de redéfinir la valeur acceptée de α à partir de cet accord, ce qui donne
α−1 = 137, 035 999 172 7(68)(46)(19)(331) (4.100)
4.D.2 Constante de couplage variable
En tenant compte des corrections radiatives, on peut effectivement remplacer le vertex simple,
donné par −i e (γµ)βα dans les règles de Feynman, par une fonction plus complexe, qu’on notera
−i e Γµβα(p , p
′) et qui dépend des quadrivecteurs des fermions entrant (p ) et sortant (p ′). Cette quan-
tité, appelée « fonction de vertex », contient les corrections radiatives à l’interaction entre les fer-
mions chargés et le champ électromagnétique :
−i e Γ = + + + + · · · (4.101)
Cette fonction dépend des impulsions entrante et sortante, dont deux sont indépendantes (la troi-
sième, l’impulsion du photon rentrant q , est donnée par p ′−p ). On peut montrer qu’elle a la struc-
ture suivante :









Ici q = p ′−p et F1 et F2 sont des fonctions scalaires appelées « facteurs de forme ». On montre que
le moment magnétique de l’électron est proportionnel à F2(0).
FIGURE 4.3






















































































































































Bien sûr l’évaluation précise des fonctions F1 et F2 est complexe, et demande un traitement des di-
vergences par la procédure de renormalisation. Cependant, l’important ici n’est pas le calcul de ces
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fonctions, mais le fait qu’on pourrait, les connaissant en principe, obtenir l’interaction effective des
électrons avec le champ électromagnétique, et que cette interaction dépend de l’échelle d’énergie
q 2 du photon virtuel impliqué (notons qu’en général les impulsions p , p ′ et q ne sont pas sur la
couche de masse). Cela mène à la notion de « constante de couplage variable », par laquelle on peut
définir une charge effective e (q 2) = e (1 + F1(q 2)) qui varie en fonction de l’échelle d’énergie. Or,
en raison des divergences associées au continuum, on ne peut vraiment bien définir ce facteur F1
que par rapport à un « point de soustraction », ou « point de référence ». Autrement dit, on ne peut
pas connaître F1 (ou F2) en absolu, mais seulement par rapport à une référence choisie de q
2. La
constante structure fine α= e 2/4π n’est donc pas une véritable constante, mais une fonction α(q 2)
qui varie légèrement en fonction de l’échelle d’énergie q 2 associée au vertex. On montre que, dans










où Ng = 3 est le nombre de familles de particules élémentaires et où l’effet tient ici compte de toutes
les particules chargées. Cela signifie que, quand q 2 augmente, α(q 2) augmente aussi, mais faible-
ment, en raison du logarithme. Cette augmentation de la constante de couplage avec q 2 peut être
comprise par la notion d’écrantage : dans un milieu polarisable, la charge effective d’une source
est de plus en plus grande lorsqu’on l’observe de plus en plus proche, car la polarisation du mi-
lieu entourant la charge tend à la masquer partiellement (voir 4.3). Le vide aussi est polarisable,
car des paires virtuelles électron-positron peuvent être créées, et donc la charge élémentaire, ou la
constante de structure fine α= e 2/4π, augmente avec la résolution spatiale, c’est-à-dire augmente
avec l’échelle d’énergie associée au processus.
4.D.3 Interprétation de la renormalisation
La procédure de renormalisation suggérée à la fin des années 1940, bien qu’elle permette des calculs
précis et non équivoques, a longtemps suscité la méfiance, en raison de son caractère mathéma-
tique peu rigoureux. Elle revient, selon plusieurs à l’époque, à soustraire des quantités infinies l’une
de l’autre, ou encore à effectuer un développement perturbatif en puissances d’une quantité infinie.
Depuis les années 1980, notre interprétation de la renormalisation est beaucoup plus concrète et
pose moins de problèmes, en partie suite aux travaux de Kenneth WILSON dans les années 1970 sur
le groupe de renormalisation. Il est maintenant généralement accepté que la théorie des champs
n’est pas une théorie ultime, mais plutôt une théorie effective, applicable à des échelles de lon-
gueur beaucoup plus grandes qu’une certaine échelle fondamentale, notéeΛ−1 (telle la longueur de
Planck, par exemple). Les prédictions d’une théorie des champs dépendent donc de ses paramètres
(par exemple la masse de l’électron et la constante de structure fine α), ainsi que de cette échelle
Λ. Cependant, les prédictions de cette théorie ne doivent pas dépendre de Λ, si Λ est très grand par
rapport aux échelles d’énergie étudiées. En fait, il existe une faible dépendance (dite logarithmique,
car elle fait intervenir logΛ) des prédictions surΛ. Cette dépendance peut être absorbée comme une
dépendance des paramètres de la théorie surΛ. Ainsi, la constante de structure fine deviendrait une
fonction légèrement dépendante deΛ :α(Λ). Une théorie dont les paramètres dépendent faiblement
de Λ et sont en nombre fini est dite renormalisable. L’électrodynamique quantique, et plus généra-
lement les théories de jauge, sont renormalisables. De telles théories ont en principe un réel pouvoir
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de prédiction. Il est cependant facile de concevoir des termes qu’on pourrait ajouter au lagrangien
d’une théorie des champs, qui ne sont pas renormalisables, c’est-à-dire qui diminuent rapidement
– en loi de puissance au lieu de logarithmiquement – quand Λ augmente. Ces termes sont absents
du modèle standard, non par exigence a priori, comme on le pensait autrefois, mais bien parce
qu’en réalité l’échelle Λ est très grande, de sorte que si ces termes avaient une valeur « normale »
pour des phénomènes se déroulant à des échelles d’énergie de l’ordre de Λ, ils sont complètement
négligeables aux échelles d’énergie accessibles aux accélérateurs actuels. Une théorie des champs
contenant de tels termes à notre échelle n’aurait pas beaucoup de sens, car cela supposerait que
les termes correspondants du hamiltonien fondamental défini à l’échelle Λ sont incommensura-
blement plus grands que ceux qui donnent naissance aux termes renormalisables. Il faudrait aussi
que de tels termes soient en nombre infini, ce qui enlèverait tout pouvoir de prédiction à la théorie.
Par contre, un terme comme la masse de l’électron dépend aussi fortement de l’échelle Λ, mais
dans l’autre sens : il est pratiquement proportionnel à Λ. En fait, tout repose sur la dimension (au
sens des unités) de chaque paramètre. Les paramètres du lagrangien ayant les unités d’une puis-
sance positive de la masse sont en nombre fini (habituellement, seule la masse elle-même est dans
ce cas) et ne posent pas de problème en raison de ce nombre fini. Les paramètres ayant les unités
d’une puissance négative de la masse sont en nombre potentiellement infini et sont justement non
renormalisables. Enfin, les paramètres ayant une dimension nulle (ou sans unité, telle la constante
de structure fine α) ne sont sujets qu’à des variations logarithmiques en fonction de Λ. Plus pré-
cisément, un paramètre λ ayant les unités d’une masse à la puissance h , devrait avoir l’expression
suivante dans une théorie ultime :λ(Λ) =λ0Λh , oùλ0 est une constante sans unité, ou dépendant lo-
garithmiquement deΛ. Si h < 0 et queΛ est énorme en comparaison des échelles d’énergie étudiées
– par exemple en comparaison de l’énergie des projectiles dans un processus de collision dans le
repère du centre de masse – alors il faut que λ soit très petit, trop petit pour avoir des conséquences
observables.
Comment détermine-t-on les dimensions des différents termes ? En se basant sur le fait que l’ac-
tion est sans unité. Donc la densité lagrangienne a les unités L−4 (en quatre dimensions d’espace-
temps). Il s’ensuit que le champ de Dirac a les unités [ψ] = L−3/2 = M 3/2. Par exemple, un terme
d’interaction formé de quatre spineurs de Dirac (ne correspondant pas nécessairement à quatre
espèces de particules identiques) :
λψ̄1ψ2ψ̄3ψ4 (4.104)
est tel que la constante λ a les unités L 2 =M −2. Un tel terme est non renormalisable. S’il est pré-
sent dans une théorie (comme la théorie de Fermi des interactions faibles), c’est qu’il est à la fois
faible (c’est le cas) et qu’il provient d’une théorie plus fondamentale à une échelle d’énergie grande,
mais accessible (c’est aussi le cas : la théorie électrofaible du modèle standard, caractérisée par une
échelle d’énergie de l’ordre de 100 GeV, soit la masse des W ± et du Z0).
Ainsi, il n’y a pas de différence de philosophie fondamentale entre une théorie des champs décri-
vant les particules élémentaires et une théorie des champs décrivant le comportement aux grandes
longueurs d’onde des électrons dans un solide cristallin. Dans ce cas, il est bien connu que la théorie
repose sur une théorie plus fondamentale faisant intervenir le réseau cristallin et des quantités dis-
crètes dans cette théorie sont remplacées par des quantités continues dans la théorie des champs
(approximation du continuum). Par exemple, un terme impliquant une différence entre deux sites
du cristal serait remplacé par un développement de Taylor, dont seul le premier terme non trivial
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(la première dérivée, par exemple) serait conservé. Les termes impliquant les dérivées secondes se-
raient alors « non renormalisables » et laissés de côté, à moins qu’on s’intéresse à des échelles de
longueur qui ne sont pas trop éloignées de l’échelle fondamentale Λ (dans ce cas, le pas de réseau
inverse du cristal).
E Couplage de Yukawa et électrodynamique scalaire
4.E.1 Interaction de Yukawa
Dans les chapitres précédents, nous avons défini les propriétés du champ scalaireφ, qui représente
un boson de spin zéro, et celles du champ de Diracψ, qui représente un fermion de spin 12 . L’inter-
action de ces deux types de particules peut être décrite par un lagrangien d’interaction invariant de
Lorentz dont la forme la plus simple est la suivante :
LI =−g ψ̄ψφ (4.105)
Ce type d’interaction porte le nom de couplage de Yukawa, en raison de son rôle dans la théorie de
Yukawa des interactions fortes proposée en 1935 (voir ci-dessous).Prob. 4.7
On peut étudier les processus de collision associés à cette interaction. Le problème 4.7 traite de l’an-
nihilation d’un électron et d’un positron vers deux bosons, et se fait à l’aide de la théorie des per-
turbations ordinaires. On peut aussi démontrer des règles de Feynman particulières à cette théorie.
Elles sont un amalgame des règles de Feynman de l’électrodynamique quantiques (section 4.C.2)
et de celles valables pour un champ scalaire qui interagit avec lui-même (section 2.C.4). On doit




Dans ce vertex, le boson associé au champ scalaire est représenté par une ligne brisée, alors qu’il
était représenté par une ligne pleine à la section 2.C.4.
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4.E.2 Champ scalaire chargé
Rappelons qu’un champ scalaire ordinaire, obéissant à l’équation de Klein-Gordon, est décrit par




Un tel champ, cependant, ne peut pas être couplé au champ électromagnétique. Pour ce faire, il
doit représenter une particule chargée et donc doit nécessairement être complexe (par opposition
à réel). En effet, il doit pouvoir admettre une transformation de jauge, qui prend alors la forme
φ→φ′ = ei eξφ (4.108)
Un champ scalaire complexe peut être vu comme formé de deux champs scalaires réels φ1 et φ2

















µφi − 12 m
2φ2i = ∂µφ
∗∂ µφ−m 2|φ|2 (4.110)
Ce champ complexe peut se coupler au champ électromagnétique par couplage minimal, soit en
remplaçant ∂µφ parDµφ. Le lagrangien complet est alors
L = (Dµφ)∗Dµφ−m 2|φ|2 = (∂µ+ i e Aµ)φ∗(∂ µ− i e Aµ)φ−m 2|φ|2 (4.111)
Notez que le conjugué complexe s’applique à la dérivée covariante, sinon le lagrangien ne serait pas
réel. Les termes d’interaction entre le champ électromagnétique et le champ scalaire sont donc
LI = e Aµ(iφ∗∂ µφ− iφ∂ µφ∗)+ e 2|φ|2AµAµ (4.112)
Le premier de ces termes est cubique (linéaire en Aµ et quadratique en φ) et multiplié par e (la
charge associée au boson). Le deuxième terme est quartique (quadratique en Aµ et quadratique











2i e 2gµν (4.113)
Remarques :
F Le champ scalaire chargé est représenté par une ligne brisée, pour le distinguer d’un fermion,
mais ceci est affaire de convention. L’important est que cette ligne comporte une flèche, pour
distinguer le boson de son antiparticule.
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F Le deuxième vertex porte un facteur e 2, et donc chaque vertex de ce type compte pour deux
ordres de la théorie des perturbations.
F Dans le premier vertex, les dérivées de φ dans le lagrangien correspondant se traduisent par
un facteur pµ+p ′µ.
On désigne sous le nom d’électrodynamique scalaire la théorie de l’interaction d’un champ scalaire
chargé avec le champ électromagnétique.
4.E.3 Théorie de Yukawa-Stückelberg de l’interaction forte
Le physicien japonais Hideki YUKAWA et le physicien suisse Ernst STÜCKELBERG 8 proposèrent
indépendamment, en 1935, que la force nucléaire devait sa très courte portée au fait qu’elle était
transmise par des particules massives, décrites par un champ scalaire, comme ci-haut. On appela
ces particules hypothétiques mésons. En supposant que la portée de l’interaction forte est de 1 à
2 fm, on conclut que la masse des mésons doit être située entre 100 et 200 MeV.
Notons qu’il doit y avoir trois types de mésons, de charges électriques ±e et zéro, qu’on note res-
pectivement π± et π0. Le méson neutre π0 est représenté par un champ scalaire réel et est échangé
lors de collisions entre protons ou entre neutrons, comme représenté sur le premier diagramme
de l’éq. (4.114). Le méson chargé π± est représenté par un champ scalaire complexe et est échangé












Découverte des mésons La découverte, en 1936, parmi les rayons cosmiques, de particules de
masse ∼ 105 MeV, fit penser que la particule hypothétique de Yukawa
était enfin révélée. On se rendit compte très rapidement que cette particule n’avait pas les proprié-
tés voulues. C’était en fait le muon, qu’on appelait initialement le méson-µ. Le véritable méson,
le méson-π ou pion, fut découvert en 1947. Le méson neutre (π0) a une masse de 135, 0 MeV et le
méson chargé une masse de 139, 6 MeV. En fait, une pléthore de particules analogues au méson
fut découverte dans les années qui suivirent. La théorie de Yukawa n’est manifestement pas une
théorie fondamentale de l’interaction forte, quoiqu’elle représente bien certaines de ses propriétés.
Fondamentalement, les mésons sont formés de quarks, comme les nucléons. Plus précisément, les
8. Stückelberg est la victime la plus flagrante d’un manque de reconnaissance en physique théorique au 20e siècle. Il
est l’auteur de trois découvertes majeures qui ont valu à d’autres des prix Nobel : (1) l’hypothèse du boson intermédiaire
pour la force nucléaire ; (2) un traitement cohérent des divergences en électrodynamique quantique – la théorie de la
renormalisation ; (3) la notion de groupe de renormalisation (1954). Dans le premier cas, il a formulé l’hypothèse la même
année que Yukawa. Dans le deuxième cas, son travail a été refusé par la Physical Review et une version a été publiée dans
une revue suisse (en français), des années avant les travaux de Tomonaga, Schwinger et Feynman (1947). Enfin, la notion
de groupe de renormalisation et son application à la physique statistique ont valu à K. Wilson le prix Nobel en 1982.
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mésons sont formés d’un quark lié à un antiquark, et l’échange de mésons entre deux nucléons peut
être vu comme la manifestation de l’échange de quarks entre deux nucléons. Nous reviendrons sur
ce sujet dans le chapitre portant sur la classification des hadrons, les particules qui interagissent
par l’interaction forte.
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F Problèmes
stepQuestion 4.1 Analyse dimensionnelle
Quelles sont les dimensions (au sens des unités) du champ de Dirac, du champ électromagnétique
Aµ et du champ scalaireφ ? Si un champ scalaire est couplé à un champ de Dirac par le lagrangien
d’interaction suivant
LI = gφψψ̄ (4.115)
quelle est la dimension de la constante de couplage g ? Partez du fait que l’action est sans unité
dans le système naturel.
Problème 4.1 Équation de Pauli
Le but de cet exercice est de démontrer que la limite non relativiste de l’équation de Dirac en




(P− e A)2Ψ −
e
2m
B ·σΨ + eΦΨ (4.116)
où Ψ est un spineur à deux composantes, Φ est le potentiel électrique et A le potentiel vecteur.
Dans la représentation de Dirac, les deux premières composantes du spineur de Diracψ sont plus
importantes que les deux dernières, pour les solutions à énergie positive. Supposons en outre que
l’énergie de la solution est très proche de m (limite non relativiste). Il est alors sage de définir les
spineurs à deux composantes « lents » Ψ et X ainsi :






et de supposer que X ≪Ψ.
A Montrez que l’équation de Dirac en présence d’un champ électromagnétique quelconque
Aµ = (Φ,−A) s’exprime ainsi en fonction de Ψ et X :
i Ψ̇ =π ·σX + eΦΨ
i Ẋ =π ·σΨ + eΦX −2m X
(4.118)
où on a défini la quantité de mouvement π= p− e A.
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B Dans la limite non relativiste, supposez que m X est le terme le plus important qui implique
X dans la deuxième équation et, par élimination, démontrez l’équation de Pauli pour Ψ. Acces-
soirement, vous devez démontrer que
(π ·σ)2 =π2− e B ·σ (4.119)
en vous rappelant que P est un opérateur différentiel qui agit aussi sur les composantes de A,
lorsque π est élevé au carré. Vous devrez utiliser la formule du produit des matrices de Pauli :
σaσb =δa b + iϵa b cσc et la relation entre A et B.
Problème 4.2 Champ scalaire complexe
En exprimant un champ scalaire complexe en fonction de ses composantes réelles φ1 et φ2
comme à l’éq. (4.109), développez cet champ en fonction des opérateurs de création et d’anni-
hilation deφ1,2 et définissez des opérateurs appropriés pour la création et l’annihilation de parti-
cules et d’antiparticules, tels que les deux ont des charges opposées. Basez-vous sur l’expression
suivante du courant électromagnétique du champ scalaire complexe :
J µ = 2 Im (φ∗∂ µφ)
Problème 4.3 Quantités physiques et opérateurs de nombre
A La densité d’impulsion du champ électromagnétique est proportionnelle au vecteur de Poyn-
ting :
π= E∧B (4.120)




ka †j ka j k (4.121)
B Faites de même pour l’impulsion totale des électrons. À partir de l’expression de l’impulsion




kc †k ck (4.122)
C Étant donné l’expression de la densité d’impulsion du champ électromagnétique, il est naturel
de poser que le moment cinétique du champ est donné par l’expression suivante :
J=
∫
d3r r∧ (E∧B) (4.123)
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Montrez que cette expression est équivalente à l’expression suivante, si on ne tient compte que











On associe le dernier terme au moment cinétique orbital du champ, alors que le premier terme
est le moment cinétique intrinsèque (spin). Indice : utilisez la notation indicielle et la formule du
double produit vectoriel dans cette notation. Une intégration par partie est nécessaire.
D Exprimez le premier terme en fonction des opérateurs de création et d’annihilation. Utilisez










où l’axe des z est dans la direction du vecteur d’onde. Interprétez votre résultat : quel est le spin
du photon ?
Problème 4.4 Diffusion électron-muon
Ce problème vise à compléter le calcul de la section différentielle de la diffusion entre deux fer-
mions de types différents (par ex. électron sur muon, électron sur proton, etc.). Un seul dia-
gramme de Feynman contribue au processus et est illustré dans les notes ; les quadri-impulsions
seront numérotées conformément à cette illustration.








B Démontrez la relation
∑
s=1,2
(up,s )α(ūp,s )β = (pµγ
µ+m )αβ (4.127)
C Démontrez que le carré de l’amplitude de diffusion, sommé sur les spins finaux et moyenné





(p1 ·p2)(p3 ·p4)+ (p1 ·p4)(p2 ·p3)−m 2(p1 ·p3)−M 2(p2 ·p4)+2m 2M 2

(4.128)
D Considérez maintenant le cas où la particule de masse M est très massive en comparaison
de l’énergie de la particule de masse m , mais que cette dernière peut tout de même être relati-
viste. Plaçons-nous dans le référentiel de la cible (particule de masse M au repos). Dans ce cas,
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l’énergie transférée à la cible est négligeable, comme si elle était fixe. Démontrez que la section










oùβ est la vitesse du projectile. Ceci est la formule de Mott. Vous devez pour cela utiliser le résultat










|p f |(Ei +M )− |pi |E f cosθ
 (4.130)
où les indices i et f font référence à l’état initial et l’état final du projectile (l’électron) et M est la
masse de la cible (le muon).
Problème 4.5 Corrections radiatives à l’effet Compton
Dessinez tous les diagrammes contribuant à la diffusion électron-photon (effet Compton) au qua-
trième ordre de la théorie des perturbations.
Problème 4.6 Diffusion photon-photon




A Dessinez tous les diagrammes inéquivalents qui, comme celui-ci, contribuent à ce processus
au même ordre de la théorie des perturbations. Indice : il y en a six.
B Écrivez l’expression analytique de ce diagramme, en suivant les règles de Feynman.
C L’intégrale associée à la boucle est-elle convergente ?
Problème 4.7 couplage de Yukawa
Nous allons étudier l’interaction des électrons et des positrons, décrits par le champ de Dirac, avec
les bosons décrits par le champ scalaire. Il s’agit ici d’une version simplifiée de l’électrodynamique
133
Chapitre 4. L’électrodynamique quantique
quantique (QED) où le photon a été remplacé par un boson sans polarisation et sans masse. Le
hamiltonien d’interaction Heφ entre le champ de Dirac et le champ scalaire doit, pour respecter





A Écrivez une expression du hamiltonien d’interaction Heφ en fonction des opérateurs de créa-
tion et d’annihilation des électrons (cp,s ), des positrons (dp,s ) et des bosons (aq). Laissez les spi-
neurs (u , ū , v , v̄ ) intacts dans l’expression.
Considérons un processus de collision électron-positron au cours duquel l’électron annihile le
positron pour donner deux bosons. Soit p1 et p2 les quantités de mouvement de l’électron et du
positron, respectivement. Les quantités de mouvement des deux bosons de l’état final sont notées
p3 et p4.
B Montrez que l’amplitude de diffusion M f i s’annule au premier ordre de la théorie des pertur-
bations, mais pas au deuxième ordre et que quatre états intermédiaires y contribuent. Représen-
tez graphiquement les termes correspondants, comme sur la figure 4.1.
C Les quatre termes peuvent être groupés deux par deux : les deux derniers étant obtenus des
deux premiers par un échange des deux bosons dans l’état final, de manière similaire à l’exemple








où q = p1 − p3. Ici, pi désigne le quadrivecteur énergie-impulsion de la particule i . L’expression


























(k 0 = ϵk)
Les deux derniers termes, quant à eux, sont obtenus en remplaçant q par q̃ = p1−p4. L’amplitude
totale est donc donnée par l’expression
M f i =
g 2
2V pω3ω4









Pour calculer la section efficace, nous devons mettre cette amplitude au carré. Si l’électron et
le positron ne sont pas préparés dans des états précis de spin, il faut sommer le résultat sur les









(p2 ·γ−m )A(p1 ·γ+m )A

(4.134)
E Placez-vous dans le référentiel du centre de masse de l’électron et du positron. Soit E l’énergie
de chacune des particules incidentes et sortantes et posons p1 = p z, p3 = E (cosθ z+ sinθx). À










20+ x 2−12 cos 2θ − x 2 cos 4θ





Indice : définissez les matrices de Dirac dans Mathematica, ainsi que des quadrivecteurs et un
tenseur métrique. Vous aurez besoin d’une formule démontrée dans les notes pour la section dif-
férentielle dans le repère du centre de masse, formule qui demande d’utiliser la normalisation
relativiste des états. Vous aurez donc besoin de multiplier l’amplitude au carré par le facteur ap-
proprié pour passer à cette normalisation relativiste.
F Illustrez la dépendance angulaire de la section différentielle (c.-à-d. un graphique en fonction
de θ de θ = 0 à θ =π pour p/m = 0, 1, 1 et 10. Que remarquez-vous ?
-
Problème 4.8 couplage de Yukawa (avec règles de Feynman)
Refaites le problème 4.7, cette fois à l’aide des règles de Feynman, qui sont formulées dans la
normalisation relativiste des états. Autrement dit : trouver l’amplitude de diffusionM pour l’an-
nihilation d’un électron et d’un positron en deux bosons de spin zéro mais de masse nulle.
stepQuestion 4.2 Théorie de Yukawa-Stückelberg
Écrivez une expression possible pour le lagrangien d’interactionLI entre les champs de Dirac re-
présentant les neutrons (ψn ), les protons (ψp ) et les champs scalaires représentant le pion neutre
(φ0) et le pion chargé (φ). N’oubliez pas queφ0 est réel, alors queφ est complexe. Cette expression
doit mener aux diagrammes de l’éq. (4.114).
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La symétrie est une caractéristique centrale des théories des particules élémentaires. On peut af-
firmer que ces théories ont évolué au cours du XXe siècle en donnant à la symétrie un rôle de plus
en plus important. En particulier, les théories des interactions fondamentales (forte, électroma-
gnétique et faible) sont basées sur le concept de symétrie locale, ou symétrie de jauge. Également
importante est la manière dont certaines symétries, présentent à un niveau fondamental, sont dis-
simulées dans les faits par un phénomène appelé « brisure spontanée de la symétrie ». Même im-
parfaites, les symétries constituent un aspect extrêmement important de notre compréhension de
l’Univers.
Théorème de Wigner Une opération de symétrie est une transformation affectant une ou plu-
sieurs quantités physiques, ou observables (en mécanique quantique).
C’est Eugene WIGNER qui, le premier, en 1931, énonça les conséquences générales des symétries en
mécanique quantique. Soit une opération de symétrie générale, dont l’effet sur les états quantiques
est représenté par un opérateur S : |Sψ〉 représentant le nouvel état quantique, suite à l’application
de la transformation (par exemple, une rotation, une translation, ou une réflexion). L’exigence de
symétrie revient à poser que, pour toute paire d’états |ψ1〉 etψ2〉, on ait
|〈Sψ2|Sψ1〉|2 = |〈ψ2|ψ1〉|2 (5.1)
Le théorème de Wigner 1 stipule que S est un opérateur soit unitaire ou antiunitaire :
(i ) : 〈Sψ2|Sψ1〉= 〈ψ2|ψ1〉 =⇒ S †S = 1 (unitaire)
(i i ) : 〈Sψ2|Sψ1〉= 〈ψ1|ψ2〉= 〈ψ2|ψ1〉∗ = 1 (antiunitaire)
Par définition, une transformation f (A) agissant sur un espace vectoriel est antilinéaire si f (λA +
ηB ) = λ∗ f (A) +η∗ f (B ). En particulier, une transformation est antiunitaire si 〈 f (A)| f (B )〉 = 〈B |A〉 =
〈A|B 〉∗. Le produit de deux transformations antilinéaires est une transformation linéaire. On peut
tout de même représenter une transformation antilinéaire par une matrice, mais ce choix de ma-
trice non seulement dépend de la base choisie, mais ne se transforme pas comme une matrice lors-
qu’on procède à un changement de base.
1. E.P. Wigner, Gruppentheorie und ihre Anwendung auf die Quantenmechanik des Atomspektren, Braunschweig 1931.
Pour une démonstration plus complète, voir S. Weinberg, the quantum theory of fields, Cambridge (1995), annexe 2.A.
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A C, P et T
Parmi les symétries de la nature, trois jouent un rôle particulier, du fait de leur simplicité :
1. La symétrie miroir, par laquelle on effectue une réflexion de l’espace, comme si l’Univers
était examiné dans un miroir. En trois dimensions, cette réflexion est équivalente à une in-
version des coordonnées r 7→ −r ; elle porte aussi le nom de transformation de parité et est
notée par la lettre P .
2. L’échange entre matière et antimatière, aussi appelé conjugaison de charge et noté C .
3. L’inversion du temps, ou inversion du mouvement, qui est obtenue en changeant le signe du
temps t dans les équations microscopiques. Cette opération est notée T .
Ces trois opérations de symétrie discrètes ont ceci de particulier que leur carré est égal à l’unité :
P 2 = C 2 = T 2 = 1. On peut aussi démontrer que le produit C P T des trois opérations est une sy-
métrie exacte de toute théorie raisonnable, même si les symétries individuelles P , C et T peuvent
être brisées par certaines interactions fondamentales (en particulier les interactions faibles). Nous
allons commencer ce chapitre en étudiant ces trois symétries à tour de rôle.
5.A.1 La parité, ou inversion de l’espace (P)
Définition En général, la transformation de parité est définie par la réflexion de l’espace par rap-
port à un plan donné, par exemple le plan x = 0. Son effet sur les coordonnées dans
l’espace-temps serait donc
(t , x , y , z ) 7→ (t ,−x , y , z ) (réflexion) (5.2)
Comme on suppose généralement que les lois fondamentales de la Nature soit invariantes par ro-
tation dans l’espace, on peut ajouter à cette réflexion, en trois dimensions, une rotation de π par
rapport à l’axe des x , ce qui fait qu’une transformation équivalente est l’inversion de l’espace :
(t , x , y , z ) 7→ (t ,−x ,−y ,−z ) (inversion) (5.3)
Cette équivalence n’est cependant pas valable en deux dimensions, ou plus généralement dans un
nombre pair de dimensions spatiales.
Rotations et pseudo-rotations Une rotation est définie comme une transformation préservant
la norme des vecteurs et qui peut être obtenue de manière conti-
nue de la transformation identité. On montre facilement qu’une rotation est caractérisée par une
matrice orthogonale R , donc une matrice telle que R̃ R = I . Cependant, toutes les matrices or-
thogonales ne sont pas des rotations : la matrice −I , qui effectue une inversion de l’espace, est
orthogonale, et toute matrice de la forme −R , où R est une matrice de rotation, est aussi or-
thogonale. Plus précisément, une matrice orthogonale O satisfait nécessairement à la propriété
det(Õ O ) = (det O )2 = 1, d’où det O =±1. Les matrices R dont le déterminant est 1 peuvent être ob-
tenues de manière continue de la matrice identité et correspondent aux vraies rotations. Les autres
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peuvent toujours être mises sous la forme −R , où R est une vraie rotation, et constituent ce qu’on
appelle des pseudo-rotations.
Scalaires, pseudo-scalaires,
vecteurs polaires et axiaux
Généralement, une quantité invariante par rotation est qualifiée de
scalaire, alors qu’une quantité qui se transforme comme les coor-
données (x , y , z ) lors d’une rotation est qualifiée de vecteur. Cette
définition doit être nuancée de la manière suivante : un vrai scalaire est invariant suite à une ro-
tation ou à une pseudo-rotation. Par contre, un pseudo-scalaire est une quantité qui, tout en étant
invariante suite à une vraie rotation, change de signe suite à une pseudo-rotation, c’est-à-dire une
inversion de l’espace.
De même, un vecteur polaire se transforme comme les coordonnées suite à une rotation ou une
pseudo-rotation ; en particulier, il change de signe suite à une inversion de l’espace. Par contre, un
vecteur axial se transforme comme un vecteur suite à une rotation, mais ne change pas de signe
suite à une inversion. Parmi les vecteurs polaires, on note la position r et ses dérivées par rapport
au temps (vitesse, accélération), l’impulsion p, le champ électrique E. Les vecteurs axiaux, quant
à eux, impliquent généralement un produit vectoriel : le moment cinétique J (orbital ou de spin),
le champ magnétique B. Le produit scalaire d’un vecteur polaire par un vecteur axial, par exemple
E ·B, est un pseudo-scalaire.
Opération de parité en
mécanique quantique
Selon les règles générales de la mécanique quantique, cette transforma-
tion de symétrie doit correspondre à un opérateur unitaire Π agissant
dans l’espace des phases, tel que Π2 = 1 et donc tel que Π† = Π. Suite à
une telle transformation, le hamiltonien H est généralement modifié comme suit :
H ′ =ΠHΠ (5.4)
Si le système décrit par le hamiltonien H est invariant par inversion de l’espace, alors H ′ = H et
l’opérateurΠ commute avec le hamiltonien : [H ,Π] = 0. Les états propres du hamiltonien sont alors
des états propres de Π. Comme Π2 = 1, les valeurs propres de Π sont ±1.
Dans le cadre de la mécanique quantique non relativiste à une particule, un système invariant par
inversion est souvent décrit par un potentiel V (r) tel que V (−r) = V (r). En particulier, en une di-
mension d’espace, un potentiel symétrique V (−x ) = V (x ) mène à des solutions à l’équation de
Schrödinger qui sont soit paires (Π|ψ〉= |ψ〉) ou impaires (Π|ψ〉=−|ψ〉).
L’opérateur du moment cinétique L étant un vecteur axial, on a la relation opératorielle ΠLΠ = L,
ou encore [Π, L] = 0. Ceci signifie que les états propres d’une composante de L auront aussi une
parité bien définie (ce seront des états propres deΠ). On montre sans peine, d’après l’expression des
harmoniques sphériques, qu’une fonction d’onde appartenant à un multiplet de nombre quantique
orbital l a une parité (−1)l .
Parité du champ de Dirac Quel est l’effet de l’inversion de l’espace sur un spineur de Dirac ψ?
Rappelons que, dans la représentation chirale, le spineur de Dirac à










(dorénavant la notationχL ,R est utilisée pour les spineurs de Weyl). On est donc en droit de supposer
que l’opération d’inversion va simplement échanger les deux spineurs de Weyl, ce qui est obtenu
d’une multiplication par la matrice γ0 (la représentation chirale des matrices de Dirac est la plus
appropriée pour cet exercice, mais le résultat est indépendant de la représentation). On définit donc
l’opération d’inversion sur un spineur de Dirac comme
ψ(r, t )→ψ′(r, t ) =ηγ0ψ(−r, t ) (5.6)
où η = ±1 est la parité intrinsèque du champ de Dirac considéré. Un état de fermion ou d’antifer-
mion avec vecteur d’onde k non nul n’est pas un état propre de la parité, puisque k serait transformé
en −k suite à une inversion de l’espace. Par contre, si on considère les états représentant des parti-
cules au repos, alors on voit clairement, à partir de la représentation de Dirac de la matrice γ0 et les
équations (3.101) que les antifermions ont une parité opposée à celle des fermions.
Composantes droite et
gauche d’un spineur de Dirac
Dans le but d’extraire ces composantes dans le cadre de spineurs
à quatre composantes, on introduit la matrice suivante :
γ5 = iγ0γ1γ2γ3 (5.7)
La forme explicite de cette matrice est la suivante, dans les deux représentations utilisées des ma-











(rep. de Dirac) (5.8)
On montre facilement les propriétés suivantes de γ5 :
{γ5,γµ}= 0 (γ5)2 = 1 γ0γ5γ0 = (γ5)† (5.9)



































Notons que les spineurs droit et gauche à 4 composantes (ψR etψL ) contiennent la même informa-
tion que les spineurs de Weyl à deux composantes correspondants (χR et χL ). Il est toutefois utile
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de disposer de cette représentation à 4 composantes pour le spineurs chiraux. Notons aussi que
la définition (5.10) est valable dans toutes les représentations des matrices de Dirac ; c’est la forme
matricielle précise de γ5 qui change d’une représentation à l’autre.








































En fonction de ces spineurs chiraux, on vérifie facilement que l’action de Dirac a la forme suivante :
LD = i ψ̄Lγµ∂µψL + i ψ̄Rγµ∂µψR −m (ψ̄LψR + ψ̄RψL ) (5.14)
On constate que le terme de masse couple les spineurs gauches et droits, alors que le reste du la-
grangien se sépare bien en deux termes, l’un gauche et l’autre droit.
Dans le cas sans masse, les spineurs droit et gauche décrivent des particules d’hélicité bien définie,
comme nous l’avons entrevu à la section 3.A.5. Dans ce cas, les spineurs droit et gauche peuvent
être considérés séparément, c’est-à-dire qu’on peut définir une théorie ne comportant que la com-
posante gauche ou que la composante droite, car les deux ne sont pas couplées par le terme de
masse et donc sont indépendantes. Dans le cas massif, les composantes chirales ne décrivent plus
des particules d’hélicité bien définie, mais demeurent utiles dans la description d’interactions qui
brisent la parité, comme nous le verrons au chapitre suivant.
Étant donnés deux spineurs de Dirac ψ1 et ψ2, la matrice γ
5 nous permet de définir un pseudo-




Ces deux quantités se transforment respectivement comme un scalaire et un vecteur lors des trans-
formations de Lorentz qui n’impliquent pas d’inversion de l’espace. On vérifie, à l’aide de la forme
donnée ci-haut de la transformation de parité sur un spineur de Dirac, que la première quantité
(ψ̄1γ
5ψ2) change de signe lors d’une réflexion de l’espace : c’est un pseudo-scalaire. De même, la
partie spatiale de la deuxième quantité (ψ̄1γ
µγ5ψ2) est un vecteur axial.
Parité du champ
électromagnétique
Le champ électromagnétique Aµ se transforme comme suit lors d’une inver-
sion de l’espace :
A′0(r, t ) = A0(−r, t ) A
′(r, t ) =−A(−r, t ) (5.16)
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Autrement dit, le potentiel électrique A0 est un scalaire et le potentiel vecteur est un vecteur polaire,






Étant donné un quadrivecteur Aµ, on désigne par Ãµ le quadrivecteur obtenu en inversant les com-
posantes spatiales seulement :
Ã0 = A0 Ãi =−Ai (i = 1, 2, 3) (5.18)
L’effet de l’inversion de l’espace sur le champ électromagnétique peut donc s’écrire
Aµ(r, t )→ A′µ(r, t ) = Ãµ(−r, t ) (5.19)
Notons qu’un état à un photon de vecteur d’onde déterminé n’est pas invariant par inversion de
l’espace, puisque k 7→ −k. Ces états n’ont donc pas une parité bien déterminée. Par contre, une onde
sphérique, développée en harmoniques sphériques, est un état propre de la parité. On montre, par
exemple, qu’un photon émis radialement par rayonnement dipolaire a une parité négative.
Invariance de l’équation de
Dirac
L’équation de Dirac en présence d’un champ électromagnétique
prend la forme suivante :
iγµ∂µψ− eγµAµψ−mψ= 0 (5.20)
Vérifions que cette équation est inchangée lorsqu’on remplace les champψ(r, t ) et Aµ(r, t ) par les
champs transformés par parité selon les équations (5.6) et (5.19). Nous allons supposer que l’équa-
tion est encore valable pour les champs transformés et vérifier à la fin que cette hypothèse est com-
patible avec l’équation de Dirac originale :
iγµ∂µψ
′(r, t )−eγµA′µ(r, t )ψ
′(r, t )−mψ′(r, t ) = 0
= iηγµγ0∂µψ(−r, t )− eηγµÃµ(−r, t )γ0ψ(−r, t )−mηγ0ψ(−r, t )
= iηγµγ0∂̃µψ(r, t )− eηγµγ0Ãµ(r, t )ψ(r, t )−mηγ0ψ(r, t )
= iγ0γµγ0∂̃µψ(r, t )− eγ0γµγ0Ãµ(r, t )ψ(r, t )−mψ(r, t ) (5.21)
À la deuxième ligne nous avons procédé au changement r → −r, ce qui entraîne un changement
correspondant des dérivées ∂µ → ∂̃µ. À la troisième ligne nous avons prémultiplié par γ0 et divisé
parη. Étant données les relations d’anticommutation des matrices de Dirac, on constate facilement
que
γ0γµγ0 = γ̃µ (5.22)
et donc on obtient l’équation suivante :
i γ̃µ∂̃µψ(r, t )− e γ̃µÃµ(r, t )ψ(r, t )−mψ(r, t ) = 0 (5.23)
Or, évidemment, pour tout produit de quadrivecteurs, ÃµB̃
µ = AµBµ et donc l’équation ci-dessus
devient identique à l’équation de Dirac originale. Donc l’équation de Dirac demeure inchangée lors
d’une transformation de parité affectant à la fois le champ électroniqueψ et le champ électroma-
gnétique Aµ.
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5.A.2 La conjugaison de charge (C)
Définition L’opération de conjugaison de charge est définie intuitivement comme l’échange des
particules et des antiparticules. Nous allons définir son effet sur un spineur de Dirac
et sur le champ électromagnétique, comme dans la dernière partie de la section précédente portant
sur la parité, et ensuite vérifier que cette transformation laisse l’équation de Dirac inchangée.
ψ→ψc = iηc γ2ψ∗ =ηcC ψ̄T Aµ→ Acµ =−Aµ (5.24)
où la matrice C est iγ2γ0 et ηc = ±1, selon la particule impliquée. Comme cette transformation
n’affecte aucunement l’espace et le temps, nous n’écrivons pas explicitement les arguments (r, t )
des champs impliqués.
Effet sur l’équation de Dirac Appliquons une conjugaison complexe à l’équation de Dirac en
présence d’un champ électromagnétique :
(−i∂µ− e Aµ)γµ∗ψ∗−mψ∗ = 0 (5.25)
Multiplions ensuite par γ2, en insérant −(γ2)2 = 1 devantψ∗ dans le premier terme :
(i∂µ+ e Aµ)γ
2γµ∗γ2γ2ψ∗−mγ2ψ∗ = 0 (5.26)
Il reste à calculer γ2γµ∗γ2. Signalons avant tout que γ2∗ = −γ2. Donc γ2γµ∗γ2 = (γ2γµγ2)∗. Si µ ̸= 2,
l’anticommutation donne γ2γµγ2 = −γµγ2γ2 = γµ, et ensuite γµ∗ = γµ. Si, au contraire, µ = 2, alors
(γ2γµγ2)∗ = −γ2∗ = γ2 = γµ, car γ2 est purement imaginaire, alors que les autres matrices de Dirac
sont réelles. On trouve donc γ2γµ∗γ2 = γµ et
(i∂µ+ e Aµ)γ
µ(γ2ψ∗)−mγ2ψ∗ = 0 (5.27)
En multipliant par i on peut exprimer cette équation en fonction deψc , ce qui donne
(i∂µ+ e Aµ)γ
µψc −mψc = 0 (5.28)
On retrouve donc l’équation de Dirac pour ψc , mais avec une charge opposée (e → −e ). Pour re-
trouver l’équation de Dirac originale, il faut aussi appliquer la conjugaison de charge au champ
électromagnétique, c’est-à-dire remplacer Aµ par −Acµ :
(i∂µ− e Acµ)γ
µψc −mψc = 0 (5.29)
La transformation définie en (5.24) est donc une symétrie de l’électrodynamique quantique.
Effet sur les spineurs de base Le fait que la conjugaison de charge appliquée sur le champ de Di-
rac nécéssite l’inversion de la charge électrique (e → −e ) si on ne
transforme pas convenablement le champ Aµ confirme faiblement l’interprétation de cette trans-
formation comme un échange des particules et des antiparticules. Pour confirmer cette interpré-
tation plus solidement, on doit appliquer la transformation aux spineurs de base up,s et vp,s . On
vérifie sans peine que




p,1 = up,1 v
c
p,2 =−up,2 (5.30)
On constate que les spineurs décrivant les électrons ont été échangés avec ceux décrivant les posi-
trons (modulo un signe sans gravité).
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Effet dans l’espace de Hilbert La conjugaison de charge a aussi un effet sur les états quantiques.
L’opérateur C de conjugaison de charge peut être défini par son
action sur les opérateurs de création et d’annihilation, de manière à calquer son effet (5.30) sur les
spineurs :
C cp,s C
−1 = (−1)s+1dp,s C dp,s C −1 = (−1)s+1cp,s (5.31)
L’opérateur C est unitaire et son carré doit être l’identité, puisque la conjugaison de charge doit
nous faire revenir à l’état de départ lorsqu’on l’applique deux fois de suite. Donc C = C † = C −1.
Notons donc que la deuxième des équations ci-dessous est une conséquence de la première et que
les mêmes équations s’appliquent aux opérateurs de création : C c †p,s C
−1 = (−1)s+1d †p,s .
En substituant le développement en modes du champ de Dirac, la correspondance entre CψC et
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En revanche, en appliquant la conjugaison de charge sur le champψ directement, en interprétant
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On constate que les deux expressions CψC etψc coïncident, ce qui confirme la définition (5.31) de
l’action de l’opérateur C sur les opérateurs de création et d’annihilation.
Notons que la transformation ψ→ψc = iγ2ψ∗ n’est pas vraiment représentable par une matrice,
car c’est une transformation antilinéaire.
Remarques :
F dans une représentation des matrices différente de celle de Dirac, la matrice de conjugaison de charge
C n’aura plus la forme (5.24), soitC = iγ2γ0. Par contre, elle respectera toujours la propriété
C γ̃µC −1 =−γµ (5.34)
F Une autre façon de voir comment la parité des antiparticules est l’opposée de celle des antiparticules
est de noter que les opérations d’inversion de l’espace et de conjugaison de charge sur un spineur de
Dirac anticommutent, en raison de l’anticommutation des matrices γ0 et γ2. En fonction d’opérateurs
Π et C agissant dans l’espace de Hilbert, ceci se traduit par
ΠC +CΠ= 0 =⇒ CΠC =−Π (5.35)
ce qui signifie que l’opération de conjugaison de charge change la parité d’un état propre de Π.
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Conjugaison de charge du
photon
Une particule qui est sa propre antiparticule est en principe un état
propre de l’opérateur C de conjugaison de charge. Comme le champ
électromagnétique Aµ ne fait que changer de signe lors de la conju-
gaison de charge, les états à un photon sont donc des états propres de l’opérateur C , avec valeur
propre −1.
Champ scalaire complexe L’opération de conjugaison de charge sur un champ scalaire com-
plexe φ est simplement définie comme une conjugaison complexe,
multipliée par une phase intrinsèque :
φc =ηCφ
∗ (5.36)
Il est plutôt évident que l’équation de Klein-Gordon pour le champ complexe ne sera pas affectée
par cette transformation, et que le couplage minimal au champ électromagnétique restera inchangé
si le champ électromagnétique subit aussi la transformation Aµ 7→ Acµ =−Aµ.
stepExemple 5.1 Désintégration du pion neutre
Le pion neutreπ0 est un état lié d’un quark q et de son antiquark q̄ (en fait, principalement la superposition
de deux états liés, u ū et d d̄ , mais ce détail n’est pas important ici). On est en droit d’affirmer que la fonc-
tion d’onde du quark q et de l’antiquark q̄ est spatialement symétrique, comme c’est le cas généralement
pour l’état fondamental d’un système de deux particules. Par contre, le pion possède un spin nul, et est
donc dans un état de singulet de spin, qui est antisymétrique lors de l’échange du quark et de l’antiquark.









L’opération de conjugaison de charge va échanger le quark q de spin s avec l’antiquark q̄ de même spin,









Comme les états à plusieurs fermions sont antisymétriques lors de l’échange de deux particules, on re-









On conclut que le pion a une valeur propre de C égale à +1. Si l’état quark-antiquark était de spin s et de
moment cinétique orbital l au lieu de s = 0 et l = 0 comme leπ0, la valeur propre de C serait plutôt (−1)s+l .
Le pion neutre ayant donc C = 1, les produits de sa désintégration doivent aussi, au total, avoir C = 1.
Le photon ayant C = −1, le pion ne peut donc pas se désintégrer en un seul photon. Bien sûr, le pion ne
pourrait pas se désintégrer en un seul photon pour de simples raisons cinématiques, mais l’interdiction du
processus par la conservation de C vaut pour des photons virtuels également, de sorte que la désintégration
π0→ e ē, via un photon virtuel, est également interdite. Le mode dominant de désintégration du π0 est en
deux photons : π0→ 2γ (98,8%), alors que le rapport d’embranchement pour π0→ e ē est de 6×10−8, signe
d’une très faible violation de la symétrie C dans ce processus (vraisemblablement par l’intermédiaire des
interactions faibles).
À noter que la parité du π0 doit être−1, par l’argument suivant : l’inversion de l’espace se trouve à inverser
la coordonnée relative du quark et de son antiquark, ce qui donne un signe +1 car la fonction d’onde est
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symétrique dans l’état fondamental. Par contre, la parité intrinsèque de l’antiquark étant l’opposée de celle
du quark, l’effet net de la transformation de parité sur le π0 est −1. Le pion (chargé ou neutre) est donc
une particule pseudo-scalaire, c’est-à-dire que le champ décrivant cette particule devrait être un pseudo-
scalaire et non un champ scalaire. Si le moment orbital de la paire quark-antiquark était l , alors la parité
serait (−1)l+1. La même combinaison de quark-antiquark avec l = 1 représente en fait un méson de spin
J = 1 formant un vecteur polaire, le ρ.
5.A.3 L’inversion du temps (T)
La dernière des trois grandes symétries discrètes est l’inversion du temps, qui revient à changer
t en −t dans les équations fondamentales. L’inversion du temps est parfois appelée inversion du
mouvement, car elle revient à passer le film des événements à l’envers. Les quantités qui changent
de signe lors de l’inversion du temps sont celles qui sont habituellement associées à une vitesse,
comme l’impulsion p, le moment cinétique J et le champ magnétique B. Comme l’irréversibilité est
une caractéristique fondamentale des phénomènes complexes, il semble que l’inversion du cours
du temps ne soit pas une symétrie de la nature. Par contre, sauf une très rare exception qui sera
discutée au chapitre suivant, les phénomènes microscopiques semblent respecter cette symétrie.
C’est vrai en mécanique classique si on excepte les processus dissipatifs, et c’est vrai en mécanique
quantique si on assortit l’inversion d’une conjugaison complexe.
Invariance de l’équation de
Dirac
L’effet de l’inversion du temps sur le champ de Dirac et sur le champ
électromagnétique peut être définie de la manière suivante :
ψ(r, t )→ψ′(r, t ) = iγ1γ3ψ∗(r,−t ) Aµ(r, t )→ A′µ(r, t ) = Ãµ(r,−t ) (5.40)
La transformation de Aµ consiste à inverser le signe des composantes spatiales, soit le signe du
potentiel vecteur, ce qui revient à changer le signe du champ magnétique sans changer celui du
champ électrique. Supposons que les champs transformés respectent encore l’équation de Dirac et
vérifions que l’équation originale est récupérée à la fin :
iγµ∂µψ
′(r, t )−eγµA′µ(r, t )ψ
′(r, t )−mψ′(r, t ) = 0
= iγµγ1γ3∂µψ
∗(r,−t )− eγµÃµ(r,−t )γ1γ3ψ∗(r,−t )−mγ1γ3ψ∗(r,−t )
= iγ3γ1γµγ1γ3∂µψ
∗(r,−t )− eγ3γ1γµÃµ(r,−t )γ1γ3ψ∗(r,−t )−mψ∗(r,−t )
=−iγ3γ1γµγ1γ3∂̃µψ∗(r, t )− eγ3γ1γµÃµ(r, t )γ1γ3ψ∗(r, t )−mψ∗(r, t ) (5.41)
À la deuxième ligne nous avons omis le facteur i dansψ′ puisqu’il apparaît partout. À la troisième
ligne nous avons multiplié par γ3γ1 et à la ligne suivante nous avons changé t en −t , ce qui change
le signe des dérivées temporelles, donc ∂µ→−∂̃µ. Appliquons ensuite une conjugaison complexe,
sachant que seul γ2 est imaginaire, les autres matrices étant réelles :
iγ3γ1γµ∗γ1γ3∂̃µψ(r, t )− eγ3γ1γµ∗γ1γ3Ãµ(r, t )ψ−mψ= 0 (5.42)
On vérifie sans peine que
γ3γ1γ0∗γ1γ3 = γ0 γ3γ1γ1,2,3∗γ1γ3 =−γ1,2,3 (5.43)
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ou encore γ3γ1γµ∗γ1γ3 = γ̃µ. Au total, cela nous permet d’écrire
i γ̃µ∂̃µψ(r, t )− e γ̃µÃµ(r, t )ψ−mψ= 0 (5.44)
ce qui revient à
iγµ∂µψ(r, t )− eγµAµ(r, t )ψ−mψ= 0 (5.45)
soit l’équation de Dirac originale.
Inversion du temps en
mécanique quantique









|ψ〉∗ =H ∗|ψ〉∗ (5.47)
L’équation de Schrödinger est encore valable pour le nouvel état |ψ〉∗, pourvu que H = H ∗. L’in-
variance par inversion du temps de l’équation de Schrödinger impose donc une condition au ha-
miltonien, qui n’est pas toujours respectée pour un hamiltonien non fondamental. Par exemple,
l’imposition du champ magnétique statique brise l’invariance par inversion du temps.
T est antilinéaire L’opération d’inversion du temps n’est pas représentée par un opérateur,
comme Π ou C , avec des valeurs propres bien définies, même si le carré de
cette opération est manifestement l’unité. La raison en est que, d’après Wigner, l’opération d’in-
version du temps est représentée par un opérateur anti-linéaire, c’est-à-dire un opérateur T tel
que
T λ|ψ〉=λ∗T |ψ〉 (5.48)
Un opérateur anti-linéaire qui préserve la norme des états est qualifié d’antiunitaire. Un opérateur
anti-linéaire ne peut pas vraiment être représenté par une matrice, et la notion de valeur propre n’a
pas de sens dans ce cas. Par contre, un opérateur A devient T AT −1 par inversion du temps.
Comment voir que l’opérateur T doit être antilinéaire ? Considérons l’opérateur d’évolution e−i H t ,
dont l’action sur un état est e−i H t |Ψ(0)〉= |Ψ(t )〉. Appliquer l’opérateur d’évolution ei H t dans le sens
contraire du temps sur l’état T |Ψ(0)〉, et ensuite appliquer de nouveau l’inversion du temps T , de-
vrait donner la même chose que d’évoluer l’état original dans le sens direct du temps, en supposant
que le hamiltonien soit lui-même invariant par inversion du temps :
T ei H t T |Ψ(0)〉= e−i H t |Ψ(0)〉 (5.49)
En développant cette expression pour des temps petits, on trouve
T i H T =−i H (5.50)
Si T était un opérateur unitaire, on pourrait diviser par i et conclure que T H T = −H et donc que
T H = −H T (car alors T 2 = 1). Mais dans ce cas, on pourrait conclure, à tort, qu’à tout état propre
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|Ψ〉 du hamiltonien, d’énergie E , correspond un autre état, T |Ψ〉, d’énergie −E . En effet, T H |Ψ〉 =
T E |Ψ〉=−H T |Ψ〉 donc H T |Ψ〉=−E T |Ψ〉. Si, au contraire, l’opérateur est antiunitaire, on a plutôt
T i H T =−i T H T =−i H =⇒ [T , H ] = 0 (5.51)
Cependant, un opérateur antilinéaire ne possède pas les propriétés habituelles d’un opérateur li-
néaire, en particulier l’existence de vecteurs et valeurs propres. En effet, si on pose T |Ψ〉 = λ|Ψ〉,
alors T i |Ψ〉 = −iλ|Ψ〉, de sorte que la notion de sous-espace propre et de valeur propre n’a pas de
sens pour un tel opérateur.
Carré de l’opérateur T Le carré de l’opérateur T n’est pas nécessairement l’unité. En particulier,
pour une particule de spin 12 , on montre que T
2 =−1. Expliquons ; le fait
que l’opérateur du spin change de signe lors de l’inversion du temps peut s’écrire T S=−ST . Autre-
ment dit, mesurer le moment cinétique sur un état inversé dans le temps devrait produire l’opposé
de la valeur obtenue sur l’état original. Nous allons vérifier que cette propriété est vérifiée si l’action
de T sur les états propres du spin |↑〉 et |↓〉 est
T |↑〉= i |↓〉 et T |↓〉=−i |↑〉 (5.52)
Calculons maintenant l’effet de T sur Sz |↑〉 et Sz |↓〉 :













alors que, dans l’ordre inverse,
Sz T |↑〉= Sz i |↓〉=−
i
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On constate que le résultat de l’opération est opposé, comme attendu. Pour Sx , on trouve













et, dans l’ordre inverse,
Sx T |↑〉= Sx i |↓〉=
i
2




Encore une fois, les résultats sont opposés. Finissons par Sy :



















et, dans l’ordre inverse,
Sy T |↑〉=−iSy |↓〉=
1
2




ce qui est encore une fois le résultat attendu. Donc notre hypothèse sur l’action de T dans cette
base est vérifiée. Par contre, il est clair que T 2 = −1. Cette conclusion est générale, pour tous les
systèmes comportant des spin demi-entiers.
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Dégénérescence de Kramers Une des conséquences de l’invariance par inversion du temps est
la dégénérescence de Kramers : dans tout système comportant un
moment cinétique demi-entier, les états propres du hamiltonien sont doublement dégénérés. En
effet, soit |Ψ〉 un état propre de H avec valeur propre E . L’état T |Ψ〉 est aussi un état propre de H
avec la même valeur propre, car [H , T ] = 0. Par contre, si cet état était non dégénéré, il faudrait
que T |Ψ〉 = α|Ψ〉 et alors T 2|Ψ〉 = |α|2|Ψ〉, ce qui est impossible si T 2 = −1. Donc T |Ψ〉 n’est pas
proportionnel à |Ψ〉 et le niveau E est au moins doublement dégénéré.
Bilan détaillé Une conséquence immédiate de la symétrie d’inversion du temps est le principe
du bilan détaillé ou encore de micro réversibilité, qui stipule qu’une réaction qui se
produit dans un sens (A+B →C+D ) doit aussi se produire dans l’autre sens (C+D → A+B ) pour des
conditions identiques d’énergie, si on échange les états initiaux et finaux. C’est ce qui est observé
dans le cadre des interactions électromagnétiques et fortes ; seules les interactions faibles pour-
raient en principe briser (très faiblement) ce principe, mais leur faiblesse empêche toute confirma-
tion expérimentale de cette violation de la micro réversibilité.
Absence de dipôle électrique
permanent
Une autre conséquence de la symétrie T est qu’une particule sub-
atomique ne doit pas posséder de moment dipolaire électrique
permanent si elle possède un spin. L’argument est le suivant : l’opé-
rateur d du dipôle électrique est un vecteur polaire qui ne change pas de signe lors de l’inversion
du temps :
ΠdΠ=−d T dT −1 = d , (5.59)
ce qui est exactement le contraire de l’opérateur du spin :
ΠSΠ= S T ST −1 =−S , (5.60)
(notons que Π = Π−1 alors que T −1 = ±T , selon le système étudié). Si |Ψ〉 est l’état fondamental de
la particule, alors le moment dipolaire électrique de cette particule est 〈d〉= 〈Ψ|d|Ψ〉. Appliquons la
relation ci-haut pour la parité :
〈d〉= 〈Ψ|d|Ψ〉=−〈Ψ|ΠdΠ|Ψ〉 (5.61)
Si la parité est conservée, alors Π|Ψ〉 = ±|Ψ〉 et cette dernière expression devient −〈Ψ|d|Ψ〉, d’où on
conclut que 〈d〉= 0 : le dipôle électrique permanent est nul, conséquence de l’invariance par inver-
sion. Cette conclusion ne s’applique pas au spin 〈S〉, qui est in vecteur axial. Comme la symétrie P
est violée dans les interactions faibles de manière importante, cet argument ne suffit pas à interdire
la présence d’un moment dipolaire électrique permanent. Considérons alors le même argument,
cette fois en utilisant la symétrie T :
〈d〉= 〈Ψ|d|Ψ〉= 〈Ψ|T dT −1|Ψ〉 (5.62)
La relation correspondante pour le spin est
〈S〉= 〈Ψ|S|Ψ〉=−〈Ψ|T ST −1|Ψ〉 (5.63)
Or, si le spin est non nul et que T est conservé, la relation ci-dessus entraîne que T −1|Ψ〉 = α|Ψ〉 et
〈Ψ|T = β 〈Ψ| avec des constantes α et β telles que αβ = −1. Les mêmes constantes dans l’équation
précédente mènent à la conclusion que 〈d〉=−〈d〉, ce qui conclut la preuve que 〈d〉= 0. L’expérience
la plus précise à ce sujet donne la limite supérieure suivante au moment dipolaire électrique du
neutron : |d/e |< 6×10−27m.
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Théorème CPT Un théorème célèbre, attribué à SCHWINGER, LÜDERS et PAULI, stipule que pour
toute théorie des champs invariante de Lorentz, l’action consécutive de C , P et
T doit laisser la théorie invariante, même si l’une des trois opérations n’est pas une symétrie de la
théorie. Autrement dit, si on échange particules et antiparticules, qu’on reflète l’Univers dans un
miroir et qu’on inverse le sens du temps, on devrait observer les mêmes processus avec les mêmes
probabilités.
Une conséquence du théorème CPT est que la masse d’une particule doit être strictement égale
à celle de son antiparticule. Ceci est vérifié de manière très précise dans les systèmes de kaons
neutres, où la différence relative de masse entre le K 0 et le K̄ 0 est inférieure à 6×10−19.
Nous verrons que le modèle standard comporte une violation faible de la combinaison C P , ce qui
revient alors à une violation de la symétrie T . Cette violation est importante pour expliquer l’asy-
métrie matière-antimatière dans l’Univers. Elle peut aussi permettre l’existence d’un moment dipo-
laire électrique pour le neutron, mais à la hauteur de |d/e | ∼ 10−31m seulement, ce qui est beaucoup
plus petit que la limite observée actuellement.
B Isospin
5.B.1 Le nucléon
En 1932, tout juste après la découverte du neutron, HEISENBERG introduisit une idée très fruc-
tueuse : ayant remarqué que le proton et le neutron ont presque la même masse et qu’ils semblent
se comporter de manière identique face aux interactions fortes, il émit l’hypothèse que ces deux
particules ne sont que deux états différents d’une même particule qu’il appela nucléon. Le nucléon
serait doté d’une propriété qu’il appela isospin, semblable au spin ordinaire, pouvant prendre deux
valeurs : 12 et −
1
2 . Le proton serait l’état d’isospin +
1
2 et le neutron l’état d’isospin −
1
2 . On pourrait







Par analogie avec le spin ordinaire, l’isospin forme un ensemble de trois opérateurs (I1, I2, I3) qui
ont les mêmes relations de commutation que les composantes du moment cinétique, sauf qu’ils
forment un vecteur dans un espace abstrait, dit « espace d’isospin », et non dans l’espace physique
à trois dimensions. Le fait que le proton et le neutron ne soient pas entièrement équivalents ne
serait dû qu’à la différence de charge électrique entre les deux, de la même manière que les deux
orientations du spin d’un électron n’ont pas la même énergie en présence d’un champ magné-
tique. Autrement dit, l’interaction électromagnétique mène en quelque sorte à un « effet Zeeman »
de l’isospin. Mais si on fait abstraction de cet effet, les phénomènes n’impliquant que l’interaction
forte seraient invariants lorsqu’on procède à une rotation dans l’espace d’isospin.
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Ceci est un point important : de même qu’une rotation dans l’espace ordinaire doit être accom-
pagnée d’une combinaison des deux projections de spin (voir la section 3.A), une rotation dans
l’espace de l’isospin induit une superposition du proton et du neutron. Un état général du nucléon
est donc une combinaison de neutron et de proton ; seule une mesure de la propriété I3 nous per-
met de savoir si le nucléon est un neutron ou un proton. De plus, les isospins de plusieurs nucléons
s’additionnent comme le moment cinétique : deux nucléons forment ainsi un système qui possède
un triplet d’isospin I = 1 et un singulet d’isospin I = 0. L’état triplet est symétrique lorsque les deux
nucléons sont échangés, alors que l’état singulet est antisymétrique. Les différentes projections I3
du triplet auront en fait des énergies différentes en raison de l’interaction électromagnétique et de
la différence de masse entre le neutron et le proton. Voir la figure 5.1 pour un exemple tiré de la
physique nucléaire.
FIGURE 5.1
États de basse énergie de trois isobares. Les états analogues
format un triplet sont indiqués en rouge et sont reliés par des
lignes pointillées. Le noyau 147N comporte aussi plusieurs états
qui sont des singulets d’isospin. Les membres d’un même mul-

















Le nucléon n’est pas la seule particule à posséder un isospin. Pratiquement tous les hadrons se
sont fait assigner des valeurs d’isospin, au fur et à mesure qu’ils ont été découverts. Les hadrons
peuvent donc être groupés en multiplets dont les membres ont des charges différentes, des masses
semblables, mais dont les autres propriétés (spin, parité) sont identiques. Par exemple, les trois
pions (π+, π0 et π−) forment un triplet d’isospin I = 1 et de spin-parité 0−. Les quatre particules





m∆ ∼ 1232 MeV.
5.B.2 Représentations de l’isospin
La théorie de l’isospin est formellement identique à celle du moment cinétique. Les trois opéra-
teurs de l’isospin I1,2,3 ont exactement les mêmes relations de commutation que les composantes




3 qui joue le même
rôle que le carré du moment cinétique J2, c’est-à-dire qu’il commute avec les trois opérateurs Ia .
Rappelons le résultat central de la théorie du moment cinétique dans ce contexte.
Considérons un sous-espace de Hilbert V de dimension d dans lequel l’action des opérateurs Ia est
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bien définie. Cela signifie que, dans V , les opérateurs Ia ont une forme matricielle d ×d et que ces
matrices obéissent aux relations de commutation [Ia , Ib ] = 2iϵa b c Ic . La dimension de V est alors




2 , . . . . Pour
une valeur donnée de I , l’opérateur I2 est I (I +1) fois la matrice identité. Les 2I +1 états de base de
V peuvent être choisis comme les états propres de I3, dont les valeurs propres s’échelonnent de−I
à +I , espacées de 1. Les deux autres opérateurs (I1 et I2) ne sont pas diagonaux dans cette base, car
ils ne commutent pas avec I3, malgré qu’ils aient exactement le même spectre de valeurs propres.
Notons |m〉 un état propre de I3 avec valeur propre m . On peut définir les opérateurs d’échelle
I+ = I1+ i I2 et I− = I
†




I (I +1)−m (m +1)|m +1〉 et I−|m〉=
p
I (I +1)−m (m −1)|m −1〉 (5.66)
L’action des opérateurs I± s’arrête aux extrémités du spectre des valeurs propres :
I+|m = I 〉= 0 et I−|m =−I 〉= 0 (5.67)




j ( j +1)−m (m +1)
〈m ′|I−|m〉=δm ′,m−1
Æ
j ( j +1)−m (m −1)
(5.68)





























































L’espace V de dimension 2I +1 généré par les états propres de I3 constitue ce qu’on appelle com-
munément une représentation de l’isospin (ou du moment cinétique, dans un autre contexte). Plus
précisément, le sous-espace est appelé le module de la représentation, et l’expression explicite des
matrices Ia constitue ce qu’on appelle la représentation proprement dite. Mais sur ce point la ter-
minologie est un peu lâche et le mot « représentation » est appliqué indifféremment à la forme des
matrices ou au sous-espace lui-même. On peut affirmer que le but de la théorie du moment ciné-
tique est de trouver la forme de toutes les représentations possibles du moment cinétique, ce que
nous avons résumé ici dans le contexte de l’isospin.
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5.B.3 Théorème de Noether
Voyons comment la symétrie d’isospin se manifeste dans le contexte d’une théorie définie par un
lagrangien. Considérons deux champs de Dirac, ψ1 et ψ2, représentant des espèces de particules
différentes, par exemple le proton et le neutron. On suppose cependant que ces deux particules ont





i ψ̄ j ̸∂ ψ j −mψ̄ jψ j
	
(5.71)
Ce lagrangien est invariant lorsqu’on procède à une rotation unitaire des deux champs :ψ j →ψ′j =
Uj kψk (sommé sur k ) où U est une matrice unitaire d’ordre 2. En effet, le spineur conjugué se
transforme alors comme ψ̄′j =U
∗
j k ψ̄k et donc, par exemple, l’expression ψ̄ jψ j (sommée sur j ) est
invariante :
ψ̄ jψ j →Uj kU ∗l j ψ̄lψk mais Uk j U
∗
l j = (U U
†)k l =δk l (5.72)
en vertu de l’unitarité de la matrice U , ce qui nous ramène à l’expression d’origine. Donc le lagran-
gien jouit d’une symétrie par toute transformation unitaire appartenant au groupe U (2).
L’existence d’une symétrie continue se traduit par une quantité conservée. Ceci est une consé-
quence du théorème de Noether, que nous allons maintenant énoncer, puis démontrer pour des
symétries particulièrement simples comme la transformation unitaire définie ci-haut. Considérons
une théorie exprimée en fonction d’un champ ou d’une collection de champs qu’on désigne parψ.
Par exemple, ψ pourrait être un doublet de champs de Dirac (ψ1,ψ2), comme introduit dans le
contexte de l’isospin ; dans ce cas, ψ possède deux indices (ψαi ) : un indice de spineur α prenant
quatre valeurs et un indice d’isospin i prenant deux valeurs. Nous allons supposer que la densité
lagrangienneL , qui est une fonction deψ et de ses dérivées ∂µψ, est invariante lors d’une certaine
transformation continue
ψ(x )→ψ′(x ) =F (ψ)(x ) (5.73)
et que cette transformation n’affecte pas les coordonnées d’espace-temps x (le théorème de Noe-
ther s’applique aussi au cas de transformations qui affectent les coordonnées, mais nous n’abor-
derons pas cet aspect). Par exemple, la transformation unitaire introduite plus haut correspond à
F (ψ) =Uψ (5.74)
où U est une matrice unitaire d’ordre 2 agissant sur le doublet ψ = (ψ1,ψ2). Comme la transfor-
mationF est continue, elle existe en version infinitésimale, c’est-à-dire qu’on peut considérer une
transformation arbitrairement proche de l’identité et la noter comme suit :
ψ→ψ′ =ψ+ iδωa Taψ (5.75)
où δωa est un paramètre infinitésimal, Ta représente une certaine opération linéaire surψ et a est
un indice représentant différents degrés de liberté dans la transformation. Considérons par exemple
une transformation définie par une matrice unitaire d’ordre n , donc appartenant au groupe U (n ).
Toute matrice unitaire peut être représentée par l’exponentielle complexe d’une matrice hermi-
tienne :
U = ei H où H † =H car U † = e−i H et donc U †U = 1 (5.76)
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Une matrice unitaire arbitrairement proche de la matrice identité peut donc s’écrire
U = 1+ iδωa Ta (5.77)
où les δωa sont des paramètres infinitésimaux, et les matrices Ta sont appelées les générateurs du
groupe U (n ) (voir l’annexe 7.D pour plus de détails). Dans le cas de U (2), cette expression devient




δωaσa σa : matrices de Pauli (5.78)
Notons à cet effet que toute matrice hermitienne d’ordre deux est une combinaison réelle des trois
matrices de Pauli et de la matrice identité. En général, le nombre de matrices hermitiennes d’ordre
n et linéairement indépendantes est n 2, soit exactement le même nombre de paramètres nécessaire
pour spécifier une matrice unitaire d’ordre n .
Le théorème de Noether stipule que si l’action est invariante par une transformation (5.74), alors il





Ces courants sont conservés, c’est-à-dire qu’ils obéissent à l’équation de continuité ∂µ J
µ
a = 0. On
peut donc leur associer une charge totale, qui est l’intégrale de la densité :
Qa =
∫
d3 x J 0a (5.80)




µψ et J µa = ψ̄γ
µσaψ (5.81)
Le premier (J0) décrit simplement le courant et la charge électrique (ou simplement le nombre total
de particules, les antiparticules comptant négativement), alors que les trois autres correspondent à
l’isospin. Si N1 et N2 désignent le nombre de particules de type 1 et 2, le nombre total de particules
est N = N1 +N2 et la troisième composante de l’isospin est I3 = (N1 −N2)/2. Les deux autres com-
posantes de l’isospin ne s’expriment pas en fonction de N1 et N2 directement. En fait, on montre
sans difficulté qu’en fonction des opérateurs de création et d’annihilation des fermions, l’opérateur











c †j ,s ,k(σa ) j k ck ,s ,k−d
†
j ,s ,k(σa ) j k dk ,s ,k
©
(5.82)
Preuve du théorème de
Noether
Appliquons une transformation infinitésimale (5.75) à l’action. Suppo-
sons en outre que les paramètres δωa ne sont pas constants, mais dé-
pendent de la position et du temps d’une manière quelconque. La varia-
















δψ= iδωa Taψ et ∂µδψ= i∂µδωa Taψ+ iδωa Ta∂µψ (5.84)
Mais l’action est invariante par rapport à une transformation de type (5.75), pourvu que les para-
mètres δωa soient constants. Autrement dit, la symétrie en question est globale (la même trans-
formation partout), et non locale (indépendante d’une position à l’autre). Donc tous les termes qui






Taψ∂µδωa (x ) (5.85)









δωa (x ) (5.86)
On utilise ensuite le principe de moindre action qui stipule que la variation δS doit s’annuler pour
toute variation du champ, si ce dernier obéit aux équations du mouvement. Ceci entraîne que l’ex-
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ce qui démontre le théorème de Noether.
U(2) vs SU(2) La symétrie U (2)mène à l’existence de 4 quantités conservées, qui sont le nombre
de particules N et les trois composantes Ia de l’isospin. Il se trouve que la conser-
vation de N est indépendante de celle de l’isospin. Par cela on veut dire que N commute avec les
trois opérateurs I1,2,3, de même que la matrice unitaire I commute avec les trois matrices de Pauli.
Cela a pour conséquence que les valeurs propres de N ne sont pas affectées par les opérateurs Ia
(en particulier les opérateurs d’échelle I±) et qu’à l’intérieur d’un espace V associé à une valeur
donnée de I2, la valeur propre de N doit être constante. À la rigueur, on peut avoir plusieurs copies
de cet espace avec des valeurs propres différentes de N .
La raison mathématique de cet état de fait est que le groupe U (2) n’est pas simple, mais est plutôt
le produit de deux groupes simples : U (2) = SU (2)×U (1). Un groupe G est dit simple si ses seuls
sous-groupes normaux sont le groupe entier et l’élément identité. Un sous-groupe H est dit nor-
mal is chacun de ses éléments h est transformé en un autre de ses éléments par tout élément g de
G : g hg −1 ∈ H . En pratique, cette définition signifie que les générateurs du sous-groupe normal
commutent avec ceux du groupe complet.
Étudions la question en fonction d’une représentation exponentielle des éléments du groupe. Nous
avons vu que toute matrice unitaire U peut s’exprimer comme
U = eiωa Ta (5.88)
où les n paramètresωa servent à spécifier un élément particulier du groupe, alors que les matrices
hermitiennes Ta sont les générateurs du groupe (voir annexe 7.D). Les relations de commutations
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des matrices Ta déterminent à elles seules la structure du groupe. En général, on peut les écrire
comme
[Ta , Tb ] = i fa b c Tc (sommé sur c ) (5.89)
où les constantes réelles fa b c sont appelées constantes de structure. Dans le cas du groupe U (2), on
a
fa b c = ϵa b c si a , b , c ̸= 0 et fa b c = 0 si l’un des indices est 0 (5.90)
L’opérateur I0 commute donc complètement avec les trois autres et son spectre (l’ensemble de ses
valeurs propres) est déterminé de manière indépendante de celui de I1,2,3.
L’opérateur I0 est en fait associé aux transformations de phase pureψ
′ = eiθψ. Ces transformations
commutent avec les transformations unitaires ψ′ =Uψ définies par des matrices de déterminant
unité (et donc appartenant à SU (2)). La théorie définie par le lagrangien (5.71) serait invariante
par une transformation de phase pure même si les masses des deux espèces de fermionsψ1 etψ2
étaient différentes et n’a donc rien à voir avec la symétrie particulière qui nous intéresse ici, qui est
liée à l’égalité des masses.
C SU(3) et organisation des hadrons
5.C.1 Étrangeté
À partir de 1947, on découvrit des particules d’un type nouveau, qu’on qualifia de « particules
étranges ». Ce qualificatif est dû à leur temps de vie relativement long, qui contraste avec une sec-
tion efficace de production relativement grande. Autrement dit, ces particules sont produites en
grand nombre lorsque des pions ou des protons frappent une cible – ce qui semble indiquer que
l’interaction forte est responsable de la production – alors que leur long temps de vie semble in-
diquer que leur désintégration est causée par l’interaction faible seulement. La première particule
étrange découverte fut plus tard appelée kaon, et existe en quatre variétés : K +, K 0, K̄ 0 et K −, avec
environ trois fois la masse du pion. Il y eut aussi le « lambda » (Λ), particule neutre de spin 12 et de
masse 1 116 MeV, manifestement un baryon comme le nucléon.
A. Pais suggéra le premier d’expliquer la stabilité de ces particules en supposant qu’elles sont pro-
duites par l’interaction forte, mais par paires et avec des propriétés opposées ; elles se désintègrent
ensuite par interaction faible, donc beaucoup plus lentement. M. GELL-MANN et K. NISHIJIMA sup-
posèrent l’existence d’un nombre quantique appelé étrangeté et noté S , qui prendrait des valeurs
entières. De manière arbitraire, on assigna une étrangeté S = 1 au K + et au K 0, ce qui impose la
valeur S =−1 au K − et au K̄ 0, car les particules d’étrangetés opposées sont produites ensemble.
Les hadrons connus furent organisés avec succès par Gell-Mann en 1961 (the eightfold way). Cette
classification le mena ensuite à postuler que les hadrons sont constitués d’unités primitives qu’il
appela quarks (d’après un passage du roman Finnegan’s wake de James Joyce). La production asso-
ciée est simple à comprendre à l’aide du modèle des quarks : les particules étranges contiennent un
156
C. SU(3) et organisation des hadrons
quark s ou un antiquark s̄ . Lorsqu’un faisceau de pions ou de protons frappe une cible, des paires
s s̄ sont créées copieusement, car il s’agit d’un processus gouverné par l’interaction forte. Cepen-
dant, le s et le s̄ sont séparés et se retrouvent dans des hadrons différents, ceux contenant le quark
s ayant une étrangeté S =−1 et ceux héritant du s̄ ayant une étrangeté S =+1. Ce phénomène porte
le nom de production associée
5.C.2 SU(3)
Voyons comment cette classification découle de l’existence des quarks. Supposons pour commen-
cer l’existence de trois espèces de particules élémentaires, décrites par l’équation de Dirac, qu’on
désignera par les symboles u , d et s . On pourrait également noter les champs correspondantsψ1,2,3,
comme lors de notre discussion de l’isospin, mais cette fois avec trois champs au lieu de deux. Le






i ψ̄ j ̸∂ ψ j −mψ̄ jψ j
	
(5.91)
et jouit d’une symétrie U (3), car l’action est invariante par toute rotation unitaire des trois champs
ψ1,2,3. Ce groupe est cependant le produit de deux groupes simples : U (3) = SU (3)×U (1). Comme
dans le cas de l’isospin, la symétrie pertinente ici correspond au groupe SU (3) seulement. Comme
ce groupe est de dimension 32−1= 8, il compte huit générateurs Ta (voir annexe 7.D).
Se pose maintenant le même problème que dans la théorie de l’isospin (ou du moment cinétique),
à savoir de déterminer quelles sont toutes les représentations possibles de SU(3). Autrement dit,
quels sont les modules V dans lesquels les huit opérateurs Ta ont une forme matricielle bien défi-
nie respectant les relations de commutation ci-haut. Comme pour l’isospin, il s’agit d’un problème
fondamental de la théorie des groupes de Lie. Nous ne pourrons dans le contexte de ce cours dé-
montrer la solution générale à ce problème ; nous nous contenterons d’en donner la solution géné-
rale sans démonstration et de l’illustrer avec des exemples simples.
Remarquons d’abord que deux des générateurs de SU(3) commutent entre eux : T3 et T8. On peut
donc désigner les états propres d’une représentation par les valeurs propres respectives de ces deux
opérateurs, notées m et y :
T3|m , y 〉=m |m , y 〉 T8|m , y 〉= y |m , y 〉 (5.92)
Notons que le générateur T3 de SU(3) est souvent noté I3, et on introduit aussi l’opérateur d’hyper-
charge Y = (2/
p
3)T8.
Représentation triviale La représentation la plus simple de SU(3) est la représentation triviale, ou
le singulet, ne comportant qu’un seul état |0〉, qui n’est nullement affecté




Quelques représentations de SU(3),
représentées sur le plan (m , y ) des
valeurs propres de T3 et T8. Un point





Représentation fondamentale La représentation dite fondamentale de SU(3) est de dimension
trois et est définie par les matrices de Gell-Mann elles-mêmes (di-
visées par 2). On peut lire les valeurs propres directement de la forme explicite de λ3 et λ8 :










) , (0,− 1p
3
) (5.93)
En portant ces valeurs sur un plan cartésien, on forme un triangle équilatéral inversé ; voir la figure
5.2. Cette représentation fondamentale est aussi désignée par la lettre 3 (un chiffre en caractères
gras indiquant la dimension de la représentation).
Représentation fondamentale
conjuguée
Supposons que nous ayons une certaine représentation des gé-
nérateurs Ta , de dimension quelconque, et obéissant donc aux
relations de commutation [Ta , Tb ] = i fa b c Tc . La représentation
conjuguée à celle-ci est définie en appliquant la conjugaison complexe et un changement de signe
aux générateurs : T (c )a = −T ∗a . Ces opérateurs conjugués forment aussi une représentation, car ils
obéissent aux même relations de commutation ; cela se vérifie en appliquant la conjugaison com-
plexe :
([Ta , Tb ])




b ] = i fa b c (−T
∗
c ) (5.94)
Dans le cas de SU(2), la représentation conjuguée est équivalente à la représentation d’origine, et
le concept n’est pas utile. Ce n’est plus le cas dans SU(3) : la représentation conjuguée est géné-
ralement distincte, autrement dit, elle n’est pas reliée à la représentation d’origine par un simple
changement de base. En particulier, le changement de signe fait que les valeurs propres de (T3, T8)
associées à la représentation conjuguée sont opposées à celle de la représentation d’origine. Par
exemple, la représentation conjuguée à la représentation fondamentale 3 de SU(3) est notée 3c , et
les valeurs propres associées sont










) , (0, 1p
3
) (5.95)
qui forment un triangle équilatéral droit dans le plan cartésien (figure 5.2).
Opérateurs d’échelle De même qu’on introduit opérateurs les d’échelle I± dans l’étude des repré-
sentations de SU(2), on peut introduire les opérateurs suivants en fonction
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des générateurs de SU(3) :
I± = T1± i T2 V± = T4± i T5 U± = T6± i T7 (5.96)
On calcule les relations de commutation suivantes avec T3 et T8 :
[T3, I±] =±I± [T8, I±] = 0









Ces relations confirment le caractère « échelle » de ces opérateurs. Autrement dit, l’opérateur I+ aug-
mente la valeur propre de T3 de un, sans affecter la valeur propre de T8. Il produit donc un déplace-
ment dans la direction (1, 0) dans le plan (m , y ), alors que son conjugué I− produit un déplacement
dans la direction opposée. De même, V± produit un déplacement dans la direction ±(1/2,
p
3/2)
et U± un déplacement dans la direction ±(−1/2,
p
3/2). Ces opérateurs d’échelle nous permettent
donc de naviguer entre les différents états propres de chaque représentation.
Représentation adjointe La représentation dite adjointe de SU(3), de dimension 8, est l’analogue
pour ce groupe de la représentation d’isospin I = 1 pour le groupe
SU(2). Elle est en fait formée des différents déplacements possibles générés par les opérateurs
d’échelle. Plus fondamentalement, le commutateur de deux générateurs Ta est une combinaison li-
néaire des générateurs. C’est le sens de l’expression [Ta , Tb ] = i fa b c Tc . Cette linéarité signifie qu’on
pourrait représenter l’action d’un générateur Ta sur un autre générateur Tb par son commutateur
avec lui, et former une matrice (Ta )c b = i fa b c . Ces matrices forment une représentation du groupe
qu’on appelle représentation adjointe. Les états propres de cette représentation sont précisément
les opérateurs d’échelle définis ci-haut, ainsi que les opérateurs de base T3 et T8 qui commutent
entre eux, associés tous les deux à la valeur propre (0, 0), doublement dégénérée. Voir la figure 5.2.
FIGURE 5.3
Représentation de dimension 42. Les valeurs
propres représentées par les cercles simples
sont non dégénérées. Celles représentées par les
cercles doubles sont dégénérées deux fois, et
celles représentées par les cercles triples sont dé-






Représentation générale Une représentation générale de SU(3) a la forme d’un triangle tron-
qué dans le plan (m , y ), par exemple la représentation de dimension 42
illustrée à la figure 5.3. Si p+1 est le nombre de points sur le côté supérieur du diagramme et q+1 le
nombre de points sur le côté inférieur, alors on peut désigner la représentation par le couple (p , q ).
La figure 5.3, par exemple, illustre la représentation (2, 3). La représentation fondamentale est (1, 0),
l’adjointe est (1, 1). Les représentations dites triangulaires sont de la forme (n , 0) où n = 1, 2, 3, . . . . et
ont la forme d’un triangle équilatéral non tronqué. Leur dimension est 12 n (n + 1), c’est-à-dire 3, 6,
10, 15, 21, etc., et aucune des valeurs propres n’est dégénérée.
La représentation conjuguée à (p , q ) est (q , p ). La dégénérescence des valeurs propres est détermi-
née par les règles suivantes :
1. Les valeurs propres situées sur la périphérie du diagramme sont non dégénérées.
2. La dégénérescence augmente de 1 à mesure qu’on pénètre dans le diagramme à partir de la
périphérie, mais arrête d’augmenter dès qu’on rencontre une forme triangulaire à l’intérieur.
Les diagrammes des valeurs propres ont tous une symétrie par rotation de 120◦, qui vient d’une
symétrie fondamentale entre les trois opérateurs d’échelle I+, V+ et U+.
5.C.3 Produits tensoriels de SU(3)
Lorsqu’on réunit deux systèmes physiques en un seul, l’espace des états en mécanique quantique
est le produit tensoriel des espaces associés aux deux systèmes qu’on réunit. De même, si on dispose
dans chacun de ces espaces d’une représentation d’un groupe de symétrie, les opérateurs du groupe




a et R2 = e
−iωa T
(2)
a mènent à R1⊗R2 = e−iωa T
(tot.)
a (5.98)
où on a défini le générateur total





La théorie de l’addition des moments cinétiques est le prototype de la théorie plus générale du pro-
duit tensoriel des représentations.
Dans le cas de SU(2), le produit tensoriel s’effectue simplement. Sans nous attarder à la question
des coefficients de Clebsch-Gordan, étudions les valeurs propres de la somme des moments ciné-
tiques. Supposons qu’on additionne deux moments cinétiques, dans les représentations j1 et j2.
Cette somme produira plusieurs représentations irréductibles de SU(2), avec des valeurs de j al-
lant de j1+ j2 à | j1− j2|. On peut obtenir ce résultat en additionnant simplement les valeurs propres
de T3 pour les deux représentations, comme indiqué à la figure 5.4.
On procède de la même manière pour les produits tensoriels de SU(3). Un exemple est illustré à la fi-
gure 5.5. On peut, en procédant à des produits tensoriels répétés, générer toutes les représentations
irréductibles de SU(3).
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Addition des moments cinétiques, c’est-à-dire des générateurs du groupe, dans le cas de SU(2). On com-
bine ici une représentation de spin j = 32 à une représentation de spin j = 1. On ajoute à chaque valeur
propre de la première représentation les valeurs propres de la deuxième, ce qui produit un ensemble de
3× 4 = 12 valeurs propres, la plupart dégénérées. On forme la représentation j = 52 à partir de la plus éle-
vée de ces valeurs propres. Si on enlève les valeurs propres correspondantes, il ne reste qu’une copie de
la valeur propre m = 32 , à partir de laquelle on sait qu’une représentation j =
3
2 existe dans la somme ;
si on enlève les valeurs propres correspondantes, il ne reste que les deux valeurs propres associées à la
représentation j = 12 . Donc on sait, symboliquement, que (
3








Combinaison de deux copies de la représentation fondamentale











où par définition la représentation 15′ est triangulaire et correspond à (4, 0). Ces produits s’écriraient
plutôt comme suit dans la notation (p , q ) :
(1, 0)⊗ (1, 0) = (0, 1)⊕ (2, 0)
(1, 0)⊗ (0, 1) = (1, 1)⊕ (0, 0)
(1, 0)⊗ (2, 0) = (1, 1)⊕ (3, 0)
(0, 1)⊗ (2, 0) = (1, 0)⊕ (2, 1)
(1, 0)⊗ (1, 1) = (1, 0)⊕ (0, 2)⊕ (2, 1)
(1, 0)⊗ (3, 0) = (2, 1)⊕ (4, 0) (5.101)
5.C.4 Symétrie de saveur des quarks
Retournons maintenant aux trois quarks u , d et s et au lagrangien (5.91). On considère ici ces trois
quarks comme trois composantes d’un même objet (u , d , s ). Les interactions fortes traiteront ces
trois quarks de la même manière, et si on néglige les différences de masses parmi ces trois quarks,
alors la physique des interactions fortes devrait être identique pour les trois.
Les trois quarks (u , d , s ) forment à eux trois la représentation fondamentale de SU(3), soit 3= (1, 0).
Les trois antiquarks (ū , d̄ , s̄ ), obtenus par conjugaison de charge, forment la représentation conju-
guée 3c = (0, 1).
Les mésons sont obtenus en assemblant un quark et un antiquark. Les représentations correspon-
dantes viennent du produit tensoriel de 3 et de 3c , c’est-à-dire un octet 8 = (1, 1) et un singulet
1= (0, 0). L’assignation des mésons à ces états est illustrée à la figure 5.6.
Les baryons sont obtenus en assemblant trois quarks. Les représentations correspondantes viennent
du triple produit tensoriel de 3 avec lui-même, c’est-à-dire
3⊗3⊗3= 3⊗ (3c ⊕6) = 1⊕8⊕8⊕10 (5.102)
Le décuplet et l’octet sont illustrés à la figure 5.7.
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La classification des mésons dans des multiplets du SU(3) de saveur. À gauche, les états de spin 0, à droite
ceux de spin 1. Dans les deux cas, les octets sont illustrés. Il y a aussi un singulet η′ de spin 0 et un singulet





































La classification des baryons dans des multiplets du SU(3) de saveur. À gauche, les états de spin 12 dans un
octet ; à droite ceux de spin 32 dans un décuplet.
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Relation avec les nombres
quantiques B, Y, S, I3 et Q
À l’intérieur de chaque représentation, les propriétés comme le spin
et la parité doivent être identiques. Nous avons donc ici une généra-
lisation de l’isospin. Ce sont ces diagrammes, obtenus en premier à
l’aide des nombres quantiques additifs que sont I3 et l’étrangeté S , qui ont mené Gell-Mann à l’hy-
pothèse des quarks. L’étrangeté est simplement l’opposé du nombre de quarks s . Les quarks u et d
forment quant à eux un doublet d’isospin avec I3 = ± 12 . On définit aussi le nombre baryonique B ,
qui vaut un pour un baryon et zéro pour un méson. Ces nombres peuvent facilement être exprimés




(Nu +Nd +Ns ) I3 =
1
2
(Nu −Nd ) S =−Ns (5.103)




(3B +2I3+S ) Nu =
1
2
(3B −2I3+S ) (5.104)







(Nd +Ns ) =
1
2
(B +2I3+S ) (5.105)
L’hypecharge est, quant à elle, donnée par :





Les valeurs de S , B et I3 pouvaient être inférées des observations, car ces nombres sont conservés
par les interactions fortes et sont additifs.
La forte symétrie des diagrammes représentants les bayrons et les mésons a amené Gell-Mann à
faire le lien avec les représentations du groupe SU(3) et à supposer que ces représentations étaient
les produits tensoriels de représentations plus simples (la représentation fondamentale et sa re-
présentation conjuguée), ce qui sous-entend que les hadrons sont formés d’unité plus simples (les
quarks), même si ces représentations fondamentales ne sont pas observées directement.
Formule de Gell-Mann &
Okubo
Comme la masse du quark s semble assez différente de celle des quarks
u et d , la symétrie SU(3) n’est qu’approximative et les différentes par-
ticules d’une même représentation n’ont pas la même masse. Cepen-
dant, la formule empirique suivante, dite de Gell-Mann–Okubo, représente les masses observées









où les paramètres M0,1,2 peuvent être déterminés par lissage des masses de toutes les particules
d’un multiplet donné. Cependant, cette formule n’a pas vraiment de pouvoir prédictif, sauf dans le
cas du décuplet de baryons, car elle comporte trois paramètres ajustables ! Elle néglige bien sûr les
différences de masses à l’intérieur de multiplets d’isospin, d’où son imprécision de 1%. La particule
Ω−, au bas du décuplet de baryons, a été prédite par Gell-Mann en 1962 sur la base de cette analyse.
Elle fut découverte en 1964, avec les propriétés attendues (spin, parité, masse).
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D Couleur et chromodynamique quantique
5.D.1 Symétrie de couleur
Peu après que Gell-Mann et G. ZWEIG aient proposé l’existence des quarks, et malgré le succès ex-
plicatif de cette hypothèse dans la classification des hadrons, certaines questions se posèrent :
1. Toutes les combinaisons possibles de quarks ne sont pas observées. On entend par là diverses
combinaisons ayant toutes les valeurs de spin possible, etc. Dans le langage de la théorie des
groupes – voir la section 5.C – le modèle des quarks prédit l’existence d’un décuplet de ba-
ryons, de deux octets et d’un singulet. Seul un des deux octets est observé. Pourquoi ? Qu’est-
ce qui fixe le spin de cet octet ( 12 ) et celui du décuplet (
3
2 ) ? Pourquoi n’observe-t-on pas un
décuplet de spin 12 et des octets de spin
3
2 ?
2. La particule ∆++, au sommet du décuplet de baryons, comporte trois quarks u et un spin
3
2 . On doit en outre présumer que les quarks y sont liés dans un état de fonction d’onde sy-
métrique dans l’espace, comme c’est généralement le cas pour un état fondamental. Ceci
signifie que l’état à trois quarks u est complètement symétrique lors de l’échange de deux
quarks, en contradiction avec le principe de Pauli.
Une solution à ce dilemme fut proposée en 1964 par O.W. GREENBERG. Il émit l’hypothèse que les
quarks possèdent aussi une couleur, c’est-à-dire que chaque saveur de quark existe dans des combi-
naisons linéaires de trois composantesψi (i = 1, 2, 3) (nous utilisons des indices latins du milieu de
l’alphabet pour désigner la couleur, comme l’indice d’isospin ou de saveur aux sections 5.B et 5.C ; il
ne faut cependant pas confondre les deux concepts). Autrement dit, une symétrie supplémentaire
existe, par laquelle les trois variétés de chaque espèce de quarks sont combinées par une transfor-
mation unitaire. Contrairement à la symétrie d’isospin ou à la symétrie de saveur, cette symétrie est
exacte et non approximative.
Ainsi, l’existence du∆++ perd son mystère dès lors qu’on suppose qu’il est composé de trois quarks
de couleurs différentes, et donc le principe de Pauli doit être appliqué en tenant compte de la cou-
leur. Spécifiquement, on peut supposer que l’état quantique représentant le∆++ est le produit ten-
soriel d’une partie orbitale, d’une partie spin et d’une partie « couleur ». Lors d’une permutation
des trois quarks, la partie orbitale et la partie spin sont symétriques, alors que la partie couleur est





|R 〉⊗ |G 〉⊗ |B 〉+ |G 〉⊗ |B 〉⊗ |R 〉+ |B 〉⊗ |R 〉⊗ |G 〉
− |G 〉⊗ |R 〉⊗ |B 〉− |R 〉⊗ |B 〉⊗ |G 〉− |B 〉⊗ |G 〉⊗ |R 〉

(5.108)








ϵi j k |i j k 〉 (5.109)
où les indices i , j , k prennent indépendamment les valeurs 1, 2 et 3 (ou R , G et B ) et on somme,
comme d’habitude, sur les indices répétés. On voit sans peine que cet état de couleur est complè-
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tement antisymétrique lors d’une permutation des trois particules, ce qui permet de respecter le
principe de Pauli.
FIGURE 5.8
Rapport R entre les sections effi-
cacesσe +e −→hadrons etσe +e −→µ+µ− ,
en fonction de l’énergie E dans le
repère du centre de masse. Notez












Le rapport R Une autre évidence expérimentale de l’existence de la couleur est le rapport R entre
la section efficace totale des processus e +e − → hadrons et la section efficace du









où f représente soit un muon, soit un quark, et f̄ est son antiparticule. Il faut bien sûr que l’énergie
E de centre de masse de la paire e ē soit suffisante pour créer la paire f f̄ . Le vertex supérieur est
proportionnel à Q , la charge de la particule f . La section efficace s’obtient du carré de l’amplitude,





où Qa est la charge du quark de type a (a = u , d , s , c , b , t ) en multiple de la charge élémentaire.
Ce résultat n’est valable que pourvu que la théorie des perturbations soit applicable, c’est-à-dire
loin des résonnances qui correspondent à des états liés quark-antiquark. Seuls les quarks dont les
masses sont suffisamment petites participent à cette somme, de sorte que le rapport R augmente
avec l’énergie E .
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La figure 5.8 montre la valeur mesurée de ce rapport en fonction de l’énergie de centre de masse de
la paire e ē . L’escalier en noir représente la valeur de la somme (5.112), qui augmente au fur et à me-
sure qu’une nouvelle saveur de quark est disponible. On constate que cette somme est insuffisante
pour bien représenter les données hors des résonances. L’escalier rouge est obtenu en multipliant
la somme (5.112) par trois, pour tenir compte des trois couleurs de chaque saveur de quark. On
constate que cette fois, l’accord avec les données est acceptable.
La neutralité électrique Un autre argument, plus théorique cette fois, pour l’existence de la cou-
leur est la neutralité électrique de l’univers. Nous avons vu à la section
3.C.4 qu’à chaque espèce de fermion on peut associer une charge Q0, la charge contenue dans la
mer de Dirac. Or la somme de ces charges sur toutes les espèces de fermions devrait s’annuler,
par neutralité électrique. C’est précisément ce qui se produit, si on tient compte de la couleur : la
somme des charges électriques des quarks dans une famille donnée est alors 3× ( 23 −
1
3 ) = 1, ce qui
compense la charge −1 de l’électron.
États neutres en couleur Non seulement l’état (5.109) est-il complètement antisymétrique, mais
il est aussi invariant lors d’une transformation de couleur, c’est-à-dire
d’une rotation unitaire dans l’espace des couleurs. Lors d’une telle transformation, chaque quark
subit une rotation de couleur par une matrice unitaire U :
|i 〉→Ui j | j 〉 (5.113)





ϵi j kUi l Uj mUk n |l mn〉 (5.114)
Or, il est facile de vérifier que, pour une matrice quelconque M ,
ϵi j k Mi l M j m Mk n = ϵl mn det M (5.115)
On trouve donc
|ψ′〉= ϵl mn detU |l mn〉= detU |ψ〉 (5.116)
Comme la matrice U est unitaire, son déterminant est un nombre unimodulaire (|detU = 1|) et
donc |ψ′〉 est égal à |ψ〉, à une phase près. De plus, si on impose un contrainte supplémentaire à la
matriceU , à savoir que son déterminant est l’unité (detU = 1), alors l’état est vraiment invariant lors
de cette transformation de couleur. L’ensemble des matrices unitaires d’ordre 3 et de déterminant
unité forme un groupe appelé SU (3) (voir l’annexe 7.D ou la section 5.C).
Bien que le mot « couleur » soit ici une métaphore, on la pousse un peu plus loin en parlant d’états
« blancs » pour désigner les états neutres en couleurs, c’est-à-dire invariants lors d’une rotation dans
l’espace des couleurs. Existe-t-il d’autres états neutres, mis à part l’état ci-dessus ? On peut montrer,
grâce aux techniques de la théorie des groupes, que :
1. l’état (5.109) est le seul état neutre en couleurs composé de trois quarks.
2. Il n’y a pas d’états neutres en couleurs composés de deux, quatre, ou cinq quarks.
3. Des états neutres en couleurs sont évidemment possibles pour un multiple de trois quarks.
4. Il existe un état neutre en couleur pour un objet composé d’un quark et d’un antiquark.
Élaborons sur ce dernier point.
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État quark-antiquark Lors d’une rotation dans l’espace des couleurs, un état formé d’un anti-
quark se transforme ainsi : |ı̄ 〉 →U ∗i k |k̄ 〉, où la barre sur l’indice (ı̄ ) est uti-
lisée pour insister sur le fait qu’il s’agit d’un antiquark. L’utilisation du conjugué complexe de la
matrice U vient du fait que le développement en modes du champ de Dirac ψ fait intervenir les
opérateurs d’annihilation des particules, et de création des antiparticules, de sorte que, schémati-
quement,
ck→U ck et d †k→U d
†
k (5.117)
et donc que c †k |0〉 se transforme avec la matrice conjuguée de celle qui transforme d
†
k |0〉. Sachant

















|i , ı̄ 〉 (5.119)
La somme sur i sera implicite ci-dessous, comme toute somme sur un indice répété. Lors d’une
transformation de couleur,
|i 〉→Ui j | j 〉 et |ı̄ 〉→U ∗i k |k̄ 〉 (5.120)
et donc
|ψ〉→ |ψ′〉=Ui j U ∗i k | j , k̄ 〉 (5.121)
Comme la matrice U est unitaire,
Ui j U
∗
i k = (U
†)k i Ui j = (U
†U )k j =δk j (5.122)
et enfin
|ψ′〉=δk j | j , k̄ 〉= | j , ȷ̄ 〉= |ψ〉 (5.123)
Cet état est donc aussi invariant par une transformation de couleur.
Confinement de la couleur L’hypothèse de l’existence de la couleur prend un sens nouveau
quand on lui ajoute la condition que seuls les états neutres sont ob-
servables. Ainsi, les combinaisons de quarks et/ou d’antiquarks qui sont absentes de la classifica-
tion élaborée par Gell-Mann le seraient parce qu’elles ne peuvent pas être réalisées d’une manière
neutre en couleur.
Se pose alors la question fondamentale suivante : d’où vient ce principe de la neutralité de couleur ?
Son origine doit nécessairement être dynamique, c’est-à-dire qu’il doit découler d’une théorie fon-
damentale des interactions fortes, théorie encore inconnue en 1964. Han et Nambu proposèrent
qu’une théorie de l’interaction forte puisse justement être basée sur cette symétrie SU(3)c , tâche
qui fut accomplie plus en détail par Gross, Wilcek et Politzer en 1973. Cette théorie est basée sur
l’idée d’une symétrie de jauge, généralisation de l’électrodynamique quantique, proposée par YANG
et MILLS en 1954, que nous allons maintenant expliquer.
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5.D.2 Théorie de Yang-Mills
En 1954, Yang et Mills ont généralisé l’idée d’une symétrie de phase locale à une symétrie plus vaste
impliquant des rotations unitaires de plusieurs champs. La théorie obtenue est appelée théorie de
jauge non abélienne, car elle implique des transformations qui ne commutent pas entre elles (des
transformations unitaires, par exemple) et que ces transformations forment un groupe non com-
mutatif, ou groupe non abélien. Ces théories forment maintenant la base du modèle standard des
interactions fondamentales.
Nous adopterons comme modèle la théorie dynamique de la couleur, ou chromodynamique, qui
est la théorie fondamentale des interactions fortes entre quarks. Considérons donc un spineur ψ
décrivant un quark dans ses trois couleurs, c’est-à-dire que le spineur ψαi comporte un indice de
Dirac (α= 1, 2, 3, 4) et un indice de couleur (i = 1, 2, 3). L’indice de Dirac sera toujours implicite, alors
que l’indice de couleur sera implicite la plupart du temps. Les transformations de jauge agissant sur
ce spineur sont en fait des rotations unitaires dans l’espace des couleurs, autrement dit
ψi →ψ′i =Ui jψ j ou ψ→ψ
′ =Uψ (5.124)
où U est une matrice unitaire.
Le lagrangien de Dirac
L = ψ̄(iγµ∂µ−m )ψ (5.125)
est certainement invariant lors d’une transformation de couleur globale. Autrement dit, si U est une
matrice unitaire agissant dans l’espace des couleurs et indépendante de la position et du temps,
alors le lagrangien est invariant lorsqu’on procède à la transformation ψ → ψ′ = Uψ, car alors
ψ̄′ = ψ̄U † et les deux facteurs U † et U se combinent pour former la matrice unité. Notons bien sûr
que la matrice U agissant dans l’espace des couleurs seulement, commute avec toutes les matrices
de Dirac, qui agissent dans l’espace des spineurs seulement.
Transformation de jauge Cependant, le lagrangien n’est plus invariant si la matrice U dépend de
la position ou du temps, en raison de la dérivée agissant sur ψ. Nous
devons définir encore une fois une dérivée covariante Dµ = ∂µ + i g Aµ, où g est une constante de
couplage (l’analogue dans les interactions fortes de la charge électrique). Il faut définir la transfor-
mation de jauge du champ Aµ de manière à ce que la dérivée covariante se transforme simplement,
comme le champψ lui-même :
Dµψ→D ′µψ
′ =U (Dµψ) (5.126)
Dans le détail, ceci entraîne que
(∂µ+ i g A
′
µ)Uψ= (∂µU )ψ+U ∂µψ+ i g A
′
µUψ (5.127)
doit être égal à
U (∂µ+ i g Aµ)ψ (5.128)
et donc que
∂µU + i g A
′










Le champ Aµ est appelé champ de jauge et est manifestement une matrice du même ordre que U .
L’action de Dirac invariante de jauge est alors simplement obtenue par couplage minimal, c’est-à-
dire en remplaçant les dérivées ordinaires par des dérivées covariantes :
L = ψ̄(iγµDµ−m )ψ= ψ̄(iγµ∂µ− g Aµγµ−m )ψ (5.130)
5.D.3 Champ de jauge et générateurs
L’objectif de cette section est de montrer que le champ de jauge Aµ figurant dans l’éq. (5.129) doit
être une matrice hermitienne et qu’il peut s’exprimer comme une combinaison linéaire des géné-




Nous allons maintenant montrer que l’expression i∂µU U
† figurant dans l’éq. (5.129) est une com-
binaison linéaire réelle des générateurs Ta . Considérons une matrice U appartenant à SU (n ), ainsi
qu’une légère variation de cette matrice, U +δU . Cette nouvelle matrice peut être exprimée comme





U et donc δU = iδωa TaU ou δU U
† = iδωa Ta (5.132)
où lesδωa sont des paramètres infinitésimaux. En supposant que la variationδU résulte d’un chan-
gement de position lors d’une transformation de jauge, on trouve simplement
∂µU U








et ce terme de la relation (5.129) est donc une combinaison linéaire des générateurs. On en conclut
que le champ de jauge Aµ est lui-même une combinaison Aµ = AaµTa des générateurs, où les champs
Aaµ sont maintenant des champs réels non matriciels.
Cette conclusion est compatible avec le premier terme de la relation (5.129). En effet, en posant
H =−iωa Ta et d’après la relation de Hausdorff, ce premier terme est
e−H Aµ e
H = Aµ+ [Aµ, H ] +
1
2!
[[Aµ, H ], H ] +
1
3!
[[[Aµ, H ], H ], H ] + · · · (5.134)
Comme H est une combinaison des générateurs Ta et que le commutateur de deux combinaisons
linéaires des Ta est encore une combinaison linéaire des Ta ,
2 toute l’expression ci-haut est encore
une combinaison linéaire des générateurs.
2. Le commutateur de deux matrices hermitiennes est une matrice anti-hermitienne, soit i multiplié par une matrice
hermitienne.
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Vertex de la QCD Le terme du lagrangien qui couple le champ de jauge aux quarks prend alors la
forme
LI =−g ψ̄Aµγµψ=−g Aaµψ̄γ
µTaψ=−g Aaµψ̄αi (γ
µ)αβ (Ta )i jψβ j (5.135)
où, dans la dernière expression, nous avons explicité les indices de Dirac (α,β ) et les indices de
couleur (i , j ) qui étaient précédemment implicites. La règle de Feynman associée à cette interaction
serait d’inclure un vertex accompagné des facteurs suivants :
j ,α
i ,β
µ, a−i g (γµ)βα(Ta )i j (5.136)
Notez que le champ de jauge (appelé gluon dans la QCD) est représenté par une ligne en forme de
ressort, pour le distinguer du photon et pour accentuer le caractère plus « fort » de l’interaction. Le
gluon porte aussi de la couleur, mais en combinaisons de « couleurs » et d’« anticouleurs ». Il y a 9
combinaisons possibles, qui ne sont cependant pas linéairement indépendantes ; les huit combi-
naisons linéairement indépendantes sont justement décrites par les matrices Ta .
5.D.4 Le tenseur de Faraday
Une fois la symétrie de jauge accomplie pour le champ de Dirac et le champ de jauge Aµ, il faut
construire une théorie dynamique du champ Aµ lui-même, modelée sur la théorie électromagné-
tique. Plus précisément, il faut construire une densité lagrangienne pour Aµ, en suivant autant que
possible le modèle électromagnétique et en s’assurant que cette densité lagrangienne soit égale-
ment invariante de jauge.
La première étape consiste à construire le tenseur de Faraday
Fµν = ∂µAν− ∂νAµ (5.137)
Malheureusement, cette expression n’est pas invariante de jauge dans le cas non abélien. La solu-
tion est de remplacer les dérivées ordinaires par des dérivées covariantes :
Fµν =DµAν−DνAµ
= ∂µAν− ∂νAµ+ i g [Aµ, Aν]
(5.138)
Voyons comment cette expression se comporte lors d’une transformation de jauge :
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où nous avons utilisé à deux reprises le fait que U †∂µU = ∂µ(U †U )−∂µU †U =−∂µU †U . Notons que
les premier et huitième termes se compensent mutuellement. D’autre part, comme nous devons
soustraire de cette expression une expression équivalente où les indices µ et ν sont échangés, nous
pouvons éliminer de cette expression tous les termes qui sont symétriques lors de l’échange µ↔
ν. Or, le troisième terme se combine avec le septième pour former une expression symétrique en
(µ,ν). La même chose est vraie des cinquième et neuvième termes. Enfin, le quatrième terme est
manifestement symétrique de lui-même. Il reste les deuxième et sixième termes :
U ∂µAνU
†+ i g U AµAνU
† (5.141)
En échangeant µ↔ ν et en soustrayant, on trouve
F ′µν =U (∂µAν− ∂νAµ)U
†+ i g U [Aµ, Aν]U
† =U FµνU
† (5.142)
Donc le tenseur de Faraday Fµν n’est pas invariant de jauge, mais se transforme de manière simple.









ν[Tb , Tc ] (5.143)














5.D.5 Le lagrangien de la QCD






Cette forme doit être adaptée au cas non abélien, car en soi elle n’est pas invariante de jauge (en
fait, ce n’est pas un scalaire, mais une matrice dans ce cas). La solution consiste à prendre la trace :





Ce lagrangien est bel et bien invariant de jauge, car







tr (U †FµνU U





en raison de la propriété cyclique de la trace d’un produit de matrices : tr (AB C ) = tr (B C A) =
tr (C AB ).
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En fonction des composantes de couleur F aµν du tenseur de Faraday, le lagrangien s’exprime ainsi :




bµν tr (Ta Tb ) (5.148)
La convention habituelle sur la normalisation des générateurs est de les choisir tels que









Dans la limite où la constante de couplage g tend vers zéro, F aµν devient simplement équivalent au
tenseur de Faraday électromagnétique, et alors on se trouve en présence d’une théorie équivalente
à N copies de l’électromagnétisme, N étant le nombre de générateurs (8 pour la QCD). Ainsi, N
bosons, similaires au photon, apparaissent dans la théorie. En QCD, ces bosons sont appelés gluons,
et ils transmettent l’interaction forte de la même manière que les photons transmettent l’interaction
électromagnétique. Par exemple, les quarks pourraient diffuser l’un sur l’autre par l’échange d’un
gluon virtuel, etc.
Si g est non nul, cependant, les choses sont plus complexes. Le lagrangien comporte des termes
cubiques et des termes quartiques en A, comme le montre l’expression explicite suivante :















∂ µAaν− ∂ νAaµ− g fd e a AdµAeν

(5.151)
Les termes cubiques en A sont d’ordre g , et le terme quartique d’ordre g 2. Ce lagrangien, ou le
hamiltonien correspondant, est impossible à résoudre. Autrement dit, les états propres de cette
théorie ne sont pas connus, et en tout cas ne correspondent pas à des bosons libres, comme dans
le cas du champ électromagnétique. Bref, même en l’absence de quarks, la QCD est une théorie
complexe. Si g était petit, alors on pourrait utiliser la théorie des perturbations (les diagrammes de
Feynman) pour décrire les effets de termes cubiques et quartiques. Des vertex comme ceux illustrés
ci-dessous seraient des ingrédients des diagrammes de Feynman de la QCD.
(5.152)
Le lagrangien complet de la QCD comporte l’expression ci-haut (5.151), plus les termes décrivant
les quarks et leur interaction avec les gluons, soit l’expression (5.130).
5.D.6 Propriétés de la QCD
Terminons ce chapitre avec quelques remarques sur la QCD et les théories de jauge en général.
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Une propriété de la QCD, commune à toutes les théories de jauge, est la renormalisabilité. Une
théorie quantique des champs, pour être utile et bien définie, doit être renormalisable (voir la dis-
cussion de la p. 124). Il se trouve que toutes les théories de jauge sont renormalisables.
FIGURE 5.9
Diagrammes contribuant à la polarisation de couleur du vide en QCD. Celui de gauche représente l’émis-
sion de paires virtuelles quark-antiquark et les deux autres l’émission de gluons virtuels. Les deux contri-
butions (q q̄ et gluons) ont des signes opposés.
Liberté asymptotique L’un des effets de cette procédure de renormalisation est que la constante
de couplage g n’est pas vraiment une constante. Elle dépend faiblement
d’une échelle d’énergie q , échelle d’énergie caractéristique des phénomènes étudiés. Il se trouve













où Nq est le nombre de saveurs de quarks (soit 6 dans le modèle standard). Ce résultat est obtenu
par la théorie des perturbations (diagrammes de Feynman à une boucle) et n’est valable que si αs
est petit, mais indique que la constante de couplage tend vers zéro aux très grandes énergies. Cette
propriété porte le nom de liberté asymptotique. Les diagrammes de Feynman qui mènent à cette
formule sont illustrés à la figure 5.9. Le « 33 » provient de la contribution des boucles de gluons,
alors que le −2Nq provient des boucles de quarks et possède un signe opposé (les règles de Feyn-
man imposent un facteur −1 aux boucles de fermions). Si les gluons n’interagissaient pas entre
eux, le coefficient du logarithme serait négatif, ce qui entraînerait que la constante de couplage
augmente logarithmiquement avec l’énergie. C’est effectivement ce qui se produit en électrodyna-
mique (QED). Comme le nombre de familles de quarks est Nq = 6, le préfacteur 33−2Nq est positif
et cela mène à la liberté asymptotique. L’une des conséquences de la liberté asymptotique est que
lors de processus impliquant un très grand transfert de quantité de mouvement, comme dans les
expériences de diffusion inélastique profonde, la constante de couplage effective est petite et les
quarks se comportent comme des particules quasi libres.
Selon l’expression (5.153), il existe une échelle d’énergie Λ à laquelle la constante de couplage de-
vient infinie. On peut alors écrire, de manière équivalente, pour q 2 >Λ2,
αs =
12π
(33−2Nq ) ln(q 2/Λ2)
(5.154)
On estime Λ à 217±24 MeV (la précision n’est pas énorme).
Une façon de présenter la liberté asymptotique est de parler d’effet anti-écran (voir la discussion de
l’effet d’écrantage en page 123). En QCD, la polarisation de couleur du vide par émission de paires
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FIGURE 5.10
Diagramme de phase supposé de la matière ha-
dronique, en fonction du potentiel chimique µ
(relié à la densité) et de la température. Voir M.G.






















virtuelles quark-antiquark agit dans le même sens qu’en électrodynamique, et donc contre la liberté
asymptotique. Par contre, une polarisation de couleur dans le sens opposé (donc un anti-écrantage)
est causée par les gluons (les deux diagrammes du bas de la figure 5.9), et la contribution des gluons
domine. Au total, l’effet anti-écran domine et il y a liberté asymptotique.
FIGURE 5.11
Masses relatives des hadrons légers cal-
culées à l’aide de la QCD sur réseau.
Les points rouges sont les prédictions
de la QCD, les point bleus sont des ob-
servations, pour certaines particules, qui
servent de base aux prédictions pour
d’autres particules. La masse du proton et
du neutron (N ) est prédite à 2% près (la
différence de masse entre les deux par-
ticules n’est pas résolue dans ce calcul).



























QCD sur réseau La contrepartie de la liberté asymptotique est l’augmentation présumée de g 2
quand l’échelle d’énergie diminue. On peut présumer que, en deçà d’une cer-
taine échelle d’énergie Λ, la théorie des perturbations perd toute son utilité et qu’il est vain de pen-
ser en termes de diagrammes de Feynman. D’autres approches théoriques, dites non perturbatives,
sont requises. De telles méthodes, en particulier numériques, sont un sujet de recherche très ac-
tif en physique théorique des particules. L’une de ces approches, appelée QCD sur réseau (angl.
lattice QCD), consiste à résoudre les équations de la QCD sur un maillage fini de points dans l’es-
pace temps (le réseau). Le formalisme de l’intégrale de chemins de la mécanique quantique est uti-
lisé en conjonction avec la méthode d’échantillonnage Monte-Carlo. Cette méthode requiert une
quantité importante de ressources informatiques et elle fait face à de nombreux défis techniques.
Cependant, elle a connu des succès importants depuis quelques années. En particulier, les masses




Confinement de la couleur Le revers de la médaille de la liberté asymptotique est le confinement
de la couleur : on s’attend à ce que l’interaction forte, dans son ré-
gime non perturbatif, interdise les états de basse énergie qui ne sont pas neutres en couleur. En
particulier, le gluon n’est pas neutre en couleur : il est affecté par une transformation de couleur,
comme on peut le constater par la forme de la transformation de jauge du champ Aaµ (éq. (5.129)),
qui est non triviale même quand la matrice U est constante. Donc, le gluon, en tant que particule,
ne peut exister à l’état libre.
Boules de glu Par contre, il est théoriquement possible que des états composés de deux ou trois
gluons puissent exister. Ces particules composites, appelées «boules de glu» (angl.
glueballs), auraient des masses s’échelonnant de 1,4 GeV à 5 GeV selon les prédictions de la QCD sur
réseau. Par contre, elles seraient instables, se désintégrant très rapidement vers des mésons légers
comme des pions. Ceci rend leur détection difficile, de sorte qu’à ce jour aucune confirmation solide
de leur existence n’a été rapportée.
Diagramme de phase de la
QCD
Les propriétés présumées de la QCD, provenant d’un éventail de mé-
thodes théoriques, sont résumées dans le diagramme de phase illus-
tré sur la figure 5.10. Ce diagramme distingue différentes phases de
la matière hadronique en fonction du potentiel chimique µ et de la température T . Le potentiel
chimique est une fonction monotone de la densité. Un parallèle existe entre une partie de ce dia-
gramme de phase et celui d’un substance pure, comme l’eau par exemple : il comporte des chan-
gements de phase du premier ordre (comme la passage d’un liquide à un gaz) qui se terminent par
des points critiques. La phase située en haut du diagramme est un plasma de quarks et gluons ;
c’est la phase à haute température qui prévalait dans les premières microsecondes de l’Univers
et qui est reproduite de manière furtive dans les collisions d’ions lourds : les quarks et gluons se
déplacent quasi librement, c’est-à-dire que la couleur n’est pas confinée. Dans le coin inférieur
gauche du diagramme se trouve un gaz formé de « molécules » : les hadrons (baryons et mésons).
La couleur est confinée dans cette phase : seuls les états neutres de couleurs peuvent exister. En
augmentant la densité, toujours à basse température, on transite vers un liquide, soit la matière
nucléaire elle-même (un ensemble de baryons). Les noyaux réels sont en quelque sorte des gout-
telettes de cette phase, mais l’intérieur d’une étoile à neutrons constitue un très grand volume de
cette phase. Éventuellement, en poussant la densité encore plus loin (peut-être comme au coeur
des étoiles à neutrons), on atteint un régime où les interactions sont effectivement plus faibles et
où on peut appliquer certaines méthodes de la physique de la matière condensée ; ces méthodes
prédisent l’apparition d’une phase supraconductrice de couleur (CFL) où des paires de Cooper de
quarks se forment et condensent. Cette phase n’a assurément pas encore donné signe de vie, mais





On définit l’opération de parité – ou inversion de l’espace – par la transformation r→−r. L’effet
de cette transformation sur le champ de Dirac est le suivant :
ψ(r, t )→ψ′(r, t ) =ηγ0ψ(−r, t ) (5.155)
où η=±1 est la parité intrinsèque du champ de Dirac.
Partez de l’action associée au champ de Dirac :
S =
∫
d4 x (i ψ̄γµ∂µψ−mψ̄ψ) (5.156)
et démontrez que cette action est invariante lorsqu’on procède à une transformation de parité.
Problème 5.2 Matrice γ5
Démontrez les propriétés (5.9).
Problème 5.3 Spineurs chiraux
Vérifiez l’équation (5.14) en substituant les expressions des projections droite et gauche et en uti-
lisant les propriétés de la matrice γ5.
Problème 5.4 Pseudo-vecteurs et pseudo-scalaires
A Démontrez, à partir de la transformation de parité (5.6), que l’expression ψ̄1γ5ψ2 est un
pseudo-scalaire.ψ1 etψ2 sont deux spineurs de Dirac quelconques ayant la même parité intrin-
sèque.




Problème 5.5 Spineur de Majorana









Démontrez que, lors des rotations et transformations de Lorentz,ψcL se transforme commeψR et
vice-versa : le conjugué d’un spineur gauche se comporte comme un spineur droit et le conjugué
d’un spineur droit comme un spineur gauche.







Montrez qu’une particule décrite par un spineur de Majorana est nécessairement sa propre anti-









i p·r+ cp,2up,2 e
i p·r− c †p,1vp,1 e
−i p·r+ c †p,2vp,2 e
−i p·r

Problème 5.6 Constantes de structure
Démontrez que les constantes de structure fa b c du groupe SU (n ) sont complètement antisymé-
triques lors de permutations des indices. Indice : utilisez l’antisymétrie du commutateur, la pro-
priété tr (Ta Tb ) =
1
2δa b , ainsi que la propriété cyclique de la trace.
Problème 5.7 État neutre dans le cas de deux couleurs






(|RG B 〉+ |G B R 〉+ |B RG 〉− |G R B 〉− |R BG 〉− |BG R 〉) (5.157)
Supposons qu’au lieu de trois couleurs, il n’y en ait que deux, et que les baryons soient composés
de deux quarks, au lieu de trois, ceci afin de simplifier les choses. Dans ce cas, quelle serait la
combinaison complètement antisymétrique ? Démontrez que ce serait aussi la seule combinaison
neutre possible. Pour guider votre imagination, notons ces deux couleurs ↑ et ↓, de manière à
profiter de l’analogie avec le spin que suggère la symétrie de couleur simplifiée. Cette symétrie est




Problème 5.8 Dérivée covariante du tenseur de Faraday
Comme le tenseur de Faraday F µν est une matrice, sa dérivée covariante doit être définie légère-
ment différemment que pour un spineur. Montrer que la définition suivante :
DρF µν := ∂ρF µν+ i g [Aρ , F µν]
entraîne queDρF µν est «covariant de jauge», comme F µν lui-même, soit
D ′ρF
′µν =UDρF µνU †
Problème 5.9 Champs de couleur
Dans une théorie de jauge comme la chromodynamique (QCD), on peut en principe définir des

































(a = 1, 2, . . . , 8) (5.158)
A Écrivez l’expression explicite de ces champs en fonction des potentiels Aa et Φa (la version
« couleur » des potentiels vecteur et scalaire).
B Les champs Ea et Ba sont-ils invariants de jauge, comme en électrodynamique ?
C L’équivalent des équations de Maxwell pour les champs de couleurs s’obtient en remplaçant
les dérivées ordinaires par des dérivées covariantes, ce qui se traduit par l’équation suivante :
DµF µν = J ν où on a défini DµF µν := ∂µF µν+ i g [Aµ, F µν]
Écrivez l’équivalent de la loi de Gauss. En quoi diffère-t-elle de la loi de Gauss pour le champ
électromagnétique ? Qu’est-ce qui, selon vous, en rend la résolution difficile ?
Problème 5.10 Oscillateur 3D et symétrie SU(3)
Considérez le problème d’un oscillateur harmonique en trois dimensions, avec la même
constante de ressort dans les trois directions. Les niveaux d’énergie de ce système sont Enm r =
ω(n +m + r )+E0 oùω est la fréquence caractéristique de l’oscillateur, E0 est l’énergie du fonda-




A Quels sont les quatre premiers niveaux d’énergie de ce système, avec leur dégénérescence ? Ces
dégénérescences peuvent-elles être expliquées uniquement par l’invariance par rotation (c’est-
à-dire par des multiplets de moment cinétique orbital l entier), ou existe-t-il une dégénérescence
accidentelle ?
B Montrez que ce système possède une symétrie SU(3). Cela est facile à voir lorsque le hamilto-
nien est exprimé en fonction des opérateurs d’échelle.
C Dans cette optique, expliquez la dégénérescence des niveaux en fonction de représentations
irréductibles de SU(3).
Problème 5.11 Produits tensoriels de SU(3)
A Montrez que le produit tensoriel correspondant à la représentation réductible d’un ensemble
de trois quarks est
3⊗3⊗3= 1 ⊕ 8 ⊕ 8 ⊕ 10 (5.159)
B Montrez par la même technique qu’un état neutre de couleur à quatre quarks est impossible.
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La première manifestation de l’interaction faible en physique subatomique fut l’émission bêta,
c’est-à-dire la désintégration d’un noyau instable avec émission d’un électron. L’émission bêta a
longtemps été un mystère, du fait que, contrairement à l’émission alpha ou gamma, l’énergie du
rayon bêta n’est pas constante, mais suit plutôt un spectre continu (voir Fig. 6.1). Ce comportement
est incompréhensible si on suppose que la désintégration n’implique que deux produits : l’électron
et le noyau final. En effet, la conservation de l’énergie et de la quantité de mouvement entraîne for-
cément que, dans une désintégration à deux corps, les deux produits ont des énergies bien définies
dans le référentiel du noyau initial. Un paradoxe tout aussi important est la non-conservation du
moment cinétique : en effet, les noyaux initial et final ont tous les deux un spin entier ou tous les
deux un spin demi-entier, alors que l’électron a un spin 12 , ce qui est incompatible avec les règles
d’addition du moment cinétique.
La solution à ce paradoxe fut proposée par Pauli en 1930 : la désintégration bêta est en réalité un
processus à trois corps, dont l’un est une particule électriquement neutre de spin 12 et de très faible
masse que Fermi appela neutrino. Cette particule est normalement non détectée, car elle n’interagit
que très faiblement avec les nucléons et les électrons. Les vies moyennes relativement longues asso-
ciées à l’émission bêta (par rapport à l’émission gamma) s’expliquent justement par la faiblesse de
l’interaction responsable du processus. Cette interaction, qui n’a rien à voir avec la force nucléaire,
est justement connue sous le nom d’interaction faible. La répartition de l’énergie entre l’électron Prob. 1.9
Sec. 6.Eet le neutrino dépend de l’angle entre les deux particules, qui est variable. Ceci explique le spectre
d’énergie continu de l’électron. Il faudra attendre les années 1950 avant que des signes plus tan-
gibles du neutrino en confirment l’existence.
Une forme simple d’émission bêta est la désintégration du neutron libre :
n→ p + e −+ ν̄e (τ= 886 s) (6.1)
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FIGURE 6.1
Spectre d’énergie des rayons bêta (électrons) émis par le radium. Tiré de C.D. Ellis and WA Wooster, Pro-
ceedings of the Royal Society of London. Series A 117 (1927) 109123.
Ce processus implique 4 particules : le neutron, le proton, l’électron et le neutrino. Un processus
équivalent peut se produire lors d’une réaction, par exemple
p + e −↔ n +νe (6.2)
Lorsqu’une particule participe à un processus dans un état initial, un autre processus est possible
dans lequel l’antiparticule existe dans l’état final, ou vice-versa. Ainsi, la réaction n +νe → p + e −
correspond à la désintégration n → p + e − + ν̄e , où le neutrino initial est devenu un antineutrino
dans l’état final. De même, ce pourrait être l’électron qui change de rôle et on pourrait en principe
observer la désintégration du proton
p → n + e ++νe (6.3)
sauf, évidemment, que la masse du neutron est plus élevée que celle du proton et donc ce processus
est impossible par conservation de l’énergie. Par contre, il se produit dans certains noyaux instables,
dont la structure altère le bilan énergétique, et est dans ce cas appelé émission β+.
6.A.2 Première théorie de l’interaction faible
La première théorie de l’interaction faible a été proposée par E. FERMI en 1933. Elle est basée sur le









où nous avons défini γµ = gµνγν. Dans cette expression, les symboles p , n , e et ν désignent des
spineurs de Dirac décrivant respectivement un proton, un neutron, un électron et un neutrino. Le
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deuxième terme est le conjugué complexe du premier. Cette théorie fut la première où le concept
de création et d’annihilation de particules matérielles fit son apparition.







De manière équivalente, on pourrait remplacer le proton par un quark u et le neutron par un quark
d (les deux autres quarks du nucléon ne jouant aucun rôle dans le processus). La désintégration β
s’explique dans cette théorie par un diagramme de Feynman simple avec un neutron comme état
initial et un proton, un électron et un antineutrino dans l’état final. La constante de couplage GF ,
appelée constante de couplage de Fermi, a les unités d’une masse inverse au carré, et vaut
GF = 1, 16639×10−5 GeV−2 (6.6)
La théorie de Fermi, cependant, ne brise pas la parité et donc ne peut pas bien représenter tous les
processus causés par l’interaction faible, en particulier les processus dans lesquels la polarisation
des particules n’est pas moyennée.
6.A.3 Brisure de la parité par l’interaction faible
L’une des propriétés les plus remarquables de l’interaction faible est qu’elle ne respecte pas la symé-
trie de parité. Cette propriété est apparue premièrement dans la désintégration (faible) des kaons.
Les kaons peuvent se désintégrer parfois en des produits ayant une parité paire, parfois en des pro-
duits ayant une parité impaire, ce qui contredit la loi de conservation de la parité. T.D. LEE et C.N.
YANG ont proposé que l’interaction faible brisait peut-être la parité. Une expérience menée par
Mme WU en 1956 confirma cette hypothèse.
Dans cette expérience, on étudie la désintégration d’un noyau de 60Co en présence d’un champ
magnétique :
60Co→ 60Ni+ e −+ ν̄ (6.7)
Le champ magnétique permet d’imposer au noyau de cobalt une orientation fixe de son spin 1.
On pourrait ensuite détecter les électrons émis dans des directions opposées, comme indiqué sur
le schéma de la fig. 6.2 : deux détecteurs comptent les électrons et reçoivent des intensités I1 et I2
(un seul électron est émis par désintégration, bien sûr, mais on compte ici les électrons émis par
un très grand nombre de désintégrations). Si on effectue une rotation de 180 degrés, suivie d’une
1. Pourvu que la température soit suffisamment basse pour que l’orientation du spin ne soit pas désordonnée par
les fluctuations thermiques. Ceci nécessite des températures de l’ordre de 10 mK et un processus de désaimantation
adiabatique.
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Schéma de l’expérience de Wu sur la violation de la parité. À gauche, le schéma direct ; au centre, celui
obtenu par rotation de 180 degrés ; à droite, celui obtenu du précédent par inversion de l’espace. On voit
que l’inversion de l’espace et la rotation reviennent à inverser le spin.
FIGURE 6.3
Résultats de l’expérience de Wu.
Avant que le système nucléaire ne
se réchauffe, le nombre de rayons
bêta détectés dépend de l’orienta-
tion du spin nucléaire. Illustration ti-
rée de : C.S. Wu et al., Phys. Rev. 105,
1413 (1957). (Tous droits réservés)
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inversion de l’espace (comme indiqué), alors les deux détecteurs sont inchangés, tandis que le spin
est inversé. Si la parité était conservée, alors les deux détecteurs devraient recevoir la même in-
tensité d’électrons (I1 = I2), ou encore chaque détecteur devrait recevoir le même flux d’électrons,
quelle que soit l’orientation du spin des noyaux, car les deux orientations seraient indiscernables.
En pratique, on utilise un seul détecteur et on procède à l’inversion du spin en changeant le sens
du champ magnétique appliqué. On trouve que l’intensité I1 n’est pas la même avant et après le
changement de sens du champ magnétique (voir Fig.6.3). Donc la parité n’est pas conservée par
l’interaction faible.
6.A.4 Théorie V–A
Feynman et Gell-Mann ont formé les quadricourants à caractère polaire et axial suivants :
p̄γµn p̄γµγ5n ēγµν ēγµγ5ν (6.8)




(p̄γµn − p̄γµγ5n )(ēγµν− ēγµγ5ν)+ c.h. (6.9)
appelé communément V–A, car il provient de la soustraction d’un vecteur axial (A) d’un vecteur
polaire (V). Ce lagrangien peut aussi être vu comme un couplage identique à celui qui apparaît dans




µnL )(ēγµνL )+ c.h. (6.10)
Cette théorie de Feynman et Gell-Mann corrige les imperfections de la théorie de Fermi, c’est-à-dire
qu’elle contient une brisure explicite de la parité, et est conforme à tous les phénomènes impliquant
l’interaction faible connus à l’époque.
Insuffisance de la théorie V–A La théorie V–A, comme la théorie de Fermi originale, ne peut pas
être considérée comme une théorie fondamentale de l’interaction
faible. La raison en est qu’elle n’est pas renormalisable. Autrement dit, tous les calculs perturbatifs
qui sont faits au-delà de l’ordre le plus bas n’ont pas de sens. L’une des conséquences de ce fait,
assez simple à démontrer, est la violation de l’unitarité. Expliquons. Considérons la section effi-
cace pour la diffusion par interaction faible entre un électron et un neutrino. Ce processus doit être
très peu probable. Dans le référentiel du centre d’impulsion des deux particules, la section efficace
doit, au premier ordre de la théorie des perturbations, être proportionnelle à G 2F (car GF apparaît
linéairement dans le diagramme de Feynman associé et donc dans l’amplitude de diffusion). Mais
l’amplitude de diffusion est sans unité, alors que GF a les unités d’une masse inverse au carré. Il faut
donc que l’amplitude de diffusion soit proportionnelle à une quantité ayant les unités de la masse
au carré, soit la masse invariante de la réaction (la seule possibilité). Donc l’amplitude croît comme
le carré de la masse invariante, et cette dernière quantité est proportionnelle à l’énergie de l’électron
incident. Ceci signifie que la section efficace va croître sans borne avec l’énergie, ce qui est absurde.
À un moment donné, la probabilité de collision d’un électron avec un neutrino sera plus grande que
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un ! C’est ce qu’on appelle une violation de l’unitarité, en somme une non-conservation de la pro-
babilité. Le problème est que les ordres supérieurs de la théorie des perturbations devraient être
inclus, et qu’ils ne peuvent l’être parce que la théorie n’est pas renormalisable.
Résumons ici les propriétés les plus notables de l’interaction faible :
1. Elles affectent toutes les particules matérielles connues.
2. Leur portée est très courte, et leur intensité est très faible.
3. Elles peuvent changer la saveur des quarks. Par exemple, les particules comportant un quark
s se désintègrent par interaction faible.
4. Elles ne respectent pas l’invariance par inversion de l’espace (parité).
B Théorie de jauge SU(2)×U(1)
La solution proposée aux problèmes de la théorie V–A est de la considérer comme une théorie effec-
tive, une approximation d’une théorie plus fondamentale qui serait, elle, renormalisable. Dès 1961,
GLASHOW proposa une théorie incomplète qui unifiait l’interaction électromagnétique et l’inter-
action faible en une seule interaction électrofaible. En 1967, WEINBERG et SALAM ont proposé qu’il
devait s’agir d’une théorie de jauge non abélienne, mais que l’état fondamental (le vide) ne serait
pas invariant de jauge, ce qu’on appelle une brisure spontanée de la symétrie. En 1971, T’HOOFT
et VELTMAN démontrèrent que cette théorie compliquée est renormalisable. Glashow, Weinberg
et Salam reçurent le prix Nobel en 1979 pour l’élaboration de cette théorie ; t’Hooft et Veltman le
reçurent une vingtaine d’années plus tard pour avoir démontré que ladite théorie était cohérente.
Nous allons maintenant décrire cette théorie.
La théorie électrofaible est une théorie de jauge basée sur le produit SU(2)×U(1). C’est donc qu’elle
comporte trois champs de jauge pour SU(2) (le nombre de générateurs), qu’on notera Aaµ (a = 1, 2, 3)
et un champ de jauge pour U(1), qu’on notera Bµ. Ce champ de jauge U(1) se comporte en principe
de la même manière que le champ électromagnétique, sauf qu’il ne se couple pas à la charge élec-
trique, mais à une autre quantité Y appelée hypercharge faible 2. Par analogie avec le spin, l’espace
abstrait sur lequel agit le groupe SU(2) est appelé espace d’isospin faible.
Les fermions fondamentaux qui se couplent à ces champs de jauge doivent occuper des représenta-
tions bien précises de SU(2) et avoir une valeur précise de l’hypercharge Y . Dans la théorie électro-
faible, tous les fermions sont sans masse au départ (la masse est générée plus tard, par le mécanisme
de Higgs décrit plus bas). Donc les composantes droite et gauche des fermions sont indépendantes
à ce stade, et peuvent appartenir à des représentations différentes du groupe SU(2), ce qui permet
d’introduire une violation maximale de la parité.
2. Ne pas confondre avec l’hypercharge introduite dans la classification des hadrons, qui est une combinaison de
l’étrangeté et de la charge électrique.
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Commençons par traiter le cas d’une seule famille de particules élémentaires, soit les quarks u et












eR , uR , dR (6.11)
où on remarque deux doublets d’isospin faible, formés des composantes gauches des leptons et
des quarks, respectivement. Les composantes droites forment des singulets d’isospin faible, ce qui
signifie qu’ils n’interagissent pas avec le champ de jauge SU(2). Ces différents doublets et singulets
ont les valeurs suivantes de l’hypercharge :
champ Y Q = 12 Y +T3
ℓL = (ν, e )L −1 (0,−1)
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On a aussi indiqué pour chaque champ la valeur de la charge électrique, qui est une combinaison
de l’hypercharge et du troisième générateur de SU(2).
Le lagrangien de la théorie est simple : l’action de Dirac s’applique à tous les champs, la dérivée
covariante remplaçant la dérivée ordinaire :
Dµ = ∂µ+ i g AaµT
a + i g ′ 12 Y Bµ (6.12)
où les T a sont les générateurs de SU(2) dans la représentation considérée, et où le facteur 12 devant
Bµ est conventionnel : il affirme simplement que le champ Bµ se couple à l’hypercharge divisée
par deux, et non à l’hypercharge directement. Les constantes de couplage g et g ′ sont distinctes,
car elles n’ont pas besoin d’être identiques pour garantir l’invariance de jauge de la théorie. Par
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eR (6.14)
où les générateurs de SU(2) sont nuls (correspondant à la représentation triviale de SU(2), où tous
les éléments du groupe sont associés au nombre 1).










où F aµν est le tenseur de Faraday du champ de jauge SU(2) A
a
µ, alors que Gµν est celui du champ de
jauge abélien Bµ :








ν Gµν = ∂µBν− ∂νBµ (6.16)
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Notons que les constantes de structure de SU(2) sont simplement fa b c = ϵa b c d’après les relations
de commutation des matrices de Pauli divisées par deux, qui sont celles des composantes du mo-
ment cinétique.
Si cette théorie en restait là, alors nous aurions affaire à un ensemble de particules sans masse (ou-
blions la QCD et le confinement pour le moment) interagissant via deux champs de jauge distincts
associés à quatre bosons de spin 1 similaires au photon. À la différence de l’électrodynamique quan-
tique, les trois bosons associés aux champs SU(2) interagissent entre eux et forment ensemble une
théorie non linéaire. Le lagrangien total décrivant les bosons de jauge et les fermions de la première
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La réalité est plus complexe, car l’interaction faible ont une portée très courte et les trois bosons en
question n’ont été découverts qu’en 1983 et ont des masses de l’ordre de 80–90 GeV. C’est la brisure
spontanée de l’invariance de jauge qui explique cet état de fait.
C Mécanisme de Higgs
6.C.1 Champ de Higgs
Le mécanisme de Higgs modifie le contenu physique de la théorie électrofaible décrite ci-haut en
conférant une masse à trois des quatre bosons de jauge et en donnant une masse non nulle aux
fermions. Il se base sur la présence dans la théorie d’un champ scalaire Φ, en plus des fermions
décrits plus haut et des champs de jauge. Ce champ scalaire représente un boson de spin zéro, qui
forme cependant un doublet complexe d’isospin faible et qui possède une hypercharge Y = 1. On







où l’assignation des charges électriques des membres du doublet correspond bien à Q = 12 Y +T3.
On pourrait, raffinement supplémentaire, ajouter un terme en |φ|4 à ce lagrangien :
L = (Dµφ)∗Dµφ−m 2|φ|2−λ|φ|4 (6.19)
Dans ce cas, la théorie n’est plus soluble exactement. Le terme en |φ|4 correspond à une interaction
du champ avec lui-même, un peu comme dans la théorie de Fermi de l’interaction faible, sauf que
les particules impliquées sont des bosons. Notons que la constante de couplage λ n’a pas d’unité,
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Le potentiel de Higgs V (|Φ|). À gauche, coupe en fonction de |Φ|. À droite, coupe en fonction de |Φ| et d’une
des variables de phase, affectant la forme d’un « chapeau mexicain ».
ce qui entraîne que la théorie est renormalisable et qu’elle constitue donc une théorie physique
acceptable en principe.
Pour qu’un champ scalaire puisse aussi interagir avec les champs de jauge Aaµ de SU(2), il ne doit
pas former un singulet de SU(2), mais appartenir à une représentation non triviale de SU(2). La
possibilité la plus simple est le doublet décrit plus haut.
Le lagrangien de ce doublet, dit doublet de Higgs, est
LH = (DµΦ)†(DµΦ)−V (Φ) V (Φ) =−µ2Φ†Φ+λ(Φ†Φ)2 (6.20)
Le premier terme du lagrangien est simplement le lagrangien d’un champ scalaire ordinaire, où les
dérivées ordinaires ont été remplacées par des dérivées covariantes pour assurer l’invariance de
jauge. Comme Φ est un doublet d’hypercharge 1, on a
DµΦ= ∂µΦ+ 12 i g A
a
µσ
aΦ+ 12 i g
′BµΦ (6.21)
Le deuxième terme du lagrangien est un potentiel V (Φ) qui ne dépend que de la grandeur Φ†Φ =
|φ+|2 + |φ0|2. Comme V ne dépend que de Φ†Φ, il est, comme le reste du lagrangien, invariant par
transformation de jauge
Φ→Φ′ =U eiθΦ (6.22)
où U est une matrice appartenant à SU(2) et θ est un facteur de phase associé à la symétrie de jauge
U(1) de l’hypercharge. Il faut voir le potentiel V dans un espace à quatre dimensions (Φ possède
l’équivalent de quatre composantes réelles) dont seule une coupe dans une direction particulière
est illustrée à la fig. 6.4.
6.C.2 Brisure spontanée de la symétrie
Le potentiel V (|Φ|)a ceci de particulier que, en raison du signe négatif du terme quadratique, son mi-
nimum n’est pas situé à |Φ|= 0, mais à une valeur non nulle de |Φ|qu’on note v /
p
2 (voir fig. 6.4). Ceci
189
Chapitre 6. Modèle standard de l’interaction électrofaible


























a − i 12 g
′Bµ
















∂µ− i g ′Bµ









uR + i d̄Rγ
µ
 





†− 12 i g A
a
µσ
aΦ†− 12 i g
′BµΦ
†)(∂ µΦ+ 12 i g A
aµσaΦ+ 12 i g
′BµΦ)+µ2Φ†Φ−λ(Φ†Φ)2
(6.23)
signifie que la valeur du champΦn’est pas nulle dans l’état fondamental, mais telle que |Φ|= v /
p
2. 3
Dans l’état fondamental, le système choisit une direction dans cet espace quadridimensionnel dé-
fini par les quatre composantes réelles de Φ. Ce choix se fait de manière accidentelle, par les condi-
tions initiales de l’Univers. C’est un caractère contingent de la théorie sur lequel il est difficile de
spéculer.
Le phénomène par lequel une symétrie est violée par l’état fondamental du système et non pas le
lagrangien (ou le hamiltonien) porte le nom de brisure spontanée de la symétrie. Ce mécanisme in-
tervient couramment dans les théories d’unification des particules et, surtout, en physique de la
matière condensée. Une bonne partie de la physique des changements de phase repose sur la no-
tion de brisure spontanée de symétrie. Il est important de comprendre, cependant, qu’une brisure
spontanée de la symétrie ne peut se produire que dans des systèmes comportant un très grand
nombre de degrés de liberté (c’est-à-dire dans la limite thermodynamique).
Considérons à cet effet un potentiel en forme de « chapeau mexicain » (voir fig. 6.4). Si on place une
particule (un boson) dans ce puits de potentiel, l’état fondamental sera tout à fait symétrique et la
densité de probabilité associée aura la forme d’un anneau, avec un maximum près du minimum
du potentiel V . En fait, si on dépose une particule à un endroit précis du potentiel, cet état préparé
ne serait pas un état propre du hamiltonien, et évoluerait de manière complexe, comme un paquet
d’ondes, en s’élargissant et se compactant à tour de rôle dans la direction azimutale. Une faible
interaction avec l’environnement ferait que l’état fondamental finirait par dominer et la fonction
d’onde deviendrait de plus en plus symétrique : la symétrie serait restaurée dans un temps fini.
Supposons maintenant qu’on dépose un grand nombre de bosons indiscernables dans ce puits
de potentiel et qu’en plus une légère interaction attractive les pousse à s’agglomérer. Les bosons
formeraient alors un « amas » à un endroit donné, par condensation de Bose-Einstein et la position
de cet amas violerait la symétrie du potentiel. On peut montrer alors que le temps requis pour que
cet amas s’étale sur le pourtour du potentiel et se transforme en un état complètement symétrique
tend vers l’infini : la symétrie est effectivement brisée. C’est là l’essence du phénomène de brisure
spontanée de la symétrie. On pourrait aussi le décrire à l’aide d’un système de spins en interaction,
dans le cadre d’un changement de phase magnétique. Le phénomène est universel.
3. Du moins, dans l’approximation classique. Des corrections quantiques modifieraient légèrement cette valeur.
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Le potentiel de Higgs introduit de manière ad hoc la brisure spontanée de la symétrie de jauge
SU (2)×U (1) dans le modèle standard. Comme une théorie des champs comporte un nombre infini
de degrés de liberté, la chose est permise. Nous allons supposer, en première approximation, que le
champ de Higgs Φ prend une valeur moyenne non nulle et montrer comment les champs de jauge
associés à la symétrie brisée deviennent massifs. Ils sont en quelque sorte « alourdis » par leur in-
teraction avec un champ qui possède une valeur constante, comme nous allons maintenant le voir
en détail.










et négligeons les fluctuations du champ Φ autour de cette valeur constante. Nous avons manifeste-
ment choisi une direction dans l’espace interne du doublet, en supposant que la valeur deφ+ dans
le vide est nulle – ce qui signifie a posteriori que le vide n’est pas chargé électriquement et donc que
l’invariance de jauge électromagnétique est préservée – et que la valeur deφ0 est réelle.
Génération des masses des
bosons intermédiaires
Voyons maintenant ce que produit le lagrangien du doublet de Higgs
quand on substitue cette valeur de Φ. Toutes les dérivées sont nulles,
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On voit que des termes quadratiques dans les champs de jauge sont générés, ce qui correspond
à conférer à ces champs une masse. En effet, un terme quadratique (de signe négatif) dans le la-
grangien du champ scalaire est associé à une masse de ce champ. Ceci vaut aussi pour chacune
des composantes d’un champ vectoriel, comme pour un champ scalaire. Mais ce ne sont pas tous
les champs de jauge qui acquièrent une masse dans ce mécanisme. En fait, dans toute théorie des
champs, l’ensemble des termes quadratiques dans les champs forment une forme quadratique qu’il
est utile de considérer dans la base de ses états propres ; dit autrement : il vaut mieux utiliser les
combinaisons des champs qui rendent cette forme quadratique diagonale.


































Chapitre 6. Modèle standard de l’interaction électrofaible
Dans le but de préserver la normalisation des tenseurs de Faraday qui figurent dans cette expres-
sion, on utilise une combinaison des champs de jauge qui constitue en fait une rotation dans l’es-
pace des champs de jauge :
Zµ = cosθW A
3
µ− sinθW Bµ










































































g 2+ g ′2
= cosθW (6.32)
Ce lagrangien décrit des particules vectorielles (c’est-à-dire de spin 1) :
1. Le photon (symbole γ), décrit par le champ électromagnétique Aµ, sans masse.
2. Le W ±, particule chargée, de masse mW , décrite par le champ complexe Wµ.
3. Le Z , particule neutre, de masse mZ , décrite par le champ réel Zµ.
Les valeurs observées des masses sont :
mW = 80, 398 GeV mZ = 91, 19 GeV sin
2θW ≈ 0, 2311 (6.33)
La combinaison Aµ, qui est en fait le champ électromagnétique, demeure sans masse.
Pourquoi peut-on interpréter mW et mZ comme étant les masses des quanta des champs Wµ et
Zµ ? La réponse se trouve dans la solution du problème 2.1. Remarquons que le terme de masseProb. 2.1
ci-dessus a la même forme que celui qui apparaît dans le lagrangien d’un champ scalaire (ou d’un
champ scalaire complexe, sans le préfacteur 12 ), sauf que ce terme a ici le signe opposé, ce qui est
adéquat pour un champ vectoriel : trois des quatre termes de la contraction ZµZ
µ ont un signe
négatif.
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L’hypothèse que la masse d’un boson de jauge puisse apparaître suite à la brisure spontanée de la
symétrie de jauge a été formulée indépendamment par plusieurs auteurs : Brout et Englert 4, Higgs 5,
Guralnik, Hagen et Kibble 6. Pour des raisons difficiles à cerner, c’est le nom de Peter Higgs qui
reste associé à ce mécanisme et au boson associé. Signalons aussi que la même idée générale a été
proposée par P.W. Anderson un peu auparavant, dans le contexte de la matière condensée. 7
Modes de Goldstone et
polarisations des bosons
massifs
En général, un système physique qui subit la brisure spontanée d’une
symétrie continue présente ce qu’on appelle des modes de Goldstone :
ce sont des excitations dont l’énergie s’annule avec le vecteur d’onde
(par exemple E ∝ |k|) et qui correspondent à une variation lente du
champ qui brise la symétrie. Dans le cas qui nous occupe, une configuration du champ Φ qui varie
lentement aurait une énergie d’autant plus basse que la variation est lente.
Cependant, si la symétrie brisée est une symétrie de jauge, ces modes de Goldstone se manifestent
d’une manière particulière : ils sont en quelque sorte incorporés au champ de jauge devenu massif
et fournissent les degrés de liberté nécessaires à l’apparition d’une troisième polarisation de spin
des bosons de jauge. En effet, un boson de jauge sans masse, comme le photon, ne possède que deux
polarisations (deux hélicités), malgré qu’il représente une particule de spin 1. Si cette particule, suite
à une brisure spontanée de la symétrie de jauge, devient massive, alors l’hélicité n’est plus un bon
nombre quantique, et les trois projections de spin associées à j = 1 doivent apparaître, car il existe
toujours un référentiel dans lequel la particule massive est au repos. L’apparition d’une troisième
projection de spin nécessite une augmentation du nombre de degrés de liberté du système, qui
provient justement de ces fameux modes de Goldstone.
La seule fluctuation possible du champ Φ autour de sa valeur moyenne est donc dans la direction
radiale de Φ, et représente ce qu’on appelle la particule de Higgs (voir le problème 6.2).
FIGURE 6.5
Vertex décrivant les interactions entre champs de
jauge dans le modèle standard. Les lignes brisées non
orientées représentent le Z ; les lignes brisées orien-
tées le W ; les lignes ondulées le photon. Les vertex à
quatre pattes comptent pour deux ordres de la théo-
rie des perturbations (g 2) et les vertex à trois pattes























Interactions entre les bosons
de jauge
En fonction des nouveaux champs W , Z et A, les termes non li-
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+ g sinθW Im

(∂µWν− ∂νWµ)∗(AµW ν−AνW µ)+ (∂µAν− ∂νAµ)(W ∗µW ν−W ∗νW µ)

+ g cosθW Im

(∂µWν− ∂νWµ)∗(Z µW ν−Z νW µ)+ (∂µZν− ∂νZµ)(W ∗µW ν−W ∗νW µ)

(6.34)
Les termes en g 2 sont quartiques et les termes en g sont cubiques. Les différents bosons de jauge,
incluant le photon, interagissent donc entre eux. En particulier, il existe un terme cubique repré-
senté dans les règles de Feynman par un vertex où une particule W émet ou absorbe un photon, ou
un Z . Il y a en outre des termes quartiques représentés par des vertex où une particule W émet deux
photons, deux Z , ou un photon et un Z . Il y a enfin des termes quartiques n’impliquant que des W .
Cependant, le Z n’émet ou n’absorbe pas de photon et vice-versa : ceci signifie que le Z est neutre
électriquement, contrairement au W qui se comporte comme une particule chargée, de charge+1,
avec son antiparticule de charge−1, représentée par le champ conjugué W ∗ (nous verrons plus bas
comment la charge du W est déterminée). Voir la figure 6.5 pour la représentation diagrammatique
de ces termes.
6.C.3 Courants chargé, neutre et électromagnétique
En fonction des nouveaux champs de jauge W , Z et A, le lagrangien d’interaction entre les fermions
et les bosons de jauge a une apparence différente. Pour mieux l’exprimer, nous utilisons la notion
de courant et écrivons les termes d’interaction comme
LI =−g J a ·Aa − g ′ J Y ·B (6.35)
où nous avons supprimé les indices d’espace-temps pour simplifier les expressions en introduisant
la notation A ·B := AµBµ, et où nous avons défini les courants suivants :











La somme dans la deuxième équation est prise sur toutes les espèces de fermions fα présentes,
droites et gauches, et Yα est l’hypercharge de chaque espèce.
Il est plus pratique d’exprimer le lagrangien d’interaction (6.35) en fonction des nouveaux champs





(J ·W + J ∗ ·W ∗)− e Jem ·A−
g
cosθW
Z · J0 . (6.37)
L’expression ci-dessus constitue en fait une définition du courant chargé J , du courant neutre J0 et
du courant électromagnétique Jem. Ces courants sont des expressions bilinéaires en fermions qui
permettent d’identifier les particules qui interagissant directement avec les champs Wµ, Zµ et Aµ.
194
C. Mécanisme de Higgs
Courant chargé On voit facilement que les courants J 1 et J 2 peuvent être réorganisés en compo-
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1
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(J ·W + J ∗ ·W ∗)
(6.38)
Le courant J est appelé courant chargé parce qu’il est couplé à un boson de jauge chargé (le W ) et
parce qu’ils ne sont pas invariants lors d’une transformation de jauge électromagnétique. Dévelop-
pons plus en détail l’expression du courant chargé. On voit immédiatement que
J µ = ℓ̄Lγ
µσ+ℓL + q̄Lγ
µσ+qL σ







ou encore, en explicitant les doublets d’isospin faible,




J µ∗ = ēLγ
µνL + d̄Lγ
µuL (6.41)










Wµ + c.h. (6.42)
Comme la première parenthèse décrit un objet de charge −1, le champ W doit décrire un objet de




Considérons ensuite la partie restante de l’équation (6.35) :
LCN =−g J 3 ·A3− g ′ J Y ·B (6.43)
Substituons dans cette expression les champs Z et A, en utilisant les relations inverses
A3 = cosθW Z + sinθW A B =−sinθW Z + cosθW A (6.44)
On trouve alors
LCN =−g J 3 · (cosθW Z + sinθW A)− g ′ J Y · (−sinθW Z + cosθW A)
=−A · (g sinθW J 3+ g ′ cosθW J Y )−Z · (g cosθW J 3− g ′ sinθW J Y )
(6.45)
Notons cependant que g sinθW = g ′ cosθW , de sorte qu’on peut également écrire
LCN =−g sinθW A · (J 3+ J Y )−
g
cosθW
Z · (cos2θW J 3− sin2θW J Y ) (6.46)
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On définit ensuite la nouvelle constante de couplage et le courant électromagnétiques :
e = g sinθW Jem = J
3+ J Y (6.47)
De plus, comme cos2θW J
3 = J 3− J 3 sin2θW , on écrit simplement
LCN =−e A · Jem−
g
cosθW
Z · (J 3− sin2θW (J 3+ J Y ))





où nous avons défini le courant neutre
J0 = J
3− sin2θW Jem (6.49)
Le quotient g /cosθW représente la constante de couplage faible avec laquelle le courant neutre
interagit avec le champ Z , alors que les courants chargés interagissent avec W avec une constante
de couplage g .
FIGURE 6.6
Diagrammes typiques résultants des
interactions des bosons W ± et Z avec
les courants chargés et neutres, res-
pectivement. La direction de la flèche
décorant le W est déterminée par la











Développons plus en détail le courant J 3 :
J 3µ = 12
 
ν̄Lγ
µνL − ēLγµeL + ūLγµuL − d̄LγµdL

(6.50)
Alors que le courant J Y est
J Y µ = 12




















Le courant électromagnétique Jem est alors
Jem = J
3µ+ J Y µ =
 
−ēγµe + 23 ūγ




Dans cette dernière expression, nous avons combiné les parties gauches et droites. Remarquons à





comme on le voit facilement en substituant les définitions de ψL et ψR en fonction de γ
5 et en
utilisant l’anticommutation de γ5 avec les matrices de Dirac.
Des diagrammes de Feynman typiques résultant des lagrangiensLCC etLCN représentant l’inter-
action faible sont illustrés à la figure 6.6. Notons que les courants neutres impliquent des fermions
de la même espèce, car ils sont construits à partir de générateurs diagonaux. Par contre, les cou-
rants chargés impliquent un changement d’espèce de fermions, à l’intérieur d’un même doublet
d’isospin faible.
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6.C.4 Relation avec la théorie V–A
Pourquoi l’interaction faible est-elle faible ? Parce que les bosons de jauge associés sont massifs. Le




Dans le cas des bosons W et Z , et de processus impliquant des transferts d’énergie et d’impulsion
faibles devant m , ce facteur se réduit à 1/m 2. L’amplitude de diffusion obtenue du diagramme de
Feynman est donc de l’ordre g 2/m 2W pour les courants chargés, et en fait identique pour le courant
neutre, étant donné que mZ cosθW =mW .
On pourrait en fait remplacer l’interaction de jauge par une interaction efficace courant-courant


















On peut montrer que cette interaction (du moins la partie courants chargés) coïncide avec l’inter-






= 1, 091×10−5 GeV−2 (6.56)
La dimension (les unités) de la constante GF et sa petite valeur trouvent ici une explication natu-
relle. Notons que si cette valeur ne coïncide pas exactement avec la valeur mesurée de la constante
de Fermi (1, 16639×10−5 GeV−2), c’est que le résultat ci-dessus est approximatif (théorie des pertur-
bations aux 2ème ordre).
En fait, l’interaction faible n’est faible qu’aux petites énergies. Dans les processus à très haute éner-
gie, impliquant des transferts d’énergie et de quantité de mouvement de l’ordre de la masse mW ou
plus grands, l’interaction faible est d’une force comparable à l’interaction électromagnétique. En
fait, à ces grandes énergies, les masses des bosons intermédiaires perdent de leur importance. La
constante de couplage g 2/4π = e 2/(4πsin2θW ) ≈ 1/30 est en fait plus grande que la constante de
structure fine électromagnétique, de sorte que ces interactions sont en fait plus intenses que l’inter-
action électromagnétique, mais restent tout de même dans le régime où la théorie des perturbations
est applicable.
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D Génération des masses des fermions
6.D.1 Couplage de Yukawa
Jusqu’ici, dans notre traitement de la théorie électrofaible, les fermions sont toujours sans masse.
Il est possible de leur conférer une masse par le mécanisme de Higgs, comme pour les bosons de
jauge. Il suffit pour cela de postuler que le doublet de Higgs Φ est couplé aux fermions par un terme
d’interaction simple, dit de Yukawa.
Rappelons qu’un champ scalaire φ peut interagir avec deux champs de Diracψ1 etψ2 via un cou-
plage simple de la forme suivante :
LY =λψ̄1ψ2φ + c.h. (6.57)
Ce terme dans le lagrangien est invariant de Lorentz, et en plus la constanteλ est sans unités, ce qui
en fait une interaction renormalisable.
Dans le modèle standard, les couplages de ce genre qui ne sont pas interdits par l’invariance de
jauge devraient donc être présents. C’est un principe général de la modélisation des interactions
fondamentales que si un terme n’est pas interdit par un principe de symétrie, alors il doit être pré-
sent dans la théorie. Les couplages de Yukawa possibles doivent cependant obéir aux contraintes
suivantes :
1. Ils doivent être invariants lors d’une transformation de jauge SU (2). Comme Φ est un dou-
blet d’isospin faible, l’un des deux champs de Dirac impliqués dans le couplage de Yukawa
doit être un doublet conjugué (ℓ̄L ou q̄L ). le deuxième champ de Dirac impliqué est alors
nécessairement un singulet droit (eR , uR ou dR ).
2. Ils doivent être invariants lors d’une transformation de jauge U (1), ce qui revient à dire que la
somme des hypercharges des champs présents doit être nulle. Soulignons cependant qu’un
champ conjugué complexe (par exemple ℓ̄L au lieu de ℓL ) compte pour l’hypercharge oppo-
sée, car la transformation de jauge du champ conjugué implique la phase opposée.
Cela laisse trois possibilités :
1. Φ peut être couplé à ℓ̄L et à eR : f
(e )ℓ̄L eRΦ, où f
(e ) est une constante sans unités. À cela on
doit ajouter le conjugué complexe, car le lagrangien est réel :
L (e )Y = f
(e )ℓ̄L eRΦ+ f
(e )ēRΦ
†ℓL (6.58)
Si on développe cette expression en fonction des composantes des doublets, on trouve





eR + c.h.= f










(ēL eR + ēR eL ) =−me ē e (6.60)
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Ce terme est précisément un terme de masse pour un nouveau champ de Dirac non chiral,
formé de eL et de eR , soit l’électron, dont la masse est me =− f (e )v /
p
2.
2. Φ peut être couplé à q̄L et à dR : f
(d )q̄L dRΦ, où f
(e ) est une constante sans unités. En suivant
le même chemin que pour le terme précédent, on trouve une masse md = − f (d )v /
p
2 pour
le quark d .
3. La seule autre possibilité est obtenue en considérant le champ conjugué Φc , défini par






Lors d’une transformation de jauge SU (2), le champ Φc se transforme exactement comme le
champ Φ. En effet, toute matrice de SU (2) peut s’écrire comme
U = cosθ/2+ iσ ·n sinθ/2 (6.62)
où n est le vecteur unitaire dans la direction de l’axe de rotation dans l’espace d’isospin faible,
et θ l’angle de rotation. Le champ Φc se transforme alors de la manière suivante :
Φc → iσ2(UΦ)∗ =σ2U ∗σ2Φc (6.63)
où nous avons utilisé le fait que (σ2)2 = 1. D’un autre côté,
σ2U ∗σ2 = cosθ/2− i (σ2σ∗σ2) ·n sinθ/2 (6.64)
Comme σ2 est purement imaginaire et σ1 et σ3 sont réels, σ∗ = (σ1,−σ2,σ3). D’autre part,
σ2 anticommute avecσ1 etσ3, de sorte queσ2σ∗σ2 =−σ. On retrouve donc
σ2U ∗σ2 =U (6.65)
ce qui démontre que Φc se transforme comme Φ. Par contre, lors d’une transformation de
jauge U (1), Φc se transforme avec la phase opposée à celle de Φ, en raison du conjugué com-
plexe. Autrement dit, le passage deΦ àΦc équivaut à intervertir les particules et les antiparti-
cules décrites par le champ Φ. Ceci nous permet d’écrire la combinaison invariante de jauge
suivante :
L (u )Y = f
(u )q̄L uRΦ
c + c.h. (6.66)
et cette expression mène à un terme de masse pour le quark u lorsqu’on remplace Φ par sa
valeur moyenne.
Au total, nous avons donc trois couplages de Yukawa possibles :
L f H = f (e )ℓ̄L eRΦ+ f (u )q̄L uRΦc + f (d )q̄L dRΦ+ c.h. (6.67)
où les constantes de couplage f (e ,u ,d ) sont des paramètres supplémentaires de la théorie électro-
faible. Lorsque le doublet de Higgs a une valeur moyenne non nulle (0, v /
p
2) dans le vide, ces cou-
plages, en première approximation, deviennent des termes de masse pour les fermions :




ēL eR + f
(u ) vp
2
ūL uR + f
(d ) vp
2
d̄L dR + c.h. (6.68)
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et les masses des fermions sont simplement


























2| f (d )|mW (6.70)
Ainsi, tous les fermions – sauf les neutrinos, qui n’ont pas, dans ce modèle, de composante droite –
acquièrent une masse par brisure spontanée de la symétrie de jauge.
Notons ici l’importance philosophique de cette façon de comprendre les masses des particules ma-
térielles. Un terme de masse est par nature super-renormalisable, ce qui signifie qu’il est très difficile
de comprendre, à partir d’une théorie définie à une échelle fondamentale comme la longueur de
Planck, pourquoi les masses de toutes les particules ne seraient pas de l’ordre de la masse de Planck
(∼ 1019 GeV). Pour cette raison, il est philosophiquement désirable de ne pas avoir de termes de
masse dans la théorie des champs de départ. C’est le cas du modèle standard. Les fermions gauches
y sont indépendants des fermions droits et se transforment de manière différente sous SU (2), ce qui
entraîne qu’on ne peut pas écrire un terme de masse qui soit invariant de jauge. Cependant, les cou-
plages de Yukawa sont permis et, comme ils sont renormalisables, on peut comprendre pourquoi
la valeur des constantes f pourrait être de l’ordre de l’unité, car ces couplages ne subissent que des
renormalisations logarithmiques en fonction de l’échelle d’énergie. Par le mécanisme de Higgs, ces
constantes f , multipliées par la valeur v /
p
2, deviennent des masses dans une théorie effective aux
basses énergies (la constante v a les unités d’une masse, car c’est la valeur d’un champ de boson Φ,
qui a les unités de la masse). Le fait que des masses puissent exister sans avoir une valeur de l’ordre
de la masse de Planck trouve donc une explication naturelle. Cela est l’un des avantages conceptuels
majeurs du modèle standard et du mécanisme de brisure spontanée de la symétrie.
Évidemment, il reste un paramètre du modèle standard qui a les unités d’une masse, soit µ dans le
potentiel de Higgs (6.20). Ce paramètre, avec λ, détermine la valeur du minimum v /
p
2, qui lui
aussi a les unités d’une masse. C’est donc sur cet unique paramètre que repose l’odieux d’être
super-renormalisable et plusieurs théories ont été formulées afin de le faire disparaître. L’une de
ces idées, appelée « technicolor », suppose que le champ de Higgs n’est pas fondamental, mais est
plutôt formé d’une paire de fermions plus fondamentaux, liés par une interaction de jauge sup-
plémentaire. Jusqu’ici rien ne peut confirmer ou infirmer expérimentalement la validité d’une telle
hypothèse.
6.D.2 Réplication des familles et mélange des quarks
Une subtilité de la théorie électrofaible apparaît lorsqu’on l’applique non seulement à une famille
de particules élémentaires, mais aux trois familles. Rappelons l’agencement des particules élémen-
taires connues dans ces trois familles, en énumérant tous les doublets d’isospin faible et en intro-
























































e1 = e e2 =µ e3 =τ p1 = u p2 = c p3 = t n1 = d n2 = s n3 = b (6.74)
Chaque famille (c.-à-d. chaque colonne du tableau des fermions élémentaires) est couplée aux
champs de jauge exactement de la même manière. Cependant, les couplages de Yukawa peuvent
être plus généraux, et mélanger des fermions de familles différentes, comme suit :
L f H = f
(e )
a b ℓ̄a ,L eb ,RΦ+ f
(p )
a b q̄a ,L pb ,RΦ
c + f (n )a b q̄a ,L nb ,RΦ+ c.h. (6.75)
Les termes de masse correspondants sont





f (e )a b ēa ,L eb ,R + f
(p )
a b p̄a ,L pb ,R + f
(n )
a b n̄a ,L nb ,R
©
+ c.h. (6.76)
Nous avons donc affaire à des matrices de masse
M






(e ,p ,n )
a b (6.77)
qu’il faut diagonaliser afin d’identifier les états propres du hamiltonien sans interactions.
Transformation biunitaire Cette diagonalisation peut se faire à l’aide d’une transformation bi-
unitaire (ou décomposition en valeurs singulières, DVS) :
M = SMd T
† (6.78)
où la matrice Md est diagonale et les matrices S et T sont unitaires. On montre relativement faci-
lement que toute matrice M peut être diagonalisée de cette façon : la matrice M M † étant hermi-
tienne, elle peut être diagonalisée par une matrice unitaire U1 : U1M M
†U †1 =M
2
D , où MD est une
matrice diagonale. Le fait que M 2D soit définie positive (ses éléments sont tous positifs) provient
de ce que M M † est aussi définie positive ; ceci parce que x †M M † x = |M † x |2 est positif pour tout
vecteur x . Ensuite, définissons la matrice U2 =M −1D U1M . Cette matrice est unitaire : on vérifie ai-
sément que U †2 U2 = 1. Par contre, on constate immédiatement que M =U
†
1 MD U2, ce qui prouve
notre assertion initiale.
La diagonalisation est nécessaire afin de pouvoir interpréter les interactions en fonction de parti-
cules bien définies. Il s’agit ici de l’équivalent des modes normaux dans un système d’oscillateurs.
On doit d’abord identifier les modes normaux avant de traiter les effets non linéaires dans un tel
système, c’est-à-dire l’équivalent ici des interactions.
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États propres de jauge et états
propres de la masse
Effectuons un changement de notation : tous les champs considé-
rés précédemment seront affublés d’un prime (′) et seront quali-
fiés d’« états propres de jauge », en ce sens que les courants char-
gés et neutres sont diagonaux en fonction de ces champs. Les termes de masses, cependant, ne le
sont pas, et ont la structure ψ̄′L Mψ
′
R , oùψ






†ψ′R = ψ̄L MdψR (6.79)
où on a défini les champs diagonaux (états propres de la masse) ψL = S †ψ′L et ψR = T
†ψ′R . En
inversant ces relations, on trouve
ψ′L = SψL et ψ
′






e ′L = S
(e )eL
p ′L = S
(p )pL
n ′L = S
(n )nL
e ′R = T
(e )eR
p ′R = T
(p )pR
n ′R = T
(n )nR
(6.80)
Ceci implique que les courants chargés et neutres ne sont pas diagonaux dans les nouveaux champs
e , p et n et donc que l’interaction faible peut effectuer des transitions entre les différentes familles.
Voyons comment cela fonctionne : la contribution des quarks au courant chargé J +µ devient, en






µσ+q ′L = p̄
′
Lγ
µn ′L = p̄L S
(p )†γµS (n )nL = p̄Lγ
µU nL (6.81)
où la matrice U = S (p )†S (n ) est unitaire, et caractérise un mélange des quarks (d , s , b ) se couplant au
quark u dans le courant chargé.
Ceci signifie, par exemple, que dans les diagrammes de la fig. 6.6, le quark d devrait être remplacé
par la combinaison U11d +U12s +U13b , et donc que des processus sont possibles par lesquels un
quark s se désintègre en quark u et en leptons. La matrice U porte le nom de matrice de Cabibbo-
Kobayashi-Maskawa (matrice CKM), et ses éléments forment aussi des paramètres du modèle stan-
dard (en fait, seuls quatre paramètres sont vraiment indépendants dans la spécification de cette






c12c13 s12c13 s13 e
−iδ13
−s12c23− c12s23s13 eiδ13 c12c23− s12s23s13 eiδ13 s23c13





où ci j = cosθi j et si j = sinθi j . Les quatre paramètres utilisés ici sont θ12, θ13, θ23 et δ13. Les valeurs





0, 97383 0, 2272 0, 00396
0, 2271 0, 97296 0, 04221





Angle de Cabibbo Le cas de deux familles est plus simple, et a été étudié plus tôt. Dans ce cas, la
matrice CKM est 2× 2 et ne comporte comme paramètre indépendant qu’un
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ce qui donne le courant chargé hadronique suivant :














µdL + sinθc ūLγ
µsL − sinθc c̄LγµdL + cosθc c̄LγµsL
(6.85)
De cette manière, on conclut que l’amplitude du processus de désintégration s → ueν est tanθc
fois l’amplitude correspondante pour la désintégration du quark d . La valeur observée de l’angle
de Cabibbo est θc = 0, 222. Mais gardons à l’esprit que la matrice CKM est en réalité 3× 3 et que
d’autres angles et phases interviennent. Mais le mélange entre la première et la deuxième famille
est le plus important.
6.D.3 Cas des leptons et des courants neutres
Les neutrinos n’ayant pas de masse (en raison de l’absence des neutrinos droitsνR ), la contribution









µe ′L = ν̄
′
Lγ
µS (e )eL (6.86)
Mais les neutrinos n’ayant pas de masse, les trois espèces sont dégénérées. Donc on peut sans peine
définir ν= S (e )†ν′ sans affecter les masses (nulles) des neutrinos : ν′ et ν représentent tous les deux
des états propres de la masse. Le courant chargé leptonique reste donc diagonal en fonction des





Voir cependant la question 6.2.
Courants neutres Les courants neutres ne sont pas non plus affectés par le changement de
base dans l’espace des familles, c’est-à-dire que leur forme demeure la même
qu’avant la transformation, simplement parce qu’ils sont diagonaux. En effet,




























= 12 ν̄L S
(e )†γµS (e )νL − 12 ēL S





(p )†γµS (p )pL − 12 n̄L S
(n )†γµS (n )nL
= 12 ν̄Lγ




µpL − 12 n̄Lγ
µnL (6.88)
car les matrices S (e , p , n ) sont diagonales. Le résultat est donc encore diagonal dans l’espace des
familles et les courants neutres (c’est-à-dire le Z ) ne peuvent pas induire de changement de famille.
Tout phénomène découlant d’un courant neutre modifiant la famille (angl. flavor-changing neutral
current) serait au-delà du modèle standard et n’a jamais été observé. Il en va bien sûr de même du
courant électromagnétique.
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Résumé : Lagrangien du modèle standard avec trois familles de fermions
On néglige ici les fluctuations du champ de Higgs : seule la valeur moyenne est prise en compte et se re-



































































+ g sinθW Im

(∂µWν− ∂νWµ)∗(AµW ν−AνW µ)+ (∂µAν− ∂νAµ)(W ∗µW ν−W ∗νW µ)

+ g cosθW Im






L + i ē
aγµ∂µe
a + i p̄ aγµ∂µp
a + i n̄ aγµ∂µn
a termes cinétiques
−m (e ,a )ē a e a −m (p ,a )p̄ a p a −m (n ,a )n̄ a n a masses des fermions







(J ·W + J ∗ ·W ∗) interactions boson-fermion
où les courants sont donnés par
J µem = −ē
aγµe a + 23 p̄
aγµp a − 13 n̄
aγµn a courant électromagnétique
J µ = ν̄aLγ
µe aL +Ua b p̄
a
L γ
µn bL U : matrice CKM courant chargé






µe aL + p̄
a
L γ





J µ0 = J
3µ− sin2θW J µem courant neutre
On somme sur les indices répétés. Les champs de fermions représentent les particules suivantes, avec les
mêmes symboles :
ν1 = νe ν
2 = νµ ν
3 = ντ neutrinos
e 1 = e e 2 =µ e 3 =τ leptons chargés Q =−1
p 1 = u p 2 = c p 3 = t quarks Q = 23
n 1 = d n 2 = s n 3 = b quarks Q =− 13
Constantes de couplage et angle de Weinberg :
sin2θW = 0, 23120(15)
g 2
4π
≈ (31, 683)−1 e = g sinθW mW = 80, 398 GeV mZ = 91, 19 GeV
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E Physique des neutrinos
6.E.1 Détection des neutrinos
La première « détection » des neutrinos a eu lieu en 1955 et a valu un prix Nobel à F. REINES. La
réaction en jeu était la suivante :
p + ν̄e → n + e + (6.89)
Les antineutrinos provenaient de la désintégration de neutrons produits par un réacteur nucléaire.
Comme les neutrinos traversent aisément tout matériau, il est possible d’aménager un détecteur à
l’extérieur du réacteur sans qu’aucun neutron en provenance du même réacteur ne puisse y par-
venir, en raison de l’enveloppe du réacteur. Les antineutrinos frappent alors une cible contenant
naturellement une forte densité de protons. Le positron produit par la réaction s’annihile avec un
électron pour produire deux photons d’énergies pratiquement égales. Le neutron produit, lui, est
capturé par du Cadmium présent dans la cible et cette capture est suivie d’une émission gamma de
8 MeV par le noyau de Cadmium excité. La détection de la paire de photons et du gamma à 8 MeV
à quelques microsecondes d’intervalle est un signe certain que la réaction s’est produite.
Les antineutrinos ne sont donc pas détectés directement : ce sont les produits d’une réaction les
impliquant qui sont détectés. Mais cela n’a rien d’inhabituel, car en y pensant bien, toutes les par-
ticules sauf les photons visibles sont détectées de cette manière. La seule différence réside dans la
chaîne de réactions nécessaire, qui est légèrement plus complexe pour les neutrinos que pour des
neutrons, par exemple.
L’un des détecteurs de neutrinos en service jusqu’à récemment est situé à l’observatoire de neu-
trinos de Sudbury (SNO). Ce détecteur était particulier en ce qu’il était basé sur des réactions im-
pliquant le deutéron. Comme le Canada produit de grandes quantités d’eau lourde en raison de sa
filière nucléaire particulière, il constitue un endroit privilégié pour accueillir un tel détecteur. Le
SNO était enfoui à 2 000m sous la terre, dans une mine de Nickel. Il était constitué d’une cavité
sphérique de 12m de diamètre remplie d’eau lourde (1 000 tonnes) et bordée de 9 600 photomulti-
plicateurs. La grande profondeur du détecteur était nécessaire afin de s’assurer qu’il soit à l’abri des
rayons cosmiques et que seuls les neutrinos puissent y parvenir. Les réactions observables dans ce
détecteur étaient les suivantes :
νe +d → p +p + e
ν+d → p +n +ν
ν+ e → ν+ e
(6.90)
La première réaction ne peut faire intervenir que des neutrinos électroniques, car les autres saveurs
de neutrinos, s’ils proviennent des réactions solaires, n’auraient pas l’énergie suffisante pour créer
un muon ou un tau. Par contre, les deux autres réactions sont possibles avec n’importe laquelle
saveur de neutrino. La deuxième réaction est une dissociation du deutéron induite par un neutrino,
et la troisième une simple diffusion élastique avec un électron. Les particules chargées parmi les
produits sont détectées par rayonnement Tchérenkov, c’est-à-dire qu’elles vont plus vite que la
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lumière dans l’eau et donc qu’elles donnent naissance à un front d’onde conique dont l’angle est
directement relié à la vitesse de la particule.
6.E.2 Faisceaux de neutrinos
Il est possible d’aménager des faisceaux de neutrinos, même si on ne peut pas les contrôler di-
rectement. Le principe de base est illustré à la figure 6.7. Un faisceau de protons de haute énergie
est envoyé sur une cible, générant ainsi des pions et des kaons secondaires. Ces secondaires sont
ensuite filtrés dans un collimateur qui, à l’aide d’aimants dipolaires et quadripolaires, produit un
faisceau de pions et de kaons beaucoup plus homogène en quantité de mouvement. Ce faisceau
épuré parcourt ensuite un tunnel de désintégration dans lequel la plus grande partie des hadrons
s’est désintégrée en neutrinos muoniques et en muons. La prochaine étape du parcours est un tam-
pon d’acier qui élimine les muons du faisceau, ne laissant que les neutrinos muoniques. Un filtre
de terre, beaucoup plus long, suffit à éliminer toutes les particules résiduelles. Il reste un faisceau
de neutrinos, assez bien résolu en énergie, qui progresse vers le détecteur.
p
cible












Génération d’un faisceau de neutrinos. Les différentes composantes ne sont pas à l’échelle. En particulier,
plusieurs centaines de kilomètres peuvent séparer le détecteur de neutrinos du reste.
C’est grâce à un tel faisceau artificiel de neutrinos que les premiers signes de l’existence du courant
neutre ont été observés, au CERN, en 1973. La réaction impliquée est la diffusion entre un électron
et un neutrino muonique :
νµ+ e → νµ+ e (6.91)






6.E.3 Oscillations de neutrinos
L’un des paradoxes les plus connus entourant le modèle standard est le phénomène de l’oscillation
des neutrinos. Le problème est le suivant : à la fin des années 1960, R. Davis et son équipe construi-
sirent un détecteur dont l’objectif était de mesurer le flux de neutrinos électroniques en provenance
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du Soleil. Le flux de neutrinos solaire est prédit avec une bonne précision par un modèle très solide
des réactions nucléaires au coeur du soleil. Le résultat essentiel de cette expérience fut que seule-
ment un tiers des neutrinos attendus était observé. Ce paradoxe fut appelé par la suite le « problème
des neutrinos solaires ». Une solution possible à ce paradoxe était une remise en question du mo-
dèle solaire, ce qui s’avéra irréaliste en raison de la robustesse de celui-ci. La solution retenue fut
plutôt l’existence d’oscillations entre les trois saveurs de neutrinos (νe ,νµ etντ). Cela signifie qu’un
neutrino, créé en tant que νe , se transforme au cours de sa propagation en νµ et en ντ (on dit qu’il
« oscille » entre les trois saveurs de neutrinos). Ceci est possible si les états propres de la masse ne
sont pas les mêmes que les états propres de jauge, comme pour les quarks, et requiert bien évidem-
ment que les neutrinos aient une masse, aussi faible soit-elle.
Dans les années 1990s, grâce à des détecteurs sensibles aux trois espèces de neutrinos, tel le SNO,
on a pu confirmer que le flux total de neutrinos est bel et bien trois fois le flux des neutrinos élec-
troniques, ce qui résout de manière satisfaisante le problème des neutrinos solaires.
Reste à savoir d’où vient la masse des neutrinos et quelle forme précise elle prend. Voir à cet effet
le problème 6.2.
6.E.4 Désintégration du pion chargé
Le pion chargé (π±) se désintègre, via émission d’un W virtuel, en un lepton et son neutrino (voir
fig. 6.8). Étant donnée la masse du pion (139 MeV), les seules possibilités sont
π−→µ+ ν̄µ et π−→ e + ν̄e (6.93)
Or, il se trouve que le rapport d’embranchement Γµ/Γe entre ces deux processus est d’environ 8 000.
Autrement dit, il est 8 000 fois plus probable que le pion se désintègre en muon qu’en électron. À
première vue, cela peut paraître paradoxal, car l’espace des phases favorise le deuxième processus,
la masse de l’électron étant très petite par rapport à celle du pion. Mais nous allons voir que c’est
justement la petitesse de la masse de l’électron qui en fait un canal de désintégration si improbable
pour le pion. Un argument simple est le suivant : plaçons-nous dans le repère du pion. Son spin
étant nul, il faut que le moment cinétique total des produits de sa désintégration soit nul lui aussi.
L’électron et l’antineutrino s’en vont dans des directions opposées. Comme l’antineutrino est sans
masse, son spin est dans la même direction que sa quantité de mouvement (seuls les antineutrinos
droits existent). Si l’électron était lui aussi sans masse, son spin serait dans la direction opposée à sa
quantité de mouvement, soit la même direction que le spin de l’antineutrino, car seule la compo-
sante gauche de l’électron intervient dans l’interaction faible, responsable de la désintégration du
pion. Ceci donnerait une projection totale du spin égale à 1 dans la direction de l’antineutrino, en
conflit avec la conservation du moment cinétique et donc interdit. Comme la masse de l’électron
n’est pas nulle, le processus n’est pas complètement interdit, mais simplement fortement désavan-
tagé par rapport au canal muonique. En fait, l’amplitude de la composante droite de l’électron est
de l’ordre de m/E , E étant l’énergie de l’électron et m sa masse, ce qui mène à une probabilité rela-
tive de l’ordre de (m/E )2 pour le canal électronique. Comme E ∼ 70MeV et m ∼ 0, 5MeV, ce rapport
est d’environ 140−2 ∼ 1/20 000. En tant compte cependant de l’avantage apporté par le plus grand
espace de phases associé au canal électronique, ce rapport est augmenté à 1/8 000.
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FIGURE 6.8




Nous allons maintenant procéder à un calcul plus détaillé. Le lagrangien (6.38) est à l’origine de ce
processus. Le vertex correspondant doit tenir compte de ce qu’uniquement les fermions gauches





















où F µ est un quadrivecteur représentant la partie « pion » de l’amplitude. Le seul quadrivecteur dis-
ponible est la quadri-impulsion pµ du pion, et donc nous allons supposer que ce facteur a la forme
F µ = fπpµ, où fπ est une constante inconnue ayant les unités d’une masse. On montre ensuite (voir






















2(p2 ·p )(p3 ·p )−m 2πp2 ·p3
	
(6.98)
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En substituant les valeurs des masses, on trouve que ce rapport vaut 1, 28×10−4. L’expérience donne
plutôt la valeur (1, 23±0, 02)×10−4, ce qui constitue une excellent confirmation de l’hypothèse faite
sur la forme de F µ. La comparaison avec la mesure de Γπ→µ donne d’ailleurs la valeur fπ = 93 MeV.
F La symétrie CP et sa brisure
l’interaction faible brise la parité, car seuls les fermions gauches interviennent dans la symétrie de
jauge SU(2). Cette violation est maximale, en ce sens qu’elle n’est pas caractérisée par un petit para-
mètre, mais est aussi grande qu’elle pourrait l’être. Cette brisure de la parité P s’accompagne d’une
brisure correspondante de la conjugaison de charge C .
En effet, lorsqu’on applique l’opérateur de conjugaison de charge sur un spineur droit, on obtient





2((1+γ5)ψ)∗ = 12 (1−γ
5)iγ2ψ∗ = (ψc )L (6.102)
parce que γ5 anticommute avec γ2. En clair, l’opération de conjugaison de charge remplace la com-
posante droite d’une particule par la composante gauche de son antiparticule. Or, dans la théorie
électrofaible, on trouve des neutrinos gauches et des antineutrinos gauches, mais pas de neutrinos
et d’antineutrinos droits. Donc cette théorie n’est pas invariante par conjugaison de charge.
Notons cependant qu’elle est invariante sous l’action combinée de la parité et de la conjugaison de
charge. L’opération de parité échange les composantes droite et gauche, de sorte que l’opération
C P change un neutrino droit en un antineutrino droit, et la théorie est bel et bien invariante par
cette opération. On dit alors qu’elle conserve C P .
L’une des conséquences de cette conservation de C P est le mélange des kaons neutres, expliqué
par Gell-Man et Pais en 1955. Les kaons neutres K 0 et K̄ 0 sont les antiparticules l’une de l’autre.
Leur contenu en quarks est
K 0 = s̄ d K̄ 0 = s d̄ (6.103)
Ces particules sont, en quelque sorte, des états propres des interactions fortes, qui les créent sous
cette forme lors de réactions hadroniques. Par contre, ces particules ne sont pas des états propres
de C, car, symboliquement, C |K 0〉 = |K̄ 0〉 et C |K̄ 0〉 = |K 0〉. Ce sont cependant des états propres de
P , avec une parité intrinsèque η = −1. Comme la désintégration de ces particules est gouvernée
par l’interaction faible, il est normal de chercher à les décrire par des états propres de CP, qui est
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|K̄ 0〉− |K 0〉

= |K1〉 (6.105)
Les deux états K1 et K2 ne se désintègrent pas de la même façon. K1 peut se désintégrer en deux
pions : K1 → π+π− ou K1 → π0π0. En effet, plaçons-nous dans le référentiel du kaon ; l’état initial
et l’état final ont un spin nul et le moment cinétique orbital des deux pions est donc nul. La parité
de la fonction d’onde des deux pions est donc +1. Lorsqu’on applique une inversion de l’espace,
les deux pions, qui s’en vont dans des directions opposées, sont échangés, et ils sont échangés de
nouveau lorsqu’on applique la conjugaison de charge, car ils sont l’antiparticule l’un de l’autre (le
π0 est, quant à lui, sa propre antiparticule, ce qui revient au même). Donc l’état final est invariant
par C P , c’est-à-dire qu’il est un état propre de C P avec valeur propre+1. La désintégration est donc
permise, en vertu de la conservation de C P dans l’interaction faible. Par contre, K2 ayant C P =−1
– c’est-à-dire, une valeur propre de C P égale à −1 – ne peut pas se désintégrer en deux pions, mais
il peut se désintégrer en trois pions : K2→ πππ. Comme l’énergie cinétique disponible dans l’état
final est moindre dans ce cas, l’espace des phases est plus restreint et le taux de désintégration est
plus faible, menant à des vies moyennes différentes :
τ1 = 0, 9×10−10 s τ2 = 0, 5×10−7 s (6.106)
Le K2 vit en moyenne 550 fois plus longtemps que le K1.
FIGURE 6.9
Évolution dans le temps de la probabilité de trouver un
kaon K 0 et un antikaon K̄ 0 dans un faisceau ne conte-
nant initialement que des K 0.










Nous pouvons caractériser la propagation de ces particules en spécifiant leur masse et leur vie
moyenne inverse Γ =τ−1. En fonction du temps, l’état |K1〉 évolue de la manière suivante :
|K1(t )〉= a1(t )|K1〉 où a1(t ) = a1(0)e−i m1t−Γ1t /2 (6.107)
et pareillement pour K2. Les conditions initiales font que seuls les K0 sont produits à t = 0. En effet,
la production associée de quarks s et s̄ fait que l’état s̄ d est formé, mais pas l’état s d̄ , simplement
parce qu’il n’y a pas de quark d̄ dans la cible frappée par le faisceau de l’accélérateur. Le s̄ se com-









(|K1〉− |K2〉) , (6.108)
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les conditions initiales sont a1(0) = a2(0) = 1/
p
2, et la probabilité de trouver un K 0 ou un K̄ 0 au
temps t dans le faisceau de kaons ainsi créé est
I (K 0) = 12 |a1(t )+a2(t )|
2 = 14
 
e−Γ1t + e−Γ2t +2 e−(Γ1+Γ2)t /2 cos(∆m t )

I (K̄ 0) = 12 |a1(t )−a2(t )|
2 = 14
 
e−Γ1t + e−Γ2t −2 e−(Γ1+Γ2)t /2 cos(∆m t )
 (6.109)
où ∆m = |m1 −m2|. Ce comportement est illustré à la fig. 6.9. On a mesuré que ∆mτ1 = 0, 477±
0, 002. Ceci équivaut à une différence de masse∆m = 3, 49×10−12 MeV.
Nous avons vu que les K 0 sont produits par impact d’un faisceau de protons sur une cible, alors que
les K̄ 0 ne peuvent être produits de cette façon, car ils contiennent un quark d̄ qui n’existe pas dans
la cible. Ce quark est généré par l’interaction faible au cours de la propagation du kaon. Lorsque le
faisceau de kaons frappe une cible, la situation est inversée : l’antikaon K̄ 0 peut réagir facilement
avec la matière de la cible, car le quark d̄ qu’il contient peut facilement s’annihiler avec les quarks
d de la cible, alors que le quark s du kaon ne peut pas s’annihiler avec un anti-s, absent de la cible.
Donc les anti-kaons réagiront facilement avec la cible pour produire d’autre chose alors que les
kaons seront beaucoup moins affectés par la cible et pourront la traverser intacte (ce sont toutes
les deux des particules neutres et donc seules les interactions fortes les affectent d’une manière
importante dans la cible). Ce phénomène est appelé régénération, même si en réalité les kaons ne
sont pas régénérés : ce sont les anti-kaons qui sont éliminés du faisceau qui traverse la cible. En
mesurant le flux de kaons sortant de la deuxième cible, en fonction de la distance entre la première
cible (qui produit les kaons en premier lieu) et la deuxième, on arrive à mesurer l’amplitude |a1(t )+
a2(t )|2 et à confirmer les prédictions de la fig. 6.9.
La physique des kaons est une application particulièrement frappante de la mécanique quantique
d’un système à deux niveaux, et illustre très bien la notion de particule en mécanique quantique,
avec les superpositions possibles qu’elle implique.
6.F.1 Brisure de CP
Les kaons neutres existent donc en deux espèces, qu’on a appelé K1 et K2, mais qu’on devrait de
manière plus prudente appeler K 0S et K
0
L (S et L pour short et long) désignant respectivement les
états à vie moyenne courte et longue. Si la symétrie C P est exacte, alors KS coïncide avec K1 et KL
avec K2.
En 1964, les équipes de Cronin et Fitch ont montré que le kaon KL , qui en principe ne devrait pas se
désintégrer en deux pions en raison de la conservation de CP, parvient quand même à se désintégrer
dans ce canal, avec un rapport d’embranchement toutefois assez petit :
K 0L →π
+π−
K 0L →modes chargés
= 0, 002 (6.110)
Donc K 0L , un état propre de l’interaction faible, n’est pas un état propre parfait de CP ; il y a une petite
déviation. Cette révélation créa une onde de choc dans le monde de la physique des particules,
comparable à celle qu’avait créée la découverte de la brisure de la parité en 1957.
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Un théorème très robuste de la physique théorique des particules stipule que la combinaison des
opérations C, P, et T doit vraiment laisser l’univers invariant. En clair, selon ce théorème CPT, notre
univers est entièrement équivalent à un autre univers obtenu en inversant l’espace, en inversant
le cours du temps et en remplaçant la matière par l’antimatière. Il découle de ce théorème, par
exemple, que la masse des particules doit être rigoureusement identique à celle des antiparticules.
Pratiquement personne ne met en doute la conservation de CPT.
La violation de C P entraîne donc que la symétrie T est violée également, c’est-à-dire que les lois
microscopiques de la physique ne sont pas invariantes par inversion du temps. Cette asymétrie ne
se manifeste que dans l’interaction faible, et de manière assez petite, mais elle existe tout de même.
L’importance de la brisure de C P vient de la cosmologie. Notre univers comporte, heureusement,
un excédent de matière sur l’antimatière. Le nombre de nucléons dans l’univers est environ un
milliard de fois plus petit que le nombre de photons. Si on suppose que ces photons sont venus
de l’annihilation des quarks avec les antiquarks (et des électrons avec les positrons), on doit sup-
poser qu’à l’époque où le rayonnement était en équilibre avec la matière (c’est-à-dire qu’il y avait
autant de créations de paires particule-antiparticule que d’annihilations), l’excédent de quarks sur




Cette petite différence a permis à la matière de survivre ; autrement, l’univers ne contiendrait que
des photons. En 1967, le physicien russe A. Sakharov – plus connu en tant que père de la bombe H
soviétique et plus tard comme le plus célèbre des dissidents russes – a énoncé trois conditions qui,
ensemble, peuvent expliquer l’excédent de matière sur l’antimatière dans notre univers :
1. Une brisure de l’inversion du temps dans les lois fondamentales.
2. Une phase dans l’évolution de l’Univers, peu après le big bang, où l’équilibre thermodyna-
mique était rompu.
3. Un mécanisme, dans les interactions fondamentales, qui viole la conservation du nombre
de baryons, c.-à-d., qui peut changer le nombre net de quarks.
La première condition est respectée par l’interaction faible, même si on ne connaît pas explicite-
ment la cause profonde de cette brisure. 8 La deuxième est acquise aussi, car il suffit que l’expan-
sion de l’univers après le big bang soit, à un moment donné, plus rapide que le temps moyen d’une
réaction importante. La troisième nécessite d’aller au-delà du modèle standard, vers un modèle
d’unification des forces fondamentales.
Mésons B La brisure de C P n’est pas l’apanage des kaons, quoique les kaons neutres soient à
ce jour le principal système physique où la brisure de C P (ou de T) a été observée.
La violation de C P a été observée plusieurs fois depuis 2001 dans des expériences impliquant des
mésons B . Les mésons B 0 et B̄ 0 sont formés d’un quark b et d’un antiquark d , ou l’inverse, et sont
des cousins massifs des kaons. Les expériences dédiées à la production de mésons B sont appelées
des « usines à B » (B-factories, en anglais). Une usine à B se base sur un collisionneur électron-
positron. La masse invariante de la paire e ē est ajustée juste à la valeur de la résonance Υ (4s ), soit
8. On sait cependant comment la paramétrer : un élément complexe de la matrice CKM suffit. Mais cela n’explique
pas comment une telle phase dans la matrice CKM est apparue.
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un état excité du quarkonium b̄ b ayant une énergie juste au-dessus du seuil de la désintégration
Υ → B B̄ . La production des mésons B est alors abondante. Afin de produire un faisceau de mésons
B , on donne aux faisceaux d’électrons et de positrons des énergies différentes (on dit que les deux
faisceaux sont « asymétriques »), de sorte que le référentiel du centre de masse se déplace à une
certaine vitesse, qui est grosso modo celle des mésons B produits.
G L’unification des forces
Le modèle standard, en dépit du remarquable schéma d’intégration des interactions fondamen-
tales qu’il représente, ne les unifie pas vraiment en une seule théorie, car les trois interactions –
forte, faible et électromagnétique – sont décrites par des constantes de couplages indépendantes.
Certaines caractéristiques du modèle standard demandent d’ailleurs des explications qui ne sont
pas intégrées au modèle lui-même :
1. Pourquoi y a-t-il trois familles de particules élémentaires ?
2. Pourquoi la charge électrique est-elle quantifiée ?
3. Quelle est l’origine des paramètres du modèle standard ? Ces paramètres sont au nombre de
17 : les masses des particules (six pour les quarks, trois pour les leptons), les trois constantes
de couplage, les quatre paramètres indépendants de la matrice CKM et enfin la valeur de v
dans le mécanisme de Higgs.
Depuis les années 1970, plusieurs théories ont été proposées dans le but de répondre à certaines
de ces questions et d’unifier les interactions électrofaible et forte dans une même théorie de jauge.
Aucune de ces théories n’a été retenue définitivement, car leurs prédictions sont très difficiles à vé-
rifier. De telles théories portent le nom de théories de grande unification, ou TGU (en anglais grand
unified theories, ou GUTs). L’idée de base est de supposer qu’un groupe de jauge supérieur G gou-
verne toutes les forces également. Les groupes de jauge de la QCD et de la théorie électrofaible sont
des sous-groupes de G :
SU (3)×SU (2)×U (1)⊂G (6.112)
La théorie de jauge basée sur G subit un mécanisme de brisure spontanée de la symétrie, sem-
blable au mécanisme de Higgs, mais à une échelle d’énergie beaucoup plus élevée, appelée échelle
de grande unification.
Quantification de la charge
électrique
Une telle théorie expliquerait, par exemple, la quantification de la
charge électrique. Pour comprendre cette explication, procédons
encore une fois par analogie avec le moment cinétique. Considérons
un atome plongé dans un champ magnétique, et en particulier un multiplet d’états de moment ci-
nétique j > 0. Dans le champ magnétique, les 2 j+1 états du multiplet se séparent en niveaux d’éner-
gie différents, avec des valeurs propres de Jz également espacées entre − j et + j . Dans cette situa-
tion, le système ne jouit plus d’une invariance par rotation complète – par le groupe SO (3)∼ SU (2)
– mais d’une invariance réduite par le groupe SO (2) = U (1), en raison de la présence du champ
magnétique. Les représentations du groupe U (1) sont toutes unidimensionnelles, car U (1) est abé-
lien, et sont donc spécifiées par une phase : ei mϕ , oùϕ est l’angle de rotation par rapport à l’axe du
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champ. D’un point de vue strictement mathématique, m peut prendre des valeurs quelconques si
la symétrie U (1) est le fin mot de l’histoire. Cependant, comme la symétrie U (1)dans ce cas provient
de la brisure d’une symétrie plus grande – en l’occurrence SU (2) – les valeurs de m sont dictées par
les représentations de ce groupe plus grand : elles vont de − j à j et sont espacées de 1. En particu-
lier, leur somme est nulle. Ce dernier point est une propriété générale de toute inclusion du groupe
U (1) dans un groupe de Lie plus grand.
Maintenant, portons notre attention sur les valeurs de l’hypercharge faible (Y ) dans le modèle stan-
dard. On constate que la somme des valeurs de Y est nulle à l’intérieur d’une même famille (il faut
compter la valeur de Y associée à chaque quark trois fois, en raison de la couleur). Ceci est considéré
comme un signe sûr que la symétrie de jauge U (1)Y est en faite dérivée d’une symétrie plus grande,
une symétrie de jauge nécessairement : les symétries de jauge imbriquées sont le reflet d’interac-
tions imbriquées.
Unification des constantes de
couplage
L’unification des interactions sous un groupe de jauge unique a
des implications sur la dépendance des constantes de couplage
en fonction de l’énergie. La constante de couplage unique gu de
la théorie unifiée se sépare en trois constantes g s , g et g
′ pour les parties forte et électrofaible de la
théorie résultant de la brisure spontanée, et ces trois constantes de couplage évoluent différemment









où la constante b dépend de la théorie (Ng est le nombre de familles de particules élémentaires) :
12πb = 33−4Ng SU(3) – QCD
12πb = 22−4Ng + 12 SU(2) – faible
12πb =−4Ng U(1)
(6.113)
Les termes positifs de ces expressions proviennent de boucles de bosons (33 pour les bosons de
jauge de SU (3), 22 pour ceux de SU (2), 12 pour le boson de Higgs. Les termes négatifs proviennent
des boucles de fermions. Les trois constantes de couplages sont connues à des précisions diverses.
En particulier, on a mesuré la constante α3 de la QCT avec la meilleure précision à l’échelle de la
masse du méson Υ , et on trouve α3(M 2Υ ) ∼ 0, 16± 0, 02. Pour que ces trois constantes coïncident à
une échelle d’énergie s =M 2GU donnée, il faut que les conditions suivantes soient remplies (voir fig.
6.10) :
sin2θW = 0, 21±0, 01 MGU = 2−8×1014 GeV αGU = 0, 024 (6.114)
où αGU est la constante de couplage de la TGU à l’échelle d’énergie MGU . Il est remarquable que
l’angle de Weinberg prédit par l’hypothèse de la TGU concorde avec les valeurs mesurées autre-
ment. Cependant l’échelle d’énergie MGU à laquelle se produit cette unification est cent milliards
de fois plus grande que celle que peut produire le plus puissant des accélérateurs présentement en
fonction. C’est donc dire que la physique des interactions unifiées est loin de nos capacités expéri-
mentales.
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FIGURE 6.10
Évolution schématique, en fonction de
l’échelle d’énergie, des constantes de cou-
plages de la QCD (α3) et de la théorie élec-
trofaible (α2 pour SU (2) etα1 pour U (1)Y ).
Les trois constantes convergent à peu près
à une échelle d’énergie appelée échelle
de grande unification, et qui vaut environ
1014 GeV, après quoi une seule constante


















Théorie unifiée basée sur le
groupe SU(5)
Nous allons décrire brièvement la plus connue d’entre elles, basée
sur le groupe de jauge SU(5), proposée par S. GLASHOW et H. GEORGI.
Dans cette théorie, les quarks des trois couleurs et les leptons sont
intégrés, famille par famille, dans des représentations du groupe SU(5). La plus simple de ces re-
présentations est la représentation fondamentale, de dimension 5, et on y agence les quarks d et
les leptons comme suit :
5 : (d1, d2, d3, e




3 , e ,−ν)L (6.115)
où l’indice 1,2,3 des quarks désigne la couleur, et le symbole c désigne l’antiparticule (c.-à-d.
e c = e +). SU(5) possède aussi une représentation de dimension 10, sous la forme d’une matrice
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Notons que (u ci )L contient en fait ui R , et donc le contenu de 10 et 5 est exhaustif.
Les champs de jauge de la théorie SU(5) sont au nombre de 52 − 1 = 24. De ce nombre, huit sont
les précurseurs des gluons et quatre les précurseurs des bosons W ±, Z et du photon. Il reste douze
bosons de jauge qui acquièrent une masse de l’ordre de 1014 GeV lors de la brisure spontanée de
SU(5). Ces douze bosons de jauge sont notés X ±α et Y
±
α et forment des doublets d’isospin faible
(X , Y ) et des triplets de couleur (X1, X2, X3) et (Y1, Y2, Y3). Les bosons X portent en outre une charge
électrique ± 43 et les bosons Y une charge ±
1
3 .
La théorie SU(5) explique naturellement que la charge des quarks doit être en multiples de 13 et celle
des leptons en multiples de 1. Une autre caractéristique est que cette théorie fournit un mécanisme
pour la non-conservation du nombre baryonique. Autrement dit, il existe des processus qui per-
mettent la transformation d’un quark en lepton, par émission ou absorption d’un boson de jauge
X . Les diagrammes de Feynman typiques impliquant les bosons X et Y sont illustrés à la fig. 6.11.
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Diagrammes de Feynman impliquant les bosons X et Y de la théorie de grande unification SU(5). Notez
qu’une antiparticule entrante, comme u c , équivaut à une particule sortante, de sorte que les processus
illustrés ici ne conservent pas la nombre baryonique (ou le nombre de quarks).
En particulier, un processus possible est la désintégration du proton, qui pourrait s’effectuer par
l’intermédiaire d’un boson X , comme illustré ci-dessous. Un d spectateur est sous-entendu, et le






La vie moyenne estimée du proton par ce processus est située entre 1028 et 1032 années. L’estimation
expérimentale de la vie moyenne du proton dans le processus p → e +π0 est supérieure à une valeur
allant de 1031 et 1033 années. La prédiction de la théorie SU(5) est donc marginalement rejetée par
l’expérience. Mais les incertitudes sont énormes tant que la masse des hypothétiques bosons X et
Y n’est pas estimée avec plus de précision.
Autres théories unifiées Une autre théorie d’unification intéressante est basée sur le groupe
SO (10). Elle a l’avantage esthétique que tous les fermions d’une même
famille sont groupés en une seule représentation de dimension 16 (dite spinorielle) de SO (10). Le
fermion supplémentaire représente alors le neutrino droit. Un mécanisme élégant de brisure de
symétrie, dit « en dents de scie » permet naturellement d’expliquer que les neutrinos ont une masse
beaucoup plus petite que les autres fermions. Le groupe SO (10) est de dimension 45, ce qui suppose





Pourquoi un terme de masse pour les leptons ou les quarks viole-t-il la symétrie de jauge SU(2) ?
stepQuestion 6.2
Neutrinos droits Si les neutrinos droits (νR ) existaient en tant que singulets de SU (2), quel devrait
être leur hypercharge faible Y ? Pourrait-on alors écrit un couplage de Yukawa avec les leptons
gauches et le champ Φmenant à un terme de masse pour les neutrinos ? Quelle serait, par contre,
la conséquence d’un tel terme ?
Problème 6.1 Théorie de Fermi de l’interaction faible






d3r (p̄γµn )(ēγµν) (6.118)
où p , n , ν, et e sont les spineurs décrivant respectivement le proton, le neutron, le neutrino et
l’électron. Par définition, γµ = gµνγν.
Considérez que l’état initial |i 〉 du système est un neutron au repos, et que l’état final | f 〉 contient
un proton, un électron et un antineutrino. Supposons que le proton, l’électron et l’antineutrino
sont respectivement dans des états de spineur up (pp ), ue (pe ) et vν(pν), et que le neutron d’origine
a un spin ‘up’.
Utilisez la règle d’or pour calculer l’amplitude associée à ce processus de désintégration.
Problème 6.2 Particule de Higgs









où h est une déviation par rapport à la valeur de Φ dans l’état fondamental. Le champ h décrit
justement ce qu’on appelle le boson de Higgs.
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A En appliquant cette définition au Lagrangien du modèle standard, écrivez les termes impli-
quant h . Exprimez vos résultats en fonction des champs W ± et Z . Quelle est la masse de la par-
ticule décrite par le champ h , en fonction des paramètres à votre disposition ? Illustrez les vertex
d’interaction impliquant le champ h et les champs de jauge.
B Comment la particule de Higgs, décrite par le champ h , interagit-elle avec les fermions du mo-
dèle standard ? Écrivez le Lagrangien d’interaction. Donnez un exemple de processus par lesquels
la particule de Higgs pourrait se désintégrer.
Problème 6.3 Processus de désintégration
À l’aide d’un diagramme de flot de particules (quarks ou autres), illustrez comment peuvent se
désintégrer les particules suivantes : essayez de donner plusieurs possibilités là où c’est possible,
mais concentrez-vous sur les processus importants. Consultez le données disponibles pour vé-
rifier que les désintégrations peuvent se produire comme vous le suggérez, et notez le rapport
d’embranchement ainsi que la vie moyenne.
A Le neutron
B Le muon
C Le lepton tau (τ)
D Le pion π+
E Le pion neutre π0
F Le méson lourd Υ (bb̄)
Problème 6.4 Désintégration des kaons
Dessinez des diagrammes de Feynman illustrant les processus de désintégration suivants :
A K +→µ++νµ
B K 0→π++π−
Problème 6.5 Désintégration du pion
A Démontrez l’équation (6.97).
B Démontrez ensuite l’équation (6.99).




A Constantes physiques et facteurs de conversion
constante de Planck ħh 6,582 118 99(16)×10−22 MeV.s
6,582 118 99(16)×10−7 eV.ns
ħh c 197,326 9631(49) MeV.fm
constante de structure fine α 1/137,035 999 679(94)
unité de masse atomique u 931,494 028(23) MeV/c 2
nombre d’Avogadro N0 6,022 141 79(30)×1023 mol−1
constante de Boltzmann kB 8,617 343(15) ×10−5 eV/K
B Unités électromagnétiques
Les unités électromagnétiques sont souvent l’objet de confusion, car plusieurs systèmes différents
sont utilisés en physique. Le tableau ci-dessous résume les différents systèmes (nous avons restauré
la vitesse de la lumière c , pour rendre la discussion indépendante du système d’unités naturelles).
On y définit plusieurs constantes, en fonction desquelles les équations de Maxwell microscopiques
prennent la forme suivante :



























2 λ= 4πkc ·ε0 λ
′
ESU (ou stat-) 1 c −2 1 c −2 c −2 1 4π 4π
EMU (ou ab-) c 2 1 c −2 1 1 1 4π 4π















ε0 µ0 µ0 1 1 1
TABLE 7.1
Constantes électromagnétiques dans les différents systèmes d’unités en usage
La force par unité de longueur entre deux fils parallèles séparés d’une distance d et portant des







et la force magnétique s’exprime comme
F=αL q v∧B (7.4)





De sorte que les équations de Maxwell pour les champs macroscopiques prennent la forme














Un système dans lequel les facteurs géométriques liés à la dimension de l’espace (comme 4π) n’ap-
paraissent pas dans les équations de Maxwell est qualifié de rationalisé. Seuls le système SI et celui
de Heaviside-Lorentz le sont.
Le système de Heaviside-Lorentz est celui qui combine le plus d’avantages fondamentaux :
1. Il est rationalisé, de sorte que les équations fondamentales sont indépendantes de la dimen-
sion de l’espace.
2. Tous les champs ont les mêmes unités, car ε0 =µ0 =λ=λ′ = 1.
3. La vitesse de la lumière y apparaît explicitement et aucune constante artificielle ne figure
dans les équations fondamentales.
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Formule Heaviside-Lorentz gaussien SI














































induction électrique D=E+P D= E+4πP D= ϵ0E+P
induction magnétique B=H+M B=H+4πM B=µ0(H+M)
loi de Gauss ∇·E=ρ ∇·E= 4πρ ∇·E=
ρ
ϵ0


































Relations électromagnétiques dans les trois principaux systèmes d’unités.
C Vecteurs et tenseurs
L’objectif de cette section est d’introduire les notions de composantes covariantes et contrava-
riantes de vecteurs et de tenseurs. Pour rendre la discussion plus intuitive, nous travaillerons dans




Considérons une base {e1, e2, e3} dans l’espace tridimensionnel.
Cette base n’est pas nécessairement orthonormée. Tout vecteur A





où on applique la convention de sommation sur les indices répétés. Les trois quantités Ai sont ap-
pelées composantes contravariantes du vecteur A. La raison de cette appellation est donnée dans ce
qui suit, et est au coeur de la présente annexe. Supposons qu’on procède à un changement de base,
c’est-à-dire qu’on définit une nouvelle base e′i :
e′i = Si
j e j (7.8)
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où la matrice S est non singulière (indice de rangée à gauche, indice de colonne à droite). Le vecteur
s’exprime également dans l’une ou l’autre base :
A= Ai ei = A
′i e′i = A
′i Si
j e j (7.9)
Donc A j = A′i Si j . Les composantes A j doivent s’exprimer en fonction des composantes A′i par
l’intermédiaire d’une matrice S̃ :
A′ j = S̃ j i A
i (7.10)
qui n’est autre que la transposée de l’inverse de S :
S̃ j i Sk
i =δ jk ou S̃S
T = 1 (7.11)
Autrement dit, les composantes contravariantes se transforment à l’aide de la matrice inverse trans-
posée de celle utilisée pour transformer les vecteurs de base (d’où l’expression contravariante).
À la base {ei } on associe une base duale {ei } (l’indice est maintenant en haut) définie par la relation
ei ·e j =δij (7.12)
Comme la relation entre une base et sa duale est la même pour toutes les bases (ei ·e j = e′i ·e′j =δ
i
j )
et qu’elle a la même structure que la relation (7.9), on en déduit immédiatement que les vecteurs de
la base duale se transforment aussi comme les composantes contravariantes lors d’un changement
de base :
e′ j = S̃ j i e
i (7.13)
Autrement dit, la base duale est contravariante.
Tout vecteur peut également être représenté de manière unique sur la base duale, mais cette fois
par des composantes dîtes covariantes :
A= Ai e
i = A′i e
′i (7.14)
Il est maintenant évident que les composantes covariantes méritent ce nom parce qu’elles se trans-
forment de la même manière que les vecteurs de base :
A′i = Si
j A j (7.15)
Les composantes covariantes s’obtiennent par projection du vecteur sur la base originale :
Ai =A ·ei (7.16)
Tenseurs Si {ei } est une base de l’espace vectoriel V , alors les produits {ei ⊗e j } forment une base
de l’espace produit tensoriel V ⊗V . on peut aussi utiliser la base duale, ou deux bases
mixtes : {ei ⊗ e j }, {ei ⊗ e j } et {ei ⊗ e j }. Dans cet espace produit, on définit des tenseurs de rang 2,
caractérisés par des composantes à deux indices :
T= T i j ei ⊗e j = Ti j ei ⊗e j = T i j ei ⊗e j = Ti j ei ⊗e j (7.17)
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On constate immédiatement que, lors d’un changement de base, ces composantes se transforment
de la manière suivante :
T ′i j = Si
k Sj
l Tk l




T ′i j = S̃
i
k Sj
l T k l
T ′i
j = Si
k S̃ j l Tk
l
(7.18)
Par abus de langage, on donne le nom de tenseur aux composantes elles-mêmes, et on appelle Ti j
un tenseur covariant, T i j un tenseur contravariant, alors que les ensembles Ti
j et T i j sont qualifiés
de tenseurs mixtes.
On définit généralement des tenseurs de rang N , sur l’espace produit tensoriel V ⊗V ⊗ · · · ⊗V (N
facteurs), qui comportent N indices. Un tenseur de rang un est un vecteur. Un tenseur de rang zéro
est un scalaire (une quantité invariante, c’est-à-dire qui est indépendante de la base utilisée).
Tenseur métrique La base {ei } peut bien sûr être exprimée dans la base duale :
ei = g i j e
j (7.19)
Les coefficients g i j sont également les produits scalaires des vecteurs de base :
ei ·e j = g i k ek ·e j = g i kδkj = g i j (7.20)
La relation inverse s’exprime ainsi :
ei = g i j e j où g
i k gk j =δ
i
j et e
i ·e j = g i j (7.21)
Comme les vecteurs de base ei et ei sont respectivement covariants et contravariants, les quantités
g i j et g
i j se transforment bien comme les composantes covariantes et contravariantes d’un tenseur
de rang 2. On l’appelle le tenseur métrique.
Le tenseur métrique peut être utilisé pour passer d’une composante covariante à contravariante et
vice-versa. Ceci est vrai (par définition) pour les vecteurs de base, mais aussi pour les composantes.
Explicitement :
A= Ai ei = A
i g i j e
j =⇒ A j = g i j Ai
A= Ai e
i = Ai g
i j e j =⇒ A j = g i j Ai
(7.22)
Plus généralement, le tenseur métrique peut être appliqué de cette manière à tout indice, covariant
ou contravariant :
Ti j = g i k g j l T
k l , Ti
j = g j k Ti k , etc. (7.23)
Contraction On appelle contraction d’un indice covariant et d’un indice contravariant la somme
sur les valeurs égales de ces indices, comme dans un produit scalaire. Ainsi, dans
l’expression Ai ei , on dit que les deux indices sont contractés. Autre exemple : le produit scalaire de
deux vecteurs A et B s’exprime ainsi :






Les indices d’un tenseur de rang deux peuvent aussi être contractés : T i i .
En général, la contraction de deux indices mène soit à une quantité invariante, soit à une quantité
de rang inférieur de deux à la quantité originale. Par exemple, d’un tenseur de rang 4 Ri k l m (comme
le tenseur de courbure en géométrie riemannienne), on peut former un tenseur de rang deux par
contraction : Ri k =R l i l k = g ml Rmi l k .
D Groupes définis par des matrices
Un ensemble G forme un groupe si une loi de composition (appelons-la multiplication) a été définie
sur cet ensemble, telle que
1. L’ensemble est fermé par cette loi : si a ∈ G et b ∈ G , alors a b ∈ G . Dans ce qui suit, cette
condition sera souvent appelée la règle de groupe.
2. La loi est associative : (a b )c = a (b c ).
3. Il existe un élément neutre e , tel que e a = a e = a , pour tout élément a de G .
4. Tout élément a possède un inverse a−1 dans G tel que a−1a = e .
Si la multiplication est commutative (a b = b a ), le groupe est dit abélien. Dans le cas contraire,
plus intéressant de notre point de vue, le groupe est dit non abélien. Un sous-ensemble H de G est
appelé sous-groupe de G s’il est lui-même un groupe, avec la même loi de multiplication que G .
Groupes finis, discrets et
infinis
Un groupe est dit fini s’il compte un nombre fini d’éléments. Il est infini
dans le cas contraire. Il est dit discret si ses éléments sont clairement
séparés, plus précisément s’ils sont dénombrables. Il est continu si ses
éléments forment un espace dans lequel la notion de continuité est définie. Plus précisément, un
groupe de Lie est un groupe dont les éléments peuvent être repérés par un système de coordonnées
tiré deRn (on dit alors que la dimension du groupe est n , le nombre de paramètres nécessaire pour
spécifier un élément du groupe).
Groupes définis par des
matrices
Il est plus simple à ce stade-ci de procéder directement à la définition
des groupes de Lie qui nous intéresseront par la suite. Ceux-ci peuvent
être définis par des matrices. La loi de multiplication du groupe est alors
la loi de multiplication des matrices (réelles ou complexes). Les matrices formant le groupe doivent
toutes être régulières (c’est-à-dire avoir un inverse). Le groupe général de toutes les matrices ré-
gulières d’ordre n est appelé GL(n). Tous les groupes de Lie « classiques » sont des sous-groupes
de GL(n). Il est évident que GL(n) est un groupe : la multiplication des matrices est associative et
chaque matrice de GL(n) possède un inverse par définition. D’autre part, le produit de deux ma-
trices régulières est encore une matrice régulière. Les groupes matriciels les plus importants sont :
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D. Groupes définis par des matrices
1. Le groupe unitaire U(n), formé des matrices complexes unitaires d’ordre n . Bien entendu,
le produit de deux matrices unitaires est encore unitaire et la règle de groupe est respectée.
Le nombre de paramètres nécessaires pour spécifier une matrice complexe d’ordre n est
2n 2. L’unitarité U †U = 1 impose n +2 12 n (n −1) conditions supplémentaires, ce qui réduit le
nombre de paramètres à n 2. La dimension du groupe U(n) est donc d = n 2.
2. Son sous-groupe SU(n), restreint par la condition detU = 1. Cette condition respecte la règle
de groupe. Une condition supplémentaire est imposée et le nombre de paramètres est réduit
à d = n 2−1.
3. Le groupe orthogonal O(n), formé des matrices réelles orthogonales d’ordre n . Ici encore la
règle de groupe est respectée, car le produit de deux matrices orthogonales est aussi une
matrice orthogonale. Le nombre de paramètres est n 2, moins le nombre de contraintes in-
dépendantes imposées par l’orthogonalité, soit 12 n (n +1). Il reste d =
1
2 n (n −1) paramètres.
4. Son sous-groupe SO(n), restreint par la condition det O = 1. Notons que cette condition ne
change pas la dimension du groupe, car de toute manière det O = ±1 dans O(n). Topolo-
giquement, elle restreint le groupe à une composante connexe. Autrement dit, tous les élé-
ments de SO(n) peuvent être obtenus en procédant de manière continue à partir de l’iden-
tité, ce qui n’est pas le cas de O(n), puisque les matrices dites impropres (det O = −1) pro-
duisent une inversion de l’espace à n dimensions sur lequel elles agissent. Le groupe des
rotations en trois dimensions est précisément SO (3).
Symbole R ou C Définition Dimension Rang
U(n ) C U †U = 1 n 2 n
SU(n ) C U †U = 1 , detU = 1 n 2−1 n −1
O(n ) R O T O = 1 n (n −1)/2 [n/2]
SO(n ) R O T O = 1 , det O = 1 n (n −1)/2 [n/2]
Remarques :
F SO(n) est bien sûr un sous-groupe de SU(n).
F SU(n −1) est un sous-groupe de SU(n), comme SO(n −1) de SO(n) et ainsi de suite.
Générateurs de SU (n ) Toute matrice U de SU (n ) peut être représentée comme une exponen-
tielle U = ei H , où H est une matrice hermitienne de trace nulle. En effet,
la contrainte d’unitarité de U signifie que
U † =U −1 =⇒ e−i H
†
= e−i H =⇒ H † =H (7.25)
De plus, la contrainte detU = 1 se traduit par Tr H = 0, en vertu de l’identité matricielle
ln det M = Tr ln M (7.26)
pour une matrice M quelconque.
Soit T a (a = 1, 2, . . . , d ) une base de matrices hermitiennes de trace nulle. Ici d est le nombre de
matrices de ce type qui sont linéairement indépendantes. Pour le groupe SU (n ), d = n 2 − 1, soit
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d = 3 pour SU (2) et d = 8 pour SU (3). Toute matrice hermitienne de trace nulle peut alors s’écrire
comme H = ωa Ta , où les ωa sont des paramètres réels. Enfin, toute matrice de SU (n ) peut alors
s’écrire comme U = eiωa Ta . On appelle les matrices Ta les générateurs du groupe SU (n ), car elles
peuvent générer tous les éléments du groupe, à partir de transformations proches de l’identité. Les
Ta sont en fait une généralisation à SU (n ) des matrices du moment cinétique pour le groupe SU (2).
Les générateurs de SU (3) sont communément définis en fonction des matrices de Gell-Mann, sorte





















































































Les matrices de Gell-Mann sont normalisées afin que tr (λaλb ) = 2δa b . Les générateurs de SU (3)
sont généralement choisis comme Ta =
1
2λa , de sorte que tr (Ta Tb ) =
1
2δa b . Notons que deux des
générateurs, T3 et T8, commutent entre eux. Le nombre maximal de générateurs qui commutent au
sein d’un groupe de Lie est appelé rang et apparaît dans le tableau ci-haut.
Constantes de structure Les générateurs de SU (n ) obéissent à des relations de commutation qui
sont en quelque sorte une généralisation de celles qui s’appliquent aux
composantes du moment cinétique :
[Ta , Tb ] = i fa b c Tc (7.28)
où les fa b c sont appelées constantes de structure. En effet, comme le commutateur de deux matrices
hermitiennes est antihermitien et que la trace d’un commutateur de matrices finies s’annule,il s’en-
suit que le commutateur [Ta , Tb ] est nécessairement i fois une matrice hermitienne sans trace,
donc une combinaison des Ta . Les constantes de structure sont complètement antisymétriques en
(a , b , c ) ; démontrons cette assertion. Comme tr (Ta Tb ) =
1
2δa b , on a tr ([Ta , Tb ]Tc ) =
1
2 i fa b c . Or cette
expression est manifestement antisymétrique en (a , b ), en raison du commutateur. En vertu de la
propriété cyclique de la trace,
tr ([Ta , Tb ]Tc ) = tr (Ta Tb Tc −Tb Ta Tc ) = tr (Tb Tc Ta −Tc Tb Ta ) = tr ([Tb , Tc ]Ta ) (7.29)
et donc fa b c est aussi antisymétrique en (b , c ). Il s’ensuit alors qu’il est antisymétrique en (a , c ) et,
généralement, par rapport à toute permutation des indices a , b , c . Ces propriétés sont vraies pour
SU (n ) en général. Dans le cas de SU (3), on a les valeurs particulières suivantes :
f123 = 1
f147 = f246 = f257 = f345 = f516 = f637 =
1
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E. Tableau des principales particules subatomiques
E Tableau des principales particules subatomiques
symbole nom spin masse (MeV) composition
e − électron 1/2 0,511 −
µ− muon 1/2 105,65 −
τ− tauon 1/2 1777 −
νe ,νµ,ντ neutrinos 1/2 > 2×10−8 , < 10−6 −
p+ proton 1/2 938,27 u ud
n neutron 1/2 939,56 ud d
∆++,∆+,∆0,∆− 3/2 1232–1233 u u u , u ud , ud d , d d d
Σ+,Σ0,Σ− 1/2 1189 u u s , ud s , d d s
Λ 1/2 1115,68 ud s
Ξ0 Cascade 1/2 1314,86 u s s
Ξ− Cascade 1/2 1321,71 d s s
Ω− 3/2 1672,45 s s s
π± pion 0 139,57 ud̄ , d ū
π0 pion 0 134,98 u ū , d d̄
η 0 547,85 u ū , d d̄ , s s̄
K ± kaon 0 493,7 u s̄ , s ū
K 0, K̄ 0 kaon 0 497,6 d s̄ , s d̄
D ± 0 1869,6 d c̄ , c d̄
D 0, D̄ 0 0 1864,8 u c̄ , c ū
B± 0 5279 u b̄ , b ū
B 0, B̄ 0 0 5279 d b̄ , b d̄
ηc 0 2980 c c̄
J /ψ 1 3097 c c̄
Υ (1S ) 1 9460 b b̄
γ photon 1 0 −
W 1 80 385 −
Z 1 91 188 −
H 0 Higgs 0 125 090 −
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