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$x=(x_{1}, \ldots, x_{m})$ $D$
$n=(n_{1}, \ldots, n_{m})$ $x^{n}=x_{1}^{n_{1}}\cdots x_{m}^{n_{m}}$ $E[x_{1}^{n_{1}}\cdots x_{m}^{n_{m}}]$
$D$ $(n-$ $)$ $D$ $D$
Wishart $p\cross\nu$
$M$ $p\cross p$ $\Sigma=(\sigma_{i,j})$ fix $(\mu_{1}, \ldots, \mu_{\nu})$ $M$
$X_{1}=(x_{i1})_{1\leq i\leq p},$ $X_{2}=(x_{i2})_{1\leq i\leq p},$ $\ldots,X_{\nu}=(x_{i\nu})_{1\leq i\leq p}$ $\nu$ $p$
$N_{p}(\mu_{1}, \Sigma),$
$\ldots,$
$N_{p}(\mu_{\nu}, \Sigma)$ $N_{p}(\mu_{i}, \Sigma)$
$\Sigma$ ( ) $X$ $(X_{1}, \ldots, X_{p})$
$\nu\cross p$ $W=(w_{ij})$ $W=X\cdot {}^{t}X$ $W$






$W_{p}(\nu, \Sigma, \triangle)$ $\Delta$ mean square matrix $\Delta=0$ $W_{p}(\nu, \Sigma, 0)$
Wishart $W_{p}(\nu, \Sigma)$
Wishart
$A$ $p\cross p$ ( ) $B$ $p\cross p$ ( ) $\xi$ $\eta$ $p$ ( )
$x=(x_{i}),$ $y=(y_{i})$ , $p$ $(F|\rfloor)$
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$2p$ $(\begin{array}{l}xy\end{array})$ $N_{p}\ovalbox{\tt\small REJECT}(\begin{array}{l}\xi\eta\end{array}),$ $(\begin{array}{ll}A -BB A\end{array}))$
$z=x+\sqrt{-1}y$
$CN_{p}(\xi+\sqrt{-1}\eta,$ $2(A+\sqrt{-1}B))$ $p$ $\mu=\xi+\sqrt{-1}\eta$
$p\cross p$ $\Sigma=2(A+\sqrt{-1}B)$
$\Sigma=E[(z-\mu)\cdot\overline{{}^{t}(z-\mu)}]$ ( $-\bullet$ ). Wishart
Wishart
$p\cross\nu$ $M$ $p\cross p$ $\Sigma=(\sigma_{i,j})$ fix $(\mu_{1}, \ldots, \mu_{\nu})$ $M$
$X_{1}=(x_{i1})_{1\leq i\leq p},$ $X_{2}=(x_{i2})_{1\leq i\leq p},$
$\ldots,$




$X$ $(X_{1}, \ldots, X_{p})$ $\nu\cross p$ $W=(w_{ij})$ $W=X$ .
$W$ Wishart





( [1], [8] ).
Wishart Lu, Richards [7], Graczyk, Letac,








$p\cross p$ symmetric parameter matrix Wishart
$E[e^{tr(\Theta W)}]=\det(I-\Theta\Sigma)^{-\nu}e^{tr(I-\Theta\Sigma)^{-1}\Theta\Delta}$
$\Theta$












$v\neq w$ $v$ $w$ $\{v, w\}$
$v,$ $w$ $v\neq w$
$\{V, w\}=\{w, v\}$ self loop $\{V, v\}$
$V,$ $U$ $K_{V}’$ $K_{V,U}’$ :
$K_{V,U}’=\{\{v, u\}|v\in V, u\in U, v\neq u\}$ ,
$K_{V}’=K_{V,V}’=\{\{v, u\}|v\neq u\in V\}$ .
$V’$ $E’\subset K_{V’}’$ $G’=(V’, E’)$
vertex$(E’)=\{v\in V^{f}|\{v,$ $u\}\in E’$ for some $u\in V^{f}\}$
Definition 2.1. $(V’, K’)$ $E’\subset K’$ $(V’, K’)$
:
$\{v, u\},$ $\{v, u’\}\in E’\Rightarrow u=u’$ .
“ ( ) 1
” $\mathcal{M}’(V’, K’)$ $(V’, K’)$
$(V’, K_{V’}’)$ $j\backslash \Lambda’(V’, K_{V’}’)$ $\mathcal{M}’(V’)$
$(V’, K’)$ $E’$ vertex(E’) $=V’$ . $E’$ perfect
perfect “ 1“
$\mathcal{P}’(V’, K’)$ $(V’, K’)$ perfect matchings
$\mathcal{P}’(V’)=\mathcal{P}(V’, K_{V’}’)$
Example 2.2. l(a) 2
1(b), 1(c) 1(b)







$v$ $w$ $(v, u)$
$v$ $u$ $v\neq u$ $(v, u)\neq(u, v)$
self loop $(v, v)$
self loop
$V,$ $U$ $K_{V}$ $K_{V,U}$
$K_{V,U}=\{(v, u)|v\in V, u\in U\}$ ,
$K_{V}=K_{V,V}=\{(v, u)|v, u\in V\}$
$V$ $E\subset K_{V}$ $G=(V, E)$ start $(E)$ end$(E)$
:
start $(E)=\{v\in V|(v,$ $u)\in E$ for some $u\in V\}$ ,
end$(E)=\{u\in V|(v,$ $u)\in E$ for some $v\in V\}$ .
Definition 2.3. $(V, K)$ 2 $E\subset K$ $(V, K)$
:
$(v, u),$ $(v, u’)\in E\Rightarrow u=u’$
$(v, u),$ $(v’, u)\in E\Rightarrow v=v’$ .
“ ( )
( ) 1” $(V, K)$
$\Lambda 4(V, K)$ $E\in \mathcal{M}(V, K)$ start$(E)=V$ end$(E)=V$
perfect $\mathcal{P}(V, K)$ $(V, K)$ perfect matching
Perfect matching “ 1”
$\mathcal{M}(V)=\mathcal{M}(V, K_{V}),$ $\mathcal{P}(V)=\mathcal{P}(V, K_{V})$
Example 2.4. $2(a)$ 2 2(b)
2
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– – $\bullet\neg_{O^{\bullet}}$ $\Leftarrow$
(a) (b) (c) (d)
1 2 perfect
2








perfect 2 2(d) perfect
matching
Remark 2.5. $E\in \mathcal{M}(V, K)$ ( )
: $V\subset \mathbb{Z}$ $\dot{V}=\{\dot{v}|v\in V\}$ ,
$\ddot{V}=\{\ddot{v}|v\in V\}$ $i=2l-1,$ $i\cdot=2l$ $(V, E)$
2 $(\dot{V},\ddot{V}, \{\{\dot{v},\ddot{u}\}|(v, u)\in E\})$
$\mathcal{M}(V, K)$ 2 $(\dot{V},\ddot{V}, \{\{\dot{v},\ddot{u}\}|v, u\in K\})$
$\mathcal{M}(V, K)$ $\mathcal{P}(V, K)$ 2
2 $(V,\ddot{V}, \{\{\dot{v},\ddot{u}\}|v, u\in K\})$ perfect matching ( 3)
3 Definition of our polynomials
$l\in \mathbb{Z}$ $l=2l-1,$ $t=2l$ $n\in \mathbb{Z}_{>0}$ $V,$ $V’$
: $V=[n]=\{1, \ldots, n\},\dot{V}=[\dot{n}]=\{i,$ $\ldots,\dot{n}\}$ , $\ddot{V}=[n]=\{i,$ $\ldots,\ddot{n}\}$ ,
$V’=\dot{V}\coprod\ddot{V}=[\dot{n}]\coprod[n]=[2n]$ .
3.1 Directed graphs
$E\in \mathcal{M}(V)$ $(V, E)$ ( )










4 $E\in \mathcal{M}(V)$ $\check{E}$
$V\backslash$ end$(E)$
\v{E} :
$\check{E}=\{(v, u)\in K_{v\backslash start(E),V\backslash end(E)}|E$ $u$ $v$ $\}$
$\subset K_{V}$ ,
len$(E)=(V, E)$
Example 3.1. $V=[8]$ , 4(a) $E$ $(V, E)$
(3,2)(2,1)(1,3) (7,7)
len$(E)=$ $(V, E)$
(6, 5) (5, 4) 8 $\check{E}=\{(4,6), (8,8)\}$ $4(b)$
Remark 3.2. $E\in \mathcal{M}(V)$ $\check{E}$ :
$Q\check{E}\in \mathcal{M}(V)$ ,
9 $\check{E}\cap E=\emptyset$ ,
$\bullet\check{E}\cup E\in \mathcal{P}(E)$ ,
$o(V, E)$ $(V, \check{E}UE)$
Remark 3.3. $E\in \mathcal{M}(V)$ len$(E)$ :
len$(E)=$ ( $(V,$ $E)$ )– $|$ \v{E} $|$ .
$E\in \mathcal{P}(V)$ $(i,j)\in E$ $\sigma_{E}(i)=j$ $n$ $S_{n}$ $\sigma_{E}$
$E$ len$(E)$ $\sigma_{E}$
$(V, E)$ $x=(x_{i,j})$ weight monomial $x^{E}$
$x^{E}= \prod_{(v,u)\in E}x_{v,u}$
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$\det_{\alpha}(x, y)=\det_{\alpha}(x, y;K_{V}),$ $\det_{\alpha}(x)=\det_{\alpha}(x;K_{V})$
Remark 3.5. $\det_{\alpha}(x;K)=\det_{\alpha}(x,0;K)$ . $\det_{\alpha}(0, y;K)=\alpha^{n}$ detO $(y)=$
$\det_{0}(\alpha y)=\alpha^{n}y_{11}\cdots y_{nn}$ .




determinant permanent $\alpha$-analogue ; $\alpha$-determinant ?
$\alpha=-1$ determinant $\alpha=1$ permanent (See also [13, 14].)
Remark 33 $\alpha$-determinant $\det_{\alpha}(A)$
3.2 Nondirected graphs
$\{\{i, i\}, \ldots, \{\dot{n},\ddot{n}\}\}\subset K_{\dot{V},\ddot{V}}’$ $E_{0}’$








$\ovalbox{\tt\small REJECT}\neq \mathscr{C}$xa g$\sqrt{}\grave$ $\grave{\iota}$ $\}$
len$(E’)=(V’, E’\coprod E_{0}’)$
Example 3.7. 5(a) $(V’, E’)$ $(V‘, E’\coprod E_{0}’)$ $5(b)$
5(b) $i-i_{-\ddot{2}-\dot{2}-\ddot{3}-\dot{3}}$-I
$\dot{7}-\ddot{7}-\dot{7}$ 2 len$(E’)=2$
























I $\ddot{2}$ $\ddot{3}$ $\ddot{4}$ $\ddot{5}$ $\ddot{6}$ $\ddot{7}$ $\ddot{8}$
(b) $E’\coprod E_{0}’$









5 $E’\in \mathcal{M}’(V’)$ $\check{E}’$




$\bullet\check{E}’\cup E’\in \mathcal{P}’(E’)$ ,
$Q(V’, E’\coprod E_{0}’)$ $(V’, \check{E}’\coprod E’\coprod E_{0}’)$
$(V’, E’)$ $x=(x_{i,j})$ weight monomial $X^{E’}$
$x^{E’}= \prod_{\{v,u\}\in E’}x_{v,u}$
$v,$ $u\in V’$ $x_{v,u}=x_{u,v}$
$x^{E’}$ well-defined
Definition 3.9. $K’\subset K_{V’}’$ $Hf_{\alpha}(x, y; ")$ $Hf_{\alpha}(x;K’)$ :
$Hf_{\alpha}(x,$ $y;K^{/})=$ $\sum$ $\alpha^{n-1en(E’)}x^{E’}y^{\check{E}’}$ ,
$E’\in \mathcal{M}’(V’,K’)$
$Hf_{\alpha}(x;K^{/})=$ $\sum$ $\alpha^{n-1en(E’)_{X^{E’}}}$ .
$E”\in P’(V’,K’)$
$Hf_{\alpha}(x, y)=$ Hf$\alpha(x, y;K_{V}’,),$ $Hf_{\alpha}(x)=Hf_{\alpha}(x;K_{V’}’)$
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Remark 3.10. $Hf_{\alpha}(x;K’)=Hf_{\alpha}(x, 0;K‘)$ . $Hf_{\alpha}(O, y;K’)=\alpha^{n}$ Hfo $(y)=$
$Hf_{0}(\alpha y)=\alpha^{n}y_{iI}\cdots y_{\dot{n}\ddot{n}}$ .




sgn$(E’)A^{E’}$ $E’=\{\{x_{i},x_{i}\}, \ldots, \{x_{\dot{n}}, x_{\ddot{n}}\}\}$ $x\in S_{2n}$
sgn$(x)a_{x_{i},x_{i}}\cdots a_{x_{\dot{n}},x_{\ddot{n}}}$ $A$ skew symmetric
sgn$(E’)A^{E^{l}}$ $x\in S_{2n}$ $\alpha$-Pfaffian Pfaffian $\alpha$-analogue
$\alpha=-1$ $\alpha$-Pfaffian Pfaffian Pf$(A)$ , i.e., $\sum$ sgn$(x)a_{x_{i}x_{i}}\cdots a_{x_{\dot{n}}x_{\ddot{n}}}$ ,
symmetric matrix $B$ $Hf_{\alpha}(B)$
$Hf_{\alpha}(B)=$ $\sum$ $\alpha^{n-1en(E’)}B^{E’}$
$E’\in \mathcal{P}’(V’)$
$\alpha=1$ Hafnian Hf$(B)= \sum b_{x_{i}xI}\cdots b_{x_{\dot{n}}x_{\ddot{n}}}$
$Hafi\dot{u}$an analogue
4 Main results
$\det_{\alpha}(x, y),$ $Hf_{\alpha}(x, y)$ Wishart
[5]
Propsition 4.1. $W=(w_{i,j})\sim W_{p}(\nu, \Sigma, \Delta)$ , $W$ Wishart $W_{p}(\nu, \Sigma, \Delta)$
$A$ $B$ : $a_{u,v}=\sigma_{u,v},$ $b_{u,v}=\delta_{u,v}$ . :
$E[w_{1,2}w_{3,4}\cdots w_{2n-1,2n}]=E[w_{i,i}w_{\dot{2},\ddot{2}}\cdots w_{\dot{n},\ddot{n}}]$
$=\nu^{n}Hf_{\nu^{-1}}(A,B)=Hf_{\nu^{-1}}(\nu A,\nu B)$ .
:
Theorem 4.2. $A$ $B$ : $a_{u,v}=\sigma_{i_{u},i_{v}}$ , $b_{u,v}=\delta_{i_{u},i_{v}}$ . $W\sim$
$W_{p}(\nu, \Sigma, \triangle)$ :
$E[w_{i_{1},i_{2}}w_{i_{3},i_{4}}\cdots w_{i_{2n-1},i_{2n}}]=E[w_{i_{i},i_{i}}w_{i_{\dot{2}},i_{\ddot{2}}} w_{i_{\dot{n}},i_{\ddot{n}}}]$
$=\nu^{n}$ Hf$\nu^{-1}(A, B)=$ Hf$\nu^{-1}(\nu A, \nu B)$ .









































Propsition 4.4. $W=(w_{i,j})\sim CW_{p}(\nu, \Sigma, \triangle)$ $A,$ $B$ :
$a_{u,v}=\sigma_{\dot{u},\ddot{v}},$ $b_{u,v}=\delta_{\dot{u},\ddot{v}}$ . :
$E[w_{1,2}w_{3,4}\cdots w_{2n-1,2n}]=E[w_{i,i}w_{\dot{2},\dot{2}}\cdots w_{\dot{n},\ddot{n}}]$














Theorem 4.5. $A,$ $B$ : $a_{u,v}=\sigma_{i_{\dot{u}},i_{\ddot{v}}},$ $b_{u,v}=\delta_{i_{\dot{u}},i_{\ddot{v}}}$ . $W=$
$(w_{i,j})\sim CW_{p}(\nu, \Sigma, \Delta)$ :
$E[w_{i_{1},i_{2}}w_{i_{3},i_{4}}\cdots w_{i_{2n-1},i_{2n}}]=E[w_{i_{i},i_{i}}w_{i_{\dot{2}},i_{\ddot{2}}}\cdots w_{i_{\dot{n}},i_{\ddot{n}}}]$
$=\nu^{n}\det_{\nu^{-1}}(A, B)=\det_{\nu^{-1}}(\nu A, \nu B)$ .
Example 4.6. $n=2$ $\mathcal{M}(V)$ 7
$E$ $\check{E}$
$x=(\begin{array}{ll}x_{11} x_{12}x_{21} x_{22}\end{array}),$ $y=(\begin{array}{ll}y_{11} y_{12}y_{21} y_{22}\end{array})$
$\det_{\alpha}(x, y)=$
$x_{11}x_{22}\tilde{H7(a)}$
$+\alpha x_{12}x_{21}+\alpha x_{11}y_{22}+\alpha x_{22}y_{11}\tilde{\mathbb{B}7(b)}\tilde{\mathfrak{G}7(c)}\tilde{\otimes 7(d)}$
$+\alpha_{\tilde{\mathbb{B}7(e)}\tilde{\otimes 7(f)}\tilde{\mathbb{E}7(g)}}^{2_{x_{12}y_{21}+\alpha^{2}x_{21}y_{12}+\alpha^{2}y_{11}y_{22}}}$
$x=(\begin{array}{ll}x_{11} x_{12}x_{21} x_{22}\end{array})=(\begin{array}{ll}\sigma_{ab} \sigma_{ad}\sigma_{cb} \sigma_{cd}\end{array}),$
.
$y=(\begin{array}{ll}y_{11} y_{12}y_{21} y_{22}\end{array})=(\begin{array}{ll}\delta_{ab} \delta_{ad}\delta_{cb} \delta_{cd}\end{array})$
152
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