Visual word recognition.
Understanding how literate adults can read single words has been one of the major objectives of cognitive psychology since the very beginning of this science. For many adults, reading is an everyday activity. We typically read millions of words in our lifetimes, and mastering this particular skill is often a prerequisite for successful integration in modern society.
For cognitive psychologists, the speed and apparent ease with which individual words (either spoken or written) can be identified from around fifty thousand or so possibilities in less than half a second, has provided a continuing challenge for theorists in this field. In the present chapter we present a blueprint for a model of visual word recognition that has emerged as the best solution given the multiple (behavioral, neurobiological, and computational) constraints imposed by half a century of research on this topic.
There are basically two things that skilled adult readers do with printed words. One is to read them silently for meaning as part of the standard process of reading a text for oneself, and the other is to read them aloud as a means of communicating the text to others. The process of silent word reading minimally requires two types of codes: orthographic (knowledge about letter identities and letter position) and semantic (knowledge about the meanings of words). The process of reading aloud minimally requires an orthographic code and a phonological/articulatory code. Although no more than two critical codes are necessarily required for each task, it has become increasingly clear that all three types of codes (orthography, phonology, and semantics) are automatically activated both in silent reading and reading aloud. These codes interact in the on-going reading process hence conjointly influencing observed performance. This has led to the following generic architecture for word recognition (see Figure 1 ).
The minimalist architecture described in Figure 1 defines two routes to meaning given a visually presented word stimulus: a direct route from orthography to semantics, and an indirect route from orthography to phonology to semantics. This type of dual-route model (to be distinguished from classical dual-route theory, e.g., Coltheart et al., 2003) will form the basis of the present Figure 1 . A generic architecture for word recognition, based on the "triangle" model of Seidenberg and McClelland (1989) . Orthographic, phonological, and semantic codes mutually constrain the interpretation of a given orthographic or phonological input. In certain models, cross-code mappings are mediated by "hidden" units (not shown in the figure).
approach. The architecture to be described and evaluated in the present chapter can be seen as an extension of the generic model shown in Figure 1 . It is an initial attempt to add hierarchical structure into this general framework, by minimally distinguishing sublexical (i.e., smaller than words), and lexical (whole-word) levels of processing within each of the orthographic and phonological pathways (see Grainger, 2000 , for a discussion of the relevance of this addition).
This hierarchy also permits connections between orthography and phonology to be established at different points in each pathway. Although the generic model shown in Figure 1 has been useful in describing how orthographic, phonological, and semantic codes mutually constrain the process of learning to read words (e.g., Harm & Seidenberg, 1999; 2004) , it remains quite limited as a description of the skilled reader. The additional structure that we propose to add to the generic model was motivated primarily on the basis of behavioral data obtained with skilled adult readers. In the present chapter we will show how such an extended architecture does well in accommodating both electrophysiological and brain imaging results.
Before describing the extended architecture, first let us summarize two critical behavioral results that motivated Grainger and Ferrand's (1994) initial proposal for this extension. The first result concerns the role of phonological information during silent word reading. Critical evidence in favor of rapid, automatic phonological activation during the perception of printed word stimuli has been obtained using the masked priming paradigm. In this paradigm, pattern-masked prime stimuli are presented very briefly immediately prior to target word presentation such that participants are usually only aware of the target stimulus (and produce a behavioral response to that stimulus according to the task that is required of them). Typical results show that prime stimuli that are phonologically related to target words (e.g., mayd-MADE) facilitate responding compared to orthographically related control primes (e.g., mard-MADE). It is important to note that these phonological priming effects have been observed with very brief prime exposures, in conditions where very little information about prime stimuli is available for conscious report (Ferrand & Grainger, 1992; 1993; Frost, Ahissar, Gotesman, & Tayeb, 2003; Lukatela & Turvey, 1994; Perfetti & Bell, 1991; Ziegler, Ferrand, Jacobs, Rey, & Grainger, 2000) . These results all point to a processing mechanism that takes an orthographic description of the visual stimulus as input and generates the corresponding phonological description as output. This process operates rapidly enough to affect behavioral responses to printed words, and must occur sublexically (between graphemes and phonemes, for example).
The second critical result concerns an observed dissociation in the effects of lexical and sublexical phonology in these masked priming studies. Research using the masked priming paradigm has also shown that the lexical status of primes affects the pattern of orthographic and phonological priming that is observed (Ferrand & Grainger, 1996; .
Homophone word primes (e.g., "made" as a prime for the heterographic homophone "maid") can either facilitate or inhibit target processing relative to unrelated word primes depending on the extent to which participants are forced to rely on orthographic information when generating their response. This can be done when the task is lexical decision (word / nonword classification), by adding pseudohomophone stimuli among the nonword targets (e.g., brane compared to brone). A "phonological" response strategy (i.e., respond "word" whenever a whole-word phonological representation is sufficiently activated) would generate too many false positive errors to pseudohomophone targets. Thus, when a phonological response is possible (i.e., in the absence of pseudohomophone targets) then pseudohomophone primes generate standard facilitatory repetition priming (the prime is phonologically identical to the target). However, when a phonological response strategy is disabled by the inclusion of pseudohomophone targets, then standard inhibitory form priming is observed as the prime word's orthographic representation (e.g., made) competes for identification with the target word's orthographic representation (e.g., maid). However, this is not the case when prime stimuli are pseudohomophones. In this case, facilitatory priming is observed independently of whether or not there are pseudohomophone targets or not (Ferrand & Grainger, 1996) . Grainger and Ferrand (1994) suggested that the pattern observed with homophone primes was evidence for the use of whole-word orthographic representations or whole-word phonological representations to generate a lexical decision. It is the reasoning based on these specific behavioral results that led to the development of the bimodal interactive-activation model to be described below. Variants of the architecture presented in Figure 2 have been described in previous work (e.g., Grainger, Diependaele, Ferrand, Spinelli, & Farioli, 2003; Jacobs, Rey, Ziegler, & Grainger, 1998) . In this architecture, a printed word stimulus, like all visual stimuli, first activates a set of visual features (V-features) which we assume are largely outside the word recognition system per se. Features in turn activate a sublexical orthographic code (O-units) that likely includes information about letter identities and their relative positions (e.g., Grainger & Whitney, 2004 ). This early orthographic code then sends activation onto the central interface between orthography and phonology (O P) that allows sublexical orthographic representations to be mapped onto their corresponding phonological representations, and vice versa. Thus a printed word stimulus rapidly activates a set of sublexical phonological representations (which we assume will include phoneme-sized units) that can influence the course of visual word recognition via their interaction with sublexical orthographic representations, or via the activation of whole-word phonological representations. In the following sections we discuss possible mechanisms involved in processing information in the orthographic and phonological pathways of the BIAM, and describe how they interact during word reading. The initial focus will be on orthographic processing, before moving on to discuss the role of phonology and its interaction with orthography during the reading process.
Orthographic processing
On presentation of a printed word stimulus, an elementary analysis of its visual features is rapidly succeeded by the first stage of processing specific to letter string stimuli. Orthographic processing involves the computation of letter identity and letter position. There is strong evidence suggesting that each individual letter identity in a string of letters can be processed simultaneously, in parallel. The typical function linking letter-in-string identification accuracy and position-in-string is W-shaped (for central fixations), with highest accuracy for the first and last letters, and for the letter on fixation (Stevens & Grainger, 2001) . A combination of two factors accurately describes this function: the decrease in visual acuity with distance from fixation, and the decreased lateral inhibition for outer letters (the first and last letter of a word).
Admittedly, there is evidence for a small sequential component to this function (with superior identification for letters at the beginning of the string), but when collapsed over different fixation positions in the string, this sequential component tends to disappear (Stevens & Grainger, 2001 ).
This parallel independent processing of letter identities is the starting point for a description of orthographic processing. Grainger and van Heuven (2003) used the term "alphabetic array" to describe a bank of letter detectors that would perform such processing (see Figure 3 ). These letter detectors are location-specific, with location referring to position relative to eye fixation position along a horizontal meridian. Letter detectors signal the presence of a particular configuration of visual features at a given location. Stimuli that are not aligned with the horizontal meridian require a transformation of retinotopic coordinates onto this special coordinate system for letter strings. This specialized mechanism for processing strings of letters is hypothesized to develop through exposure to print, and its specific organization will depend on the characteristics of the language of exposure.
The alphabetic array codes for the presence of a given letter at a given location relative to eye fixation along the horizontal meridian. It does not say where a given letter is relative to the other letters in the stimulus, since each letter is processed independently of the others. Thus, processing at the level of the alphabetic array is insensitive to the orthographic regularity of letter strings. However, for the purposes of location-invariant word recognition, this location-specific map must be transformed into a "word-centered" code such that letter identity is tied to withinstring position independently of spatial location (cf. Caramazza & Hillis, 1990) . This is the next stage in orthographic processing, involving the computation of what we refer to as relativeposition information. Grainger and van Heuven (2003) summarized the different solutions adopted in currents models of visual word recognition, and presented a tentative proposal of their own (see Figure 3) . This model of orthographic processing provides a principled account of two key phenomena that the majority of alternative letter-position coding schemes cannot account for:
relative-position (RP) priming, and transposed-letter (TL) priming. RP priming is obtained under two conditions: i) when a prime is formed by removing some of the target's letters (subset priming); and ii) when a prime is formed by inserting some irrelevant letters in the target stimulus (superset priming). In the masked priming paradigm, equivalent amounts of priming have been found for "relative-position" primes (e.g., "slene" as prime for the target "silence") and "absolute-position" primes (e.g., "s-len-e"), and these subset priming effects disappear when the order of letters is disrupted (e.g., "snele", Humphreys, Evett, & Quilan, 1990; Peressotti & Grainger, 1999) . In similar testing conditions, recent experimentation has shown that superset primes (e.g., "silmrence" for the target "silence") produce even stronger priming effects than subset primes . TL priming, on the other hand, occurs when primes contain exactly the same letters as targets, but with small changes in letter order (e.g., "gadren" for the target "garden". The appropriate control in this case is a prime stimulus where the two transposed letters are replaced by different letters (e.g., "gabsen"). TL priming is robust for adjacent letter transpositions, as in the preceding example (Perea & Lupker, 2004a; Schoonbaert & Grainger, 2004) , and non-adjacent transpositions (e.g., "caniso" -"casino"; Perea & Lupker, 2004b) . As pointed out by Grainger and Whitney (2004) conditions. For example, "gadren" shares all but one of the bigrams in "garden" (the "dr" bigram), whereas "gabsen" shares only six out of a total of fifteen. This coding scheme captures the critical fact that with subset RP primes, order is important. So, for example, the prime "slene"
shares eight bigrams with the word "silence", whereas "snele" shares only five.
3. Electrophysiological markers of orthographic processing.
With respect to the general architecture for word recognition shown in Figure 2 , the type of orthographic processing described in the preceding section occurs along the pathway from visual features to sublexical orthographic representations onto whole-word orthographic representations. What could be the neural correlates of such processing? We have recently obtained evidence from electrophysiological recordings combined with the masked priming technique, that processing along this pathway generates a cascade of ERP components that start as early as 90 ms post-word-onset and continues through to as late as 600 ms . These components are the P150, N250, P350, and N400, and in this section we will summarize the ERP research providing evidence for this time-course analysis, and attempt to link it to relevant brain imaging research using fMRI and MEG.
The first of these ERP effects is a very focal ERP positivity that we have labeled the P150 (see Figure 4) . The P150 has a posterior scalp distribution focused over right occipital scalp sites ( Figure 4c ) and is larger (i.e., more positive) to target words that are repetitions of the prior prime word compared to targets that are unrelated to their primes (see Figure 4a ). 1 We have now seen the P150 in two different studies using word stimuli, one in English ( Figure 4a ) and one in French ( Figure 4b ). Moreover, as suggested by the ERPs plotted in Figure 4a Several other masked priming studies using other types of stimuli suggest that this earliest of repetition effects is likely due to differential processing at the level of visual features (Vfeatures in Fig 1) . In one study (Petit et al., 2005) using the same masked repetition priming parameters as the above word studies, but using single letters as primes and targets, we found that the P150 was significantly larger to mismatches between prime and target letter case, but more so when the features of the lower and upper case versions of the letters were physically different compared to when the they were physically similar (e.g., A-A compared to a-A vs. C-C compared to c-C, see Figure 5 ). In another line of research using pictures as primes and targets (Eddy et al., 2004; Schmid et al., 2005) we have been able to further test the domain specificity of the P150 effect for letters and words in masked priming. In both picture studies we found an early positivity to pictures of objects that were physically different in the prime and target positions compared to repeated pictures (see Figure 6 ). This positivity had a similar scalp distribution (posterior right) and timecourse to the P150 that we found for word and letter targets. However, while the effect for letters and words was on the order of .5 to 1.0 µ volts in amplitude, the effect for pictures was > 2 µ volts. One possibility for this larger effect is that different prime and target pictures match or mismatch on a larger number of visual features than do single letters and five letter words.
Together, the results from these studies suggest that the P150 is sensitive to processing at the level of visual features (V-features in our model in Figure 2 ) and that this process occurs in the time frame between 90 and 180 ms. In a recent study (Kiyonaga et al., 2005) we found that following the P150, a subsequent negative-going wave that starts as early as 110 ms and peaks around 250 ms is also sensitive to masked repetition priming of words, being more negative to targets that are unrelated to the previous masked prime word than those that are repeats of the prime (see Figure 7a) . We referred to this as the N250 effect (by "effect" we mean the difference between repeated and unrelated target ERPs). Unlike the earlier P150, the N250 has a more widespread scalp distribution being largest over midline and slightly anterior left hemisphere sites (see Figure 7c) . Also, unlike the P150, N250-like effects were not observed in our picture or letter studies, but they were apparent when targets were pseudowords (Figure 7b ). Finally, while the N250 was modulated when both primes and targets were visual letter strings, no such modulation was present when primes were visual and targets were auditory words (Figure 7d ).
In a second study , the N250 also proved to be sensitive to the degree of prime-target orthographic overlap, being somewhat larger for targets that overlap their primes by all but one letter compared to targets that completely overlap with their primes (Figure 7e ). One interpretation consistent with the above pattern of results is that the N250 is sensitive to processing at the interface between sub-lexical and whole word representations (Ounits and O-words on the visual side of the BIAM) where due to close resemblance to real word neighbors, partial repetitions (e.g., teble-TABLE) and pseudoword repetitions benefit from orthographic overlap between prime and target. In the second of the above studies , we also for the first time,
reported evidence for a second component that was sensitive to our masked priming manipulation. We referred to this component as the P350 and as can be seen in Figure 8a , it intervened between the N250 and the later N400, peaking near 350 ms. Evidence that this is actually a component independent from the surrounding negativities can be seen in Figure 8a .
While the N250 and N400 produced similar graded responses to the three levels of priming (most Following the N250 and P350 we have also seen evidence for the modulation of the N400 component in our masked repetition priming experiments. In the above two studies (Kiyonaga et al., 2005; N400s were larger to words that were unrelated to their primes (Figure 8a & b) , although this was not the case for pseudoword targets ( Figure 8b ). As in our previous work using single word paradigms and supraliminal priming (e.g., Holcomb & Grainger, 2002; we interpret this pattern of findings as being consistent with N400 repetition priming reflecting interactions between levels of representation for wholewords and concepts (the so-called "form-meaning interface"). In our view the N400 reflects the amount of effort involved in forming links between these levels with larger N400 indicating that more effort was involved. Following the P150 is the N250, which we have proposed reflects the output of a visual wordspecific process -one whereby orthographic information is mapped onto whole word representations. Evidence for the domain-specificity of the N250 comes from the fact that we did not see evidence of such a component for spoken words or for pictures in our masked priming studies above. After the N250 comes the P350 which we tentatively have suggested reflects processing within the lexical system itself (O-words). Finally following the P350 come the two sub-components of the N400. The N400w ("w" for word) we have suggested reflects interactions between word and concept level processes (O-word to S-unit). We have further proposed that concept to concept processing (which would support higher level sentence and discourse processing) is reflected in a later phase of the N400 (N400c, c for concept).
Where might the neural generators for these different ERP components be located?
Although it is difficult to localize ERP effects with any certainty (Nunez, 1990) , it is nevertheless tempting to speculate that given its focal posterior distribution that the P150 might reflect neural activity in or around secondary visual areas (e.g., V2) which are know from unit work in monkeys to be important in early visual feature processing. This activity might also be similar to activity in the MEG signal that Cornelissen, Tarkiainen, Helenius, and Salmelin (2003) 
Phonological processing and cross-modal interactions.
The evidence summarized in sections 2 and 3 is suggestive of a fast route from orthography to semantics that implements an approximate, fairly coarse-grained orthographic code. In the BIAM, this fast orthographic route is supplemented with a phonological route that requires a more fine-grained orthographic code as input. Given the sequential structure of spoken language (unlike the visual signal, the auditory signal unfolds over time), it seems likely that this phonological route would at least partially involve sequential processing mechanisms. This contrasts with the strictly parallel nature of processing in the orthographic route (cf. Coltheart et al. 's, 2003, dual-route model) . It is also hypothesized that the distinction between vowels and consonants plays an important role in mapping from orthography to phonology along this pathway. Vowels provide critical information about syllabic structure, and there is a large amount of evidence suggesting that syllabic representations are involved in both auditory and visual word recognition (e.g., Mehler, Dommergues, Frauenfelder, & Segui, 1986; Carreiras, Alvarez, De Vega, 1993) .
As noted at the beginning of this chapter, the BIAM was initially designed to account for rapid, automatic involvement of phonological information during visual word recognition (Ferrand & Grainger, 1992; 1993; Frost et al., 2003; Perfetti & Bell, 1991; Ziegler et al., 2000) . According to the time-course analyses provided by Ferrand and Grainger (1993) The architecture of the BIAM is particularly well-suited for accommodating the timecourse of orthographic and phonological priming found by Ferrand and Grainger (1993) .
Orthographic overlap across prime and target (i.e., primes share letters with targets) has its influence along the orthographic pathway in Figure 2 (and described in Figure 3 ). Thus, assuming response read-out from whole-word orthographic representations in a standard visual lexical decision task or perceptual identification task (Grainger & Jacobs, 1996) , then any pre-activation of representations involved in orthographic processing will have the earliest influence on response times in such tasks. However, as soon as letter-level information is available, the process of mapping sublexical orthography onto sublexical phonology begins. Thus, phonological representations are rapidly activated following onset of a visually presented word, and can modify the activation of whole-word orthographic representations either via direct connections with the sublexical orthography-phonology interface, or indirectly via the activation of whole-word phonological representations. The architecture of the BIAM therefore correctly predicts fast phonological priming effects that lag only slightly behind orthographic effects.
Finally, as can be seen in Figure 11 , Ferrand and Grainger found that both types of priming varied non-monotonically as a function of prime exposure duration, with a clear maximum followed by a decline. The BIAM accounts for this in terms of the time necessary for within-level inhibition to develop across whole-word orthographic and phonological representations. In recent unpublished research, we have found clear evidence in the ERP signal for early influences of phonology in visual word recognition. In this study, participants monitored target words for animal names and critical (non-animal) trials were primed by briefly presented (50 ms) pattern-masked pseudowords that varied in terms of their phonological overlap with target words but were matched for orthographic overlap (e.g., bakon-BACON vs. bafon-BACON). As shown in Figure 12 , phonological priming had its earliest influence starting around 225 ms post-target onset, and caused a significant reduction in both N250 and N400 amplitudes compared to their orthographic controls. In a separate experiment comparing orthographically related primes (e.g., teble-TABLE) to unrelated primes, the earliest influence on ERPs generated by target words appeared at around 200 ms post-target onset (see Figure 8a - Having established a relatively early and quite robust contribution of phonological information during visual word recognition, we can now turn to examine the precise nature of this phonological code, and the manner in which it is derived from orthographic information. In attempting to answer these questions we should keep in mind the critical distinction between the phonological code used to support silent word reading (phonology for meaning), and the phonological code used to generate an articulatory output during the process of reading aloud (phonology for articulation). These are not necessarily the same. The BIAM makes one clear prediction about the nature of phonological representations subtending silent reading: they should be the same, or at least derived from, the phonological representations that allow an acoustic signal to be mapped onto meaning during spoken word recognition. This follows from the simple fact that the process of learning to read involves (at least partly) the association of newly learned letters and letter clusters with the previously learned sounds of words (Ziegler & Goswami, 2005) . So, what of the sequential nature of spoken language remains in the phonological code used during silent reading? Carreiras, Ferrand, Grainger, and Perea (2005) used bisyllabic words in order to examine whether phonology is computed sequentially (from beginning-to-end) or in parallel (simultaneously across the whole word). The experiments used the masked priming technique in which target stimuli (to which participants respond) are preceded by briefly presented prime stimuli that participants are typically unaware of. They varied the phonological relationship between primes and targets. Bisyllabic target words were primed by pseudowords that shared either the first or the second phonological syllable of the target. In one of the experiments the participants had to decide whether the target stimulus was a word or a nonword (lexical decision), while in the other experiment they had to read the stimuli aloud as rapidly as possible (naming).
Overlap of the first syllable only-not the second-produced facilitation in both the lexical decision and the naming tasks. These findings suggest that, for polysyllabic words, phonological codes are computed sequentially during silent reading and reading aloud.
The results of Carreiras et al. (2005) show that the type of phonological code used to support visual word recognition shares at least one characteristic with the phonological code used during spoken language processing -its sequential nature. Their result suggests that during the process of mapping orthography onto phonology, word beginnings are processed more rapidly than word endings. This result also suggests some commonalities in the phonological code used during silent reading and the code used during reading aloud, since both the lexical decision (silent reading) and naming (reading aloud) tasks showed priming from initial syllable overlap only. However, these two tasks were differentially sensitive to another type of sequential effect related to sublexical phonology. Primes that shared only their first letter/phoneme with target words facilitated performance relative to completely unrelated primes, but only in the naming task. This result corresponds to the onset priming effect found in previous masked priming studies (Forster & Davis, 1991; Grainger & Ferrand, 1996; Kinoshita, 2003; Schiller, 2004) .
Given that onset priming effects are only found in the naming task and depend on phonological and not orthographic overlap (e.g., kos-car just as effective as cos-car: see Kinoshita, 2003 , for a review of this evidence), we argue that they reflect the rapid conversion of orthographic information into a phonological-articulatory code. Onset priming effects are observed with very brief prime exposure durations, shorter than those necessary to obtain priming from pseudohomophone priming (Grainger & Ferrand 1996) . This suggests that by the time a sublexical phonological code has been generated at the sublexical O-P interface, and before that information has been sent on to influence processing at the level of whole-word representations, an articulatory code has also been generated. This could arise by letter level activity being sent directly to units that code for articulatory output without having to first compute a more abstract phonological code (cf., Kinoshita, 2003) .
A possible MEG correlate of this hypothesized rapid conversion of orthographic information into an articulatory code can be found in the work of Pammer et al. (2004) .
According to our account of orthographic processing ( Figure 3 ) and our general architecture for word recognition (Figure 2) , the earliest letter-string-specific activation should correspond to processing in the alphabetic array. Pammer et al. found such activation arising on average at about 150 ms post-target onset in left posterior fusiform gyrus, and therefore temporally and spatially coincident with the Type II response of Cornelissen et al. (2003) which we associate with processing at the level of independent letter detectors (alphabetic array). In our model, processing in the alphabetic array then feeds activation on to higher levels of orthographic processing and the central interface for orthography and phonology. Most important, in order to account for the behavioral evidence showing onset effects at brief prime exposures in the naming task, we hypothesized that activity in letter detectors in the alphabetic array is also directly sent to the representations involved in computing a set of articulatory motor commands (Grainger & Ferrand, 1996) . This could well be occurring in the inferior frontal gyrus (IFG), the region where Pammer et al. found activity only slightly later (about 75 ms) than in posterior fusiform, and prior to activation of more anterior fusiform regions (including the VWFA). Several studies have found greater activation of the left IFG during pseudoword reading as opposed to word reading, and interpreted this as evidence for sublexical conversion of orthographic information into a phonological output code (e.g., Fiebach, Friederici, Müller, & von Cramon, 2002; Fiez & Petersen, 1998; Hagoort, Indefrey, Brown, Herzog, & Steiz, 1999; Pugh et al., 1996) . This is consistent with the multiple-route architecture of our model according to which whole-word phonological representations should dominate when reading aloud words (particularly high frequency words) compared to pseudowords. It is with the latter type of stimuli (and low frequency words) that overt pronunciation will be supported most by a sublexical conversion process. However, unlike previous interpretations of IFG activation, we suggest that this is not the only part of the brain involved in the sublexical conversion of orthography to phonology. We hypothesize that an equally important conversion process uses connections between the left fusiform region and other inferior temporal and lateral temporal regions (to be discussed in the following section) as one of the pathways from print to meaning.
One critical aspect of the architecture described in Figure 2 is the predicted occurrence of strong cross-modal interactions during word recognition. According to this highly interactive architecture, information related to modalities other than that used for stimulus presentation (i.e., the auditory modality for a printed word) should rapidly influence stimulus processing. In the preceding sections we presented evidence for the involvement of phonological variables during visual word recognition. This finding is perhaps not that surprising given the fact that the process of learning to read requires the deliberate use of phonological information (letters and letter clusters must be associated with their corresponding sounds). However, the BIAM also makes the less obvious prediction that spoken word recognition should be influenced by the orthographic characteristics of word stimuli. Is this the case?
Early research had shown orthographic influences on adult performance when judging if two words rhymed, such that orthographically different rhymes (e.g., RYE-TIE) were more difficult to match than orthographically identical rhymes (Seidenberg & Tanenhaus, 1979) .
Similarly, priming across two auditorily presented words was only found to be robust when the phonological overlap also involved orthographic overlap (Jakimik, Cole & Rudnicky, 1985 ; see also Slowiaczek, Soltano, Wieting, and Bishop, 2003) . Furthermore, Ziegler and Ferrand (1998) have shown that auditory lexical decision responses were longer to words with rimes that can be spelled in different ways (e.g., in French, the phonological rime /o/ in the target word "dos" can be written os, ot, aux, eau, eaux) compared to words with rimes having a unique spelling. Ventura, Morais, Pattamadilok, and Kolinsky (2004) replicated and extended this effect of soundto-spelling consistency in spoken word recognition in Portuguese. In a similar line of investigation, Ziegler, Muneaux, and Grainger (2003) have shown that spoken word recognition is affected by the number of orthographic neighbors of target words, while controlling for their phonological neighborhood.
More direct demonstrations of cross-modal interactions in word recognition have been obtained recently using masked cross-modal priming. In this paradigm a briefly presented, pattern-masked visual prime stimulus is immediately followed by an auditory target word.
Subjects typically perform a lexical decision on target stimuli (Grainger, Diependaele, Spinelli, Ferrand, & Farioli, 2003; Kouider & Dupoux, 2001 ). In the first published application of the cross-modal version of the paradigm, Kouider and Dupoux (2001) found significant effects of masked visual primes on the recognition of auditorily presented target words with prime durations of 64 ms or longer. extended this observation to even shorter prime durations, finding significant effects of visual primes on auditory target processing at prime exposure durations of only 50 ms. In the Grainger et al. study, cross-modal effects of pseudohomophone primes (e.g., "brane" as a prime for "brain") emerged with longer exposure durations (67 ms), equivalent to the duration necessary for obtaining within-modality (visualvisual) pseudohomophone priming.
The predictions of the BIAM are best followed using the diagram in Figure 13 , that represents the state of activation in the network after an initial feedforward flow of information and before any feedback has occurred. The amount of feed-forward information flow is determined by prime duration (plus factors such as stimulus luminance and type of masking). The bimodal model successfully accounts for the key data patterns obtained so far with masked crossmodal priming: 1) Within-modality repetition priming arises with shorter prime durations than across-modality repetition priming (Kouider & Dupoux, 2001 ) -this is because on presentation of a visual prime stimulus, whole-word orthographic representations are activated more rapidly (pathway "a" in Figure 13 ) than whole-word phonological representations (pathway "a-c"); 2) Across-modality repetition priming arises with shorter prime durations than across-modality pseudhomophone priming -this is because pseudohomophones mostly activate whole-word phonological representations via the sublexical pathway (pathway "b-d-f") compared to across-modality repetition priming which is mostly subserved by the lexical route (pathway "a-c"); 3) Across-modality pseudohomophone priming emerges at the same prime exposures (67 ms) as are necessary to obtain within-modality pseudohomophone priming -this is because within-modality and across-modality pseudohomophone priming are both mediated by the sublexical interface between orthography and phonology (pathways "b-d-e", "b-d-f"). In a recent study we examined masked cross-modal priming using ERP recordings to visual and auditory target words and 50 and 67 ms prime exposures (Kiyonaga et al., 2005) . As predicted by the bimodal architecture, we found that at the shorter (50 ms) prime exposures, repetition priming effects on ERPs arose earlier and were greater in amplitude when targets were in the same (visual) modality as primes. However, with slightly longer prime durations (67 ms), the effect of repetition priming on N400 amplitude was just as strong for auditory (acrossmodality) as for visual (within-modality) targets. The within-modality repetition effect had apparently already asymptoted at the shorter prime duration, while the cross-modal effect was evidently lagging behind the within-modality effect by a small amount of time. Figure 14 shows the change in cross-modal priming from 50 ms to 67 ms prime durations in the Kiyonaga et al. study. This is exactly what one would predict on the basis of the time-course of information flow depicted in Figure 13 . With sufficiently short prime durations (i.e., 50 ms in the testing condition of the Kiyonaga et al. study), then feedforward information flow from the prime stimulus has most of its influence in the orthographic pathway ("a", as shown in the left-hand figure) , and it is only with a longer prime duration that feedforward activation from a visual prime stimulus can significantly influence activation in whole-word phonological representations (pathways "a-c"
and "b-d-f", as shown in the right-hand figure) . Furthermore, the BIAM correctly predicts that cross-modal transfer is dominated by lexical-level pathways, since we found very little evidence for any early (pre-N400) effects of cross-modal repetition even at the 67 ms prime duration. Not surprisingly, very strong modulations of ERP amplitude are observed in cross-modal priming with supraliminal prime exposures (Anderson & Holcomb, 1995; Holcomb, Anderson, & Grainger, 2005) . More important, however, is the fact that we observed a strong asymmetry in the size of cross-modal priming effects as a function of the direction of the switch. Visual primes combined with auditory targets were much more effective in reducing N400 amplitude during target word processing than were auditory primes combined with visual targets. This observed asymmetry in cross-modal priming effects might well reflect an asymmetry in the strength of connections linking orthography and phonology on the one hand, and phonology with orthography on the other. The process of learning to read requires the explicit association of newly learned orthographic representations with previously learned phonological representations, thus generating strong connections from orthography to phonology that could be the source of the strong influence of visual primes on auditory targets shown in Figure 15 . On the other hand, the association between phonology and orthography is learned explicitly for the purpose of producing written language, and these associations need not directly influence the perception of visually presented words. This can explain why the auditory-visual cross-modal priming effect shown in Figure 15 is much smaller than the corresponding visual-auditory effect. What brain regions might be involved in such cross-modal interactions in word recognition? Cohen, Jobert, Le Bihan, and Dehane (2004) presented fMRI evidence for a brain region involved in the type of multimodal processing that is described in the BIAM. Using within and across-modality repetition priming, they observed an area of lateral inferotemporal cortex that responded strongly to both visually and auditorily presented words. This region is located slightly anterior to the VWFA, which fits with our proposal of a processing hierarchy that takes orthographic information as input and connects it to the appropriate phonological code. It also fits with our ERP results showing that whole-word pathways dominate the earliest phases of crossmodal (visual-auditory) transfer.
Finally, concerning possible neural correlates of the type of sublexical and lexical representations of phonology hypothesized in the BIAM, the evidence at present points to lateral temporal cortex, and more precisely the superior temporal gyrus, as a possible locus for wholeword phonological representations involved in both spoken word recognition (e.g., Binder, Frost, et al., 2000; Booth, Burman, et al., 2002; Cohen et al., 2004; Howard et al., 1992) and possibly also visual word recognition (Sekiguchi, Koyama, & Kakigi, 2004) . Sekiguchi et al. found that visually presented heteregraphic homophones (hair-hare) influenced cortical magnetic responses after 300 ms post-target onset, and located the source to be in the superior temporal cortex. The lack of an earlier effect of homophone status in the Sekiguchi et al. study fits with the ERP findings of Ziegler, Benraïs, and Besson (1997) , and also fits with our suggestion that lexicallevel processing is only starting to be fully established at around 300 ms post-stimulus onset. As for possible loci of the sublexical conversion of orthography to phonology on the route to word meaning (the central O-P interface in our model), Cohen et al. (2004 , see also Booth et al., 2002 found that a part of lateral inferior temporal cortex was always strongly activated by both visually and auditorily presented words. Furthermore, Booth et al. (2002) presented evidence that the supramarginal gyrus and the angular gyrus are involved in the conversion of orthography to phonology and vice versa. However, since word stimuli were used in these experiments, the multimodal regions that were isolated could correspond to lexical-level interactions between modalities. Further research could attempt to isolate multimodal regions specific to word stimuli, and other regions possibly specific to pseudoword stimuli.
Conclusions.
In the present chapter we presented a functional architecture for word recognition constrained mainly by behavioral results and computational considerations. The architecture describes the key processing stages involved in reading isolated words, and how these processing stages are connected to the system designed to recognize spoken words during auditory language processing. The highly interactive nature of the architecture accounts for the increasing evidence in favor of cross-modal influences on both visual and auditory word recognition. Furthermore, behavioral evidence has allowed us to start to specify the mechanisms involved in each of the model's component processes, and most notably the orthographic pathway and the sublexical conversion of spelling-to-sound. The model makes a clear distinction between an approximate orthographic code computed in parallel and used to rapidly access the meaning of words, and a more precise orthographic code with some sequential structure used to activate phonology. A further distinction is made between the type of phonological code that supports silent reading (for meaning) and reading aloud (articulation). Recent electrophysiolgical (ERPs) and brain imaging results were used as further constraints for specifying the precise time-course of processing in the model, and as a further test of the basic assumptions of the model. Footnotes 1. Deciding whether a particular ERP effect is due to modulation of underlying negativegoing or positive-going EEG activity is frequently difficult, and is always, to some degree arbitrary. In this regard we could have just as easily referred to the effect illustrated in Figure 4a as an enhancement of the N1 because it clearly overlaps the exogenous N1.
However, we have chosen to refer to this as a positive-going effect for two reasons. First, we think it likely that the mismatching unrelated targets are driving the differences between the unrelated and repeated ERPs in this epoch. Second, this nomenclature is also consistent with the naming scheme used for the N250 and N400, where it is the relative polarity of the ERP to the unrelated condition that is used to describe the polarity of the effect. Note however that we will violate this scheme when we introduce the P350 effect.
Here we will argue that it is the repeated targets that drive the effect.
