A new family of binary linear completely transitive (and, therefore, completely regular) codes is constructed. The covering radius of these codes is growing with the length of the code. In particular, for any integer ρ ≥ 2, there exist two codes with d = 3, covering radius ρ and length , respectively. These new completely transitive codes induce, as coset graphs, a family of distance-transitive graphs of growing diameter.
Introduction
We use the standard notation [n, k, d] for a binary linear code C of length n, dimension k and minimum distance d. The automorphism group Aut(C) coincides with the subgroup of the symmetric group S n consisting of all n! permutations of the n coordinate positions which send C into itself.
Given any vector v ∈ F n , where F is the binary finite field, its distance to the code C is d(v, C) = min x∈C {d(v, x)} and the covering radius of the code C is ρ = max v∈F n {d(v, C)}.
For a given code C with covering radius ρ = ρ(C) define Definition 2 [8, 4] A linear code C with covering radius ρ = ρ(C) and automorphism group Aut(C) is completely transitive, if the set of all cosets of C is partitioned into ρ + 1 orbits under action of Aut(C), where for any x ∈ F n and ϕ ∈ Aut(C) the group acts on a coset x + C as
Let Γ be a finite connected simple (i.e., undirected, without loops and multiple edges) graph with diameter ρ. Let d(γ, δ) be the distance between two vertices γ and δ. (i.e., a numbers of edges in the minimal path between γ and δ). Denote This paper is a natural continuation of our previous paper [6] , where we describe a wide class of new binary linear completely regular and completely transitive codes for which the covering radius is growing with the length of the code. The parameters of the main family of the codes depend only on one integer parameter m ≥ 4. The resulting code C has length n = m 2 , dimension k = n − m + 1, minimum distance 3 and covering radius ρ = ⌊m/2⌋. A half of these codes are non-antipodal and this implies (using [1] ), that the covering set C(ρ) of C is a coset of C. In these cases the union C ∪ C(ρ) gives also a completely regular and completely transitive code.
Our purpose here is to describe the resulting completely transitive codes. We give, as a corollary of the constructed linear completely transitive codes, an infinite family of distance-transitive coset graphs with growing diameter.
Preliminary results.
Let C be a binary linear completely regular code with covering radius ρ and intersection array 
(ii) Code C (m) is completely transitive and, therefore, completely regular. The intersection numbers of C (m) for i = 0, . . . , ρ are:
antipodal if m is odd and non-antipodal if m is even.

A new family of completely transitive codes
Codes constructed in Theorem [6] for even m are non-antipodal and this implies (using [1] ), that the covering set C(ρ) of C is a coset of C. In these cases the union C ∪C(ρ) gives also a completely regular and completely transitive code .
Lemma 8 Let C be a completely regular non-antipodal linear code with 0 ∈ C. Then any coset
Proof. Let D = C + x be any coset of C of weight s. We can take the representative x of weight s.
We want to show that D = C(ρ) + y, where y is a minimum weight vector in D and wt(y) =
Since for any v ∈ C(ρ) we have
, we obtain
which finishes the proof. △
The next statement is very important for the results we obtain in this paper.
Theorem 9 Let C be a non-antipodal code with 0 ∈ C, and let A = C ∪ C(ρ). (ii) For the second statement we assume that C is a (linear) completely transitive code. Clearly, the code A = C ∪C(ρ) is a linear code with covering radius ρ a = ⌊ρ/2⌋. Now we have to show that for any two different vectors x, x ′ ∈ A(s), 1 ≤ s ≤ ρ a there is an automorphism (a permutation) ϕ ∈ Aut(A) which transforms the coset B = A + x into the coset
We can assume that x and x ′ are representatives of minimum weight s in both cosets B, B ′ , respectively. Since C is completely transitive, the coset D = C + x of C can be transformed into the coset D ′ = C + x ′ by applying some permutation ϕ ∈ Aut(C). We claim that using the same ϕ we transform B to B ′ . Note that Aut(C(ρ)) = Aut(C) (lemma 8) and Aut(C) ⊆ Aut(A).
Since
we obtain
△ Since for even m the code C (m) is non-antipodal, its covering set C (m) (ρ) is a translate of C (m) [1] . Hence, it makes sense to consider the new (linear) code
Proposition 10 A generating matrix 
Proof. This is a direct corollary of Theorem 9. △
We note that the extension of the code C [m] (i.e., adding one more overall parity checking position) is not uniformly packed in the wide sense, and therefore, it is not completely regular [2] . Now we go over the structure of the automorphism group of the above codes.
Lemma 12 Let C be a binary completely regular code with 0 ∈ C and let Aut(C) be the auto-
Proof. Since C is non-antipodal we have [1] that C(ρ) = C + 1, where 1 = (1, 1, . . . , 1).
Now we have for any ϕ ∈ Aut(C)
which finishes the proof. 
For m = 6 we have
Proof. Generators matrix of C (m) and C [m] coincide, except that the second one has one more independent row, the all ones row 1. Hence, all the coordinate permutations which fix
Then, as the codewords of weight 3 generate C 
