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F(G) Subgrupo de Fitting de G.
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0 «(G) Mayor rc-subgrupo normal de G.
[B, A] Conmutador de B y A.
C G (H/K) CentraHzador de H/K en G.
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Sylp(G) Conjunto de los p-subgrupos de Sylow de G.
[H]G Producto semidirecto de H por G.
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INTRODUCCION
El objetivo de esta Memoria es la obtención de información sobre la estructura de los 
grupos finitos a través del estudio de formaciones saturadas y clases de Schunck. Más 
concretamente nuestro objetivo es el estudio de los Jj-normalizadores y de los subgrupos 
de Jfy-prefrattini en universos de grupos finitos no necesariamente resolubles y su 
influencia en la estructura del grupo: teoremas de complementación normal, estudio de 
los subgrupos maximales, etc...
En 1872, P. M. L. Sylow presenta sus investigaciones a Jordán en un encuentro 
auspiciado por S. Lie. Jordán reconoce inmediatamente su valor y recomienda al editor de 
"Mathematische Annalen" la publicación de la forma más rápida posible de íos 
"Theoremes sur le groupes de substitutions". De esta forma aún no había terminado aquel 
mismo año de 1872 cuando el celebérrimo teorema de Sylow nace para .cimentar todo el 
desarrollo posterior de la Teoría de Grupos Finitos.
Posteriormente, P. Hall en una serie de trabajos publicados entre 1929 y 1940 y 
apoyándose en la teoría de Sylow, obtiene las líneas maestras de la estructura de los 
grupos finitos resolubles. Generalizando los subgrupos de Sylow, Hall obtiene en 1928 
los llamados subgrupos de Hall: subgrupos cuyo índice y orden son primos entre sí: En un 
grupo finito resoluble, para cada conjunto de primos n , existe una clase conjugación de 
rc-subgrupos maximales; esta clase se'mantiene para subgrupos y cocientes. El hecho de 
restringir la cuestión a grupos resolubles no es sólo debido a un problema de técnicas de 
demostración ( que normalmente descienden a la misma esencia de la resolubilidad: el 
carácter abeliano de los factores principales ) sino algo impuesto por la realidad: de 
hecho nueve años más tarde, Hall demuestra que la propiedad de poseer p-complemento 
de Sylow para cada primo p es realmente definitoria de los grupos resolubles.
En 1937, P. Hall obtiene en cada grupo finito resoluble G los llamados sistemas de 
Hall de G escogiendo un p-complemento de Sylow para cada primo p y realizando 
intersecciones entre ellos. El conjunto de sistemas de Hall de G es invariante bajo la 
acción de Aut(G). Además, P. Hall demuestra que dicho conjunto forma una única órbita 
bajo la acción de Int(G); en otras palabras, si X  y £ *  son dos sistemas de Hall de G, 
existe un elemento g e G tal que X* *  iP -
Surge entonces, de manera natural, el número de sistemas de Hall de un grupo 
resoluble G: es el índice en G del estabilizador de un sistema de Hall de G con respecto a la
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acción de Int(G). Tal estabilizador fue introducido por P. Hall en [28] y es el 
normalizador de sistema de G, denotado por Nq (X). En este mismo trabajo, Hall observa 
que los normalizadores de sistema son nilpotentes, se mantienen por epimorfismos y 
forman una clase de conjugación de subgrupos "cubre-evita" de G.
Las dos caracterizaciones de grupos resolubles: por su estructura normal y por su 
estructura de Sylow sugieren una íntima conexión entre ambas. Los normalizadores de 
sistemas, genuinos representantes por su definición de ia estructura de Sylow, cubren 
los factores principales centrales y evitan los excéntricos; de esta forma, conectan 
ambas estructuras y proporcionan una medida de la nilpotencia del grupo G.
Por sus repercusiones posteriores, conviene citar una caracterización de los 
normalizadores de sistemas obtenida también por P. Hall que se manifiesta independiente 
de la estructura aritmética del grupo G:
" Un subgrupo D de un grupo resoluble G es un normalizador de sistema de G sí y sólo 
sí D es minimal con respecto a la siguiente propiedad:
D puede unirse con G mediante una cadena de subgrupos D ^ D q ^ D ^  £ Dn= G tal
que Dj es subgrupo maximal abnormal en D¡+1, para todo ¡
A partir de la generalización de los subgrupos de Cárter al ámbito de las formaciones 
saturadas realizada por W. Gaschütz y, pensando en las relaciones entre los 
normalizadores de sistemas y los subgrupos de Cárter, el propio R. Cárter y T. O. 
Hawkes investigaron en [11] la existencia en cada grupo resoluble G de una clase de 
conjugación de subgrupos relacionados con formaciones saturadas f  que generalizasen a 
los normalizadores de sistemas, esto es, que gozasen de propiedades análogas a los 
normalizadores de sistemas y coincidiesen con ellos cuando jT «= %. En cada grupo 
resoluble G aparece así una clase de conjugación de subgrupos "cubre-evita" de G, 
invariantes por epimorfismos: los ^-normalizadores de G. Estos subgrupos se definen 
considerando la definición local de formación saturada dada por W. Gaschütz y U. 
Lubeseder y por tanto, siguen dependiendo aparentemente de la estructura aritmética del 
grupo G. No obstante, Cárter y Hawkes demuestran una propiedad análoga a la de los 
normalizadores de sistemas que caracteriza a los ^-normalizadores por medio de cadenas 
de ciertos subgrupos maximales.
Con ia introducción del concepto de clase de Schunck, respondiendo al problema de la 
existencia universal de envolturas en todo grupo resoluble, era razonable pensar en una 
extensión de los normalizadores de Cárter y Hawkes al contexto de clases de Schunck. Esta 
investigación fue llevada a cabo por A. Mann en 1970, pero el éxito fue sólo parcial: no
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se pudo construir una teoría completa de Jp-normalizadores para clases de Schunck Jfy 
cualesquiera. Es menester imponer condiciones sobre J).
Para la definición de los 3f?-normalizadores, Mann escoge la más abstracta de las 
caracterizaciones de los normalizadores: por medio de cadenas de subgrupos Jft-críticos. 
No obstante, Mann demuestra que estos ^-normalizadores siguen dependiendo de la 
estructura aritmética del grupo G. De nuevo, el carácter resoluble del grupo interviene 
de manera decisiva.
Es P. Fórster, en [19], quien caracteriza las clases de Schunck de grupos resolubles 
tales que para todo grupo resoluble G $ Jf) , G posee un subgrupo ^-crítico: son las clases 
de la forma E ^ jf con f  formación.
De esta manera, los ^-normalizadores son verdaderamente una generalización de los 
jf-normalizadores de Cárter y Hawkes y se conservan la mayoría de las propiedades: los 
D-normalizadores forman una clase de conjugación de ^-subgrupos de G invariantes por 
epimorfismos y cada 3J?-envoltura de G contiene un J)-normalizador de G. Sin embargo, 
las propiedades sobre cubrir y evitar factores principales predeterminados no se 
verifican a pesar que son subgrupos "cubre-evita".
A la vista de las propiedades "cubre-evita" de los normalizadores de sistemas 
(cubren los factores principales centrales y evitan los excéntricos) es razonable pensar 
en una clase de conjugación de subgrupos que cubran o eviten los factores principales de 
un grupo G atendiendo a si son suplementados o de Frattini. De nuevo, es W. Gaschütz el 
que aparece como creador de esta nueva teoría. En 1962, [49], publica el 
descubrimiento, en cada grupo resoluble G, de una clase de conjugación de subgrupos, 
llamados de prefrattini, que cubren los factores principales de Frattini y evitan ios 
complementados. Su intersección era justamente el subgrupo de Frattini de G, <X>(G).
Al igual que en el caso de los normalizadores de sistemas, los subgrupos de prefrattini 
han sido sucesivamente generalizados, siempre en el universo resoluble. En la 
Conferencia de Teoría de Grupos de Canberra de 1965, T. O. Hawkes, [50], presenta sus 
subgrupos de jT-prefrattini, con jT una formación saturada. La generalización a clases de 
Schunck fue realizada por P. Fórster y publicada en 1983, [21]. En esta ocasión, la 
generalización fue totalmente satisfactoria.
A la vista de las tres clases de conjugación que aparecen en cada grupo resoluble G 
asociadas a una formación saturada ó a una clase de Schunck con determinadas 
propiedades, parece natural preguntarse: ¿puede extenderse la teoría de proyectores, 
normalizadores y subgrupos de prefrattini a universos de grupos finitos no
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necesariamente resolubles?.
R. Erickson en [17] y P. Fórster en [20], estudian las clases proyectivas en 
universos de grupos finitos con ciertas propiedades de clausura. En este contexto más 
general, las clases proyectivas son de nuevo las clases de Schunck. Sin embargo, los 
proyectores pierden alguna de sus clásicas propiedades como la conjugación y la 
persistencia en subgrupo^ intermedios.
Es de resaltar en el estudio de la Teoría de Proyectores en grupos finitos un hecho 
importante: P. Schmid en [42], demuestra que si Jf es una formación saturada y G un 
grupo con jf-residual resoluble, los ^-proyectores de G son una clase de conjugación de 
subgrupos de G. Más tarde, Erickson, [17], demuestra que si J? es una clase de Schunck 
y G es un grupo en , los 3&-proyectores de G coinciden con las ^-envolturas de G.
Inspirados por la Teoría de Proyectores desarrollada por Erickson y Fórster, nos 
planteamos la posibilidad de definir ^-normalizadores y J)-prefratt¡nis en universos de 
grupos finitos.
El principal obstáculo tanto para la definición de J?-normalizador como para la de 
subgrupo de 3?-prefrattini lo constituía la inexistencia de propiedades de tipo 
aritmético, recogidas en los sistemas de Hall. Este obstáculo no existía en el caso de los 
proyectores y envolturas cuya definición no dependía de tales propiedades aritméticas.
En el caso de los Jj-normalizadores hubo, pues, que recurrir a una definición vía su 
caracterización mediante cadenas de subgrupos ^-críticos. Esto conllevaba nuevas 
dificultades:
a) Los subgrupos maximales J)-críticos en el caso, resoluble se definían como aquellos 
maximales J?-abnormaIes que suplementan al subgrupo de Fitting. En general, la 
utilización del subgrupo de Fitting e incluso del radical cuasinilpotente planteaba 
problemas debido a la existencia de grupos G tales que F(G) = F*(G) = O(G); estas 
igualdades jamás se verifican en el caso resoluble.
Para dar una definición de subgrupo lf)-crítico en el caso general, era preciso 
observar qué propiedades de F(G) en el caso resoluble intervenían de una forma decisiva 
en el comportamiento de estos subgrupos. De los diversos subgrupos definidos como 
generalizaciones del subgrupo de Fitting, se escogió F'(G) *= Soc(G mód c>(G)) aún a costa 
de la pérdida de propiedades de tipo radical que aparecen en F(G).
Como primera prueba de la bondad de esta definición, se afrontan algunas cuestiones 
conocidas de formaciones saturadas y clases de Schunck mediante la utilización de estos 
nuevos subgrupos D-críticos.
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b) La caracterización de aquellas clases de Schunck para las cuales todo grupo que no 
está en la clase posee al menos un subgrupo J?-crítico. En definitiva, aquellas clases de 
Schunck J& tales que todo grupo finito G posee ^-normalizadores.
Basándonos en la caracterización hecha por Fórster en el caso resoluble, observamos 
que con nuestra definición de subgrupo crítico dicho teorema sigue siendo válido en el 
caso general.
Salvados estos problemas, se definen ya los ^-normalizadores y se trata de obtener el 
mayor número posible de propiedades, teniendo siempre como referencia fundamental el 
comportamiento de éstos en el caso resoluble.
La principal conclusión, ya apuntada por Erickson y Schmid en el caso de los 
proyectores, es que, en el caso de formaciones saturadas jf, la hipótesis de resolubílidad 
del grupo puede rebajarse a la resolubilidad del jf-residual sin mengua de propiedades: 
los jf-normalizadores de grupos G con jf-residual resoluble son una clase de conjugación 
de subgrupos cubre-evita de G.
Una vez definidos estos normalizadores, abordamos problemas ya clásicos dentro del 
universo resoluble: teoremas de complementación del jf-residual y definición local 
maximal de una formación saturada.
Por otra parte, estos normalizadores se manifiestan como herramienta útil para el 
estudio de la influencia en la estructura del grupo tanto de sus subgrupos simples como 
de sus subgrupos maximales. Recordemos a este respecto, la importancia, manifestada 
por Aschbacher en Proceedings of the Rutgers Group Theory Year (1983-84), del 
estudio de los subgrupos maximales para reducir cuestiones de representaciones por 
permutaciones transitivas a cuestiones de representaciones por permutaciones 
prim itivas.
Las dificultades para la introducción de los subgrupos de 2)-prefrattini eran mucho 
mayores, dado que en el caso resoluble dichos subgrupos aparecían como intersecciones 
de subgrupos maxim^jes en los que un sistema de Hall reducía. Cada sistema de Hall de un 
grupo resoluble distingue un único subgrupo maximal de su clase de conjugación: aquél 
en el que dicho sistema reduce. La importancia de los sistemas de Hall en los subgrupos de 
prefrattini era pues la de "distinguir" maximales.
En el caso general, este proceso de "distinción" de maximales se afronta en esta 
Memoria con la introducción de los llamados sistemas maximales, que en el caso 
resoluble están en correspondencia biunívoca con los sistemas de Hall.
Sin embargo el éxito es sólo parcial: no conocemos la existencia de sistemas
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maximales en todo grupo finito, si bien no hemos podido encontrar ejemplos de grupos . 
que no los posean. No obstante, en grupos con sistemas maximales es posible definir 
subgrupos de prefrattini de forma paralela al caso resoluble. Además, en todo grupo 
finito aperecen ciertos subgrupos de tipo prefrattini a través de los cuales se puede 
obtener información sobre la estructura normal no abeliana del grupo. Dichos subgrupos 
proporcionan una medida de la resolubilidad del jF-residual en el caso de formaciones 
saturadas f .
Los resultados obtenidos se presentan en cinco capítulos:
En el Capítulo I se estudian los subgrupos 3f)-críticos y se caracterizan las clases de 
Schunck de la forma E<^jF, con f  formación. Estas técnicas se aplican a un análisis de la 
relación entre clases de Schunck y formaciones.
Es en el Capítulo II donde se introduce el concepto de normalizador de un grupo finito 
asociado a una clase de Schunck 3fj de la forma E^jF, con jF formación. En este Capítulo se 
estudian las primeras propiedades de estos subgrupos: permanencia por epimorfismos, 
propiedades de tipo "cubre-evita" y relación con los maximales monolíticos . Siguiendo 
el caso resoluble, analizamos la relación de los jF-normalizadores con los jF-proyectores 
y con el JF-hipercentro en el caso de formaciones saturadas jF. Observamos, además, que 
en grupos G con el jF-residual resoluble se mantienen las propiedades clásicas de los 
normalizadores: son una clase de conjugación de subgrupos "cubre-evita" de G y los 
jF-proyectores de Nq (£), siendo X  un sistema de Hall del jF-residual, son exactamente 
los jF-normalizadores de G.
En el Capítulo III, utilizamos los normalizadores para obtener teoremas de 
complementación de subgrupos normales de grupos finitos, en la línea marcada por 
Higman, Cárter y Hawkes, Semetkov y Schmid. Además, estudiamos el problema de la 
existencia de una definición local maximal de una formación saturada f  , aportando 
condiciones suficientes que permiten caracterizar dicha existencia. Finalmente, en este 
capítulo, analizamos la infuencia de los subgrupos minimales y los subgrupos simples en 
la estructura de un grupo finito.
En el Capítulo IV, definimos en cada grupo finito familias de subgrupos maximales 
relacionados con una formación saturada, un conjunto de primos y con el llamado índice 
normal. La intersección de estas familias de subgrupos maximales originan subgrupos 
característicos que contienen al subgrupo de Frattini. Como esquema central en el 
desarrollo de este estudio, se tiene que la intersección de los maximales que "apartan" a 
un grupo de tener una determinada propiedad, satisface dicha propiedad. Un teorema de
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Bathia aclarará lo que pretendemos decir: se sabe que un grupo G es superresoluble sí y 
sólo sí todos sus maximales son de índice primo: pues bien, la intersección de los 
subgrupos maximales de índice compuesto es superresoluble , ver [7].
’ En el Capítulo V, afrontamos el estudio del segundo tipo de subgrupos mencionados más 
arriba: los subgrupos de prefrattini. Consta de dos párrafos; en el primero se introducen 
los sistemas maximales como medio para "distinguir" un maximal de cada clase de 
conjugación; es, por consiguiente, una extensión del concepto de sistema de Hall en el 
universo resoluble. Con esta herramienta, se construyen los subgrupos de prefrattini 
en el segundo párrafo.
Hemos creído conveniente introducir un Capítulo 0 donde se recogen resultados 
conocidos sobre factores principales, operadores clausura, Clases de Schunck y 
Formaciones, grupos primitivos....etc.
Las definiciones y resultados se numeran dentro de cada Capítulo, de la forma (A . B), 
donde A corresponde a la numeración del párrafo y B a la colocación dentro del mismo. 
Cuando nos refiramos a una numeración de un Capítulo anterior emplearemos notación 
del tipo (A . B) Cap. C, donde C es la numeración romana del Capítulo en cuestión y A y B 
como antes. Las referencias bibliográficas se indican entre corchetes con un número que 
corresponde a la bibliografía insertada al final de la Memoria.
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I CAPITULO 0
Todos los grupos considerados en esta Memoria se suponen finitos.
En cualquier clase de grupos que se considere, supondremos que si un grupo G 
pertenece a la clase también pertenecen todos los isomorfos a G.
Un operador clausura es una aplicación c de las clases de grupos a las clases de grupos - 
que verifica:
i) Para cada clase X, X  c  cX, y cX = c2X.
ii) Si X  e son dos clases de grupos tal que X  c  entonces cX  c  c]|.
Una clase de grupos X  se dice c-cerrada, si X  = cX.
Si a y b son dos operadores clausura, < a,b>3£ denota la menor clase a-cerrada y 
b-cerrada conteniendo a X. Se tiene, evidentemente, que < a,b> es también un operador 
clausura.
’ Seguidamente, definimos los operadores clausura especialmente tratados y manejados 
en la presente Memoria.
OPERADOR Q (MOB
Si X  es una clase de grupos, un grupo G está en Q3C sí y sólo sí G es imagen homomorfa 
de un grupo de X.
A una clase de grupos Q-cerrada se le llama homomorfo.
OPERADOR R0 ([10])
Si X  es una clase de grupos, un grupo G está en R0&  sí y sólo sí G posee subgrupos 
normales N¡, (i *  1,...,n), tales que ñ {N¡ : i =1,...,n} = 1 y de forma que G/N¡ e X  para 
todo i « 1 n.
OPERADOR S
Si X  es un ciase de grupos, un grupo G está en S X sí y sólo sí G es subgrupo de algún 
grupo de X.
Frecuentemente, a las clases S-cerradas se les denomina cerradas para subgrupos.
OPERADOR E gfriOtt
Si X  es una clase de grupos, un grupo G está en Eg,£ sí y sólo sí G posee un subgrupo 
normal N < <D(G), tal que G/N está en X.
A una clase E^-cerrada, se le denomina saturada.
Dada una clase de grupos X, diremos qué G es un £-grupo si G pertenece a la clase X . 
Dado un grupo G, un subgrupo H de G se dirá 3£-maximal si H es un 3C-grupo y ningún 
subgrupo de G que contenga estrictamente a H es un Agrupo.
Una clase X  es R0-cerrada sí y sólo sí cada grupo G tiene un subgrupo normal K, 
verificando la siguiente propiedad: si N es un subgrupo normal de un grupo G tal que G/N
1
es un X-grupo, entonces K < N. A dicho subgrupo K se le llama X-residual de G y se 
denota por G^.
Una formación f  es una clase de grupos < Q, R0 >-cerrada. A las formaciones 
E^-cerradas se les denomina formaciones saturadas.
Un grupo G se dice primitivo, si G posee un subgrupo maximal U tal que Uq = 1.
(0.1) Teorem a: ([1]) Un grupo primitivo G es uno de los tres tipos siguientes:
(1) Soc(G) es un normal minimal abeliano de G complementado por U.
(2 ) Soc(G) es un normal minimal no abeliano de G.
(3) Soc(G) es producto directo de dos normales minimales de G, ambos no abelianos y 
complementados por U.
Denotamos por #  la clase de todos los grupos primitivos y por # ¡ , i € {1,2,3}, la 
clase de todos los grupos primitivos de tipo i.
Un homomorfo f}  es una clase de Schunck si verifica la siguiente propiedad: si un 
grupo G tiene todos sus cocientes primitivos en J), entonces G es un J?-grupo.
El concepto de frontera, introducido por Doerk, se manifiesta muy útil en el estudio 
' de las clases de Schunck. Si X  es una clase de grupos, la frontera de X , denotada por 
b(X), consiste de aquellos grupos G que satisfacen:
(1) G no es un X-grupo, y
(2) G/N es un X-grupo para todo 1 *  N <  G.
(0.2) Teorem a: ([20]) Un homomorfo 1) es una clase de Schunck sí y sólo sí b(J)) 
consiste de grupos primitivos.
(0.3) D efin ic ión : ([17, 20, 26]) Consideremos una clase de grupos X .
a) Un X-proyector de un grupo G, es un subgrupo H de G tal que HN/N es X-maximal 
en G/N para todo subgrupo normal N de G.
b) Una X-envoltura de un grupo G, es un subgrupo H de G verificando la siguiente 
propiedad: si H £ X < G, Y <  X y  X/Y e X  entonces X *  HY. Es decir, H es un X-proyector 
de K para todo subgrupo K de G tal que H < K.
Denotamos por Proy^(G) ( resp. Covjj(G ) ) al conjunto, posiblemente vacío, de 
ft-proyectores ( resp. 3f?-envolturas ) de G.
(0.4) Teorem a: ([20]) Para una clase de grupos % son equivalentes:
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(0 Proy J)(G) es no vacío para cada grupo G. 
(i¡) % es una clase de Schunck.
(0.5) Teorem a: ([20]) Consideremos un homomorfo f ) .  Denotamos por e un funtor 
que asigna a cada grupo G un conjunto posiblemente vacío de subgrupos de G. Si e es 
P ro y jjí) ó C o v jj( ), entonces se satisfacen:
(i) G e e(G) sí y sólo sí G es un J?-grupo.
(¡i) Si N <  G, N < V < G, U e e(V) y V/N e e(G/N) entonces U e e(G).
Un funtor e que satisface (ii) se le llama Ji>-inductivo.
(0.6) T e o re m a : ([28]) Consideremos un grupo resoluble H y K un subgrupo 
normal de H. Sea X* un sistema de Hall de K tal que I *  = I  n K para algún sistema de 
Hall X  de H. Si denotamos por M = N|_j(X*), se tiene:
a) N h (X) < M.
b) X-j = X  n M es un sistema de Hall de M.
c) N ^ (X -|) *  Nh (X).
(0.7) Teorem a: ([16]) Consideremos un grupo G con un subgrupo normal minimal 
A contenido en un subgrupo normal resoluble M de G. Sea p el primo divisor del orden de 
A y S un p'-subgrupo de Hall de M. Si A n Nq (S) *  1, entonces A < Z(M).
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CAPITULO I
SUBGRUPOS ^-CRITICOS.
En todo el capítulo, V  denotará un universo arbitrario pero fijo de grupos finitos, 
tal que V  = {Q, S, Rq, E^} V . Todas las clases de grupos consideradas serán clases,
es decir si X  es una clase de grupos, supondremos que X  está contenida en V.
(1.1) D efin ición: Consideramos M un subgrupo maximal de un grupo G. Entonces 
el grupo X = G /Mq es un grupo primitivo; decimos que M es de tipo i si X « # j,
(i =1,2,3), y M es un subgrupo maximal monolítico de G si M es de tipo 1 ó de tipo 2.
(1.2) D e f in ic io n e s :
(a)Dada una clase de Schunck J), un subgrupo maximal U de un grupo G se dice 
A norm al en G si G /Uq e Jf) y Jfr-abnormal en caso contrario.
(b)([20j) Consideremos H/K un factor principal de G. Denotamos:
El grupo primitivo [H/K]* G es el grupo primitivo monolítico asociado al factor 
principal H/K de G.
maximal monolítico de G suplementando H/K en G , entonces G/Mq  s [H/K]* G.
(1.3) Definición: Consideremos U, G y Jfr como antes. U es J?-crítico en G, si U es
subgrupo Soc(G mód <D(G)).
(1.4) Lem a: Si U es ^-crítico en G y N es un subgrupo normal de G tal que N < U 
entonces U/N es 5)-crítico en G/N.
1. SUBGRUPOS ^-CRITICOS.
[H/K](G/Cq (H/K)) si H/K es abeliano,
J3/Cq (H/K) si H/K no es abeliano.
Notemos que si H/K es un factor principal suplementado de G y* M es un subgrupo
un subgrupo maximal J)-abnormal monolítico de G y G = UF'(G) siendo F'(G) el
1 *  VALÉNCIA
Demostración: Existe un subgrupo normal T de G tal que TAfc(G) es un subgrupo 
normal minimal de G/<J>(G), verificando que G /o(G )= (U/<x>(G))(T/<fc(G)). Si N cubre 
T/<x>(G), entonces G = U, contradicción. De esta manera, N evita TM>(G) y TN/C>(G)N es 
un factor principal de G, G-isomorfo a T/o(G ). Por otra parte, si R = <D(G mód N), se 
tiene que N <X>(G)£ R. En consecuencia R no debe cubrir a TN/<I>(G)N. Así, TR/R es un 
factor principal de G. Denotando por V el subgrupo normal de G cumpliendo V/N = 
Soc(G/N mod <X>(G/N)), tenemos que TR £ V. De esta manera, G/N = (U/N) (V/N) y U/N 
es Jj-crítico en G/N.
Pretendemos caracterizar las clases Schunck con la siguiente propiedad:
(C) Si G $ J?, entonces G posee un subgrupo 3f?-crítico.
No todas las clases de Schunck verifican la propiedad (C). Por ejemplo, 
consideramos 1) la clase de Schunck generada por un grupo simple no abeliano S y V  = 
Entonces G = S x S « b($)) y G no posee ningún subgrupo ^-crítico.
El siguiente teorema caracteriza las clases de Schunck que satisfacen la propiedad 
(C). El teorema análogo en el universo resoluble V  *  g> fue obfenido por Fórster en 
[19]. En nuestro caso, debemos considerar grupos primitivos no resolubles.
(1.5) T e o rem a : Para una clase de Schunck J) , las siguientes afirmaciones son 
equivalentes:
(i) % verifica la propiedad (C).
(i¡) ¥> = E0 Q R q Pr(J?) cdn Pr(J?)= % n #  .
(iii) J) ■ para alguna formación jf.
Demostración: (i) implica (¡i): Es claro que si J? es una clase de Schunck se tiene 
que Tft c  E^Q Rq Pr(J?). Ahora, si G e R0 Pr®)), existen N¡ <  G , i= 1 ,... ,t , verificando
que la intersección n (N¡ ; i=1f...,t} ■ 1 y G/N¡ e Pr(Jp) , i= 1, t. En consecuencia
o(G )=1. Si el grupo G *  % , consideramos U <* G ^-crítico en G. Como <x>(G)=1, F’(G)
-  Soc(G) y de esta manera podemos suponer que G -  UN donde N es un subgrupo normal 
minimal de G. Por otra parte, existe un i, 1 < i < t tal .que N no está contenido en N¡ y 
así NNj/N¡ es un factor principal de G , G-isomorfo a N.
Si G/N¡ e tenemos que G/Nj s [N](G /Cq(N))s G /U q y entonces G/Uq e Jj,
contradicción.
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Si G/N¡ e # 2 ■ N¡ = Cg (NN¡/N¡) = Cg (N). Así G/Ug  € $ 2 , CQ (N) = UG y se 
verifica que G/UG e Jf), contradicción.
Finalmente, si G/N¡ € $ 3 consideramos el subgrupo normal T de G, tal que T *  NN¡, 
y T/N¡ subgrupo normal minimal de G/N¡. Entonces, T = CG(N) = UG y de esta manera 
obtenemos que G/UG € Q([N](G/CG(N))) = Q (G/Nj) c  Jf) , contradicción.
En consecuencia, G ejf) y se obtiene la igualdad Jf) = E^Q R q Pr(Jf)).
Para toda clase de grupos X ,  QRq3C es una formación. Por consiguiente, (¡i) 
implica (iii) es claro.
(iii) implica (i): Consideremos G *  Jf) y suponemos primero que o (G )= 1. Si para 
cada subgrupo normal minimal N de G y cada subgrupo maximal monolítico U(Nj de G 
verificando N ^ U(N), U(N) es J?-normal en G se tiene n { U(N) ; N subgrupo normal 
minimal de G } = 1. En consecuencia, G e RqJT = f  contradicción.
Por lo tanto, existe un subgrupo normal minimal N de G y un subgrupo maximal 
monolítico U(N) de G con N ^ U(N) y U(N) J)-abnormaI en G. Así, U(N) es 3f)-crítico en 
G.
Finalmente, si o (G ) *  1, consideramos el grupo G* «= G /o(G ) y denotamos con 
estrellas las imágenes en G*. Como o(G*) = 1 y G* no pertenece a Jf), aplicando el caso 
anterior determinamos un subgrupo J?-crítico U* de G* . Pero U es entonces J?-crít¡co 
en G. En definitiva, Jf) satisface la propiedad (C).
Denotamos por J  la clase de todos los grupos simples. Si H/K es un factor principal 
de un grupo G, H/K es producto directo de grupos simples isomorfos a un grupo simple 
dado J. En este caso, decimos que H/K es un J-factor principal de G y escribimos J e 
H/K.
Consideremos una clase de Schunck Jf). Para cada J e  J , defimimos: h(J) « (G /  Todo 
J-factor principal suplementado de G es J?-central).
(1.6) P ro p o s ic ió n : Dada una clase de Schunck Jf), b(Jf)) consta de grupos 
primitivos monolíticos sí y sólo sí Jf) = n (h(J) ; J e 5 }.
Demostración: En general, se tiene la inclusión Jf) c  n (h(J); J e 30. Supongamos 
ahora que b(J?) consta de grupos primitivos monolíticos. Si 'Jf) + 0  (h(J); J e J } , 
consideremos un grupo G de orden minimal tal que G e n  (h (J ); J e 3f}-Jf). Entonces G € 
b (Jf)). Si Soc(G) es un J-factor principal de G, como G está en h(J), se tiene que 
[Soc(G)]* G e Jf). Ahora bien, G = [Soc(G)]* G « Jf), contradicción.
Recíprocamente, supongamos que existe un grupo G en b(J)) n ^ 3 . Existen A y B, 
subgrupos normales minimales de G, tal que Soc(G) = A x B .  Además, G/A es ¡somorfo a
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G/B. Como G J?, existe un grupo simple J tal que G h(J). Ahora bien, como G/A e Jf), J 
debe ser factor de composición de A y B. En consecuencia, G/B s [A]* G € h(J). Pero esto 
implica que A y B son factores principales J?-centrales de G, contradicción.
(1.7) Proposición: Consideramos una clase de Schunck de frontera monolítica. 
Las siguientes afirmaciones son equivalentes:
i) G « »  .
ii) Todo factor principal suplementado de G es J)-central.
Dem ostración: Si H/K es un factor principal suplementado de G, [H/K]*G es 
isomorfo a un cociente de G. En consecuencia, si G e Tí) todo factor principal suplementado 
de G es J?-central.
Recíprocamente, si 3Tq = (J e J  /  J es factor de composición de algún factor 
principal suplementado de G), tenemos que G e n  {h (J ); J e J 0). Ahora bien, si J es un 
grupo simple tal que J $ se tiene que G e h(J). En consecuencia, G e n  (h (J ); J e J }
(1.8) P ro p o s ic ió n : Consideramos TS) una clase de Schunck. Las siguientes 
afirmaciones son equivalentes:
i) T) = E^, f  para alguna formación f .
ii) G e $  sí y sólo sí todo normal minimal de G/<E>(G) es E>-central.
Demostración: i) implica ¡i). Si G e ^  y N/<í>(G) es un normal minimal de G/G>(G), 
entonces N/<í>(G) es un factor principal de G suplementado. Por (1.7), N/í>(G) es 
-central. Recíprocamente, supongamos que todo normal minimal de G/<D(G) es 
J? .-central y G % . En virtud de (1.5), G posee un subgrupo -crítico M. Como M 
suplementa a F (G ), existe un subgrupo normal minlmal N/<u(G) de G/<&(G) tal que 
G/<E>(G) = (M/í>(G))(N/<í>(G)). Como M es J?-abnormal en G, se tiene que N/<E>(G) es un 
factor principal de G J?-excéntrico, contradicción.
ii) implica i). Consideremos G $ JS). Por ii), existe un normal minimal 
ft-excéntrico N/í>(G) de G/<I>(G). Sea M un subgrupo maximal de G, tal que G « MN y 
G /M q  s [N/<D(G)]*G. Así, M es J?-crítico en G. Aplicando (1.5), Jft = E ^ jf  para alguna 
formación jT.
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2. CLASES DE SCHUNCK Y FORMACIONES.
Nuestro objetivo en este párrafo es caracterizar las ciases de Schunck que son 
formaciones saturadas utilizando los resultados de la sección anterior. Como corolario, 
obtenemos un conocido resultado de J. Lafuehte que Caracteriza las clases de Schunck que 
son formaciones saturadas mediante el operador clausura E (ver [33]).
(2.1) D e fin ic ió n : Dada una clase de Schunck Tí) , un factor principal H/K de un 
grupo G se dice Jf)-central en G si verifica [H/K]* G e í  y se dice Tí)-excéntrico en 
caso contrario.
Un factor principal H/K de un grupo G se dice Jf)-crítico en G si H/K es un factor 
principal suplementado en G, ^excéntrico, tal que cada factor principal de G por debajo 
de K es ó Jj-central ó un factor principal de Frattini.
Dada una clase de Schunck Jf), denotamos: 
g(J?)*= {G /  Cada factor principal de Frattini de G es ^-central}.
Si Jf) es una formación saturada, por [9] lemma 1.8 , tenemos que Jf) c  g(J)). Sin 
embargo, esta propiedad no es cierta para clases de Schunck en general:
EJEMPLO 1 C onsideremos E la extensión de Frattini de G -  Alt(5) correspondiente 
al primo p « 3 , i.e.
( i ) 0 » M » E » G * 0
(¡i) M < <í>(E).
(Cf. Gaschütz [25] y Griess-Schmid [27]).
Tomando V  = (B y Jf) la clase de Schunck generada por E , tenemos que E «é g(J)). 
En consecuencia, Tí) no está contenida en g(J?).
(2.2) Teorema: Consideremos Jfj una clase de Schunck, tal que Jf) c  g(Jf)). Entonces: 
b(J?) consiste de grupos primitivos monolíticos sí y sólo sí Jf) ■ E p a r a  alguna 
formación f .
Demostración: Es claro que si % = E^ f  para alguna formación jf, b(J?) consiste de 
grupos primitivos monolíticos.
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Recíprocamente, supongamos que b{Jf)) consiste de grupos primitivos monolíticos. 
Afirmamos que si G $ Jf), entonces G posee subgrupos 3f?-crít¡cos. En otro caso, tomamos G 
contraejemplo minimal a la afirmación. Se tiene entonces que 3>(G)=1. Si G e b(J?), 
tomamos un subgrupo maximal M de G tal que G = M Soc(G)= MF'(G), pero entonces M 
es ft-crítico en G, contradicción. En consecuencia, G $ b ( f ) )  y así existe un subgrupo 
normal minimal N de G tal que G/N $ Jf) . Por minimalidad de G, G/N tiene subgrupos 
Jj-críticos, es decir, existe un subgrupo maximal monolítico M/N de G/N tal que G/N = 
(M /N )F(G /N) y G/Mq<* Jf) . Por otra parte, N es ^-central en G. Sea F*/N = F'(G/N). 
Entonces, F'(G) F* H C*, siendo C* el subgrupo N Cq(N). Como N es 3?-central, G/C* 
€ J f ) . Además, podemos suponer que F(G) está contenido estrictamente en F*. Si F(G) < 
M, determinamos un factor principal H/K de G tal que K < M, M no cubre H/K y F'(G) < 
K < H < F*. Entonces, M suplementa H/K y se verifica que G /M q =  [H/K]* Q. Además, 
HC7KC* es un factor principal de G, G-isomorfo a H/K. Como G/C* € Jf) , HC7KC* es
un factor principal de G ^.-central. Esto implica que G/M q  e j f ) ,  contradicción. En
consecuencia F(G ) no está contenido en M y M es ^-crítico en G, contradicción final.
(2.3) D e fin ic ió n : ([33]) Consideremos G un grupo y X  una clase de grupos. 
Denotamos:
e(G) ■ { [F](AutG F ) /  F es un factor principal de G }.
e ( X )  «= U { e(G) /  G e X  }.
E { X )  = X  U e ( X ) .
f ( X )  « { G /  e(G) c  X  }.
E es un operador clausura y si X  es una clase de Schunck, entonces f(£) es la mayor 
formación contenida en X .
(2.4) C o ro lario : Consideremos J? una clase de Schunck. Jf) es una formación 
saturada sí y sólo sí Jf) c  g (J f)) y  b(Jf)) consiste de grupos primitivos monolíticos.
Demostración: Si Jf) es una formación saturada, claramente b(JÍ>) consiste de 
grupos primitivos monolíticos. Por lemma 1.8 de [9], se tiene también que Jf) c  g (J f)).
Recíprocamente, supongamos que Jf) c  g(J)) y b (Jf)) e s  monolítica. Por (2 .2) Jf) es 
de la forma Jf) = E^jT para alguna formación Jf y por lo tanto, Jf) = E ^ f (J f )  ). En 
consecuencia, basta probar que f ( l ')) es saturada.
Consideremos un grupo G tal que G/<l>(G)e f(fli>). Como Jf) c  g(J>), si F es un factor 
principal de G por debajo de C>(G) se tiene que [F](AutGF) e Jf). En consecuencia, todos
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los factores principales de G son Jó -centrales y así e(G) está contenido en Jó . Por lo 
tanto, G e f(3^) y i(Jó) es saturada. En definitiva, JÓ = E ^f (J?) = f (# ) .
(2.5) Corolario: ([33]) Una clase de Schunck JÓ es formación saturada sí y sólo 
sí es E-cerrada.
Dem ostración: Si JÓ es formación, entonces JÓ = g{JÓ) por lemma 1.8 de [9]. 
Recíprocamente, si JÓ es E-cerrada, se tiene que J? c- g(J?). Por otra parte, si G e b(3f?) 
entonces G es primitivo monolítico. En otro caso, Soc(G) = N x M, siendo M, N normales 
minimales de G. Como G/M es un 3f)-grupo, y NM/M es un normal minimal de G/M se 
tiene que [N M /M ](A utQ /^ j (NM/M)) es un JÓ -grupo. Pero G es isomorfo a 
[N M /M ](A utQ /M (NM /M )), contradicción.
Consideremos h una función que asocia a cada primo p, una clase de grupos h(p). 
Denotamos por X  la clase de todos los grupos G que satisfacen: para cada factor principal 
H/K suplementado de G y para cada primo p que divide a |H/K|, se tiene que AuW H/K) € 
h (p ).
Es bien conocido que X  es una clase de Schunck de frontera monolítica (ver [16]).
Utilizando los resultados anteriores, demostramos el siguiente resultado de Gaschütz 
(ver [16]): .
(2.6) Corolario: Si para todo primo p, h(p) es formación entonces X  es formación 
saturada.
Demostración: Aplicando (2.4), sólo resta probar que X  c  g(3£). Supongamos que G 
es un X  -grupo, H/K un factor principal de Frattini de G y p un primo divisor del orden 
de H/K. Op.p(G) es la intersección de los centralizadores de los factores principales de G 
cuyo orden es divisible por p. Esta intersección coincide también con la intersección de 
los centralizadores de los factores principales de G suplementados cuyo orden es divisible 
por p. Como h(p) es formación, G/Op.p(G) e h(p). En particular, G /Cq(H/K) e h(p). Si 
consideramos T =[H/K](G/Cq(H/K)), se tiene que T /C j(H /K ) e h(p). Como G /Cq(H/K) 
€ h(p), de la definición de X  obtenemos que T e X  . Así, X  c  g(3£).
(2.8) Nota: Existen clases de Schunck tal que JÓ c  g(Jj) que no son formaciones 
saturadas: consideremos V  -  (£, un grupo simple no abeliano S, y JÓ la clase de Schunck 
tal que b(J?) ■ (S xS ). Entonces, JÓ c  g(Jó), pero no es una formación.
El siguiente teorema analiza la relación existente entre subgrupos If)-críticos y
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factores principales 3)-críticos de un grupo G.
(2.9) Teorem a: Consideremos J? una clase de Schunck tal que Jfr c  g(Jfy) y G un 
grupo con un subgrupo maximal monolítico M. Entonces: M es J)-crít¡co en G sí y sólo sí 
M suplementa un factor principal J)-crítico de un grupo G.
Demostración: Si M es ^-crítico en G, existe un subgrupo normal N de G tal que 
N/o(G) es un factor principal de G y se tiene que G = MN. En consecuencia, M suplementa 
N/<D(G) y N/<í>(G) es un factor principal ^-crítico de G.
Recíprocamente, supongamos que M suplementa H/K, factor principal ^-crítico de 
G. Es claro que podemos suponer <x>(G) =1. Si K =1, entonces H está contenido en F'(G) y 
entonces M es Jj-crítico en G. Si K 4* 1, tomamos un subgrupo normal minimal N de G con 
N < K. Entonces, N es 3?-central. Razonando como en (2.2), obtenemos que M es 
^-crítico en G.
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CAPITULO II 
J&-NORMALIZADORES.
En este capítulo, al igual que el anterior, V  denotará un universo arbitrario pero 
fijo de grupos finitos, tal que V  « {Q, D, R0 , E ^} V  . Todas las clases de grupos 
consideradas serán ^-clases.
1. PRIMERAS PROPIEDADES.
En lo que sigue, salvo mención en contra, supondremos que JJ) es una Hacíase de 
Schunck de la forma J) = E^jT para alguna formación jf. De esta manera, está asegurada la 
existencia de subgrupos ^-críticos en todo grupo G e
Esto nos permite definir ft-normalizadores en todo grupo G del universo V  de una 
forma abstracta.
(1.1) Definición: Consideramos un grupo G. Decimos que un subgrupo D de G es 
un J)-normalizador de G, si existe una cadena de subgrupos:
D - H n s H n-1s  s H ^ H q - G  (1)
tal que H¡ es un subgrupo Jj-crítico de H¡_i( ¡= 1, ,n ) y Hn no contiene
ningún subgrupo J)-crít¡co.
Si G e J), entonces G es el único üfy-normalizador de G. La condición sobre Hn es 
equivalente a D e %.
Sí G e V  , denotamos por Norjj(G) al conjunto de todos los J?-normaIizadores de G.
La siguiente proposición demuestra que los J)-normalizadores son invariantes bajo 
epimorfismos.
(1.2) P ro p o s ic ió n : Consideremos D un Jj-normalizador de un grupo G y N un 
subgrupo normal de G, entonces DN/N es un fl)-normalizador de G/N.
Demostración: Si G € J), entonces D= G y no hay nada que probar. En otro caso 
consideremos la cadena:
D -  Hn < Hn_1 ^  < H ^ H 0 = G
tal que H¡ es un subgrupo 3f)-crít¡co de H¡_.|( i= 1,...,n ).
Es claro que D € N orjj( H-j). Por inducción, DN/N es un J)-normalizador de H-jN/N.
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Si G coincide con H-jN, no hay nada que probar y si N < H-j, por (1.4) Cap I, H^/N es un 
subgrupo ft-crítico de G/N. De esta manera, DN/N e Norjj(G /N ).
No es cierto que en general Nor^(G) sea una clase de conjugación de subgrupos de G. 
Por ejemplo, tomemos V  = and Jf) = ]ft la clase de grupos nllpotentes, los subgrupos 
Ji-críticcs de A!t(5) son isomorfos a Alt(4) y Dih(10). De esta manera aparecen dos 
clases de conjugación de Jft-normalizadores, isomorfos a C2 y C3 respectivamente.
Tampoco podemos hablar de la propiedad cubre-evita en general. No obstante, 
obtenemos ciertos resultados parciales.
(1.3) L e m a : Consideremos un grupo G y M un subgrupo maximal de G 
suplementando a F'(G). Si H/K es un factor principal de G evitado por <í>(G) y cubierto 
por M, entonces H O M/K fl M es un factor principal de M verificando AutG (H/K) s 
AutM (H fl M/K fl M).
' Demostración: Notemos primero que C ^ÍH /K ) = C ^ (H  fl M/K n M). En efecto, si K 
< M entonces H < M y la igualdad es clara. Si K no está contenido en M, G ■ MK. Así si h e 
H, h= my con m e M fl H, y e K. En consecuencia, si x e C ^ (H  H M/K fl M) y h € H 
tenemos que: [x,h]K = [x,my]K = (x"1K) (m‘ 1xm)K > [x,m]K « K puesto, que [x,m] € 
K fl M.
Distinguimos dos casos:
a) 0 (G )=  1. Si K no está contenido en M, entonces G = MK y G/K s M/M fl K. La 
imagen por este isomorfismo de C G (H/K)/K es CM (H n M/K n M)/K O M. En 
consecuencia, AutG (H/K) e Aut^(H O M/K D M) y así H O M/K H M es factor principal 
de M.
Si K < M, entonces H ^ M pues M cubre H/K. Como M suplementa a F(G), tenemos 
que G = M Soc(G). En consecuencia, G = MN para algún normal minimal N de G. Es claro 
que N n H «= 1 y así N está contenido en Cq (H/K). Por lo tanto, G « MCq (H/K) y así, 
G /C g (H/K) es isomorfo a M /C M (H/K). De esta manera, H/K es un factor principal de 
M.
b) o (G )*  1. Denotamos con estrellas las imágenes en G* = G/<x>(G). H7K* es un 
factor principal de G* cubierto por M*. Por a) H* O M 7K *H  M* es un factor principal 
de M* y AutG *(H 7K *) s AutM *(H *n  M 7K* n M*).Ahora, H* n M */K *n  M* es 
M-isomorfo a la sección de M, H fl M/K O M. Por lo tanto, H fl M/K n M es un factor 
principal de M y se tiene que AutG (H/K) s Autj^(H n M/K fl M).
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(1.4) Lema: Consideramos un grupo G y M un subgrupo ^-crítico de G. Si H/K es 
un factor principal J?-central de G, entonces M cubre H/K y [H O M/K fl M] * M s 
[H/K] * G. De esta manera, H n M/K f lM  es un factor principal 3f?-central de M.
Demostración: Supongamos que M no cubre H/K, entonces K = H n Mq  y H/K es un 
factor principal suplementado de G. Además, HMq /M q  es el único normal minimal de 
G/Mq  y HMq /M q  £ q  H/K. En consecuencia, G/Mq  es isomorfo a [H/K] * G, contradicción. 
Así, M cubre H/K y Cq (H/K) no está contenido en Mq  puesto que H/K es fl)-central. Por 
consiguiente, G = MCq (H/K) y H f l  M/K fl M es un factor principal de M.
Si H/K no es abeliano, claramente se tiene que [H H M/K n M ]* M s [H/K]* G. 
Supongamos ahora que H/K es un factor principal abeliano de G. Distinguimos 2 casos:
a) K < M. Como M cubre H/K, H < M y así H/K es un factor principal de M. Es 
evidente entonces que [H fl M/K fl M]*s [H/K]* G.
b) K ^ M. Se tiene que G « MK. Si h e H, h = mk con k e K y m e H fl M. Así hK »= 
mK. Por otra parte, si g e G, gCQ(H/K)=mCQ(H/K) para algún m e M. Por consiguiente, 
la aplicación f de [H/K](G/CG (H/K)) a [H fl M/K fl M] (M /CM (H fl M/K fl M)) dada por
f(mK, m ^ Q ÍH /K ))  = (m(K fl M), m -jO ^ H  fl M/K O M)) es un isomorfismo. Así 
tenemos que [H fl M/K fl M] * M s [H/K] * G. Por lo tanto, H fl M/K f lM  es un factor 
principal 3 -^central de M.
(1.5) Corolario: Consideramos D un J?-normalizador de un grupo G. Si H/K es un 
factor principal J?-central de G, entonces D cubre H/K y H fl D/K fl D es un factor 
principal de D. Además, AutG(H/K) es isomorfo a AutD(H fl D/K fl D).
Demostración: Podemos suponer que G 4 J?. Como D es un J)-normalizador de G, 
existe una cadena (1). Si n=1, la afirmación es cierta en virtud de (1.4). Supongamos 
que 1< n. Se tiene que D e N or^ (H-j) y H fl H-j/K fl H-jes un factor principal Jj-central 
de H-j. Por inducción, D cubre H fl H^K fl H  ^ y H fl D/K fl D es un factor principal de 
D. Además tenemos que Autp(H fl D/K fl D) s AutH(H fl H^/K fl H-j). Es claro, entonces, 
que D cubre H/K y aplicando (1.4) concluimos que AutD(H fl D/K fl D) s AutG (H/K).
(1.6) Proposición: Consideramos D un J)-normalizador de un grupo G. Si H/K es 
un factor principal de G suplementado cubierto por D, entonces [H fl D/K fl D] * D = 
[H/K] * G e % .
11
Demostración: Supongamos primero que D es un subgrupo J?-crítico de G. Como H/K 
es un factor principal de G evitado por <D(G) y cubierto por D . H f l  D/K n D es un factor 
principal de D y AutD(H fl D/K fl D) =  Auíq(H/K) por (1.3). Así, si H/K no es abeliano, 
[H/K] * G e Q(D) c  ®  . Si H/K es abeliano, entonces H/K es complementado por un 
subgrupo maximal T de G. Entonces, T O D es un subgrupo maximal de D y se verifica D = 
(H D D)(T n D). Así, tenemos que H fl D/K fl D es un factor principal suplementado de D. 
Como D e J j , se tiene que [H fl D/K fl D] * D e Q(D) c  J) . Como en (1.4), se demuestra 
que [H fl D/K fl D] * D s [H/K] * G y así [H/K] * G e Jj . En el caso general, 
consideramos la cadena (1). Si H/K es un factor principal de G suplementado y* cubierto 
por D, H/K es cubierto por H-jy evitado por O(G). Por (1.3), H fl H-j/K fl H 1 es un 
factor principal suplementado de H-j. Ahora bien, como D e N o rjj ( H-j), aplicando 
inducción, [H fl D/K D D] * D s [ H fl H-j/K fl H-j] * H1 e B  . Por otra parte, es claro 
que el grupo [H/K] * G es isomorfo a [H fl H-j/K fl H-j] * H-j. Por consiguiente, se tiene 
que [H fl D/K n D] * D s [H/K] * G y H/K es un factor principal B-central de G.
Aplicando los resultados anteriores, podemos demostrar:
(1.7) T e o re m a : Consideremos un grupo G y D « N orjj(G ). Entre los factores 
principales suplementados de G, D cubre exactamente los B-centrales.
Un B-norm alizador puede cubrir un factor principal no suplementado y 
B-excéntrico, como lo demuestra el ejemplo siguiente:
EJEMPLO 1: Tomamos E y M como en ejemplo 1 del capitulo I, i. e. E/M isomorfo 
a Alt(5) y M < <í>(E). Consideramos la formación saturada j f  = ( G /  Alt(5) $ Q(G) ). 
Existe un normal minimal N de E . contenido en M tal que N es un factor principal 
jf-excéntrico de E. Consideramos un subgrupo maximal T de E tal que T/M es isomorfo a 
Alt(4). Entonces, T es un ^T-normalizador de E y T cubre N.
(1.8) P ro p o s ic ió n :  Consideremos un grupo G y M un subgrupo maximal 
B-abnormal monolítico de G. Entonces, M contiene un B -n o rm a tiza d o r de G.
Demostración: Denotamos con R = Soc(G mod Mq ). Se tiene que R/Mq  es el único 
normal minimal de G/M q . Si M es B-crítico en G, el resultado es obvio. En otro caso,
12
F'(G) < M q . Sea X un subgrupo J)-crítico de G. Es claro que Mq  no está contenido en X. 
Entonces, G *  XMq  y tenemos que R = Mq (R fl X). Como Mq  £ Cq (R/Mq ), se tiene G = X 
C q (R /M q ). De esta manera, R n X/Mq  n X es un factor principal de X y el grupo de 
automorfismos Autx (R fl X/Mq  n X) es isomorfo a Au íq íR/Mq ). Además, tenemos que el 
grupo [R fl X/Mq  O X]* X es isomorfo a [R/Mq ] * G. En consecuencia, R n X/Mq  n X es 
un factor principal ft-excéntricc de X. Por otra parte, M O X es un subgrupo maximal de 
X . Como, Mq  fl X = (M n X)x  y X *  (M n X)(R fl X) tenemos que X/(M n X)x  í  J?. En 
definitiva, M fl X es un subgrupo maximal J?-abnormal monolítico de X. Por inducción, 
concluimos que M fl X contiene un fl?-normalizador de X. Como Norjj(X) está contenido en 
Norjj(G ), M contiene un J)-normalizador de G.
(1.9) Lema: Consideremos M un subgrupo maximal de un grupo G. Si M contiene un 
í>-normaIizador de G, entonces M es un subgrupo J?-abnormál de G.
Demostración: Sea D un J)-normalizador de G tal que D ^ M y  consideramos H/K un 
factor principal de G con K = H f l  M q . Si H/K es J)-centraI, H/K es cubierto por D y M 
cubre H/K, contradicción. De esta manera, H/K es un factor principal ft-excéntrico de G 
y M es un subgrupo J?-abnormal de G.
Aplicando (1.8) y (1.9), podemos demostrar:
(1.10) Teorem a: Consideramos M un subgrupo maximal monolítico de un grupo G. 
Entonces: M contiene un ft-normalizador de G si y sólo si M es Jf?-abnormal de G.
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2. f -  NORMALIZADORES Y jT- PROYECTORES.
En este párrafo y en el siguiente, f  denotará siempre una ^-formación saturada y 
F(p) su definición p-local integrada y plena. será una Hacíase de Schunck de la forma 
% = para alguna formación & .
Además, frecuentemente usaremos el siguiente resultado: si D  es una clase de 
Schunck y G un grupo tal que G = EF(G) con E e M axjj(G ), entonces E e Projjj(G) (ver 
[2 0 ]).
El objeto de este párrafo es extender los resultados de [11], párrafo 5, del universo 
resoluble a un universo V  de grupos finitos con las propiedades de clausura mencionadas 
al comienzo del capítulo.
Decimos que un J)-normalizador D de un grupo G es de tipo 1, si existe una cadena de
subgrupos (1) tal que H¡/(H¡+1)H,€ $ .j para todo i= 0,.....,n-1.
Denotamos por Nor^)(G)1 el conjunto, posiblemente vacío, de 3f?-normalizadores de
tipo 1 de G. Si G € Jfy, Norj,(G).j= Norjp(G) = {G}.
)
(2.1) Lem a: Si M es un subgrupo maximal jf-abnormal de un grupo G, entonces 
<s G ^ .
Demostración: Como G/Mq  no es un jf-grupo, se tiene que G = M G ^ y así, M/M n G ^  
es isomorfo a G /G^ e jf. En consecuencia, <, M n G ^  < G^.
(2.2) Teorema: Consideremos un grupo G con G^e £>, entonces:
(1) Norjf(G) = Horf (G )v
(2) Si D es un jf-normalizador de G, D es un subgrupo cubre-evita de G que cubre
los factores principales jf-centrales de G y evita los jf-excéntricos.
Dem ostración: Podemos suponer que G $ jf .  Si M es un subgrupo maximal 
jf-abnormal de G, G ^  no está contenido en M y, en-consecuencia, M es un subgrupo 
maximal de tipo 1 de G. Aplicando el lema anterior y un razomamiento inductivo llegamos 
a que N or^G ) = N o r^ G ^ .
Para demostrar (2), utilizamos inducción sobre |G|. Consideramos D en 
jf-normalizador de G y supongamos que D es un subgrupo maximal de G. Si H/K es un 
factor principal de G no abeliano, D cubre H/K puesto que D es de tipo 1. Si H/K es 
abeliano y D no cubre H/K, HDq /D q  es el único subgrupo normal minimal de G/Dq  y 
Dq (H H D) = Dq . Entonces, H f i D  = K y D  evita H/K.
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Si D no es un subgrupo maximal de G, existe un subgrupo jf-crítico M de G tal que D 
< M , D € Norjf(M) y G = MF(G). Por inducción, D es un CE-subgrupo de M. Ahora bien, 
M es un CE-subgrupo de G y así D es un CE-subgrupo de G (ver [18] lemma 4.4).
Si H/K es un factor principal jf-central de G, por (1.5), D cubre H/K. Supongamos 
que H/K es un factor principal jf-excéntrico de G. Si D cubre H/K, entonces H n D/K n D 
es un factor principal de D y se tiene que [H/K]* G s [ H n D/K n D ]* D. Ahora bien, D 
es un jf-grupo y por tanto todo factor principal de D es jf-central. En consecuencia, 
[H/K]* G e j f  contradicción. Así, H/K es evitado por D.
La afirmación (2) del teorema anterior no es cierta para clases de Schunck fl) que 
no son formaciones saturadas (ver, por ejemplo, [18] ejemplo 3 ).
(2.3) D e fin ic ió n : a) Un subgrupo maximal M de G se dice fl)-crucial si M es 
fl)-abnormal en G y M/Mq  e fl).
b)S¡ G $ fl), un fl)-normalizador D de G se dice fy-crucial en G si existe una cadena 
de subgrupos (1) con H¡_.| fl)-crucial en H¡ para cada i.
(2.4) N o t a :  Si D es un fl)-normal¡zador fl)-crucial de G, entonces D es un 
fl)-proyector de G.
Demostración: Supongamos primero que D es un subgrupo maximal de G. Entonces, 
D/Dq  es un subgrupo fl)-maximal de G/Dq  y G/Dq  e b(fl)). Como D/Dq  es un fl)-proyector 
de G/Dq , obtenemos que D es un ^-proyector de G por fl)-¡nductividad.
Ahora, si D no es un subgrupo maximal de G, sea M un subgrupo maximal 
fl)-crucial de G tal que D es un fl)-normalizador fl)-crucial de M. Por'inducción, D es un 
fl)-proyector de M. Como cada ^-proyector de M es un ^-proyector de G, D es un 
fl)-proyector de G.
Denotamos por Jifl) ■ ( G e <£ /  G/F(G) e fl)).
(2.5) Lem a: Consideremos G « Jfcfl) y E un subgrupo fl)-max¡mal de G verificando 
que G ■ EF(G). Entonces, E es un fl)-normalizador de G.
Demostración: Si E *  G, no hay nada que probar. Podemos suponer entonces que el 
grupo G $ fl) y E < G. Sea M un subgrupo maximal de G conteniendo a E. Ahora bien, E es 
un fl)-proyector de G y por tanto, M es J)-crítico en G. Por otra parte, M ■ EF(M) y E es 
un subgrupo fl)-maximal de M. En consecuencia, E es un fl)-normalizador de M, por
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inducción. Como M es un subgrupo X-crítico de G, E es un X-normalizador de G.
(2.6) Teorem a: Si G € X X  , entonces Projjj(G) = Norjj(G ).
Demostración: Si G e Jf) , el resultado es trivial. Entonces, podemos suponer que el 
grupo G Jf) y demostramos que los X-normalizadores de G son X-cruciales en G. Sea M 
un subgrupo X-crítico de G, entonces G =MF(G) y M  fl F(G)< Mq . Por lo tanto, M/Mq  e 
Q(M/M H F(G)) c  Jf). De esta manera, M es X-crucial. Si D e N o rjj(G ) existe M, 
subgrupo X-crít¡co de G, tál que D < M y D e Norjj(M). Como M e X X ,  por inducción, D 
es un X-normalizador de M X-crucial. Como M es X-crucial en G, D es X-crucial en G. 
En consecuencia, aplicando (2.4), obtenemos que cada X-normalizador de G es un 
X-proyector de G.
Ahora, sea E un Jf)-proyector de G. Como G e X X ,  los Jf)-proyectores de G 
suplementan a F(G). Así, G = EF(G) y E es un subgrupo X-maximal de G. Aplicando el 
lema anterior, E es un X-normalizador de G. En consecuencia, Projjj(G) = Norjj(G).
Si Jl es una ^-formación, entonces X  ■ 3 n $  es una ^-formación saturada 
conteniendo a la clase de Schunck Jf) = E^ & .
(2.7) T eo rem a: Consideramos Jf) y X  como antes, G un grupo D € ISIor^(G). 
Entonces, los ^-proyectores de D son X-normalizadores de G.
Dem ostración: Si G e X  , entonces Proj^(G) = Norj^(G) por (2.6). Podemos 
suponer G $ X . Consideremos D un X-normalizador de G. Entonces, existe una cadena (1) 
con H¡_1 X-crítico en H¡ para cada i. Como ^ c X ,  existe D* € N orjj(G ) tal que D* ^ D. 
Como D € X  , por (2.6), D* es un X-proyector de D. Así, cada X-proyector de D es un 
X-normalizador de G.
Consideremos G e X rjT.
Construimos la cadena, D r_i < Dr_2 £ ......^ D1 ^ Dq donde D¡ es un
X rTÍ5 T -P ro j (D M ), te r-1.
Entonces,Dr_i es un XjT-normalizador de G. Como G e X X T~ ^ f, aplicando la • 
proposición (2.6), X r"1 jT-Proj(G) = X r_1 jf-N or(G ). Supongamos, trabajando p o r  
inducción sobre i, que D¡_1 € X r"('"1)jT-Nor(G ). Aplicando (2.7), X r'*Jf-Proj(D) c  
X r”'jf-Nor(G). En consecuencia, D¡ € X r_íjf-Nor(G). De esta manera, obtenemos que 
Dr_.j es un XjT-normalizador de G.
Por lo tanto, si Dr e Projjp(Dr_.|) se tiene que Dr es un jf-normalizador de G.
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(2.8) T eo rem a: Consideramos G e y H un subgrupo de G que cubre los 
factores principales J?-centrales de una serie principal dada de G, entonces H contiene un- 
J)-normalizador de G.
Demostración: Razonamos como en el Teorema 5.7 de [11]. Podemos suponer G $ ¥) 
y H < G. Si M es un subgrupo maximal de G tal que H < M, entonces M es fó-crítico en G y 
M es un CE-subgrupo de G. Además, la intersección de M con una serie principal de G es 
una serie principal de M y si R/K es un factor principal de G en dicha serie cubierto por 
M, R O M /K O M es un factor principal de M y se tiene que [R/K]* G es isomorfo al 
grupo [R fl M /K fl M]* M. En consecuencia, H cubre todos los factores ^-centrales en 
una serie principal de M. Aplicando inducción, H contiene un J?-normalizador de M. Pero 
N o r jj(M )c  Norjp(G).
(2.9) C o r o l a r i o :  Si j f  es una V  -formación saturada y G € Jfcjf, los 
jf-normalizadores de G son los únicos subgrupos que cubren los factores principales 
jf-centrales de G y evitan los jf-excéntricos en una serie principal dada de G.
(2.10) P ro p o s ic ió n : Si G e % % j f ,  entonces cada jf-norm alizador de G está 
contenido en un único jf-proyector de G.
Demostrac ión:  Claramente podemos suponer que F = F(G)+ 1. Sea D un 
jf-normalizador de G. Como G/F e # j f  y DF/F e N or^G /F ), entonces DF/F € Proj^(G/F) 
aplicando (2.6). Designamos por T -  DF y tomamos E « M ax^(T) de forma que D £ E. 
Por (2.5), E e Norjp(T) *  Proj^(T) puesto que T e J ij f .  De esta manera, E es un 
jf-proyector de G.
Supongamos ahora que D es un jf-normalizador de G contenido en los jf-proyectores A 
y B de G. Como, G/F e Jfcjf tenemos que DF = AF = BF. Si N es un subgrupo normal 
minimal de G contenido en F, G/N e f t f t j f  y entonces que AN = BN aplicando inducción. 
Como AN € y t f  y A, B son jf-proyectores de AN, A y B son conjugados en AN por corolario 
5.3 de [42]. Entonces A *  Bn para algún n e N. Como N £ Z(F), A = B.
(2.11) Nota: Consideramos G tal que G ^  e §>. Si G 4 jf, entonces G tiene un subgrupo 
maximal jf-crucial.
Demostración: Como G ^ *  1, tomamos K un subgrupo normal de G tal que G^/K es un 
factor principal de G complementado. Si M es un subgrupo maximal de G tal que G ■ MG^,
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K = G ^  fl M entonces M es un subgrupo maximal jf-crucial de G.
(2.12) Teorem a: Si G € Jftjf y H es un subgrupo de G tal que G = HF(G), cada 
jf-proyector de H es de la forma H fl E, donde E es un jf-proyector de G.
Demostración: Claramente, podemos suponer que F(G) * 1 , G * H y G $ j f .  Además 
razonando por inducción sobre |G|, podemos suponer H es un subgrupo maximal de G. 
Como H/H fl F(G) e jf, todo jf-normalizador A de H satisface H « A(H fl F(G)). Entonces G 
= AF(G). Si A < E e Max^(G), entonces E e Projjf(G) por (2.5). Es sencillo comprobar 
que A y  E fl H cubren y evitan los mismos factores principales en una serie principal 
dada de G. En consecuencia, A ■ E O H.
(2.13) Teorem a: Consideramos un grupo G tal que G ^  e §  y H un subgrupo de G 
verificando G =HF(G). Existe A € Proj^(H) y E e Proj^G) tal que A ■ H O E.
Demostración: Por (2.12), podemos suponer que G *  Tüf. Entonces G tiene un 
subgrupo maximal jf-crucial contendió a F(G) y tal que G *  M G ^ por (2.11). Si 
denotamos R = Soc(G mód Mq ), H cubre R/Mq  y así R n H/Mq  fl H es un factor principal 
jf-excéntrico de H. También, H « (R fl H)(M fl H) y R fl H/Mq  fl H es un factor principal 
abeliano de H. Por consiguiente, M fl H es un subgrupo maximal de H jf-crucial. Por otra 
parte, M = (M fl H)F(M) y es resoluble. Por inducción, existe A e Projjp(M fl H) y 
E e Projjf(M) tal que que A « H f l E f l M  = H f l E .  Como, M fl H es jf-crucial en H, 
tenemos que A e Projj^H). Además, M es jf-crucial en G y así E e Projj^G).
(2.14) Teorem a: Consideremos un grupo G con G ^  resoluble. Entonces, cada 
jf-normalizador de G está contenido en un jf-proyector de G.
Demostración: Utilizamos inducción sobre |G|. Podemos suponer que G *  jf. Sea D un 
jf-normalizador de'G. Existe un subgrupo jf-crítico M de G tal que D < M y D e Nor^(M). 
Como es resoluble, existe A e Projjp(M) tal que D < A . Ahora, G = MF(G). Por 
(2.13), existe B e Projjp(M) y E e Projjf(G) tal que B *  M fl E. Al ser resoluble, 
por corolario (5.3) de [42] , A y B son conjugados en M, o sea , A = Bm para algún 
elemento m € M. Así, A = M fl Em y D está contenido en Em e Projjf(G).
Consideremos un grupo G con G ^  resoluble. Como Proj^(G) es una clase de ’ 
conjugación de subgrupos de G, cada jf-proyector de G contiene un jf-normalizador de G .
18
Esta propiedad se verifica en general. Si tomamos V  = <& y j f  = Jfr, la clase de los grupos 
nilpotentes, el grupo G = Alt(5) tiene tres clases de conjugación distintas de 
% -proyectores, Sylp(G) p=2,3,5. Si P e Syl5 (G), entonces P no contiene ningún 
J^-normalizador de G.
(2.15) T e o r e m a : Consideremos un grupo G de p-!ongitud 1 cuyos 
jf-normalizadores tienen índice potencia del primo p. Entonces, todo jf-normalizador de 
G es un jf-proyector de G.
Demostración: Podemos suponer que G no es un jf-grupo. Consideremos M un 
subgrupo jf-crítico de G y sea D y un jf-normalizador de G tal que D < M. Como |G : D| es 
potencia de p, entonces |G :M| es potencia de p. Si G/Mq  es de tipo 2 y T/Mq  es su único 
normal minimal, se tiene que Mq  = Cq (T /M q ). Como Op.p(G) es la intersección de los 
centralizadores de todos los factores principales de G cuyo orden es divisible por p, se 
tiene que Op.p(G) < Mq . Como G es de p-longitud 1, G /M Qy es un p'-grupo, 
contradicción. Así todo maximal jf-crítico de G es de tipo 1. Manteniendo la notación 
anterior, M/Mq  = G /C q (T /M q ) que es un p'-grupo. En consecuencia, tenemos que G 
= D C q ( T / M q ) y así M es jf-crucial. Ahora bien, M es de p-longitud 1 y los 
jf-normalizadores de G tienen índice potencia de p. Por inducción, D es un jf-proyector 
de M. Como M es jf-crucial, D es un jf-proyector de G.
(2.16) D efin ic ión: ([29]) Consideremos una ^-formación saturada jf . Decimos 
que un subgrupo H de un grupo G es jf-subnormal en G, y escribimos H jf-sn G , si existe
una cadena de subgrupos: H = Hr < Hr_i < ...... < H0 = G, tal que H¡ es un subgrupo
maximal jf-normal en H¡.^, para cada i.
. Si X e Y son dos subgrupos de un grupo G que satisfacen:
i) X jf-sn Y.
¡i) Si X jf-sn Z para algún subgrupo Z de G, entonces Z < Y.
Decimos entonces que Y es el jf-subnormalizador de X.
Es claro, a partir de la definición, que si existe jf-subnormalizador de un subgrupo 
X de G este es único.
(2.17) Lema: Consideremos un jf-grupo G y H un subgrupo de G, verificando que 
G  = HF(G). Entonces H es jf-subnormal en G.
Demostración: Razonamos por inducción sobre |G|. Podemos suponer que H < G. Si M 
es un subgrupo maximal de G tal que H < M, entonces M e j f  aplicando [9; 1.8]. Como M
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= HF(M), por inducción, H jf-sn M. Como M es jf-normal en G, H es jf-subnormal en G.
(2.18) Lema: Supongamos que G € Jfcjf, y H un jf-subgrupo de G tal que G = HF(G). 
Si H es jf-subnormal en Y < G, entonces Y es un jf-grupo.
Demostración: Razonando por inducción sobre |G|, podemos suponer que Y = G y H 
subgrupo maximal jf-normal de G. Si G ^ jf, H es un subgrupo jf-maximal de G. Por
(2.5), H es un jf-normalizador de G. Por (1.10), H debe ser jf-abnormal en G, 
contradicción.
Una ligera modificación de la demostración de (3.23) en [16], permite demostrar:
(2.19) Proposición: Consideremos una ^-formación saturada j f  y G un grupo con 
un subgrupo normal nilpotente N, tal que G/N € jf. Se considera L un suplemento de N en 
G. Entonces:
a) Los suplementos jf-maximales de N en G coinciden con los jf-proyectores de G.
b) Si E es un jf-proyector de L, existe un único jf-proyector de G conteniendo a E.
(2.20) Teorem a: Consideremos una ^-formación saturada j f  y G un JfcjT-grupo. Si 
H es un jf-subgrupo de G verificando que G ■= HF(G), el jf-normalizador de G que contiene 
a H es el jf-subnormalizador de H en G.
Demostración: Aplicando la proposición anterior, existe un único jf-proyector E de 
G conteniendo a H. Por (2.5), E es un jf-normalizador de G. Se tiene que E = HF(G) y así 
H es jf-subnormal en E por (2.17). Ahora, si L < G tal que H jf-sn L, aplicando (2.18) 
concluimos que L es un jf-grupo. Como G = LF(G), L está contenido en un jf-normalizador 
de G por (2.5). Por unicidad de E , tenemos que L < E.
Según la proposición (2.10), en grupos de j f ,  cada jf-norm alizador está 
contenido en un único jf-proyector. Nuestro próximo objetivo es dar una descripción 
explícita de dicho jf-proyector.
En lo que sigue, supondremos que j f  es una formación saturada cerrada para 
su b g ru p o s .
(2 .21) D e f i n i c i ó n : Si H es un subgrupo de un grupo G, llamamos 
f-cuasi-norm alizador de H al siguiente subgrupo:
Nq ÍHJT) = < x S G /  < H,x>^ < H >.
20
Un subgrupo H de G, se dice f-cuas i-norm al en G, si N y (H ,jf) = T para todo 
subgrupo T de G tal que H < T < G.
Un sencillo argumento inductivo, permite demostrar:
(2.22) T eorem a: Un subgrupo H de G € g> jf  es jf-subnormal en G sí y sólo sí
existe una cadena de subgrupos H = Hq ^ H ^<  £ Hn= G, tal que Hj es
jf-cuasi-normal en H¡+1, para cada i.
(2.23) Teorem a: Si G € J&Jlijf, y D es un jf-normalizador. de G, entonces NQ(D,jf) 
es el único jf-proyector de G que contiene a D.
Demostración: Razonamos por inducción sobre el orden de G. Es claro que podemos 
suponer que G no es un jf-grupo. Entonces F:= F(G) *  1. Consideremos N un subgrupo 
normal minimal de G tal que N < F y sea E el único jf-proyector de G tal que D < E.
Tomamos x e E. Se tiene que 1 = < D,x>^ < D. En consecuencia, E está contenido en
N G (D ,jf) . Aplicando inducción al grupo G/N, y dado que los jf-norm alizadores y 
jf-proyectores son invariantes bajo epimorfismos, tenemos que EN = NQ(D,jf)N = T. Así, 
el jf-residual de T es abeliano. Si N £ E, entonces E « N Q (D ,jf) y el teorema queda 
demostrado. En consecuencia, T = ET^ y E n T ^  « 1. Sea g « NQ(D,jf) y R = < D,'g> tal que 
R^< D. Como R < T y jf  es cerrada para subgrupos, tenemos que R ^ T ^  Pi D = 1. Por 
consiguiente, R es un jf-grupo. Por otra parte, como G/F es un Üjf-grupo tenemos que 
EF= DF en virtud de (3.6) y N Q (D ,jf)F  -  EF = DF = RF = Q, aplicando inducción. 
Consideremos H un subgrupo jf-maximal de Q tal que R < H. Por (3.5), H es un 
jf-proyector de Q. Por consiguiente, H es un jf-proyector de G y D < H. Por unicidad de E, 
tenemos que H = E y g e E. En definitiva, NQ(D,jf) < E y el teorema queda demostrado.
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3. JF-NORMALIZADORES Y Jf-HIPERCENTRO.
(3.1) Definición: Un subgrupo normal N de un grupo G se dice f-h ipercentra l en 
G si existe una cadena:
1 -  Nq <  N-j <  < N r = N w i th N ¡< G  y N¡+1/N¡ factor principal jf-central
de G para cada i.
Es bien conocido que el producto de subgrupos normales jf-hipercentrales de un 
grupo G es un subgrupo normal jf-hipercentral de G. Así, cada grupo finito G tiene un 
único subgrupo normal jf-hipercentral de mayor orden, llamado jf-hipercentro de G y 
denotado por Z^(G).
En este párrafo, analizamos la relación existente entre el jf-hipercentro y un 
jf-normalizador de un grupo G € Supondremos que jf  contiene a Ti n V , donde f l  es la 
clase de los grupos nilpotentes.
(3.2) Lema: Consideremos un grupo G. Si un jf-normalizador de G es un subgrupo 
normal de G, entonces G es un jf-grupo.
Demostración: Supongamos que el resultado no es cierto y sea G un contraejemplo de 
orden minimal a nuestra afirmación. Entonces tenemos que G # jf  y G posee un 
jf-normalizador D tal que D <  G. Sea M un subgrupo jf-crítico de G tal que D < M y tal 
que D e Nor^(M). Como D <  M, D = M por minimalidad de G. Esto implica que el grupo 
G/D e Ti n V  c  jf  y esto contradice la jf-abnormalidad de D.
Como consecuencia, si D e Nor^(G) entonces D® = G. En otro caso tendríamos que 1 = 
D D ^ /d CB € Nor^(G/D®) y esto contradice (3.2).
La hipótesis % H V  c  jf  en (3.2) es esencial. Si tomamos V  = y j f  = @7, la clase 
de los 7-grupos, y G -  Alt(5) entonces Nor^(G) = {1} y G *  jf.
Por (1.5) , el jf-hipercentro de un grupo G está contenido en cada jf-normalizador 
de G. Además, tenemos que:
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(3.3) L em a:  Consideremos un grupo G, tal que es resoluble. Si D es un 
jf-normalizador de G, entonces Zjf(G) = Dq .
Demostración: Supongamos primero que Zjf(G) = 1. Si D q *  1, tomamos un subgrupo 
normal minimal N de G tal que N < D q . Como D cubre N, tenemos que N es un factor 
principal jf-central de G por (2.2). Pero entonces N < Zjf(G) = 1, contradicción.
Si Z jp (G )* 1, el grupo G /Z^(G) tiene jf-hipercentro trivial. También, el grupo 
cociente D Z^(G )/Z^(G ) es un' jf-normalizador de G /Z^(G). En consecuencia, D q  <  
Zjf(G ).
EJEMPLO 2: La condición G ^  resoluble en el teorema anterior es esencial. 
Consideremos W, jf, E y M como en ejemplo 1. Es claro que Z^(E) = 1. Si tomamos un 
subgrupo maximal T de E tal que T/M es isomorfo a Alt(4), entonces T es un 
jf-normalizador de E y  T^ = M *1 .
i
(3.4) Proposición: Consideremos un grupo G. Si D es un jf-normalizador de G, 
entonces Z jf(G )« C q (G^).
Demostración: En virtud del lema anterior, Z $ (G) < D. Por otra parte, es conocido 
que G ^  centraliza a Z^(G). En consecuencia, Zjp(G) < CD(G^). Notemos que CD(G^) es un 
subgrupo normal de G, pues G -  DG^. Si H/K es un factor principal de G verificando que 
K < H < Cp(G^), se tiene que G ^ < Cq(H/K) y así, G ■ DCq(H/K). En consecuencia, H/K 
es un factor principal de D. Como D es un jf-grupo, H/K es jf-central en D, luego en G. 
Hemos demostrado entonces que Cp(G^) es un subgrupo normal jf-hipercentral de G. En 
consecuencia, C D(G ?)sZ f{,G ).
Concluimos este párrafo con una propiedad de J&jf-grupos, que en el caso resoluble 
ha sido demostrada por Cárter y Hawkes en [11; Th. 5.8].
(3.5) Teorema: Consideramos G € Ü jf  y H un jf-subgrupo de G tal que G = HF(G). 
Si X es un subgrupo de G tal que H es subnormal en X, entonces X está contenido en algún 
jf-proyector de G.
Demostración: Utilizamos inducción sobre |G|. Podemos suponer que G *  j f , entonces
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F(G) + 1. Consideremos N un subgrupo normal minimal de G tal que N < F(G). Las 
hipótesis del teorema se satisfacen para G/N, HN/N y XN/N. Así, XN/N está contenido en 
un jf-proyector T/N de G/N. Si E es un jf-proyector de T, entonces T = EN y E es un 
jf-proyectorde G. Si EN < G, podemos aplicar inducción y concluir que X está contenido en 
un jf-proyector, R, de EN. Pero, R es un jf-proyector de G y el teorema está entonces 
demostrado. De esta manera, podemos suponer que G = EN. Además, si Z^-(G) O F(G) *  1, 
podemos tomar N < Z^(G ) O F(G). Por (2.6) y (3.3), N < E y el resultado se sigue por 
inducción. Podemos suponer entonces que G = EN y Z^(G) ñ F(G) = 1. Como E n F(G) es 
normal en G, E p F(G) *  EG n F(G) = Z^(G) fl F(G) = 1. Entonces, G = HN y N = F(G). 
También, H es un subgrupo maximal de G y H = X aplicando (3.2). De esta manera, H es 
un jf-proyector de G.
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4. f-NORMALIZADORES Y jf-RESIDUAL.
En todo el párrafo, G será un grupo con jf-residual resoluble. X  denotará 
siempre un sistema de Hall de G ^  y con T denotaremos el normalizador de X  en el grupo 
G, NG(X).
Demostraremos que los jf-normalizadores de G son exactamente los jf-proyectores 
de Nq (X). Para ello, seguiremos el esquema de demostración de [46].
Notemos, en primer lugar, que si G es un Jijf-grupo, entonces T = G. En 
consecuencia, todo jf-proyector de T es un jf-proyector de G.
(4.1) Lema:  Consideremos un grupo G con un subgrupo normal H resoluble 
conteniendo a G^. Si X* es un sistema de Hall de H, se tiene:
a) Nq(X*) es un ftjf-grupo. Además, si R = Nq(X*) entonces X* reduce en R^.
b) Cada jf-proyector de NR(X* fl R ^) ■ R está contenido en un jf-proyector del 
subgrupo Nq(X* n G^).
Demostración: a) Al ser H subgrupo normal de G y los sistemas de Hall de H una 
clase de conjugación de subgrupos de H, se tiene que G = H N q(X*). De esta manera, 
Ng (X *)/N h (X*) es isomorfo a G/H que es un jf-grupo. Por lo tanto, R ^ £ NH (X*) que 
es nilpotente por ser un normalizador de sistema de H. En definitiva, R ^ un grupo 
nilpotente. Además, X* reduce en NH (X*) y R ^ es un subgrupo normal de NH (X*), 
luego X* reduce en R^. Es claro por otra parte que Nq(X*) es un Jfcjf-grupo.
b) Supongamos, por reducción al absurdo, que b) no es cierta y sea G un 
contraejemplo minimal. Tonmemos H un subgrupo normal de G de índice |H : G^| minimal 
para el cual la afirmación b) no es cierta. Consideremos H/K un factor principal de G con 
G ^  < K. La afirmación es cierta para el subgrupo normal K; en consecuencia, cada 
jf-proyector del subgrupo NB(X* n B ^) donde B = N q (X * n K) está contenido en un 
jf-proyector del subgrupo N q(X * O G ^). Según (0.6) Cap.O, X * n N K(X* n K) es un 
sistema de Hall del subgrupo H n B = NH(X* n K). Por otra parte, B y H f l B  satisfacen 
las hipótesis del lema. Así, si B es distinto de G cada jf-proyector de Np(X* n ? f) ,  donde 
P = Nq(X* fl H n B ) está contenido en un jf-proyector de NB(X* n B^) que a su vez está 
contenido en un jf-proyector del subgrupo N q(X * n G ^). Finalmente, veamos que P = 
N q(X *). En efecto, según (0.6) Cap 0, tenemos la igualdad, NH R B(X* H H í l B ) »  
Nj_j(X*). Además, Nq(X*) está contenido en P. Como G = H Nq(X*), B = Nq(X*)(H O B). 
En consecuencia, P *  N G (X*)(P n H n B) *  NH n B(X* Í 1 H Í1  B)NG (X*) = NG (X*). De
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esta manera, b) sería cierto para H contradicción. Así B = G , K es un grupo nilpotente y 
G es un Jijf-grupo. Supongamos que p es el primo divisor del orden de H/K y sea Sp el 
p-subgrupo de Sylow en X*. Se tiene que H = SpK y NG(X*) = NG(Sp). Si denotamos por 
R = Nq (X*), tenemos que R = NR(X* O R^). Si E es un jf-proyector de R, se tiene que R 
= R^E y G « KE. Aplicando (2.5), E está contenido en un jf-proyector de G que es igual a 
NG (X* n G ^), contradicción final.
(4.2) Lema: Si N es un subgrupo normal de G, entonces TN/N = NG /N (XN/N). En 
consecuencia, si E es un jf-proyector de T entonces EN/N es un jf-proyector de 
N G /N (IN /N ) .
Demostración: Claramente podemos suponer que N es un subgrupo normal minimal 
de G. Distinguimos dos casos:
a) N fl G^ = 1. entonces, ]G/N : Ng / n (XN/N)| es el número de sistemas de Hall de 
G^N/N, es decir, el número de sistemas de Hall de G^. Además, tenemos las siguientes 
desigualdades: |G : TN| -  |G ^: G^n TN| s \G$ : G *h  T| « |G/N : NG/N(XN/N)|. Como TN < 
N g / n ( I N / N )  se tiene que |G/N : NQ /N (XN/N)| ~ JG/N : TN/N| y así, TN/N = 
NG/N(IN /N ).
b) N £ G ^ . Dado que los normalizadores de sistemas son invariantes bajo 
epimorfismos, tenemos que NR/N(XN/N) = NR(X)N/N, siendo R = G^. Así, se tienen las 
igualdades |G/N : NG /N (IN /N )| = |R/N : NR /N (IN /N )| = |R : NR (X)N| = |G/N : TN/N|. 
En definitiva, TN/N «= NG /N (IN /N ) .
(4.3) T eorem a: Consideremos M un subgrupo maximal jf-abnormal de G. Si X  
reduce en M n G^, existe un jf-proyector de T contenido en un jf-proyector del subgrupo 
NM( I  n M*).
. Demostración: Demostramos primero que existe un jf-proyector de T contenido en 
M. Esto lo razonamos por inducción sobre |G|. Notar que las hipótesis del teorema se 
mantienen para G/MG y M/MG . Si MG es no trivial, por inducción existe un jf-proyector 
de TM g /M g , D/Mg , contenido en M/MG . Se tiene que el jf-residual de TMG /M G es 
nilpotente, luego los jf-proyectores de TM G /M G son conjugados. Si tomamos un 
jf-proyector de T, entonces EMG/M G es un jf-proyector de TM G/M G . De esta manera, 
existe un elemento g de T tal que D = E9m g  con lo cual E9 es un jf-proyector de T 
contenido en M.
Podemos, pues, suponer que MG ■* 1. Como M es jf-abnormal en G, tenemos que G es 
un grupo primitivo de tipo 1 y G = MN con N subgrupo normal minimal de G
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autocentralizante verificando que M n N = 1. Es claro, además, que N < y M fl = 
M ^. Si = 1, entonces M es un jf-grupo y NM(Z n M^) = M. Entonces M es jT-crucial 
en G y M es un jf-proyector de G e J ijf . En este caso, G = T y la afirmación queda 
demostrada.
Supongamos pues que *  1. Veamos entonces que T < M. Si am e T con a *  1, ae A 
y m e M se tiene que SP = (SP)am, siendo SP el p-complemento de Sylow de G ^ en el 
sistema de Hall Z. Además, SP < < M y entonces (SP)a < M. Si x e SP, [x,a] e M n A =
1. En consecuencia, a centraliza a SP. Aplicando (0.7) Cap. 0, A está contenido en el 
centro de G^. Así, G ^ < Cq (A) = A y M ^ < M ( 1 A  = 1, contradicción. Por lo tanto, a = 1 y 
T < M.
Consideremos, pues, un jf-proyector D de T tal que D < M. Entonces tenemos las 
inclusiones D £ NM (Z) £ NM (Z Í I M H  G^)  = DNM ^ H M í l  G ^ ). Concluimos 
entonces que G = D F(N ^(Z  O M fl G^) y N ^ (Z  O M fl G^) es un Üjf-grupo. Sea E un 
jf-proyector de N j^íZ H M fl G ^) tal que D £ E. Aplicamos ahora (4.1) a M, M fl G ^  y 
M^. Cada jf-proyector de NM(Z fl M n G¡f) está contenido en un jf-proyector de NM(Z Pi 
M^). Así E, luego D, está contenido en un jf-proyector de N ^ (X  H M^).
(4.4) T eo rem a :  Si D es un jf-proyector de T, D cubre los factores principales 
jf-centrales de G y evita los jf-excéntricos.
Demostración: Por (4.2), es suficiente probar que D cubre todo normal minimal 
jf-central de G y evita todo normal minimal jf-excéntrico de G. Tomemos A un normal 
minimal jf-central de G, i .e . , [A]*G € jf. Como A < Cq (G^), se tiene que A < T y G = DG^  
= DCq (A). Por tanto, A es un subgrupo normal minimal de AD verificando que [A]*AD = 
[A]*G. Como j f  es saturada y AD/A es un jf-grupo, se tiene que AD es un jf-grupo. Como D 
es jf-maximal en T, A < D. Supongamos ahora que A es jf-excéntrico, entonces A está 
contenido en G ^  y así A es abeliano. Si D no evita A, entonces A D T no es trivial. En 
definitiva, 1 *  A n Nq (S), siendo S el p'-subgrupo de Hall de G ^  y p el primo divisor del 
orden de A. Aplicando (0.7) Cap.O, A < Z (G ^ ) lo cual implica que A es jf-central, 
contradicción.
(4.5) T e o rem a :  Para cualquier sistema de Hall Z  de G ^ , todo jf-proyector de 
Nq (Z) es un jf-normalizador de G. En consecuencia, {E e P ro y ^ N g íZ ))/ Z  es sistema 
de Hall de G^} coincide con Nor^G ) y Nor^(G) es una clase de conjugación de subgrupos 
deG.
Demostración: Podemos suponer que G no es un jf-grupo. Consideremos M un
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subgrupo jf-crítico de G tal que X  reduce en M fl G ^. Por (4.3), existe un jf-proyector 
de Nq (X), D, contenido en un jf-proyector D* de NM (X fl M^). Aplicando inducción, D* 
es un jf-normalizador de M, luego de G. Veamos que D y D* tienen el mismo orden y para 
ello veamos que cubren o evitan los mismos factores principales en una serie principal 
dada de M. Si (*) es una serie principal de G, la intersección de dicha serie con M es una 
serie principal de M. Si H/K es una factor principal de (*) cubierto por M, H n M/K fl 
M es un factor principal de M y se verifica que [H/K]*G es isomorfo a [H fl M/K fl 
M]*M. Así, H/K es jf-central en G sí y sólo sí H fl M/K fl M es jf-centrat en M. En 
consecuencia, aplicando (4.4) y (2.2), D y D* cubren o evitan los mismos factores 
principales en una serie dada de M. En definitiva, D = D \  Ahora bien, los jf-proyectores 
de Nq (X) son una clase de conjugación de subgrupos de G. En consecuencia, todo 
jf-proyector de Nq (X) es un jf-normalizador de G.
Ahora, si D es un jf-normalizador de G y E es un jf-proyector de Nq (X), existe un 
elemento g e G tal que D = ES. As í, D es un jf-proyector de Nq (X9). De esta manera 
tenemos que {E « Proy^(NQ(Z))/ X  es sistema de Hall de G^} = Nor^(G).
(4.6) Corolario; Consideremos H un jf-proyector de un grupo G complementando a 
G^. Entonces, H normaliza a algún p-subgrupo de Sylow de G ^  para cada primo p.
Demostración: Por (2.14), H contiene un jf-normalizador de G. Como en este caso 
ambos complementan a G^, se tiene que H es un jf-normalizador de G. Por el teorema 
anterior, existe X  sistema de Hall de G ^ tal que H < Nq (X). Tomando, para cada primo p, 
el p-subgrupo de Sylow de G ^  en X, H normaliza a dicho subgrupo.
(4.7) Lema: Consideremos X  un sistema de Hall de G ^  y V un jf-proyector de G tal 
que X  reduce en V fl G^. Entonces V = G ó existe un subgrupo maximal M de G, tal que V < 
M y X  reduce en M D G^.
Demostración: Razonamos por inducción sobre |G|. Si G ^  = 1, entonces V = G y el 
lema queda demostrado. Supongamos, pues, que G ^ *  1 y consideremos N un normal 
minimal de G tal que N s G^. Las hipótesis del lema se mantienen para G/N, VN/N, G^/N  
y XN/N. Por inducción, G = VN ó existe un subgrupo maximal M/N de G/N tal que XN/N  
reduce en M/N fl G^/N y VN/N < M/N. Si G *  VN, entonces V es un subgrupo maximal de 
G y el lema queda demostrado. En otro caso, M verifica la tesis del lema.
(4.8) Teorema: Consideremos X  un sistema de Hall de G ^  y V un jf-proyector de G
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tal que X  reduce en V i l  G ^. Entonces existe un jf-proyector D de N q (X) contenido en 
algún conjugado de V.
Demostración: Si V = G, entonces G ^ = 1, D = G y el lema queda demostrado. Podemos 
suponer que V es un subgrupo propio de G. Por lema anterior, existe un subgrupo 
maximal M de G tal que V < M y X  reduce en M fl G^. Como V es un jf-proyector de M y
es resoluble, aplicando inducción, existe un jf-proyector D* de NM (X D M ^) y un 
elemento m de M de forma que D* £  Vm . Por otra parte, por (4.3) existe un 
jf-proyector D de Nq (X) tal que D < E, siendo E un jf-proyector de N ^ (X  fl M^). Como 
los jf-proyectores de NM(X n M^) son conjugados, existe un elemento t de NM(X fl M^) 
tal que E = (D*)*. Así, D < (D*)1 < Vmt y el teorema queda demostrado.
Supongamos que f es la función formación integrada y plena tal que j f  = LF(f). 
Denotamos por {p /  f(p) es no vacía }. El siguiente lema es consecuencia inmediata de 
la definición local de jf.
(4.9) Lema: Para todo primo p e n , el f(p)-residual, Gf(P), de G pertenece a la . 
clase g>fl£p.®p.
(4.10) Lema: Si un grupo G pertenece a la clase entonces G posee una
única clase de conjugación de p-complementos. Además, si H es un p'-subgrupo de G 
entonces H está contenido en un p-complemento de G.
Demostración: Denotamos por J? la formación Razonamos por inducción
sobre el orden de G. Es claro que podemos suponer que G ^  *  1. Consideramos N un 
subgrupo normal minimal de G tal que N < G ^  . Entonces N es un p-grupo o N es un 
p'-grupo. Por inducción el grupo G/N posee una única clase de conjugación de 
p-complementos. Consideremos T/N un p-complemento de G/N. Si N es un p'-grupo, T es 
un p-complemento de G. Si N es un p-grupo, el teorema de Schur-Zassenhaus asegura la 
existencia de un p'-subgrupo Q de G tal que T ■ QN. Así, Q es un p-complemento de G. 
Ahora, si Q y L son dos p-complementos de G, entonces QN y LN sori conjugados en G por 
inducción. Si N es un p'-grupo, entonces N < Q f l L y  Q y L  son conjugados en G. Si N es 
un p-grupo, el teorema de Schur-Zassenhaus asegura la conjugación de Q y L en G.
La última afirmación del lema se demuestra de forma análoga a las anteriores.
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(4.10) Definición: Un f-sistema de complementos de un grupo G, es un conjunto 
formado eligiendo un p-complemento de Gf(P), para cada p € n , y un p-complemento de 
G ^ para cada primo p $ n . Si Z(jf) es un jf-sistema de complementos de G, denotamos por 
NQ(X(jf)) a la intersección de los normalizadores de los elementos de X(jf).
(4.11) Proposición: Consideremos X (jf) un jf-sistema de complementos de un 
grupo G. Si N es un subgrupo normal de G, entonces X (jf)N /N  es un jf-sistema de 
complementos de G/N. Además, Nq (X(#))N/N  = NQ/N(X(jf)N/N).
Demostración: Es claro que X(jf)N /N  es un jf-sistema de complementos de G/N. 
Para demostrar la segunda afirmación podemos suponer, trabajando por inducción sobre 
el orden de G, que N es un subgrupo normal minimal de G. Si N es jf-central en G, 
entonces N normaliza a todo p-complemento de G ^  y a todo p-complemento de G^P) para 
todo primo p que divide al orden de N. Supongamos que p es un primo en n tal que p no 
divide al orden de N. Entonces, si N < Gf(P) se tiene que N está contenido en todo 
p-complemento de G^P) en virtud de (4.10). Si N no está contenido en G^P), es claro 
entonces que N normaliza a todo p-complemento de Gf(P). En definitiva, N < Uq (L{T í ) Y 
la proposición queda demostrada.
Supongamos ahora que N es jf-excéntrico en G. Entonces N < G^. Supongamos que p 
es el primo que divide al orden de N. Si q es un primo distinto de p tal que q n , entonces 
N está contenido en cada q-complemento de G^. Ahora, si p es un primo en n entonces N 
está contenido en Gf(P) y se verifica que NQ(Xp)N = NQ(XpN), para cada p-complemento 
X p de Gf (P). Si r es un primo en n distinto de p, es claro que N normaliza a cada 
r-complemento de G ^r). Razonando de manera análoga en el caso p $ n , tenemos que 
NQ(X(jf))N = NQ(Z(jf)N) y la proposición queda demostrada.
(4.12) T e o r e m a :  Cada jf-normalizador D de Nq ( X ( j f )) cubre los factores 
principales jf-cehtrales de G y evita los factores principales jf-excéntricos de G.
Demostración: Consideremos A/B un factor principal cíe G, en virtud de la 
proposición anterior, podemos suponer que B = 1. Si A es jf-central, podemos razonar 
como en (4.11) y concluir que A < N g(X(jf)). Ahora bien, como G = NQ(X(jf))CQ(A), se 
tiene que A es un normal minimal jf-central de NQ (E(jf)). Aplicando (2.2) de Cap. II, 
tenemos que D cubre A. Supongamos que A es un normal minimal jf-excéntrico de G y sea 
p el primo divisor del orden de A. Distinguimos dos casos:
a) p € %. Denotamos por X el p-complemento de G^P) en X(jf). Si A D Nq (X) *  1, 
se tiene que A H Nq (X H G^) *  1 y al ser X fl G ^  un p-complemento de G^, podemos
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aplicar (0.7) de Cap. 0 y concluir que A es central en G ^. Se tiene que G -  DG^ = 
DCg (A). En consecuencia, A es un normal minimal jf-excéntrico de NG(Z(jf)) y D n A = 
1 .
b) p $ n . Razonando como en a) para el p-complemento de G^, se tiene que D evita A.
(4.13) Teorem a: Consideremos X(jf) un jf-sistema de complementos de un grupo 
G y sea X  el sistema de Hall de G ^  originado por X. Entonces, cada jf-normalizador de 
N G (X(jf)) es un jf-proyector de Nq ( I ) .
Demostración: Es claro que Nq(X) contiene a NG(£(jf)). Si D es un jf-normalizador 
de NG (X(jf)), D cubre todos los factores principales jf-centrales de G. Por consiguiente, 
G = DG^. Además, Ng (Z) = D N q ^ E ). Ahora bien, N q^(Z) es un subgrupo nilpotente y 
normal en Nq(E). En consecuencia, Nq(X)= T F (N q (I)). Como D es un jf-grupo, D está 
contenido en un jf-proyector H de N q (£ ) por (2.5). Ahora bien, H y D cubren y evitan 
los mismos factores principales de G por (4.4). En consecuencia, H = D.
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CAPITULO III
NORMALIZADORES Y FORMACIONES.
A lo largo de todo el capítulo $ ,  al igual que en capítulos anteriores, denota un 
universo de grupos finitos con las mismas propiedades de clausura que en capítulos 
anteriores.
En este capítulo recogemos algunas aplicaciones dé la teoría de normalizadores a la 
teoría de formaciones saturadas.
1. TEOREMAS DE COMPLEMENTACION.
El siguiente teorema es una generalización de un teorema de Higman sobre 
complementación de subgrupos normales abelianos. El teorema análogo en el universo 
resoluble fue obtenido por Cárter y Hawkes en [11].
í
'  •
(1.1) Teorem a: Consideremos j f  una ^-formación saturada y G un grupo en V  tal 
que el jf-residual de G es abeliano. Entonces G ^  es complementado en G y dos 
complementos son conjugados. Los complementos son los jf-normalizadores de G.
D em ostración: Primero, demostramos que un jf-normalizador de G es un 
complemento de G ^ . Supongamos que dicha afirmación no es cierta y sea G un 
contraejemplo de orden minimal. Entonces , existe D e Nor^(G) tal que D n G ^  *  1. 
Consideremos N un subgrupo normal minimal de G contenido en R «* G^. Entonces DN/N e 
N or^G /N ) y R/N es el jf-residual de G/N. Por minimalidad de G, R n D < N.
Si N es jf-excéntrico, D evita N por (2.2) Cap. II y así R O D = 1, pero esto 
contradice la elección de G. Por consiguiente, N es jf-central. Ahora bien, R n D <  G 
puesto que G *= RD y R es abeliano. Así, N = R D D . Por otra parte, si T es un subgrupo 
normal minimal de G tal que T *  N entonces T es jteentral en G y T < D por (2.2) Cap. •
II. Por minimalidad de G, tenemos que R D D ^ T y  T = R f i D « N  contradicción. En 
consecuencia, N es el único subgrupo normal minimal de G.
Consideremos M un subgrupo jf-crítico de G tal que D £ M y D e Nor^(M). Como G 
= RM tenemos que M/R n M e jf. Así, R fl M . Ahora bien, es un subgrupo 
normal de M y R es abeliano. De esta manera, es un subgrupo normal de G. Si *  
1, de la minimalidad de G deducimos que n D = 1 y esto contradice N £ D. En
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definitiva, = 1 y D = M e jf. Entonces, R/N es un factor principal de G complementado 
por M/N. Si p es el primo divisor del orden de N, entonces R es un p-grupo. Si {F(q)} es 
la definición local integrada y plena de jf, tenemos que F(p) no es vacía y R < GF(P). 
Ahora bien, GF(P)/R es un p'-grupo y así R es un p-subgrupo de Sylow de GF(P). Por el 
teorema de Schur-Zassenhaus, existe un complemento Q de R en GF(P). Como M no 
cubre R/N, R/N es un factor principal ^-excéntrico de G. En consecuencia, G/Cq (R/N) $ 
F(p) y G f (P) no está contenido en C q (R/N). Consideramos RQ actuando sobre R por 
conjugación. Entonces, R = [R, Q] x Cp(Q). Ahora bien, C R (Q) = CR (QR) es un 
subgrupo normal de G y [R, Q] = [R, QR] es un subgrupo normal de G. Como Ñ es el único 
subgrupo normal minimal de G, ó CR(Q) = 1 ó [R, Q] = 1. Como N es jf-central tenemos 
que G f (P) < Cq (N). As í, C r (Q) *  1. En consecuencia, QR < Cq (R) < Cq (R /N), 
contradicción.
En consecuencia, cada jf-normalizador de G complementa a G^. Ahora, consideremos 
H un subgrupo de G tal que G = HG^ y H n G ^ = 1 .Podemos suponer G $ jf. Como todo 
factor principal de G por debajo de G ^  es jf-excéntrico, H cubre todos los factores 
principales jf-centrales de una serie principal de G, pasando por G^. Aplicando (2.8) de 
Cap. II, existe D e Norjp(G) tal que D ^ H. De esta manera, D « H « N o r^ (G ).
Aplicando (4.5) Cap. II, Nor^(G) es una clase de conjugación de subgrupos de G. En 
consecuencia, los complementos de G ^  son conjugados y son precisamente los 
jf-normalizadores de G.
Una consecuencia inmediata del teorema anterior es el siguiente resultado de P. 
Schmid ( [42]):
(1.2) Corolario: Para cada grupo finito G, se tiene que G ^  fi Z^{G) está contenido 
en (G^)' n Z(G^).
El teorema anterior proporciona también una demostración más corta de un conocido 
teorema de complementación de Semetkov ([45]):
(1.3) T e o rem a : Si, para algún primo p, los p-subgrupos de Sylow de G ^  son 
abelianos, entonces cada factor principal de G por debajo de G ^  cuyo orden es divisible 
por p es jf-excéntrico.
Demostración: Supongamos que el teorema no es cierto y consideremos G un 
contraejemplo minimal al teorema. Entonces G ^  4= 1. Sea N subgrupo normal minimal de
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G tal que N < G^. Como el teorema es cierto para G/N y G^/N, se tiene que p divide al 
orden de N y N es jf-central en G. En consecuencia, N está contenido en Z(G^) y es el 
único normal minimal de G contenido en G ^. Por consiguiente, si (Gjr )' no es trivial, 
tenemos que N está contenido en ( G^)'. Por otra parte, existe un p-subgrupo de Sylow, 
P, de G tal que N £ P. De esta manera, N < P fi ( G^)' ñ Z (G ^) = 1 contradicción. En 
consecuencia, G ^  es abeliano. Aplicando (1.1), G ^  es complementado por un 
jf-normalizador. Pero esto implica que N es jf-excéntrico, contradicción.
P. Schmid en [42], obtiene un teorema de complementación del jf-residual, G^, de 
un grupo G, bajo ciertas hipótesis para G ^ . El* teorema siguiente describe los 
complementos de G ^ obtenidos en dicho teorema:
(1.4) Teorem a: Consideremos un grupo G, tal que todo factor principal de G por 
debajo de G ^ es jf-excéntrico. Supongamos, además, que G ^  es p-nilpotente para todo 
primo p divisor de |G : G^|. Si denotamos por n  = tc(| G : G^|), entonces todo complemento 
de G ^  en G es un ( j f  D © )-normalizador de G.
Demostración: Denotamos por X  la formación saturada j f  D . Como G /G^ « X, 
tenemos que G ^  -  G^. Si N es un iz -  complemento normal de G^, entonces G^/N es un 
7r-grupo nilpotente. Veamos por Inducción sobre |G| que todo X-normalizador de G 
complementa a G^. Si N *  1, por inducción, si E es un X-normalizador de G, E n G ^ £ N. 
Al ser N un rc'-grupo y E un rc-grupo, se tiene que N H E « 1. Podemos suponer, pues, que 
N =1 y así G ^ es un rc-grupo nilpotente. Entonces G es un rc-grupo y todo X-normalizador 
de G es un jf-normalizador de G. Por (2.2) de Cap. II, E evita todo factor principal de G 
por debajo de G^. De esta manera, E n G ^ *  1.
Por (5.2) de [42], los complementos de G ^  en G son conjugados. En consecuencia, 
los complementos de G ^  en G son exactamente los X-normalizadores de G.
(1.5) T e o rem a : Consideremos un grupo G con G ^  resoluble y D e N o r^ (G ). 
Supongamos que para cada primo p, los p-subgrupos de Sylow de D actúan libras de 
puntos fijos por conjugación sobre cada p'-factor principal de G por debajo de G ^. 
Entonces G ^ es complementado por D.
Demostración: Denotamos por R = G^. Se tiene que G = RD. Supongamos que R no es 
complementado por D y tomamos G contraejemplo de orden minimal. Sea N un subgrupo 
normal minimal de G tal que N < R. Las hipótesis del teorema se mantienen para G/N y 
R/N. De la minimalidad de G, deducimos que R n D < N. Además, N es jf-central en G. Por
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(2.2) de Cap. II, D cubre N. En consecuencia, N = R n D y N e s e l  único normal minimal 
de G . Ahora bien, N es central en R y si p es el primo divisor del orden de N, N actúa 
libre de puntos fijos sobre cada p'-factor principal de G por debajo de R. En 
consecuencia, R < Op(G). Si (F(p)} es la definición local integrada y plena de jf, se tiene 
que [N]*G € F(p). En consecuencia, GF(P) centraliza a N. Por otra parte, si existe un 
elemento 1 *  a e G F(P) O D de orden primo con p, a actuaría libre de puntos fijos por 
conjugación sobre N. Pero N £ CQ(a), contradicción. Por consiguiente, GF(P) n D es un 
p-grupo. En definitiva, GF(P) es un p-grupo y R = G F(P). Esto implica que todo factor 
principal de G entre R y N es jf-central. Por otra parte, D evita todo factor principal 
entre R y N, contradicción.
(1.6) Proposición: Supongamos que jf  contiene a # .  Consideremos un grupo G tal 
que el ^ -residual, G ^ , de G es distinto de G. Si, para algún primo p, los p-subgrupos de 
Sylow de un jf-normalizador de D de G actúan libres de puntos fijos por conjugación 
sobre cada factor principal de G cuyo orden es divisible por p, entonces D es un p-grupo. 
En consecuencia, D es un Jfc-normalizador de G.
Demostración: El grupo G /G ^  es un grupo nilpotente no trivial. Si consideramos un 
factor principal H/K de G, tal que G ^  < K < H £ G, entonces H/K es central en G. Si p es 
el primo divisor del orden de H/K, se tiene que D es un p-grupo.
Consideremos un grupo G tal que G ^  e $  . Podemos preguntarnos si la propiedad 
cubre-evita de los jf-normalizadores de G los caracteriza. En general, la respuesta es 
'no'. En [11], Cárter y Hawkes obtienen un ejemplo de un grupo G y un subgrupo H de G 
que cubre cada factor principal cíclico de G y evita cada factor principal no cíclico de G, 
pero no es un normalizador superresoluble de G. Sin embargo, hemos visto que en un 
JfcjT-grupo, la propiedad cubre-evita caracteriza a los jf-normalizadores de ese grupo.
Aplicando (1.1), podemos extender este resultado al caso de un grupo G con G ^ e £S>, 
cumpliendo Nor^(G) = Proj^(G).
(1.7) T e o re m a : Consideremos un grupo G con G ^ ^ ,  tal que Nor^(G) = 
Projjf(G). Entonces, los jf-normalizadores de G son los únicos subgrupos que cubren los 
factores principales jf-centrales y evitan los jf-excéntricos en una serie principal dada 
deG.
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Demostración: Razonamos por inducción sobre el orden de G. Supongamos que H es un 
subgrupo de G que cubre los factores principales jf-centrales y evita los ^-excéntricos 
en una serie principal dada de G. Consideremos N el subgrupo normal minimal de G que 
aparece en dicha serie. Entonces, HN/N cubré los factores principales jf-centrales y 
evita los jf-excéntricos en una serie principal dada de G/N. Como el jf-residual de G/N es 
resoluble, Nor^(G /N) y Proy^(G/N) son dos clases de conjugación de G/N. En 
consecuencia, Nor^(G/N) = Proy^(G/N). Además, por inducción, HN/N e Nor^(G/N). 
Así, existe un jf-normalizador D de G tal que T = DN = HN. Si N es jf-central, D y H 
cubren N y entonces D =H. Supongamos, pues, que N es un factor principal jT-excéntrico 
de G. Como T es un J&jf-grupo y D es un jf-proyector de T, tenemos que D e Nor^(T). Si 
T es un jf-grupo, D = T contradicción. Entonces, *  1 y 1 $  es abeliano. Por (1.1), T = 
D T^ y D n «x 1. Entonces N = T #  y H es un jf-normalizador de T. Ahora bien, HN/N 
es un jf-proyector de G/N. Así, H es un jf-proyector de G. En consecuencia, H e 
Nor^(G ).
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2. FORMACIONES LOCALES
(2.1) Definiciones: a) Decimos que un subgrupo E de un grupo G € V  está 
pseudo -bien situado en G, si existe una cadena:
E = En < En_i < .... < E0 = G, tal que E¡_.j = E¡F'(E¡_-|) para cada i.
Denotamos por el operador clausura definido por:
SjyX = (E : E está pseudo-bien situado en algún 3£-grupo), para cada clase de
grupos 3C.
b) Una función formación g = (g(p): p primo} se dice S^-cerrada si g(p) es 
una formación S^-cerrada, para cada primo p.
Consideremos J) una laclase de Schunck de la forma Jf? = para alguna 
formación jf  . Los subgrupos ^-críticos y los J?-normalizadores de un grupo G son dos 
ejemplos de subgrupos pseudo-bien situados en G.
Además, razonando como en [29], si N es un n -subgrupo de Hall normal de un grupo 
G e V  y X es un complemento de N en G, entonces X está pseudo-bien situado en G.
Las formaciones no son S^-cerradas en general. Por ejemplo, consideremos Jfc* 
la formación de los grupos cuasinilpotantes y 10 = Cada subgrupo de Alt(5) está bién 
situado en Alt(5). Si H es un subgrupo de Alt(5) isomorfo a Dih(10), entonces tenemos 
que H € sjy En consecuencia, no es Sj^-cerrada.
(2.2) D efin ic ión: Consideremos Jf? una Hacíase de Schunck de la forma E 
para alguna formación jT y sea &  una ^-formación.
Definimos Q(G e V  /  N or^(G ) c  & ) .  Entonces, la clase Jf?& es una 
^-formación conteniendo a Jf? O % .
En efecto, denotamos por & = (G e V  /  N o r^ (G )c  & ). Primero, demostramos 
que & es R0-cerrada . Tomemos N¡ <  G, ie {1»,2} y G/N¡e & de forma que N-jO N2 ■
1. Si D e Norjj(G), entonces DN¡/N¡ e Norjj(G/N¡). Como D/D H N¡ e Jü, se tiene que D 
e R q II = & . En consecuencia, RqS « &  De esta manera, R0 Jf?  ^■ R0Q& c  QRqS = Q&  
-  Jf?&. En consecuencia, %% es R0-cerrada. Como Jf?& es Q-cerrada, se tiene que Jf?£ 
es una ^-formación.
(2.3) D e f in ic ió n :. Consideremos f  una V -formación saturada definida
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localmente por la función formación integrada y plena f.
Fórster y Salomón en [23], introducen el concepto de densidad con respecto a jf  en 
los términos siguientes: Un grupo G e b(jf) se dice denso con respecto a jf, si G e b(f(p)) 
para cada primo p e 7c(Soc(G)). La frontera b(jf) se dice amplia si no contiene grupos 
densos con respecto a jf.
Para cada primo p, denotamos por f*{p) la formación :
Ff(p) = Q(G : Norf  (G) c  f(p)).
Un grupo G ¿ b(jf) se dice fuertemente denso (con respecto a j f ) si G e  f*(p) para 
cada primo p e 7c(Soc(G)).
La frontera b(jf) se dice fuertemente amplia si no contiene grupos fuertemente
densos.
(2.4) Nota: Si un grupo G es fuertemente denso con respecto a jf , entonces G es 
denso con.respecto a jf. El recíproco no es cierto en general.
Demostración: Consideremos G un grupo en b(jf) tal que G es fuertemente denso 
con respecto a jf. Entonces, para cada primo p e jc(Soc(G)) tenemos que G e f*(p). Así, 
existe T(p) « N or^(G ) tal que T(p) e f(p). Como G/Soc(G) e j f  , Nor^-(G/Soc(G)) = 
(G/Soc(G)} y G ■ T(p)Soc(G). Por consiguiente, G/Soc(G) e f(p). De esta manera, G e 
b(f(p)), para cada primo p e 7t(Soc(G)) y G es denso con respecto a jf.
Por otra parte, tomemos V  = <£, la clase de todos los grupos finitos, y 
consideremos V i la clase de los grupos nilpotentes. La función formación integrada y 
plena f tal que V i « LF(f) viene dada por f(p) = & p para cada primo p, donde S&p denota 
la clase de los p-grupos. Entonces, G = Alt(5) es denso con respecto a V i , pero G no es 
fuertemente denso con respecto a V i. De hecho, G # f*(5).
Consideremos un grupo G y H/K un factor principal de G. Denotamos por 
Cq (H/K) el conjunto de todos los elementos g e G tales que la conjugación por gK induce 
un automorfismo interno de H/K.
Recordemos la definición de la clase de los grupos nilpotentes:
V i = ( G « <£ /  cada factor principal H/K de G verifica G *  Cq(H/K) ). 
y la clase de los grupos cuasinilpotentes:
Vi* ■ ( G e <B l  cada factor principal H/K de G verifica G -  Cq(H/K) ).
De forma similar, si j f  es una ^-formación saturada definida localmente por una 
función formación f, podemos definir:
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jf* = ( G e V  / cada factor principal H/K de G verifica G /Cq(H/K) e f(p) para 
cada primo p que divide al orden de H/K).
(2.5) Proposición: Las siguientes afirmaciones son equivalentes:
i) 1  = 1 \
ii) b(jf) es amplia.
Demostración: i) implica ¡i) Supongamos que existe un grupo G e b(jf) tal que G 
es denso con respecto a jf. Entonces, G es un grupo primitivo monolítico y para cada 
primo p e 7c(Soc(G)) tenemos que G e b(f(p)). Ahora bien Soc(G) = Cq (S oc (G )), 
G /C q (Soc(G)) € f(p) para cada p e 7t(Soc(G)). Esto implica que G e j f *  = jf  , 
contradicción. Así, b(jf) es amplia.
¡i) implica i) Es claro que j f  c  jf* . Supongamos que j f * *  j f  y consideremos un 
grupo G perteneciente a j f * -  j f  de orden minimal. Entonces, G e b(jf). Como G e jf*  
tenemos que el grupo cociente G/Cq(Soc(G)) « f(p) para cada p € tc(Soc(G)). Entonces, 
G/Soc(G) € f(p) para cada primo p e 7i(Soc(G)). Es decir, G e b(f(p)) para p € 
7i(Soc(G))y b(jf) no es amplia, contradicción.
(2.6) Corolario: Consideremos j f  una HMormación saturada. Si j f  contiene todos 
los grupos nilpotentes de V, y b(jf) es amplia, entonces j f  contiene a todos los grupos 
cuasinilpotentes de V.
Dada una clase de grupos £ , y un operador clausura C, denota la mayor clase 
de grupos C-cerrada contenida en 3C, si tal clase existe.
Consideremos jf  una ^-formación saturada y % una ^-formación. Consideremos 
jfjp la ^-formación definida en (2.2).
12.7) Lem a: Consideremos-3C una formación Sj^-cerrada. Entonces, 3C está 
contenida en j f ^  sí y sólo sí j f  n c  . En consecuencia, si t í  « ( jf^  ){QRo» , &
es la mayor formación Sj^-cerrada tal que jf  n tDí c  Jf) .
Demostración: Supongamos que X  es una formación S^-cerrada tal que X  c  jf  j j . 
Sea G un grupo en jf  n X . Existe un grupo R, verificando que N or^R ) c  % y existe un
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subgrupo normal N de R con G s R/N. Si D e Nor^(R), DN/N € N or^R /N ). Por otra
parte R/N e jf; así DN/N = R/N. De esta manera, G e J) y tenemos la Inclusión j f  n X  c  J)
Recíprocamente, tomemos G e X  y D e Nor^(G). Como X  es Sj^-cerrada, D e 
S = X . Entonces, D e e f  C \ X  J) y G e  jf  j j  . De esta manera, X  está contenida en
En lo que sigue, j f  denotará una ^-formación saturada y {f(p); p primo} la
función formación integrada y plena, jf  -  LF(f).
(2.8) Teorem a; Consideremos g una función formación Sjy-cerrada. Entonces, 
g define localmente a j f  sí y sólo sí se satisfacen las siguientes condiciones:
a) Si G e b(jf) es fuertemente denso con respecto a jf, entonces G $ g(p) para 
algún primo p € 7c(Soc(G)).
b) f0 < g < f*, donde f0 es la función formación minimal tal que j f  = LF(f0).
Demostración: Notemos primero que f0 £ f*. Supongamos que j f  *= LF(g) y para
cada primo p, Sjyg(p) -  g(p). Entonces, cada grupo G € b(jf) fuertemente denso con
respecto a jf  y verificando que G e g(p) para cada p € 7c(Soc(G)) pertenece a jf, lo cual 
es imposible. En consecuencia, a) se verifica.
Como f0 es la función formación minimal tal que j f  = LF(f0), tenemos que f0 < g. 
Además, si h(p) = £>p(g(p) n jf) para cada primo p, h es una función formación 
integrada y plena tal que j f  « LF(h). Como f es única, f(p) ■ h(p) para cada primo p. En 
consecuencia, para cada primo p, tenemos que g(p) n j f  c  f(p). Aplicando el lema 
anterior, g(p) c  f*(p). En definitiva, f0 £ g ^ f*.
Recíprocamente, supongamos que g satisface a) y b). Es suficiente probar 
entonces que LF(g) c  jf  ya que entonces jf  ■ LF(f0) c  LF(g) c  jf. Consideremos un 
grupo G e LF(g)- j f  de orden minimal . Entonces, G € b(jf) y G es un grupo primitivo 
monolítico. Si Soc(G) es abeliano de característica p, G/Cq(Soc(G)) e g(p) n jf. Como 
g(p) es una formación Sjy-cerrada y g(p) c  f*(p), g(p) n j f  c  f(p). Ahora bien, 
G/Soc(G) e jf. En definitiva, G e j f  contradicción. Así, Soc(G) no es abeliano y tenemos 
que G € g(p) c  f*(p) para cada primo p € tc(Soc(G)). Esto implica que G es fuertemente 
denso con respecto a jf  y además, G e g(p) para cada p e 7c(Soc(G)), lo cual contradice
a). Así, j f  = LF(g).
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(2.9) Proposición: Las siguientes afirmaciones son equivalentes:
a) b(jf) es fuertemente amplia.
b) j f  = LF(f*).
Demostración: Como f0 < f*. tenemos que jf  « LF(f0) c  LF(f*).
a) implica b). Supongamos que jf  *  LF(f*) y elegimos un grupo G en LF(f*)- jf  
de orden minimal. Entonces, G € b (jf) y para cada p e 7ü(Soc(G)) tenemos que 
G/Cq(Soc(G)) e f*(p). Si 1 *  Cq(Soc(G)), entonces Soc(G) es abeliano. Supongamos que 
su característica es p. Como G/Cq(Soc(G) e f*(p), existe un grupo R verificando que 
Norjf(R) c  f(p) y existe un subgrupo normal N de R con G /Cq(Soc(G)) s R/N. Por 
minimalidad de G, tenemos que G/Cq(Soc(G)) e jf. Sea D un jf-normalizador de R. 
Entonces, DN/N es un jf-normalizador de R/N. Como D e f(p), DN/N e f(p). En 
consecuencia, G/Cq(Soc(G)) e f(p) y G e  LF(f) = j f  , contradicción. Por consiguiente, 
Cq(Soc(G)) = 1 y G es un grupo primitivo de tipo 2. Como G e LF(f*), G e f*(p) para 
cada primo p e tc(Soc(G)). De esta manera, G es fuertemente denso con respecto a jf, 
contradicción.
b) implica a). Supongamos que existe un grupo G € b(jf) fuertemente denso con 
respecto a jf. Entonces, G es un grupo primitivo monolítico. Si G es de tipo 2, entonces G e 
LF(f*) = j f , contradicción. En consecuencia, G es un grupo primitivo de tipo 1. Sea p la 
característica del Soc(G). Como G e f*(p) existe -un jf-normalizador T de G verificando 
T € f(p). Ahora bien, T es un complemento de Soc(G) y entonces, G e £>pf(p) -  f(p) c  jf  
contradicción.
(2.10) Lem a: Supongamos que f es una función formación S^-cerrada. Para 
cada primo p, definimos t(p) = (f*(p )J ^ Ro» Si b(jf) es fuertemente amplia, 
entonces jf  *  LF(t).
Demostración: Aplicando (2.8), es suficiente probar que f0 £ t . Como f(p) es 
una formación S¿y-cerrada para cada primo p, y f es integrada, tenemos la inclusión 
f(p) c  f*(p). Por definición de t(p), f(p) c  t(p). Entonces , f0 (p) c  t(p) y j f  = 
L F(t).
(2.11) Teorem a: Supongamos que f y f* son funciones formación Sjy-cerradas. 
Entonces: j f  tiene una única definición local sjy-cerrada maximal sí y sólo sí b(jf) es 
fuertemente amplia. Además, en este caso, f* es la definición local S^-cerrada maximal
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de f .
Demostración: Supongamos que b(jf) es fuertemente amplia. Aplicando el lema 
anterior tenemos que f  = LF(t). Como, además, f* es S^-cerrada, tenemos t = f \  Por 
otra parte, si g es una función formación S'w -cerrada tal que f  = LF(g), de (2.8) 
deducimos que fg ^ g £ f*. Así, f* es la definición local S^-cerrada maximal de f .
Recíprocamente, supongamos que g es la única definición local Sj^-cerrada 
maximal de f .  Si G e b ( f ) es fuertemente denso con respecto a f ,  un razonamiento 
habitual demuestra que G es un grupo primitivo de tipo 2. Consideremos p el primo 
divisor del orden de Soc(G). Definimos:
en b(jT) fuertemente denso con respecto a f ,  entonces T es un grupo primitivo de tipo 2. 
Por consiguiente, existe un primo r e 7c(Soc(T)) tal que r *  p. Entonces, T *  g*(r) = 
f(r). Por otra parte, f(p) U {G} está contenido en f*(p). En consecuencia, g*(p) está 
contenido en f*(p). Así, fg £ g* £ f*. Por (2.8), j f  *  LF(g*). Entonces, g* ^ g por 
maximalidad de g. Por lo tanto, G e g(p) para cada primo p € n(Soc(G)). Así, G e f  
contradicción.
En el caso resoluble, Sj^ = Sw y cada formación es Sw-cerrada (por [9] lemma 
1.8). Además, b(jf) c  y entonces es fuertemente amplia. Así, podemos deducir el 
siguiente:
(2.12) C o ro la r io :  ( Doerk, [14] )
En el universo $  de grupos finitos resolubles, cada formación local posee una 
definición local maximal.
Finalmente, damos algunas condiciones suficientes para que una formación saturada 
de grupos finitos tenga una definición local maximal. Recordemos que si £  es una clase de 
grupos h (£ ) es la clase de los grupos ¿¿-perfectos, es decir, aquellos grupos sin 
cocientes en X .
(2.13) Lema: (Doerk [15]) Consideremos fl? y %  homomorfos y denotamos con M  
= h(b(&)0 Jf)). Entonces M  es el mayor homomorfo tal que M  n Jf) c  X .
if r *  p.
Es claro que g* es una función formación S^-cerrada. Además, si T es un grupo
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En nuestro caso, definimos para cada primo p, f# (p) = h(b(f(p))n f ) .  Por
(2.13), f# (p) es el mayor homomorfo tal que f# (p) n f  c  f(p). De hecho tenemos que 
f# (p) O f  = f(p). Como f*(p) H f  m f(p), f*(p) c  f# (p) para cada primo p.
Supongamos que para cada primo p, f# (p) es Sjy-cerrada. Entonces, para cada 
primo p, f# (p) = f*(p). Así, f# es función formación. Además, un grupo G es denso con 
respecto a j f  sí y sólo sí G es fuertemente denso con respecto a f .
Utilizando razonamientos similares a los utilizados en (2.11), podemos demostrar:
(2.14) T e o re m a : Supongamos que para cada primo p, f# (p) es S ^-cerrada . 
Entonces: f  posee una única definición local maximal sí y sólo sí b(}T) es amplia. En este 
caso, f# = f* es la definición local maximal.
Utilizando (2.7) es sencillo demostrar:
(2.14) P ro p o s ic ió n : En el universo §> de todos los grupos resolubles f# es 
función formación sí y sólo sí f# es-Sw-cerrada.
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(3.3) GRUPOS CUYO jf-HIPERCENTRO CONTIENE A LOS 
SUBGRUPOS SIMPLES
Dada una formación saturada jf, pretendemos estudiar aquellos grupos G $ jf  
tales que todos sus subgrupos propios están en jf . Esta cuestión fue estudiada por 
Yokoyama en el universo resoluble ([47]). Posteriormente, Semetchuv en [44] abordó 
esta cuestión en el universo de todos los grupos finitos.
Nuestro objetivo en éste párrafo es aplicar la teoría de normalizadores en este 
contexto de cara a la obtención de nuevos resultados sobre estos grupos y demostrar de 
forma sencilla algunos ya conocidos.
En la segunda parte de este párrafo, discutimos la relación entre una formación 
saturada cerrada para subgrupos, y la clase de. los grupos finitos cuyo jf-hipercentro  
contiene a todos los subgrupos simples de G.
(3.1) Teorem a: Consideremos un grupo G $ jf , tal que todos sus subgrupos 
propios son jf-grupos. Entonces:
i) Zjf(G) £ C>(G) y F(G)/<í>(G) es el único normal minimal de G. Además, F(G)
= G^O(G) y F(G)/<D(G) es un factor principal jf-excéntrico de G.
¡i) Nor^(G) consiste en los conjuntos siguientes:
l {M £ G /  M es maximal monolítico de G} si G ^ = G.
Norjf(G) = I
^ G /  M es maximal monolítico jf-abnormal de G} si G ^  + G.
iii) Si Socn(G) *  1, todo factor de composición de G ^  es isomorfo a un grupo 
simple no abeliano X. Por Socn(G) denotamos el producto de todos los normales 
minimales no abelianos de G.
iv) Si (G^)' es subgrupo propio de G^, entonces G ^  es un grupo resoluble.
v) Si G ^  es un grupo resoluble, entonces F(G) = F(G), Z^(G) « <D(G). Para cada 
maximal jf-abnormal de G, M, se tiene que M D G ^ <  O(G). Además, (G^)' = T D G ^  para 
cada jf-normalizador T de G. En consecuencia, G^7.(G^)' es un factor principal 
jf-excéntrico de G.
Demostración: Como G *  jf, existe un subgrupo jf-crítico M de G. Si Mq  no está 
contenido en c>(G), existe un subgrupo,T, de G tal que G = TMq . Como T es un jf-grupo, se 
tiene que G/Mq  es un jf-grupo, contradicción. En consecuencia, Mq  = <í>(G) y Soc(G/Mq )
= Soc(GM>(G)) = F(G)/<l>(G) es un factor principal de G. Por otra parte, G ^  no está 
contenido en M. Por lo tanto, M es un jf-grupo. Así, M es un jf-normalizador de G.
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Entonces, Z^(G) < Mq  = o(G). De esta manera queda demostrado i). Observar que el 
razonamiento anterior es válido para cualquier subgrupo maximal monolítico 
jf-abnormal de G. En consecuencia, todo maximal monolítico jf-abnormal de G es un 
jf-normalizador de G. Así, si G ^ = G, todo maximal monolítico de G es jf-abnormal en G. 
Por lo tanto, Nor^(G) coincide con el conjunto de maximales monolíticos de G. Ahora, si 
G ^ es un subgrupo propio de G existe M, maximal monolítico de G, tal que G ^  < M. Por 
consiguiente, dicho M no es un jf-normalizador de G. Luego i¡) queda demostrado.
Supongamos ahora que Socn(G )+ 1 y consideremos N subgrupo normal minimal 
de G, tal que N < Socn(G)..Si X es un grupo simple no abeliano tal que X e N, entonces 
0 X (G) ( el mayor subgrupo normal de G, con todos sus factores de composición isomofos a 
X) no es trivial. Como Ox (G) no está contenido en í>(G), existe un subgrupo R de G tal que 
G = ROx (G). Esto implica que G/Ox (G) es un jf-grupo. En consecuencia, G ^  < Ox (G) y se 
tiene iii).
Denotamos por R = G ^. Supongamos que R' es un subgrupo propio de R. 
R 0 (G )/0 (G ) es un subgrupo normal no trivial de G/<X>(G). En consecuencia, F'(G) < 
RO(G). Como R £ F(G), se tiene que F(G ) ■ RC>(G). El grupo G/R' verifica que R/R' es 
complementado por .cada jf-normalizador de G/R'. En consecuencia, si T es un 
jf-normalizador de G, se tiene que T n R < R'. Luego, <D(G) n R < R \ Como RM>(G)fi R es 
un factor principal de G, y R' es un subgrupo propio de R, obtenemos que o(G ) n R = R'. 
Entonces R' es nilpotente, luego R es resoluble.
Notemos también que si R -  R \ F(G)M>(G) es un factor principal jf-excéntrico 
de G. En otro caso, R £ C q (F '(G )/<D (G )) ■ C q (R /R  fl O(G)). Esto implica que R es 
resoluble, contradicción.
Si R es un grupo resoluble, F(G)/G>(G) es un factor principal abeliano de G. En 
consecuencia, F(G) ■ F(G). Entonces, N or^G ) es una clase de conjugación de subgrupos 
cubre-evita de G. Además, aplicando (3.3) Cap. II, M q  = Z ^ (G ) para cada 
jf-normalizador M de G. Como <D(G) < M q , se tiene que <D(G) = Zjf(G). Por otra parte, R' 
es un subgrupo propio de R. En consecuencia, R n <í>(G) = R' reiterando la demostración 
de iv). De esta manera, cada jf-normalizador M de G evita el factor principal R/R'. 
Aplicando (2.2) Cap.ll, concluimos que R/R' es un factor principal jf-excéntrico de G.
Por otra parte, sabemos que Zjp(G) *  CM(G^) para cada jf-normalizador M de G. 
Como R' está contenido en Zjp(G), se tiene que R' < Z(R). Como R/Z(R) es abeliano, R es 
nilpotente de clase a lo sumo 2. Además, R' *  <D(R). Por consiguiente, R es un p- grupo 
para algún primo p.
Razonando de la misma forma que en [47], [48], podemos demostrar:
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(3.2) Proposición: Consideremos un grupo G $ jf  tal que es resoluble, y 
todo subgrupo propio de G está en j f  ó existe un subgrupo maximal M de G tal que M es un 
jf-grupo y G = MF(G). Entonces: G ^  es un p-grupo para algún primo p. G ^  tiene 
exponente p, si p es mayor que 2 y exponente a lo sumo 4 si p = 2. G ^  es ó elemental 
abeliano ó no abeliano con (G^)' = Z( G^) = 3>(G^) un grupo elemental abeliano.
(3.3) D e fin ic ió n : Dado un grupo finito G, denotamos por S(G) el subgrupo 
generado por todos los subgrupos simples de G.
Si jf  es una formación saturada, denotamos por S(jf) = (G e <¡£ /  S(G)< Z^(G) ).
Es sencillo probar que si j f  es cerrada para subgrupos, entonces S(jf) es también 
cerrada para subgrupos. En lo que sigue, supondremos que j f  es cerrada para 
subgrupos. En este caso, es claro que jf  está contenida en S(jf). Además tenemos que:
(3.4) Proposición: j f  es la mayor formación contenida en S(jf).
. Demostración: Supongamos que jf-j es una formación contenida en S (jf). 
Supongamos, por reducción al absurdo, que jf-j no está contenida en jf. Consideremos un 
grupo G « j f^ - jf  de orden minimal. Entonces, G € b(jf) y G es un grupo primitivo 
monolítico. Ahora bien, N es producto directo de subgrupos simples de G luego se tiene 
que N < Zjp(G). Pero esto implica que N es jf-central en G, contradicción.
(3.5) Corolario: Las siguientes afirmaciones son equivalentes:
i) S(jf) es formación saturada.
¡i) S (jf) es homomorfo.
¡ü) S (jf) = jf .
(3.6) Teorem a: Consideremos un grupo G con un subgrupo normal N tal que 
G/N e jf. Si los subgrupos minimales de N están contenidos en Z^(G) y los 2-subgrupos 
de Sylow de N son abelianos, entonces G es un jf-grupo.
Demostración: Supongamos que el resultado no es cierto y sea G contraejemplo 
minimal al teorema. Las hipótesis del teorema se mantienen para todo subgrupo de G. En 
consecuencia, G no es un jf-grupo, pero todos sus subgrupos propios son jf-grupos. Si 
denotamos por R *  G^, distinguimos dos casos:
a) R' es subgrupo propio de R. Aplicando (3.1), R es resoluble. Como R < N, los 
2-subgrupos de Sylow de R son abelianos. Aplicando (3.2), concluimos que R es un
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p-grupo elemental abeliano para algún primo p. En consecuencia, R ^ Z^-(G). Pero R es 
un factor principal jf-excéntrico de G, contradicción.
b) R = R'. Si T es un 2-subgrupo de Sylow de R, T es abeliano. En consecuencia, 
T fl Z(R) = 1. Si T *  1, existe un elemento r e R, tal que o(r) = 2. De la hipótesis 
deducimos que r « Z^(G ) O R <  Z(R), contradicción. Así, R es de orden impar. Por el 
teorema de Feit-Thompson, R es resoluble, contradicción.
(3.7) Corolario: Si G e S(jf) y los 2-subgrupos de Sylow de G son abelianos, se 
tiene que G es un jf-grupo.
(3.8) P roposic ión: Consideremos {F(p)} la definición local integrada y plena de 
jf. Si F(2) = jf, entonces jf  = & jf  fl S(jf). .
Demostración: Denotamos por X  *  ü>jf n S(jf). Supongamos que el resultado no es 
cierto, y consideremos G e X - jf, de orden minimal. Si H < G, como j f  es cerrada para 
subgrupos, se tiene que < G^. De esta manera, H « X . . De la minimalidad de G, se 
tiene que todo subgrupo propio de G es un jf-grupo. Aplicando (3.2), deducimos que R = 
G ^  es un p-grupo para algún primo p. Si p es impar, R es elemental abeliano y así R £  
Zjp(G), contradicción. En consecuencia, p = 2. Ahora bien, R/R' es un factor principal 
jf-excéntrico de G. Como G/R « jf  « F(2), esto implica que G/Cq(R/R') e F(2). De esta 
manera, tenemos que R/R' es un factor principal j f -  central de G, contradicción.
(3.9) Lema: Consideremos (F(p)} la definición local integrada y plena de jf. Sea 
jf*  la formación saturada definida localmente por la función formación f* dada por f*(q) 
= jf, para algún primo q. Si p es un primo distinto de q, f*(p) = F(p). Entonces: j f  -  jf*  
sí y sólo sí j f  = gjqjf.
Demostración: Supongamos que j f  ■ jf*. Si á&qjf *  jf, escogemos un grupo G € 
£>qjf-jf, de orden minimal. Entonces, G es un grupo primitivo monolítico. Por hipótesis, 
existe un q-subgrupo normal no trivial N de G tal que G/N € jf. De esta manera, Soc(G) 
es un q-grupo y G es primitivo de tipo 1. Ahora bien, G/Soc(G) e j f  = f*(q). Como jf* es 
local, esto implica que G es un jf-grupo contradicción.
Recíprocamente, el contenido j f  c  jf*  es claro. Supongamos, por reducción al 
absurdo, que j f * *  j f  y escogemos un grupo G e jf*-jf de orden minimal. Entonces, G es un 
grupo primitivo monolítico. Si G es primitivo de tipo 2, y q divide al orden de Soc(G), 
entonces G e j f  = f*(q) contradicción. En consecuencia, para todo primo p que divide al 
orden de Soc(G), se tiene que G « f*(p) = F(p). Pero entonces, G e j f  contradicción. Si
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G es primitivo de tipo 1, Soc(G) es un p-grupo para algún primo p distinto de q. 
Entonces, G € £S>pF(p) = F(p) contradicción.
(3.10) Corolario: Si j f  = %>•$, entonces jf  = g>jf n S (jf).
(3.11) Definición: Dado un grupo G y un primo p, definimos:
Vp(G) = < x e G /  o(x) = p > si p es impar,
\|íp(G) = < x e G /  o(x) -  2 ó 4> si p = 2.
Derr, Deskins y Mukherjee en [12] analizan la influencia de los subgrupos
definidos en (3.12) en la estructura del grupo G, siguiendo la línea marcada por
Yokoyama en [47], [48].
Concluimos este capítulo, aplicando la teoría de jf-normalizadores para obtener una 
extensión del Teorema de [12].
(3.12) Teorem a: Consideremos una formación saturada j f  (no necesariamente 
cerrada para subgrupos), un primo p, y un grupo G con un subgrupo normal K tal que 
G/K es un jf-grupo. Si Vp(K) ^ Zjp(G), entonces G/Op.(K) es un jf-grupo.
Demostración: Razonamos por inducción sobre |G|. Claramente podemos suponer que 
Op.(K) = 1. Consideremos un elemento a € G ^  generador de yp(G^). Tenemos entonces 
que a « \j/p(G^) < Zp(G) ñ G^< Z(G^) por (1.2). Aplicando un teorema de Ito ( ver [30; 
p. 235]), G ^  es p-nilpotente. Como Op.( G^) = 1, tenemos que G ^  es un p-grupo.
Supongamos, por reducción al absurdo, que G no es un jf-grupo y consideremos M un 
subgrupo maximal jf-crítico de G. Entonces G = MF(G). Es claro que las hipótesis del
teorema se mantienen para M. Por inducción, M/Op.(M) es un jf-grupo. Ahora bien;
está contenido en G ^ que es un p-grupo. En consecuencia, M es un jf-normalizador de G. 
Aplicando (3.2), G ^  es p-elemental abeliano, si p es impar, ó de exponente a lo sumo 4 
si p = 2. En ambos casos, tenemos que G ^  < Z^(G) y así G es un jf-grupo, contradicción.
Notemos que el teorema es, formalmente, el mismo que el Teorema de [12]. Sin 
embargo, nuestra hipótesis es menos restrictiva puesto que no exigimos el carácter 
resoluble al jf-hipercentro.
(3.13) C oro lario : Consideremos una formación saturada jf , localmente definida 
por la función formación integrada y plena f. Si, para algún primo p, \|/p(G) < Z ^ (G ) 
entonces G/Op«(G) e f(p).
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CAPITULO IV
SUBGRUPOS MAXIMALES Y FORMACIONES.
Gaschütz en [24] y Bechtell en [4] estudian la intersección de los subgrupos 
maximales autonormalizantes de un grupo finito G. Este subgrupo es denotado por L(G). 
Gaschütz prueba que para cualquier grupo finito G, L(G) es nilpotente. De acuerdo con 
nuestras definiciones, un subgrupo maximal M de un grupo G es autonormalizante en G sí 
y sólo sí M es Ü-abnormal en G (como es habitual, #  denota la formación de los grupos 
nilpotentes). Así, L(G) = n { M < G /  M subgrupo maximal ft-abnormal de G}.
Inspirados por el resultado de Gaschütz, podemos preguntarnos si este resultado es 
cierto para cualquier formación saturada jf . En este capítulo damos una respuesta 
satisfactoria a esta pregunta para formaciones saturadas cerradas para subgrupos 
conteniendo a la formación de los grupos nilpotentes.
Siguiendo esta idea, estudiamos también otras generalizaciones del subgrupo de 
Frattini extendiendo, mejorando y simplificando los resultados de Bhattacharya y 
Mukherjee en [7], [37].
Introducimos tres subgrupos, CL^(G), Ljp(G,7c) y CL^(G,tc), relacionados con una 
formación saturada jf  y con un conjunto de primos n y estudiamos sus propiedades 
aplicando la teoría de jf-normalizadores desarrollada en el Capítulo II.
Dado un subgrupo maximal M de un grupo G, el índice normal de M es el orden de un 
factor principal H/K, siendo H minimal en el conjunto de suplementos normales de M en 
G. Lo denotaremos por t j ( G : M).
Relacionados con el índice normal, introducido por Deskins en [13], y con una 
formación saturada jf, introducimos en cada grupo G tres subgrupos característicos 
Sjf(G), Sjp(G,p) y Ujp(G). Observamos que si j f  consiste de grupos resolubles, el 
subgrupo S ^ G ) coincide con el radical resoluble de G. Además, estudiamos el jf-residual 
de Sjf(G,p) y de U^(G). El análisis de la influencia de tales subgrupos en la estructura 
del grupo, nos permite extender los resultados de Mukherjee y Bhattacharya en [38].
Definiciones: Dado un grupo G, una formación saturada jf, un conjunto de primos n 
y un primo p, consideramos las siguientes familias de subgrupos maximales de G:
R jf(G )=  { M /  M subgrupo maximal jf-normal de G}.
lLjp(G)= { M /  M subgrupo maximal jf-abnormal de G}.
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L jf(G , n)= { M /  M subgrupo maximal jf-abnormal de G ¡ IGiMI^ =1}.
C L^(G )= { M /  M subgrupo maximal jf-abnormal de G , |G:M| compuesto}.
(DLjfíG, tc) = { M /  M subgrupo maximal jf-abnormal de G, |G:M| compuesto
Zjf(G)= { M /  M es un subgrupo maximal jf-abnormal de G, |G:M| compuesto 
ri(G : M) *  |G :M|}.
U ^ (G )=  { M /  M es un subgrupo maximal jf-abnormal de G, |G:M| compuesto,
■n(G : M) no es libre de cuadrados}.
Z jf(G , p)= { M /  M es un subgrupo maximal jf-abnormal de G, |G:M| compuesto 
TI (G:M)p *  |G :M|p }.
Definimos los subgrupos característicos siguientes:
Rjf(G) = H { M /  M e JRjp(G)} si IRjf(G) no es vacía, Rjf(G) = G en caso contrario. 
Ljp(G) = fl { M /  M e L^(G)} si L jf(G ) no es vacía, Ljp(G) = G en caso contrario. 
Ljf(G, re) = O { M /  M e Ljf(G , 7c)} si L jf(G , n ) no es vacía, Ljf(G, n ) = G en caso 
contrario.
CLjf(G) «= fl { M /  M « (EL^(G)} si CL^(G ) no es vacía, CL^(G) = G en caso 
contrario.
CLjp(G, tc)= fl {M /  M e CLjfíG , tc)} si <CLjp(G, n ) no es vacía, CL^(G, tu)* G en caso 
contrario.
• Sjf(G) *= O { M /  M e Zjp(G)} si 2jf(G) es no vacía, Sjp(G) = G en caso contrario. 
Sjf(G, p) = n { M /  M e 2jf(G , p)} si 2jf(G , p) es no vacía, S^(G, p) = G en caso 
contrario.
Ujp(G) « n { M /  M e U^(G )} si U ^ G )  es no vacía, U^(G) « G en caso contrario.
Es claro que <D(G) está contenido en todos ellos. De hecho, <X>(G) -  Rjf{G) n Ljf(G). 
Denotando por S(G) cualquiera de los subgrupos arriba definidos, es sencillo 
demostrar que S(G)K/K < S(G/K) para cada K <  G , y si K < S(G) se tiene que S(G/K) 
= S(G)K/K.
Si n = {q}, denotamos L^(G, %) *= Ljf(G, q), etc. Notemos que si p es un primo que 
no divide al orden de G, entonces L^(G) = L ^ G , p).
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1. LOS SUBGRUPOS ñ f(G )Y  Lf{G).
En esta sección, jf  denotará una form ación  saturada cerrada para  
subgrupos conteniendo a Ti, la ciase de los grupos nilpotentes.
Empezamos demostrando algunas propiedades de R^(G) y L^(G).
(1.1) Lema: Consideremos un grupo G. Entonces:
i)Si FLjf(G) < G, Rjf(G) = n (M /  M es subgrupo maximal monolítico jf-normal de 
G} y si Ljf(G) < G, Ljp(G) = O { M /  M es subgrupo maximal monolítico jf-abnormal de 
G}.
¡i) Z ^ G ) S L ^ G ) y G ? < R ^ G ).
Demostración: i) Si M es un subgrupo maximal jf-abnormal (respectivamente, 
jf-normal) de G de tipo 3, existen subgrupos maximales M¡ of G, i = 1,2 de forma que 
M G = (M-j ) q  fl ( M 2 ) q  y M¡ es un subgrupo maximal monolítico jf-a b n o rm a l 
(respectivamente, jf-normal) de G para cada i. En consecuencia, i) se verifica 
claramente.
¡i)Es claro que G ^  £ M q , para cada subgrupo maximal jf-normal M de G. Por otra 
parte, si M es un subgrupo maximal monolítico jf-abnormal de G, S oc (G /M q ) es un 
factor principal jf-excéntrico de G. Así, 2^(G ) £ M q . Por consiguiente, 2^(G ) £ L jf(G )  
y G ^ S R ^ G ).
Seguidamente, utilizamos la teoría de normalizadores para demostrar un conocido 
teorema que se atribuye a Semetkov ( ver [ 51; Lemma 3 .2 ]).
(1.2) Teorem a: Consideremos un grupo G y N un subgrupo normal de G. El grupo 
cociente N/N n <í>(G) es un jf-grupo sí y sólo sí N es un jf-grupo.
Demostración: Suppngamos que N/N fl C>(G) es un jf-grupo y N ñ  <í>(G)* 1. 
Entonces N ^ < N f lo (G )  y así es nilpotente. En consecuencia, Nor^(N) es una clase 
de conjugación de subgrupos cubre-evita de N. Si D es un jf-normalizador de N, el 
argumento de Frattini implica que G ■ N N q (D ). Ahora bien, N = N^D; en consecuencia, 
G = N ^ N q (D). Así, G -  N q (D) y D es.un subgrupo normal de G. Aplicando (3.2) Cap. II, 
concluimos que N es un jf-grupo.
Finalmente, notemos que si N es un jf-grupo entonces N/N fl <D(G) es claramente un 
jf-grupo.
51
(1.3) Teorem a: Para cada grupo G, Ljf(G) es un Agrupo.
Demostración: Razonamos por inducción sobre el orden de G. Si ® ( G ) *  1, por 
inducción tenemos que Ljf(G/<x>(G)) e jf .  Ahora bien, o (G ) < L jf (G )  y por tanto 
Ljf(G/<x>(G)) = Ljf(G)/<l>(G) € j f  . Aplicando el teorema anterior, tenemos que Ljf(G) e jf  
y el teorema queda demostrado. De esta forma, podemos suponer que C>(G) = 1. Si Z^(G) 
= 1, entonces Ljf(G) = 1. En efecto, en otro caso existe un subgrupo normal minimal N de 
G tal que N < Ljf(G). Como suponemos o(G) = 1, N no está contenido en R^(G) y así 
existe un subgrupo maximal monolítico jf-normal M of G tal que N no está contenido en 
M ; en consecuencia, N es jf-central en G y N < Z^(G ) « 1, contradicción. Por 
consiguiente, podemos suponer Z^(G) *  1. Por hipótesis de inducción , L^(G/ Z^(G)) = 
Ljp(G )/Z^(G ) e jf .  Como jf  es cerrada para subgrupos, Z ^ (G ) está contenido en 
Zjf(Ljp(G)). Así, Ljfr(G)/ Zjf(Ljf(G )) es un jf-grupo y de esa manera Ljp(G) e j f .
Tomando j f  *= t i  en el teorema anterior, obtenemos el conocido resultado de Gaschütz 
mencionado al principio del capítulo : L(G) es nilpotente para cada grupo G.
Seguidamente, describimos el subgrupo L ^ (G ), siendo V¡X la clase de los grupos 
superresolubles . Para ello, necesitamos un lema preliminar.
(1.4) Lema: Consideremos un grupo G y M un subgrupo maximal de G de tipo 2 tal 
que |G:M| es primo. Entonces, existe un subgrupo maximal T de G de tipo 2 tal que |G:T| 
es compuesto y Mq « T q .
Demostración: Razonado por inducción sobre |G|, podemos suponer M q = 1. Tenemos 
entonces que G e $ 2 - Supongamos que |G:M| = p, entonces |M| divide a (p-1) I. En 
consecuencia, p es el mayor primo que divide al orden de G. Sea P un p-subgrupo de 
Sylow de Soc(G). Entonces, N q (P) < G y G *  Soc(G) N q (P ). Consideremos T un 
subgrupo maximal de G tal que Ñ q (P) < T. Entonces, G = Soc(G)T y |G : T| = 1+kp para 
algún entero k. Es claro entonces que T q  -  1 y |G :T| es compuesto.
Aplicando el lema anterior, es fácil demostrar:
(1.5) C oro lario : L^ (G ) = H {M /  M es un subgrupo maximal de G tal que |G:M| 
es compuesto) para cada grupo G.
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De esta manera, tomando jf  -  IHX en (1.3), obtenemos un conocido resultado de 
Bathia ( ver [7]; Th. 3] ): L^j(G) es superresoluble.
El siguiente teorema caracteriza los grupos estudiados en (3.1) Cap. III, en el caso 
de que jf  sea cerrada para subgrupos.
(1.5) Teorem a: Consideremos jf  una formación saturada cerrada para subgrupos, 
y G un grupo tal que (G^)' es subgrupo propio de G^. Entonces todo subgrupo propio de G 
es un jf-grupo sí y sólo sí se satisfacen las dos condiciones siguientes:
i) Ljf(G) = Zf (G).
ii) Todo subgrupo propio de G/<X>(G) es un jf-grupo.
Demostración: Notemos, en primer lugar, que la hipótesis sobre G implica que G 
no está en jf . Supongamos que se verifican i) y ii). Si H es un subgrupo propio de G, 
entonces H<I>(G)/<X>(G) es un subgrupo propio de G/o(G). Por ii), H/H n o(G ) € jf. Ahora 
bien, H n o(G) < H f l  Ljf(G) = H n Z^(G) <Z^(H ) pues j f  es cerrada para subgrupos. En 
consecuencia, H ^ ^ Z ^ (H ), y resoluble. Por otra parte, centralizado por Zjf(H) 
por (3.4) Cap.ll. Así, es abeliano. Por (1.1) Cap. III, es complementado por un. 
jf-normalizador de H el cual contiene a Z^(H). Por consiguiente, H ^ -  1.
Recíprocamente, si cada subgrupo propio de G es un jf-grupo, aplicando (3.1) 
Cap. III concluimos que G ^ es un grupo resoluble y Z^-(G) = C>(G). En consecuencia, el 
grupo G /o (G ) tiene jf-h ipercen tro  trivial. Esto implica que Ljp(G)/<í>(G) = 
L^(G/<l>(G))= 1 y así se tiene i). Finalmente, ii) es claro.
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2. LOS SUBGRUPOS Lf(G,p) Y CLjf(G).
AI igual que en ia sección anterior, jf  denotará una form ación saturada  
cerrad a  para subgrupos conten iendo  a f l , la ciase de ios grupos  
n ilp o te n te s .
Bhattacharya and Mukherjee en [37], estudian el subgrupo Op(G) = n {M/ M es un 
subgrupo maximal de G con |G:M|p = 1}. Demuestran que <E>p(G) posee un p-subgrupo de 
Sylow normal, P, de forma que Op(G)/P es un grupo nilpotente. Es decir, <í>p(G) e g>^fl 
o, equivalentemente, el 3ü-res¡dual de Op(G) es un p-grupo.
En este párrafo demostramos que Ljf(G,p) está en SS>pjf y estudiamos la intersección 
de dos de estos subgrupos correspondientes a dos primos distintos. Además, demostramos 
que el jf-residual de CL^(G) es nilpotente y analizamos la infuencia de este subgrupo 
sobre la formación jf.
(2.1) Lema: Consideremos un grupo G. El jf-residual, T, de Ljf(G.p) está contenido 
en Op(G). Así, T es resoluble.
Demostración: Supongamos que T no está contenido en <x>p(G). Entonces, existe un 
subgrupo maximal M de G,tal que |G:M|p = 1 y G *  TM. Como j f  es cerrada para 
subgrupos, se tiene que T <> G ^ y G -  G^M. Así, M es un subgrupo maximal jf-abnormal 
de G. Esto implica que Ljf(G.p) £ M, contradicción.
(2.2) Teorem a: Consideremos un grupo G y p un primo. Entonces Ljf(G.p) es un 
&pjf-grupo.
Demostración: Denotamos por S(X) = L^(X,p) para cada grupo X. Dividimos la 
demostración en tres pasos:
Paso 1: Cada p-subgrupo de Sylow de G ^ n S(G) es normal en G. Sea P un 
p-subgrupo de Sylow de G ^ n S(G), tenemos que G = (G ^ H S(G ))N q (P). Supongamos 
que P no es normal en G y consideremos M, subgrupo maximal de G conteniendo a 
N q (P). Se tiene que G ■ G^M y M es jf-abnormal en G. Como |G:M|p = 1, S(G)< M 
contradicción. Por consiguiente, P es un subgrupo normal de G.
Paso 2: Si el jf-residual de S(G) es un p'-grupo, entonces S(G) es un jf-grupo. 
Denotamos por T el jf-residual de S(G) y supongamos que T es un p'-grupo. 
Consideremos M un subgrupo maximal jf-abnormal de G. Si T no está contenido en M, 
entonces G -  TM. Esto implica que |G:M|p *  1. Entonces, S(G) <, M contradicción. De esta 
manera, T está contenido en L^(G). Consideremos D un jf-normalizador de S(G). Como T
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es resoluble, Nor^(S(G)) es una clase de conjugación de subgrupos de S(G). Así, G = 
S (G )N G (D). Si NG (D) es un subgrupo propio de G, existe un subgrupo maximal M de G 
tal que NG (D) < M. Por otra parte, S(G) = TD. En consecuencia, G -  TM y M es un 
subgrupo maximal jf-abnormal de G. Entonces tenemos que T < Ljf(G) < M y G = M 
contradicción. Por consiguiente, D es un subgrupo normal de G. Por (3.2) Cap. II, 
tenemos que S(G) es un jf-grupo.
Paso 3. Conclusión. Si .T es un p'-grupo entonces S(G) € j f  c  £>pjf . Por 
consiguiente, podemos suponer que p divide al orden de T. Por paso 1, existe un 
p-subgrupo de Sylow P de T tal que P es un subgrupo normal de G. Ahora , S(G/P) = 
S(G)/P y el jf-residual de* S(G)/P es T/P. Como T/P es un p'-grupo, tenemos que T = P 
por el paso 2. En consecuencia, S(G) es un fS>pjf-grupo.
Notemos que (2.1) proporciona una nueva demostración de (1.3), tomando un 
primo p que no divida al orden de G.
No es cierto, en general, que Ljf(G,p) es un jf-grupo como lo demuestra el 
siguiente ejemplo:
EJEMPLO 1: Consideramos j f  > , la formación de los grupos superresolubles, y
el grupo G « G-j *  G2 producto diresto de un grupo no abeliano G-j de orden qr siendo 
5 £ q < r, q,r primos, y G2 , el grupo alternado de grado 4. Los subgrupos maximales 
tSt-abnormales de G son precisamente los 2'-subgrupos de Hall de G
EJEMPLO 2: Si jf  no contiene a Jft, los resultados (1.3) y (2.2) no son ciertos en 
general. Consideremos jf  = g>3 , la clase de los 3-grupos y G = SL(2,3). Los subgrupos 
maximales ü>3 -abnormales de G son { NG (S) /  S e Syl3 (G)} y Ljp(G,3) = Ljf(G) *  
Z(G) que no es un 3-grupo (Z(G) s Z 2).
(2.3) Corolario: Si jf  es una formación saturada de grupos resolubles, para cada 
grupo G y para cada primo p, L^(G,p) es un grupo resoluble. En particular, si j f  = f í  la 
formación de los grupos nilpotentes, Lj^(G,p) es un grupo metanilpotente.
(2.4) Corolario: Consideremos un grupo G con G ^  resoluble. Si cada maximal 
jf-abnormal de G es un jf-grupo, entonces G ^ es un p-grupo para algún primo p.
Demost ración:  Es claro que Proy^(G) = {M /  M es un subgrupo maximal
jf-abnormal de G}. Como G e g>jf, Proyjp(G) es una clase de conjugación de subgrupos de
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G. Sea M un maximal jf-abnormal de G y p el número primo tal que |G:M| = p*. Entonces, 
L f  (G,p) = G € & pjf  por (2.2).
(2.5) Proposición: Consideremos un grupo G tal que o G ^ es resoluble o para 
algún primo p, L^(G,p) es un grupo resoluble. Entonces: L^(G) « Ljf(G.p) n Ljf(G.q) 
para cada primo q *  p.
Demostración: Denotamos por Lp = Ljf(G.p) y Lq = Ljf(G,q). Supongamos que existe 
un subgrupo maximal jf-abnormal M de G, tal que
Entonces, G = MLp = MLq = G^M. Ahora bien, con las hipótesis de lá proposición, M es un 
subgrupo maximal de G de tipo 1. Así, |G:M| = r*para algún primo r. En consecuencia, 
|G:M|p = 1 o |G:M|q = 1. De esta manera, Lp < M o Lq£ M, contradicción. En definitiva, 
Ljf(G) = Lp f> Lq.
Decimos que un grupo G posee una torre de Sylow de tipo superresoluble si G 
satisface:
Supongamos que pr < ..........< p2 < p-j son los primos que dividen al orden de G.
Entonces P-jP2....P^ — G, r , donde P^ es un p^-subgrupo de Sylow de G.
En el caso superresoluble, j f « tfft tenemos:
(2.6) Proposición: Consideremos un grupo G y p un primo. Si p no divide al orden 
de L^j(G.p) o p es el mayor primo divisor del orden de L^(G ,p ), entonces L ^ (G ,p )  
tiene una torre de Sylow de tipo superresoluble.
Demostración:  Si p no divide al orden de L ^ (G ,p ), entonces L ^ (G ,p ) es 
superresoluble por (2.2). Supongamos que p es el mayor primo divisor del orden de 
Lflj(G,p). Es sencillo demostrar que L^j(G,p) tiene un p-subgrupo de Sylow normal P. 
Entonces, L ^ j(G ,p )^  está contenido en P por (2.2). Por consiguiente, L^j(G,p)/P es 
superresoluble. De esta manera, L ^ (G ,p ) tiene una torre de Sylow de tipo 
superresoluble.
EJEMPLO 3: Los subgrupos maximales tt-abnormales de G -  Alt(4), el grupo 
alternado de grado 4, son sus 3-subgrupos de Sylow. Así, L^j(G,2) = G que no posee una 
torre de Sylow de tipo superresoluble. Aquí, 2 no es el mayor primo que divide al orden 
de Lflj(G,2).
Lp n Lq no está contenido en M.
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Finalizamos esta sección estudiando el subgrupo CL^(G).
(2.7) Proposición: Consideremos un grupo G. Entonces, el jf-residual de CL^(G) 
es nilpotente, i.e. CLjf(G) € Jflf.
Proof: Razonamos por inducción sobre |G|. Denotamos por T el Jf-residual de 
C L^(G ). Podemos suponer que T *  1. Sea p el mayor primo divisor del orden de T. 
Entonces, T tiene un p-subgrupo de Sylow normal P. Sea N un subgrupo normal minimal 
de G tal que N < P. Por inducción, T/N es nilpotente. Si B es otro normal minimal de G, 
enteonces TB/B es nilpotente. Por consiguiente, T es nilpotente y la proposición queda 
demostrada. Así, podemos suponer que G un único subgrupo normal minimal N, cuyo 
orden es una potencia de*p. Supongamos que N <<D>(G). Entonces, T/T n <£(G) es 
nilpotente. Aplicando [4; Corollary 2.3.1], T es nilpotente. En consecuencia, podemos 
suponer que G es un grupo primitivo de tipo 1 y existe un subgrupo maximal M de G tal 
que G = MN. Entonces, |G:M| es primo y N es cíclico. Entonces, G es superresoluble y el 
grupo derivado, G', de G es nilpotente. Como f  contiene a la formación de los grupos 
nilpotentes, T < G'. Así, T es nilpotente y la proposición queda demostrada.
Es claro que no podemos mejorar la tesis de la proposición reemplazando nilpotente 
por abeliano; si G es un grupo superresoluble cuyo 3&-residual es nilpotente de clase 2, 
(por ejemplo, consideramos P -  < x,y /  x3 = y3 -  z3 = 1, z = [x,y] > el grupo 
extraespecial de orden 27 y exponente 3 y a  un automorfismo de P actuando sobre los 
generadores xa  = x_1 ,y a = y' 1 y formamos el producto semidirecto G = P<a> ), 
entonces G obviamente verifica que el ^-residual de CL^(G) = G es un grupo nilpotente 
no abeliano.
En generaí, CLjp(G) no es un jf-grupo. Tomamos, por ejemplo, el grupo G del 
ejemplo 1 y f  = #  • Los subgrupos maximales Jfc-abnormales de G de índice compuesto 
son los 2'-subgrupos de Hall de G y CLj^(G) = G 1 que no es nilpotente.
Obviamente, CL^(G) no es siempre un grupo superresoluble: basta tomar, por 
ejemplo, una formación f  no contenida en tüt y un jf-grupo no superresoluble. De hecho, 
en lo que sigue demostramos que las formaciones f  tales que CLjp(G) es superresoluble 
para todo grupo G son exactamente aquellas compuestas por grupos superresolubles.
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(2.8) Teorem a: f  c  © ,  sí y sólo sí CL^(G) es superresoluble para cada grupo G.
Demostración: Supongamos, primero, que f  está contenida en %l . Demostramos que 
CLjf(X) es superresoluble para cada grupo X. Supongamos que el resultado no es cierto y 
tomamos G un contraejemplo de orden minimal. Entonces, T= CLjf(G)^* 1. Sea N un 
subgrupo normal minimal de G tal que N < T. De la minimalidad de G, tenemos que 
CLjf(G)/N = CLjf(G/N) es superresoluble. En consecuencia, el ©-residual de CL^(G) 
está contenido en N. Así, N = CL^(G)®. Sea R un ©-proyector de CLjp(G). Como el 
conjunto Proj^( CL^(G)) es una clase de conjugación de subgrupos de CL^(G), tenemos 
que G = C L^(G )N q(R ) = NNq(R). Si Nq(R) es un subgrupo propio de G, Nq(R) es un 
subgrupo maximal jT-abnormal de G índice primo. Así, N es cíclico. Por consiguiente, 
CLjp(G) es superresoluble, contradicción. Entonces, R es un subgrupo normal de G 
Aplicando (2.7) y (2.6) de Cap. II así como (3.2) de Cap. II, concluimos que CL^(G) es 
superresoluble, contradicción final.
Recíprocamente, supongamos que CLjf(X) es superresoluble para cada grupo X. Si G 
es un jf-grupo, todos los subgrupos maximales de G son jf-normales. Así, CL^(G) *  G es 
superresoluble. En consecuencia, j f  está contenida en © .
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3. EL SUBGRUPO CLjf(Gf7c).
Como es habitual, j f  denotará una formación saturada cerrada para subgrupos. En 
esta sección extendemos y mejoramos algunos resultados de [7],[37].
(3.1) T e o re m a : Consideremos un grupo G y p un primo. El jf-residual de 
CLjf(G.p) es p-resoluble sí y sólo sí es resoluble.
Demostración: Razonamos por inducción sobre el orden de G. Denotamos por T el 
jf-residual de CLjp(G,p). Supongamos que T es p-resoluble. El resultado es claro si T =
1. Así, podemos suponer que T *  1. Sea N un subgrupo normal minimal de G tal que N < T . 
Como T es p-resoluble, N es un p-grupo o un p'-grupo. Si N es un p-grupo, entonces N 
es resoluble. Por inducción T/N es resoluble. En consecuencia, T es resoluble y el 
teorema queda demostrado.
En consecuencia, podemos suponer que N es un p'-grupo. Sea q el mayor primo que 
divide al orden de N y consideremos Q un q-subgrupo de Sylow de N . Entonces, G = 
NNq(Q). Si Nq(Q) es un subgrupo propio de G, existe un subgrupo maximal M de G tal 
que Nq(Q) < M. Entonces, G = NM y M es un subgrupo maximal jf-abnormal de G. Como 
N es un p'-grupo, |G:M|p -  1. Si |G:M| es compuesto, T < CLjf(G,p) < M, contradicción. 
Así, |G:M| es un número primo. Pero entonces, |G:M| = 1+kq es un primo mayor que q 
dividiendo al orden de N , contradicción. En definitiva, Q es un subgrupo normal de G y N 
= Q. Por inducción, T/N es resoluble. Como N es resoluble, tenemos que T es un grupo 
resoluble.
(3.2) Teorem a: Consideremos un grupo G y p un número primo. Si p es el mayor 
primo que divide al orden del jf-residual de CLjp(G,p) o p no divide al orden del 
jf-residual de CLjf(G,p) , entonces el jf-residual de CLjf(G,p) posee una torre de Sylow 
de tipo superresoluble.
Demostración: Como en el teorema anterior, denotamos con T el jf-residual de 
CL^(G,p). Supongamos que p no divide al orden de T. Sea q el mayor primo que divide al 
orden de T y Q un q-subgrupo de Sylow de T. Si Nq (P) es un subgrupo propio de G, 
escogemos un subgrupo maximal M de G tal que Nq (P) £ M. Entonces, G = TM y así M es 
un maximal jf-abnormal de G. Por otra parte, |G : M| = 1+kq para algún entero k. Como 
CL^(G,p) no está contenido en M, el índice de M en G debe ser un número primo. Pero 
esto contradice el hecho que q sea el mayor primo que divide al orden de T. En 
consecuencia Q es un subgrupo normal de G. Ahora, si consideramos el grupo G/Q verifica
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las hipótesis del teorema. En consecuencia, T/Q posee una torre de Sylow de tipo 
superresoluble trabajando por inducción sobre el orden de G. Por tanto, G posee una 
torre de Sylow de tipo superresoluble.
Supongamos ahora que p es el mayor primo que divide al orden de T. Razonando como 
en el caso anterior, T posee un p-subgrupo de Sylow normal, P. Como T/P es un 
p'-grupo, T/P posee una torre de Sylow de tipo superresoluble en virtud del caso 
anterior. De esta forma, T posee dicha propiedad.
(3.3) C o ro la rio : Supongamos que jf  es una formación saturada de grupos 
resolubles. Consideremos un grupo G. Entonces: CLjp(G.p) es un grupo resoluble sí y 
sólo sí el jf-residual de CL^(G,p) es p-resoluble.
Notemos que -si j f  es la formación trivial, CL^(G,p) es el subgrupo S(G) definido en
[37]. En este caso el jf-residual de S(G) es S(G). Así, el teorema 8 de [37] se mejora 
en la forma siguiente:
S(G) es resoluble sí y sólo sí S(G) es p-resoluble. Si p es el mayor primo que 
divide al orden de S(G), S(G) es resoluble.
(3.4) Teorem a: Consideremos n un conjunto de primos y J? la clase de todos los 
grupos T tal que CL^(T,tc) = T. Entonces: 1) es una clase de Schunck. Además, si G es un 
grupo resoluble con un ^-proyector normal entonces G está en fl?.
Demostración: Para cada grupo X, denotamos S(X) = CL^(X,tc). Claramente, Tí) es un 
homomorío. Consideremos un grupo G tal que G/<X>(G) € Jf). Se tiene que S(G)/<X>(G) -  
S(G/<X>(G)) = G/C>(G). De esta manera, S(G) *  G y G e Jf) . En consecuencia, es un 
homomorfo saturado. Tomemos G en la frontera de Jfj. Entonces, S(G) = 1; en otro caso, 
sea N un subgrupo normal minimal de G tal que N <, S(G). Como S(G/N) = S(G)/N y G/N 
e Tí) , tenemos que S(G) ■ G contradicción; así, S(G) *  1. Sea A un subgrupo normal 
mlnimal de G. Existe un subgrupo maximal jf-abnormal de G tal que IG M I^ *  1, |G:M| ’ 
es compuesto y G « AM. Si B es otro subgrupo normal mlnimal de G, entonces G = BM; en 
otro caso, M/B sería un subgrupo maximal jf-abnormal de G/B tal que IG /B ^B J^  *  1 
y |G/B:M/B| compuesto. En definitiva, S(G/B) estaría contenido en M/B contradicción. 
En consecuencia, G « BM para cada subgrupo normal minimal de G. Por consiguiente, 
M q = 1 y G es un grupo primitivo.
Por otra parte, si q es un número primo, el grupo cíclico de orden q está en Jf)
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Entonces, si G es un grupo resoluble con un ^-proyector normal, podemos razonar como 
en (4.2) Cap.ll, y concluir que G e ® .
(3.5) T eo rem a: Consideremos un grupo G y n un conjunto de primos tal que 
CL^(G,7c) es resoluble. Entonces, CL^(G,tc) es un J)-grupo.
Demostración: De nuevo denotamos por S(X) = CLjf(X,ic) para cada grupo X. 
Razonamos por inducción sobre el orden de G. Podemos suponer que S (G )* 1. Sea N un 
subgrupo normal minimal de G tal que N < S(G). Entonces, N es un q-grupo para algún 
primo q. Distinguimos dos casos:
a) q e n. Si M es un subgrupo maximal de S(G) tal que | S(G):M|q= 1, entonces N < 
M. De esta manera, N < Oq(S(G)) <, S(S(G)). Por inducción, S(S(G/N)) = S(G/N). 
Ahora bien, S(S(G/N)) « S(S(G))/N y S(G/N) = S(G)/N. En consecuencia, S(S(G)) = 
S(G) y S(G) está en % .
b) q $ t i. Consideremos M un subgrupo maximal de G. Si N no está contenido en M, 
tenemos que G «= NM. Así |G:M|n « 1. Si |G:M| es compuesto, entonces S(G) < M y G = M, 
contradicción. En consecuencia, |G:M| es primo , o sea, N es un grupo cíclico. Por tanto, 
N está contenido en cada subgrupo maximal B de S(G) tal que |S(G):B| es compuesto. Por 
consiguiente, N < S(S(G)). Razonando como en a), concluimos que S(G)e J) . En 
definitiva, podemos suponer que N <c>(G). Sea P un J?-proyector de S(G).'Como S(G)/N 
e J?, tenemos que S(G) = NP. Ahora bien, Proyjj(S(G)) es una ciase de conjugación de 
subgrupos de S(G). Aplicando el argumento de Frattini, G = S(G)Nq (P). En definitiva, G 
= Ng (P). Aplicando el teorema anterior concluimos que S(G) es un J?-grupo.
CL^(G,7ü), en el caso jT -  {1} ,  es el subgrupo S^G ) definido en [7]- Notemos que en 
Th. 10 de [7] la hipótesis de 7c-resolubiIidad de G es innecesaria.
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4. LOS SUBGRUPOS Sjf(G), S^(G, p) Y Ujf(G).
(4.1) Teorema; Consideremos un grupo G. Entonces, para cualquier formación 
saturada j f  de grupos resolubles g>, Sjf(G) es el radical resoluble de G.
Demostración: Para cada grupo X, denotamos S(X) = S^(X). Demostramos primero 
que S(G) es resoluble por inducción sobre el orden de G. Claramente, podemos suponer 
que S (G )* 1. Sea N un subgrupo normal minimal de G tal que N < S(G). Entonces, 
S(G)/N = S(G/N) y S(G)/N es resoluble por inducción.
Sea B un subgrupo normal minimal de G distinto de N. Entonces, S(G)B/B < 
S(G/B). Por inducción, S(G/B) es resoluble. En consecuencia, S(G)/S(G)H B es 
resoluble y así S(G) es un grupo resoluble. Por lo tanto, podemos suponer que G tiene un 
único subgrupo normal minimal N tal que N £ S(G) y N D <X>(G) = 1. Así, G es un grupo 
primitivo monolítico. Sea q el mayor primo que divide al orden de N «= Soc(G) y sea Q un 
q-subgrupo de Sylow de N. Se tiene que G -  Nq(Q)N. Si Nq(Q) < G, existe un subgrupo 
maximal M de G tal que Nq(G) £-M. Puesto que G no es un jf-grupo, M es un subgrupo 
maximal jf-abnormal de G. Además, |G : M| = 1+kq para algún entero k. Así, |G : M| es 
compuesto. Como N no está contenido en M, deducimos que r\(G : M)= |G : MJ y n(G : M) 
-  |N|, contradicción. En definitiva, Q es un subgrupo normal de G y N = Q. En 
consecuencia, N es resoluble. Puesto que S(G)/N es resoluble, tenemos que S(G) es un 
grupo resoluble. De esta manera, S(G) < G g  , el radical resoluble de G.
Por otra parte, si R es un subgrupo maximal de G tal que t|(G : R) *  |G :R|, R es de 
tipo 2 o de tipo 3. En consecuencia, G ^  está contenido en R. En definitiva, G g  < S(G) y 
el teorema queda demostrado.
Aplicando el teorema anterior, obtenemos la siguiente extensión del teorema 2.3 de
[3 8 ]:
(4.2) Corolario: Consideremos una formación saturada de grupos resolubles f  y 
un grupo G. Entonces: G es resoluble sí y sólo sí t](G : M)= |G : M| para cada maximal 
jT-abnormal M de G de índice compuesto.
(4.3) Teorema: Consideremos una formación saturada cerrada para subgrupos f  y 
un grupo G. Si p es el mayor primo divisor del orden de G, el ^T-residual de S^(G,p) es 
p-resoluble.
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Demostración: Denotamos por R ei jf-residual de Sjp(G,p). Utilizamos inducción 
sobre el orden de G. Podemos suponer que R *  1. Sea N un subgrupo normal minimal de G 
de forma que N < R. Supongamos que p no divide al orden de G/N. Si 1+ P es un 
p-subgrupo de Sylow de N, tenemos que G = Nq (P)N. Supongamos, si es posible, que 
N q (P) < G. Entonces, existe un subgrupo maximal M de G tal que Nq (P) < M. Por 
consiguiente, |G : M| = 1+kp para algún entero k . Así, |G : M| es compuesto. Por otra 
parte, M es jf-abnormal en G. Como p no divide a |G :M| y N no está contenido en M, 
tenemos que tj(G  : M)p = |G : M|p *  1. En definitiva, 1 ■ *n (G M)p « |N|p , 
contradición. Así, P es un subgrupo normal de G y N .« P, Entonces, G/N y N son 
p-resolubles y G es p-resoluble. Por tanto, R es p-resoluble y el teorema queda 
demostrado.
Podemos, pues, suponer que p divide al orden de G/N para cada subgrupo normal 
minimal N de G contenido en R. Además, no es dificil demostrar que R contiene un único 
normal minimal N y N n <D(G) « 1. Seguidamente, veamos que podemos suponer que G es 
un grupo primitivo monolítico o que el número de normales minimales de G es mayor que 
2 . Sea B un subgrupo normal minimal de G tal que B *  N. Si p divide al orden de G/B, 
entonces RB/B es p-resoluble por inducción. Así, R es p-resoluble y el teorema queda 
demostrado. Por consiguiente podemos suponer que p no divide al orden de G/B. 
Supongamos que G tiene exactamente dos normales minimales, B y N. Si B es abeliano, B 
es un p-subgrupo de Sylow de G y entonces G es p-resoluble. En consecuencia, R es 
p-resoluble. Por lo tanto podemos suponer que B no es abeliano y G es un grupo 
primitivo de tipo 3. Pero entonces, G/N es isomorfo a G/B contradicción. Por tanto, 
podemos suponer que G es un grupo primitivo monolítico o que el número de subgrupos 
normales minimales de G es mayor que 2 . Sea A un subgrupo normal minimal de G 
distinto de N y de B. Como G/B es un p'-grupo y p divide al orden de G, tenemos que p 
divide al orden de G/A. Así, RA/A y R/N son p-resolubles por inducción. En 
consecuencia, R es p-resoluble y el teorema quedaría demostrado.
En consecuencia, podemos suponer que G es un grupo primitivo monolítico y N = 
Soc(G). Si |N|p = 1, R es p-resoluble. Así, podemos suponer que |N |p* 1. Supongamos 
que G es un grupo primitivo de tipo 2. Sea P un p-subgrupo de Sylow de N. Entonces, G = 
N G (P)N y existe un subgrupo maximal’M de G tal que N q(P) < M. Ahora , es sencillo 
probar que M es jf-abnormal en G, |G : M| es compuesto y |G : M|p = 1. Como N no está 
contenido en M, tenemos que |N|p *= tj(G : M)p = |G : M|p « 1, contradicción. Así, G es un 
grupo primitivo de tipo 1 y N es resoluble. En definitiva, R es p-resoluble y el teorema 
queda demostrado.
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Aplicando el teorema anterior, obtenemos la siguiente extensión del Th. 3.1 en [38]:
(4.4) Corolario: Sea jf  una formación saturada cerrada para subgrupos y G un 
grupo. Si p es el mayor primo que divide al orden de G, el jf-residual de G es p-resoluble 
sí y sólo sí r|(G : M)p = |G : M|p para cada maximal jf-abnormal de G de índice 
compuesto.
(4.5) Teorema: Consideremos una formación saturada cerrada para subgrupos jf  y 
un grupo G . Entonces, el jf-residual de Ujf(G) es superresoluble.
Demostración: Denotamos por T el jf-residual de U^(G ). Utilizamos inducción 
sobre el orden de G. Claramente, podemos suponer que T *  1. Con razonamientos 
similares a los utilizados en (4.1), podemos suponer que G tiene un único normal 
minimal N tal que N £ T , verificando N ñ O(G) = 1. En consecuencia, G es un grupo 
primitivo monolítico. Supongamos que G es un grupo primitivo de tipo 2 y sea M un 
subgrupo maximal de G tal que |G : M| es compuesto y verificando G = MN. Ahora, es 
sencillo probar que. M es jf-abnormal en G. Entonces, ti(G : M) es libre de cuadrados. 
Como ti(G : M) = |N|, se tiene que N es superresoluble, contradicción. En consecuencia, G 
es un grupo primitivo de tipo 1. Consideremos M un subgrupo maximal de G tal que G -  
MN. Entonces, M es jf-abnormal en G y ti(G : M) -  |G : M| -  |N|. Si |G : M| es primo, N es 
cíclico y T es superresoluble . Así, podemos suponer que |G :M| es compuesto. Como N no 
está contenido en M, t|(G : M) es libre de cuadrados. Así, N es superresoluble y |G : M| es 
primo, contradicción. En definitiva, |G : M| es primo y T es superresoluble.
En particular, cuando jf  es la formación trivial, U ^ G ) -  U(G) « n {M /  M es un 
subgrupo maximal de G, |G : M| compuesto y r|(G : M) no es libre de cuadrados} para cada 
grupo G. Entonces, aplicando (4.5), podemos demostrar:
(4.6) C orolario: Para cada grupo G, U(G) es superresoluble. Además, G es 
superresoluble sí y sólo sí U(G) « G.
64
CAPITULO V
SISTEMAS MAXIMALES Y SUBGRUPOS DE PREFRATTINI.
1. SISTEMAS MAXIMALES.
Dado un grupo G, denotamos por 7n,-j(G) el conjunto, posiblemente vacío, de 
subgrupos maximales de tipo 1 de G. Supongamos que TTl-jíG) es no vacío y definimos en 
él la siguiente relación de equivalencia R-j: d ad o sT y  M en TT\*-j(G), T R-j M sí y sólo sí 
T q - M q .
Consideremos ST un sistema completo de representantes de la relación R-j. Decimos 
que *T reduce en un subgrupo U de G, si U es intersección de elementos de VT. En 
particular, «T reduce en un subgrupo maximal S de tipo 1 de G sí y sólo sí S es un 
elemento de *T.
(1.1) D e fin ic ió n : Llamaremos sistema maximal de tipo 1 de un grupo G, a un 
sistema completo de representantes de la relación R.j, tal que :
(S1) Si T= UN, con N < . G y U < G , e s u n  subgrupo maximal de tipo 1 de G y *T 
reduce en U entonces T es un elemento de tT,
junto con el grupo G.
Si TH-j (G) es vacío, tomamos como sistema maximal de tipo 1 el propio G.
Decimos que un sistema maximal Ci de un grupo G reduce en un subgrupo U de G, si 
U es intersección de elementos de Ci.
(1.2) Lem a: Si N <. G y Ci es un sistema maximal de tipo 1 de G, entonces el 
conjunto CtN/N:« {MN/N : M € Ct} es un sistema maximal de tipo 1 de G/N.
Demostración: Claramente, podemos suponer que N es un subgrupo propio de G. 
Afirmamos que existe un subgrupo maximal monolítico S de G tal que N £ S. En efecto, en 
otro caso, G *  NT para todo maximal monolítico T de G. Ahora bien, como N < G, existe un 
subgrupo maximal M de tipo 3 tal que N < Mq . Por otra parte, existe un subgrupo
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maximal monolítico T de G tal que M q < T, contradicción. En definitiva, podemos 
encontrar un subgrupo maximal monolítico S de G tal que N £ S. Si TU -j (G/N) es vacío, 
entonces CtN/N = {G/N} y el lema es cierto. Podemos suponer, pues, que TU 1 (G/N) no es 
vacío. Ahora bien, si M/N y T/N son dos elementos de Til-j(G/N), M/N R^T/N sí y sólo sí 
M y T son elementos de TH-jíG) y M fí1 T. Además, si T/N = (U/N)(A/N) con A normal en 
G y CiN/N reduce en U/N y T/N es un subgrupo maximal de tipo 1 de G/N, entonces Ct 
reduce en U y T es un maximal de tipo 1 de G. Como Qi es un sistema maximal de tipo 1 de 
G, T es un elemento de Ct. En consecuencia, T/N es un elemento de CiN/N.
Seguidamente, analizamos la relación existente entre los sistemas maximales de un 
grupo resoluble G con los sistemas de Hall de dicho grupo. Si G es un grupo resoluble, el 
conjunto 7Hi(G) coincide con Max(G), el conjunto de todos los subgrupos maximales de 
G. De las propiedades de los grupos primitivos resolubles, deducimos que la relación 
anteriormente definida es la relación de conjugación. En consecuencia, un sistema 
completo de representantes «T consta de un representante de cada clase de conjugación de 
subgrupos maximales.
Consideremos un sistema de Hall X  de G y formamos el conjunto siguiente:
Ct ■ { S maximal de G /  X  reduce en S} U {G}.
Como cada maximal S de G es pronormal en G, X  reduce exactamente en un conjugado 
de S. En consecuencia, Ci - {G} es un sistema completo de representantes de la relación 
R-1. Veamos que Ct es un sistema maximal de G. Supongamos que T « UN, N <  G y U < G, es 
un subgrupo maximal de G tal que Ci - {G} reduce en U. Entonces X  reduce en U. Como X  
reduce en N, deducimos que X  reduce en T y de esta forma T es un elemento de Ci.
(1.3) D efin ición: Dado un sistema*de Hall X  de un grupo resoluble G, al sistema 
maximal de tipo 1 obtenido anteriormente se le llama sistema maximal de G asociado al 
sistema de Hall X.
(1.4) Teorem a: Consideremos un grupo resoluble G y Ct un sistema maximal de 
tipo 1 de G. Existe un sistema de Hall X  de G, tal que Ci es el sistema maximal de G 
asociado a X.
Demostración: Razonamos por inducción sobre el orden de G. Claramente, podemos
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suponer que o(G) = 1. Sea N un subgrupo normal minimal de G. Por (1.2), CtN/N es un 
sistema maximal de tipo 1 de G/N. Por inducción, existe X  , sistema de Hall de G ,t al que 
XN/N reduce en cada uno de los elementos de CtN/N.
Como N es suplementado, existe un subgrupo maximal T de G verificando que G *  TN
y T e ci. Supongamos que { T ¡ : i= 1  ,r .} es el conjunto de elementos de Ct tal que G =
NTj i*1,...,r. Si existe algún i ( 1< i<  r) tal que N q(T¡) = G entonces N es un grupo 
cíclico de orden primo y así NqíTj) = G para todo j = 1,...,r. De esta manera, X  reduce en 
todo Tj En definitiva,*X reduce en todo elemento de Ct y el teorema queda demostrado.
Podemos pues suponer que para todo i -  1 r, se tiene que Nq(T¡) *  Tj. Como T-j es
un subgrupo pronormal de G, existe un elemento n e N tal que X  reduce en T-j. Entonces 
Xq = £ n reduce en T 1 y XqN/N reduce en cada uno de los elementos de CiN/N.
Veamos que Xq reduce en cada T¡, i «1 r. Tomemos un Tj arbitrario ( 2  < j < r).
Entonces, T-j y Tj son dos subgrupos maximales de G no conjugados complementando a N.
Aplicando [50; 2.4], P *= (T-j n Tj)N es un subgrupo maximal de G complementando 
un factor principal de G, G-isomorfo a N. Como Ci es sistema maximal de G, P es un 
elemento de Ci. Por tanto, X q reduce en P. Sea p el primo divisor del orden de N, y 
consideremos Q el p-complemento de Sylow de X q contenido en P. Como todo p'-subgrupo 
de Hall del grupo T-j n Tj es un p'-subgrupo de Hall de P, existe un elemento a € N de 
forma que Q < (T-j n Tj)a . En consecuencia, aplicando [16,Cap I, Iemma4.20], tenemos 
que X q reduce en T-j y X q reduce en T-j. Como T^ es pronormal en G, a e Nq (T.|) -  T-j. 
Por tanto, a = 1 y X q reduce en Tj.
De esta manera, X q reduce en todo elemento ‘de Q. y Ci es el sistema maximal de G 
asociado a Xq-
En consecuencia, la aplicación:
F : {Sistemas de Hall de G }------------------
X ---------------------------------------
es una aplicación biyectiva. Por tanto:
(1.5) Corolario: Los sistemas maximales de un grupo resoluble G son conjugados 
y su número coincide con el índice en G de un normalizador de sistema de G.
Consideremos ahora un grupo G y denotamos con 7Jl2(G) el conjunto, posiblemente
*  { Sistemas maximales de G}.
» { S maximal de G /  X  reduce en S} U {G}.
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vacío, de subgrupos maximales monolíticos de tipo 2 de G. Si 7n,2 (G) no es vacío, 
definimos la siguiente relación binaria de equivalencia en TTI2 (6 ): si S y T son dos 
elementos de 7Tl2(G), S fl2 T sí y sól°  sí Sq “ Tq-
(1.6) D e fin ic ió n : Consideremos un grupo G, tal que 7Tl2 (G) no es vacío. Un 
sistema maximal de tipo 2 de G es un sistema completo de representantes til de la 
relación fl2 iunt0 con e* 9rup° G. Si 7Tl2(G) es vacío, tomamos como sistema maximal de 
tipo 2 el propio G.
Razonando de forma análoga a (1.2), podemos demostrar:
(1.7) Lema: Si N <  G y fó es un sistema maximal de tipo 2 de G, entonces ?3N/N:= 
{MN/N : M € tu} es un sistema maximal de tipo 2 de G/N.
(1.8) Proposición: Consideremos un grupo G con 7H 2(G) no vacío. Supongamos 
que S y T son dos elementos de 7Tl2(G). Entonces: S f i2 T sí y sólo sí existe un factor 
principal H/K de G, que suplementa tanto a S como a T y que verifica G /Sq = G /T q  s 
[H /K ]*G .
Demostración: Supongamos que S fl2 T, entonces G /Sq es un grupo primitivo de tipo
2 . Denotamos con R ■ Soc(G mód S q). Se tiene que G *  SR = TR y R/Sq es un factor 
principal de G que suplementa a S y a T. Además, S q  *  C q (R /S q ) y G /Sq s  G /T q  = 
[R /SG]*G.
Recíprocamente, supongamos que existe un factor principal de G tal que G = SH = TH 
K < S n T. Entonces, H Sq/Sq y HTq/Tq son dos factores principales de G, G-isomorfos a 
H/K. En consecuencia, S q  = C q (H S q /S q ) == Cq(H/K) «= C q (H T q /T q ) = T q . De esta 
manera, S fl2 T.
(1.9) Definición: Dado un grupo G, un sistema maximal de G es una familia C de 
subgrupos maximales monolíticos de G, de forma que existe un sistema maximal de tipo 
1 ,Ct, de G y existe un sistema maximal de tipo 2, fa, de G tal que C = Ci Ü fó.
Aplicando (1.2) y (1.7), es claro el siguiente resultado:
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(1.10) Lem a: Si N < G y  C es un sistema maximal de G, entonces el conjunto 
CN/N:= {MN/N : M e C} es un sistema maximal de G/N.
Mientras que la existencia de sistemas maximales de tipo 2 está asegurada en cada 
grupo finito G, el autor no ha podido deducir la existencia de sistemas maximales de tipo 
1 en cada grupo finito G, si bien tampoco ha podido encontrar ejemplos de grupos que no 
los posean.
La siguiente proposición ofrece condiciones suficientes que aseguran la existencia de 
sistemas maximales de tipo 1.
(1.10) P roposic ión: Consideremos un grupo G, tal que TTl^G) es vacío o todo 
cociente primitivo de tipo 1 de G es un grupo resoluble. Entonces, G posee un sistema 
maximal de tipo 1 y dos sistemas maximales de tipo 1 de G son conjugados.
Demostración: Claramente, si 7n*i(G) es vacío el resultado es cierto. Supongamos, 
pues, que TU 1 (G) es no vacío y que todos ios cocientes primitivos de tipo 1 de G son 
resolubles. Razonando por inducción sobre el orden de G, podemos suponer que <D(G) « 1. 
Por otra parte, si G es un grupo resoluble el resultado es cierto en virtud de (1.4). De 
esta manera, podemos suponer que el residual resoluble de G, T, no es trivial. Sea N un 
subgrupo normal minimal de G tal que N ^ T. Si N es abeliano, como <D(G) = 1, existe un 
subgrupo maximal M de G tal que G = MN y M ñ N = 1. Entonces, el grupo primitivo 
G /M q es de tipo 1 y así G /M q es resoluble. Esto implica que N £ T < M q, contradicción. 
En* definitiva N no es abeliano. Claramente G/N satisface la hipótesis de ia proposición. 
Por inducción, G/N posee un sistema maximal de tipo 1 y dos sistemas maximales de tipo 
1 de G/N son conjugados. Ahora bien, C/N es un sistema maximal de tipo 1 de G/N sí y 
sólo sí C es un sistema maximal de tipo 1 de G. En consecuencia, se tiene el resultado.
La segunda condición de la proposición anterior es necesaria para asegurar la 
conjugación, como se advierte en el siguiente:
EJEMPLO 1: Tomemos G isomorfo al holomorfo de C2 x C2 x C2. Es bien conocido 
que G es un grupo primitivo de tipo 1, cuyos primitivadores no son conjugados ( ver
[30]). Como G/Soc(G) es un grupo simple no abeliano, todo sistema maximal de tipo 1 
de G es de la forma Ci « {G} U {T} siendo T un primitivador de G. En consecuencia, G no 
verifica la tesis de la proposición anterior.
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(1.11) Teorem a: Dado un grupo G, las siguientes afirmaciones son equivalentes:
i) G es un grupo resoluble.
ii) La familia de cocientes primitivos de tipo 1 de G, denotada por Pr1 (G), no es 
vacía y consta de grupos resolubles. Además, G posee sistemas maximales conjugados.
Demostración: ¡i) implica i). Supongamos que el resultado es falso y tomamos G 
contraejemplo minimal. Entonces el residual resoluble de G, T, es distinto de 1. 
Consideremos N un subgrupo normal minimal de G tal que N < T. Razonando como en 
(1.10), N no es abeliano. Sea M un subgrupo maximal monolítico de tipo 2 de G tal que G 
= MN. Consideremos S /N  un sistema maximal de G/N. Claramente, Z  U {M} es un 
sistema maximal de G. Ahora si T es un subgrupo maximal monolítico de G tal que T q  = 
M q, entonces Z  U {P} es un sistema maximal de G. Por ii), T  y M son conjugados en G. En 
consecuencia, el grupo primitivo G /M q tiene todos sus primitivadores conjugados. De 
esta manera, G /M q es de tipo 1 contradicción.
i) implica ii). Se sigue de (1.4).
Notemos que un grupo G con 7n,-j(G) vacío, no puede poseer sistemas maximales 
conjugados. Sin embargo, sí que posee sistemas maximales de tipo 1 conjugados pues {G} 
es el único sistema maximal de tipo 1 de G.
(1.12) Teorem a: Consideremos un grupo G tal que 7TL-|(G) es vacío o todo cociente 
primitivo de tipo 1 de G es un grupo resoluble. Dado un subgrupo maximal monolítico M 
de G, existe un sistema maximal Z de G tal que M e z.
Demostración: Razonamos por inducción sobre orden de G. El resultado es claro si G 
es resoluble. Podemos suponer, pues, que el residual resoluble T  de G no es trivial. 
Consideramos N un subgrupo normal minimal de G tal que N < T. Distinguimos dos casos:
a) N < M. Como M/N es un subgrupo maximal monolítico de G/N, existe un sistema 
maximal C /N  de G/N tal que M/N e C/N por inducción. Ahora, si T  es un subgrupo 
maximal de G de tipo 2 tal que G ■ TN la familia Z  U {T} es un sistema maximal de G con 
M €  c .
b) G « MN. Entonces M es un subgrupo maximal de tipo 2 de G. En consecuencia, el 
grupo G/N posee un sistema maximal Z  por (1.10). De esta manera, Z  U {M} es un 
sistema maximal de G que cumple la tesis del teorema.
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2. SUBGRUPOS DE PREFRATTINI.
te.'HProposición: Consideremos un grupo G y C un sistema maximal de G. Dada 
una corona C/R de G y una serie principal de G:
(*) 1= Gq <, G-j <  G2< ........&  Gn= G,
Consideramos U(C) ■ H {S¡: i=1 n.}, donde S ¡= G si C/R no es la corona de G
asociada con G¡/G¡.-j (incluyendo el caso de que G¡/G¡_1 sea un factor principal de 
Frattini) , y S¡ e C, tal que G = S¡G¡, G¡.-j< (S¡)q y G /(S¡)q = [G¡/G¡.-j]* G si 
G/Gj.-j es un factor principal de G con corona asociada C/R.
Entonces, U(C) es un suplemento de C/R en G y si C/R es una corona abeliana ,U(C) 
complementa a C/R en G. Además, U(C) está unívocamente determinado por C y no por 
la serie (*) puesto que U(C) * = n { S < G / G  = SC, R < S n C y S e C } .
Demostración: Consideramos { X¡/Y¡ : i « 1 m } = { G¡/G¡_1 /  G¡/G¡_1 tiene a
C/R como corona asociada }, de forma que X¡ £ Y¡+ -j ( i « 1.....m-1). Por el teorema de
Jordan-Hólder generalizado ( ver [3]), m es el número de factores principales de G con 
corona asociada C/R en cualquier serie principal de G.
Por otra parte, es claro que R evita a X¡/Y¡ para todo i. Así, aparece la cadena:
R < Y-j R < X^R £ Y2 R < X2 R <■............  < X m R <> C. Aplicando el teorema de
Jordan-Hólder generalizado, R -  Y-jR y, en general, XjR « Y¡+1R para todo i = 
y C  = x mR.
Tomemos S¡ e c, tal que G *  S¡Xj, Y¡< (S¡)q  y G/(S¡)q  = [X¡/Y¡]* G ( notemos que 
S¡ existe ). Es claro que R < (S¡)q  para todo i. En consecuencia, RY¡ < (S¡)q  para todo i. 
Sea U(C) *  n (S¡: i=1....m.}. Tenemos que G = XmSm = SmC. Supongamos que se verifica 
(H S¡)C = G. Entonces, U(C)C = (U(C))( X ^ )  Xm. Como X^R < n {Sj: i=2 ....m.}, se 
tiene que U(C)C = ( S-jX-jR H (O S¡))Xm = (O S¡) XmR = G.
Consideremos ahora, V = H { S £ G / G  = SC, R ^ S H C y S e C } .  Distinguimos dos 
casos:
a) C/R no abeliana. Tomemos un subgrupo maximal S que interviene en la 
definición de V. Entonces G/R = (S/R)(C/R). Como C/R = Soc(C/R), existe un normal 
minimal T/R de G/R tal que G/R = (S/R)(T/R). Ahora, S q  evita T/R y de esta manera, 
TSq/Sq es un factor principal de G, G-isomorfo con T/R. Por tanto, S q  = C q( TSq/Sq) =
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C q(T/R ) = R.'En definitiva, V q  = R. Por otra parte, T S q /S q  es un factor principal de G 
que es G-isomorfo con algún factor principal G /G j^  de la serie (*). En consecuencia, 
S q  = CQ ( Gj/Gj.^). De esta manera, Sq evita a G /Gj.-j y G ¡Sq/ S q  es factor principal 
de G. Por consiguiente, G « SG¡ y G¡_1< Sq. Además, todo subgrupo maximal de G que 
suplementa a G¡/G¡.-j tiene el mismo core que S. Así, S interviene en la definición de 
Ü{Z).  En definitiva, U(C) < S y podemos entonces afirmar que U(C) < V.
Por otra parte, si S es un elemento de Z  tal que G = SG¡ y G¡_1 < Sq entonces el 
factor principal G¡Sq/ S q  es G-isomorfo a G /G j.-j. En consecuencia, S q  = C q( G¡/G¡.-j) 
y R < Sq. Por tanto, G = SC y R < S H C . E n  definitiva, V < U(C).
b) C/R abeliana. Supongamos que S es un subgrupo maximal de G que interviene en 
la definición de V. Tenemos que CSq/Sq es el único normal minimal de G /Sq y tiene a C/R 
como corona asociada. De esta manera, Sq £ C. Como G *= U(C)C y S q  £  C, se tiene que 
U (C )S q  es un subgrupo propio de G. Además, G /Sq « (U (C )S q /S q )(C /S q ) . En 
consecuencia, U(C)Sq es un subgrupo maximal de G. Como Z  es un sistema maximal de G 
que reduce en U(C), tenemos que U(C)Sq es un elemento de Z.  Ahora bien, (U (C)Sq)q = 
S q . Por tanto, U (C )Sq = S. En definitiva, U(C) £  V. La otra inclusión es obvia.
Supongamos que R < V q  y tomamos R < A < V q  tal que A/R es un factor principal de G. 
Es claro que A/R tiene a C/R como corona asociada. Tomamos S un elemento de Z  tal que G 
= AS y G /Sq = [A/R]*G. Entonces S interviene en la definición de V y A < S, 
contradicción. Por consiguiente, V q  *  R. Como G/R -  (U(C)/R)(C/R) y C/R es abeliana, 
U(C) n C es un subgrupo normal de G. Así, U(C) n C *  R y U(C) es un complemento 
de C/R en G.
En general, no todo suplemento de la corona C/R puede obtenerse como intersección 
de maximales en la forma anterior:
EJEMPLO 2: Consideremos un grupo primitivo G de tipo 3, Soc(G).= A *  B siendo 
A y B los normales minimales de G. Es claro que Soc(G) es la corona asociada con A y B. Si 
consideramos U un primitivador de G, entonces G = U Soc(G) y U no puede describirse 
como una intersección de subgrupos maximales pertenecientes a un sistema maximal de 
G.
Sin embargo, si A es un complemento de una corona abeliana C/R de un grupo G tal 
que existe un sistema maximal Z  de G que reduce en A, entonces A = U(Z) .  Es decir, 
\J(Z) es el único complemento de C/R en el que Z  reduce.
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En lo que resta de capítulo, Jf) denotará una clase de Schunck.
(2.2) Lema: Consideremos un grupo G y una corona C/R de G. Si H/K y A/L son dos 
factores principales de G con corona asociada C/R, entonces [H/K]*G = [A/L]*G.
Demostración: Claramente, podemos suponer que H/K no es G-isomorfo con A/L. 
Entonces, C/R no es abeliana y así R-j = Cq(H/K) *  Cq(A/L) = R2. Como H/K y A/L están 
G-relacionados, existe un complemento común U de R/R^ n R2 , ¡= 1,2 en G. Es decir, G 
= UR¡ ¡=1,2 y U H R2 = R-jH U = R-jH R2. Además, G /Uq es un grupo primitivo de 
tipo 3 y C/R¡ = q  R3_j/R-| n R2 . En consecuencia, [H/K]*G == [C/R2]*G. Ahora bien,- 
[C/R2]*G =  G/Cg (G /R 2) =  G/R2 s  G/R1 =  G /C q íG /R ^  =  [C/R-j]*G s  [A/L]*G con la 
que el lema queda demostrado.
(2.3) Definición: Consideremos un grupo G. Diremos que una corona C/R de G es 
Jf)-central (respectivamente, f l) -excéntrica ) si existe un factor principal de G 
J)-central (respectivamente, ^-excéntrico) con corona asociada C/R.
Teniendo en cuenta (2 .2), esta definición es consistente.
(2.4) Definición: Consideremos un grupo G con un sistema maximal Z .  Definimos:
a) W n(G ,C , Jf) ) = n { U(C) / U(C) es suplemento de una corona no abeliana 
3f?-excéntrica }, siendo U(C) los distintos suplementos obtenidos en (2.1). Si G no posee 
coronas no abelianas Jj-excéntricas, definimos W n(G ,C , Tí)) = G. A W n(G ,C , % ) se le 
llama subgrupo de Jí)-prefrattini no abeliano de G asociado al sistema maximal C .
b) W a (G ,C , % ) = n { U(C) /  U(C) es complemento de una corona no abeliana 
J)-excéntrica tal que C reduce en U (C )}. Si G no posee coronas abelianas 
^-excéntricas, definimos W a (G ,C , % ) = G. A Wa (G ,C , Jf)) se le llama subgrupo de 
Jfr-prefrattini abeliano de G asociado al sistema maximal Z  .
c) Llamamos subgrupo de ¥)-prefrattini de G asociado al sistema maxima! Z  , al 
subgrupo W (G,C, % ) = Wa(G,C, #  ) n W n(GfC, »  ).
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La siguiente proposición, demostrada para el caso c) de la definición anterior, es 
válida con ligeras modificaciones en los casos a) y b).
(2.5) Proposición: Con la notación anterior:
a) Dada una serie principal de G de la forma 1= G0 <  G-j <  G 2<. <L G n= G,
entonces W(G, Z  Jf) )= n {S¡: i=1....n.}, donde S¡ es el suplemento de G /G j^ e n  Z  si 
G¡/G¡_-| es un factor principal de G suplementado ^-excéntrico y S¡= G, en otro caso.
b)Si N «  G entonces, W(G/N, Z  N/N, ' * )  = W(G, Z  ,»  )N/N.
c)EI conjunto { W(G, Z  J b ) /  Z  sistema maximal de G} es una clase característica 
de subgrupos de G.
Demostración: a) Se sigue fácilmente de (2.1).
b) Razonamos por inducción sobre ei orden de N. Supongamos que N es un subgrupo 
normal minimal de G y consideremos una serie principal de G ,
1= Gq <  G i <  G2 < ........ .^ 2 Gn« ®
tal que G-j = N.
Por a) W(G, Z  J )  )= n {S¡: i=1....n.}, con S-j = G o S-j subgrupo maximal de G. 
Como N £ S¡ para cada i « 2 ...n, obtenemos W(G, Z  Jf) )N/N -  n {S /N : i=2....n.} *  
W(G/N, Z  N/N, Tf)) aplicando a).
En el caso general, consideremos una serie principal de G,
(a) 1= G q G-j <, G2< .......^  Gn= G
* tal que Gj = N, i > 1.
Denotamos con estrella la imágenes en G* «* G/G¡_1. Por inducción, W(G*, Z * J l ) ) 
= W(G, Z  Jf) )*. Además, (a*) es una serie principal de G* y N* es un normal minimal 
de G \  Aplicando el caso anterior, W(G*, Z *  ,J?‘)N 7N * = W (G 7N*, Z  *N 7N *, Tf)). 
Ahora bien, W (G 7N *, Z  *N 7N *, fl?) es isomorfo a W(G/N, C N /N , Jf)) con lo cual 
W(G/N, Z  N/N, J?) es isomorfo a W(G, Z  J )  )N/N. Como W(G, Z  )N/N está contenido 
en W(G/N, Z  N/N, J?), se tiene la igualdad.
Finalmente c) es claro.
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En todo lo que sigue, G será un grupo y C un sistema maximal de G.
(2.6) Proposición: a) Wa(G ,C , )  cubre exactamente los factores principales de 
G no abelianos, los factores principales de G de Frattini y los factores principales de G 
abelianos 3)-centrales y evita los factores principales de G abelianos, complementados y 
3?-excéntricos.
b) W n(G ,C , 3? ) cubre exactamente los factores principales de G abelianos y los 
factores principales de G no abelianos 3?-centrales.
c) W (G ,C , 3) ) cubre exactamente los factores principales de Frattini de G y los 
factores principales de G suplementados ^-centrales.
Demostración: a) Claramente, podemos suponer que W a(G,C, 3?) *  G. También, en 
virtud de la proposición anterior, es suficiente demostrar el resultado para los 
•subgrupos normales minimales de G. Consideremos N un subgrupo normal minimal de G. 
Si N < o (G ), entonces es claro que N <, Wa(G,T5, 3) ). Supongamos que N O  <X>(G) = 1. 
Consideremos una serie principal de G pasando por N y utilizamos la notación de la 
proposición anterior. Si N no es abeliano o N es abeliano 3?-central, entonces S-j» G y N 
está contenido en Wa(G,C, 3?). Ahora, si N es ^-excéntrico existe un subgrupo maximal 
S i de G perteneciente a C tal que G = NS-j y S-j n N = 1. Como W a (G ,C , T¡)) < S-j, 
deducimos que W a(G,C, J f y ) H N = 1 y Wa(G,C, f ) )  evita N.
b) y c) se siguen con una demostración análoga al caso a).
(2.7) Corolario: Consideremos un subgrupo maximal S de G tal que S « S. Son 
equivalentes:
i) W (G ,C , J ? ) < S .
ii) S es J)-abnormal en G.
Demostración: i) implica ¡i). Supongamos que S es flj-normal en G, entonces 
S o c ( G / S q ) es un factor principal J?-central de G. Por (2.6), W( G,C,  3? ) cubre 
Soc(G /Sq ), contradicción. En definitiva, S es 3?-abnormal en G.
¡i) implica i). Si S es un subgrupo maximal J)-abnormal en G, R /Sq = Soc(G/Sq) 
es un factor principal ^-excéntrico de G. En consecuencia, S interviene el la definición 
de W(G,T5,1 ) ) .  Por tanto, W(G,C, 3?) < S.
/ 4 r
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(2.8) Corolario: Las siguientes afirmaciones son equivalentes:
i) W n(G,t5, »  ) -  G.
¡i) m 2(G) es vacío o todo factor principal no abeliano de G es ^-central.
Demostración: i) implica ii). Supongamos que 7fl2 (G) no es vacío. Si H/K es un 
factor principal no abeliano ^-excéntrico de G, existe un subgrupo maximal S de G de 
tipo 2 tal que S e  C y  G = SH, K < S O H. Esto implica que W n(G ,C , Jf) ) < S, 
contradicción.
ii) implica i). Si TU 2 (G) es vacío, G no posee coronas no abelianas. En 
consecuencia, Wn(G,C, ) = G. Supongamos que 7Tl2(G) no es vacío y consideramos un 
subgrupo maximal S de G tal que Wn(G ,C , Jf)) < S. Razonando como en el corolario 
anterior, S debe ser J)-abnormal en. G contradicción.
(2.9) Corolario: Supongamos que Jf) es una clase de Schunck de la forma E ^ jf, 
para alguna formación jf. Son equivalentes:
i) W n(G ,C , J ) ) = G.
¡i) G es un §>J?-grupo.
En consecuencia, si j f  es formación saturada, G ^  es resoluble sí y sólo sí se 
verifica W n(G ,C , ¥) ) = G.
Dem ostración: i) implica ¡i) Si "JTl^G) es vacío, entonces G es resoluble y el 
resultado es claro. Así, podemos suponer que 7H2(G) no es vacío. Por (2.8), todo factor 
principal no abeliano de G es D-central. En consecuencia, si G no es un ü>!If)-grupo existe 
un subgrupo maximal S 3^-crítico en G tal que S e c . Así, W n(G ,C , J) ) < S 
contradicción.
ii) implica i). Si G es un -grupo, todo factor principal de G no abeliano es 
J?-central. Por consiguiente, W n(G,*tS, Jf) ) = G aplicando (2.8).
La hipótesis sobre Jf) en el corolario anterior es esencial. Basta considerar la clase 
de Schunck Jf) generada por S , siendo S un grupo simple no abeliano. Entonces, el grupo 
G = S x S no es un g>Jj-grupo y Wn(G,C, Jf)) = G para todo sistema maximal C de G.
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