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Розглянуто задачу оптимальної стабілізації для еволюційного включення суб-
диференціального типу з неліпшицевою многозначною функцією взаємодії 
)( yFε , де 0>ε — малий параметр. За умови, що при 0=ε  задача допускає 
оптимальний регулятор ][yu , доведено, що формула ][ yu  забезпечує набли-
жену стабілізацію вихідної задачі при малих .0>ε  
ВСТУП 
Розглядається задача оптимальної стабілізації для еволюційного включення 
з субдиференціальною головною частиною — ϕ∂  та неліпшицевим многоз-
начним збуренням )(yFε , де 0>ε  — малий параметр. Методи розв’язання 
нескінченновимірних еволюційних задач із розривними та многозначними 
коефіцієнтами активно розвиваються у зв’язку з численними застосування-
ми в механіці та фізиці‚ починаючи з 70-х рр. минулого сторіччя [1–3]. Сис-
темний підхід до вивчення питань розв’язності‚ прогнозування та керова-
ності для таких об’єктів було застосовано в роботах [4–7]. 
Мета роботи — з’ясування умов на відображення ϕ  та F , при яких 
формула точного регулятора цієї задачі при 0=ε  дає наближений розв’язок 
вихідної задачі стабілізації при малих 0>ε . 
Задача наближеного синтезу для таких об’єктів на скінченному про-
міжку часу розв’язана в [8], задача наближеної стабілізації для включення 
параболічного типу — у [9]. 
ПОСТАНОВКА ЗАДАЧІ 
Нехай H  — сепарабельний гільбертів простір; ⋅  і ),( ⋅⋅  — норма та ска-
лярний добуток у H ; ];(: ∞+−∞→Hϕ  — власна, опукла, напівнеперервна 
знизу функція, HDclH =))(( ϕ ; ϕ∂  — її субдиференціал; )(HСv  — сукуп-
ність замкнених‚ опуклих, обмежених підмножин H ; )(: HCHF v→  — 
многозначне відображення; 0>ε  — малий параметр, .Hg∈  
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Розглядається задача стабілізації 
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Припустимо, що }~,~{ εε uy  — оптимальний процес в (1)–(3), =εJ~  
)~,~( εε uyJ= . Нехай при 0=ε  відома формула оптимального регулятора 
][yu . Розглянемо задачу: 
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Нехай εyˆ  — розв’язок задачі (4), ])ˆ[,ˆ(=ˆ εεε yuyJJ . 
Основним завданням роботи є обгрунтувати граничну рівність  
 0.|=ˆ~|lim
0
εεε
JJ −
→
 (5) 
Рівність (5) означає, що ми можемо коректно використовувати формулу 
регулятора незбуреної задачі (при 0=ε ) для наближеної стабілізації 
вихідної (збуреної) задачі. 
Наприклад, у випадку 
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uu ∆−∂ =)(ϕ  і маємо включення параболічного типу, розглянене в [9]. Про-
те, у багатьох задачах механіки та фізики з вільною межею [1, 2] та в проце-
сах, які описують потік однорідного газу через однорідне пористе середо-
вище [3], виникають крайові задачі виду: 
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Тоді (6) зводиться до включення вигляду ,)( fu
dt
du +−∂∈ ϕ  де 
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ОСНОВНІ РЕЗУЛЬТАТИ 
Розглянуто такі умови на параметри задачі (1)–(3): 
1) })(,|{=множина0> RuRuHuMR R ≤≤∈∀ ϕ  — ;y  компакт H  
2) )(: HCHF v→  — ;зверху  ервнанапівнепер  
3) ;)(1sup=:)(0> 1
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5) 0>δ∃   )( ϕ∂∈∀ Dy  )(yu ϕ−∂∈∀  .  ),( 2yyu δ−≤   
Задача (1)–(3) при 0=ε  має єдиний розв’язок }~,~{ uy , причому має 
місце закон оберненого зв’язку  
 )].(~[=)(~ tyutu  (7) 
Відображення HHu →:  неперервне,  
 .<|][|sup
0 gy
yu
y
δ
≠
 (8) 
Лема. За умов 1–5 задача (1)–(3) для достатньо малих 0>ε  має 
розв’язок }~,~{ εε uy . 
Доведення. При фіксованому ,Uu∈  ∞∫
+∞
<)(=: 2
0
2 dttuu U  задача (1) 
для 0>ε∀  має принаймні один (сильний) розв’язок [7], для якого справед-
ливі такі оцінки з константами 0>1δ , 0>C , які не залежать від 0>ε : 
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З цих оцінок випливає, що ∞<),( uyJ . Нехай εJ~  — значення задачі 
(1)–(3). Виберемо Uun ⊂}{  так, щоб nJuyJ nn
1~),( +≤ ε . Тоді 1~2 +≤ εJu Un  
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0nn ≥∀ . Отже, Uu ∈∃~  таке, що по підпослідовності uu wn ~→  в )(0,2 TL  
0>T∀ . 
Надалі будемо позначати fuyIy ),(= 0ε  — розв’язок задачі Коші  
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де ))(()( tyFtf ∈  майже скрізь. Тоді nnn fuyIy ),(= 0ε , ))(()( tyFtf nn ∈  
майже скрізь і за умовою 3 і оцінкою (9) mtfn ≤)(  майже скрізь. Тоді з [7] 
ff
w
n
~→  в );(0,2 HTL , yyn ~→  в )];([0, HTC , де .)~,(=~ 0 fuyIy ε  Відповідно 
до теореми Мазура [10]: скрізь  майже)(cocl)(
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Отже, з умови 2 ))(~()( tyFtf ∈  майже скрізь. Таким чином, }~,~{ uy  — 
допустимий процес у задачі (1)–(3) та з нерівності ≥),( nn uyJ  
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Тому )~,~(=~ uyJJε , отже, }~,~{ uy  — оптимальний процес у задачі (1)–(3). Ле-
му доведено. 
Оскільки ][yuy 6  — неперервне, y
g
yu δ<][ , то згідно з [7] задача 
(4) має розв’язок, причому справедливі такі оцінки з константами 0>2δ , 
0>~C , які не залежать від ε : 0)(0,0> 00 ≥≥∀∈∀∃ stεεε  
 ,)(~)]([,)()()( 222 tyCtyusystety ≤−≤ −δ  (12) 
із яких, зокрема, маємо, що ∞<])[,( yuyJ . 
Теорема. Нехай виконані умови 1–5, а також (7)–(8), }~,~{ εε uy  — оп-
тимальний процес у задачі (1)–(3), )~,~(=~ εεε uyJJ , εyˆ  — розв’язок задачі 
(4), ])ˆ[,ˆ(=ˆ εεε yuyJJ . Тоді  
 .0=|ˆ~|lim
0
εεε
JJ −
→
 (13) 
Доведення. Спочатку покажемо, що 0ˆ JJ →ε , 0→ε , де )~,~(=0 uyJJ , 
}~,~{ uy  — єдиний оптимальний процес у задачі (1)–(3) при 0=ε . 
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Нехай εyˆ  — розв’язок задачі (4), εεεε fyuyIy ])ˆ[,(=ˆ 0 , ∈)(tfε  
))(ˆ( tyF ε∈  майже скрізь. З оцінок (12) і умови 3 випливає, що mtfn ≤)(  
майже скрізь. Тоді з [7] отримаємо, що yy ˆˆ →ε  в )](ˆ[)](ˆ[ tyutyu →ε  
][0,Tt∈∀ , тобто yˆ  — розв’язок задачі при 0=ε . В силу максимальної мо-
нотонності ϕ∂  [3] задача (4) при 0=ε  має єдиний розв’язок. Тому згідно 
з (7) ])ˆ[,ˆ(=0 yuyJJ , тобто ]}ˆ[,ˆ{ yuy  — оптимальний процес в (1)–(3) при 
0.=ε  
З оцінок (12) маємо, що 0≥∀ t   
 ).~(1)](ˆ[)(ˆ 2202
22 Cytetyuty +≤+ −δεε γ  
Оскільки 0≥∀ t  )(ˆ)(ˆ tyty →ε , )](ˆ[)](ˆ[ 22 tyutyu →ε  при 0→ε , то 
за теоремою Лебега  
 .=])ˆ[,ˆ(=ˆlim 0
0
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Покажемо, що 0
~ JJ →ε , 0→ε . Нехай )~,~(=~ εεε uyJJ , де }~,~{ εε uy  — 
оптимальний процес в (1)–(3). 
Припустимо, що εz  — розв’язок задачі (1) з керуванням .0= Uu ∈  
Тоді з оптимальності εu~  маємо: 
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Повторюючи попередні міркування, випливає, що існує Uu ∈~  таке, що 
по підпослідовності 0>T∀  uu w ~~ →ε  в )(0,2 TL , yy ~~ →ε  в )];([0, HTC , де 
y~  — розв’язок задачі (1) з 0=ε , uu ~= . Зокрема, 0>T∀  
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uyJuyJJ TT ≥≥
→→
εε
ε
ε
ε
 
тобто 
 ).~,~(~lim
0
uyJJ ≥
→
ε
ε
 (16) 
За принципом оптимальності Беллмана 0>T∀  процес }~,~{ εε uy  на 
),[ ∞T  є оптимальним для задачі (1)–(3) із початковими даними ))(~,( TyT ε . 
Отже,  
 ,)(|)(~|)(~
222 dttpdttudtty
TTT
εεε γ ∫∫∫
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де εp  — розв’язок задачі (1) на ),[ ∞+T  з керуванням 0=u  та початковими 
даними .))(~,( TyT ε  З (9), (10) маємо:  
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Тепер зафіксуємо Uu∈  і відповідний розв’язок εw  задачі (1). Тоді 
аналогічно попереднім міркуванням 0>T∀  ww →ε  в )];([0, HTC , де 
)();([0, 2 Ω+∞∈ LCw  — розв’язок задачі (1) при 0=ε  з керуванням u . Крім 
того,  
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Тоді з нерівності ),(~ uwJJ ≤ε  та оцінок (17)–(19) для 0>T∀  маємо: 
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Тоді при ∞→T  маємо, що ),()~,~( uwJuyJ ≤  .Uu∈∀  
Отже, }~,~{ uy  — оптимальний процес у задачі (1)–(3) із 0=ε . Тепер у 
попередніх міркуваннях покладемо uu ~= . Тоді внаслідок єдиності yw ~~ →ε  
в )];([0, HTC  і маємо оцінку 
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з якої при ∞→T  маємо  
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Таким чином, uu ~~ →ε  в )(0,2 ∞+L  і оскільки  
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Отже, при ∞→T  одержуємо  
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що разом із (16) гарантує збіжність 0
~ JJ →ε , 0→ε . Припускаючи від су-
противного, що збіжність йде не по всій послідовності 0→ε , можемо по-
вторити попередні міркування і, внаслідок єдиності оптимального процесу 
}~,~{ uy , дійти до протиріччя. Теорему доведено.  
ВИСНОВКИ 
У роботі розглянено задачу оптимальної стабілізації для еволюційного 
включення субдиференціального типу з нелінійним доданком )(yFε , де 
0>ε  — малий параметр. Доведено, що вихідна задача має розв’язок за пев-
них умов, накладених на параметри. За умови, що при 0=ε  задача допускає 
оптимальний регулятор, обґрунтовано, що такий регулятор забезпечує на-
ближену стабілізацію вихідної задачі при малих 0>ε . 
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