Introduction
Heart rate variability (HRV) analysis is based on time series of intervals between heart beats (R-R intervals), which have been argued to contain information predictive of some types of heart disease, such as heart failure. Low heart rate variability has been proposed to indicate reduced cardiac regulatory capacity and is a strong predictor of mortality and health issues [1] [2] [3] .
However, current HRV analysis methods are not reliable enough for widespread clinical practice [4] . No single predictor is powerful enough to facilitate high prognostic power. For this reason, several authors have argued for a combination of several different predictors [5, 6] ; but the limits of this approach have not yet been reached [5] , suggesting that there is under-utilized information.
Several families of predictors have been used, including statistical features, geometric features (based on empirical sample density distributions of the R-R intervals), nonlinear features (based on tools from non-linear dynamical systems theory to infer and characterize system behavior, such as attractor reconstruction), and frequency-domain methods (separating and analysing spectral components at different frequencies) [4] . We describe and evaluate some representative examples in Sections 2 and 3 below.
Here, we propose a new class of predictors based on complex networks. The key idea is the conversion of the time series into a graph, while preserving its structure and important properties, in order to facilitate the use of complex network analysis tools.
Horizontal Visibility Graphs
A horizontal visibility graph is a network constructed of a time series (t 1 , x 1 ), ..., (t n , x n ), such that each x has a corresponding vertex, each pair of vertices corresponding to a pair of values x a and x b is connected by an edge if both x a , x b > x n for all a < n < b (see Figure 1) . HVGs have been argued to be well-suited to distinguishing stochasticity from deterministic dynamical systems [7] , and thus are useful for HRV analysis (based on the argument of autonomic modulation influencing variability).
The HVG of a time series is invariant under affine transformations, preserves structural properties (such as periodicity and fractality, shown to be highly relevant for HRV analysis [8] ), and can discriminate stochastic and chaotic processes [7] . In addition to these properties, the conversion to a graph opens the door to performing complex network analysis on R-R time series [9] .
Possible Causes of HRV and Corresponding Complex Network Features
Several explanations for the impact of disease on HRV have been proposed (see [3, 10] for reviews). For example, [11] implicated the effect of vagal tone on beat to beat fluctuation (a rapidly reacting sympathetic control system adjusting heart rhythm upon beat-to-beat perturbations due to e.g. blood pressure changes or movements). In contrast, [12] suggested fractal properties of normal heart rhythms to arise from nonlinear regulatory systems, and hypothesized their break down with reduced adaptive capacity.
These hypothesized mechanisms implicate some network descriptors to be more plausibly useful than others. Figure 1 . Horizontal visibility graph analysis. From a time series of heart beat intervals (top), those pairs of values which are 'visible' -such that they are greater than all values in between (right) -are connected via an undirected edge, yielding a graph representation (bottom) which retains key properties of the structure of the input time series (e.g., periodicity and fractality)
The effects of a sympathetic control system decreasing variability by over-regulating perturbations [11] should be visible using basic graph properties such as its diameter (maximum of all eccentricities) or radius (minimum of eccentricities), where eccentricity of x a is defined as the distance to the vertex x b farthest from it. Finally, the connectivity of the graph can be quantified using its transitivity (fraction of all possible triangles present in the graph).
The suitability of these features to model variability directly follows from the the relationship between visibility and variability [7] . Briefly, a time series without variability would lead to no visibility beyond adjacent neighbors, and thus to a linear chain (with very large radius / diameter and few central nodes), whereas maximal variability would yield strongly connected graphs with opposite properties.
On the other hand, [12] suggests fractal properties, which are frequently exhibited by small-world networks [13] , indicating that the 'small-world-ness' of a network may be a good metric for indirectly modelling the activity of the postulated nonlinear regulatory system using R-R time series. Small world networks allow reaching any vertex from any other vertex using a very small number of steps. The clustering coefficient [14] can be used to determine to what extent a graph is a small world network.
The average shortest path length and the degree assortativity (a measure of connectivity of vertices with the same degree -usually there are large differences in small world network due to clustering) are measuring related properties. In addition to assortativity, which has been studied before, we also propose a novel connectivity measure, disassortative entropy, defined as the entropy of the mixing matrix (which contains the joint probabilities of edges of the same degree -see Section 2.2) which measures the expected information content of the tendency of vertices to connect to similar vertices. A graph always connecting high-degree vertices to other high-degree vertices would maximize assortativity, a graph doing the oppositive would minimize it, and a graph in which the connectivity is randomized would maximize disassortative entropy (thus, this feature is a second-degree measure of stochasticity). Figure 2 . Horizontal visibility graphs of R-R series extracted from ECGs of three healthy participants (top row) and three patients with congestive heart failure, chronic pulmonary heart disease, and primary cardiomyopathy respectively (bottom row). Note the higher centrality, heavier connectivity, and clustering in the top row, and the tendency to build a simple ring (corresponding to small amounts of variability and fractality) in the bottom row
Methods
Two datasets were used as the data source for patients with heart disease, the Multi-Parameter Intelligent Monitoring for Intensive Care (MIMIC) II dataset [15] and the Coronary Artery Disease (CAD) Holter data from the Telemetric and Holter ECG Warehouse [16] . We extracted the subset of MIMIC II that 1) contained ECG waveforms matched to ICD-9 codes and 2) corresponded to one of the four disease etiologies modelled below -congestive heart failure (CHF), primary cardiomyopathy (PCM), and chronic pulmonary heart disease (CPHD) and CAD. From each subject's corresponding waveforms, up to 10 R-R time series, each with one minute duration, were extracted using the most recent version of PhysioNet's ecgpuwave beat detector [17] . In total, there were 613 congestive heart failure, 74 cardiomyopathy, and 71 chronic pulmonary disease patients in MIMIC II, and 271 patients in the CAD data set.
For verified healthy control data, we have used the MIT-BIH Normal Sinus Rhythm database (18 participants aged 26 to 50, including 5 men and 13 women) and the PhysioNet Fantasia dataset (twenty young -21-34 years oldand twenty elderly -68-85 years old -rigorously-screened healthy subjects), a total of 58 healthy control participants; once again extracting 10 one-minute R-R time series.
To test whether the suggested features are predictive, for each of the disease etiologies mentioned above, we perform a non-parametric Mann-Whitney U test [18] . We also compared predictive power, reporting areas under the Receiver Operating Characteristic (ROC) curve (AUC) [19] with and without adding proposed network features to a recent HRV classification system [5] based on a random forest with 30 trees [20] , and five-fold cross-validation.
Network features
We calculated the following features (see Section 1). Let G denote the graph, lower-case characters vertices and V G the set of all vertices in G, and d(a, b) the distance between two vertices (defined as the shortest walk along the existing edges). Furthermore, let deg(v) be the number of edges connected to vertex v, and ecc(v) = max x∈V G {d(v, x)} be the eccentricity of a vertex v.
is the set of all triangles in G, and T ri(V ) the set of all possible triangles given all vertices V 4. Clust. coefficient:
is the set of all triangles through vertex v 5. Avg. shortest path length:
where e xy is the joint probability of degrees of vertices x and y, and a x and b y are the fraction of edges starting / ending at vertices x and y. See [21] for details. 7. Disassortative entropy: E(G) = y x e xy log e xy
Comparison features
We also calculate the following, previously proposed statistical, geometric and non-linear features of a time series S = (x 1 , ..., x n ) of interbeat intervals for comparison. We closely follow the setup of [5] , in order to facilitate quantitative comparison with a state of the art system. Statistical: 
, where C is the correlation integral (see [5] for details).
Results
We evaluated the proposed features on three heart diseases from MIMIC II, and on the CAD dataset. p-values of Mann-Whitney U tests of the positive vs. negative group are P << 0.001 for all seven network features and all disease types. The network based features are not strongly correlated to the comparison features (average correlation between network and all other features on all disease types: r = 0.006), suggesting that network features capture different information from existing features. Figure 3 compares accuracy and AUC scores across features. Network features (1-7) achieve over 80% accuracy on their own, with the HVG diameter achieving 90%. The AUC scores achieved by the best two single network predictors (AU C diameter = 0.730, AU C radius = 0.730) are significantly higher than that of the best comparison predictor (AU C CT M = 0.681), with p-values of 0.021 and 0.022 according to Mann-Whitney U tests. The first three features, inspired by the hypothesis of sympathetic overregulation, outperform the others, which partially capture fractal and connectivity structure. Within the connectivity features, the completely novel predictor disassortive entropy (AU C = 0.659) shows a significant improvement over both assortativity (AU C = 0.586) and clustering (AU C = 0.566), which have been explored before [22] .
We have also implemented a state of the art multifeature HRV classification system [5] , and compared it with and without network features on MIMIC II (Table 1) . 
Conclusion
We introduced and evaluated a class of descriptors for HRV analysis, based on HVGs. The observations that they are decorrelated from traditional HRV features, and can significantly outperform them, suggests that it may be worthwhile to augment HRV analyses with network predictors, and to investigate HVG predictors in future work.
