Abstract. This work analyzes the integration of initial value problems for sti systems of ordinary di erential equations by Runge-Kutta methods. We use the characterization of sti initial value problems due to Kreiss: the Jacobian matrix is essentially negative dominant and satis es a relative Lipschitz condition. We establish the existence and regularity of the numerical solution, and give conditions under which the Runge-Kutta formula is stable.
x1. Introduction 1.1 Sti di erential equations. We consider a linear initial value problem (1.1) y 0 (t) = J(t)y(t) + g(t); y(0) = y 0 2 R N :
We suppose the problem is sti . Our task is to nd conditions under which a RungeKutta method used to solve (1.1) is stable: that is, the numerical solution exists and grows at most slowly.
When is (1.1) a sti system? Our criterion should surely admit the overdamped initial value problem (cf. S]) (1.2) "u 00 (t) + a(t)u 0 (t) + k(t)u(t) = f(t); u(0) = u 0 ; u 0 (0) = p 0 : We assume that 0 < " 1, a(t) > 0, and that a(t); a 0 (t); k(t); f(t) are bounded by constants of moderate size. (The somewhat vague honori c \of moderate size" is used to distinguish such a quantity from one like " ?1 that characterizes the sti ness of a problem and may be arbitrarily large.) To convert (1.2) to a rst order system (1.1) we introduce a new variable v = "u 0 + au . Setting b(t) := k(t) ? a 0 (t) we have (1.3) y 0 (t) = u 0 (t) v 0 (t) = J(t)y(t) + g(t) = ?a(t)=" 1=" ?b(t) 0 u(t) v(t) + 0 f(t) : In many studies of the stability of Runge-Kutta methods ( B1] 
, BB], C], DV], FSU], HS], L], HW]
) it is assumed that the derivative function F in the sti di erential system y 0 = F(t; y) satis es a one-sided Lipschitz condition in y. This means that there exists an inner product h ; i on R N such that hF(t; y) ? F(t; z); y ? zi hy ? z; y ? zi with a constant that is of moderate size if > 0. If 0 the system is called monotone or dissipative. Di erential inequalities show that, in the norm determined by this inner product, distinct solutions y(t) and z(t) obey the inequality and one seeks similar bounds on the growth of errors incurred by numerical methods. An algebraically stable numerical method delivers a contractive numerical solution to any monotone di erential system, with arbitrary positive step. Kreiss K] explains some drawbacks of this approach and observes that the system (1.3) is not monotone. Even less is true.
Proposition 1. Unless a is a constant function, there does not exist an inner product on R 2 for which the system (1.3) satis es a one-sided Lipschitz condition with a constant of moderate size.
Proof. Any inner product on R 2 is given by hy; zi = z T By with some positive de nite 2 2 matrix B = (b ij ). The one-sided Lipschitz constant is the maximum of y T BJy subject to y T By = 1, over the relevant interval of t. Thus is the maximum over t of the larger eigenvalue of 1 2 (B ?1 J T B + J). A calculation reveals that Thus if a(t) is not constant, = O(1=").
This and other problems with the stability analysis based on the one-sided Lipschitz condition can be brie y summarized:
(1) It does not directly yield realistic stability bounds for the numerical integration of singular perturbation problems. Although one can nd a linear change of variables that converts system (1.3) into one having a one-sided Lipschitz constant of moderate size, whether the same can be achieved for singular perturbation problems in general remains an open question.
(2) The solution of a monotone di erential equation need not be smooth|see examples in K] and A]. Since a \large" stepsize is warranted only if the solution is smooth, it is not appropriate to demand that numerical methods be able to take arbitrarily large steps.
(3) Among linear multistep methods this stability analysis does not further restrict the class of formul deemed acceptable D1]. But requiring algebraic stability would exclude some quite e ective Runge-Kutta methods, as Burrage Br] points out.
Rather than using the one-sided Lipschitz condition, one can take the di erential equation to be in singular perturbation form, as Hairer, Lubich and Roche HLR] have done in their study of the stability and convergence of Runge-Kutta methods. Here we have a more general plan. H.-O. Kreiss has characterized a class of sti problems that includes, but is not restricted to, those in singular perturbation form: the matrix J should be essentially negative dominant, and the coe cients J and g should satisfy a relative Lipschitz condition of order p 1. We de ne these concepts in a way slightly modi ed from K]; see A]. However, no such condition ensuring the existence of smooth solutions is employed by the other authors cited above.) Kreiss K] proved that when the system (1.1) is essentially negative dominant and satis es a relative Lipschitz condition of order p, its solution is the sum of a smooth particular solution and a transient: (1.7) y(t) = y S (t) + v(t); such that y S and its rst p derivatives can be estimated in terms of ; c; ; and ?, and v is the solution of the homogeneous equation v 0 (t) = J(t)v(t); v(0) = y 0 ? y S (0); which expires after an initial layer. For the decomposition (1.7) to hold it is of course not necessary that the system (1.1) be in essentially negative dominant form. It is su cient that there exists a transformation bringing it to that form: a linear change of variables that is uniformly well conditioned and satis es a Lipschitz condition in t. Kreiss K] has argued that it can be dangerous to attempt to solve numerically a system that is not in essentially negative dominant form. Assumption 1.1. The system (1.1) is essentially negative dominant and satis es a relative Lipschitz condition of order 1.
We return to example (1.3). If a(t) > 1 the system is already in essentially negative dominant form. If not, it can be brought to that form by a diagonal scaling; cf. the construction in K] to handle coe cients that are less well-behaved. Recalling 0 : The system (1.8) is in essentially negative dominant form, and satis es the relative Lipschitz condition of order 1 because of the bounds on the coe cients a; k; and f.
Note that jD ?1 j jDj = max(2= ; =2) is bounded by a constant of moderate size. This constant diagonal scaling can be achieved in working codes by adjusting the vector norm.
1.2 Runge-Kutta methods. An s-stage Runge-Kutta formula is characterized by coe cient arrays (c; A; b), with A 2 R s s , c; b 2 R s . To advance the numerical approximate solution of (1.1) from (t n ; y n ) to (t n + h; y n+1 ) one must rst solve the system of equations (1.9) k n;i = h There is an equivalent way to write Equations (1.9) in terms of sample points y n;i of the solution. These are related to the sample derivatives by y n;i = y n + s X j=1 a ij k n;j ; k n;i = h J(t n + hc i ) y n;i + h g(t n + hc i ):
The equations for the sample points are (1.11) y n;i = y n + h s X j=1 a ij J(t n + hc j )y n;j + g(t n + hc j )] ; i = 1; : : :; s:
Once these are solved, one advances the numerical ODE solution by
It is not so easy to show that equations (1.9) or (1.11) are solvable, in contrast to the situation for their linear multistep analog K]. For de niteness we discuss (1.9). Let J n;i = J(t n + hc i ); g n;i = g(t n + hc i ) and set J n = J n;1 J n;s ;k n = k n;1 k n;s ;g n = g n;1 g n;s : Let also e = (1; ; 1) T 2 R s ;Ã = A I;b T = b T I; and write I for the identity matrix, of the unambiguous appropriate size at each occurrence. Then Equations (1.9) take the form (1.13) h I ? hJ nÃ ik n = h J n (e y n ) +g n ]:
We write~ (t) = I ? hJ(t)Ã for the matrix in the left member of (1.13). Supposing that matrix to be invertible, we transform the step-advance formula (1.10) into an inhomogeneous di erence equation y n+1 = y n +b Tk n = ? I +b T I ? hJ nÃ ] ?1 hJ n (e I) y n +b T I ? hJ nÃ ] ?1 hg n Ẽ (t n ; h) y n + hS(t n ; h)g n :
(1.14)
The equations ( (1) Existence theorems that rely on topological principles such as uniform monotonicity or topological index say nothing about the convergence of practical iteration algorithms.
(2) Examples (collected in DV Chapter 5]) of nonexistence of a solution all have a J that varies strongly over the length of the proposed step. But one should not attempt to traverse such an interval in a single step, for the solution need not be smooth on such a scale.
(3) Requiring globally unique solutions, for arbitrary h > 0, of the Runge-Kutta equations for a monotone ODE system imposes severe constraints on the coe cients of the formula. But these constraints are unnecessary: if the numerical solution does not exist because J is rapidly changing one should reject the step, not the formula.
From a practical point of view the solvability is adequately addressed by the main theorem of A], which proves the existence of the numerical solution to a general nonlinear system by showing that the modi ed Newton method, as used in numerical software, is convergent. For the stability analysis we need some more details about the numerical solution.
Quite mild assumptions on the Runge-Kutta coe cients su ce. Assumption 1.2. The nonzero eigenvalues of A have positive real part. If A is not invertible then the rst row of A is 0, the columns 2 to s of A are linearly independent, and b T belongs to the row space of A.
The eigenvalue condition in Assumption 1.2 is easy to explain. To each RungeKutta formula corresponds a rational approximation to exp(z), obtained when the formula is applied to the scalar test equation y 0 = y with a stepsize h > 0. If we write k = (k n;1 ; ; k n;s ) T , equations (1.13) take the form "y 0 (t) + y(t) = cos t; 0 < " 1; which has a smooth solution with the uniformly valid asymptotic expansion y S (t) cos t + " sin t + O(" 2 ):
We use the starting point y n = cos(t n ) close to the smooth solution. The result is y n+1 = ? h 3 24 cos(t n )" ?1 + cos(t n + h) + O(h 2 ) + "(sin(t n + h) + O(h)) + O(" 2 ); which is not bounded uniformly for " ! 0 + .
We shall see that the formul of the Lobatto IIIA family are stable (albeit weakly), but those of the Lobatto IIIB family are not. It has been shown that the formul of both families are not algebraically stable Sc]; but the theory based upon monotone di erential equations does not explain why the trapezoid formula will nevertheless integrate (1.3) stably with a reasonable stepsize while the Lobatto IIIB formula requires h = O(").
To see how Assumption 1.2 prevents the behavior in the example, observe that applying a Runge-Kutta formula to "y 0 + y = f(t) yields y n+1 = E(?h=") y n + (h=")S(?h=")f n ; where we have written f n = (f(t n + hc 1 ); ; f(t n + hc s )) T The general result on solving (1.13) is the following. We give the proof in x2.
(For the de nition ofẼ andS recall (1.14)). The conditions (1.17) assert that for a class of problems (1.1) satisfying Assumption 1.1, these functions are uniformly bounded and satisfy a uniform Lipschitz condition for all problems in the class. This will be crucial for the proof of stability in x3.
The constraint on the permitted stepsize is reasonable: it involves only the coefcients of the numerical method (of course!) and the constants c; ; ; ?. According to Kreiss's theorem|see the discussion of Equation (1.7)|these constants determine the smoothness of the solution. Thus the stepsize does not have to be smaller than what is required to resolve the local solution. The sti ness of the di erential system is not a factor.
In a related result, van Veldhuizen V] proved that Ẽ (t; h) is uniformly bounded for certain Runge-Kutta formul applied to the class S of 2 2 homogeneous problems given by y 0 = J(t)y; J(t) = T(t) (t)T ?1 (t); (t) = diag (t)="; (t)];
with Re (t) ? 0 < 0, and , , T and T ?1 assumed bounded and smooth. Hairer H] proved that this is the case whenever the Runge-Kutta coe cient matrix A is invertible. Notice that if, for example, and are constant and T is a rotation matrix, then J(t) is not essentially negative dominant, nor does the relative Lipschitz condition hold, cf. (1) The formula is consistent of order 1, i.e.
(2) In nity is a regular point for E(z), and if jE(1)j = 1 then for z in a neighborhood of 0, E(z ?1 ) = E(1)(1 + rz + O(z 2 )) with r > 0: (3) jE(z)j 1 for all z 2 satisfying Re z 0. Theorem 1.2. Consider a class of problems M( ) and a Runge-Kutta formula (c; A; b). If the formula is strictly stable for the class N( ) then it is stable for the class M( ).
Observe that algebraically stable methods satisfy the hypotheses of Theorem 1.2, but much less than algebraic stability is required. Indeed, formul that are not algebraically stable, but instead are sti y accurate with E(1) = 0, have been shown to have good error bounds for integrating singular perturbation problems HLR], and to allow robust regulation of the stepsize and the simpli ed Newton iteration G]. The singly-implicit formul implemented in the STRIDE code BBC] have these properties. The sti y accurate DIRK formul are stable according to Theorem 1.2, but unstable for the di erential equation y 0 = (t)y with (t) < 0 arbitrary, unless the solution is smooth on the scale of the stepsize. In our opinion this indicates that these formul , which are not algebraically stable, are more robust than algebraically stable ones, which deliver a contractive \solution" no matter what the stepsize. Shampine argues Sh] that the (algebraically stable) Gauss formul are defective because they can miss internal layers in a solution, and we agree. We note N rsett and Thomsen's report NT] that a code based on an AN-stable formula missed the Van der Pol oscillator's \jump" at relaxed tolerances, unless they imposed an ad hoc limit on the stepsize.
Consider now a general system, not necessarily linear: (1.18) u 0 = f(t; u): Let u = z(t) be a particular solution, and consider a tube U about the trajectory, of a radius r greater than the error tolerable in a numerical approximation, cf. A]: U = (t; y) 2 R R N j jy ? z(t)j < r : If now (t; u) 7 ! u(t) is any solution whose trajectory remains in U, the di erence y(t) = u(t) ? z(t) is a solution of (1.1), if we de ne J(t) and g(t) by (1.19) J(t) = f u (t; z(t)); g(t) = f(t; u(t)) ? f(t; z(t)) ? J(t)(u(t) ? z(t)): In x2 we prove the existence and regularity of the numerical solution, Theorem 1.1. Then in x3 we give the proof of Theorem 1.2. Our proof in x3 follows in its outline that given by Kreiss for multistep methods in K]. We exploit the structure of Runge-Kutta methods to make a number of simpli cations; we also obtain a sharper stability bound for the trapezoid formula, and for other formul having jE (1) Then for any h such that 0 < h < H 0 the matrix hJ ? ?1 I is negative dominant with parameters ; and 0 = + 1 + 2j j= :
Proof. We have, for the rst part of (1.5), There is nothing to prove unless jJ ii j > 1, which entails c > 0. Consider rst the case Re J ii 0. Since Re J ii < c and jIm J ii j < ( +1)c, we have jJ ii j < c(1+ ( +1) 2 ) and apply (2.10). The proof for (2.13) uses (2.11) similarly. We now give the proof of Theorem 1.1 via several Lemmas. Consider the matrix (1.13) of the Runge-Kutta equations: := I ? hJ nÃ ;J n = J n;1 J n;s ;Ã = A I:
We show rst that~ is invertible, by iteration. Introduce the splitting~ =M ?Ñ, with (we write J n for J(t n )) (2.14)M = I ? A hJ n ;Ñ = h~ Ã ;~ =J n ? I J n : . This matrix is the solution of the linear systemMỸ =Ñ. SubstituteỸ = (Q I)X into this system, and use the notations (2.14) and the factorization (2.17) forM(t n ) to rewrite it in the form The fact thatM ?1 or~ ?1 is uniformly bounded does not entail a uniform bound for the vectork n of scaled sample derivatives if A is singular: applying the trapezoidal method to the di erential equation "y 0 + y = cos t yields k n;1 = ?" ?1 (y n ? cos t n ), which is not bounded independent of " if y n 6 = cos t n . The operators that advance the solution, however, do have uniform bounds. Lemma 2.5. The matrix E(hJ(t)) and the vector S(hJ(t))(e hg(t)) are uniformly bounded and Lipschitz continuous. Now it is easy to see that boundedness and Lipschitz continuity follow as before, by triangularization and forward substitution. If A is nonsingular, of course, we use the same calculation without the rst row and column. For S(hJ(t))(e hg(t)) = (d 0 I)ÃM ?1 (t)(e hg(t)) a similar calculation yields and this is bounded and Lipschitz continuous by the same argument as well. We now complete the proof of Theorem 1.1. To show that bothẼ(t; h) and hS(t; h)g(t) are uniformly bounded and Lipschitz continuous, it is enough to show the same for the matrixÃ~ ?1 hJ n and the vectorÃ~ ?1 hg n . We use the splitting =M ?Ñ of (2.14), expand the Neumann series and rearrange to get It is clear that the remaining terms are Lipschitz continuous, and this completes the proof.
x3. Stability
In this section we prove Theorem 1.2. Our proof follows in outline the one given for linear multistep methods by Kreiss K] . We exploit the structure of Runge-Kutta methods to simplify the argument. We also give a sharper estimate for methods that are only weakly stable, i.e. methods for which jE(1)j = 1. Our estimate improves that given by Kreiss for the trapezoidal formula, for example, which is both a linear multistep method and a Runge-Kutta formula.
3.1 Reductions. To begin, we show that it is su cient to prove Theorem 1.2 for a subclass of di erential equations, and we simplify the recursion (1.14). This reduction relies on a perturbation theorem due to Strang St] , given here as Lemma 3.1. See K] for the rst four Lemmas of this Section.
Lemma 3.1. Let K 0 be a class of problems, and let (b; A; c) be a formula that is stable for the class. Consider a class K of problems such that every matrix in K can be written in the form J(t) + B(t) where J(t) belongs to the class K 0 and the matrices B(t) are uniformly bounded and satisfy a relative Lipschitz condition of order 1 with respect to the matrices J(t). Then the formula is also stable for the class K.
This rst Lemma implies the next one.
Lemma 3.2. Let K be a class of problems and assume that there are constants K and 0 > 0 such that for every problem in K:
(1) the interval of integration can be divided into subintervals t i ; t i+1 ], with the length of each subinterval t i+1 ? t i 0 (2) there is a transformation T i (t) in each subinterval that is uniformly well We use the preceding Lemmas to show that it is enough to prove Theorem 1.2 under the following assumptions on the problem class M:
(1) The matrices J(t) are negative dominant with = 1, and 1? is su ciently small.
(2) The matrices J ?1 (t) are weakly negative dominant.
If J(t) is essentially negative dominant then J 0 (t) = J(t) ? (c + 1)I is negative dominant. By Lemma 3.1 it is enough to prove stability for the class of matrices J 0 . By Lemma 3.3 we can transform each problem in the class to one having 1? as small as we please, and by Lemma 3.2 we only need to prove stability for the transformed class. Finally, by Lemma 3.4 we can transform each problem so that J is in block diagonal form, the diagonal entries in each block are of the same order of magnitude, and the inverse of each block is weakly negative dominant. By Lemma 3.2 it is enough to prove stability for this transformed class. We also simplify the recursion (1.14). By the estimates (1.17) of Theorem 1.1 and Strang's theorem, it is enough to prove that the recursion (3.1) y n+1 = E(hJ(t n )) y n + hS(hJ(t n ))(e g(t n )) is stable.
3.2 Strong stability. In this subsection we prove Theorem 1.2 for a formula that is strongly stable at in nity, i.e. jE(1)j < 1. We begin with the equations for what Dahlquist D2] calls the \active" components. < 1 + h Re J ii provided d and 1? are su ciently small. It follows that jE(hJ(t j ))j 1+ ha(t j ), and the solution of the homogeneous recurrence y n+1 = E(hJ n )y n satis es the estimate jy n j e (tn) jy 0 j:
Consider next the solution of (3.1) with homogeneous initial value y 0 = 0. Because S(hJ(t j ))(e hg(t j )) = hJ(t j )S(hJ(t j ))(e J ?1 (t j )g(t j )); we can estimate the i th component of the inhomogeneous term by S(hJ(t j ))(e hg(t j ))] i const h jRe J ii (t j )j J ?1 (t j )g(t j ) :
Now let the maximum jyj occur on step j+1, and jy j+1 j = y (i) j+1 . Then jy j+1 j (1 + h Re J ii (t j ))jy j j + const h jRe J ii (t j )j J ?1 (t j )g(t j )
(1 + h Re J ii (t j ))jy j+1 j + const h jRe J ii (t j )j J ?1 (t j )g(t j ) Proof. By Theorem 1.1, the matrices E j = E(hJ(t j )) are uniformly bounded.
Because the formula is strictly stable, all eigenvalues of E j satisfy j j < 0 for some to make jR 0 j < for some with 0 < < 1. Next, since by Theorem 1.1 E 1 = E 0 + O(h), the matrixR 1 = T ?1 0 E 1 T 0 fails only by O(h) to be in triangular form. Therefore we may determine T 1 so that R 1 = T ?1 1 E 1 T 1 is triangular with jR 1 j < and jT ?1 1 T 0 j = 1 + O(h). Following the recursion \all the way back" gives y n = E n?1 y n?1 + hS n?1 (e g n?1 ) = E n?1 E n?2 E 0 y 0 + E n?1 E 1 hS 0 (e g 0 ) + + E n?1 E j hS j?1 (e g j?1 ) + + hS n?1 (e g n?1 ): Therefore, by performing the triangularization and scaling for each t j we get jy n j T n?1 R n?1 T ?1 Subtracting (3.4) from (3.1) now yields y n+1 + J ?1 n+1 g n+1 = E(hJ n )(y n + J ?1 n g n ) + u n + v n + w n :
Since jEj 1, the discrete Gronwall inequality yields (3.7) y n + J ?1 n g n y 0 + J ?1 0 g 0 + n(max j ju j j + max j jv j j + max j jw j j):
The desired estimate now follows by inserting the bounds (3.6a-c) into (3.7) and using the triangle inequality jy n j y n + J ?1 n g n + ?J ?1 n g n . We can now prove Theorem 1.2 for the case of a weakly stable formula. Assume that J is negative dominant. Consider an arbitrary point t 0 , and again permute J whereĴ 11 is the intersection of the rst k 1 rows and columns,Ĵ 22 is the intersection of rows and columns k 1 + 1 through k 2 , and so on accordingly. By (3.8b) the row sums of hĴ 33 (t 0 ) satisfy N
