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NEW DEVELOPMENTS AND COSINE EFFECT IN THE VISCOUS
SHALLOW WATER AND QUASI-GEOSTROPHIC EQUATIONS
C. LUCAS∗ AND A. ROUSSEAU†
Abstract. The viscous Shallow Water Equations and Quasi-Geostrophic Equations are consid-
ered in this paper. Some new terms, related to the Coriolis force, are revealed thanks to a rigorous
asymptotic analysis. After providing well-posedness arguments for the new models, the authors
perform some numerical computations that confirm the role played by the cosine effect in various
physical configurations.
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1. Introduction. In this article, we aim at contributing to the improvement
of the derivation of the Shallow Water system. This model, obtained from the in-
compressible Navier Stokes Equations with free surface under the shallow water ap-
proximation, has been studied by numerous authors, both in the inviscid [20, 1] and
viscous cases [9, 15, 2]. The Shallow Water model has been widely used for theoreti-
cal studies and idealized numerical simulations: this is the framework of this article.
Conversely, the operational oceanographic research community rather uses the Prim-
itive Equations ([8, 14, 19]). But it has to be mentionned that the barotropic part of
the Primitive Equations corresponds to the Shallow Water Equations, and carry the
most energy (see [9, 21]). Their study is thus particularly important.
In the theoretical analysis below, we consider a viscosity that is compatible with (phys-
ical) numerical computations. Roughly speaking, because of the shape of the domain,
the horizontal and vertical resolved eddies give rise to different scales, and this has
to be taken into account in the corresponding eddy viscosities; consequently, we will
consider an anisotropic turbulent viscosity, as prescribed by [12]. In the ocean, hori-
zontal and vertical eddy viscosities can vary over a wide range (see [17]); whereas [12]
choose typical values of the horizontal non-dimensional viscosity of order one, we
consider a reasonably smaller value, namely 10−3. In our physical configuration, the
corresponding dimensional value would be 106cm2/s.
In the sequel, we derive a new system of equations, in which the above viscosities
are taken into account. Simultaneously, in the asymptotic analysis that is classically
performed, we show that new terms appear in the so-called viscous Shallow Water
Equations (SWE):
∂tH + divx(Hu) = 0,
∂t(Hu) + divx(Hu⊗ u) +
g
2
∇xH2 = −gH∇xb−
(
1 +
kH
3µV
)−1
k u
−µH∇x(Hdivxu) + 2µH divx(HDxu) + Ω cos θ∇x
(
u1H
2
)
+Ω cos θ H2e1divxu − 2Ω sin θHu⊥ − 2Ω cos θ He1∇xb · u + 2Ω cos θ u1H∇xb,
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where u denotes the mean velocity and H the water height, b the topography and µV ,
µH some eddy viscosities (see below). The angular speed of the Earth is Ω, θ is the
latitude, and a represents the capillarity, k the friction coefficient.
These new terms (bold-faced in the above equation) are of the order of the viscous
terms; they are classically neglected with no rigorous justification. They also arise in
the derivation of the viscous Quasi-Geostrophic (QG) Equations:
Dt
(
(
∂2x1 +
(
1 + δ2
)
∂2x2
)
ψ − (2Ω sin θ0)
2
gHchar
ψ +
(
1 − Hchar
2 tan θ0
∂x2
)
2Ω sin θ0
Hchar
b+ βx2
)
= − 1
εLchar
α0(Hchar)∆ψ + µH∆
2ψ + curlf,
where Dt =
(
∂t + u
0 · ∇x
)
, Hchar = εLchar and δ = Ω
√
Hchar/g cos θ0. The coeffi-
cient α0 is related to the friction factor.
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Fig. 1.1. Hierarchy of models.
We present in Figure 1.1 the hierarchy of derivations that have been obtained in
the past. The left part corresponds to the classical derivation of SWE by Saint-
Venant [20], together with the recent works of [9] for the viscous SWE. It is interesting
to notice (at least for the rigid lid configuration), that the QG equations are the same
(
✄
✂
 
✁
3 =
✄
✂
 
✁
3’ in the figure) when derived from the viscous Shallow Water Equations
(see [6]) or from the Navier-Stokes equations ([16, 11]). The right part corresponds
to the work of [13] and the present article. As Figure 1.1 shows, the inviscid SWE
are the same, wether or not the first order approximation is made on the Coriolis
force. In other words, the complete Coriolis force does not modify the asymptotic
development at the first order. However, and this is the main point of this work,
the corresponding viscous equations differ from the one in [9]. Starting from the new
SWE and considering the quasi-geostrophic approximation, we end up with another
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model (see box
✄
✂
 
✁
4 in Figure 1.1). This so-called viscous Quasi-Geostrophic Shallow
Water model has been introduced by [4] and is a priori different from the one obtained
by [6]1.
The aim of this work is to show that the so-called ”cosine effect” (see new terms in
equations above) has to be considered in the models. In other words, and looking at
Figure 1.1, we want to emphasize the differences between models
✄
✂
 
✁
3 and
✄
✂
 
✁
4 .
The article is organized as follows. In Section 2, following the ideas of [9, 15, 12],
we perform the asymptotic analysis that leads to the Shallow Water Equations, and
then derive the Quasi-Geostrophic limit with cosine effect. In Section 3, we show that
the new model is mathematically satisfying, and provide some a priori estimates that
ensure well-posedness of the system in the corresponding Sobolev spaces. Finally, we
present some numerical simulations that compare the QG model with and without
the cosine terms. These simulations show, at least for some realistic situations and
as far as the long time behavior is concerned, that this cosine effect has to be taken
into account.
2. Derivation of the Two New Models. This section is devoted to the new
derivation of the Shallow Water and Quasi-Geostrophic models. First, we show in
Section 2.1 that for some choice of the horizontal and vertical viscosities (depending
on the aspect ratio) one should consider a complete Coriolis force to get the viscous
Shallow Water System. We then obtain a new model from which we can derive, in
Section 2.2, the corresponding Quasi-Geostrophic Equations.
2.1. Cosine Effect on Shallow Water Equations. The two dimensional Shal-
low Water System is obtained from three dimensional Navier-Stokes Equations in a
shallow domain. We look for the equations satisfied by the horizontal mean velocity
field and the free surface.
We consider 3D Navier-Stokes Equations (NSE) for an homogenous fluid:
∂tU + div(U ⊗ U) = div σ − 2
−→
Ω × U + f, (2.1a)
divU = 0, (2.1b)
for (x, z) in T2 × [b(x), h(t, x)], where U = (u,w) ∈ R2 × R is the fluid velocity, σ is
the stress tensor (given by −pId + S, S to be detailed in the sequel), 2−→Ω × U is the
Coriolis force with
−→
Ω = Ω(0, cos θ, sin θ), θ represents the latitude and will be first
considered as a constant. Finally f = −g−→e3 is the gravity force.
Hchar
x = (x1, x2)
z
h(t, x)
b(x)
H(t, x)
Lchar
Fig. 2.1. Notations used for the Shallow Water System
1The direct derivation of the viscous quasi-geostrophic equations starting from the Navier-Stokes
equations with a complete Coriolis force (see path
✄
✂
 
✁
⋆ in Figure 1.1) is still, to the best of our
knowledge, an open problem.
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Figure 2.1 above describes the computational domain, together with the bathymetry
b, the water column height H and the free surface h. We supplement Equation (2.1)
with the following boundary conditions:
• at the free surface z = h(t, x):
we usually neglect atmospheric pressure and take
σn = 0.
Sometimes we can add surface tension effects, that is
σn = a κn,
where a is the capillarity coefficient, κ is the mean curvature, n the unit
vector normal to the surface.
But in each case we know that the normal velocity in the referential linked
to a particle moving on the surface is zero:
∂th+ u · ∇xh = w.
• at the bottom z = b(x):
we have Navier type conditions
(σn) · τ1τ1 + (σn) · τ2τ2 = k U · τ1τ1 + k U · τ2τ2,
where k is the friction coefficient, (τ1, τ2) is a basis of the tangential surface.
We add the non-penetration condition
−u · ∇xb+ w = 0.
In what follows we write these equations under their non-dimensional form, make
an asymptotic development of U and study its first orders for a specific choice of
turbulent viscosities. Shallow Water Equations are obtained after integrating the first
momentum equation over the water height. We also give the Shallow Water System
when the latitude is not constant.
Dimensionless Navier-Stokes Equations. We write the Navier-Stokes system
and the boundary conditions in a non-dimensionalized form, using some characteristic
scales specially chosen to get the Shallow Water model.
Let us start with the 3D NSE for an homogenous fluid. In the following, the subscript
x denotes horizontal variables, u1 the first component of the vector u and e1 the unit
vector (1, 0). The stress tensor reads σ = −pId+S = −pId+µHDH +µV DV +µEDE .
In this relation, p is the pressure, µH , µV and µE represents eddy viscosities. More
precisely, if Λ is the vector :
Λ = γ(ξ)
(
ξ
1
)
where ξ =
h− z
b− h∇xb+
z − b
b− h∇xh and γ(ξ) =
1
√
1 + |ξ|2
,
then µH denotes the eddy viscosity related to the shear in the direction orthogonal
to Λ, µV the viscosity linked to the shear in the direction of Λ, and µE can be inter-
preted as the compression rate in the direction of Λ (or expansion in the orthogonal
direction)2. Lastly, the symmetric part of the gradient of U is split as:
2D(U) =
(
∇xu+ t∇xu ∂zu+ ∇xw
t(∂zu+ ∇xw) 2∂zw
)
= DH +DV +DE ,
2Note that, for a flat bottom, Λ corresponds to the vertical direction, hence the subscripts H
and V (vertical and horizontal shear).
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where the tensors are given by:
DH = 2(Id − Λ tΛ)D(U) (Id − Λ tΛ) + tΛD(U) Λ(Id − Λ tΛ), (2.2a)
DV = 2(Id − Λ tΛ)D(U) Λ tΛ + 2Λ tΛD(U) (Id − Λ tΛ), (2.2b)
DE = tΛD(U) Λ(3Λ tΛ − Id). (2.2c)
Then, the Navier-Stokes system reads:
∂tu+ u · ∇xu+ w∂zu = −∇xp+ divxSxx + ∂zSxz − 2Ω sin θ u⊥ − 2Ω cos θwe1,
∂tw + u · ∇xw + w∂zw = −∂zp+ divxSzx + ∂zSzz + 2Ω cos θ u1 − g,
divxu+ ∂zw = 0,
where the tensor S is written as: S =
(
Sxx Sxz
Szx Szz
)
.
We introduce the following dimensionless variables and numbers:
x = Lchar x
′, z = Hchar z
′, with ε =
Hchar
Lchar
≪ 1,
u = uchar u
′, w = wchar w
′, with wchar = εuchar,
t =
Lcar
ucar
t′, p = pcar p
′, with pcar = u
2
car,
µH = εLcarucarνH , µV = εLcarucarνV , µE = ε
3LcarucarνE ,
Sxx = u
2
carεS
′
xx, Sxz = u
2
carS
′
xz, Szx = u
2
carS
′
zx,
Szz = u
2
carεS
′
zz, S = u
2
carεS
′, with S′ =
(
S′xx
1
ε
S′xz
1
ε
S′zx εSzz
)
,
ξ = εξ′, Ro =
ucar
2LcarΩ
, F r =
ucar√
gHcar
.
where ε is the aspect ratio, Ro the Rossby number, Fr the Froude number. We drop
the primes to rewrite the 3D NSE:
∂tu+ u · ∇xu+ w∂zu = −∇xp+ εdivxSxx +
1
ε
∂zSxz −
sin θ
Ro
u⊥ − εcos θ
Ro
we1, (2.3a)
∂tw + u · ∇xw + w∂zw = −
1
ε2
∂zp+
1
ε
divxSzx +
1
ε
∂zSzz +
1
ε
cos θ
Ro
u1 −
1
ε2Fr2
, (2.3b)
divxu+ ∂zw = 0. (2.3c)
The tensor S is now given by: S = νHD
H +νV D
V +ε2νED
E where DH , DV and DE
still have the expressions (2.2) but with:
Λ = γ(εξ)
(
εξ
1
)
and 2D(U) =
(
∇xu+ t∇xu 1ε∂zu+ ε∇xw
t
(
1
ε
∂zu+ ε∇xw
)
2∂zw
)
.
We also have to change the boundary conditions. We first replace σ with its expression
and change the variables:
• at the free surface z = h(t, x):
the normal vector n is n = (1+ (∇xh)2)−
1
2
(
−∇xh
1
)
. The horizontal variable
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h is rescaled as h = Hcharh
′ to get the dimensionless conditions at the free
surface:
p∇xh− εSxx∇xh+
1
ε
Sxz = 0, (2.4a)
p− εSzz + εSzx∇xh = 0, (2.4b)
∂th+ u · ∇xh = w. (2.4c)
• at the bottom z = b(x):
if we write b = Hcharb
′, the non-penetration condition reads
−u · ∇xb+ w = 0. (2.5)
The Navier condition is more involved. We choose the tangential vectors
τ1 =
1
|∇xb|
(
∇⊥x b
0
)
and τ2 =
1
√
|∇xb|2 + |∇xb|4
(
−∇xb
−|∇xb|2
)
.
We define K = k u−1charε
−1 and obtain a complex expression that we do not
detail here. We perform some approximations in the following and give a
simplified equality obtained from this expression.
Hydrostatic Approximation. We now use the hydrostatic approximation, that
is we suppose the aspect ratio ε to be small. We only keep the first two orders in
Equation (2.3b) and we also drop terms in boundary conditions.
We are led to study the system:
∂tu+ u · ∇xu+ w∂zu = −∇xp+ εdivxSxx +
1
ε
∂zSxz −
sin θ
Ro
u⊥ − εcos θ
Ro
we1, (2.6a)
∂zp = εdivxSzx + ε∂zSzz −
1
Fr2
+ ε
cos θ
Ro
u1, (2.6b)
divxu+ ∂zw = 0. (2.6c)
We can simplify the Navier condition
εSxx∇xb−
1
ε
Sxz = −Ku+O(ε2). (2.7)
At the free surface, Equation (2.4c) is not modified but we can rewrite (2.4a) as
follows:
εSxz = −ε2(p∇xh− εSxx∇xh) = ε tSzx +O(ε2) for z = h(x, t),
and plug it into Equation (2.4b):
p− εSzz = −εSzx∇xh = −εSxz · ∇xh+O(ε2)
= ε2(p∇xh− εSxx∇xh) · ∇xh+O(ε2),
p− εSzz = O(ε2), for z = h(x, t). (2.8)
We integrate Equation (2.6b) from h to z, with z between b and h. The value of p at
the free surface is given by (2.8), and we find the pressure at order ε:
p(t, x, z) =
1
Fr2
(h(t, x) − z) + ε
∫ z
h
divxSxx + εSzz + ε
cos θ
Ro
∫ z
h
u1 +O(ε
2). (2.9)
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As we are looking for equations on the mean velocity and on the evolution of the
free surface, we first integrate the momentum equation (2.6a) over the water height
(between z = b(x) and z = h(t, x)). We apply Leibniz formula and get:
∂t
∫ h
b
u− ∂thu|z=h + divx
∫ h
b
(u⊗ u) − ((u · ∇xh)u)|z=h + ((u · ∇xb)u)|z=b
+(uw)|z=h − (uw)|z=b + ∇x
∫ h
b
p = ∇xh p|z=h −∇xb p|z=b
+ε divx
∫ h
b
Sxx − εSxx|z=h∇xh+ εSxx|z=b∇xb+
1
ε
Sxz |z=h
−1
ε
Sxz |z=b −
sin θ
Ro
∫ h
b
u⊥ − εcos θ
Ro
∫ h
b
we1.
Then, we use boundary conditions (2.4a), (2.4c), (2.5) and (2.7) to simplify the ex-
pressions at the surface and at the bottom and obtain the integrated momentum
equation:
∂t
∫ h
b
u+ divx
∫ h
b
(u⊗ u) + ∇x
∫ h
b
p = −∇xb p|z=b −Ku|z=b
+ ε divx
∫ h
b
Sxx −
sin θ
Ro
∫ h
b
u⊥ − εcos θ
Ro
∫ h
b
we1, (2.10)
with a new Coriolis term (the last one).
We also want the evolution of the free surface: we integrate the divergence free equa-
tion (2.6c) from the bottom to the surface, use Leibniz formula again and conditions
surface and bottom (2.4c) and (2.5) to find:
∂th(t, x) + divx
∫ h(t,x)
b(x)
u = 0. (2.11)
In the sequel we study the integrated momentum equation (2.10) and the free surface
equation (2.11) when we approximate u at the first order and at the second order.
Shallow Water System. We have already done the main assumption to get
the Shallow Water System, that is the depth is small compared to the length of the
domain. Now we develop u, w, H, p, b in powers of ε, that is u = u0 +εu1 +ε2u2 + . . .
(and so on) with H(t, x) = h(t, x) − b(x).
We look for u0, the first order of the velocity. We use the horizontal momentum
equation (2.6a) and the boundary conditions (2.4a) and (2.7). We obtain
∂2zu = O(ε), (∂zu)|z=b = O(ε), (∂zu)|z=h = O(ε),
which means that at the first order u does not depend on z: u0(t, x, z) = u0(t, x). As
we are looking for the dynamics of u0, we study the previous equations at the first
order. Let us first rewrite the evolution equation (2.11)
∂tH
0 + divx(H
0u0) = 0. (2.12)
Then we have p at the first order with (2.9):
p0(t, x, z) = Fr−2(h− z).
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We replace this value in the integrated momentum equation (2.10) and obtain:
∂t(H
0u0) + divx(H
0u0 ⊗ u0) + 1
2Fr2
∇x(H0)2 =
− 1
Fr2
H0 ∇xb0 −Ku0 −
sin θ
Ro
H0u0
⊥
. (2.13)
Equations (2.12) - (2.13) form the Shallow Water System at the first order in non-
dimensional variables.
If we go back to dimensional variables we have the Shallow Water System at the first
order for a viscosity of order ε:
∂tH + divx(Hu) = 0, (2.14a)
∂t(Hu) + divx(Hu⊗ u) +
g
2
∇xH2 = −gH∇xb− ku− 2Ω sin θHu⊥. (2.14b)
At this point, we get the inviscid Shallow Water system. As underlined in Figure 1.1,
the cosine part of the Coriolis force does not modify these equations at the first order.
But there are no viscosity effects in this system: we are led to study the second order
to make viscous terms appear in our Shallow Water System.
We will denote by a bold letter the approximation of the variables at order ε (for
example, u1 = u0 + εu1) and by a bar the mean value on the water height defined by:
ū(t, x) :=
1
H(t, x)
∫ h
b
u dz.
Let us rewrite the divergence condition at the second order
∂tH
1 + divx(H
1ū1) = O(ε2). (2.15)
As before, we rewrite the momentum equation (2.6a) but at order ε, and with the
Shallow Water System at the first order (2.12) - (2.13) we obtain an expression for
the second derivative of u:
νV
ε
∂2zu = −
K
H0
u0 +O(ε).
We integrate this equality from b to z (for z between b(x) and h(t, x)) with the
boundary condition (2.7). We integrate it again from b to z to find an approximation
of u at the second order:
u = u1 |z=b + ε
K
νV
u0
∫ z
b
(
1 − s− b
0
H0
)
ds+O(ε2)
= u1 |z=b
(
1 + ε
K
νV
(z − b0)
(
1 − z − b
0
2H0
))
+O(ε2).
With this expression, we can compute the mean value of u:
ū = u1 |z=b
(
1 + ε
K
νV
H0
3
)
+O(ε2).
One can easily check that:
u2 = u2 +O(ε2),
u⊗ u = u⊗ u+O(ε2).
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This is used in the sequel.
We also have the value of p at the second order with Equation (2.9):
p(t, x, z) =
1
Fr2
(h(t, x) − z) + εcos θ
Ro
∫ z
h
u1 +O(ε
2).
We replace it in the integrated momentum equation (2.10) and, using again the di-
vergence free condition (2.6c) to express w0 as a function of h0 and u0, we get
∂t(H
1 ū) + divx(H
1 ū⊗ ū) + 1
2Fr2
∇x(H1)2 − ε
cos θ
2Ro
∇x
(
u01(H
0)2
)
= −Ku1 |z=b −∇xb
(
H1
Fr2
− εcos θ
Ro
u01H
0
)
+ ε divx(H
0Sxx)
− sin θ
Ro
H1 ū⊥ + ε
cos θ
2Ro
(H0)2e1divxu
0 − εcos θ
Ro
H0e1∇xb0 · u0 +O(ε2).
The velocity at the bottom u|z=b is given by
u1 |z=b = ū
(
1 +
εK
νV
H0
3
)−1
+O(ε2),
which leads to:
∂t(H
1 ū) + divx(H
1 ū⊗ ū) + 1
2Fr2
∇x(H1)2 = −Kū
(
1 +
εK
νV
H1
3
)−1
− ενH∇x(H1divxū)
+2ενH divx(H
1Dxū) + ε
cos θ
2Ro
∇x
(
ū1(H
1)2
)
+ ε
cos θ
2Ro
(H1)2e1divxū (2.16)
−εcos θ
Ro
H1e1∇xb · ū−
sin θ
Ro
H1 ū⊥ −∇xb
(
H1
Fr2
− εcos θ
Ro
ū1H
1
)
+O(ε2).
Equations (2.15)-(2.16) form the Shallow Water System at the second order in non-
dimensional variables, with new cosine terms.
Finally, let us go back to the dimensional form to get the viscous Shallow Water
System at the second order:
∂tH + divx(Hu) = 0, (2.17a)
∂t(Hu) + divx(Hu⊗ u) +
g
2
∇xH2 = −α0(H)u− gH∇xb
− µH∇x(Hdivxu) + 2µH divx(HDxu) + Ω cos θ∇x
(
u1H
2
)
(2.17b)
+ Ω cos θH2e1divxu− 2Ω sin θHu⊥ − 2Ω cos θHe1∇xb · u+ 2Ω cos θ u1H∇xb,
where α0(H) = k/
(
1 + kH3µV
)
.
Conversely to the first order approximation (2.14), we now have viscous terms in the
SW equations. The cosine part of the Coriolis force should be taken into account.
Remark 1. If the latitude is not constant, the only difference with the previous
development is that the term that reads Ω cos θ∇x
(
u1H
2
)
in the constant case must be
replaced by Ω∇x
(
cos θu1H
2
)
(with no additional difficulty), the other ones remaining
unchanged.
Remark 2. Note that, if we take the capillarity into account, the term
aH∇x∆xH + aH∇x∆xb adds to the right hand side of Equation (2.17b).
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2.2. Quasi-Geostrophic Equations. The Quasi-Geostrophic model is used for
the abstract modeling of the ocean at mid-latitudes (see [5]). It is obtained from the
Shallow Water System assuming that the Rossby and Froude numbers are very small.
Derivation of the Quasi-Geostrophic Equations with Cosine Effect. We
consider the dimensionless Shallow Water System (2.15) - (2.16), that depends on
the aspect ratio ε. We add in these equations a source term f̃ that could have been
introduced in the previous derivation with no additional difficulty. In order to lighten
the notations, we set µ = µH and ν = νH in the sequel.
We write an asymptotic development u = u0 +η u1 + . . . , H = 1+η FH1 + . . . where
we suppose Ro = η, Fr2 = Fη2, b = η b̃, with η ≪ 1, F = (2ΩLchar)2/(gHchar) and
ε fixed. Let us underline that, from now on, ε is a fixed parameter, and the Rossby
number η is the asymptotic parameter, meant to go to zero. Doing this, we are not
considering a crossed asymptotic (ε, η) → 0, but we let η go to zero as ε remains fixed.
In other words, refering to Figure 1.1, we are interested in path
✄
✂
 
✁
2 -
✄
✂
 
✁
4 , that could be
different from path
✄
✂
 
✁
⋆ . This is beyond the scope of this paper and is left to further
studies. We also use the beta-plane approximation around the latitude θ0 (see [17]).
We then have to study the following equations:
∂tH + divx(Hu) = 0, (2.18a)
∂t(Hu) + divx(Hu⊗ u) +
1
Fη2
H∇xH = −
sin θ0
η
H u⊥ − β x2H u⊥
+ ε
cos θ0
2η
e1H
2divxu−
ε
2
tan θ0 β x2e1H
2divxu+ ε
cos θ0
2η
∇x(H2u1)
− ε
2
tan θ0 β∇x(H2u1 x2) − α̃0(H)u+ 2νdivx(HD(u)) − ν∇x(H divu) (2.18b)
− εcos θ0
η
He1∇xb · u+ ε tan θ0 β x2He1∇xb · u+ ε
cos θ0
η
u1H∇xb
− ε tan θ0 β x2 u1H∇xb−
1
Fη2
H∇xb+Hf̃ +O(η).
At the first and second orders, Equation (2.18a) gives:
divxu
0 = 0, and F∂tH
1 + divxu
1 + F∇xH1 · u0 = 0.
We also look at the first and second orders of the momentum equation (2.18b). The
first order gives
∇xH1 +
(
sin θ0 − ε
cos θ0
2
∂x2
)
u0
⊥
+
∇xb̃
F
= 0.
Then we take the curl (i.e. −∂x2 of the first component + ∂x1 of the second one) of
the second order and get
(∂t + u
0 · ∇x)(curlu0) = −α̃0(1)curlu0 + ν∆(curlu0) + sin θ0 F (∂tH1 + u0 · ∇xH1)
− sin θ0 Fu0 · ∇xH1 − βu02 + εF
cos θ0
2
∂x2(∂tH
1 + u0 · ∇xH1)
−∇⊥x H1 · ∇xb̃+ ε cos θ0 ∂x2(u0 · ∇xb̃) + ε cos θ0 ∇⊥x u01 · ∇xb̃+ curlf̃ .
We note that
sin θ0 u
0 · ∇xH1 − ε
cos θ0
2
(∂x2u
0) · ∇xH1 + ∇⊥x H1 ·
∇xb̃
F
= 0,
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and
(∂x2u
0) · ∇xb̃+ ∇⊥x u01 · ∇xb̃ = 0.
We define ψ by u0 = ∇⊥x ψ, and consequently H1 = (sin θ0 − ε cos θ0∂x2/2)ψ − b̃/F ,
and find
(∂t + u
0 · ∇x)
((
∂2x1 +
(
1 + ε2F
cos2 θ0
4
)
∂2x2
)
ψ − sin2 θ0 Fψ
+
(
sin θ0 − ε
cos θ0
2
∂x2
)
b̃+ βx2
)
= −α̃0(1) ∆ψ + ν∆2ψ + curlf̃ . (2.19)
Equation (2.19) is the non-dimensional Quasi-Geostrophic Equation obtained from
the viscous Shallow Water System at the second order with variable topography. The
new terms (due to the Coriolis force) are ε2F cos2 θ0∂
2
x2
ψ/4 and ε cos θ0∂x2 b̃/2. The
“unusual” sin θ0 coefficient is linked to an “unusual” Rossby number expression that
arises in F and b̃; in the “usual” case, the term sin θ0 is replaced by 1, and cos θ0 by
1/ tan θ0.
Let us remove this problem coming back to dimensional variables. We get:
Dt
(
(
∂2x1 +
(
1 + δ2
)
∂2x2
)
ψ − (2Ω sin θ0)
2
gHchar
ψ +
(
1 − Hchar
2 tan θ0
∂x2
)
2Ω sin θ0
Hchar
b+ βx2
)
= − 1
εLchar
α0(Hchar)∆ψ + µ∆
2ψ + curlf, (2.20)
where Dt =
(
∂t + u
0 · ∇x
)
, Hchar = εLchar and δ = Ω
√
Hchar/g cos θ0.
We add to this equation the following boundary conditions:
ψ = 0 and ∆ψ = 0 on ∂D,
which respectively express the non-penetration condition and the slip condition.
Remark 3. We can already notice that the cosine term has two different contribu-
tions. First, the laplacian is modified in the second direction by the small coefficient
δ. The other change is on the topography coefficient: we see the derivative of the
topography in the second variable.
3. Mathematical Properties of the Quasi-Geostrophic Equations. The
new terms in the QG model do not raise any additional mathematical difficulties.
Hereafter, we proceed as in [3] to obtain a priori estimates that ensure well-posedness
of the model (thanks to Galerkin method), and insist on the computations that are
specific to the new model. The reader is referred to [3] for further details.
We consider a rectangular domain D, multiply Equation (2.20) successively by ψ and
∆ψ+ δ2∂2x2ψ, and integrate over D. In the integrations by parts, the integrated term
vanishes as we have the boundary conditions ψ = 0 and ∆ψ = 0 on ∂D.
To simplify the notations, we write (2.20) as
Dt
((
∂2x1 +
(
1 + δ2
)
∂2x2
)
ψ − CHψ +B(x1, x2) + βx2
)
= −α∆ψ + µ∆2ψ + curlf,
or, if J represents the jacobian operator,
∂t
((
∆ + δ2∂2x2
)
ψ − CHψ
)
+ J
(
ψ,
(
∆ + δ2∂2x2
)
ψ − CHψ +B(x1, x2) + βx2
)
= −α∆ψ + µ∆2ψ + curlf. (3.1)
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We obtain after multiplication of (3.1) by ψ:
∫
D
∂t
(
∆ψ + δ2∂2x2ψ − CHψ
)
· ψ = α
∫
D
(∇ψ)2 + µ
∫
D
(∆ψ)
2
+
∫
D
curlf · ψ,
d
dt
(
‖∇ψ‖2L2(D) + δ2‖∂x2ψ‖2L2(D) + CH‖ψ‖2L2(D)
)
+ 2α
∫
D
(∇ψ)2
+2µ
∫
D
(∆ψ)
2 ≤ 2
∣
∣
∣
∣
∫
D
curlf · ψ
∣
∣
∣
∣
≤ C
2
2α
‖curlf‖2L2(D) + α‖∇ψ‖2L2(D).
We finally get the inequality
d
dt
(
‖∇ψ‖2L2(D) + δ2‖∂x2ψ‖2L2(D) + CH‖ψ‖2L2(D)
)
+ α‖∇ψ‖2L2(D)
+ 2µ‖∆ψ‖2L2(D) ≤
C2
α
‖curlf‖2L2(D),
which ensure the following bounds:
∇ψ ∈ L∞
(
0, T ; (L2(D))2
)
, ψ ∈ L∞
(
0, T ;L2(D)
)
, ∆ψ ∈ L2
(
0, T ;L2(D)
)
. (3.2)
Similarly, multiplying (3.1) by ∆ψ + δ2∂x2ψ we get:
∫
D
∂t
(
∆ψ + δ2∂2x2ψ − CHψ
) (
∆ψ + δ2∂2x2ψ
)
+
∫
D
J(ψ, βx2 +B)
(
∆ψ + δ2∂2x2ψ
)
= −α
∫
D
∆ψ
(
∆ψ + δ2∂2x2ψ
)
(3.3)
+µ
∫
D
∆2ψ
(
∆ψ + δ2∂2x2ψ
)
+
∫
D
curlf
(
∆ψ + δ2∂2x2ψ
)
.
Let us write some properties of the different terms of this equality:
∫
D
(
∆ψ + δ2∂2x2ψ
)2
= ‖∆ψ‖2L2(D) + ‖δ2∂2x2ψ‖
2
L2(D) + 2δ
2
∫
D
∆ψ∂2x2ψ (3.4)
= ‖∆ψ‖2L2(D) + ‖δ2∂2x2ψ‖
2
L2(D) + 2δ
2‖∇∂x2ψ‖2L2(D), (3.5)
as the integrated term vanishes with the boundary conditions. We also have
2
∫
D
∆ψ∂2x2ψ ≤ 2‖∆ψ‖L2(D)‖∂
2
x2
ψ‖L2(D), (3.6)
‖∂2x2ψ‖
2
L2(D) ≤ ‖∂2x2ψ‖
2
L2(D) + ‖∂2x1ψ‖
2
L2(D) + ‖∂x1∂x2ψ‖2L2(D) = ‖∆ψ‖2L2(D),(3.7)
and consequently
∫
D
(
∆ψ + δ2∂2x2ψ
)2 ≤ (1 + 2δ2)‖∆ψ‖2L2(D) + δ4‖∂2x2ψ‖
2
L2(D)
≤ (1 + δ2)2‖∆ψ‖2L2(D). (3.8)
In addition, one should note the equality:
∫
D
∆2ψ
(
∆ψ + δ2∂2x2ψ
)
= −
∫
D
(∇∆ψ)2 + δ2
∫
D
∆2ψ∂2x2ψ
= −
∫
D
(∇∆ψ)2 − δ2
∫
D
(
∇∂2x2ψ
)2 − δ2
∫
D
(∇∂x1∂x2ψ)
2
.(3.9)
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Finally we study the jacobian term:
∫
D
J(ψ, βx2 +B)
(
∆ψ + δ2∂2x2ψ
)
≤ C
(
β + ‖∇B‖L∞(D)
)
‖∇ψ‖L2(D)‖∆ψ‖L2(D). (3.10)
Gathering Inequalities (3.4) to (3.10), Equation (3.3) becomes:
d
dt
(
‖∆ψ + δ2∂2x2ψ‖
2
L2(D) + CHδ
2‖∂x2ψ‖2L2(D) + CH‖∇ψ‖2L2(D)
)
+ 2µ‖∇∆ψ‖2L2(D) + 2µδ2
(
‖∇∂2x2ψ‖
2
L2(D) + ‖∇∂x1∂x2ψ‖2L2(D)
)
≤ g(t)
where g reads
g(t) = C
(
β + ‖∇B‖L∞(D)
)
‖∇ψ‖L2(D)‖∆ψ‖L2(D)
+ α‖∆ψ‖2L2(D) + ‖curlf‖L2(D)‖∆ψ‖L2(D).
Thanks to estimates (3.2), g is in L1(0, T ), which gives
∆ψ ∈ L∞(0, T ;L2(D)), ∂2x2ψ ∈ L∞(0, T ;L2(D)),
∇∆ψ ∈ L2(0, T ; (L2(D))2), ∇∂2x2ψ ∈ L2(0, T ; (L2(D))2),
∇∂x1∂x2ψ ∈ L2(0, T ; (L2(D))2).
The proof of the existence of solutions to the Quasi-Geostrophic Equation (2.20) relies
on Galerkin’s method. We classically get the existence of solutions for the approximate
problem (for detailed proof, the reader is referred to [3] and [7] for instance). We pass
to the limit on the space dimension thanks to the previous a priori estimates and we
get the following proposition:
Theorem 3.1. If D is a rectangular domain, for all f in L2
(
0, T ;L2(D)
)
, Equa-
tion (2.20) with the initial condition ψ0 in H
3(D)∩H10 (D) and the boundary conditions
ψ = 0 and ∆ψ = 0 on ∂D has a unique solution ψ in C
(
[0, T ];H3(D) ∩H10 (D)
)
∩
L2
(
0, T ;H4(D) ∩H10 (D)
)
.
4. Numerical Results: Cosine Effects on Large Scale Computations.
We now present numerical results for the QG equations and show that the cosine
effect cannot be neglected. These simulations are performed using finite differences in
space, with an explicit Leap-Frog scheme in time. One step every hundred, the Leap-
Frog step is replaced by an Euler explicit one, in order to avoid stability problems.
To compare the numerical simulations of the QG model with and without the new
terms, we use and modify an existing solver proposed by [18].
4.1. Methodology. Equation (2.20) can be rewritten in a more ”physical” way,
that is:
∂φ
∂t
+ J
(
ψ, φ+
(
Id − Hchar
2 tan θ0
∂x2
)
2Ω sin θ0
Hchar
b+ βx2
)
= − 1
εLcar
α0(Hcar) ∆ψ + µ∆
2ψ + curlf,
where J is the jacobian, and φ a potential vorticity which reads
φ =
(
∆ + δ2∂2x2 −
(2Ω sin θ0)
2
gHchar
Id
)
ψ. (4.1)
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The scheme used to solve the Quasi-Geostrophic Equation is the following: suppose
that we know all the quantities at time tn, φ
n, ψn and the diverse coefficients. Then
we compute the term fln which represents the time derivative of φ at tn, namely:
fln = J
(
φn +
(
Id − Hchar
2 tan θ0
∂x2
)
2Ω sin θ0
Hchar
b+ βx2, ψ
n
)
− 1
εLcar
α0(Hcar) ∆ψ
n + µ∆2ψn + curlfn.
We thus get φ at time tn+1 and obtain ψ
n+1 thanks to Equation (4.1). If we start
with an initial condition identically equal to zero for example, we are able to plot the
stream function at any time.
The principal difficulty of the numerical scheme is the resolution of the equation that
gives φn+1 as a function of ψn+1. Note that if δ = 0, we are led to solve a Poisson
equation. The methodology we used is the one developed in [22], that is a combina-
tion of symmetries and fast Fourier transforms. More precisely, as we have Dirichlet
boundary conditions, we define two quantities ζn+1 and ξn+1 by [0;φn+1; 0;φn+1σ ]
(resp. [0;ψn+1; 0;ψn+1σ ]) where fσ is the symmetric vector of (−f) in the first vari-
able x1. We compute the Fourier transforms ζ̂ and ξ̂ of ζ and ξ in the x1 direction
and we get a system in x2. The matrix M of this system ( Mξ̂ = ζ̂) is tridiagonal
and consequently can easily be inverted. The last step is to calculate the inverse of
the Fourier transform to get ψn+1 from φn+1.
4.2. Choice of the Parameters. We consider that D is a square basin of length
L = 4.000km, which is 5.000m deep with a 100× 100 points grid, and thus the aspect
ratio is ε = 1.25×10−3. We borrow the other physical parameters from [10]. We check
that these parameters match the case studied at the beginning: in particular, the non-
dimensional horizontal viscosity is of order of the aspect ratio. We choose the forcing
term (wind) as −10−2 sin(2πx2/L) and let the model run over nearly 1600 years (note
that we have T = O(ε−1)) to ensure that the convergence error is small compared to
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Fig. 4.1. Time-average of the stream function over 1600 years. The upper part is negative so
the velocity is in the counterclockwise direction.
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the cosine effect. We then compare the results obtained with and without the cosine
terms, with a flat or a varying bottom. A first look at the evolution of the energy
behaviour indicates that the system is chaotic; we thus present the time-average of ψ
instead of ψ in the following.
4.3. Flat Bottom. As mentionned above, the cosine effect has two correlated
contributions. In order to disconnect these terms, we first consider a flat bottom so
that the second term (depending on the topography variations) vanishes. Figure 4.1
shows the stream function without the cosine effect, and we plot in Figure 4.2 the
difference between the two models: this corresponds to the numerical contribution of
the cosine effet.
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Fig. 4.2. Time-average of the difference between the stream function with the cosine terms and
the stream function without these terms, over 1600 years.
The difference is mainly located in the jet, with a maximum value of 1.4 ∗ 104. Com-
paring this to Figure 4.1 where the maximum value is 1.4 ∗ 105, we show that the
contribution of the new model is about ten percents.
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Fig. 4.3. An example of bottom.
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4.4. Varying Bottom. Let us now consider the cosine effect, with a bottom
depending on the second variable x2. We use a topography roughly resembling to the
Mid-Atlantic ridge, as can be seen in Figure 4.3.
As for the flat bottom, we present in Figure 4.4 the time-average of the stream func-
tion, solution of the QG model without any cosine effect. Figure 4.5 plots the differ-
ence between the two models, with and without the cosine terms.
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Fig. 4.4. Time-average of the stream function over 1600 years with a varying bottom. The
upper part is negative so the velocity is in the counterclockwise direction.
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Fig. 4.5. Time-average of the difference between the stream function with the cosine terms and
the stream function without these terms, over 1600 years, with a varying bottom.
In this configuration, the contribution of the cosine effect is weaker: only a few per-
cents.
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5. Conclusion. We derived new SW and QG models from NSE with anisotropic
turbulent viscosities. We proved that, when the horizontal viscosity is of the order
of the aspect ratio (which is physically reasonnable), some new terms appear in the
derivation of the viscous Shallow Water Equations. After providing some new the-
oretical results on the corresponding model, we perform numerical experiments that
confirm that the so-called cosine effect has to be taken into account.
Acknowledgments. The authors are grateful to E. Kazantsev, C. Kazantsev
and D. Bresch for very fruitful discussions related to this article.
REFERENCES
[1] E. Audusse. A multilayer Saint-Venant model: derivation and numerical validation. Discrete
Contin. Dyn. Syst. Ser. B, 5(2):189–214, 2005.
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