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1. Introduction
Retrieving the state of the atmosphere x, including carbon
dioxide at different pressure levels, from remote sensing ra-
diance measurements y, is a challenging statistical prob-
lem. Simulation experiments are one of the tools used to
test, validate, compare, and improve estimates (i.e., predic-
tions) of the multivariate atmospheric state. It is vital to have
effective figures of merit (FOMs) to summarise the multi-
variate prediction-error distribution from these experiments,
as these are used to assess the statistical properties of the
predicted state variables and to infer prediction intervals for
the true values of the state variables.
Consider a simulation experiment where a state-space
model is used to generate L independent replications
of the state, x(1), ..., x(L); data, y(1), ..., y(L); predic-
tor, x̂(y(1)), ..., x̂(y(L)); and prediction error, x̂(y(1)) −
x(1), ..., x̂(y(L)) − x(L). The predictor x̂(y) is typically highly
non-linear, so the statistical properties of the prediction er-
ror are difficult to obtain analytically but can be obtained
from the simulation experiment. That is, from the simula-
tions we estimate FOMs and make inference on x using the
prediction-error distribution,
x̂(y)− x ∼ Dist(Bias,Cov),
where “Dist” is a given distribution (e.g., Gaussian) with
mean vector Bias, and covariance matrix Cov.
2. Figures of Merit (FOMs)
Traditional FOMs are bias (Bias), and mean squared pre-
diction error (Mspe). In what follows, we propose functions
of them that allow straightforward simultaneous inference
on the whole state vector x.
Icv : Inverse of the coefficient of variation.
Icv = Sdv−1Bias
= Sdv−1{Ey(x̂(y)− Ex|y(x))},
Sdv : Square root of the diagonal matrix obtained from the
prediction-error covariance matrix, Cov.
Sdv = {diag(Cov)}1/2
= {diag(Ey(covx|y(x)) + covy(x̂(y)− Ex|y(x)))}
1/2,
Cor : Prediction-error correlation matrix.
Cor = Sdv−1(Cov)Sdv−1,
where we can show Cov to be equal to Mspe−(Bias)(Bias)′.
From the simulation experiment, we obtain asymptotically
unbiased estimates Îcv, Ŝdv, and Ĉor of the FOMs Icv ,
















3. Simulations from a Bivariate
State-Space Model
We use 20 simulated radiance measurements, y, to pre-
dict a bivariate state vector comprising the volume mix-
ing ratios of CO2 and O2 in parts per million (ppm), x =
(x1, x2)
′, which is assumed to be generated from a bivariate
Gaussian distribution. We predict the state vector, x, us-
ing Bayesian posterior analysis; specifically, x̂(y)=posterior
mode. For the simulation, we have:

















where ρ is the correlation between x1 and x2.
•Measurement error, ε(l)j , where realisations are indepen-
dently distributed as ε(l)j ∼ Gau(0, σ
2
ε ), for j = 1,...,20.
Radiances are measured for a notional vertical column of
the atmosphere (4.5 – 6.5 km) in which pressure decreases
approximately linearly with height. We assume aerosol-
free nadir measurements at a representative height of 5.5
km, with constant temperature Tm = 252.43 K, pressure Pm
= 0.4988 atm, solar flux, and reflectance; and we ignore
changes in radiance due to emission and scattering effects.
Now optimal estimation (i.e., the posterior mode) is used to
solve the inverse problem and obtain a predictor x̂(y) for x.
3.1 The State-Space Model
To calculate the radiance at wavenumber νi, we used the
parameters from the HITRAN2012 database (see Rothman
et al., 2013) and calculated the line strength at tempera-
ture Tm for each wavenumber νi. Then, ignoring the self-
broadened half-width, we used the air-broadened half-width
at (Tm, Pm), the optical mass of state variable xk, and the
Lorentz-line-shape function (since altitude <16 km), to ob-
tain Kk(νi, Tm, Pm), the absorption cross-section of xk. Fi-
nally, using the Beer-Lambert law, we calculated the total
radiance. Hence, for a spectral interval centred at νj that
includes nj wavenumbers {νjr : r = 1, ..., nj}, the nonlinear
forward function Fj(x) is given by,








where the constant CIR approximates the solar flux and
reflectance parameters, and g(νjr, Tm, Pm) represents the
radiative transfer equation at wavenumber νjr. Finally, we
selected J = 20 intervals to use in the experiment: 7 each
from the CO2 strong and weak bands, and 6 from the O2
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′, l = 1,...,20,000, for different values of ρ
and then defined different values of σ2ε to obtain different
signal-to-noise ratios (SNRs). Then, for each l we simu-










j ; j = 1, ..., 20. (1)
Finally, the posterior mode, x̂(y(l)) was obtained (Rodgers,
2000); l = 1,...,20,000.
3.2 Simulated FOMs
For the case, SNR = 0.5 and ρ = − 0.8, we obtained from

















The FOMs Îcv, Ŝdv,
and Ĉor can be used
to compare properties
of the prediction error
for different SNR and
ρ values.
4. Simultaneous Inference
Assume that “Dist” is approximately Gaussian, and define
c ≡ χ2K(0.95) as the upper 95
th percentile of a chi-squared
distribution on K (= 2) degrees of freedom. Then, using the
Wald statistic, an approximate 95% prediction ellipsoid for
the K-dimensional state x is defined by,
Ell(0.95) ≡ {x : (x− x̂(y) + Bias)′Cov−1(x− x̂(y) + Bias) ≤ c}.
Now define ω ≡ (Cor)−1/2Sdv−1x and correspondingly
ω̂(y) ≡ (Cor)−1/2Sdv−1x̂(y), and transform the ellipse to ob-
tain the K-dimensional 95% prediction spheroid,
Sph(0.95) ≡ {ω : (ω−ω̂(y)+Cor−1/2Icv)′(ω−ω̂(y)+Cor−1/2Icv) ≤ c},
centred at (ω̂(y)−Cor−1/2Icv) with radius c = χ2K(0.95) such
that, approximately, Pr(Sph(0.95)) = 0.95.
For a single new realisation of the hidden ‘true’ state, x,
where SNR = 0.5 and ρ = −0.8, we used the forward model
(1) to generate a vector of radiances y, and we obtained a
prediction x̂(y). The 95% prediction sphere, Sph(0.95), is
easily calculated, and hence the 95% prediction ellipsoid,
Ell(0.95), is obtained by back-transformation.
Alternatively, a 95% univariate prediction interval for each
state variable (e.g., x1) is given by,
Pr
(





where cu is the critical value of a univariate Gaussian distri-
bution. A univariate prediction interval ignores the presence
of other state variables, and here
Pr
({











which is less than 0.95.
A nominal Bonferroni-adjusted 95% simultaneous predic-
tion region for x satisfies,
Pr
({











where cb is the Bonferroni-adjusted critical value for a uni-
variate Gaussian distribution; here cb = (1.1436)cu. The pre-
diction region is larger than the region formed by the univari-
ate prediction intervals. Here, its probability is 0.953, which
is greater than 0.95, illustrating that the Bonferroni-adjusted
prediction region is conservative.
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Figure 2: SNR = 0.5 and ρ = −0.8. Key: × prediction; + bias; Region from
univariate prediction intervals; Bonferroni-adjusted prediction region; • true state.
Of course, in practice, we do not know the true value (•).
Conclusions: These results illustrate that simultaneous in-
ference on the state x is more efficient than inferring indi-
vidual state elements one-at-a-time, and we see that FOMs
Icv , Sdv , and Cor have an easily interpretable role in simul-
taneous inference.
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