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In particular engineering applications, such as reliability engineering, complex types of data are en-
countered which require novel methods of statistical analysis. Handling covariates properly while
managing the missing values is a challenging task. These type of issues happen frequently in re-
liability data analysis. Specifically, accelerated life testing (ALT) data are usually conducted by
exposing test units of a product to severer-than-normal conditions to expedite the failure process.
The resulting lifetime and/or censoring data are often modeled by a probability distribution along
with a life-stress relationship. However, if the probability distribution and life-stress relationship
selected cannot adequately describe the underlying failure process, the resulting reliability predic-
tion will be misleading. To seek new mathematical and statistical tools to facilitate the modeling of
such data, a critical question to be asked is: Can we find a family of versatile probability distribu-
tions along with a general life-stress relationship to model complex lifetime data with covariates?
In this dissertation, a more general method is proposed for modeling lifetime data with covariates.
Reliability estimation based on complete failure-time data or failure-time data with certain types
of censoring has been extensively studied in statistics and engineering. However, the actual failure
times of individual components are usually unavailable in many applications. Instead, only aggre-
gate failure-time data are collected by actual users due to technical and/or economic reasons. When
dealing with such data for reliability estimation, practitioners often face challenges of selecting the
underlying failure-time distributions and the corresponding statistical inference methods.
So far, only the Exponential, Normal, Gamma and Inverse Gaussian (IG) distributions have
been used in analyzing aggregate failure-time data because these distributions have closed-form
expressions for such data. However, the limited choices of probability distributions cannot satisfy
extensive needs in a variety of engineering applications. Phase-type (PH) distributions are robust
and flexible in modeling failure-time data as they can mimic a large collection of probability dis-
tributions of nonnegative random variables arbitrarily closely by adjusting the model structures.
In this paper, PH distributions are utilized, for the first time, in reliability estimation based on
aggregate failure-time data. To this end, a maximum likelihood estimation (MLE) method and a
Bayesian alternative are developed. For the MLE method, an expectation-maximization (EM) al-
gorithm is developed to estimate the model parameters, and the corresponding Fisher information
is used to construct the confidence intervals for the quantities of interest. For the Bayesian method,
a procedure for performing point and interval estimation is also introduced. Several numerical
examples show that the proposed PH-based reliability estimation methods are quite flexible and
alleviate the burden of selecting a probability distribution when the underlying failure-time distri-
bution is general or even unknown.
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1 Introduction
In reliability data analysis, depending on the type of product and the data collection method, vari-
ous types of data may be recorded. The most straight-forward data type is failure time data from
individual components in normal and equal conditions. However, this ideal type of data is rarely
accessible. Important other cases of available reliability lifetime data include censored data, accel-
erated life testing (ALT) data, failure-censored aggregate data and time-censored aggregate data.
These types of data or their combinations, while abundantly available, may raise challenges dur-
ing the statistical inference and data analysis procedure. A remarkable challenge in this regard, is
that not all distributions have the mathematical potential to model these types of data. To solve
this issue, robust methods are provided in this work to eliminate the need for model selection and
compensate for the other distributions that are not capable of modeling these types of data. For
this purpose, continuous Phase-type distribution is utilized as a flexible distribution that can mimic
any nonnegative distributions.
A continuous Phase-type (PH) distribution describes the time to absorption of a continuous-
time Markov chain (CTMC) defined on a finite-state space. As the set of PH distributions is
dense in the set of all nonnegative distribution, almost any nonnegative distribution can be well
represented by a PH distribution in the sense that their first three moments agree. PH distributions
have been vastly applied to many statistical analysis fields including queuing theory, healthcare
problems and risk analysis. However, the amount of PH distribution usage in degradation and
survival reliability analysis has been relatively small, leaving a gap in the literature.
Substantial reliability life data types include ALT data and field data. ALT data which is col-
lected in laboratory, is a significantly practical, although expensive, source of reliability data for
the companies. In this type of data collection, the products are exposed to different levels of en-
vironmental stresses, such as temperature, humidity, radiation and voltage, to expedite the failure
process. In the literature, models have been created to analyze the data from ALT, using expo-
nential, Weibull and lognormal distributions. Nonetheless, it can be priceless to create a robust
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model that can eliminate the model selection process. Another significant data source is field data.
The advantage of field data is its authenticity, as it is collected in real usage conditions, and being
economical, as no extra resource or product is required. An important source of reliability data
belongs to Reliability Information Analysis Center (RIAC) which is designed to collect reliability
data from U.S. DoD organizations. According to Coit and Jin (2000), over 90% of the available
datasets of non-electronic parts from RIAC are aggregated. In this document, two important vari-
ants of aggregate data, failure-censored and time-censored, are addressed and robust methods are
proposed for data analysis purposes.
Reliability estimation based on complete failure-time data or failure-time data with certain
types of censoring has been extensively studied in statistics and engineering. In practice, field
data is convenient for a number of reasons such as happening in actual use conditions instead of
laboratory and cost efficiency. When dealing with such data for reliability estimation, practitioners
often face challenges of selecting the underlying failure-time distributions and the corresponding
statistical inference methods. As mentioned, aggregate failure data usually exists in the forms
of failure-censored aggregate data and time-censored aggregate data. Aggregate data has been
addressed in the literature, nonetheless, only a few distributions are previously represented due
to the complexities in statistical inference procedures. In this regards, presenting methods that are
robust to the underlying distribution of failures are of great importance. In the rest of the document,
failure-censored aggregate data is referred to as “aggregate data” and time-censored aggregate data
is referred to as “censored aggregate data” for convenience.
The first chapter of this dissertation presents a new method for modeling lifetime data with
covariates using phase-type (PH) distributions and a general life-stress relationship formulation.
Lifetime data with covariates (e.g., temperature, humidity, and electric current) are frequently seen
in engineering applications. An important example is accelerated life testing (ALT) data. In ALT,
such data are collected by exposing test units of a product to severer-than-normal conditions to
expedite product failure. The resulting lifetime and/or censoring data with covariates are often
modeled by a probability distribution along with a life-stress relationship. However, if the prob-
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ability distribution and the life-stress relationship selected cannot adequately describe the under-
lying failure process, the resulting reliability prediction will be misleading. A numerical study
is presented to compare the performance of this method with a mixture of Weibull distributions
model. This general method creates a new avenue to modeling and interpreting lifetime data with
covariates for situations where the data-generating mechanisms are unknown or difficult to analyze
using existing statistical tools.
In the second chapter PH distributions are utilized, for the first time, in reliability estima-
tion based on aggregate failure-time data. Previously, only the Exponential, Normal, Gamma
and Inverse Gaussian (IG) distributions had been used in analyzing aggregate failure-time data
because these distributions have closed-form expressions for such data. However, the limited
choices of probability distributions cannot satisfy extensive needs in a variety of engineering ap-
plications. Phase-type (PH) distributions are robust and flexible in modeling failure-time data as
they can mimic a large collection of probability distributions of nonnegative random variables ar-
bitrarily closely by adjusting the model structures. To this end, a maximum likelihood estimation
(MLE) method and a Bayesian alternative are developed. For the MLE method, an expectation-
maximization (EM) algorithm is developed to estimate the model parameters, and the correspond-
ing Fisher information is used to construct the confidence intervals for the quantities of interest. For
the Bayesian method, a procedure for performing point and interval estimation is also introduced.
Several numerical examples show that the proposed PH-based reliability estimation methods are
quite flexible and alleviate the burden of selecting a probability distribution when the underlying
failure-time distribution is general or even unknown.
The third chapter presents a Phase-type distribution (PH) is for analyzing censored aggregate
data for the first time. This type of data collection happens due to scheduled inspections during
production. Censored aggregate data is equivalent to count data, where each component failure
is equivalent to an event. First, a censored aggregate failure time model based on PH distribu-
tion is proposed. Then, an Expectation-Maximization (EM) algorithm for maximum likelihood
(ML) parameter estimation and an alternative Bayesian RJMCMC method is developed. In many
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situations count datasets are large and include covariates. Therefore, the model is presented and
distinguished for cases without and with covariates. Numerical examples are provided for evalu-
ation of the model and comparison with existing methods, showing the strength of the proposed
method.
In the new era of data collection, reliability data from certain products are getting larger. As
the technology and data transfer speed improves, more and more data is readily available on the
product reliability from the customers. Important examples are electronic products where the
manufacturer has direct access to the products’ data. While this can significantly improve the
reliability estimation and analysis, such data might be too large for the available computational
capacities. Hence, there is a need for an efficient and proper data selection where the maximum
possible information is gained from the data, while not processing it completely. In the fourth
chapter, the problem of big data and data selection when using Phase-type (PH) distribution is
investigated. In this chapter, a data selection method based on Balanced Iterative Reducing and
Clustering using Hierarchies (BIRCH). Fisher information is used as the information gain criteria.
The performance of the model is evaluated using real-world data.
4
2 Robust Methods for Accelerated Life Testing Data Analysis
Lifetime data with covariates (e.g., temperature, humidity, and electric current) are frequently seen
in engineering applications. An important example is accelerated life testing (ALT) data. In ALT,
such data are collected by exposing test units of a product to severer-than-normal conditions to
expedite product failure. The resulting lifetime and/or censoring data with covariates are often
modeled by a probability distribution along with a life-stress relationship. However, if the proba-
bility distribution and the life-stress relationship selected cannot adequately describe the underly-
ing failure process, the resulting reliability prediction will be misleading. This chapter develops a
new method for modeling lifetime data with covariates using phase-type (PH) distributions and a
general life-stress relationship formulation. A numerical study is presented to compare the perfor-
mance of this method with a mixture of Weibull distributions model. This general method creates
a new avenue to modeling and interpreting lifetime data with covariates for situations where the
data-generating mechanisms are unknown or difficult to analyze using existing statistical tools.
2.1 Introduction
A covariate (e.g., temperature, humidity, and electric current) is a variable that is possibly predic-
tive of the outcome under study. Data with covariates are frequently seen in engineering appli-
cation. In particular, accelerated life testing (ALT) data are usually conducted by exposing test
units of a product to severer-than-normal conditions to expedite the failure process. The result-
ing lifetime and/or censoring data are often modeled by a probability distribution along with a
life-stress relationship. However, if the probability distribution and life-stress relationship selected
cannot adequately describe the underlying failure process, the resulting reliability prediction will
be misleading.
In practice, it is natural that there are underlying processes going through a series of stages
before failures occur, and many of these processes are often partially or completely unobservable
due to technology barriers or lack of understanding of failure mechanisms (Kuo, 2006). Despite
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some model-selection guidelines (Sethuraman & Singpurwalla, 1982), choosing adequate distribu-
tions to fit such data is always a challenging task. Although some commercial software packages
provide several options for probability distributions or even a distribution-selection wizard based
on the likelihood values of a limited number of candidate models, no generic model-construction
and -selection methods have been reported in the related literature. To seek new mathematical and
statistical tools to facilitate the modeling of such data, a critical question to be asked is: Can we
find a family of versatile probability distributions along with a general life-stress relationship to
model complex lifetime data with covariates?
A continuous phase-type (PH) distribution describes the time to absorption of a continuous-
time Markov chain (CTMC) defined on a finite-state space. Since the class of PH distributions
is dense, any distribution defined on [0,∞), in principle, can be approximated arbitrarily closely
by a PH distribution (Asmussen et al., 1996; Johnson & Taaffe, 1990). In reliability engineering,
Ruiz-Castro et al., 2008 investigated a repairable cold-standby system using a quasi-birth-and-
death process. Jonsson et al., 1994 used PH distributions to deal with non-exponential lifetime
distributions in a system. Recently, to model ALT data, Liao and Guo, 2013 explored a new accel-
erated failure time model (Bagdonavicius & Nikulin, 2001) based on Erlang-Coxian distributions
(Osogami & Harchol-Balter, 2003) to characterize ALT data. The ALT model belongs to an ac-
celerated failure time (AFT) model, which incorporates the effect of a covariate on the product’s
reliability through time scaling.
In this chapter, a more general method is proposed for modeling lifetime data with covariates.
In this method, a general life-stress relationship is introduced into the Coxian distribution and
a maximum likelihood-based approach is utilized to estimate the model parameters and perform
model selection. A comparison study is conducted to illustrate the modeling capability of this
method. The unique contribution of this work is that it provides a flexible method for modeling and
interpreting lifetime data with covariates when the underlying failure mechanisms are unknown or
difficult to analyze using the traditional statistical tools.
The remainder of this chapter is organized as follows. Section 2.2 describes the proposed
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model based on the Coxian distribution and the widely used model based on a mixture of Weibull
distributions. The corresponding model selection aspects are provided on Section 2.3. In Section
2.4, a numerical example is provided to compare the performance of the proposed method and the
mixture of Weibull distributions model. Finally, conclusions are drawn in Section 2.5.
2.2 General Methods for Modeling Lifetime Data with Covariates
2.2.1 Use of a Mixture of Weibull Distributions
A mixture of Weibull distributions is widely used in modeling complex lifetime data that may not
be well described by a single probability distribution such as the two- or three-parameter Weibull
distribution, lognormal distribution, and Gamma distribution. Moreover, it has also been used to
approximate other probability distributions.























pi = 1, βi and ηi are the shape and scale parameters of the individual Weibull distri-
bution, and θ represent a vector containing all model parameters. The corresponding cumulative
distribution function (CDF) F (t; θ) is:











To quantify the effects of a covariate z on the model parameters, a general approach is to model
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each individual parameter as a function of the covariate as:











For example, a widely used life-stress relationship takes a log-linear form ηi(z;αi) = exp(α0i +
α1iz) and assumes a constant shape parameter βi(z; γi) = βi.
2.2.2 Use of Coxian Distributions
We consider a CTMC with finite states 1, 2, . . . , N,N + 1, where state N +1 is the only absorbing
state and the others are transient states. Let T be the time to absorption of the CTMC. The Coxian
distribution is a versatile mathematical model that describes the absorbing time of a CTMC. Fig.
2.1 shows a three-phase Coxian model.





Figure 2.1: CTMC for a three-phase Coxian distribution.
For an acyclic PH distribution (e.g., Coxian), S is an upper triangular matrix, q = −Se,





−λ1 λ1p1 0 0
0 −λ2 λ2p2 0
... 0 . . .
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Let the process X(t)t>=0 start in the first phase by making π1 = 1. Then, the CDF and PDF of
the time to absorption T can be expressed as: F (t) = 1 − πexp(tS)e and f(t) = πexp(tS)q,
respectively, where exp(.) represents matrix exponential. A general life-stress relationship can be
introduced as follows:
λi(z) = Ψi(z; γi) (2.6)
where each transition rate λi is modeled as a function of the covariate with parameter γi. Because
all λi, i = 1, 2, · · · , N , are positive, a useful candidate is Ψi = exp(γ0i + γ1iz). In this chapter,
this exponential form of life-stress relationship is adopted.
2.3 Model Selection and Parameter Estimation
2.3.1 Maximum Likeliood Estimation Method
To estimate the model parameters θ̃ for a mixture of m Weibull distributions, the maximum likeli-
hood estimation method can be used. Given a set of lifetime data collected under J levels of the







































where Kj is the total number of observations under the jth level of covariate. Then, the maximum
likelihood estimate of θ̃ can be obtained by maximizing the log-likelihood function ln l(θ̃) after
taking the natural-log of equation 2.7.
Similarly, to estimate the model parameters in a specific Coxian-based model, the likelihood









where matricesS(zj) and q(zj) have the forms given in equation 2.5 with all λi(z), i = 1, 2, · · · , N ,
as described by equation 2.6. In this research, an expectation-maximization algorithm is utilized
to maximize the corresponding log-likelihood function for obtaining the maximum likelihood es-
timates of the model parameters.
2.3.2 Likelihood-based Model Selection
It is worth pointing out that when either the Coxian-based model or the mixture of Weibull dis-
tributions is used to model lifetime data with covariates, the model structures are not necessarily
pre-determined. Instead, a model selection method can be utilized to determine the models that
provide the best fit to the data. In particular, for the Coxian-based model the number of phases can
be determined according to the change in the value of maximum likelihood as the number of phases
is increased. Similarly, for the mixture of Weibull distributions model the number of Weibull dis-
tributions in the model can be obtained by investigating the values of maximum likelihood as more
complex models are considered.
An alternative for such model selection problems under the maximum likelihood estimation
framework is the use of Akaike Information Criterion (AIC):
AIC = 2p− 2 ln l(θ̂) (2.9)
where p is the number of parameters in parameter vector θ of the corresponding model and θ̂ is
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the maximum likelihood estimate of θ. The common practice is to choose the model that has the
lowest AIC value compared to other candidate models.
2.4 Numerical Example
In this section, we use the ALT data reported by Liao and Elsayed, 2010 to illustrate the use of the
proposed method for modeling lifetime data with a single covariate.
2.4.1 Experimental Setup
The purpose of this ALT experiment is to estimate the reliability of a type of miniature lamps under
the use condition: 2 volts. The highest operating voltage of the lamp is 5 volts. Three constant
voltage levels were used in the experiment: 5 volts, 3.5 volts, and 2 volts. After standardization
((volts− 2)/3), the three voltage levels are: z1 = 1, z2 = 0.5, and z3 = 0. The observed lifetimes
and censoring times are presented in Table 2.1. To avoid making an assumption on the underlying
distribution, the proposed Coxian-based model as well as the mixture of Weibull distributions
model are utilized to predict the reliability of this type of miniature lamps.
2.4.2 Results of Mixture of Weibull Distributions
Figures 2.2 and 2.3 show the estimated CDFs using the Kaplan-Meier estimator, a mixture model of
three Weibull distributions, and a mixture model of four Weibull distributions. Based on equation
2.5, the corresponding numbers of parameters of the two mixture models are fourteen and nineteen,
respectively. However, by comparing the result in the work of Liao and Elsayed, 2010 where the
lognormal distribution is utilized, the performance of the mixture model is inferior. On the other
hand, from Figure 2.4 that illustrates the shape and scale parameters in the mixture model of four
Weibull distributions, the adopted life-stress relationships appear to be appropriate.
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2.4.3 Results of the Proposed Coxian-based General Method
To demonstrate the superior performance of the proposed Coxian-base method with the gen-
eral life-stress relationship formulation (exponential functions), models with different numbers
of phases are obtained. Figures 2.5 and 2.6 illustrate the estimation performance of the three-phase
Coxian-based model and the seven-phase alternative. From equation 2.5 and 2.6, the numbers of
model parameters of the two models are eight and twenty, respectively. One can see that the pro-
posed method is able to provide quite adequate statistical fits. From Figure 2.7, the three-phase
Coxian-based model is suggested based on the AICs.
Table 2.1: ALT Data of a Type of Miniature Lamp.
Stress Lifetime in hours (“+” censored)
5V (z1 = 1)
20.5 22.3 23.2 24.7 26 34.1 39.6 41.8
43.6 44.9 47.7 61.6 62.1 65.5 70.8 87.8
118.3 120.1 145.4 157.4 180.9 187.7 204 206.7
213.9 215.2 218.7 254.1 262.6 293 304 313.7
314.1 317.9 337.7 430.2
3.5V (z2 = 0.5)
37.8 43.6 51.1 58.6 65.5 65.9 75.6 82.5
88.1 89 106.6 113.1 121.1 121.5 128.3 151.8
171.7 181 202.7 211.7 230.7 249.9 275.6 285
296.2 358.5 379.8 434.5 493.1 506.1 570 577.7
876.3 890+ 890+ 922 941+ 941+
2V (z3 = 0)
223.1 254 316.7 560.2 679 737 894.4 930.5+
930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+
930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+
2.5 Conclusion
This research addresses general methods for modeling lifetime data with covariates. A Coxian-
based method that incorporates a flexible approach to modeling life-stress relationship is proposed
and compared with a widely used alternative based on a mixture of Weibull distributions. The ad-
vantage of the proposed general data analysis method is that an adequate fit to lifetime data can be
obtained by gradually changing the number of phases of the associated CTMC. Without assuming
12
Figure 2.2: Statistical fits of the mixture model of three Weibull distributions.
other particular probability distributions for the lifetimes, such as extreme-value distributions, log-
normal distribution, and gamma distributions, this method leads to a Coxian-based model which
can well represent the underlying lifetime distribution that may be difficult to model. To auto-
matically determine the model structure, a maximum likelihood-based approach is developed for
adaptively determining the number of phases and estimating the model parameters. The numerical
example demonstrates that the proposed general method indeed provides practitioners with a con-
venient statistical tool for modeling lifetime data with covariates. Compared with the mixture of
Weibull distributions model, the proposed method is able to provide more accurate estimates with
comparable model complexity.
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Figure 2.3: Statistical fits of the mixture model of four Weibull distributions.
Figure 2.4: Shape and scale parameters in a mixture of four Weibull distributions.
14
Figure 2.5: AIC values for Coxian-based models with different numbers of phases.
Figure 2.6: Statistical fits of the three-phase Coxian model with general life-stress relationship.
Figure 2.7: Statistical fits of the seven-phase Coxian model with general life-stress relationship.
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3 Flexible Methods for Reliability Estimation Using Aggregate Failure-time Data
Reliability estimation based on complete failure-time data or failure-time data with certain types
of censoring has been extensively studied in statistics and engineering. However, the actual failure
times of individual components are usually unavailable in many applications. Instead, only aggre-
gate failure-time data are collected by actual users due to technical and/or economic reasons. When
dealing with such data for reliability estimation, practitioners often face challenges of selecting the
underlying failure-time distributions and the corresponding statistical inference methods. So far,
only the Exponential, Normal, Gamma and Inverse Gaussian (IG) distributions have been used in
analyzing aggregate failure-time data because these distributions have closed-form expressions for
such data. However, the limited choices of probability distributions cannot satisfy extensive needs
in a variety of engineering applications. Phase-type (PH) distributions are robust and flexible in
modeling failure-time data as they can mimic a large collection of probability distributions of non-
negative random variables arbitrarily closely by adjusting the model structures. In this chapter, PH
distributions are utilized, for the first time, in reliability estimation based on aggregate failure-time
data. To this end, a maximum likelihood estimation (MLE) method and a Bayesian alternative
are developed. For the MLE method, an expectation-maximization (EM) algorithm is developed
to estimate the model parameters, and the corresponding Fisher information is used to construct
the confidence intervals for the quantities of interest. For the Bayesian method, a procedure for
performing point and interval estimation is also introduced. Several numerical examples show that
the proposed PH-based reliability estimation methods are quite flexible and alleviate the burden of





The accuracy and authenticity of failure-time data play an important role in the reliability analysis
of a product. One source of failure-time data is from laboratory life tests. However, a common
issue in using laboratory test data is that some of unknown influential factors (e.g., ambient temper-
ature, humidity, corrosive gas, ultraviolet light) exposed by the product in the field may be ignored
in the tests. As a result, the outcome of laboratory tests may not be consistent with the behavior
of the product’s lifetime in the field. Another source of failure-time data is provided by the actual
users of the product. Obviously, it is quite valuable to utilize the rich sources of field data for
product reliability estimation as such data reflect the behavior of the product under the real usage
conditions. For this reason, organizations, such as the U.S. Department of Defense, have collected
a large volume of failure data (OREDA, 2009; Mahar et al., 2011; Denson et al., 2014).
One hurdle of using field data is that the exact failure times of individual components are
usually unavailable. In many applications, the collected data contains the number of failed compo-
nents in a single position of a system along with the system’s cumulative operating time until the
last failure. This type of data is called aggregate failure-time data. Figure 3.1 shows an example
of aggregate data. For a specific component in each system, the user replaces it whenever it fails
without recording the actual failure time. Eventually, a data point representing the time from the
first installation to the last component failure (e.g., m2 failures [replacements] in System #2) is
reported. Compared to laboratory testing data with actual failure times, the aggregate data is more
concise (Chen and Ye, 2017). To estimate the product reliability from such aggregate data, only a
few probability distributions (i.e., Exponential, Normal, Gamma and Inverse Gaussian (IG)) have
been used because their closed-form expressions for aggregate data are available. For other widely
used probability distributions, such as Weibull and Lognormal, the closed-form expressions are
not attainable. Apparently, the limited choices of probability distributions cannot satisfy extensive
needs in many engineering applications where only aggregate data are reported. To assist prac-
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titioners in using abundant aggregate data, it is necessary to develop a flexible approach and the
corresponding statistical inference methods beyond the use of limited probability distributions for
reliability estimation.
Figure 3.1: An example of aggregate data: the number of failures (e.g., m1, ..., m4) and the time
interval from the first installation till the death of the last component.
Phase-type (PH) distributions are robust and flexible in modeling failure-time data as they can
mimic a large collection of probability distributions of nonnegative random variables arbitrarily
closely by adjusting the model structures. In this chapter, PH distributions are utilized to model
aggregate data for the first time. A new expectation-maximization (EM) algorithm is developed
to obtain the maximum likelihood estimates (MLE) of model parameters. A Bayesian alternative
is also introduced to incorporate prior knowledge in parameter estimation. For both methods, the
interval estimates for the quantities of interest are derived.
3.1.2 Related Work
The Exponential distribution has been widely used in reliability for modeling failure-time data.
Because of its tractability, aggregate data are often collected and analyzed using this distribution.
Coit and Dey (1999) developed an approach to analyze Type II censored data when individual
failure times were not available. They also presented a hypothesis test to examine the Exponential
distribution assumption and tested their specific data set from a Weibull distribution. Regarding
the use of Gamma distribution, Coit and Jin (2000) developed an MLE procedure for handling ag-
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gregate failure-time data. A quasi-Newton method was used to find the MLE of model parameters.
Chen and Ye (2017a) proposed random effects models based on the Gamma and IG distributions to
handle aggregate data. Later, Chen and Ye (2017b) provided a collection of approaches to handle
aggregate data using the Gamma and IG distributions. It is worth pointing out that interval esti-
mation of quantity of interest using individual failure-time data has been extensively studied (see
Bhaumik et al., 2009), but much less effort has been taken on the analysis of aggregate data. Chen
and Ye (2017b) proposed powerful interval estimation algorithms for the Gamma and IG distribu-
tions using aggregate data. An extension to the analysis of aggregate lifetime data is the modeling
of time-censored aggregate data. This type of data is also abundant, and Chen et al. (2019) pro-
posed models for the analysis of this type of data under a Bayesian framework. Moreover, Chen
et al. (2020) proposed a parametric framework for analysis time-censored aggregate data under
Gamma and IG distributions.
When dealing with aggregate data using probability distributions other than the Exponential,
Normal, Gamma and IG distributions, an intuitive idea is to perform distribution approximation. To
approximate probability distributions for data analysis, extensive studies have been focused mainly
on the use of Lognormal distribution (Beaulieu and Rajwani, 2004; Beaulieu and Xie, 2004; Lam
and Le-Ngoc, 2007; Mehta et al., 2007; Cobb et al.; 2012, Asmussen et al., 2016), mixture of
Weibull distributions (Bučar et al., 2004; Jin and Gonigunta, 2010; Elmahdy and Aboutahoun,
2013) and the Laplace method (Rizopoulos et al.; 2009, Rue et al., 2009; Asmussen et al., 2016).
Moreover, PH distributions are proved to be able to approximate a large collection of probability
distributions of non-negative random variables arbitrarily closely. Because of this, a large amount
of work has been done on approximating general distributions with PH distributions. Phase-type
probability approximation was basically done by matching the first two moments of a PH distribu-
tion with those of a target distribution. This can be done by using a two-phase hyper-exponential
distribution for approximating the distributions with square coefficient of variation (C2) greater
than 1 and Erlang distribution for those with C2 less than 1. Another possible moment-matching
method is using the Coxian distribution for distributions with C2 > 1 and using the generalized
20
Erlang distribution for those withC2 < 1. Also, solutions for matching three moments only for dis-
tributions with C2 > 1 through a two-phase hyper-exponential distribution was used. Two-phase
Coxian and mixed Erlang distributions were also applied for the same purpose. Phase-type distri-
bution approximation started to significantly improve in terms of generality when Telek and Heindl
(2003) matched two-phase acyclic PH distributions with no mass probability at 0 for distributions
with C2 ≥ 1
2
. To make approximation more accurate and general, Osogami and Harchol-Balter
(2003) and Osogami and Harchol-Balter (2006) proposed an algorithm for mapping a general dis-
tribution to a PH distribution by matching the first three moments. Horvath and Telek (2007)
proposed an approximation approach for matching the first 2N − 1 moments for an acyclic PH
distribution with N phases. Other than moments matching, some studies have been focused on
matching the shape of a desired distribution via PH approximation (Starobinski and Sidi (2000),
Riska et al. (2004)).
PH distributions have been applied in queueing, healthcare, risk analysis, and reliability. In the
area of reliability, Delia and Rafael (2008) modeled a deteriorating system involving both inter-
nal and external failures and applied PH distributions to two different repair types. Kharoufeh et
al. (2010) introduced a hybrid, degradation-based component reliability model considering envi-
ronmental effects by PH distribution. Segovia and Labeau (2013) investigated the reliability of a
multi-state system subject to internal wear-out and external shocks using a PH distribution. Liao
and Guo (2013) modeled accelerate life testing (ALT) data using the Erlang-Coxian distribution.
Liao and Karimi (2017) studied a more flexible method of analyzing ALT data using a PH distri-
bution. In the literature, however, PH distributions have never been utilized in modeling aggregate
failure-time data. To alleviate the burden of selecting probability distributions and provide a flexi-
ble means for data analysis, this chapter studies the use of PH distributions in modeling aggregate
failure-time data for the first time. Recently, researchers have used PH distribution for modeling
multi-state systems as well as degradation analysis. Cui and Wu (2019) used PH distribution for
modeling Marcov repairable systems. Li et al. (2019) and Xu et al. (2020) studied deteriorating
structures under aging or shocks using PH distributions.
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A technical challenge of using PH distributions is model parameter estimation. Asmussen et
al. (1996) developed an EM algorithm to obtain the MLE of model parameters. They also used
the EM algorithm to minimize information divergence in density approximation. Since the EM
algorithm is computationally intensive, Okamura et al. (2011) proposed a refined EM algorithm to
reduce the computational time using uniformization and an improved forward-backward algorithm.
As an alternative, under the framework of Bayesian statistics, Bladt et al. (2003) used a Markov
chain Monte Carlo (MCMC) method combined with Gibbs sampling for general PH distributions.
Watanabe et al. (2012) also presented an MCMC approach to fit PH distributions while using
uniformization and backward likelihood computation to reduce the computational time. Ausı́n
et al. (2008) and McGrory et al. (2009) explored two special cases of PH distributions (i.e.,
Erlang and Coxian) through a Reversible Jump Markov chain Monte Carlo (RJMCMC) method.
Yamaguchi et al. (2010), and Okamura et al. (2014) presented variational Bayesian methods
to improve the computational efficiency of PH estimation in comparison to MCMC. It is worth
pointing out that all of these estimation methods were not developed for aggregate data. Perreault
et al. (2015) proposed a swarm-based approach for learning PH distributions for continuous time
Bayesian networks. In this chapter, efforts will be focused on developing a collection of new MLE
and Bayesian methods for the analysis of aggregate failure-time data.
3.1.3 Overview
The remainder of this chapter is organized as follows. Section 3.2 introduces PH distributions.
Section 3.3 provides the statistical procedures of the proposed MLE method, including the EM
algorithm and the use of Fisher information for interval estimation. The Bayesian alternative is
presented in Section 3.4 for both parameter and credible interval estimation. In Section 3.5, nu-
merical examples are provided to illustrate the practical use of the proposed PH-based aggregate
data analysis methods. A simulation study shows the strength of PH distribution in dealing with
aggregate data from an arbitrarily selected probability distribution, and the coverage probability of
Normal approximate interval estimation method is compared with the one obtained via nonpara-
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metric bootstrapping. In addition, a real dataset is also analyzed to demonstrate the practical use
of the proposed methods in industrial statistics. Finally, conclusions are drawn in Section 3.6.
3.2 PH Distributions
A PH distribution describes the time to absorption of a Continuous-time Markov Chain (CTMC)
defined on a finite-state space. Consider a finite-state CTMC X(t)∞t≥0 with N transient states






where 0′ = [0, ..., 0], S is the subgenerator matrix of the transition rates between the transient
states, and S0 = −S1 represents the absorption rates with 1 = [1, ..., 1]T (Buchholz et al., 2014).
In particular, the transition rate matrix of an acyclic CTMC can be expressed as:
S =

−λ1 p12λ1 p13λ1 · · · p1Nλ1
0 −λ2 p23λ2
. . . ...
... . . . . . . . . .
...
... . . . −λN−1 p(N−1)NλN−1
0 · · · · · · 0 −λN

, (3.2)
where 0 ≤ pij ≤ 1, i < j, i = 1, 2, ..., N − 1, j = 1, 2, ..., N , and
∑N
j=1 pij ≤ 1.
Figure 3.2 shows the corresponding CTMC of the general Phase type distribution. The prob-
ability density function (PDF) and cumulative distribution function (CDF) of PH distribution are:
f(t) = πeStS0, F (t) = 1− πeSt1, (3.3)
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1 2 3 𝑁 Absorbing state 
Figure 3.2: CTMC of an N -Phase Phase type distribution.
respectively, where π = [π1, ..., πk, ..., πN ] is the initial probability vector with
∑N
k=1 πk = 1 that
describes the probability of the process being started in each phase.
The most popular PH distributions are the Exponential, Erlang, Hyper-exponential, Hypo-
exponential, Hyper-Erlang, and Coxian distributions. Specially, Coxian distribution has been
widely used for resolving the non-identifiability problem of PH distributions. Figure 3.3 shows
the CTMC of an N -phase Coxian distribution. The transition rate matrix of an N -phase Coxian
distribution is sparse, which has zero pij’s, except pi(i+1)’s for i = 1, 2, · · · , N − 1.
 
(1 − 𝑝1)𝜆1 (1 − 𝑝2)𝜆2 
𝑝1𝜆1 𝑝2𝜆2 
. . . 1 2 𝑁 Absorbing state 
𝜆𝑁 
Figure 3.3: CTMC of an N -Phase Coxian distribution.
In this work, for the purpose of parameter estimation, the following reparameterization is used
for the transition rate matrix of an N -phase Coxian distribution. In this reparameterization λi ≡
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piλi and µi ≡ (1− pi)λi.
S =

−(λ1 + µ1) λ1 0 · · · 0
0 −(λ2 + µ2) λ2
. . . ...
... . . . . . . . . . 0
... . . . −(λN−1 + µN−1) λN−1
0 · · · · · · 0 −µN

. (3.4)
Then, the absorption rate matrix can be expressed as S0 = [µ1, µ2, ..., µN ]T . In practice, Coxian
distribution emerges as a very flexible distribution while carrying considerably less parameters than
general PH distributions. Indeed, the number of parameters in a general PH distribution is O(N2)
while for Coxian, it becomes O(N) which justifies the use of Coxian in practice. Moreover, it
can be shown that any acyclic PH distribution can be converted to a Coxian distribution. Because
of its flexibility and structural simplicity, Coxian distribution is used in this chapter although the
proposed methods can be applied to other PH distributions.
3.3 Maximum Likelihood Estimation
3.3.1 EM Algorithm for Individual Failure-time Data
An EM algorithm for estimating the parameters of a PH distribution was first proposed by As-
mussen et al. (1996). Given each individual failure time, one needs to deal with having a number
of unobserved sojourning times in those transient states of CTMC. The likelihood function can be
rewritten as:











S(i, j)Nij , (3.5)
where τ = (t1, t2, · · · , tM) contains M observed individual failure times, z represents the com-
plete observation, and Bi, Nij and Zi are the missing values of the data representing the number of
times the Markov process started in phase i, the number of jumps from phase i to phase j, and the
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total time spent in phase i, respectively, for i = 1, 2, ..., N in an N -phase PH distribution.
Note that this likelihood function is evaluated using the estimated values of the unobserved
data obtained in the Expectation step (E-step). To do this, a few statistics are defined in advance:
f(π,S),t = πe







Then, the conditional expectation of unobserved variables are calculated using the current estimates

































where i, j = 1, 2, · · · , N . In the M-step, the parameters of the distribution are re-estimated using
the current estimate of the complete data (Buchholz et al., 2014):











Note that this EM algorithm monotonically improves the likelihood value to achieve the MLE
of model parameters. However, it was developed only for individual failure-time data.
3.3.2 The Proposed EM Algorithm for Aggregate Data
The previous EM algorithm uses each data point in the E-step to contribute to estimating the
unobserved or missing values. As it can be seen, from each data point one value for each Zi, Bi
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and Nij can be found “for each phase” of the distribution, and the mean values of these give the
expected values of the variables in the E-step.
The challenge of using aggregate data, however, is that each data point corresponds to PH dis-
tributions with different numbers of failures. This causes the underlying distributions for different
data points to have different numbers of phases. Unlike individual failure-time data, in this case
we have independent but not identically distributed variables. Considering mk as the number of
failed components for data point k, the data point follows a PH distribution with Nmk phases. As
a result, the transition rate matrix for mk failures is an (Nmk)× (Nmk) matrix. So, it is necessary
to determine how and for which phases those variables should be estimated (Karimi et al. (2019)).
Primarily, the most important aspects are finding the resulting transition rate matrix for the
sum of a number of similar N -phase PH variables and deriving the properties of the resulting
distribution to develop an EM algorithm for the case of aggregate data. For some distributions,
such as Gamma, this is straightforward. In the case of sum of m similar Gamma variables, the
resulting variable will follow a Gamma distribution with shape parameter equal to m times the
shape parameter of the single variable. However, this turns out to be a more challenging issue for
PH distribution and requires further analysis of the parameters that are in a matrix format.
Clearly, if variable C is the sum of two PH variables A and B, the transition rate matrix of C





and the initial probability vector becomes π(C) = [π(A),π(A)(N + 1)π(B)]. The term π(A)(N + 1)
is the probability of process A starting in an absorption state that is considered 0 here, so π(C) =
[π(A),01×N ]. When modeling aggregate failure-time data, the sum of mk similar PH variables has
a transition rate matrix consisting of submatrices equal to the single PH variable transition rate
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matrix and failure vector. The design of these matrices is in the following form:
S(new) =

S S0π 0 · · · 0
0 S S0π . . . ...
... . . . . . . . . . 0
... . . . S S0π




In the previous EM algorithm, each element estimated in the E-step is comprised of the mean of
M matrices driven from the data set. In case of aggregate data, the sizes of matrices contributing
to calculating the missing values are different. As such, a different approach should be developed
for model parameter estimation.
More specially, matrices f(π,S),tk , b(π,S),tk and F(π,S),tk have different dimensions for different
data points. Indeed, f(π,S),tk is a 1 × Nmk, b(π,S),tk is an Nmk × 1 and F(π,S),tk is an Nmk ×
Nmk matrix. Consider f and b as mk concatenated 1 × N matrices, each of which referring to
one component failure and representing an N -phase Markov process. Each matrix F includes
mk diagonal N × N submatrices, each being equivalent to matrix F for a single component’s
failure time. Note that in this method matrix S0(k) shows the rate that in a corresponding phase
a component is moved to the absorption of the mk’th component. To catch the single component
absorption rates, the rates of transition to the phases relative to the other components should be
added to S0(k). The values of S0(k) that are relative to any component except the mk’th, are zero.
For the proposed EM algorithm, a new absorption rate matrix should be defined, which consists





S0(1)π(1) S0(1)π(2) · · · S0(1)π(N)
S0(2)π(1) S0(2)π(2) · · · S0(2)π(N)
...
... . . . · · ·
S0(N)π(1) S0(N)π(2) · · · S0(N)π(N)

. (3.14)
Consequently, the absorption rate at phase i of each individual component becomes di =∑N
j=1 S




1 , · · · ,d
(k)
N , · · · ,d
(k)
1 , · · · ,d
(k)
N ]1×Nmk (3.15)
Note that d(k) is not the actual absorption rate matrix of data point k, but it is the set of hidden
absorption matrices related to each individual component failed in that data point.
The likelihood function for this case can be described as Equation (4.15) after modifying the
definitions for some variables. In particular, τ = (t1, t2, · · · , tM ,m1,m2, · · · ,mM), and S repre-
sents the single component transition rate matrix. Each single component lifetime is related to one
Markov process, and for a data point k, mk Markov processes occur successively. In addition, the
unobserved variables, Bi, Zi, and Nij for the case of aggregate data are defined as:
Bi: the number of times the Markov process started in phase lN + i, l = 0, · · · ,max(mk)− 1.
Zi: the time that was spent in phase ln+ i; l = 0, · · · ,max(mk)− 1.
Nij: the number of jumps from phase lN + i to phase lN + j; l = 0, · · · ,max(mk)− 1.
Using the above definitions, we can make sure that inside the Markov process of each data point,
before reaching the absorption state of the current component, transitions to those phases related
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where p is the number of available data points, M =
∑p
k=1 mk is the total number of failures, π
and S are the estimated initial probability vector and transition rate matrix of a single component’s
failure time, π(k) and S(k) are those of mk components and i, j = 1, 2, · · · , N . Using these E-step
equations, the M-step can be performed using the formulas stated in Section 4.4.1.1. In summary,
the proposed EM algorithm for handling aggregate data is as follows:
(i) Define initial values for the parameters of an N -phase PH distribution.
(ii) Define the proper transition rate and absorption matrices for each data point based on the
corresponding number of failures.
(iii) Define the statistics of EM algorithm as in Equation (3.6) separately for each data point.
(iv) Use Equations (4.17) - (4.20) to estimate the unobserved data based on the current param-
eter estimates.
(v) Use Equation (4.21) to update the parameter estimates.
(vi) If a stopping criterion (e.g., a certain number of iterations or the difference between the
likelihood values of the last two iterations) is met, stop. Otherwise, go to step (iv).
3.3.3 Model Selection and Setting of Initial Values
To avoid the non-identifiability problem of parameters, we have used Coxian distribution. It can
be shown that any general PH distribution can be represented by a Coxian distribution. Using
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Coxian distribution with ordered diagonal values eliminates the redundancy in parameters. As in
the EM algorithm, the initial values should be used for the parameters, we suggest an approach
to obtain initial parameter values. Based on our experiments, the algorithm is not highly sensitive
to the initial parameter values. As long as the initial values are not chosen such that an extremely
low likelihood is attained, the algorithm can find its way to the optimum solution. Although this
seems like an easy job, in practice, it can be difficult to obtain a reasonable first guess. As Erlang
distribution is a special case of Coxian distribution, the parameter estimate of Erlang distribution
can be used as the start point. Recall that in the EM algorithm for PH distributions, if a value is
initially set to zero, it will be zero in the ML estimate. To avoid all zero values in the absorption
rate matrix, a small value relative to the optimum λ of Erlang distribution can be assigned to the
absorption rates.
Since the convolution of Erlang distribution is tractable, it can be easily used for aggregate
data. If the lifetime of each component follows Erlang(N, λ), an aggregate data point with m












−λ λ 0 · · · 0
0 −λ λ . . . ...
... . . . . . . . . .
...
... . . . −λ λ
0 · · · · · · 0 −λ

. (3.21)
When fitting a PH distribution to aggregate data, models with different numbers of phases can
be considered. Although it can be shown that increasing the number of phases could potentially
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improve the likelihood, a model selection method is required to determine the most suitable number
of phases in some sense. It is worth pointing out that using Akaike Information Criterion (AIC)
may not be effective in selecting a PH distribution, even for Coxian distribution, as the number
of phases often grows rapidly in comparison to the likelihood value. In this work, the Maximum
a Posteriori (MAP) estimation method with a Laplacian prior is used for the purpose of model









where Θ contains the parameters of the distribution under test, n equals the number of parame-
ters, and (µ, b) is the vector of Laplacian distribution parameters. With the likelihood function
f(τ |Θ) as Equation (4.15) with τ = (t1, t2, · · · , tM ,m1,m2, · · · ,mM), the MAP estimator is
argmaxΘ f(τ |Θ)p(Θ|(µ, b)), and the candidate distribution with an appropriate number of pa-
rameters that results in the highest MAP value will be selected.
3.3.4 ML-based Confidence Interval
In this section, a method for finding the confidence intervals of quantities of interest using Fisher
information is presented. It is worth pointing out that Fisher information for PH distribution has
been studied in the literature, but it has never been extended and used in dealing with aggregate
failure-time data.
Let Θ = (π, vector(S))′ be the vector containing all the parameters to be estimated, τ be the
available aggregate data, and `(Θ|τ ) = lnL(Θ|τ ) be the log-likelihood function. The empirical








Due to the special structure of PH distribution and the fact that the parameters are masked inside the
transition rate matrix, the formation of Fisher information matrix is not straightforward. Bladt et al.
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(2011) proposed an EM algorithm and a Newton-Raphson method to attain the Fisher information
matrix for the parameters of PH distribution. In this work, we will use the Newton-Raphson method
for Fisher information matrix estimation and extend their method to deal with aggregate data. To
this end, some of the expressions used in their method need to be updated.
First, the Newton-Raphson method is explained here. The derivative of the log-likelihood











where f(·) is the PDF. Note that taking the derivative of PDF f with respect to Θ is an issue,
for which the following formulas are created. The parameters of an N -phase PH distributions are
N−1 elements of π, non-diagonal elements of S, noted as dhn, and all the elements of S0, noted as
dh, for h, n = 1, 2, · · · , N . To get started, using uniformization for matrix exponential, we define


























S0, h 6= n, (3.27)
∂f(t|Θ)
∂th




where ej is a column vector with 1 in the jth place and 0 elsewhere. Then, the problem is reduced
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teSt(K− I), q = 1, 2, · · · , N2 +N − 1, (3.29)
where Dq(s) = ∂Ks+1/∂Θq. To calculate this, partial derivatives of powers of the transition rate










where [∂S/∂dij]ij = 1, [∂S/∂dij]ii = −1, [∂S/∂di]ii = −1, and the rest of the elements are all 0.








































where p, q = 1, 2, · · · , N2 +N−1. It is worth pointing out that these formulas are used to produce
a Fisher information matrix based on individual failure-time data (Bladt et al., 2011). In this work,
these formulas are extended to adapt to aggregate failure-time data.


















For each aggregate failure-time data tk, the corresponding PDF is defined based on the number of
failed components in that data point, as shown previously. In other words, we have a different PDF
(thus a different transition rate matrix and different number of phases), as given in Equation (4.9),
for each data point as:
fk(t|(π, S)) = πkeSkS0k. (3.34)
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Moreover, ∂S/∂Θq should be updated. For data point k with mk failures, [∂S/∂dhn]uv = 1
and [∂S/∂dhn]uu = −1, where h, n = 1, 2, · · · , N , h 6= n, u = h + rN , v = n + rN , r =
0, 1, · · · , N − 1. The rest of the parameters of this Nmk ×Nmk matrix will be 0s. The following
example shows the derivative of transition rate matrix with respect to a parameter when N = 3





0 0 0 0 0 0
0 −1 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −1 1
0 0 0 0 0 0

. (3.35)
Note that in this case, the only independent parameters are again the parameters of the PH distri-
bution for a single component, and the total number of parameters is N2 +N−1. So, for each data
point, no matter how many failures it contains, Θ always contains N2 +N − 1 model parameters.
After producing the Fisher information matrix, the normal approximation method can be used
to attain the confidence intervals of interest. The Wald statistic is defined as:
W = (Θ̂ − Θ)′[Σ̂Θ̂]
−1(Θ̂ − Θ), (3.36)
where Θ̂ is the MLE of Θ, and Σ̂Θ̂ is the estimated variance-covariance matrix obtained by taking
the inverse of Fisher information matrix. Since Θ̂ asymptotically follows a multivariate Normal
distribution with parameters Θ and Σ, W follows a Chi-square distribution with degrees of free-
dom equal to the length of Θ (i.e., the number of parameters noted as v). Then, a 100(1 − α)%
approximate confidence region for Θ can be obtained from:
(Θ̂ − Θ)′[Σ̂Θ̂]
−1(Θ̂ − Θ) ≤ χ2(1−α;v). (3.37)
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In certain circumstances, the statistics of Wald and likelihood ratio are equivalent, so that the
distribution is exact. For other cases, it can be shown that Wald interval is the quadratic approxima-
tion to a likelihood-based confidence region (Meeker and Escobar (1995)). Regarding PH distri-
butions, this is an asymptotic approximate method, and exact pivotal quantities for the parameters
are not discussed in the literature. In this chapter, we provide the ML confidence interval for each





λ̂1/V, λ̂1 × V
]




, z1−α/2 is the 1− α/2 quantile
of the standard Normal distribution, and ŝeλ̂1 =
√
V̂ ar(λ̂1).
For practical purposes, the confidence interval for the CDF of failure-time distribution is of
interest. Based on the estimated variance-covariance matrix, the confidence interval for the CDF
can be obtained as follows. First, the variance of the CDF estimate is calculated via the delta
method as:















Then, the approximate confidence interval for the CDF can be expressed as:
[F
˜
, F̃ ] =
[
F̂ (t)
F̂ (t) + (1− F̂ (t))×W
,
F̂ (t)











V̂ ar(F̂ (t)). (3.40)
3.4 Bayesian Alternative
A Bayesian alternative is also provided in this work for reliability estimation using aggregate data.
The studies by Ausı́n et al. (2008) and McGrory et al. (2009) concentrated on Bayesian methods
for Coxian distributions. In this section, we will use the method developed by McGrory et al.
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(2009) and extend their model to estimate the parameters of Coxian based on aggregate data.
Moreover, using the same posterior distribution for Coxian and with the assistance of Metropolis-
Hastings algorithm, credible intervals are estimated for the model parameters.
McGrory et al. (2009) introduced a Bayesian formulation for a Coxian distribution with covari-
ates and unknown number of phases. They considered a Gamma prior distribution for each param-
eter. Here, we will utilize the same model while ignoring covariates. For the transition rate matrix
of an N -phase Coxian distribution given in Equation (4.3), we assume that the prior distributions
of model parameters are λj ∼ Gamma(αj, βj), j = 1, 2, · · · , N − 1, and µj ∼ Gamma(γj, σj),
j = 1, 2, · · · , N (McGrory et al. (2009)). Then, the posterior distribution can be obtained as:



































For the case of aggregate data, λj and µj are the parameters of Coxian distribution for a single com-
ponent failure, but Si and S0i are those related to data point i based on Equation (4.9), which have
different dimensions for different data points. Note that a subscript N is added to the parameter
vector Θ to emphasize the number of phases of the current model, which may be adjusted.
RJMCMC (Green (1995)) is a method that enables jumps between models with different di-
mensions. The algorithm proposed by McGrory et al. (2009) considers three main possibilities
with equal probabilities: a fixed dimension update of the parameters, splitting the phase into two
or combining two existing phases into one, and birth of a new phase or death of an existing phase.
In particular, fixed dimension parameter update is done through a Metropolis-Hastings algorithm.
For dimension changing reversible jump moves, some basic definitions are needed. Let the current
number of phases be N and the proposed number of phases be N∗. In each jump step, the dimen-
sion can only increase or decrease by one unit while satisfying the requirement on the maximum
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and minimum numbers of phases. u, v, u∗ and v∗ are auxiliary variables defined to keep the dimen-










∣∣∣∣∂(ΘN∗ , u∗, v∗)∂(ΘN , u, v)
∣∣∣∣, (3.42)
where QN,N∗ is the probability of moving from N to N∗, and the third term is the Jacobian for
transformation, which will be addressed later. Then, the probability of accepting a proposed move
is min(R, 1). To perform a reasonable mapping, it is ensured that the mean time and probability






















For split and birth moves, where one new phase is introduced, µ and λ denote the rates before
transformation, and µa, µb, λa and λb denote the rates after the transformation. For combine and
death moves, the process will be performed reversely.
Accordingly, for each move we need to find the new parameters, based on Equations (4.28) and
(3.44), as well as the Jacobian of the transformation, which will be succinctly described here. Note
that split and combine moves cannot be applied for the final phase, while birth and death moves
are only performed on the final phase.
Via combine move: (µa, λa, µb, λb)→ (u, v, µ, λ), where u = µa and v = λa, we have:
µ =
µaµb + µaλb + λaµb




µa + λa + µb + λb
, (3.46)
|J | = (µa + λa)
2
(µa + λa + µb + λb)3
. (3.47)
Via split move: (u, v, µ, λ) → (µa, λa, µb, λb), again u = µa and v = λa, and u and v should be
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simulated from u ∼ NT (2µ, σ2) and v ∼ NT (2λ, σ2) truncated at 0. The Jacobian for a split move
is the reciprocal of the one for a combine move:
µb =
µ2aλ+ µaλaλ− λaµµa − λ2aµ





λa(−µa − λa + µ+ λ)
. (3.49)
Via death move: (µa, λa, µb)→ (u, v, µ), we have:
µ =
(µa + λa)µb
(µb + µa + λa)
, (3.50)
|J | = (µa + λa)
2
(µb + µa + λa)2
. (3.51)
Via birth move: (u, v, µ) → (µa, λa, µb) with u and v being simulated from u ∼ NT (µ, σ2) and




u+ v − µ
. (3.52)
For more detailed explanations of the RJMCMC method, readers are referred to McGrory et al.
(2009). This method can be used for updating the parameters of Coxian distribution for a single
component as a part of sum of a number of variables with the use of posterior distribution stated
in Equation (4.25). As the RJMCMC method jumps between models with different numbers of
phases, model selection is automatically performed within the estimation procedure.
For credible interval estimation, we propose to apply the same Gamma prior distributions for
the parameters. The posterior distribution takes the number of phases as constant. Based on
the posterior distribution in Equation (4.25) and using Metropolis-Hastings approach to generate
parameter estimates, credible intervals for parameters using quantiles of the generated parameter
values can be obtained. Needless to say, this model, if used only for credible interval estimation
and not for RJMCMC, can be easily extended to handle general PH distributions.
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3.5 Numerical Examples
3.5.1 A Simulation Study
3.5.1.1 Capability of Fitting Different Failure-time Distributions
To demonstrate the capability and flexibility of our proposed methods in reliability estimation,
aggregate data from different probability distributions are generated, and Coxian distributions are
used to fit the data and compared against the true distributions from which the data are generated.
In particular, the ML estimation method is illustrated in this study.
The simulated data are generated from Gamma, IG and Weibull distributions. For each dis-
tribution, two cases are considered. The first case considers 6 aggregate data points with vector
of number of failures M = [2 9 8 8 6 5], and the second case involves 12 aggregate data
points with M = [2 2 9 9 8 8 8 8 6 6 5 5]. When fitting the Coxian distri-
butions, only the aggregate data are used. However, if individual failure-times are available, to
estimate the model parameters using the ML method, Equations (3.7(-(3.11) should be applied.
To visualize the estimation capability of the proposed method, the CDF’s of the true distribution
and the estimated Coxian distribution are shown together in each figure. Moreover, we have saved
individual failure times so that the Kaplan-Meier estimate is also calculated and presented in the
same figure for comparison.
The distributions are chosen in different ranges for fair comparison. Figure 3.4 shows the re-
sults for the aggregate data generated fromGamma(2.5, 4). The result in the left figure is obtained
based on 6 data points involving a total of 38 component failures, and the right figure is based on 12
data points for a total of 76 component failures. One can see that the Coxian distribution can mimic
the true distribution quite closely, and as the number of data points increases, the deviation from the
true distribution becomes negligible. This result illustrates the flexibility of Phase-type distribution
in approximating other distributions. For the IG distribution as illustrated in Figure 3.5, the data
generated from IG(10, 8) is used. Our results show that the Coxian distribution can also mimic
the IG distribution closely. For the two-parameter-Weibull distribution, Weibull(1, 1.5), although
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the estimated 3-phase Coxian distribution is a little off from the true distribution, the number of
phases can be increased to increase the accuracy. As an illustration, a 6-phase Coxian distribution
is used to fit the same Weibull data. Figure 3.7 shows clear improvement by increasing the number
of phases. It is worth pointing out that for all the tested distributions, the same number of hidden
failures and the same number of simulated data points are used in each case. The flexibility of
PH distribution and its capability to handle aggregate data are obvious. The proposed method has
potential to be applied for the analysis of aggregate or individual failure-time data when the un-
derlying distribution cannot be conjectured. Moreover, increasing either the number of data points
or the number of phases will improve the estimation accuracy of the proposed method. This is
particularly favorable for aggregate data, since many probability distributions are intractable for
aggregate data.
 
Figure 3.4: Estimated 3-phase Coxian distribution vs. the real underlying distribution,
Gamma(2.5, 4), and Kaplan-Meier estimate. The left figure is the result based on 6 data points,
and the right figure is based on 12 aggregate data points.
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Figure 3.5: Estimated 3-phase Coxian distribution vs. the real underlying distribution, IG(10, 8),
and Kaplan-Meier estimate. The left figure is the result based on 6 data points and the right figure
is based on 12 aggregate data points.
 
Figure 3.6: Estimated 3-phase Coxian distribution vs. the real underlying distribution,
Weibull(1, 1.5), and Kaplan-Meier estimate. The left figure is the result based on 6 data points
and the right figure is based on 12 aggregate data points.
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Figure 3.7: Estimated 6-phase Coxian distribution vs. the real underlying distribution,
Weibull(1, 1.5), and Kaplan-Meier estimate. The left figure is the result based on 6 data points
and the right figure is based on 12 aggregate data points.
3.5.1.2 Study on the Coverage Probability of Normal Approximate Conference Interval
Nonparametric bootstrapping, while being widely used in many situations for interval estimation,
should be applied carefully. In particular, the coverage probabilities can be significantly lower
than the intended confidence level for small to moderate samples. The reason mainly lies behind
the resampling of the bootstrap procedure (Schenker, 1985). In case of aggregate data, failure-
times are aggregated into one data point, so practically, we are sampling groups of failures, where
the groups do not change. As a result, the resampling problem deteriorates for aggregate data,
making the coverage probability of the confidence interval even lower. In this section, the coverage
probability of confidence interval obtained using the proposed Normal approximation method is
studied against the nonparametric bootstrap method. Note that the coverage probability of credible
interval obtained using the Bayesian alternative depends on the selection of prior distribution, thus
is not studied in this chapter.
For illustration, a 3-phase Coxian distribution is used to estimate the CDF of a true failure-time
distribution, Weibull(15, 0.95). The study is conducted for cases with 6 and 12 aggregate data
points, respectively. For each case, the coverage probabilities of the two methods are estimated
based on 5000 simulation runs. Table 3.1 shows the results, which clearly show that the bootstrap
43
CIs for both cases give a much lower coverage probabilities than expected. On the other hand,
the proposed Normal approximation method provides much better coverage for those failure-time
percentiles.
Table 3.1: Coverage probabilities of 90% CIs using normal approximation and non-parametric
bootstrap
Percentile Normal approx. Normal approx. Bootstrap Bootstrap
6 data points 12 data points 6 data points 12 data points
10 0.8246 0.8751 0.1584 0.6634
50 0.9980 0.9990 0.7426 0.6733
90 0.9965 0.9985 0.6040 0.6832
3.5.2 A Real-world Application
3.5.2.1 The Data
The Reliability Information Analysis Center (RIAC) is a U.S. DoD center who serves for collecting
reliability data of fielded systems. Due to the possibilities and technical obstacles in practice, a
large amount of the data are not individual component failure-time data (Coit and Jin (2000)). The
reliability data shown in Table 3.2 is gathered by RIAC from aircraft indicator lights and has been
previously studied by Coit and Jin (2000), and Chen and Ye (2017). In this data, 6 systems were
observed, and the number of failures and the cumulative operating time up to the last failure for
each system was recorded.
Table 3.2: Aircraft indicator lights failure data







For each system k, the cumulative operating time tk represents the time from the installation
of the first component to the failure of the mk-th component at a certain component position in
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system k. For this set of data, the reliability of an individual aircraft indicator light is desired.
3.5.2.2 Reliability Estimation and Model Selection
In this section, the proposed methods are applied on the data set and compared with the three
distributions previously studied: Gamma, IG and Normal (Chen and Ye, 2017). The algorithms
were run on a computer with Core(TM) i5-6300HQ CPU, 8.00 GB RAM and on Matlab 2017b.
First, the proposed ML estimation method with the new EM algorithm is implemented. Figure
3.8 illustrates the estimated 3-phase Coxian distribution in comparison to the estimated Gamma,
IG and Normal distributions studied by Chen and Ye (2017). While the Normal distribution does
not provide a very good estimate because of high coefficient of variation. The CDF estimate from
the Coxian distribution is close to those of Gamma and IG. The computational time of this method
is 57.19 seconds with resulting likelihood value of -30.9821.
For the aircraft indicator light data, using Laplace(0, 1) as the prior distribution, Figure 3.9
shows the MAP estimation result for Coxian distributions with 1 to 10 phases. It is clear that a 3-
phase Coxian distribution is suggested. Therefore, the CDF estimate based on the 3-phase Coxian
distribution presented in Figure 3.8 is an adequate estimate.
Regarding the Bayesian alternative, the time elapsed for 100 iterations of RJMCMC algorithm
with a 20-iteration Metropolis-Hastings, varies between 45 to 50 seconds depending on the size of
matrices that are randomly chosen in the algorithm for calculations. Since RJMCMC algorithm
moves forward based on random movements to improve the estimation and the number of times
each movement is performed during one implementation is different, it could result in different
numbers of phases and transition rate matrices of different sizes. The acceptance rate of RJMCMC
is around 26% after convergence. The following two matrices are the estimated transition rate
matrices from two different implementations of the algorithm:
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Figure 3.8: CDF’s of Gamma, IG, Normal and 3-phase Coxian distributions estimated from the
aggregate aircraft indicator light data
S1 =

−.0674 0.0000 0 0 0 0
0 −0.0233 0.0000 0 0 0
0 0 −0.0072 0.0069 0 0
0 0 0 −0.0001 0.0000 0
0 0 0 0 −0.0516 0.0041











Figure 3.9: MAP model selection method performed for the data provided in Table 3.2 over the
range of 1-phase through 10-phase Coxian with Laplacian prior distributions with parameters
(0, 1). The maximum MAP estimation suggests a 3-phase Coxian.
Clearly, the two matrices are associated with two different Coxian distributions with different
numbers of phases. Unlike the MAP method used in MLE, the disadvantage of this automatic
model selection method is that it may not result in a unique model. However, as shown in Figure
3.10, the resulting CDF’s obtained from the two implementations are quite close.
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Figure 3.10: CDF estimates of aircraft indicator light from two implementations of the proposed
Bayesian method
3.5.2.3 Interval Estimation In this section, the ML confidence intervals (Normal approxima-
tion) and Bayesian credible intervals of model parameters and CDF of the 3-phase Coxian distri-
bution are calculated. In particular, the ML confidence interval is found by deriving the Fisher
information matrix first followed by calculating the estimated variance covariance matrix as:
ΣΘ̂ =

0.0046 0.0069 −0.0052 −0.0018 −0.0026
0.0069 0.0113 −0.0064 −0.0035 −0.0043
−0.0052 −0.0046 0.0157 −0.0084 −0.0053
−0.0018 0.0035 −0.0084 0.0237 0.0072
−0.0026 −0.0043 −0.0053 0.0072 0.0206

.
Afterwards, the Normal-approximation confidence intervals of model parameters are calculated as
addressed in Section 3. Regarding the Bayesian credible intervals of the parameters, the results are
obtained based on 1000 Metropolis-Hastings samples. The resulting 90% confidence intervals and
credible intervals of model parameters are shown in Table 3.3. The results of the two methods are
relatively close except the upper-bound for λ1.
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Table 3.3: C.I.’s based on the MLE and Bayesian methods
Parameter ML Estimate 90% MLE C.I. 90% Bayesian C.I.
µ1 0.0702 (0.0274,0.1130) (0.0514, 0.0902)
µ2 0.0431 (0, 0.0300) (0.0014, 0.0529)
µ3 0.0823 (0, 0.3768) (0, 0.3861)
λ1 0.0121 (0, 0.5992) (0, 0.0336)
λ2 0.0392 (0, 0.4316) (0, 0.3525)
Figure 3.11 shows the 90% confidence interval of CDF estimated using Equation (3.39). A
nonparametric 90% bootstrap confidence interval is also calculated and provided in Figure 3.12.
One can see that the nonparametric bootstrap confidence interval appears to be much narrower
than the one from the Normal-approximation alternative. Finally, Figure 3.13 presents the credible
interval of CDF from the Bayesian alternative, which depends on the selection of prior distribution
and the sample size.


























Figure 3.11: 90% Normal approximate confidence interval of CDF based on the 3-phase Coxian
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Figure 3.12: 90% bootstrap confidence interval of CDF based on the 3-phase Coxian
3.6 Conclusions and Future Work
Reliability estimation using aggregate data has been studied with only a few probability distribu-
tions. This work presents more flexible methods based on PH distributions to deal with such data
for the first time. An EM algorithm is developed in this work by exploring the submatrices to utilize
aggregate data. An alternative Bayesian method is also introduced to incorporate prior knowledge
for parameter estimation. For the MLE method, model selection is performed through an MAP
method. For the Bayesian method, model selection is concealed within the estimation procedure.
Interval estimations are also obtained for the two methods. The flexibility of PH distribution for
analyzing aggregate data with an arbitrary underlying distribution is explored in a simulation study
and the capability of PH distribution is clearly illustrated. In addition, the proposed methods are
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Figure 3.13: 90% Bayesian credible interval of CDF based on a 3-phase Coxian
successfully applied to the real dataset from RIAC. Considering that only a few probability distri-
butions have been utilized for analyzing aggregate data, this work provides more flexible methods
for analyzing aggregate failure-time data. Technically, the new EM algorithm, Fisher information
and RJMCMC for PH distribution are used to analyze aggregate data for the first time.
For future work, interval estimation for PH distribution based on generalized pivotal quantity
can be studied. Moreover, developing a nonparametric estimator based on aggregate data is a fa-
vorable while challenging research topic. Another interesting and common type of field data is
time-censored aggregate data. The most common reason for collecting such data is to perform
scheduled inspections. For time-censored aggregate data, each data point represents the number
of failures in a certain period of time (e.g., during an inspection period). Unlike the aggregate
data studied in this chapter, each time-censored aggregate time is not recorded at one of failures.
The analysis of time-censored aggregate data has recently been discussed by Chen et al. (2020).
Bayesian methods were provided for the Gamma, Inverse Gaussian, Weibull and Lognormal dis-
tributions. It is worth pointing out that the analysis of time-censored aggregate data through PH
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distribution has not been discussed in the literature. The authors of this chapter have considered
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4 A New Method for Analysis of Censored Aggregate Data Using Phase-type Distribution
Field failure-time data provide ample sources of valuable information for product reliability es-
timation. However, actual failure times of individual units are usually not reported in many sit-
uations. Instead, aggregate failure-time data that give cumulative failure times of multiple units
are collected and sometimes implemented along with censoring. Analyzing such data raises big
challenges to reliability estimation using existing statistical methods. So far, only a few probabil-
ity distributions have been utilized to handle aggregate failure-time data while many widely used
probability distributions are intractable. In this work, statistical methods using Phase-type (PH)
distributions are proposed for analyzing censored aggregate failure-time data for the first time.
Specially, a censored aggregate failure-time model based on the Coxian distribution is proposed,
and an Expectation-Maximization (EM) algorithm for maximum likelihood (ML) estimation and
a Bayesian alternative are developed for model parameter estimation. Moreover, the proposed sta-
tistical model is extended to handle data with covariates. A simulation study and two real-world
examples are provided to illustrate the superior capability of the proposed method as opposed to the
existing methods. Indeed, by mimicking the probability distributions that are the true underlying
distributions while inapplicable of handling such data, the proposed methods provide practitioners
with a collection of robust statistical tools to overcome this challenge.
4.1 Introduction
4.1.1 Background and motivation
Field failure-time data provide ample sources of valuable information for product reliability esti-
mation as they are collected under real use conditions. Therefore, a number of organizations, such
as the U.S. Department of Defense, have collected a large volume of field failure data (Denson
et al., 2014; Mahar et al., 2011; OREDA, 2009). However, due to the less controlled data col-
lection processes, field data are in various formats and often have missing values. Specially, data
aggregation happens when cumulative or combined data is provided instead of the failure times
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of individual units. A type of aggregated data frequently seen is type-I censored or time-censored
aggregate data. Such data is reported as the cumulative number of units used up to the end of an
operating time. This type of data is referred to as censored aggregate failure-time data and is the
subject of this work.
One way to report a censored aggregate data point is (t, n) that contains a time value t and an
integer value n, where t is the cumulative operating time of n+ 1 components with n failures. For
example, in a certain component position, a component is replaced with a new one immediately
when it fails, and the number of actual failures (i.e., n failures plus one working component) at the
end of a specific period of time t is reported. In many applications, it is common that t is equal
for all the censored aggregate data points. This type of data may be collected as the results of
scheduled inspections or regular reports at the end of a certain time period. However, in general,
the values of t may be different for different data points. In this work, this data format without
assuming a common value of t for different data points is adopted. Note that, this type of data is
also called count data in queueing models and many other applications. Indeed, a component’s
lifetime is equivalent to an inter-arrival time in count data, and each failure is an event.
To model count data, the most common method is to assume a Poisson process, and when co-
variates are involved, a Poisson regression model is often considered. However, in many situations
such Poisson process models may not adequately describe count data. For example, the equidisper-
sion assumption is often violated, and the memoryless property of the Exponential distribution is
not valid for a failure caused by damage accumulation due to corrosion, fatigue, fracture, etc. (Coit
& Jin, 2000). It is worth pointing out that aggregate failure-time data must be modeled based on
the convolution of the underlying failure-time distributions. So far, only the Exponential, Normal,
Gamma and Inverse Gaussian (IG) distributions have been used because their closed-form expres-
sions for aggregate data are available. However, for other widely used probability distributions,
such as Weibull, Lognormal and Extreme Value distributions, their closed-form expressions for
such data are not attainable. Clearly, it is valuable to unleash our potential in analyzing aggregate
failure-time data without being limited by a few probability distributions.
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Phase-type (PH) distributions are a family of probability distributions that are quite flexible
in mimicking the distributions of nonnegative random variables. In this work, PH distributions
are utilized for analyzing censored aggregate failure-time data for the first time. A maximum
likelihood (ML) estimation method and a Bayesian alternative are developed for modeling such
data without and with covariates. The goal is to assist practitioners in using such abundant field data
for reliability estimation without relying on some prior knowledge about the underlying failure-
time distributions. On the other hand, this work provides a tractable way to overcome the challenge
when the true underlying distribution does not have a closed-form expression for such data.
4.1.2 Related work
To represent the event and inter-arrival time relationship, the Exponential distribution probably
is the most widely used distribution. Coit and Dey (1999) tested the Exponential distribution
assumption and warned against using it in some cases. Winkelmann (1995) used a Gamma count
probability model, where the inter-arrival times follow the Gamma distribution. McShane et al.
(2008) studied a count process with Weibull inter-arrival times. They derived a Weibull count
model using a polynomial expansion for closed-form inference. Kharrat et al. (2019) developed
an R package (i.e., Countr) that provides an accessible way for performing regression on count
data based on renewal processes. Unlike those models that assume the independence of individual
lifetimes, several models, called occurrence-dependent models, were utilized for cases where each
event depends on the number of prior events (Chen et al., 2015; Yin et al., 2016). Recently, Xiao
et al. (2020) proposed a nonparametric Bayesian modeling and estimation method for renewal
processes.
Regarding aggregate failure-time data analysis, other than the Exponential distribution, Gamma
(Coit & Jin, 2000) and IG distributions (Chen & Ye, 2017) have been successfully implemented.
Specially, the analysis of censored aggregate failure-time data was investigated by Chen et al.
(2020). They provided MLE methods for Gamma and IG distributions as well as an approximate
Bayesian computation algorithm for the Lognormal and Weibull distributions.
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In many applications, the true distributions may not be directly used due to their intractability.
To overcome such technical challenges, the lognormal distribution (Beaulieu & Rajwani, 2004;
Beaulieu & Xie, 2004; Lam & Le-Ngoc, 2007; Mehta et al., 2007; OREDA, 2009), mixture of
Weibull (Bučar et al., 2004; Elmahdy & Aboutahoun, 2013; Jin & Gonigunta, 2010), and Laplace
method (Asmussen et al., 2016; Rizopoulos et al., 2009; Rue et al., 2009) have been widely used
in distribution approximation. To take the advantage of PH distributions in mimicking other prob-
ability distributions, a large bulk of work on distribution approximation is dedicated to the use of
PH distributions. Osogami and Harchol-Balter (2003), Osogami and Harchol-Balter (2006) and
Horváth and Telek (2007) used moment matching methods to approximate a general distribution
with a PH distribution. Matching the shape of distributions with PH distributions has also been
considered (Riska et al., 2004; Starobinski & Sidi, 2000).
Regarding parameter estimation for PH distributions, Asmussen et al. (1996) developed an
expectation-maximization (EM) algorithm and proposed to minimize the information divergence
in density approximation. To reduce the high computational complexity of the EM algorithm for
PH distributions, several fast estimation methods have been developed (Okamura et al., 2014;
OREDA, 2009; Yamaguchi et al., 2010). Since some information is lost or approximated in such
fast algorithms, the reduction in estimation accuracy and precision is unavoidable, and the most
proper method should be selected according to the problem. In addition to the ML estimation
method, the Bayesian alternative provides another direction for parameter estimation of PH distri-
butions. Specially, Markov Chain Monte Carlo methods are usually implemented (Ausıén et al.,
2008; McGrory et al., 2009; Watanabe et al., 2012).
Although PH distributions have been widely used for modeling individual failure-time data,
the work of Karimi et al. (2020) is the only exception that used PH distributions for aggregate
failure-time data. However, the statistical estimation methods proposed in their work are only
valid for analyzing aggregate failure-time data without censoring. Moreover, in many real world
applications, the data are often collected with some covariates. Specially, count regression mod-
els that account for the effects of socio-economics, health insurance coverage and disease status
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have been applied vastly to healthcare problems (Cameron & Johansson, 1997). In the area of
reliability, many static and dynamic covariates are recorded for engineering systems (Liu & Pan,
2020; Meeker & Hong, 2014). To handle censored aggregate failure-time data with covariates,
a PH-based regression model is also developed in this work. Note that the work by Chen et al.
(2020) on the analysis of censored aggregate failure-time data was focused on a couple of specific
probability distributions without considering covariates. In this work, PH distributions are utilized
as a flexible tool for the analysis of such data with covariates. It is also worth pointing out that
our proposed PH-based models and statistical estimation methods can be implemented in other
applications, such as modeling the length-of-stay of patients (Gu et al., 2019), stochastic operating
room scheduling (Varmazyar et al., 2020), and warranty data analysis (He et al., 2018).
4.1.3 Overview
The remainder of this chapter is organized as follows. Section 4.2 provides the preliminaries on PH
distributions and the key definitions. Section 4.3 introduces the basic model for censored aggregate
data. The maximum likelihood estimation method and the Bayesian alternative for cases without
and with covariates are described in Section 3.4 and Section 3.5, respectively. Numerical examples
including a simulation study and studies on two real datasets are provided in Section 3.6. Finally,
Section 3.7 draws conclusions.
4.2 Preliminaries on PH Distributions
A continuous PH distribution, which is used in this work due to the type of data under study,
describes the time to absorption of a continuous-time Markov chain (CTMC). Consider X(t)∞t≥0 as
an absorbing Markov process with N transient states 1, 2, · · · , N and one absorbing state N + 1.






where 0′ = [0, 0, · · · , 0], S is the transition rate matrix for the transient states, and S0 = −S1
represents the absorption rates with 1′ = [1, 1, · · · , 1] (Buchholz et al., 2014). Then, the proba-
bility density function (pdf) f(·) and the cumulative distribution function (CDF) F (·) of time to
absorption are:
f(t) = πeStS0, F (t) = 1− πeSt1, (4.2)
respectively, where π = [π(1), π(2), · · · , π(N)] is the vector of initial probabilities with πi being
the probability that the process starts at the ith state. Throughout the chapter, it is assumed that the
probability that the process starts from the absorbing state is zero.
The probability distribution defined by equation (4.2) for the CTMC X(t)∞t≥0 is called an N -
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(4.3)
where 0 ≤ pij ≤ 1,
∑N
j=1 pij ≤ 1, i = 1, 2, · · · , N − 1, j = 1, 2, ..., N and i < j. In practice,
since a product wears out until failure, the acyclic form of the distribution is a reasonable choice.
There are a number of special forms of PH distributions which have much sparser transition
matrices than the general PH distribution. Some useful special cases are Exponential, Erlang,
Hyper-exponential, Hypo-exponential, Hyper-Erlang, and Coxian distributions. Specially, the N -
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Figure 4.1 shows a schematic of the N -phase Coxian distribution. The corresponding CTMC
always starts in phase 1, and it can jump either to the immediately next state or to the absorbing
state. Note that the order of the number of parameters of a general acyclic PH distribution is
O(N2), while for the Coxian distribution it isO(N). Generally, the Coxian distribution has 2N−1
parameters. It is worth pointing out that although the Coxian distribution has a simple structure, it
can uniquely represent any general acyclic PH distribution.
 
(1 − 𝑝1)𝜆1 (1 − 𝑝2)𝜆2 
𝑝1𝜆1 𝑝2𝜆2 
. . . 1 2 𝑁 Absorbing state 
𝜆𝑁 
Figure 4.1: CTMC for N-Phase Coxian distribution.
Although the statistical estimation methods provided in this chapter can be used for general PH
distributions, to increase the computational efficiency, we will use the Coxian distribution in the
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rest of our study. Specially, we consider the following reparameterization:
S =

−(λ1 + µ1) λ1 0 · · · 0
0 −(λ2 + µ2) λ2
. . . ...
... . . . . . . . . . 0
... . . . −(λN−1 + µN−1) λN−1
0 · · · · · · 0 −µN

. (4.5)
Then, the absorption rate matrix can be expressed as S0 = [µ1, µ2, ..., µN ]T .
4.3 PH Model for Censored Aggregate Data
We first provide a general framework for PH distributions in relation to censored aggregate failure-
time data. We consider a component in a certain component position of the system. As the first
unit fails, it is immediately replaced by a new identical unit. Let t be a certain period of time, n be
the number of replacements during t, and τl be the lifetime of unit l (i.e., the lth interarrival time),
l = 1, 2, · · · , n + 1, which is unknown. Then, the probabilistic model for a censored aggregate











where fn(·) represents the pdf of the sum of n component lifetimes (time of the nth arrival), and
R(·) = 1− F (·) is the reliability function of each component. Clearly, the integration in equation
(4.6) can be very intensive to do for a PH distribution. However, by looking at this probability
from the viewpoint of the PH distribution structure, we can derive the exact answer. To this end,
we first provide three key remarks.
Remark 1. The transition matrix of a PH distribution: From the infinitesimal generator of an
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where Pt(i, j) represents the probability of the process being in phase j at time t given that the
Markov process has started at phase i (Buchholz et al., 2014). In other words, considering the
Markov process X(t)∞t≥0, we have Pt(i, j) = Pr(X(t) = j|X(0) = i). Pr notation is used to
represent probability.
Remark 2. The convolution of a PH distribution: Assuming random variables A and B follow
PH distributions with transition rate matrices S(A) and S(B), respectively, the variable C = A + B





The corresponding initial probability vectors π(A) and π(B) will make π(C) = [π(A),01×NB ],
where NB is the number of phases of the distribution of B. Deductively, the convolution of n + 1
independent and identically distributed N -phase PH variables with transition rate matrix SN×N
and initial probability vector has: π1×N ,
Sconv =

S S0π 0 · · · 0
0 S S0π . . . ...
... . . . . . . . . . 0
... . . . S S0π
0 · · · · · · 0 S

N(n+1)×N(n+1)
,πconv = [π1×N ,01×Nn]. (4.9)
Remark 3. For a censored aggregate failure-time data point (t, n), we know that t is a point in
time between the nth failure and the n+ 1th failure. In the process with the n+ 1 components, each
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 eSconv 1− eSconv1
1′ 1
 . (4.11)
In summary, the aggregate failure time of n + 1 identical units follows a N(n + 1)-phase PH
distribution with a transition rate matrix as stated in Remark 2. At time t, n components have
failed, and the process lies in somewhere in its last N phases (i.e., between nN + 1 and N(n+ 1)).
Moreover, we know that the process has started in the first N phases, making the square matrix








τl < t) = π
conveS
convte = πP ?t 1, (4.12)
where πconv is the initial probability vector for the specific data point, π is the initial probability
vector of a single component, 1 is a vector of ones, and e is a vector of all zeros except with ones
in (Nn+1)th to N(n+1)th positions. It is noteworthy that if πconveSconvte is used, the calculation
will be much less efficient than using πP ?t 1. Indeed, using πP
?
t 1 will decrease the computation




















Figure 4.2: The transition matrix for data point (t, n) with the marked square matrix P ?t .
In the presence of covariates, each data point can be expressed in the form of (t,X, n), where
X is the vector of covariates that affect the component’s lifetime. For illustration, we consider an
accelerated failure time model to incorporate the life-stress relationship such that the corresponding
transition matrix can be expressed as Pt,X = eexp(b
TX)Qconvt, where b is the regression coefficient
vector. Similar to equation (4.12), the censored aggregate failure-time model for data (t,X, n)







τl < t|X) = πconveexp(b
TX)Sconvte = πP ?t,X1, (4.13)




4.4 Maximum Likelihood Estimation Method
The likelihood function for the failure times of m individual components can be expressed as:




where τ = [t1, t2, · · · , tm] is the vector containing the individual failure times, and π is the initial
probability vector of a single component that is assumed to be the same for all the units in the
rest of this chapter. Because of the presence of matrix exponential in the equation, it is difficult to
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directly maximize the likelihood function for finding the ML estimates of the model parameters.
Asmussen et al. (1996) proposed an EM algorithm for estimating the parameters of general PH
distributions, which can handle individual failure times. As each data point provides only the time
of absorption and no information about the transitions between phases, the data can be regarded as
having missing values. In this algorithm, the number of times the process has started in each phase
(B.), the sojourn time of each phase (Z.) and the number of transitions between phases (N.) are
estimated from the data. The likelihood function considering the complete information z including
the times of arriving at each phase and the sojourn times is:











S(i, j)Nij . (4.15)
The algorithm consists of two steps performed iteratively. In the expectation step (E-step), the
unobserved variables are estimated based on the newest estimates of the parameters. In the maxi-
mization step (M-step), the parameters are re-estimated based on the observed and estimated data.
It is worth pointing out that this EM algorithm is not applicable to censor aggregate failure-
time data. In this section, two EM algorithms will be developed to handle censored aggregate
failure-time data without and with covariates. The two algorithms are applicable to general PH
distributions, and can be simply applied to the Coxian distribution defined by equation (4.5) and
the vector of initial probabilities π = [1, 0, · · · , 0]1×N .
4.4.1 Case without covariates
4.4.1.1 Likelihood function










where πk is a 1 × N(nk + 1) vector as given in equation (4.9), and ek is a vector of zeros except
with ones in (Nnk + 1)th to N(nk + 1)th positions.
4.4.1.2 EM algorithm for data without covariates In the context of censored aggregate failure-
time data, the distribution parameters are different for different data points. Specifically, πk and
Sk are determined by equation (4.9) and S0k = −Sk1. We first define the unobserved variables.
For better presentation, we use i′ and j′ for any of i + N(l − 1) with l = 1, 2, · · · , n + 1 and
i = 1, 2, · · · , N . Specially, we define:
• Bi =
∑m
k=1 1J [k]0 =i′
: the number of times the Markov process started in state i + N(l − 1),










dv: the length of time the Markov process spent in state i + N(l − 1),





v=0 1J [k]vε =i′,J [k](v+1)ε=j′
: the number of times the Markov process jumped from state
i+N(l − 1), to j +N(l − 1), i, j = 0, 1, 2, · · · , N , l = 1, 2, · · · , n+ 1, and J [k]v shows the
phase (state) of the process at the vth time interval for component k.
Then, the E-step formulas for each of the censored aggregate failure-time data are as follows
(see Appendix for the detailed derivations):



























































where ei is a vector with 1 in the ith entry and 0 elsewhere. Similarly, ei:j has 1 in entries i, i +
1, · · · , j and 0 elsewhere. After performing the E-step, the following M-step formulas:











can be applied to update the parameter estimates by maximizing the likelihood function. Note that
for the Coxian distribution, π is given as π = [1, 0, · · · , 0]1×N , so there is no need to calculate Bi
and π̂(i), i = 1, 2, · · · , N .
Algorithm 1 provides the detailed steps of the proposed EM algorithm. Note that the result of
the EM algorithm is monotonically improving when performing the E-step and M-step iteratively
until the convergence criterion is met (i.e., the difference between the likelihood values in the last
two iterations is less than a predetermined threshold ε).
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Algorithm 1: EM algorithm for fitting a PH distribution without covariates
Result: MLE of parameters in N -phase PH distribution
Data: (t,n)m,:
Require: Initial estimates of the model parameters π, S, constant ε for convergence




∣∣ > ε do
2 πk ← ((nk + 1)th convolution of π), Sk ← ((nk + 1)th convolution of S) for
k = 1, 2, · · · ,m;
3 Calculate Bi, Zi, Nij , NiN+1 for i, j = 1, 2, · · · , N and i 6= j, using equations (4.17) –
(4.20);
4 Update the estimates of distribution parameters π, S using equation set (4.21);
5 Previous Likelihood← Current Likelihood;
6 Current Likelihood← L((π, S)|(t,n));
7 end
4.4.2 Case with covariates
4.4.2.1 Likelihood function For censor aggregate failure-time data with covariates (t,X,n) =
[(t1,X1, n1), · · · , (tm,Xm, nm)], where the first entry of Xk is 1 to include the intercept in the
vector of coefficients. When using the log-linear model as the life-stress relationship, the new
parameter matrix of the model becomes:
S∗k = exp(bTXk)S, S0∗k = S∗k1 = exp(bTXk)S0. (4.22)
Then, the corresponding likelihood function can be expressed as:





where P ?tk,Xk = (e
S∗ktk)1:N,N(nk)+1:N(nk+1) is the submatrix of the transition matrix corresponding
to the kth censored aggregate failure-time data point.
4.4.2.2 EM algorithm for data with covariates Algorithm 2 gives the detailed steps of the
proposed EM algorithm.
Algorithm 2: EM algorithm for fitting a PH distribution with covariates
Result: MLE of parameters in N -phase PH distribution with covariates
Data: (t,X,n)m,:
Require: Initial estimates of model parameters π, S and b, constant ε for convergence
criterion, Previous Likelihood← −∞, Current Likelihood←∞,




∣∣ > ε do
2 πk ← ((nk + 1)th convolution of π), Sk ← ((nk + 1)th convolution of S) for
k = 1, 2, · · · ,m;
3 Calculate Bi, Zi, Nij , NiN+1 for i, j = 1, 2, · · · , N and i 6= j, using equations (4.17) –
(4.20). Replace t by t∗ in all equations;
4 Update the estimates of distribution parameters π, S using equation set (4.21);
5 Update b using random search;
6 t∗k ← exp(bTXk)tk for k = 1, 2, · · · ,m ;
7 Previous Likelihood← Current Likelihood;
8 Current Likelihood← L((π, S, b)|(t∗,X,n));
9 end
In each iteration, matrix S is estimated just as the case without covariates. Afterwards, the co-
efficient vector b is updated through a random search algorithm. Specially, the search is performed
by maximizing the log-likelihood value in an interval bu ± γ for each coefficient bu in b. The
hyperparameter γ can be defined based on the requirements of the problem. The value of b that
gives the best likelihood value of equation (4.23) is kept as the current estimate of the coefficient
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vector. The reason that a gradient-based algorithm cannot be used to find the optimal value of the
coefficients lies in the multimodality of the likelihood function. Subsequently, t∗k = exp(b
TXk)tk
is updated, as if we get a corrected set of data. The algorithm stops when the convergence criterion
is met (i.e., the difference between the likelihood values in the last two iterations is less than a
predetermined threshold ε).
It is worth pointing out that some of the steps in Algorithm 2 are not different from those for
the case without covariates. By looking at the likelihood function in equation (4.23), we can see
the life-stress relationship can be interpreted as time-scaling. In other words, under Xk = 0 we
have standard time values, tk. However, ifXk is nonzero, we can see that the time value changes to
t∗k = exp(b
TXk)tk, called the standardized time value. Therefore, by scaling all the time values,
we can use t∗k in the calculations as the regular time value. So, by updating b in each iteration we
are, in fact, updating the standardized data and getting closer and closer to the true scale.
4.5 Bayesian Estimation Method
a Bayesian alternative is also provided in this work for fitting a PH distribution to censored aggre-
gate failure-time data without and with covariates. Note that McGrory et al. (2009) developed a
Bayesian method based on a Reversible Jump Markov Chain Monte Carlo (RJMCMC) for fitting
Coxian distributions. However, their method cannot be directly applied to the censored aggregate
failure-time data. In this section, we will develop the Bayesian method specially for the Coxian
distribution by modifying the RJMCMC method. One superiority of the RJMCMC method in
comparison to many other available Bayesian methods, such as Gibbs sampling, is its automatic
model selection capability.
4.5.1 The proposed Bayesian model
4.5.1.1 Case without covariates For analyzing censored aggregate failure-time data, param-
eter updates can be done with regard to one component lifetime, similar to Section 4.4. For a
Coxian distribution, the parameters are divided into three groups of N , λ and µ, where N is the
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number of phases of Coxian that is not predetermined in this model, and the parameter vectors of




−(λ1 + µ1) λ1 0 · · · 0
0 −(λ2 + µ2) λ2
. . . ...
... . . . . . . . . . 0
... . . . −(λN−1 + µN−1) λN−1
0 · · · · · · 0 −µN

(4.24)
In this work, Gamma distributions are considered as the prior distributions for the entries in λ
and µ for a given N : λj ∼ Gamma(αj, βj), j = 1, 2, · · · , N − 1, and µj ∼ Gamma(γj, σj),
j = 1, 2, · · · , N , where αj , βj , γj and σj are the hyperparameters. The prior distribution p(N) of
N can be specified based on the problem and available information. An appropriate candidate for
the distribution ofN is a non-informative discrete uniform distribution with a desired upper bound.
To differentiate the parameter sets for different values of N , we denote ΘN = [λ,µ]. Then, the
posterior distribution can be obtained as:




































where L(ΘN , N |(t,n)) is the likelihood function same as equation (4.16).
4.5.1.2 Case with covariates For a case with covariates, we will use the same life-stress re-
lationship as used in section 4.4.2. Moreover, the prior distributions of the parameters N , λ and
µ remain similar to the case without covariates. Depending on the problem an appropriate prior
distribution should be selected for the vector of regression coefficients b. Since the entries of b
could be negative or positive, Normal and Uniform distributions can be used. Then, the posterior
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distribution can be obtained as:




































where L(ΘN , N |(t,X,n)) is the likelihood function same as equation (4.23).
4.5.2 Reversible Jump Markov Chain Monte Carlo
Clearly, for either case, changing the value of N affects the number of model parameters in λ and
µ. Using the RJMCMC method, one of the following three types of parameter updates is randomly
selected and performed in each iteration of the algorithm:
• fixed dimension parameter update,
• split a phase into two or combine two phases into one,
• birth of a new phase or death of an existing phase.
Let y = (t,n) or y = (t,X,n) for the case without or with covariates. Specially, for the case
without covariates, each move is accepted with probability min(AcR, 1) where AcR is calculated
by:
AcR =
L(ΘN∗ , N∗|y)p(ΘN∗ |N∗)p(N∗)






∣∣∣∣∂(ΘN∗ , u∗, v∗)∂(ΘN , u, v)
∣∣∣∣,
(4.27)
in whichN andN∗ denote the current and the proposed number of phases;QN,N∗ is the probability
of moving from N phases to N∗ phases, and QN∗,N is that of moving from N∗ phases to N
phases; the last term is the Jacobian for the transformation of the parameters; u, v, u∗, and v∗
are the auxiliary variables utilized to maintain the dimensionality of the existing and the proposed
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parameter spaces, (ΘN , u, v) and (ΘN∗ , u∗, v∗), respectively. To facilitate the search for the best
value of N , a range of integer values for N , from 2 to a pre-specified Nmax, can be considered.
Similarly, for the case with covariates, equation (4.27) is simply modified by including the vector
of regression coefficients b as part of model parameters.
In order to have a set of new parameters close enough to the existing parameters, one way is
to establish a proposed set of parameters such that the mean time and probability of absorption
do not change. Therefore, the following transformation is necessary for a phase that is making a




















In particular, in split and birth moves, µ and λ indicate the current rates, and µa, µb, λa, and λb are
the proposed rates; while in combine and death moves, µa, µb, λa, and λb indicate the current rates,
and µ and λ show the proposed rates. For more information regarding the parameter updating
process, readers are referred to the work of McGrory et al. (2009).
4.6 Numerical Examples
4.6.1 Simulation study
To illustrate the capability of the PH-based methods for analyzing censored aggregate failure-time
data, data is generated from different distributions, including Gamma, Weibull, IG and Lognormal,
and fitted with 3-phase Coxian distribution. From each distribution, three sets of data are generated
with sizes of 12, 30 and 100 with a censoring time of 25500 hours. It is worth pointing out that in
this simulation study, the individual failure times are made available so we can apply the Kaplan-
Meier estimator to the individual failure times and compare the results with those obtained from
the parametric models based on the censored aggregate data.
Figures 4.3 through 4.6 illustrate the estimates from the three-phase Coxian along with the
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underlying distribution of the data as well as K-M estimator of individual data. In all four figures,
as the number of data points increase, the estimated Coxian becomes closer and closer to the
real underlying distribution. One can see that the Coxian-based method provides accurate results
comparable to the Kaplan-Meier estimates on the individual failure times. Indeed, the PH-based
method has the capability of altering the number of phases in favor of a desired performance and
precision. This allows for its usage as a robust method to eliminate selecting other competitive
parametric models when handling various underlying distributions.
 
 
(c) (a) (b) 
Figure 4.3: Estimated CDF of a 3-phase Coxian distribution from (a) 12, (b) 30, and (c) 100
simulated censored aggregate data points from Gamma(2.5, 4) with a censoring time of 25500 h.
 
 
(a) (b) (c) 
Figure 4.4: Estimated CDF of a 3-phase Coxian distribution based on (a) 12, (b) 30, and (c) 100




(c) (a) (b) 
Figure 4.5: Estimated CDF of a 3-phase Coxian distribution based on (a) 12, (b) 30, and (c) 100
simulated censored aggregate data points from Weibull(6, 0.5) with a censoring time of 25500 h.
 
 
(a) (b) (c) 
Figure 4.6: Estimated CDF of a 3-phase Coxian distribution from (a) 12, (b) 30, and (c) 100
simulated censored aggregate data points from Lognormal(1.25, 1.5) with a censoring time of
25500 h.
4.6.2 Real data without covariates
The methods proposed in this work are tested on a set of censored aggregate data from Mahar et al.
(2011). This dataset is supported by the Reliability Information Analysis Center (RIAC), which is
a U.S. DoD’s center of excellence in reliability, maintainability and quality.
The censored aggregate data presented in Table 4.1 is the recorded data from a certain com-
ponent position of an electromagnetic relay in 12 army aircraft. The individual component failure
times are unavailable. Instead, for each system (aircraft), the number of failed components or,
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equivalently, the number of replacements in the time interval from the system installment to the
inspection time (25500 hours) was recorded.
Table 4.1: Censored aggregate data of electromagnetic relays: nk is the number of replacements in
the kth system and tk is the length of time during which nk replacements occurred.
nk 3 1 3 1 1 9 2 1 1 5 1 1
tk (1000 h) 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5 25.5
In addition to the PH-based methods, two other distributions are also applied to the same dataset
for comparison. Since the Gamma and IG distributions have closed-form expressions for convo-
lutions, they can be used as feasible alternatives for the analysis of censored aggregate data. The
likelihood functions of censored aggregate data for the Gamma and IG distributions are:
LGamma((α, θ)|(t,n)) =
∏m

















































where α and θ are the shape and rate parameters of the Gamma distribution, and µ and λ are
the parameters of of the IG distribution. The Gamma model was first introduced by Winkelmann
(1995). The Gamma and IG models were used by Chen et al. (2020) under a Bayesian framework.
Next, the proposed PH models are applied. Specially, Coxian distributions with different num-
bers of phases are used, and a summary of the ML estimation results, including the parameter
estimates and the corresponding likelihood values for the corresponding distributions are provided
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 , Ŝ5 =

−7.021 4.380 0 0 0
0 −0.240 0.240 0 0
0 0 −0.240 0.240 0
0 0 0 −0.240 0.240





−8.856 5.469 0 0 0 0 0
0 −0.362 0.362 0 0 0 0
0 0 −0.362 0.362 0 0 0
0 0 0 −0.362 0.362 0 0
0 0 0 0 −0.362 0.362 0
0 0 0 0 0 −0.362 0.362




Table 4.2: The results of applying different models to the censored aggregate data.
Model Gamma IG Coxian-3 Coxian-5 Coxian-7
Parameter
estimates
α̂ = 0.4180, µ̂ = 3.4575e6, Ŝ3 Ŝ5 Ŝ7
θ̂ = 34.1463 λ̂ = 1.8433
Log-likelihood −24.0551 −24.5080 −23.3064 −22.6621 −22.2306
Based on the likelihood values in Table 4.2, one can see that as the number of phases increases,
the quality of the estimation improves due to the capability of PH distribution in mimicking the
distributions of nonnegative random variables. An interesting view is that an N -phase Coxian dis-
tribution has 2N+1 parameters in principle, but the EM algorithm results in a one phase of Coxian
plus an (N−1)-phase Erlang. Indeed, the number of estimated parameters is 3 for the three Coxian
alternatives. In other words, in this application, the PH-based method provides high estimation ac-
curacy with the same number of parameters. In practice, the model with an intermediate number of
phases is suggested, such as the 3- or 5-phase Coxian in this example. Model selection procedure
can be tricky for Phase-type distribution. Because of the special structure of PH distribution, AIC
penalty is too heavy. Phase-type distribution, in practice, has a flexible number of parameters. For
instance, in a 5-phase Coxian distribution there are 11 parameters. But in the case of RIAC data,
fitting a 5-phase Coxian results in a 3-parameter distribution which is much less than 11. There-
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fore, the number of parameters varies case by case. AIC as well as the other alternative, BIC, are
not appropriate options for comparisons of Phase-type distribution fitting. Although some cases
where enough data is available, AIC and BIC may show the strength of the model. The issue of
number of data points has been referenced the method “Sample size Adjusted Bayesian Informa-
tion Criterion” (SABIC) (Sclove, 1987). This option may be useful in some cases, however, we
need a minimum data size of 23 in order not to get a negative penalty on the number of parameters.
In the RIAC data set, we have 12 data points. Figure 4.7 shows the CDF estimates using the ML
estimation method to compare the three different parametric models.
 
Figure 4.7: ML estimates of CDF by the 3-phase Coxian, Gamma and IG distributions.
The proposed PH-based Bayesian method is also performed on the same dataset. Note that
the PH-based Bayesian method is capable of performing automatic model selection. Table 4.3
shows the results of 4-, 6-, and 8-phase Coxian distributions as well as those of Gamma and IG
performed by Chen et al. (2020). The values for the three Coxian distributions are the results of
three different runs of the algorithm started with an initial 3-phase Coxian model. In Figure 4.8,
90% point-wise credible intervals for the CDF of failure time are provided for the estimated Coxian
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distributions. Since the extra parameters result in a higher Bayesian evidence, by considering the
structural complexity as an additional criterion, the 6-phase Coxian distribution is used as the final
model for the Bayesian method.
Table 4.3: The results of Bayesian evidence of the Gamma, IG and Coxian models for the censored
aggregate data.
Model Gamma IG Coxian-4 Coxian-6 Coxian-8




Figure 4.8: 90% credible intervals of CDF of failure time from three different runs of the Bayesian
PH-based method for the censored aggregate data.
The model was tuned to produce an acceptance rate of 20%− 25%. As in an RJMCMC model
a number of different models are included, usual convergence criteria is not usable. Therefore,
methods have been created specifically to monitor the convergence of RJMCMC models. One
solution is to keep track of a parameter that uniquely defines the model and examine the parameter’s
convergence (Brooks et al., 2003). Notice that this method could underestimate the convergence
time. Regarding the appropriate number of iterations, since there is no certain method introduced
in the literature, we used trial and error to determine the sufficient number of iterations.
For the parameter uniquely identifying the model, we study the first three moments of the dis-
tribution as they can almost uniquely determine the shape of the distribution. Figure 4.9 illustrates
the first moment (mean), the second central moment (variance), the third standardized moment
(skewness) of the estimated Coxian distribution as well as the log-posterior in each iteration. The
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log-posterior is calculated by substituting the point estimates of parameters in each iteration in
the natural logarithm of equation (4.25). One can see that the convergence of these quantities is
obvious after 1700 iterations for the RIAC data set.
Figure 4.9: Convergence of log-posterior, and the mean, variance and skewness of the estimated
Coxian distribution.
4.6.3 Real data with covariates
To test the strength of the proposed methods in handling censored aggregate data with covariates,
a set of accelerated life testing (ALT) data from a type of miniature lamps with voltage as the
covariate is used (Liao & Karimi, 2017). This dataset contains individual failure times of 77
components as well as censoring time for 17 components under three different voltage levels. The
original dataset is presented in Table 4.4.
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Table 4.4: ALT data of miniature lamps.
Stress Lifetime in hours (“+” censored)
5V (z1 = 1)
20.5 22.3 23.2 24.7 26 34.1 39.6 41.8
43.6 44.9 47.7 61.6 62.1 65.5 70.8 87.8
118.3 120.1 145.4 157.4 180.9 187.7 204 206.7
213.9 215.2 218.7 254.1 262.6 293 304 313.7
314.1 317.9 337.7 430.2
3.5V (z2 = 0.5)
37.8 43.6 51.1 58.6 65.5 65.9 75.6 82.5
88.1 89 106.6 113.1 121.1 121.5 128.3 151.8
171.7 181 202.7 211.7 230.7 249.9 275.6 285
296.2 358.5 379.8 434.5 493.1 506.1 570 577.7
876.3 890+ 890+ 922 941+ 941+
2V (z3 = 0)
223.1 254 316.7 560.2 679 737 894.4 930.5+
930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+
930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+ 930.5+
To illustrate how the proposed PH-based models perform, the data is combined into a set of
censored aggregate data as shown in Table 4.5. The advantage of using this dataset is that the indi-
vidual failure times can be used for comparison. Specifically, our estimated CDF can be compared
with the Kaplan-Meier estimate at each stress level. In addition to the Coxian distributions with
different numbers of phases, for comparison, the Gamma and IG distributions are also considered
with θ = 1
α exp(bX)
for Gamma and µ = exp(bX) for IG. Note that only the ML method is applied
in this example, but the Bayesian alternative can be applied too.
84
Table 4.5: Censored aggregated data from ALT data of miniature lamps.
Stress Lifetime in hours (“+” censored)
5V (z1 = 1)
time 450 450 450 450 450 450 450
no. fails 2 3 4 2 4 1 3
time 450 450 450
no. fails 2 2 3
3.5V (z2 = 0.5)
time 1000 1000 1000 1000 1000 1000 1000
no. fails 4 3 2 3 3 7 2
time 500 890 890 941 941
no. fails 2 0 0 0 0
2V (z3 = 0)
time 1500 1000 700 930.5 930.5 930.5 930.5
no. fails 1 2 1 0 0 0 0
time 930.5 930.5 930.5 930.5 930.5 930.5 930.5
no. fails 0 0 0 0 0 0 0
time 930.5 930.5 930.5 930.5 930.5 930.5
no. fails 0 0 0 0 0 0
The ML estimation results, including the parameter estimates and the corresponding likelihood







 , Ŝ5 =

−0.00916 0.00497 0 0 0
0 −0.00916 0.00756 0 0
0 0 −0.00916 0.00811 0
0 0 0 −0.00916 0.00785





−0.01534 0.00944 0 0 0 0 0
0 −0.01534 0.01091 0 0 0 0
0 0 −0.01534 0.01314 0 0 0
0 0 0 −0.01534 0.01510 0 0
0 0 0 0 −0.01534 0.01526 0
0 0 0 0 0 −0.01534 0.01497
0 0 0 0 0 0 −0.01534

.
One can see that the Coxian distributions outperform the Gamma and IG distributions in terms of
the likelihood values. Moreover, the ML method produces Coxian structures as much as needed
with the rest of the CTMC being Erlang. By increasing the number of phases in the Coxian
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distribution, the likelihood value increases. To balance the complexity of the model and estimation
accuracy, the 3-phase Coxian model is selected in this application. Figure 4.10 shows the CDF
estimates for the three stress levels using the Kaplan-Meier estimator based on the original ALT
data and the three parametric models based the censored aggregate data. Note that the estimates
from the 3-phase Coxian model match the Kaplan-Meier estimates for the first and third stress
levels, but for the second stress level, the result deviates from the Kaplan-Meier estimate. The
problem lies in the significant information loss when aggregating the individual ALT data into the
censored aggregate data.
Table 4.6: The results of different models on the censored aggregate data given in Table 4.5.
Model Gamma IG Coxian-3 Coxian-5 Coxian-7
Parameter
estimates
α̂ = 0.886, λ̂ = 376.8359, Ŝ3, Ŝ5, Ŝ7,
b̂1 = −7.902, b̂1 = −8.195, b̂1 = −1.600, b̂1 = −2.152, b̂1 = −2.581,
b̂2 = 2.870 b̂2 = 2.784 b̂2 = 2.775 b̂2 = 2.882 b̂2 = 3.083
Log-likelihood −53.823 −58.854 −53.6954 −53.4583 −53.2237
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Figure 4.10: Comparison of statistical fits of the three parametric models capable of handling
censor aggregate data.
4.7 Conclusions
This work uses a PH distribution model to analyze censored aggregate failure-time data for the
first time. To estimate the model parameters, an EM algorithm is developed for the ML estimation
method and an alternative Bayesian method is also provided. The simulation study shows the flex-
ibility of PH distribution in approximating other probability distributions widely used in reliability
engineering. Moreover, the two real-world examples demonstrate the capability of the PH-based
method in the analysis of censored aggregate failure-time data with and without covariates. It is
worth pointing out that the proposed method provides a new direction for analyzing such data gen-
erated from a variety of nonnegative random variables. From a technical point of view, this method
can be used as a powerful substitute for those underlying probability distributions that are math-
ematically intractable in analyzing such data. For a practitioner, it alleviates the burden of model
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selection and provides great flexibility in determining the model complexity and interpretability
based on computational challenges and other needs.
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The conditional expectations of hidden variables of PH distribution, Bi, Zi, Nij , i, j = 1, · · · , N
are derived for a single censored aggregate data point. Note that in the following equations, i
refers to the ith phase of each individual component and v determines the component that we are
referring to. For example, if N = 3 for a data point with n = 4, the corresponding PH process has
3(4 + 1) = 15 phases. Given i = 2, we are referring to the phases 2, 5, 8, 11, 14 of the PH process
or equivalently i + N(v − 1). π and P. are the initial probability vector and the transition matrix
corresponding to data point (t, n). Ju indicates the state of the process at time u. To simplify the
notation, Pr(T ∈ dt) is used instead of Pr(T ∈ dt|(π,S)). The expected sojourn time in phase i is
defined as:































, i = 1, 2, · · · , N.
For the number of jumps between non-absorbing phases i and j, we first define ε > 0.
N εij =
∑∞
k=0 1Jkε=i,J(k+1)ε=j gives a discrete approximation of the number of jumps (Asmussen
et al. (1996)). As ε→ 0, integration can be used to substitute the summation. We also note that:
eSε − I
ε
→ S as ε→ 0.
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As a result, we can define the expected number of jumps as:
E[N εij|T = t] =
[t/ε]−1∑
k=0































As can be conjectured from the structure of the censored aggregate data, we also have:.
E[N εiN+1|T = t] =
[t/ε]−1∑
k=0



























where abs means absorption. However, for this type of data, absorption causes immediate start of
the life of next component and hence moving to one of theN phases related to the new component.
Also, it is required to define an initial probability vector for each individual component. For
component v, πv will be a 1 × N(n + 1) vector with all zero entries except the N positions from
(v − 1)N + 1 to vN that are equal to the individual initial probability vector.
The expected number of times the process starts in the ith phase is more complicated. Indeed,
for the first component, we know that the process starts at time 0, but the rest of components start
their operations based on a probability function in the time interval [0, t]. Specially, for the first
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component we have:
E1[Bi|T = t] =
Pr(J0 = i, T ∈ dt)
Pr(T ∈ dt)
=









For the rest of components, we have:












Pr(Jkε = (v − 1)N + 1 : vN)
Pr(T ∈ dt)
×








































5 Data Selection from Large Data Sets for Limited Computational Resources
The challenge of dealing with large-scale data has been problematic in many data analysis appli-
cations such as healthcare. To handle such data, it is convenient to choose a subset of the data.
However, it is extremely important how to select the subset. We propose a data selection method
based on maximizing the information gain. The original optimization problem is a mixed inte-
ger linear programming (MINLP) with a highly nonlinear objective function. A method based on
Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) clustering is proposed to
mitigate the computational burden.
5.1 Introduction
5.1.1 Background and Motivation
Data selection has been investigated in several areas of application. On the one hand training
data selection for machine learning methods including regression (Shanks, 2017), Natural Lan-
guage Processing (NLP) (van der Wees et al., 2017), Support Vector Machines (SVM) (Kawulok
& Nalepa, 2012) has been an area of research. On the other hand a wide variety of application-
specific methods have been proposed including software cross-projec defect prediction (Herbold,
2013), energy consumption prediction (Paudel et al., 2017), potential energy surface of chemical
systems (Guan et al., 2018), Alzheimer’s disease (Khan et al., 2019), to name a few.
The data selection methods in the literature are generally very dependent on the application.
However, a few works are more general. For example, Kawulok and Nalepa, 2012 uses a genetic
algorithm for selecting data from large, noisy data sets for SVM, a statistical method with many
applications. While there has been much more research on data selection for machine translation
purposes, due to the frequent necessity, this problem has rarely been investigated in other appli-
cations, specifically reliability. In many applications of data analytics including reliability and
healthcare, phase-type distributions are of great importance. To cope with the problem of big data
for limited computational resources, in this chapter we investigate the case of Erlang distributed
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data, which is a special type of phase-type distribution.
5.1.2 Overview
The rest of this work is organized as follows. Section 5.2 explains the preliminaries of this research
work. Section 5.3 is dedicated to the proposed method. In section 5.4 a numerical example is
provided to evaluate the method and its application in the real world. Lastly, conclusion and future
research is provided in section 5.5.
5.2 Preliminaries on Erlang Distribution and Fisher Information
Erlang distribution is a special case of Phase-type distribution in which the jumps are only allowed
to the immediate next phase and the sojourn rates are all similar, λ. The number of phases is shown














Figure 5.1: CTMC for k-Phase Erlang distribution.
To approximate information gain, determinant of Fisher information matrix is used. Fisher
information matrix can be attained by:




where L is the log-likelihood function and γ is the vector of distribution parameters.
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Log-linear regression relation is used to explain the changes of the distribution parameter based
on the covariates.
λi = exp(β0 + β1xi1 + β2xi2 + · · ·+ βmxim) (5.3)
The parameter k is integer and therefore the derivative does not exist for it. So, we consider it a
hyperparameter and will later apply cross-validation to get the estimate of k.














Note that xi0 = 1 to be multiplied by the intercept.
5.3 Model
The goal is to select a subset of the data, based on calculation limitations, that maximizes the
information. The calculation limitations could include the number of data points, the size of the
subset of the data, etc. In this work, we consider a maximum allowed number of data points. To
maximize information, the determinant of Fisher information matrix of the subset is used as the
criterion.
Specially, the following objective function is considered:
max
{Cj ,Kj}Jj=1
|I{Cj ,Kj}Jj=1|, Cj ∈ {0, 1}, Kj ∈ {0, 1, 2, · · · } (5.6)
where |I{Cj ,Kj}Jj=1| is the determinant of information matrix obtained based on the selected subset
of the data. Cj shows level j, and Kj shows the number of data points selected from level j. It
is worth pointing out that the objective function is highly nonlinear, which cannot be solved with
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usual MINLP algorithms. To overcome this challenge, in this work, we have developed algorithms
to deal with this problem and find the optimal solution efficiently.
Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH) is a clustering algo-
rithm that is well suited for handling large data sets (Zhang et al., 1997). BIRCH algorithm works
based on CF-tree in-memory data structure. It can produce the results in only a few scans of the
data due to it’s hierarchical procedures. In this work, we apply Birch algorithm to the original
data, producing c clusters. If the target number of choice of data points is n, we will take c/n data
points from each cluster, resulting in a balanced subset of the data. The number of clusters c is
another hyperparameter to be tuned. The c/n data points can be selected either randomly from
each cluster or from the center of the cluster. The results from these choices will be studied and
compared in a numerical example. It will be shown that the cluster center-based method improves
the information gain significantly in comparison to random selection.
5.4 Numerical Study
To evaluate the effectiveness of the method, we applied the method to a set of data from elecde-
mand dataset from r fpp2 package (Hyndman, 2020). The data represents the half-hourly opera-
tional electricity demand of Vicoria, Australia during 2014. The covariates are temperature and a
categorical variable, workday, which is 0 on weekend days and 1 otherwise.
There are 17520 data points (days) and for each two covariates are recorded. First, an initial
estimate of the model parameters based on an Erlang distribution with log-linear regression relation
is acquired. Then, a maximum number of 3000 data points is determined as the choice of maximum
allowed number of data.
The temperature varies between 1.5 to 43.2. To be able to assign the temperature covariate to
levels, the following transformation was performed, where t is the temperature in a certain data









Since the other covariate is work day, which is a binary variable, we will have a total of 12 levels.
In the next step, we need an initial guess about the parameters of Erlang distribution to find the
the determinant of the Fisher Information. Based on the model assumption a maximum number of
usable data points is predetermined.
Figure 5.2 shows the information gain from using 3000 data points, using a range of number of
clusters from 2 to 40, and two different methods of center-cluster-based choice and random choice.
It can be seen clearly in the figure that, given the appropriate choice of clusters, the center-based
method works much better. Three clusters is the optimal selection for this data set. However, very
high numbers of clusters also show good performances. A random selection without clustering
resulted in an information gain of 4.148e+ 12 which is about significantly lower than the optimal
information gain through the proposed clustering method.
Figure 5.2: Gained information based on the number of clusters and two methods of random
selection and cluster-based selection.
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Figure 5.3: The complete elecdemand data in three clusters using Birch algorithm. The colors
represent the clusters.
5.5 Conclusion
In this work, the problem of data selection from an extremely large data set was investigated. The
exact solution of this problem is the optimum point of an MINLP optimization problem which is
impossible to solve. Therefore, to preserve all the important and distinguishing properties of the
data set, a method based on clustering was proposed. BIRCH clustering algorithm is suggested as
the best clustering alternative because of the efficiency of this algorithm in dealing with large data
sets. A small numerical study is provided to evaluate the power of the proposed method and com-
pare the available options. The results of the numerical example shows that using Birch clustering
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Figure 5.4: The 3000 selected data points from elecdemand data using the center-based method.
The colors represent the clusters.
algorithm, with center-based data selection and an appropriate number of clusters results in an in-
formation gain of much higher than the random selection method with or without clustering. It is
noteworthy that random selection from clusters is still much better than a simple random selection.
Future research may be focused on a variety of distributions and other statistical regression and
classification models. It would be fruitful to find out if there is a global range of clusters that work
well, based on the parameters of the number of covariate levels, statistical model, size of original
and desired data, etc.
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6 Summary
In reliability engineering, numerous methods have been created and utilized based on the special
nature of each problem. However, the potential of Phase-type distribution in facing complicated
reliability data, its robustness and ability in removing the model selection procedure has prompted
this dissertation. Accelerated life testing data, which is a significant product reliability testing
method and data source, is investigated in this dissertation and a Phase-type method is proposed
and proved the most strong based on the numerical studies. Censored and aggregated data, are
among abundantly available in real world reliability data sets. Due to the missing values in these
types of data, distribution fitting may not be straight-forward or possible based on the selected
probability distribution. ML and Bayesian methods have been proposed based on Phase-type dis-
tribution to remove the model selection process while applying a robust data analysis model, using
Phase-type distribution. Another research gap is that along with the advances in technology, reli-
ability data sets have grown immensely. In the presence of limited computational resources data
selection emerges as an important solution for data analysis. Chapter 5 proposes a data selection
method to maximize the information gain from the data.
As the data gathering methods grow, a large portion of data is collected from customers and
computers. These types of data, while being invaluable resources, are entitled to error and pointless
extra information. Future research can be focused on analysis of error-prone data and covariate
selection in the presence of many necessary as well as unnecessary covariates through Phase-type
distribution.
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