This paper analyzes theoretically and empirically the relationship between military conflicts and trade. We show that the conventional wisdom that trade promotes peace is only partially true even in a model where trade is economically beneficial, military conflicts reduce trade and leaders are rational. When war can occur because of the presence of asymmetric information, the probability of escalation is lower for countries that trade more bilaterally because of the opportunity cost associated with the loss of trade gains. However, countries more open to global trade have a higher probability of war because multilateral trade openness decreases bilateral dependence to any given country and the cost of a bilateral conflict. We test our predictions on a large data set of military conflicts on the 1950-2000 period. Using different strategies to solve the endogeneity issues, including instrumental variables, we find robust evidence for the contrasting effects of bilateral and multilateral trade openness. For proximate countries, we find that trade has had a surprisingly large effect on their probability of military conflict.
Introduction
"The natural effect of trade is to bring about peace. Two nations which trade together, render themselves reciprocally dependent; for if one has an interest in buying, the other has an interest in selling; and all unions are based upon mutual needs." Montesquieu, De l'esprit des Lois, 1758. "I will never falter in my belief that enduring peace and the welfare of nations are indissolubly connected with friendliness, fairness, equality, and the maximum practicable degree of freedom in international trade." Cordell Hull, US secretary of state, 1933-44.
Does globalization pacify international relations? The "liberal" view in political science argues that increasing trade flows, and the spread of free markets and democracy should limit the incentive to use military force in interstate relations. This vision, which can partly be traced back to Kant's Essay on Perpetual Peace (1795), has been very influential: the main objective of the European trade integration process was to prevent the killing and destruction of the two World Wars from ever happening again 1 . Figure 1 suggests 2 however that during the 1870-2001 period, the correlation between trade openness and military conflicts is not a clear cut one. The first era of globalization, at the end of the XIXth century, was a period of rising trade openness and of multiple military conflicts, culminating with World War I. Then, the interwar period was characterized by a simultaneous collapse of world trade and conflicts. After World War II, world trade increased rapidly while the number of conflicts decreased (although the risk of a global conflict was obviously high). There is no clear evidence that the 1990s, during which trade flows increased dramatically, was a period of lower prevalence of military conflicts even taking into account the increase in the number of sovereign states.
The objective of this paper is to shed light on the following question: if trade promotes peace as suggested by the European example, why is it that globalization, interpreted as trade liberalization at the global level, has not lived up to its promise of decreasing the prevalence of violent interstate conflicts? We offer a theoretical and empirical answer to this question. On the theoretical side, we build a framework where escalation to military conflicts may occur because of the failure of negotiations in a bargaining game. The structure of this game is fairly general: (i) war is Pareto dominated by peace; (ii) countries have private information; (iii) countries can choose any type of negotiation protocol. We then embed this game in a standard new trade theory model. We show that a pair of countries with more bilateral trade has a lower probability of bilateral war. However, multilateral trade openness has the opposite effect: any pair of countries more open with the rest of the world decreases its degree of bilateral dependence and its cost of a bilateral conflict and this results in a higher probability of bilateral war. A theoretical prediction of our model is that globalization of trade flows changes the nature of conflicts. It decreases the probability of global conflicts (maybe the most costly in terms 1 Before this, the 1860 Anglo-French commercial Treaty was signed to diffuse tensions between the two countries. Outside Europe, MERCOSUR was created in 1991 in part to curtail the military power in Argentina and Brazil, then two recent and fragile democracies with potential conflicts over natural resources.
2 Figure 1 depicts the occurrence of Militarized Interstate Disputes (MID) between country pairs divided by the total number of country pairs. Figure 1 accounts for events characterized by display of force, use of force and military conflicts with at least 1000 deaths of military personnel. See section 3.1 for a more precise description of the data. Trade openness is the sum of world trade (exports and imports) divided by world GDP (trade data comes from the IMF DOTS dataset and Barbieri, 2002 , while GDP figures come from World Bank's WDI, and Maddison, 2001 , for historical data). Average distance of militarized conflicts over time of human welfare) but increases the probability of any bilateral conflict. The reason for the second result is that globalization decreases the bilateral dependence for any country pair and this weakens the incentive to make concessions in order to avoid the escalation of a dispute into a bilateral military conflict. This is especially true for countries with a high probability of dispute linked to a local dimension (borders, resources, ethnic minorities...).
We test the theoretical predictions that bilateral and multilateral trade have opposite effects on the probability of bilateral military conflicts on the 1950-2000 period using a dataset from the Correlates Of War (COW) project, that makes available a very precise description of interstate armed conflicts. The mechanism at work in our theoretical model rests on the hypothesis that the absence of peace disrupts trade and therefore puts trade gains at risk. We first test this hypothesis. Using a gravity-type model of trade, we find that bilateral trade costs indeed increase significantly with a bilateral conflict. However, multilateral trade costs do not increase significantly. Second, we test the predictions of the model related to the contradictory effects of bilateral and multilateral trade on conflict. We address the endogeneity issue by controlling for various co-determinants of conflict and trade; by including country-pair fixed effects and time effects; and, finally, by implementing an instrumental variable strategy. Our results are robust to these different estimation strategies. The quantitative impact of trade is surprisingly large for proximate countries (those with a bilateral distance less than 1000kms), those for which the probability of a conflict is the highest. We estimate the quantitative effect of the globalization process of the past 30 years, that is characterized by expansion of both bilateral trade flows (with a negative impact on the probability of conflict) and multilateral trade flows (with a positive impact on this probability). We find that its net effect has been to increase the probability of a bilateral conflict by around 20% for proximate countries. However, for more distant countries the effect of globalization on their bilateral relation has been very small. This fits well with a stylized fact on the changing nature of military conflicts after WWII. Figure 2 depicts the average distance between countries in military conflicts. It strongly suggests that these have become more localized over time as the average distance between two countries in military conflict has been halved during the period. This is consistent with the changing nature of war as discussed by historians (Keegan 1984 , Bond 1986 , Van Creveld 1991 .
The related literature ranges from political sciences to political economy. The question of the impact of trade on war is an old and controversial one among political scientists (see Schneider, 1999 and Kapstein, 2003 for recent surveys). From a theoretical point of view, the main debate is between the "trade promotes peace" liberal school and the neo-marxist school which argues that asymmetric trade links lead to conflicts. The main difference between these two positions comes from the opposing view they have on the possibility of gains from trade for all countries involved. From an empirical point of view, recent studies in political science test the impact of bilateral trade (in different forms) on the frequency of war between country pairs. Many find a negative relationship (see for example Polachek, 1980; Mansfield 1994; Robst and Chang, 1999; and Oneal and Russet, 1999) . However, some recent studies have found a positive relationship (see Barbieri 1996 and . These papers however do not test models in which trade and war are both endogenous. 3 In economics, related empirical papers on the issue are recent papers by Blomberg and Hess (2006) and Glick and Taylor (2005) . They however focus on the reverse causal link, i.e. on the effect of war on trade. They control for the standard determinants of trade as used in the gravity equation literature. To our knowledge, our paper is however the first to derive theoretically the two-sided effect of trade on peace (positive for bilateral trade and negative for multilateral trade) and to empirically test this prediction. Syropoulos (2001 and show in a theoretical model that terms of trade effects may intensify conflict over resources, a mechanism from which we abstract in the theoretical model. We also abstract from internal conflicts between factors of production that may be generated by opening to trade as in Schneider and Schulze (2005) . The recent literature on the number and size of countries (see Spolaore, 1997 and has also clear connections with our paper because in both frameworks, a key mechanism is that globalization reduces local economic dependence. In Alesina and Spolaore, the consequence is an increase in the equilibrium number of countries. In our framework, it decreases the opportunity cost of conflict and increases the equilibrium number of local wars. Spolaore (2005 and also study the link between conflicts, defense spending and the number of countries. Their model aims to explain how a decrease in international conflicts can be associated with an increase in localized conflicts between a higher number of smaller countries. Their explanation is the following: when international conflicts become less frequent, the advantages of large countries (in terms of provision of public and defense goods) weaken so that countries split and the number of countries increases. This itself leads to an increase in the number of (localized) conflicts. In our paper, the number and size of countries are exogenous but trade and the probability of escalation to war are endogenous.
The next section derives the theoretical probability of escalation to war between two countries as a function of the degree of asymmetric information, bilateral and multilateral trade and analyzes the ambiguous impact of trade on peace. The third section first quantifies the impact of war on both bilateral and multilateral trade and then tests the impact of trade openness, bilateral and multilateral, on the probability of military conflicts between countries.
The theory
In this section, we analyze a simple model of negotiation and escalation to war. We then embed it in a model of trade to assess the marginal impact of trade on war.
Escalation to war under asymmetric information
We follow the rationalist view of war among political scientists (see Fearon 1995 and Powell, 1999 for surveys) and economists (see Grossman, 2003) whose aim is to explain the puzzle that wars do occur despite their costs, even in the presence of rational leaders. The rationalist view is the most natural structure for our argument because trade gains are then taken into account in the decision to go to capabilities etc...) but rarely include determinants of trade that could also affect the probability of war. For example, Barbieri (1996 Barbieri ( , 2002 does not include distance as one of her controls even though it is well known that bilateral distance affects very negatively both bilateral trade and the probability of conflicts (see Kocs, 1995) .
war. 4 Studies in the rationalist view of war however greatly differ with respect to their assumptions on institutional setting and the negotiations protocols. In this paper, the only institutional constraint we impose is that the negotiation protocol (bilateral or multilateral negotiations, repeated stages...) chosen is the one that maximizes the ex-ante welfare of both countries. This more general view has two advantages. First, it avoids the main drawback of the existing literature, namely the high sensitivity of results to the underlying restrictions made on institutions. Second, it is fully consistent with the rationalist school view of war, as rationality implies that leaders choose the most efficient institutional setting and negotiation protocol.
We assume that wars can occur because disputes may escalate into a military conflict. In our model, disputes are exogenous but the probability of escalation is endogenous. Consider two countries i and j. Disputes on how to share the surplus under peace may arise between these two countries. They can end peacefully if countries succeed through a negotiated settlement or can escalate into military conflict if negotiations fail. The timing of the game is the following: a negotiation protocol is optimally chosen, then information is privately revealed and negotiations take place. War occurs or not depending on the outcome of negotiations. Production, trade and consumption are then realized as described in the next section.
Leaders in both countries care about the utility level of a representative agent of their own country who, in peace, obtains respectively: (U P i , U P j ). In a situation of war, they obtain the outside option (Ũ W i ,Ũ W j ). Peace Pareto-dominates war so that the gains of the winning country are lower than the losses of the defeated country:
Escalation to war is avoided whenever countries i and j agree on a sharing rule of S P . We assume that the outside options of each country (Ũ W i ,Ũ W j ) are not perfectly known by the other country at the time of negotiation. More precisely:
whereũ i andũ j are privately known by each country. Hence, the parameter V measures the de-4 Scholars in political sciences have developed two alternative arguments: i) agents (and states leaders) may be irrational and misperceive the costs of war; ii) leaders may be those who enjoy the benefits of war while the costs are suffered by other agents (citizens and soldiers). We ignore those alternative explanations of war because it is unlikely that the trade openness channel interacts with them. Indeed an irrational leader may decide to go to war whatever the trade loss suffered by his country. Similarly, the way the trade surplus (and the trade loss in case of conflict) is shared between political leaders and the rest of the population is not obvious. Hence, marginally, a larger level of trade openness has no clear cut impact on the trade-off between the marginal benefits of war enjoyed by political leaders and the marginal costs suffered by the population. Consequently, internal politics do not play a role in our theoretical analysis. Studies on the relationship between domestic politics and war include Garfinkel (1994) and Hess and Orphanides (1995 and 2001 ). An alternative model of conflict is offered by Yildiz (2004) in a multi-period bargaining model in which players are optimistic about their bargaining power, but learn as they play the game. He shows that delay in bargaining (which can be interpreted as war) is possible in such a set-up. In such a multi-period model, if war enables the winning country to appropriate the trade surplus (because it succeeds to imposes more favorable terms of trade), the incentive of one country to attack might increase with trade. Finally, another model of war is offered by Spolaore (2005 and where wars occur because the country attacking has a first strike advantage. gree of informational asymmetry between the countries. On average, outside options are equal to the equilibrium values (U W i , U W j ) as determined in the next section. This formalization reflects the assumption that a country leader has better information on the force of its own military, on the likely destructions in his own country, and the resilience of his citizens in the event of war. The important assumption in our set up is that a country leader has private information that helps him form more precise expectations on the fate of his own country in case of war than for the foreign country. Other sources of uncertainty could be added but as long they are symmetric between the two countries, they would not alter our results.
Solving for the second best protocol in bargaining under private information constitutes one of the most celebrated results in the mechanism design literature (Myerson and Satherwaite 1983) . However, we cannot apply directly Myerson and Satherwaite's results because they assume that 1) once an agent has agreed to participate in the negotiation, it has no further right to quit the negotiation table; 2) private information should be independently distributed between agents. Hereafter, we relax both assumptions because we believe they are not realistic in the context of interstate disputes that may escalate in wars . 5 First, no institution (even the United Nations) has the power to forbid a sovereign country to leave negotiations and enter war. Hence the class of protocols we consider, only those with no commitment mechanisms, is smaller than in Myerson and Satherwaite. Second, it is reasonable to think that in case of war, the disagreement payoffs are negatively correlated: losses for the winning 5 It is fundamental to relax simultaneously both assumptions. Relaxing the first one only would imply that war never occurs; indeed in the correlated case with interim participation constraints, Cremer and Mc Lean (1988) have shown that the first best efficiency can be obtained and players always reach an agreement. Compte and Jehiel (2005) show that relaxing assumption 2 in order to let agents quit negotiations at any time implies that private information, even if correlated, results in inefficiency, which in our context translates into possible escalation to war. country (in terms of territory, national honor or freedom for example) partially mirror gains for the other country.
The bargaining problem is depicted in figure 3 . Private information is partially correlated as (ũ i ,ũ j ) are drawn in a uniform law distributed in the triangle M M A M B where minimum and maximum values for (ũ i ,ũ j ) are respectively −V /2 and +V . Note that it is possible that even though peace Pareto dominates war, one country may be better off in the situation of war than in the situation of Peace. This may be interpreted as a case where a war ends up with a winner 6 . Following Compte and Jehiel (2005) , we show in appendix 1 that the bargaining protocol chosen optimally by the two countries corresponds to a Nash Bargaining protocol. Importantly, with such a protocol , disagreements arise for every outside option (Ũ W i ,Ũ W j ) inside the dashed area ABM A M B where A and B are such that: M A = 3/4M A and M B = 3/4M B . Intuitively, countries do not reach an agreement when the disagreement and agreement payoffs are sufficiently close. The reason is that during negotiations countries do not report their true outside option. On the one hand, countries have an incentive to announce higher values of their outside option to extract a larger concession. On the other hand, they have an incentive to announce lower values in order to secure an agreement and avoid war. When the disagreement (war) and agreement (peace) payoffs are sufficiently close, the first effect dominates and countries escalate into war.
The probability of escalation to war corresponds to the surface of ABM A M B divided by the surface of the triangle
Assuming that the informational noise V is not too large, we obtain:
The probability of escalation to war increases with the degree of asymmetric information as measured here by the observational noise V 2 and decreases with the difference in the surplus under peace and under war, i.e. the total opportunity cost of war 7 . Trade affects both surpluses as shown in the next section.
Trade in a multi-country world
Our theoretical framework is based on a standard new trade theory model with trade costs. The first reason we use such a model is that the multiplicity of trade partners is going to allow countries to diversify the origin of imports and therefore to decrease dependence on a single partner. This diversity effect is a natural feature of the Dixit-Stiglitz monopolistic competition model. Of course, the same results would apply if imperfectly substitutable intermediate goods were required to produce a final consumption good. The second reason is that distance between countries plays an important 6 Our setup includes such a possibility but nothing constrains the war to end up with a clear loser or winner. This fits well with many military conflicts. 7 Note that we do not allow for spillovers so that the impact of the war between two countries on countries outside the country pair does not affect negotiations and the probability of escalation. In the model, conflicts outside the country pair do not affect the probability of escalation of the country pair. Even though we abstract from these spillovers in the theoretical model, we attempt to control for spatial spillovers in the empirical section. theoretical and empirical role for both trade and war and is relatively easy to manipulate in new trade models. Importantly, trade is economically beneficial to all countries in such a model.
The world consists of R countries which produce differentiated goods under increasing returns. The utility of a representative agent in country i is equal to consumption of a composite good C made of all varieties produced in the world with the standard Dixit-Stiglitz form:
where n h is the number of varieties produced in country h, c ih is demand in country i for a variety produced in country h, and σ > 1 is the elasticity of substitution. Dual to this is the price index for each country:
where p h is the mill price of products made in h, and T ih > 1 represents the iceberg trade costs often used in the trade literature. Those depend on distance and other trade impediments such as political borders or trade restrictions. If one unit of good is exported from country h to country i, only 1/T ih units are consumed. In each country, the different varieties are produced under monopolistic competition and the entry cost in the monopolistic sector requires f units of a freely tradable good which is chosen as numeraire. Produced in perfect competition with labor only, this sector serves to fix the wage rate in country i to its labor productivity a i , common to both sectors so that the marginal cost of production is unity in all countries. This simplifies the analysis as this implies that wages are not affected by country size, market access and trade costs. Mill prices in the manufacturing sector in all countries are identical and equal to the usual mark-up over marginal cost:
As labor is the only factor of production, and agents are each endowed with one unit of labor, this implies that total expenditure of country i is E i =L i whereL i ≡ a i L i is effective labor, productivity multiplied by L i the number of workers in country i. Also, labor market equilibrium and free entry imply n i =L i /(f σ). The value of imports by country i from country j then depends on both countries incomes, prices and trade costs:
a standard gravity equation. At equilibrium utility increases with trade flows, the number of varieties and decreases with trade costs:
We assume that the possible economic effects of a war between country i and country j are: (1) a decrease of λ percent in effective laborL i andL j in both countries (which may come from a loss in productivity or/and in factors of production); and (2) an increase of τ bil percent and τ multi percent, in respectively the bilateral and the multilateral trade costs T ij and T ih , h = i, j on differentiated goods. During conflicts, borders are closed, transport infrastructures are destroyed and confidence is shaken. These can affect both bilateral and multilateral trade costs. Note that the assumed percentage increase in trade costs due to war is the same across the two fighting countries, but that the level of initial trade costs between countries differs across country-pairs.
To sum up, a country i's welfare under peace is
Under war, country i's welfare is stochastic (see equation (2)) but is equal on average to an equilibrium value
Trade openness and war
According to our model, the probability of escalation to war between country i and country j is given by (3) . Together with (7), we show in appendix 2 that, using a Taylor expansion around the symmetric equilibrium where countries i and j are identical in size, war occurs with probability:
The term in brackets is the total welfare differential between war and peace for both countries. This differential has three components which are given in appendix 2. The first one, W 1 > 0, says that war reduces available resources among belligerents. The negative impact on welfare comes from the direct impact on wages and income and from the indirect impact on number of varieties consumed (locally produced and imported from j). The second component, W 2 > 0, stands for the fact that war potentially increases bilateral trade costs, consumer prices and therefore decreases bilateral trade.
Similarly the third component W 3 > 0 stands for the possible increase of multilateral trade costs which also generate higher consumer prices. Importantly, equation (8) can also be rewritten in terms of the observable trade patterns. For this, we use (6) and the national accounting identity: 
This is the key equation of our model which brings two important implications that are tested in the empirical section.
Testable implication 1: An increase in bilateral imports of i from j, as a ratio of country i income decreases the probability of escalation to war between these two countries.
This prediction holds under the condition that τ bil > 0: bilateral trade costs increase following a war between i and j 8 . We test this condition in the empirical section and find that it holds. If war increases bilateral trade costs, it lowers trade gains the more so the higher the ex-ante import flows. Hence, observed bilateral trade openness reveals one opportunity cost of a bilateral war.
Testable implication 2: An increase in multilateral imports (from countries other than j), as a ratio of country i's income, implies a higher probability of escalation to war between countries i and j.
This prediction holds under a stricter condition than the one necessary for testable implication 1, namely that: τ multi < λ σ−1 , the increase in multilateral trade costs following a war with j is small enough compared to the welfare loss due to the decrease in the number of varieties consumed that comes from the loss in factors of production of i and j. In the empirical section, we find that the impact of military conflicts on multilateral trade costs is indeed either small or insignificant in the post World War II period. In addition, empirical work by Hess (2004) shows that economic costs of conflicts are large, which in the context of our model suggests that λ, the percentage decrease in effective labor and income, is statistically large. The intuition for testable implication 2 is that a high level of multilateral trade reduces the opportunity cost of a conflict with j: the welfare loss due to the fall in varieties from i and j is lower when internal trade flows and import flows from j are smaller in proportion of total expenditures, that is, when multilateral trade openness is large. When τ multi < λ σ−1 , observed multilateral openness effectively reduces the opportunity cost of a bilateral war and the incentive to make concessions in order to avoid escalation to war. The reason for the possible theoretical ambiguity is that if a bilateral war increases multilateral trade costs to a large extent, then the opportunity cost of a war increases with observed multilateral trade openness. Note also that a high elasticity of substitution between varieties (σ), reduces the insurance effect that multilateral trade provides in case of war. The reason is that a high elasticity of substitution means that welfare gain linked to the consumption of a diversified basket of varieties is small. Note also that the case of complements cannot be dealt in our framework of monopolistic competition which requires an elasticity between varieties larger than 1. The results may differ substantially because multilateral trade flows would not act as a potential substitute to bilateral flows in this case. The case of imperfect substituability is however broadly consistent with the evidence on the elasticity of substitution between domestic and foreign produced goods in the trade literature. It usually uses elasticities around 6 or 7.
We now discuss the impact of globalization on war. By differentiating equation (8), we obtain the effect on the probability of escalation of a decrease in bilateral trade barriers T ij . Appendix 2 shows that lower bilateral trade costs between i and j decreases the probability of escalation to war between these two countries:
< 0. A sufficient condition for this result to hold is τ multi < λ σ−1 . The intuition is similar to Testable implication 1. Under the same condition, a decrease in trade costs of country i with other countries than country j implies a higher probability of escalation to war with country j:
> 0. A direct consequence of these two results is that regional and multilateral trade liberalization may have very different implications for the prevalence of war. Regional trade agreements between a group of countries will unambiguously lead to lower prevalence of regional conflicts but may increase conflicts with other regions. To the opposite, multilateral trade liberalization may increase the prevalence of bilateral conflicts.
We can use our model to shed light on the following question: why has the process of globalization not led to a decrease of the number of military conflicts as was hoped in the beginning of the 1990s? For simplicity, we assume that the world is made of R identical countries with symmetric trade barriers, T ij = T for all i, j. We interpret globalization as a uniform decrease in trade barriers between all country pairs.
Result 1: Globalization -interpreted as a symmetric decrease in trade costs -increases the probability of war between all country pairs (see appendix 2 for proof):
This result holds when the increase in multilateral trade costs (τ multi ) following a bilateral conflict is low and when the number of countries (R) is sufficiently large. The reason is that in a world where countries have a very diverse set of trade partners, globalization reduces the bilateral economic dependence and the opportunity cost of war for all country pairs. The intuition that trade is good for peace can actually be reversed. There is an important proviso to this (pessimistic) message. Multilateral trade liberalization changes the nature of war: it increases the probability of small scale wars but it decreases the probability of a large scale war. R is the number of countries in the model, but can also be interpreted as the number of coalitions with a dispute that may or may not escalate into a war. In the limit, when R = 2, globalization unambiguously decreases the probability of a world war between two coalitions of countries for the same reason that bilateral trade liberalization induces a lower probability of bilateral war. If one thinks that world wars are the most costly in terms of human welfare, then globalization plays a very positive role.
An interesting implication of Result 1, is that it is consistent with graph 2 which suggests that since World War II, military conflicts have become more local. The probability of a military conflict between two countries is the probability of a dispute between countries i and j, multiplied by the conditional probability of escalation:
Result 1 implies that the probability of escalation is affected positively by globalization. The probability of a dispute (which we assume to be independent of globalization) is higher for proximate countries, a stylized fact well known in political science and that we confirm in the empirical section. Hence, globalization increases the probability of a military conflict especially for country pairs with a high probability of dispute, which are typically proximate country pairs 9 .
3 Empirical Analysis
Data description on conflicts
Most of the data we use in this paper comes from the Correlates Of War (COW) project, that makes available (at http://cow2.la.psu.edu/) a very large array of datasets related to armed conflicts over the last century. Our principal dependent variable is the occurrence of a Militarized Interstate Dispute (MID) between two countries. This dataset is available for the years 1816 to 2001, but we only use the years 1950-2000, because this is the period for which our principal explanatory variables, bilateral and multilateral trade over income ratios , are available on a large scale. Each MID is coded with a hostility level ranging from 1 to 5 (1=No militarized action, 2=Threat to use force, 3=Display of force, 4=Use of force, 5=War). 10 In the COW project, war is defined as a conflict with at least 1,000 deaths of military personnel. By this standard, fewer than 100 interstate wars have been fought since 1815. At the country-pair level of analysis, the number of pairs of states at war is naturally larger, since in multi-state wars each state on one side would be paired with every state on the other. Even so, the small number of warring country pairs inhibits the creation of truly robust estimates of war determinants. Consequently, it is common in the empirical literature to analyze the causes of MIDs using a broader definition: display of force, use of force and war itself. Table 8 in appendix describes specific examples of MIDs. Examples of display of force (level 3 of a MID) include a decision of mobilization, a troop or ship movement, a border violation or a border fortification. These are government-approved and unaccidental decisions. Examples of use of force (level 4 of a MID) include a blockade, an occupation of territory or an attack 11 . In the rest of this paper we thus consider MID ijt , our main explained variable, to be equal to 1 (and zero otherwise) if a MID of hostility level 3, 4 or 5 occurs at date t between countries i and j. We have also investigated with a hostility level of MID restricted to 4 and 5 and find qualitatively similar results (see robustness check regressions in Tables 4  and 5 ). Our sample consists, for each year of the 1950-2000 period, of all country-pairs combinations ("dyads") in existence. Out of this universe of dyads, few are in fact engaged in a MID, even with our enlarged definition. As appears in Table 1 , our universe sample contains 536,381 observations, out of which 2,390 (0.45%) are engaged in a military conflict according to our definition. In our preferred specification below (column 4 of Table 3 ) -where we lose a substantial number of observations due to missing values in the explanatory variables-this overall war frequency is approximately preserved (1,150 conflicts out of 219,947 dyads, that is 0.52%).
The rest of the data sources are described in Appendix 4.
The effect of military conflicts on trade barriers
The first step of our empirical analysis is to assess the impact of past military conflicts on both bilateral and multilateral trade patterns. The aim of this section is to test conditions that bilateral trade barriers increase after a bilateral conflict and that a bilateral conflict has a small effect on Note: The restricted sample is from our preferred specification in the first set of regressions (column 4 of Table 3 ).
multilateral trade barriers (these are the conditions that enable us to sign the theoretical impact of trade on the probability of escalation to a military conflict in equation (9)). We therefore want to evaluate empirically τ bil and τ multi , the impact of a military conflict on the levels of bilateral and multilateral trade barriers.
To do this, note that using (6), reintroducing time subscripts, and neglecting constants, we obtain that bilateral imports at time t of country i from country j are an increasing function of income in the importing country E it , income in the exporting country E jt , bilateral trade freeness T
1−σ ijt
(since σ > 1), and a price index P it , specific to the importing country. While the rest of equation (6) is relatively straightforward to estimate, this last term is hard to measure empirically but important theoretically. Anderson and Van Wincoop (2004) highlight the biases that can arise when omitting this term, and various solutions to the estimation problem raised by it. The simplest solution here is to use a convenient feature of the CES demand structure that makes relative imports from a given exporter independent of the characteristics of third countries. We can eliminate price indices in the bilateral trade equation by choosing the imports from the United States as a benchmark of comparison for all imports of each importing country:
where the first term of relative productivity-adjusted labor forces is proportional to relative output, and the second term involves trade costs of imports of country i from country j, relative to the US (u). Since the price index of the importer does not depend on characteristics of the exporter, it cancels out here, which solves the mentioned issue in estimation. The last step is to specify the trade costs function. Here, we follow the gravity literature in the list of trade costs components (see Rose, 2004 for recent worldwide gravity equations comparable to our work in terms of time and country coverage). We separate trade costs between non-policy related variables (bilateral distance, contiguity, similarity in languages, and colonial links), policy-related ones (trade agreements and a communist regime dummy) and those induced by militarized conflicts, as measured by the vector MID ij :
where d ij is bilateral distance, cont ij , col ij , ccol ij , com ijt are dummy variables indicating respectively whether the two countries have a common border, whether one was a colony of the other at some point in time, whether the two have been colonized by a same third country and whether one is a communist regime. We also account for common membership in a regional trade area, the rta ijt dummy. A variable counting the number of GATT/WTO member in the country pair is also included. All those variables have been shown in the empirical trade literature to be significant predictors of trade flows. The elements of the vector MID ij are the yearly lags and leads of dummies indicating the occurrence of an MID. Their exact nature is made clearer below. Combining (12) with (11), our variable of interest, the MID ij vector of dummies, therefore has an effect on trade costs which can be estimated by the following equation:
where the shortcut ∆ us designates the fact that all variables are in difference with respect to the United States so that for instance, ∆ us lang ij = (lang ij − lang iu ).
Results
We estimate the impact of military conflict on trade through both a traditional gravity equation, which neglects the price index issue (results are in the first two columns of Table 2 ), and with equation (13) that takes into account this concern by considering all variables (including the conflict variable) relative to the United States (results are in the last two columns of Table 2 ). All regressions include year dummies (not shown in the regression tables). All estimates other than the conflict variables, in both sets of results, are reasonably similar to what is usually found in the literature. 12 We allow for the possibility that a military conflict can have contemporaneous as well as delayed effects on bilateral trade barriers (up to 20 years): in the vector MID ij , this corresponds to variables bil. MID ijt -bil. MID ijt+20 . Whether in the traditional gravity equation (column 1) or in the difference with the US version (column 3), the impact of a bilateral military conflict has a sizable impact on bilateral trade. During a military conflict, trade falls by exp(−0.229) − 1 20% relative to the gravity prediction; this effect remains of the same order in the 3 following years. When all variables are in difference to the US, the impact is larger: the contemporary fall is about 38% in column 3. We also find that the fall is long lasting as the conflict coefficient is significant and negative for at least 10 years. These results are in between those found by Morrow et al. (1998) and Blomberg and Hess (2006) on the one hand and by Glick and Taylor (2005) on the other hand. The former papers finds no statistical significance in the negative effect of military disputes on bilateral trade in their different specifications (a very reduced form gravity equation for Morrow et al., 1998 , and a more theory based one for Blomberg and Hess, 2006 Figure 4 : The impact of a conflict on bilateral trade effect in a sample that includes the two World Wars and only the highest hostility levels for MIDs. 13 Anderton and Carter (2001) also find a negative impact of wars on trade for several pairs of countries.
In columns (2) and (4) of Table 2 , we investigate whether trade flows "anticipate" a conflict. We add dummies for the five years preceding the conflict. If those are also negative and significant, it will point to a common cause that structurally explains why a specific country pair both trades less than the gravity norm, and experiences armed conflicts. In addition, if the coefficients values increase (in absolute value) as we get closer to the conflict, it might suggest for example that business climate deteriorates between the belligerent countries before the conflict itself. In the traditional gravity equation, no significant effect can be detected. In the version relative to the US, the dummies for the three years preceding the conflict are negative and significant. We have experimented with the use of Switzerland as an alternative to US as the reference country. Whereas other results were similar, the impact of conflict on past trade was insignificant. To summarize, and after having experienced with many different time windows both backward and forward, whereas the evidence that trade is affected by the expectation of conflict is mixed, a military conflict has a large and persistent effect on future trade. The effect lasts between ten and twenty years.
We also want to investigate the impact of conflicts on total (multilateral) trade. This is done by inserting in the bilateral trade equation dummies set to one when the exporter or the importer is in conflict with another country than the trade partner. It therefore also gives the impact of conflicts Admittedly, the table is difficult to read, and we prefer to represent estimates of interest graphically, using three different "event-type" figures. Figure 4 shows, using this regression, the fall of bilateral trade relative to "natural" trade with 5% confidence intervals in grey bands. There is a significant effect of an upcoming conflict on bilateral trade for the three years preceding it. The effect of a military conflict on contemporaneous trade is large: The coefficient implies a more than 35% decrease in trade from its natural level. It then decreases in absolute value, and the fighting country pair recovers a level of trade not statistically different from the norm around the 17th year after the conflict.
In figure 5 , using the same regression, the impacts on multilateral exports and imports are depicted, respectively. They show that the effect is either not statistically significant, for exports, or negative but very small, for imports (around 5% when significant). Overall, these empirical results confirm the validity of the conditions necessary to sign testable implications 1 and 2 derived in the theoretical section.
The impact of trade on militarized interstate disputes

Empirical strategies
In this section we test our central theoretical predictions related to the impact of trade openness on conflicts. Allowing for asymmetry between countries i and j, we use the simple arithmetic average of bilateral import flows over GDP as a measure of bilateral openness. For multilateral trade openness, we use the arithmetic average of total imports of the two countries excluding their bilateral imports, divided by their GDPs. We then estimate the probability of MID ijt between countries i and j at time t with a logit model:
Equation (9) of our theoretical model predicts γ 2 < 0 and γ 3 > 0: a negative impact of bilateral trade openness on the probability of Militarized Interstate Dispute but a positive impact of multilateral trade openness on this probability. When estimating equation (14) we face three problems: observability of disputes; endogeneity of trade variables; and measurement error on trade.
1. cross-sectional variation of disputes: Equation (9) of our theoretical model generates implications on how the process of escalation of disputes into actual conflicts (MIDs) is affected by trade patterns. This prediction is not directly testable because the escalation process is not observed in isolation. In our dataset only the final outcome, Militarized Inter-state Disputes (i.e. MID ijt = 0 or 1), is observed. The probability that a MID occurs is the probability of a dispute between countries i and j, multiplied by the conditional probability of escalation. With time subscripts, equation (10) becomes:
It is therefore essential in our regressions to take into account the cross-sectional variation of disputes. The estimates will be severely biased if we impose identical coefficients for all country pairs, whether they have a low probability or high probability of disputes. There are several determinants of disputes but the one we will emphasize is bilateral distance. This seems natural as most interstate disputes are related to disagreements about borders, ethnic minorities or religion. This view is supported by our data set: between 1950 and 2000, the probability of MID is around 5% for countries with a bilateral distance below 1000kms; this probability drops to 0.3% for countries separated by more than 1000kms. To address the issue that not all country pairs have the same probability of disputes, we first restrict the sample to those country pairs that are most likely to have a high probability of disputes, namely those with a border and those with a bilateral distance below 1000kms. This strategy has two drawbacks: the sample is very much reduced and it assumes that, within the restricted sample, the trade coefficients are constant. Our second and more convincing strategy is to keep the full sample of countries and to add interaction terms between distance and trade variables, a natural choice given the multiplicative form in equation (15) . Here we identify our effects on the coefficients of trade and on their interaction terms. If disputes decrease with distance, we expect a positive sign on the interaction term between distance and bilateral trade and a negative one for the second interaction term, between distance and multilateral trade.
endogeneity:
The most obvious endogeneity issue relates to the relation between bilateral trade and military conflicts. A negative correlation between bilateral trade openness and the probability of bilateral military conflicts can suggest causality running both ways. Note that for the relation between multilateral trade openness and the probability of bilateral conflicts, the issue of reverse causality is not so obvious as we expect a positive impact of multilateral trade openness on this probability. If anything, bilateral conflicts have a slightly negative impact on multilateral trade openness (see previous section). We estimate equation (14) through logit in three different ways in order to deal with endogeneity issues. First, based on results from the preceding section, we take a 4-year lag for bilateral and multilateral openness variables in order to limit contemporaneous reverse causality. We control for several variables that could be co-determinants of conflicts and trade patterns. It might still be argued that omitted variables could cause both lagged trade to fall and conflicts to rise over time, even though the preceding section did not find strong evidence for this. The bias may come for instance from the fact that some countries (because of cultural, historical or other reasons that we cannot fully control for) have good bilateral relations and large trade flows while also having a low probability of military conflict. In a second set of regressions we thus control for such country pair fixed effects by exploiting the panel dimension of our data set. Last, we implement an instrumental variable strategy in order to control for unobserved, but time-varying, co-determinants of trade and conflicts.
measurement error:
Measurement error on bilateral trade data is likely to be non negligible for countries which are involved in a military conflict, especially for bilateral trade flows with their opponent. Lagging by 4 years the trade variables alleviates part of the problem. But it does not fix it completely because some MIDs may last more than 4 years or may be recurrent: in that case, bilateral trade is permanently ill-measured. Due to such measurement error we should expect the coefficient of bilateral trade to be biased toward zero. This concern is more severe in country-pair fixed effect regressions than in the cross-sectional logit. Indeed, in the former, coefficients are identified using time variations of bilateral trade within a given pair of countries. This is likely to be less accurately measured than the main source of variation we exploit in the simple logit, namely the variation of bilateral trade between fighting and non fighting dyads. Our instrumental variables strategy also helps to alleviate this measurement error problem.
Results Table 3 shows both the pooled logit results (first four columns) and the fixed effects results (last two columns). They pool a very large number of country-pairs over roughly half a century each. The error term is thus likely to exhibit correlation patterns for a given country-pair, and we cluster the (robust) standard errors at the pair level to take this into account. As is classical in political science, we control for the number of peaceful years (since the last MID) between the two countries. We also control in all regressions (except those with fixed effects where all controls that are not time varying are dropped) for distance and contiguity between the two countries as they are natural (negative and positive respectively) co-determinants of military conflict and trade. In the first three regressions, we want to present very simple raw estimates of our main theoretical results. In the first two regressions, we take into account the cross-sectional variation of disputes by restricting our sample to country pairs with the highest probability of disputes that could escalate into a military conflict: contiguous pairs (regression 1) and country pairs with a bilateral distance below 1000kms (regression 2). In this very restricted sample, the signs on the trade variables are the expected ones even though not significant for multilateral openness in regression 1. In regression 3, we use the full sample of country pairs but with interaction terms between distance and trade variables. In this case, all coefficients on the trade variables (interacted or not) have the expected sign and are significant at the 1% level.
Regression 4 includes a long list of controls that can affect trade flows and the probability of military conflicts. We first include include year dummies (coefficients unreported) to control for the overall potential co-evolution of MIDs and trade over time (all regressions throughout the rest of the empirical analysis will include those time dummies). We also systematically control for the temporal autocorrelation in wars by including twenty different dummies (coefficients unreported) equal to one when country pairs were in MID in t − 1, t − 2,... t − 20. This is crucial because we have seen in section 3.2 that the effect of a military conflict on trade flows can be long-lasting. We further introduce a dummy for all observations for which trade flows (both exports and imports) are reported as zero by the IMF (these are not missing values). We view the dummy of zero trade observations as a control for trade costs interpreted as fixed costs. We also control for the index of similarity of language, the existence of a preferential trade area and the number of GATT/WTO members in the country pair. We add a control for country pairs which had a colonial relationship and a control for those with a common colonizer. We introduce these controls because the empirical trade literature around the gravity equation has shown that they affect trade flows. Because they are related to the cultural, historical, political and institutional ties between countries, they may also affect the probability of military conflicts.
We also add political controls which are possible determinants of MID and which could be correlated with trade flows. The sum of areas of the two countries (in log) is introduced as large countries are typically countries with important minorities that can be the source of conflicts with neighboring nations. Large countries may also be more difficult to defend, making them potential targets to frequent attacks. Larger countries are also naturally less open to trade. We also control for the political regime. Indeed the democratic peace hypothesis, which has been studied by both political scientists and economists (see Levy and Razin, 2004 , for a recent explanation of the hypothesis) states that democratic countries are less prone to violence. But democratic countries are also more open to trade. We control for two (time-varying) measures of political affinity between countries that may affect both the probability of MID and bilateral trade: UN vote correlation (lagged by four years) and a dummy for those country pairs belonging to a military alliance. Finally, it is important to control for the cross-sectional serial correlation of wars; indeed the existence of other wars may affect both the probability of a bilateral war and trade patterns. At the country-pair level we do this in two different ways: by including the distance to the nearest current war which does not involve a country from the pair; and by including the total number of MID (excluding their potential bilateral MID) which the countries of the pair are involved in at time t. More detail on all data sources is available in Appendix 4.
With all these controls, regression 4 remains very supportive of our theoretical predictions as all trade variables have the right sign and are significant at the 5% or 1% level. The interaction variables also have the right sign and are significantly different from 0. An increase in bilateral openness decreases the probability of MID but less so for distant countries. A high level of multilateral trade openness raises the probability of MID mostly for proximate countries. This is consistent with our theoretical framework and suggests that trade patterns (bilateral and multilateral trade openness) affect more the probability of military conflicts of proximate countries because they mostly affect the probability of escalation rather than the probability of disputes. Hence if, as suggested by our theory, globalization increases the probability of escalation for any given pair of countries, it does so mostly for countries that have a high probability of disputes, i.e. proximate countries. This, we argue, may be an explanation for the trend towards more local conflicts as illustrated by Figure 2 .
In the next two columns, we replicate specification (4) and add country-pair fixed effects. We do it first with a fixed-effects logit specification in which case only those country pairs that had a military conflict during the period can be retained. We then proceed with a standard linear fixed-effects specification for which the whole sample can be used. Given the measurement error issue for bilateral trade of country pairs that have had a MID during the period, those fixed-effects estimations serve mostly to test the impact of multilateral trade on the probability of conflict in the time dimension. The multilateral trade variable is significant at 5% or 1% in regressions (5) and (6) .
In Tables 4 and 5 , we perform numerous robustness checks on our preferred pooled regression (corresponding to column (4) of Table 3 ). For the sake of exposition we report in those tables only the coefficients of the main variables. In the first column we restrict the definition of MIDs to the conflicts of highest intensity (4 and 5), i.e. those that are characterized by the use of force and war per se (defined as more than 1000 military deaths). In column (2), we restrict the definition of MIDs to level 5 conflicts only. In both cases, the trade coefficients keep the same magnitude than in the benchmark regression; only their significance decreases due to the more restrictive definition of MID. Note also that when conflicts are restricted to level 5 only, we lose many observations (around 80000) because some year dummies are perfect predictors of the absence of war, which implies to drop those years 15 . Those results suggest that the definition of MID we adopt throughout the paper (i.e. conflict of intensity 3, 4 and 5) is not a major source of bias in our estimates. In regression (3) we add a dummy for "major powers" which we define as those five countries (United States, United Kingdom, France, China and Russia) endowed with a permanent seat in the United Nations' Security Council. Note: Standard errors in parentheses with * * * , * * and * respectively denoting significance at the 1%, 5% and 10% levels. Robust standard errors clustered by dyad. Estimation by logit on the same sample as column (4) of Table 3 . Time dummies are not reported as well as the same controls as in column (4) of Table 3 . Column (10): Only dyads with at least 30 years of data.
We also add dummies for communist countries as we know that those regimes have been less opened to trade over our sample period. The trade results are not driven by either group. In column (4), we add a dummy if one of the two countries is an oil exporting country as defined by the IMF in the DOTS dataset. The reason is that oil exporting countries may be more open to trade and also more prone to conflicts to defend these resources. Hence, these countries may drive our results on multilateral trade. Also, to control for changes in oil prices that may affect trade openness of these countries as well as their propensity to enter in conflicts, we include interaction dummies between the oil exporter dummy and decades. As expected, oil exporting countries are more often involved in conflicts but the trade variables all remain significant at the 1% or 5% levels. In column (5), we perform the same exercise but we use the highest share of primary goods' exports in the GDP of the country pair. We obtain similar results. In regression (6) of Table 4 , we add a dummy that designates those country pairs for which trade sanctions (lagged 4 years) are reported by Elliot et al. (2005) . These authors show that trade sanctions lead to a substantial decrease in trade. Such sanctions also reflect bad political relations between countries which can escalate into conflicts. Hence, the negative effect of bilateral trade on conflicts could be spurious and generated by the effect of trade sanctions on trade that would also predict future conflicts. The effects of bilateral and multilateral trade openness remain robust. In regression (7), we control for the level and difference in GDP per capita within a pair of countries as well the square of this difference so as to allow for non linearity in the relation. If richer countries are more open to trade and are also more prone to warfare, then our positive link between multilateral trade openness and the probability of conflict could be spurious. This does not seem to be the case. In regression (8), we control for military expenditures as countries at war may import more weapons which may explain the positive sign on multilateral trade in our regression. We do not have data on trade in weapons but military expenditures should proxy for this. We add controls for the log of the sum of the level of reported military expenditures, and the log of the difference of military expenditures. In this specification, bilateral and multilateral trade coefficients remain significant at the 1% and 5% levels. In regression (9), we add interaction terms between our two trade variables and decade dummies. We do this to check whether our results are driven by a specific period in our sample such as the decolonization, the Cold war or the end of the Cold War. The results suggest that no specific decade drives our results. Finally, in regression (10), we restrict the sample to those countries with at least 30 years of data. The results again are robust.
Quantification
We now want to quantify the magnitude of the effect of trade on the probability of military conflict between two countries. First note that since our principal variables of interest are in logs, each coefficient is a very close approximation of the elasticity of war probability with respect to a change in the considered variable from a given start value, for instance the mean or median. 16 The interpretation of coefficients in terms of economic magnitude is however here made difficult by the terms interacting openness with distance. As emphasized by Ai and Norton (2003) , the nonlinear nature of logit esti- mation makes it impossible to make the usual linear adjustment to coefficients for different levels of distance. 17 In order to judge whether our results are quantitatively important, we therefore follow a different approach. Using the estimates from our preferred regression (4 in Table 3 ), we simulate the effect of changes in different variables, holding everything else constant, on the predicted probability of conflict obtained from the logit model. Of particular interest for us is the following counterfactual: what would happen to conflict probabilities should countries come back to the level of bilateral and multilateral openness they had at the start of the current globalization phase? We therefore calculate the predicted war probabilities for our benchmark model in the year 2000, and then compute the same probabilities when the different trade variables are brought back to their level of 1970. Those different probabilities are then averaged over four groups of countries depending on their bilateral distance: less than 1000km, between 1000km and 2000km, between 2000km and 5000km, and more than 5000km.
Results are depicted in figure 6 . The baseline average probability of a military conflict in 2000 is 3.31% for countries separated by a bilateral distance shorter than 1000 km. For the second bar, we simulate the effect of bringing the level of bilateral trade openness back to its 1970 level (while all other variables are kept at their 2000 level). The average conflict probability would increase to 4.63%. In the case of multilateral trade openness, the return to the 1970 level would lower the probability of a military conflict to 1.93% (the third bar). The effects for the most proximate countries are therefore estimated to be quite large. Even though it is interesting to quantitatively disentangle the two effects of bilateral and multilateral trade, the globalization process is by construction an increase in both bilateral and multilateral trade flows. Hence, the overall net effect is the one that we want to focus on: this is shown in the fourth bar which suggests that the globalization process between 1970 and 2000 has increased the probability of a military conflict between two proximate countries from 2.74% to 3.31%, an increase of around 20%. This is surprisingly large for this group of countries. However, note first that the effects are much smaller for countries with higher bilateral distance. In addition, the increase in trade openness is itself large during this period for the median country pair of this short distance group: 164% for the bilateral trade openness ratio and 65% for the multilateral trade openness ratio in our sample. For comparison purposes, the last bar of each group shows the effect of adding 10 peaceful years in the bilateral political relationship. In terms of its effect on the probability of a military conflict, 30 years of globalization has roughly had the same effect as eliminating 10 years of peace in the bilateral relation between proximate countries. Note finally that the empirical finding that the net effect of 30 years of globalization has been to increase the probability of a bilateral military conflict is consistent with Result 1 of the theoretical section.
For countries with a bilateral distance between 1000 and 2000 kms, the effects are qualitatively similar but quantitatively much smaller. They become extremely small for countries with a bilateral distance larger than 2000 kms. That the impact of trade patterns on the probability of conflicts decreases with distance is consistent with our theoretical framework. It is also consistent with the increased "localization" of military conflicts as illustrated by figure 2. Hence, we conclude that thirty years of globalization has significatively increased the probability of military conflicts during this period but only for proximate countries for which the probability of a dispute is the highest.
Instrumental variables
In this section 18 , we implement an instrumental variable strategy to control for potential endogeneity of trade as an explanation of armed conflicts. Given that there are two potentially endogenous variables (bilateral and multilateral trade openness), the objective is to find two time-varying instruments that impact trade flows but are not affected directly by the bilateral relation of two countries for which we want to estimate the probability of a MID. Those two instruments are the Generalized System of Preferences (GSP) and an index of economic remoteness of the two countries.
The Generalized System of Preferences (GSP), which consists of schemes of tariff preferences granted by developed countries to developing countries, is well fitted for our purpose. It facilitates LDCs' access to markets of rich countries 19 . The first GSP schemes were implemented by the EEC and Japan in 1971 and by the USA in 1976; the number of beneficiary countries rose dramatically in the 80s and early 90s. All GSP schemes provide tariff concessions on a wide range of products. GSP programmes resulted in a substantial increase in LDCs' trade (for empirical evidence, see Baldwin and Murray (1977) , Rose (2004) and Romalis (2003) ). LDCs' eligibility to GSP programs is primarily 18 We thank Jean-Marc Robin for his numerous suggestions and comments on this section. 19 A detailed analysis of GSP schemes can be found in Romalis (2003) and UNCTAD (2003) .
based on their level of poverty. In particular, there is no official condition imposed on the beneficiary country's propensity to enter into military conflicts. This last point is crucial to our instrumentation strategy: A valid instrument should have no direct relationship with the dependent variable (conflicts here). Despite those official rules, GSP participation might in reality be linked to political objectives of granting countries. It is possible that political ties between the two countries affect what remains a discretionary decision by the rich country 20 . Nevertheless, regarding the validity of our instrument, what matters is the fact that GSP participation has no causal link with the beneficiary country's conflicts with countries different from the one granting the program. This is the reason why in the following, we exclude from the sample those countries (US, Japan, EU members, New Zealand, Australia, Poland, Hungary and Bulgaria) that have at some point granted a GSP program. We define our instrumental variable in the following way: for each country pair, we count the number of recipients of a European GSP program and multiply this number by the combined proximity to the EU (the city of Brussels). We choose the European scheme because: (i) it was the first to be implemented in 1971; (ii) US or Japanese schemes are less powerful instruments; (iii) there was no unified foreign policy at the European level; hence it is hard to believe that the EU GSP scheme is used by the different members for their own foreign policy. We include the interaction with proximity to the EU because the effects of a GSP given by the EU on the trade structure are larger for nearby countries. We lag this instrumental variable by 8 years which leaves time for the GSP programme to produce its effect on the trade structure of recipient countries at date t − 4. For pairs of countries including a GSP recipient, we expect that the improved access to a rich and distant market is likely to exert a positive shock to multilateral trade while we expect no obvious effect on bilateral trade.
The second instrumental variable is a country-pair measure of the economic remoteness to the rest of the world. This variable is routinely used in the international trade literature as one of the determinants of trade flows (Baier and Bergstrand, 2004 is a recent example). Intuitively, remoteness measures each importers set of alternative sourcing countries for their imports. Due to increased competition, a pair of countries with many nearby and large alternative sources of goods will increase its multilateral imports but decrease its bilateral imports. Following the literature, our definition of the remoteness variable is:
When building the REMOTE variable we exclude any third country k which has been at war with one of the members (i,j) of the country pair at any moment in history. We also lag the variable by four years. The main interest of REMOTE is that it varies in the time dimension because of the relative GDP growth of countries outside the country pair; therefore it is not affected by the bilateral relation of the two countries (i,j) for which we want to estimate the probability of MID. An increase in REMOTE should increase bilateral trade openness within the dyad and decrease multilateral trade openness of the two countries.
We include country-pair fixed effects and year dummies in all our IV regressions. Indeed, the purely geographical part of the remoteness index is time invariant and could be linked to the propensity to experience military conflicts. Controlling for country-pair fixed effects eliminate this source of endogeneity. 21 Furthermore, controlling for year dummies is important, since the GSP schemes were mostly implemented during the 1970's. We want, in this demanding specification, to be able to identify variation of conflictuality and trade patterns within country pairs over time, while controlling for an overall worldwide trend in the war probability.
Using instrumental variables' methods is not straightforward in our case, since no standard estimation technique is readily available with a fixed-effect logit estimation. Furthermore, such technique would as above imply to throw away the vast majority of informative observations where no conflict arises in our time frame. We follow one of the solutions provided by Wooldridge (2002) which is simply to use a fixed effects linear probability model.
Another concern is that medium run political cycles (e.g. the rise of nationalism) could affect both the trade regime and the interventionist nature of governments. To deal with this potential source of endogeneity, we also present longer-run tests where all variables (including time dummies and the MID variable) are lumped by decade. This enables to filter out the spurious effects of such political cycles on the correlation between trade flows and MID.
Finally, in some of our instrumented specifications we "compact" the bilateral and multilateral trade openness variables into one single trade variable which has a clear positive impact on the probability of a bilateral MID in our theory. This variable is the country pair geographical trade structure, i.e. the log of the ratio of multilateral over bilateral openness. We expect GSP schemes to exert a positive shock and economic remoteness a negative one on the country-pair structure of trade. The benefit of this procedure is that it allows to perform an overidentification test since there are now two instruments for only one endogenous explanatory variable. Table 6 shows the first stage regressions where, as before, coefficients on dummies for time and past 20 years conflicts are not reported. The first two columns correspond to the instrumentation of bilateral and multilateral trade flows respectively. As expected, the GSP has a positive impact on multilateral trade while remoteness has a negative impact on multilateral trade and a positive impact on bilateral trade. The instruments do not suffer from statistical weakness as the coefficients of interest are highly significant in three of the four cases and the F-tests on the joint null effect of IVs reject the hypothesis and exceeds the threshold of ten recommended by Staiger and Stock (1997) . In the third column, we report the first stage for our "compact" measure of trade structure (multilateral over bilateral trade). Again, the instruments are powerful and have the expected sign. In the last three columns, the first stage for the bilateral, multilateral and trade structure variables are presented when we use the decade lumping procedure. In this case also, except for the impact of remoteness on multilateral trade, the instruments are powerful. Table 7 shows the second stage of our instrumented regressions. Column (1) provides benchmark results for the non instrumented regression on the sample where all country pairs involving donor countries are excluded. The results are very close to those obtained with country-pair fixed effects on the full sample -see regression (6) of Table 3 . Column (2) shows the results for the instrumented regression where all trade variables have the right sign and are significant at the 1% level. While the coefficient for multilateral trade remains quite stable, the one for bilateral trade is quite different from its value found in the non instrumented specification of column (1); this confirms our view that the endogeneity bias is more a source of concern for bilateral trade than for multilateral trade, in particular for reasons of measurement error in times around armed conflicts. In columns (3) and (4) we present the non instrumented and the instrumented regressions when the explanatory variable is the trade structure; results are similar and supportive of our predictions. In this case, we can perform a Sargan test for overidentification, the test reveals a statistic of 1.498, which corresponds to a P-value of .221, stating that the exogeneity hypothesis on our instruments cannot be rejected. In the last four columns, we replicate the same exercise using the lumping procedure by decade. 22 The results are remarkably stable and robust. In fact, they are even more supportive of our predictions. All trade variables have the expected sign, with very high level of significance both in the benchmark regressions and in the IV ones. Despite the usual rise in standard errors in IV estimates compared to benchmark ones, the former stay significant at the one percent level. In terms of the Sargan overidentification test relative to the specification with trade structure in column (8), the statistic is 0.046 with an even higher P-value of .83 than in the non lumped case of column (4).
Conclusion
Our paper is the first, to our knowledge, to highlight the opposite effects of bilateral and multilateral trade on the probability of war and to base the empirical analysis on testable predictions generated by a theoretical model. Our results are somewhat pessimistic on the impact of trade and more generally of globalization on the prevalence and the nature of war. We have shown that even in a model where trade increases welfare and war is Pareto dominated by peace, higher trade flows may not lead to more peaceful relations. The intuition that trade promotes peace is only partially right: bilateral trade, because it increases the opportunity cost of bilateral war indeed deters bilateral war. However, multilateral trade openness, because it reduces this opportunity cost with any given country, weakens the incentive to make concessions during negotiations to avert escalation and therefore increases the probability of war between any given pair of country. From this point of view, an increase in trade between two countries pacifies relations between these two countries but increases the probability of conflict with other countries. Trade globalization also affects the nature of war: multilateral trade openness increases the probability of local wars but deters global conflicts. This last point is important: our paper should not be interpreted as suggesting that trade globalization leads to war. Given that Note: Standard errors in parentheses with * * * , * * and * respectively denoting significance at the 1%, 5% and 10% levels. Robust standard errors clustered by dyad. All columns show first-stage IV within estimates with dyadic fixed effect. All regressions (as in the second stage of IV estimation) include unreported time dummies and 20 lags of war dummies. The first three columns present respectively results on bilateral trade, multilateral openness and the trade structure ratio with annual variation. The last three columns present the same results when the variables are averaged by decade. Columns (a) and (b) present first stage estimates of Column (2) in Table 7 . Columns (d) and (e) present first stage estimates of Column (6) in Table 7 . Columns (c) and (f) present first stage estimates of Columns (4) and (8) respectively in Table 7 . In each of those groups, the first and second columns present benchmark and IV results respectively with bilateral and multilateral openness as separate variables. The third and fourth columns of each present benchmark and IV results respectively when the ratio of multilateral over bilateral is taken as our explanatory variable of MIDs.
World Wars are certainly the most costly in terms of human welfare, this is not a small achievement. We interpret more our paper as a word of caution and a possible explanation of the changing nature of wars. Our model and empirical results suggest that regional and bilateral trade agreements which foster regional and bilateral trade flows may have positive consequences for political relations. The positive political implications of these agreements may become even more important as multilateral trade flows increase. Hence, a possible extension is to focus on the impact of regional trade agreements on the probability of war and in particular to better understand which features of trade agreements are peace-promoting. This could provide an assessment of whether regional trade agreement, allowing for an increase in regional trade, is enough to augment peace prospects, or whether countries should be tied further by institutional and political ties. Other extensions include the impact of globalization on information flows and through this channel on the probability of war. A recent literature in trade (see Rauch 1999 ) has argued both theoretically and empirically that trade in differentiated products (as opposed to homogenous products traded anonymously) should generate more interactions between traders and therefore more information flows. Hence, one could more precisely test the impact of trade on war through the information channel by following Rauch distinction between differentiated and homogenous products. A related extension would be to analyze the case where goods of different countries are complements rather than imperfect substitutes. This would change some results of the theoretical section as multilateral trade openness may in this case diminish the probability of escalation into a bilateral conflict. 
In case the announcements are not compatible,Û W i +Û W j > S P , the bargaining process stops, war is triggered and each party gets its (true) outside option (Ũ W i ,Ũ W j ).
• "agreement stage": In the second stage, parties sequentially report if they accept the deal 24 . If both parties say "yes", the deal is implemented. Otherwise, negotiation stops, war is triggered and each party gets its (true) outside option (Ũ W i ,Ũ W j ).
Clearly, in the second stage, it is a dominant strategy for each party k ∈ (i, j) with true outside optionŨ W k to say "yes" (respectively "no") if τ k ≥Ũ W k (respectively τ k <Ũ W k We now check that it is optimal for party i to announceÛ W i = a(Ũ W i ). Given the form of a(.) it is readily verified that whenever the announcements are compatible, i.e. a(Ũ W i ) + a(Ũ W j ) < S p , we have: a(Ũ W k ) >Ũ W k for both k ∈ {i, j}. Hence the Nash bargaining share of each party k is aboveŨ W k . This 24 This stage corresponds to our assumption of "no commitment protocol". In the original approach, this stage is not allowed: the parties agree ex-ante on the sharing rule; they cannot ex-post renegotiate. 25 In the general case of V < 2, the formula becomes more complicated. Indeed a straightforward variable change shows that in equilibrium, a party k ∈ {i, j} with (true) typeŨ 
Second Best
We now show that the Nash bargaining protocol described in the previous section implements the second best. Indeed by contradiction, assume that in our setup where outside options are uniformly distributed on the triangle Γ, there is a mechanism Ω that generates a strictly higher expected welfare than the Nash Bargaining Protocol. It would then be possible to improve upon the second best of the M-S setup, which we call the M S mechanism. To this purpose, note that any "no commitment" truthful direct mechanism (ie. satisfying the ex-post participation constraints) is a truthful mechanism in the M-S setup (ie. satisfying the interim participation constraint). Hence in the M-S setup, we can build a mechanism Ω stipulating: for (Ũ W i ,Ũ W j ) ∈ Γ, we have Ω (Ũ W i ,Ũ W j ) = Ω(Ũ W i ,Ũ W j ); and for (Ũ W i ,Ũ W j ) ∈ [0, S p ] 2 − Γ, we have Ω (Ũ W i ,Ũ W j ) = M S(Ũ W i ,Ũ W j ). From the previous remark, such a mechanism Ω is a truthful direct mechanism. Moreover as Ω generates a strictly higher expected welfare than the Nash Bargaining Protocol on Γ, we have that Ω generates a strictly higher expected welfare than the Nash bargaining protocol on the whole domain [0, S p ] × [0, S p ]. But this is in contradiction with the fact that the Nash bargaining protocol is the second best for (Ũ W i ,Ũ W j ) uniformly distributed on [0,
Appendix 2: equilibrium value of the probability of war.
Country i's welfare under peace is U P i = U (x i ) where x i ≡ (L i ,L j , T ij , T ih ); under war, country i's welfare is stochastic (see equation (2)) but equal on average to an equilibrium value U W i = U [x i (1 − ∆)] with: ∆ ≡ (λ, λ, −τ bil , −τ multi ). The probability of escalation to war between country i and country j, given by (3), is then:
To obtain closed-form solutions we assume that the two countries are identical (however, they may be different from the other countries in the world): x i = x j . We restrict our attention to first order effects and use a Taylor expansion around an equilibrium where countries are identical, such that:
which can be rewritten, using (7) as equation (8) in the text with
Using the national accounting identity:
m ih E i = 1, we obtain equation (9) in the text.
Differentiating (8) with respect to T ij yields results mentioned in the text:
Differentiating (8) with respect to T ih yields:
Using these two equations in the case of identical countries, we obtain the effect of globalization:
which proves Result 1.
(the same primary source as Barbieri (2002) The democracy index for each country comes from the Polity IV database and we use the composite index that ranks each country on a -10 to + 10 scale in terms of democratic institutions. We also use the correlation between countries' positions during votes on resolutions in the General Assembly of the United Nations as an index of their "political affinity". The UN votes correlation is based on the roll-call votes. This form of vote happens when one Member State requests the recording of the vote so that its stand, or the stand of another Member State, on the issue under discussion is clearly identified. This recording must be requested before the voting is conducted. This annual database, created by Gartzke et al. (1999) , covers the 1946-1996 period. Military expenditures and alliances come from the COW project web site.
