Abstract. Charge-Coupled Devices often deliver non standard noises, with a p o wer spectrum proportional to a real power of 1/f over several decades (depending on biasing and temperature). On the other hand, CCD signal acquisition systems are frequently non stationary in their structure: the WienerKintchin theorem is not valid for evaluating noise power and signal to noise ratio. In this paper, the chain is seen as a continuous state-variable time-varying system with a fractional-noise input, modelled from a di usive representation of fractional integrators.
Introduction
The sensitivity of CCD imagers is limited by the noise of the on-chip MOSFET ampli er ( g1) which generates both white noise and low-frequency noise with a power spectrum proportional to 1=f 0:8 2 ( g2), depending on biasing, temperature and the fabrication process 1].
The function of a CCD signal acquisition system is to extract the pixel information from the output signal while suppressing the noise. The information, i.e. the amount o f c harge collected in a pixel, is represented by t h e v oltage di erence ( V ) b e t ween the reference level after having reset the output node and the level after the charge injection from the pixel to the oating di usion (see g1). This technique is known as correlated double sampling (CDS).
Several ways for evaluating V have been presented in the literature 2], 3]. When the output signal of the acquisition chain is stationary, standard tools in the frequency domain may be employed and the optimal solution, with respect to the signal to noise ratio, depends on the matching between the acquisition chain transfer function and the noise power spectral density (PSD). In opposite, other CDS methods are based on commutable lters whose both output and noise signals never reach the stationary rate 3], 4]. In that case, the mathematical representation of the system necessarily involves a dynamic state representation with 1=f input noise. The fractional 1=f noise (0 < < 2 ), related to the fractional brownian motion 5], is di cult to manipulate under its usual formulation. Indeed, the time-convolution with a singular long-memory kernel leads to stochastic integrodi erential equations. The so-described stochastic process is not markovian: from the numerical simulation point of view, its entire past is to be memorized, which leads in practice to very prohibitive memory space and computation.
The approach presented in this paper is introduced in 6] it was rst used in 4] for the electronic treatment of the CCD noise. It is based on a markovian inputoutput representation of fractional noises, elaborated from an in nite-dimension stochastic di erential equation. A rigorous and general mathematical frame is presented in 7]. We implicitly refer to an underlying probability space and the mathematical expectation of a real random variable X is denoted by E(X), the variance by var(X) t denotes the time variable and f the frequency.
The mathematical model under consideration
We consider the linear (stochastic) di erential system: dx(t) dt = A(t)x(t) + B(t)y(t) x(0) = x 0 (2.1) with y a scalar 1=f noise, 0 2 , which means that the power spectral density N y (f) o f y is expressed as:
y is linked to the standard white noise w from an integration of non-integer order = =2: Note that in practice, the frequency domain of 1 f -noise covers several decades in CCD systems. If = 0 , y(t) is a white noise and (2.1) is written as:
2) with y = d (t) dt (t) a Wiener-Levy process or standard Brownian motion 1 8] . If 6 = 0 , y(t) m a y b e l i n k ed to a fractional brownian motion (FBM), the de nition of which is recalled in section 2.3.
The fractional brownian motion
The frequency-domain de nition of the fractional noise is not su cient when the system is not time-invariant. It is then necessary to consider a convenient timedomain de nition. This last is based on fractional brownian motions. Given a constant 0 < a < 1 the fractional brownian motion (FBM), with Hurst parameter a and initial value y 0 , m a y be de ned for t > 0 b y : y fbm (t) = y 0 + (2 ) y fbm (t) m a y be expressed under the form: y fbm (t) = ( 2 ) I w(t) + &(t) with = a + 1 =2 1=2 < < 3=2: (2.5) The quantity &(t) m a y be seen as "a corrective term" devoted to the property o f stationary increments.
Remark: I t m a y b e s h o wn that I w(t) asymptotically behaves as y fbm (t), in then sense that :
1. I w(t) possesses asymptoticaly stationary increments, 
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The FBM is the stationarized (in the increment sense ) -integration of a white noise process, with 1=2 < < 3=2: As usual in physics, we will call such a process, the "fractional noise of order ", 1=2 < < 3=2: For 0 < < 1=2, the fractional noise of order is the derivative of the FBM of parameter a = + 1 =2. Such a process is then stationary if < 1=2 and stationary-increment i f > 1=2 it behaves asymptotically as I w(t): In the sequel, we only consider the case 1=2: The case < 1=2 m a y be tackled in a similar way, b y considering, as in 6], the derivative of a FBM of parameter a < 1=2: 8 < :
The fractional noise y will be elaborated from (3.2 ), with ( ) a real measure de ned on R + to be speci ed. y 0 is a centered gaussian random variable chosen to impose the stationarity on the process. The proof is a direct consequence of lemma (4,5,6,7) in section 6. The properties (4.5) and (4.6) are obvious (see ( 6] ) for the general case) and will be sued in the next section for CCD application. Due to the linearity o f t h e system (4.2), and using (8.10), (4.6) may be rewritten under the more convenient form if only the computation of the moments of the output signal is considered : R xx (t s) = ( ' ( )jR x x (t s)) ' ( ) = 4 ( 2 ) 2 ;1 sin( ): (4.7)
Details are given in the particular case of the CCD acquisition chain in the next section.
The acquisition chain is a commutable band-pass lter whose function is the removal of both low-frequency excess noise (or fractional noise) and high-frequency noise in order to maximize the signal to noise ratio. When the output signal is the reference level ( g 1) the time constants are made very small for resetting the system and memorize the reference level. In the second part of the lecture sequence, the time constants are chosen in order to obtain the maximum output level at a desired date. The evaluation of the tensor R x x (t t) is quite identical: We h a ve used a new markovian model of fractional noises. This approach allowed us to compare experimental and theoretical data of a band-pass lter used So, for 1=2 < < 1 , the noise generated by (3.2) and the fractional brownian motion (2.3) asymptoticaly behaves identically in the increment sense (for the proof, The covariance function of y(t) R y (t s) may be expressed with the covariance function R (t s) of the unique output y only, w h i c h will give an important shortening in computations. Proof. : y(t) and y (t) are a stationary random noise. In the sequel, we denote t ; s = . y (t) is the output signal of a low-pass lter whose transfert function 
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