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An Algorithm to nd Formulae and Values of Minorsfor Hadamard MatriesC. Koukouvinos, M. Mitrouliy, and Jennifer SeberryzJanuary 10, 2001AbstratWe give an algorithm to obtain formulae and values for minors of Hadamard matries.One step in our algorithm allows the (n  j) (n  j) minors of an Hadamard matrix to begiven in terms of the minors of a 2j 12j 1 matrix. In partiular we illustrate our algorithmby nding expliitly all the (n  4) (n  4) minors of an Hadamard matrix.Key words and phrases: Hadamard matries, minors, algorithms.AMS Subjet Classiation: 05B20,15A151 IntrodutionAn Hadamard matrix H of order n is an n n matrix with elements 1 and HHT = nI. Formore details and onstrution methods of Hadamard matries we refer the interested reader tothe books [1℄ and [2℄. Hadamard matries of order n have determinant of absolute value nn2 .Sharpe [3℄ observed that all the (n   1)  (n   1) minors of an Hadamard matrix of order nare zero or nn2 1; and that all the (n   2)  (n   2) minors are zero or 2nn2 2; and all the(n 3) (n 3) minors are zero or 4nn2 3: We note that the maximum determinant orrespondsto having the submatrix " 1 11   # or 264 1 1 11 1  1   1 375in the upper lefthand orner of the Hadamard matrix for n  2 and n  3 respetively. We givea useful method for nding the n   3 and n   4 minors whih points the way to nding otherminors suh as the n  j minor.Notation 1. We write Jb1;b2;;bzfor the all ones matrix with diagonal bloks of sizes b1  b1; b2  b2    bz  bz: WriteaijJb1;b2;;bzDepartment of Mathematis, National Tehnial University of Athens, Zografou 15773, Athens, Greee.yDepartment of Mathematis, University of Athens, Panepistemiopolis 15784, Athens, Greee.zShool of Information Tehnology and Computer Siene, University of Wollongong, Wollongong, NSW, 2522,Australia. 1
for the matrix for whih the elements of the blok with orners (i+ b1 + b2+   + bj 1; i+ b1 +b2+   +bi 1), (i+b1+b2+   +bj 1; b1+b2+   +bi), (b1+b2+   +bj; i+b1+b2+   +bi 1),(b1 + b2 +   + bj; b1 + b2 +   + bi) are aij an integer.Write (k   aii)Ib1;b2;;bzfor the diret sum (k   a11)Ib1 + (k   a22)Ib2 +   + (k   azz)Ibz :See the Appendix for examples.Notation 2. We use   for  1 in matries in this paper. Also, when we say the determinantsof a matrix we mean the absolute values of the determinants.Remark: We note that the determinant of any matrix A = (aij) is the same as the determinantobtained by nding the element of maximum absolute value in eah row i, say bi = max aij , anddividing eah element of row i by bi so every element in that row has absolute value  1, andthen multiplying the determinant by bi. That is det A = b1b2    bndet A0 where every elementof A0 has absolute value  1. Call det A0 the determinant on the unit disk.2 Prelimimary ResultsWe rst note a very useful lemma as it allows us to obtain bounds on the olumn struture ofsubmatries of an Hadamard matrix.Lemma 1 (The Distribution Lemma) Let H be any Hadamard matrix, of order n > 2. Thenfor every triple of rows of H there are preisely n4 olumns whih are(a) (1; 1; 1)T or ( ; ; )T(b) (1; 1; )T or ( ; ; 1)T() (1; ; 1)T or ( ; 1; )T(a) (1; ; )T or ( ; 1; 1)TProof. Let the following rows represent three rows of an Hadamard matrix H of order n.u1 u2 u3 u4 u5 u6 u7 u81:::1 1:::1 1:::1 1:::1  :::   :::   :::   ::: 1:::1 1:::1  :::   :::  1:::1 1:::1  :::   ::: 1:::1  :::  1:::1  :::  1:::1  :::  1:::1  ::: where u1; u2; : : : ; u8 are the numbers of olumns of eah type. Then from the order and theinner produt of rows we haveu1 + u2 + u3 + u4 + u5 + u6 + u7 + u8 = nu1 + u2   u3   u4   u5   u6 + u7 + u8 = 0 (1)u1   u2 + u3   u4   u5 + u6   u7 + u8 = 0u1   u2   u3 + u4 + u5   u6   u7 + u8 = 02
Solving we have u1 + u8 = u2 + u7 = u3 + u6 = u4 + u5 = n4 . 2We now note that without any loss of generality the rows and olumns of an Hadamardmatrix, H, may be multiplied through by  1. Hene the rst row an be hosen to be all ones.Further, also without loss of generality, the olumns of the Hadamard matrix an be sorted untilthey are in lexiographial order.If we are onsidering the (n  j) (n  j) minors, then the rst j rows, ignoring the upperlefthand j  j matrix, have 2j 1 potentially dierent rst j elements in eah olumn. Let xT+1the vetors ontaining the binary representation of eah integer +2j 1 for  = 0; : : : ; 2j 1  1.Replae all zero entries of xT+1 by  1 and dene the j  1 vetorsuk = x2j 1 k+1; k = 1; : : : ; 2j 1Let uk indiate the number of olumns beginning with the vetors uk; k = 1; : : : ; 2j 1.We note 2j 1Xi=1 ui = n  j: (2)We write Uj for all the j  (n  j) matrix in whih uk ours uk times. So
Uj = u1z}|{1:::1 u2z}|{1:::1 : : : u2j 1 1z}|{1:::1 u2j 1z}|{1:::11:::1 1:::1 : : : 1:::1 1:::11:::1 1:::1 : : :  :::   ::: : : : : : : :: : : : : : :1:::1 1:::1 : : : 1:::1  ::: 1:::1  :::  : : :  :::   :::  (3)Example 1 For example for j = 3. Here there are four numbers from 3 to 0. Their binaryrepresentations give olumns beginning(1; 1; 1)T ; (1; 1;   1)T ; (1;   1; 1)T ; (1;   1;   1)TSo we onsider the matrix with rst three rows in the formU3 = u1z}|{1 u2z}|{1 u3z}|{1 u4z}|{11 1    1   1  where P4i=1 ui = n  3. We note that for j  3, we an solve uniquely for eah ui. Similarly forj = 4, there are eight numbers from 7 to 0. Their binary representations, lead us to onsiderthe matrix with four rows in the formU4 = u1 u2 u3 u4 u5 u6 u7 u81 1 1 1 1 1 1 11 1 1 1        1 1     1 1    1   1   1   1  3
where P8i=1 ui = n  4. For j  4, we annot solve uniquely for eah i but we know ui  0 andmany inequalities suh as u1 + u2  n4 ; u3 + u4  n4 an be dedued from the orthogonality ofthe Hadamard matrix. 2In fat we note if n = 4t, the orthogonality of the rows of the Hadamard matrix givest  j  u1 + u2 + : : : + u2j 3  t; t  j  u2j 3+1 + : : :+ u2j 2  tt  j  u2j 2+1 + : : : + u2j 2+2j 3  t; t  j  u2j 2+2j 3+1 + : : :+ u2j 1  tEah of these equations an be rewritten so the onstraints beome0  t  u1   u2   : : :  u2j 3  j; 0  t  u2j 3+1   : : :  u2j 2  j0  t  u2j 2+1   : : :   u2j 2+2j 3  j; 0  t  u2j 2+2j 3+1   : : :  u2j 1  j (4)In pratie we expet eah ui  h t2j 3 i, where [ ℄ means the integer part.3 The matrix DWe write H = " M UjC # (5)for the Hadamard matrix of order n. The oeÆients in the (n   j)  (n   j) matrix CCTobtained by removing the rst j rows and olumns of the Hadamard matrix an be permutedto appear in the formCCT = (n  j)Iu1;u2;;uz + aikJu1;u2;;uz ; z = 2j 1where (aik) = ( ui  uk), with  the inner produt. By the determinant simpliation theorem(see appendix) det CCT = nn 2j 1 jdet Dwhere D, of order 2j 1 is given byD = 266664 n  ju1 u2a12 u3a13    uza1zu1a21 n  ju2 u3a23    uza2z... ... ... ...u1az1 u2az2 u3az2    n  juz 377775If the number of olumns with the vetor u` is u` = 0, then the symmetry of CCT will foreD to have its order redued by 1 for eah u` = 0.Next we apply a mathematial pakage suh as Mathematia, Matlab or Maple to obtain anexpliit formula for detD, and thus detCCT , in terms of n; t; j; u1; : : : ; u2j 1 .4
We gave ve onstraints on these variables above. We note we have in fat far more on-straints as the orthogonality of pairs of rows of H, plus the order of H means we have j2+1onstraints in total from the rows plus the 2j 1 onstraints, 0  ui  t, for all i = 1; 2; : : : ; 2j 1.Thus we wish to nd the values of the detD, and espeially the maximum value of the detD,the objet funtion, subjet to 12(j2   j + 2) + 2j 1 equations or inequalities. This is of oursea straightforward linear programming problem. The nature of the onstraints, obtained fromorthogonality and simple ounting, is suh that the onstraints form a onvex hull. Now thesimplex method for solving a linear programming problem, noting that the extremal values ofthe objet funtion our at a vertex of the onvex hull, moves from one vertex to another,seeking to optimize the objet funtion. All other values of the objet funtion our at interiorlattie points of the onvex hull.We note eah variable ui an take at most t + 1 values and there at most 2j 1 suh ui.Hene there are (t+1)2j 1 possible verties. We test eah of these possible verties against theonstraints to see whih possible verties are atual verties. We then test eah of these atualverties in the objet funtion to see whih real square integers our as solutions, detD = s2.Then detC = n 12 (n j 2j 1)s.Let Aj be the 2j 1  j matrix of entries 1 obtained by writing the binary numbers 0 to2j 1   1 as rows and then replaing all the zeros by 1 and ones by  1.Example 2 j = 2; Aj = " 1 11   #j = 3; Aj = 26664 1 1 11 1  1   11     37775 2We now give a lemma whih allows to desribe the distribution of oeÆients in D.Lemma 2 Let B = AjATj = (bi`). Then the element j ours one in eah row and olumn ofB and j   2i; i = 0; : : : ; j   1 our in eah row and olumn of B j   1i  times.Proof. For j = 2; 2 ours one and 0 ours one in eah row and olumn. For j = 3; 3ours one, 1 ours twie and  1 ours one in eah row and olumn. For j = 4; 4 oursone, 2 ours three times, 0 ours three times and  2 ours one in eah row and olumn.We now proeed by indution we have the lemma is true for small values of j. We assumethe lemma is true for all j  k. We now proeed to prove the lemma is true for ase k + 1.Now let the rows of Ak be the vetors (in 1; 1 notation) 1; 2; : : : ; 2k 1 . We note thatthe rows of Ak+1 are the vetors i = (1; i), and 2k 1+i = (1; 2k 1 i+1); i = 1; : : : ; 2k 1.Sine AkATk is symmetri with the same distribution of elements in eah row and olumn itsuÆes to onsider the inner produt of the rst row of Ak+1 with eah of the other rows. Werst note the inner produt of the rst row with itself is k + 1 and with the last row is 1  k asrequired by the lemma. 5
In the rst row of Ak a oeÆient, k   2i; i 6= 0, oured k   1i  times meaning exatlyk   1i  rows in Ak had inner produt k   2i with the rst row. These same rows will have innerprodut 1 + k  2i if the row is in the rst 2k 1 rows of Ak+1 and 1  k + 2i if the rows were inthe seond 2k 1 rows of Ak+1. That means 1+ k  2i ours k   1i  from the rst 2k 1 rows andk   1k   i times between the rst row and rows of the seond half of Ak+1. Thus the oeÆientsk + 1  2i ours k   1i +k   1k   i=k(k 1)!i!(k i)!= ki as required.Hene the lemma was true for small k, and being true for j = k meant it was true forj = k + 1. Hene we have the proof by indution. 2However our denitions of the oeÆients aik of the matrix D desribed above gives thatthe oeÆients (a2k; a3k; : : : ; azk); z = 2j 1 are, as given in the last lemma (j   2i) ouringj   1i , i = 1; : : : ; j   1 times as the oeÆient j ours down the diagonal. Thus the sum of thesquares of the elements in olumn i of D are(n  jui)2 + u2i j 1Xi=1 j   1i (j   2i)2:We illustrate the algorithm for j = 3 and j = 4.4 (n  3) (n  3) minors of Hadamard matriesTheorem 1 The (n 3) (n 3) minors of an Hadamard matrix of order n are zero or 4nn2 3:Proof. Assume the rst row and olumn of the Hadamard matrix have been normalized to beall ones. This does not alter the determinant.Assume the rst three rows of the Hadamard matrix, ignoring the upper lefthand 3  3matrix for whih we are alulating the minor, are:u1z }| {1; : : : ; 1 u2z }| {1; : : : ; 1 u3z }| {1; : : : ; 1 u4z }| {1; : : : ; 11; : : : ; 1 1; : : : ; 1  ; : : : ;   ; : : : ; 1; : : : ; 1  ; : : : ;  1; : : : ; 1  ; : : : ; :Further assume that the rows have been permuted so that the rst three olumns ontainrst u01 rows with (1; 1; 1), then u02 rows with (1; 1; ), then u03 rows with (1; ; 1) and last u04rows with (1; ; ).We now remove the rst three rows and olumns from the original, permuted Hadamardmatrix, and the remaining (n  3)  (n  3) matrix is alled C. We write k for n  3 and 3 for
6
 3. In this ase CCT is
CCT =
266666666666666666666666666666666666666666664
u1z }| {k 3    3 u2z }| {1 1    1 u3z }| {1 1    1 u4z }| {1 1    13 k    3 1 1    1 1 1    1 1 1    1... ... ... ... ... ... ... ... ... ... ... ...3 3    k 1 1    1 1 1    1 1 1    11 1    1 k 3    3 1 1    1 1 1    11 1    1 3 k    3 1 1    1 1 1    1... ... ... ... ... ... ... ... ... ... ... ...1 1    1 3 3    k 1 1    1 1 1    11 1    1 1 1    1 k 3    3 1 1    11 1    1 1 1    1 3 k    3 1 1    1... ... ... ... ... ... ... ... ... ... ... ...1 1    1 1 1    1 3 3    k 1 1    11 1    1 1 1    1 1 1    1 k 3    31 1    1 1 1    1 1 1    1 3 k    3... ... ... ... ... ... ... ... ... ... ... ...1 1    1 1 1    1 1 1    1 3 3    k
377777777777777777777777777777777777777777775
:
Then, we have det CCT = nn 7det D, whereD = 26664 n  3u1  u2  u3 u4 u1 n  3u2 u3  u4 u1 u2 n  3u3  u4u1  u2  u3 n  3u4 37775where n = 4t, u1 + u2 + u3 + u4 = 4t  3, 0  t  ui  3; i = 1; 2; 3; 4 anddet D = u1(n  4u2)(n  4u3)(n  4u4) + u2(n  4u1)(n  4u3)(n  4u4)+u3(n  4u1)(n  4u2)(n  4u4) + u4(n  4u1)(n  4u2)(n  4u3)+(n  4u1)(n  4u2)(n  4u3)(n  4u4):or det D = 4Xi=1fui 4Yk=1;k 6=i(n  4uk)g+ 4Yi=1(n  4ui)We now hoose all possible hoies for u1; u2; u3 and u4 so u1; u2; u3; u4 2 ft; t; t; t  3gor 2 ft; t; t  1; t  2g or 2 ft; t  1; t  1; t  1g. All hoies from the rst two sets give zerodeterminant. The third set gives det D = 16n.The minors are 4nn2 3 and 0 as det CCT = (det C)2. 27
5 (n  4) (n  4) minors of Hadamard matriesTheorem 2 The (n  4) (n  4) minors of an Hadamard matrix of order n are zero, 8nn2 4or 16nn2 4:Proof. We proeed as in the previous proof but now we use the rst four rows and olumnsand ignore the upper lefthand 4 4 matrix for whih we are alulating the minor.Let 8i=1 ui = n  4 where u1; u2;    ; u8 orrespond to the number of olumns with entriesu1 u2 u3 u4 u5 u6 u7 u81 1 1 1 1 1 1 11 1 1 1        1 1     1 1    1   1   1   1  in the rst four rows respetively, after the 4  4 prinipal submatrix has been removed. Alsoabove, we assume the rows have also been permuted so the elements of the rst four olumnsare grouped similarly.We now remove the rst four rows and olumns from the original, permuted Hadamardmatrix, and the remaining (n   4)  (n   4) matrix is alled C. In this ase CCT = (k  aii)Iu1;:::;u8 + aijJu1;:::;u8 , where k = n   4, aii =  4, a12 =  2, a13 =  2, a14 = 0, a15 =  2,a16 = 0, a17 = 0, a18 = 2, a23 = 0, a24 =  2, a25 = 0, a26 =  2, a27 = 2, a28 = 0, a34 =  2,a35 = 0, a36 = 2, a37 =  2, a38 = 0, a45 = 2, a46 = 0, a47 = 0, a48 =  2, a56 =  2, a57 =  2,a58 = 0, a67 = 0, a68 =  2 and a78 =  2.Then, with k = 4t  4; det CCT = nn 12detD, where D is the following matrix:2666666664
4t  4u1  2u2  2u3 0  2u5 0 0 2u8 2u1 4t  4u2 0  2u4 0  2u6 2u7 0 2u1 0 4t  4u3  2u4 0 2u6  2u7 00  2u2  2u3 4t  4u4 2u5 0 0  2u8 2u1 0 0 2u4 4t  4u5  2u6  2u7 00  2u2 2u3 0  2u5 4t  4u6 0  2u80 2u2  2u3 0  2u5 0 4t  4u7  2u82u1 0 0  2u4 0  2u6  2u7 4t  4u8
3777777775 :In this partiular ase, as we have worked by hand, we have used the properties of determi-nants to further simplify our determinants before turning to the omputer. However a omputerprogram an work from this point straightforwardly. Divide the elements of eah olumn by 2so we have, det CCT = 28nn 12detE, where
E = 2666666664
2t  2u1  u2  u3 0  u5 0 0 u8 u1 2t  2u2 0  u4 0  u6 u7 0 u1 0 2t  2u3  u4 0 u6  u7 00  u2  u3 2t  2u4 u5 0 0  u8 u1 0 0 u4 2t  2u5  u6  u7 00  u2 u3 0  u5 2t  2u6 0  u80 u2  u3 0  u5 0 2t  2u7  u8u1 0 0  u4 0  u6  u7 2t  2u8
3777777775 :8
Now, add twie the 8th row to the rst; add twie the 7th row to the seond; add the8th row to the seond, third and 5th rows; and add the 7th row to the rst, fourth, and 6throws. Take row four from rows one, two, three and half row four from row seven. Divide rows1,2,3,4,5,6, by 2 and put 26 into the determinant multiplier. Take row 6 from rows 1,2,5 and7 and divide rows 1, 2, 3 and 5 by t and put t4 into the determinant multiplier. Now we havedetCCT = 26nn 8detF , where
F = 26666666666664
1 0 0  1 0  1  1 20 1 0  1 0  1 0 10 0 1  1 0 0  1 10 0  u3 t  u4 0 0 t  u7  u80 0 0 0 1  1  1 10 0 0 0  u5 t  u6 t  u7  u80 u2 0  t+ u4 0  t+ u6 0 u8u1 0 0  u4 0  u6  u7 2t  2u8
37777777777775 :Add u5 times row 5 to row 6, take u1 times row 1 from row 8, take u2 times row 2 from row7 and add u3 times row 3 to row 4. Now expand the determinant to obtain 26nn 8det G whereG is given byG = 26664 t  u3   u4 0 t  u3   u7 u3   u80 t  u5   u6 t  u5   u7 u5   u8 t+ u2 + u4  t+ u2 + u6 0 u8   u2u1   u4 u1   u6 u1   u7 2t  2u1   2u8 37775 :Hene detC = 23n 12n 4 pdet G. We now useu1 + u2 + u3 + u4 + u5 + u6 + u7 + u8 = 4t  4;0  t  u1   u2  4; u1 + u2 + a2 = t; 0  t  u3   u4  4; u3 + u4 + a4 = t;0  t  u5   u6  4; u5 + u6 + a6 = t; 0  t  u7   u8  4; u7 + u8 + a8 = t;where 0  a2; a4; a6; a8  4 are the slak variables and a2 + a4 + a6 + a8 = 4:So the determinant beomes26(4t)n 8 26664 a4 0 a8 t  u4   u80 a6 a8 t  u6   u8 a2  a2 a2 + a8 u2   u8t  u2   u4 t  u2   u6 u2   u8 2t  u2   u4   u6   u8 37775 :We have evaluated the determinant of the theorem for all dierent values of ai, by omputer,and obtained the results in Table 1.
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a2 a4 a6 a8 Value of determinantX = 2t  u2   u4   u6   u80 4 0 0 00 0 4 0 00 0 0 4 00 3 1 0  3(u2   u8)20 3 0 1  3(t  u2   u6)20 2 2 0  4(u2   u8)20 2 1 1 2X   2(u2   u8)2   2(t  u2   u6)2   (t  u2   u4)20 2 0 2  4(t  u2   u6)20 1 3 0  3(u2   u8)20 1 2 1 2X   2(u2   u8)2   (t  u2   u6)2   2(t  u2   u4)20 1 1 2 2X   (u2   u8)2   2(t  u2   u6)2   2(t  u2   u4)20 1 0 3  3(t  u2   u6)20 0 3 1  3(t  u2   u4)20 0 2 2  4(t  u2   u4)20 0 1 3  3(t  u2   u4)24 0 0 0 03 0 1 0  3(t  u4   u8)23 0 0 1  3(u4   u6)22 0 2 0  4(t  u4   u8)22 0 1 1 2X   2(u4   u6)2   2(t  u4   u8)2   (t  u2   u4)22 0 0 2  4(u4   u6)21 0 3 0  3(t  u4   u8)21 0 2 1 2X   (u4   u6)2   2(t  u4   u8)2   2(t  u2   u4)21 0 1 2 2X   2(u4   u6)2   (t  u4   u8)2   2(t  u2   u4)21 0 0 3  3(u4   u6)23 1 0 0  3(t  u6   u8)22 2 0 0  4(t  u6   u8)22 1 0 1 2X   2(u4   u6)2   (t  u2   u6)2   2(t  u6   u8)21 3 0 0  3(t  u6   u8)21 2 0 1 2X   (u4   u6)2   2(t  u6   u8)2   2(t  u2   u6)21 1 0 2 2X   2(u4   u6)2   (t  u6   u8)2   2(t  u2   u6)22 1 1 0 2X   (u8   u2)2   2(t  u6   u8)2   2(t  u4   u8)21 2 1 0 2X   2(u2   u8)2   2(t  u6   u8)2   (t  u4   u8)21 1 2 0 2X   2(u2   u8)2   (t  u6   u8)2   2(t  u4   u8)21 1 1 1 4X   (t  u2   u4)2   (t  u2   u6)2   (t  u4   u8)2 (t  u6   u8)2   (u2   u8)2   (u4   u6)2Table 1We have hosen to work with the slak variable ai rather than the ui's as this leads to simplerexpressions for alulating by hand.For the ase a2 = 1; a4 = 1; a6 = 1; a8 = 1 we take the onstraints: ui+ui+1 = t 1 for i =1,3, 5, 7 and nd the expression 4X   (t  u2   u4)2   (t  u2   u6)2   (t  u4   u8)2   (t  u6  u8)2   (u2   u8)2   (u4   u6)2 for the determinant. We now evaluate this at the verties of theonvex hull (u2; u4; u6; u8) where exatly two of the variables (u7; u8) or (u4; u6) are t   1 andtwo are zero to get the value 4. All the other verties, exept 12 whih give determinant 1, givenon-positive values for the determinant. (We found the 12 ases by exhaustive enumeration ofthe ases). However the determinant of CCT must be a square and so the negative values areimpossible. Hene the maximum determinant is 4.For the onvex hull where exatly one of the ui is t   2, exatly one is t   1 and two arezero and two of the orresponding aj are 1, one is 2 and one is zero. We get the maximum10
determinant is 1. Without loss of generality, as the expressions in Table 1 are symmetri inthe variables in the sense that if uj = t   2 and ui = 0, then ui ours in all four terms of theexpression and uj ours in the terms (ui   uj)2 or (t  ui   uj)2 whih have oeÆient 1.Now we have two ases orresponding to dierent expressions. For the rst ase the expres-sion for the determinant is4t  2ui   2uj   2uk   2u`   (ui   uj)2   2(t  ui   uk)2   2(t  ui   u`)2: (6)Then the determinant is 1 if ai = 0; aj = 2; ak = 1; a` = 1; ui = t   1; uj = t  2; uk =0; u` = 0; so ui 1 = 1; uj 1 = 0; uk 1 = t  1; u` 1 = t  1:In the other ase the expression for the determinant is4t  2ui   2uj   2uk   2u`   2(ui   uk)2   (t  ui   uj)2   2(t  ui   u`)2: (7)The determinant is 1 if ai = 0; aj = 2; ak = 1; a` = 1; ui = t 1; uj = 0; uk = t 2; u` = 0;so ui 1 = 1; uj 1 = t  2; uk 1 = 1; u` 1 = t  1:We now form a 4(n 4) matrix by hoosing the appropriate olumns given at the beginningof this proof using the values of u1; u2; u3;    ; u8 found in the two ases. If we hoose the rstrow and rst olumn as all ones, whih we an always do, there is at most one way, up topermutation of olumns 2, 3, and 4 to omplete the 4  (n   4) matrix to form an Hadamardmatrix.We now have to systematially look through all the possible 4  (n  4) submatries whihan be formed satisfying equations (6) and (7). Some of them ould have no ompletion toan Hadamard matrix and some ould have only one ompletion. In pratie we found a singleompletion in eah ase.We rst onsider an example of a solution to equation (6). For4t  2u2   2u4   2u6   2u8   (u2   u8)2   2(t  u2   u4)2   2(t  u2   u6)2then the determinant is 1 if a2 = 0; a4 = 1; a6 = 1; a8 = 2; u2 = t 1; u4 = 0; u6 = 0; u8 = t 2;so u1 = 1; u3 = t  1; u5 = t  1; u7 = 0:This gives the 4 (n  4) submatrix:1 t 1z}|{1 t 1z}|{1 t 1z}|{1 t 2z}|{11 1 1    1 1   1  1   1 1  By onsidering the inner produts of these rows (the rst with the other 3 is 2 and the otherpairs are orthogonal) we nd that this an be extended to an Hadamard matrix by using the4 4 submatrix (or a olumn permutation thereof)1 1 1 1      11        1    11
as the upper lefthand orner (or lower righthand orner) of the Hadamard matrix. We note this4 4 matrix has determinant 8. We now onsider an example of a solution to equation (7). Forthe determinant expression4t  2u2   2u4   2u6   2u8   2(u4   u6)2   (t  u2   u6)2   2(t  u6   u8)2:The determinant is 1 if a2 = 2; a4 = 1; a6 = 0; a8 = 1; u2 = 0; u4 = t  2; u6 = t  1; u8 = 0so u1 = t  2; u3 = 1; u5 = 1; u7 = t  1:We nd, similarly, this has a unique solution up to permutation of the same 44 submatrix.The alulations for all other submatries are similar. In eah ase the 4 4 submatrix haddeterminant 8.Hene we have the (n   4)  (n   4) minors of an Hadamard matrix of order n are zero,8nn2 4 or 16nn2 4: 26 (n  j) (n  j) minors of Hadamard matriesWe now outline the method to evaluate the (n   5); (n   6); : : : ; (n   j) minors. For the (n  j) (n  j) minors we evaluate detCCT = nn 2j 1 jdetD (8)where D is the 2j 1  2j 1 matrix given in Setion 2.The Algorithm for (n  j) (n  j) minors of an n n Hadamard matrix, H.Step1: Generate 1 matries M , of order jwith rst row and olumn all +1.Step2: Form the general matrix, N = [M Uj ℄, of size j  n for the rst j rows of ann n Hadamard matrix H, where Uj is given in (3).Step3: For eah M onsider all j3 subsets of three rows of N and use theDistribution Lemma with P2j 1i=1 ui = n  j to form 4 equations in the variablesu1; : : : ; u2j 1 for eah subset. A total number of 4j3 equations from whihj2+ 1 are the dierent ones.Step 4: For eah M searh for all feasible solutions to the dierent equations generatedat Step 3.Step 5 For eah M and for eah feasible solution found in Step 4 use the matrix Dto nd all possible values of the (n  j) (n  j) minors.Implementation of the algorithmHow to eÆiently generate the set of equationsWe note that any triple of rows of N a; b;  and the equation P2j 1i=1 ui = n  j allows us tosee that, writing the inner produt of rows a; b;  in N allows us to obtain 4 equations12
u1 + u2 + : : :+ u2j 1 = n  jma mb + L1(u1; : : : ; u2j 1) = 0 (9)ma m + L2(u1; : : : ; u2j 1) = 0mb m + L3(u1; : : : ; u2j 1) = 0where L1; L2; L3 are linear ombinations of u1; : : : ; u2j 1 . Solving the equations (9) will allowbounds on sums of subsets of at most 2j 3 uk in terms of ma mb;ma m;mb m and n4 .Example 3 Let n = 16 and j = 5. We write the rst ve rows of H asM u1 u2 u3 u4 u5 u6 u7 u8 u9 u10 u11 u12 u13 u14 u15 u161 1 1 1 1 1 1 1 1 1 1 1 1 1 1 11 1 1 1 1 1 1 1                1 1 1 1         1 1 1 1        1 1     1 1     1 1     1 1    1   1   1   1   1   1   1   1  realling that u1; u2; : : : ; u16 are the number of olumns of the kind indiated. M is the 5  5submatrix that will be removed in forming the (n 5) (n 5) minors. From the order we have16Xi=1 ui = 11 (10)We rst see by the Distribution Lemma that0  ui  4 (11)Also we have the onstraints:4  u1+4j   u2+4j   u3+4j   u4+4j  5; j = 0; 1; 2; 3By areful ounting, we see that if the rst row and olumn of M are +1, there are 50matries M with distint inner produt vetors.The inner produt of rows i and j of N plus (10) areu1 + u2 + u3 + u4 + u5 + u6 + u7 + u8 + u9 + u10 + u11 + u12 + u13 + u14 + u15 + u16 = 11(m1 m2) + u1 + u2 + u3 + u4 + u5 + u6 + u7 + u8   u9   u10   u11   u12   u13   u14   u15   u16 = 0(m1 m3) + u1 + u2 + u3 + u4   u5   u6   u7   u8 + u9 + u10 + u11 + u12   u13   u14   u15   u16 = 0(m2 m3) + u1 + u2 + u3 + u4   u5   u6   u7   u8   u9   u10   u11   u12 + u13 + u14 + u15 + u16 = 0(m1 m4) + u1 + u2   u3   u4 + u5 + u6   u7   u8 + u9 + u10   u11   u12 + u13 + u14   u15   u16 = 0(m2 m4) + u1 + u2   u3   u4 + u5 + u6   u7   u8   u9   u10 + u11 + u12   u13   u14 + u15 + u16 = 0(m3 m4) + u1 + u2   u3   u4   u5   u6 + u7 + u8 + u9 + u10   u11   u12 + u13 + u14   u15   u16 = 0(m1 m5) + u1   u2 + u3   u4 + u5   u6 + u7   u8 + u9   u10 + u11   u12 + u13   u14 + u15   u16 = 0(m2 m5) + u1   u2 + u3   u4 + u5   u6 + u7   u8   u9 + u10   u11 + u12   u13 + u14   u15 + u16 = 0(m3 m5) + u1   u2 + u3   u4   u5 + u6   u7 + u8 + u9   u10 + u11   u12   u13 + u14   u15 + u16 = 0(m4 m5) + u1   u2   u3 + u4 + u5   u6   u7 + u8 + u9   u10   u11 + u12 + u13   u14   u15 + u16 = 013
This an of ourse be simplied analytially but as we propose using a omputer pakage thisis not neessary. All possible solutions of these inequalities should be used in the determinantof the orresponding matrix D to obtain numerial results. In this ase D is, writing m = n 5,2666666666666666666666664
m  3  3  1  3  1  1 1  3  1  1 1  1 1 1 3m  1  3  1  3 1  1  1  3 1  1 1  1 3 1m  3  1 1  3  1  1 1  3  1 1 3  1 1m 1  1  1  3 1  1  1  3 3 1 1  1m  3  3  1  1 1 1 3  3  1  1 1m  1  3 1  1 3 1  1  3 1  1m  3 1 3  1 1  1 1  3  1m 3 1 1  1 1  1  1  3m  3  3  1  3  1  1 1m  1  3  1  3 1  1m  3  1 1  3  1m 1  1  1  3m  3  3  1m  1  3m  3m
3777777777777777777777775where every onstant in olumn i of D is multiplied by ui, the diagonals beoming m = n  5ui,and D is, in fat, symmetri. 2Referenes[1℄ A.V.Geramita, and J.Seberry, Orthogonal Designs: Quadrati Forms and Hadamard Ma-tries, Marel Dekker, New York-Basel, 1979.[2℄ J. Seberry Wallis, Hadamard matries, Part IV, Combinatoris: Room Squares, Sum-FreeSets and Hadamard Matries, Leture Notes in Mathematis, Vol. 292, eds. W. D. Wallis,Anne Penfold Street and Jennifer Seberry Wallis, Springer-Verlag, Berlin-Heidelberg-NewYork, 1972.[3℄ F. R. Sharpe, The maximum value of a determinant, Bull. Amer. Math. So., 14 (1907),121-123.7 Appendix: Determinant Simpliation TheoremsExample 4 CCT = (k   )Iv + Jv (12)
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is the v  v matrix CCT = 26666664 k      k         ... ... ...     k
37777775 2Example 5 CCT = (k   aii)Iu;v + aijJu;v (13)where (aij) = " a bb a # is the (u+ v) (u+ v) matrix
CCT =
26666666666666666664
uz }| {k a    a vz }| {b b    ba k    a b b    b... ... ... ... ... ...a a    k b b    bb b    b k a    ab b    b a k    a... ... ... ... ... ...b b    b a a    k
37777777777777777775 2Lemma 3 Suppose C is a matrix of order v  v satisfying CCT = (k   )Iv + Jv given in(12). Then, det CCT = (k + (v   1))(k   )v 1.Proof. Use the determinant simpliation theorem. 2Lemma 4 Suppose C is a matrix of order (u + v)  (u + v), where n = u + v, satisfyingCCT = (k   aii)Iu;v + aijJu;v given in (13). Then, det CCT = (k   a)n 2det D whereD = " k + (u  1)a ubvb k + (v   1)a # :Then, det CCT = (k   a)n 2  (k   a)2 + an(k   a) + uv(a2   b2).Proof. Use the determinant simpliation theorem and expand D. 2
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Example 6 CCT = (k   aii)Iu;v;w;x + aijJu;v;w;x (14)where (aij) = 26664 a b  db a e f e a gd f g a 37775 is the (u+ v + w + x) (u+ v + w + x) matrix
CCT =
26666666666666666666666666666666666666666664
uz }| {k a    a vz }| {b b    b wz }| {      xz }| {d d    da k    a b b    b       d d    d... ... ... ... ... ... ... ... ... ... ... ...a a    k b b    b       d d    db b    b k a    a e e    e f f    fb b    b a k    a e e    e f f    f... ... ... ... ... ... ... ... ... ... ... ...b b    b a a    k e e    e f f    f      e e    e k a    a g g    g      e e    e a k    a g g    g... ... ... ... ... ... ... ... ... ... ... ...      e e    e a a    k g g    gd d    d f f    f g g    g k a    ad d    d f f    f g g    g a k    a... ... ... ... ... ... ... ... ... ... ... ...d d    d f f    f g g    g a a    k
37777777777777777777777777777777777777777775
:
2Lemma 5 Suppose C is a matrix of order (u+v+w+x)(u+v+w+x), where n = u+v+w+x,satisfying CCT = (k   aii)Iu;v;w;x + aijJu;v;w;x given by (14). Thendet CCT = (k   a)n 4det Dwhere D = 26664 k + (u  1)a vb w xdub k + (v   1)a we xfu ve k + (w   1)a xgud vf wg k + (x  1)a 37775 : (15)Proof. Use the determinant simpliation theorem. 216
Theorem 3 (Determinant Simpliation Theorem) LetCCT = (k   aii)Ib1;b2;;bz + aijJb1;b2;;bzthen det CCT = zi=1(k   aii)bi 1det D (16)where D = 266664 k + (b1   1)a11 b2a12 b3a13    bza1zb1a21 k + (b2   1)a22 b3a23    bza2z... ... ... ...b1az1 b2az2 b3az2    k + (bz   1)azz 377775Proof. We note the matrix CCT has k down the diagonal and elsewhere the elements aredened by the blok of elements aij .We start with the rst row and subtrat it from the 2nd to the b1th row. Then take the rstrow of the 2nd blok (the b1 + 1st row) and subtrat it from the b1 + 2th to b1 + b2th rows. Weontinue this way with eah new blok.Now the rst olumn has: a11 k b1  1 times, then a21 followed by b2  1 rows of zero, thena31 followed by b3   1 rows of zero, and so on until we have az1 followed by bz   1 rows of zero.We now add olumns 2 to b1 to the rst olumn: eah of the olumns b1+2nd to b1+ : : :+ b2thto the b1 + 1st olumn; and so on until nally add eah of the olumns b1 +   + bz 1 + 2nd tob1 +   + bz 1th to the b1 +   + bz 1 + 1st olumn.The rows whih ontain zero in the rst olumn will have k   aii on the diagonal and allother elements zero. They an then be used to zero every element in their respetive olumns.We now expand the determinant, taking into the oeÆient those rows and olumns whihontain k aii as required. The remaining matrix to be evaluated is D given in the enuniation.2
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