





Abstract— A rigorous analysis of noise effects in super 
regenerative oscillators (SRO), operating in both linear and 
nonlinear mode, is presented. For operation in linear mode, two 
different analysis methods are presented. One is based on the 
calculation of linear-time variant (LTV) transfer function with 
respect to the input signal and the noise sources. The second 
method is based on a compact semi-analytical formulation of the 
pulsed oscillator under the effect of the quench signal. The 
compact formulation also enables the analysis of the SRO in 
nonlinear mode. It constitutes a fully new mathematical 
description of SROs, with general applicability, as it is not 
restricted to a particular oscillator topology. It relies on a 
numerical nonlinear black-box model of the standalone free-
running oscillator, extracted from harmonic-balance simulations. 
This model is introduced into an envelope-domain formulation of 
the SRO at the fundamental frequency. Both the method based on 
LTV transfer functions and the semi-analytical formulation take 
into account the cyclostationary nature of the SRO response to the 
noise sources. In nonlinear mode, the variances of the amplitude 
and phase are calculated linearizing the formulation about the 
pulsed steady-state solution. The particular time variation of the 
phase variance is explained in detail, and related with the onset 
and extinction of the oscillation in the presence of an RF input 
signal. The new analysis methods have been validated with both 
independent circuit-level simulations and measurements.  
 
Index Terms—Noise, stability, superregenerative oscillator. 
I. INTRODUCTION 
Superregenerative oscillators (SROs) use the exponential 
growth of an oscillation signal to obtain high gain 
amplification, which has been applied to replace amplifier 
chains in receivers [1], [2] and, more recently, to implement 
active transponders [3], [4]. The oscillation is controlled by a 
quench signal (Fig. 1) that periodically switches the oscillator 
on and off, by shifting the critical pair of complex-conjugate 
poles from the left-hand side of the complex plane (LHS) to the 
right-hand side (RHS) and then back to the LHS. The SRO is 
sensitive to the input signal only during a fraction of the 
quench-signal period, about the time value at which the critical 
pair of complex-conjugate poles crosses to the RHS. The signal 
grows as long as this critical pair of poles is located on the RHS, 
so the maximum value of the output signal is obtained when the 
poles cross again to the LHS [1], [2]. Thus, the SRO responds 
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with an oscillation pulse, controlled by the quench signal, Vq(t). 
In the absence of an input signal, the oscillation starts from the 
noise level, whereas in the presence of an RF input signal 
(above the noise level) it starts from a higher amplitude. In fact, 
when operating in linear mode, the amplitude of the oscillation 
pulse is proportional to that of the input signal, as shown in [1]. 
On the other hand, when operating in nonlinear mode, the active 
device or devices are sensitive to the oscillation amplitude, and 
may reach a saturated value [1],[5],[6]. In the so-called 
logarithmic mode, the area under the envelope of the oscillation 
pulse is proportional to the input-signal amplitude.  
 
Fig. 1. Schematic representation of the SRO operation. 
 
Under an amplitude modulation, the SRO should operate in 
linear mode, and each oscillation pulse must depend only on the 
RF signal Vin(t) introduced during its corresponding sensitivity 
period, avoiding hangover effects [1]. However, the SRO also 
responds to noise perturbations, which under the commonly 
used on-off keying modulation [1], [5], may give rise to 
detectable output pulses in the absence of an input signal. Thus, 
for a proper operation, a sufficiently high signal-to-noise ratio 
(S/N) is necessary. On the other hand, SROs can also operate 
under phase and frequency modulations [7]-[10]. For instance, 
very performant QPSK receivers have been presented in [7], 
[11], where the symbol rate agrees with the quench-signal 
frequency. As shown in [7], the SRO can follow the variations 
of the input phase in both linear and nonlinear mode, and the 
nonlinear one enables a broader choice of quench-signal 
parameters. In nonlinear mode, one can expect the inherent 
oscillation noise to have an impact on the output pulses. The 
dominant contribution is the phase noise, due to the invariance 
of the oscillator solution versus phase translations, which, in the 
presence of noise sources, gives rise to an accumulation of 
phase perturbations [12],[13]. 
Most of the previous works [14], [15] on SRO noise analysis 
consider a simplified Van der Pol model of the oscillator circuit 
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and focus on the S/N calculation in linear regime. The aim of 
this work is to present a generic noise analysis of SROs in both 
linear and nonlinear modes. In [16], the analysis in linear mode 
was carried out using linear-time-variant (LTV) transfer 
functions [17], [18] directly extracted from circuit-level 
envelope-transient simulations [19], [20]. However, it is not 
possible to extend this kind of representation to nonlinear mode. 
In [6], a single time-variant Volterra kernel in the envelope 
domain [21] was defined, but this nonlinear model is only 
applicable when the input-amplitude levels are known and a 
proper timing of the input-amplitude variations is used. 
 To cover the noise analysis in both linear and nonlinear 
mode, a second method is presented, based on a compact semi-
analytical formulation of the pulsed oscillator under the effect 
of the quench signal. It relies on a numerical nonlinear black-
box model of the standalone free-running oscillator, extracted 
from harmonic-balance (HB) simulations and introduced into 
an envelope-domain formulation of the SRO at the fundamental 
frequency. The semi-analytical formulation considers the 
amplitude and phase as state variables, enabling the stochastic 
analysis of the influence of each of these variables on the global 
noise behavior. 
For RF input amplitudes and quench signals, such that the 
SRO operates in linear mode, the calculation through the new 
semi-analytical formulation is equivalent to the one resulting 
from an LTV transfer function, defined at the analysis port. 
Although the equation from which the stochastic analysis 
departs is different when using LTV transfer functions and 
when using the semi-analytical formulation, the stochastic 
analysis is analogous in the two cases. It is based on the 
calculation of the Fourier series expansion of the 
cyclostationary autocorrelation function, with the quench 
frequency as fundamental and time-varying harmonic terms. 
When using the LTV transfer functions, one calculates the 
autocorrelation of the complex output voltage, whereas in the 
case of the semi-analytical formulation, one calculates 
separately the autocorrelation of the amplitude and phase 
variables to analyze their stochastic properties.  
When using the semi-analytical formulation, the variances of 
the amplitude and phase, in the presence of noise perturbations, 
will be calculated linearizing the formulation about the pulsed 
steady-state solution. The particular time variation of the phase 
variance will be explained in detail, and related with the onset 
and extinction of the oscillation. The prediction capabilities of 
formulation will be tested under highly nonlinear behaviour and 
irregular envelopes 
The paper is organized as follows. Section II provides a 
summary of the method to calculate the signal-to-noise ratio in 
linear regime, presented in [16], and relying on the use of LTV 
transfer functions. Section III describes the new reduced-order 
envelope-domain formulation of the SRO, valid for linear and 
nonlinear operation. Section IV describes the whole stochastic 
analysis of the SRO amplitude and phase in the presence of 
noise sources. 
 
II. NOISE ANALYSIS IN LINEAR MODE BASED ON LTV 
TRANSFER FUNCTIONS 
The analysis in this section is intended to be applied using 
linear-time variant (LTV) transfer functions [17], [18], 
extracted from circuit-level envelope-transient simulations 
[19], [20]. The method is applicable only when the SRO 
operates in linear mode.  
A. LTV Transfer Functions with Respect to the Noise Sources 
The envelope-domain analysis of the SRO is performed, 
taking the oscillator free-running frequency 2p pf   as the 
carrier frequency. Then, the SRO output due to noise is 
expressed as: 
 ( ) ( ) cos ( ) Re ( ) pj tout out p out outn t N t t t N t e

     
 
 (1) 




 , where m = 1 to M, and M is the number of noise 
sources. These noise sources are assumed white, since, in linear 
mode, there is no up conversion of low-frequency noise. To 
calculate the LTV transfer function [17]-[18] with respect to the 
noise source ( )mN t , this source is replaced with an auxiliary 




, where the constant envelope G may 
correspond to either a voltage or current. The LTV transfer 
function associated to this source is given by [18]: 
( , ) ( , ) /m p out pH t V t G      (2) 
where outV  is the envelope of the output voltage. The above 




a circuit-level envelope-transient analysis at each  step. The 
frequency Ω is swept about the free-running frequency of the 
stand-alone oscillator. The sweep-frequency interval must be 
wide enough to cover the whole resonance bandwidth, as shown 
in [18]. Because the quench signal is periodic, ( , )m pH t 
is periodic too, with the same period Tq.  
B. Stochastic Analysis of the SRO Output 
Let a noise source with the envelope N(t) be considered, 
where the superscript m has been dropped for notation clarity. 














         (3) 
where ( ) ( ) ( )r iN N jN     . For simplicity, the integration 
frequency interval about p is assumed to be symmetrical  and 
B is the noise bandwidth. To obtain the power spectral density 
(PSD) of the process ( )outN t , one must first calculate the 
correlation function ( , )R t  , with a double time dependence. In 
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Due to the time periodicity of ( , )pH t  , for each Ω, this 
function can be expanded in a Fourier series: 
( , ) ( ) ,    2q
jk t
p k q q
k
H t H e T

        (6) 
Replacing (6) into (5) one obtains [22]: 
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where the components 
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       (8) 
From (7), ( , )R t   satisfies: ( , ) ( , )qR t R t T   , and, due to the 
periodicity of ( , )pH t  , the time average satisfies 
 ( ) ( )out out qE N t E N t T    . The fulfilment of these two 
properties indicates that ( )outN t  is a cyclostationary stochastic 
process. Then, as shown in [22], [23], the PSD of this process 
can be calculated using the term 0 ( )R   of the Fourier series 
expansion (7) of the correlation function: 
2
0( ) ( ) ( )
j
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This is because, as demonstrated in [22], [23], only the term 
with 0s   of summation (7) contributes to the PSD of the 
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where it has been assumed that ( ) 0kH    for / 2B  . 












           (11) 
The contribution of each component ( )kH   is shifted to the 
k-th harmonic of the quench frequency 
q . In the case of M 
white-noise sources, with the spectral densities m, where 
m = 1…M, the analysis should be carried out in the same way 




( ) ( )m n
m n
S S   , where , ( )m nS   are the terms 
arising from the correlation between the m-th and n-th noise 
sources. 
C. Signal to Noise Ratio 
The calculation of the signal-to-noise ratio is exemplified 
considering a single white-noise source with the spectral 
density . The expression for the noise power is derived using 
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where (1) has been applied and 
2
2 ( ) ( , )H pH t     is 
the time average of the square value of the LTV transfer 
function. On the other hand, the signal power is obtained 
considering a single RF input tone, which will fulfill 
0( ) ( )inV A   , where 0  represents a frequency offset 
from the carrier at 
p . Using the black-box model in [18], the 
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where ( , )
i
pH t   is the LTV transfer function with respect 
to the input signal. Finally, the signal-to-noise (S/N) ratio is 
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D. Application to a FET-based SRO 
The analysis will be applied to the FET-based SRO of Fig. 2, 
which is the same circuit considered in [18]. The FET model 
used in the circuit-level simulations is EE_HEMT1_Model 
(EEsof Scalable Nonlinear HEMT Model). The drain to source 
bias voltage is VDS = 0.7 V. The quench signal is 
η(t) = VGS(t) = Vdc + Vpcos(ωqt), with Vdc = ‒1.583 V, 
Vp = 1.06 V, and quench-signal frequency fq = 8 MHz. The 
oscillation frequency fp =2.7 GHz. In small-signal conditions, 
the drain current consumption is ID = 64 mA. The main white-
noise contributions are due to the input 50 Ohm resistor, 
modeled with a voltage source N1, and the transistor noise, 
modelled with an equivalent drain-to-source current source N2. 
Thus, the number of noise sources is M = 2. The PSD of the 
input noise source is 1 = 8.10-19 V2/Hz and that of the transistor 
current source, fitted experimentally, is 2 = 4.10-20 A2/Hz. Two 
envelope-domain LTV transfer functions ( , )m pH t  , 





sources. Fig. 3(a) presents the Fourier components 2 ( )kH , 
where k = 0, 1, 2, of the transfer function with respect to the 
drain noise source, which is the dominant contribution. The 
PSD of the output noise due to N2 has been calculated through 
(11) with P = 32 components, with the result of Fig. 3(b).  
To illustrate, Fig. 4 presents output voltage paths obtained 
in simulation and measurements, in the absence of an input 
signal. It shows the capability of noise perturbations to start 
low-amplitude oscillation pulses and enables a comparison of 
the variation ranges and amplitude levels. Fig. 4(a) shows the 
envelope-transient simulation performed during a time interval 
of 12 s. It exhibits oscillation pulses of small amplitude, 
arising from the noise perturbations in the SRO sensitivity 
interval. This simulation has been used to obtain 
2
( )outN t . 
Fig. 4(b) presents the experimental measurements during a time 
interval of 12 s.  
To illustrate the calculation of S/N, an input signal of power 
Pin = -60 dBm and frequency offset 0 ≈ 0 is considered. The 
values of P, Ps and S/N obtained using (12)-(14) are shown in 
Table I. In both circuit-level envelope-transient simulations and 
measurements, the signal-to-noise ratio is calculated as 
2 2
( ) ( )out outS N V t N t . In Table I, the results are 
successfully compared with the predictions of the new method.  
 
Fig. 2. Schematic and photograph of the FET-based SRO. The frequencies of 






Fig. 3. Calculation of the output noise PSD. (a) Fourier coefficients ( )kH   of 
( , )pH t  , for k = 0, 3, 5. (b) PSD of the output signal due to a white-noise 
current source N2. The PSD of the source is 2 = 4.10
-20 A2/Hz. 
  
Fig. 4. Output voltage paths in the presence of noise perturbations only. (a) 
Envelope-transient simulation. (b) Measurements. 
Table I.  Signal to noise ratio calculation. 
 Ps(µW) P (µW)  S/N (dB) 



















































Simulation 5.786 0.117 16.9 
Measurements 12.905 0.324 16.0 
Semi-analytical model  5.78 0.114 17.0 
III. SEMI-ANALYTICAL MODEL OF THE SRO 
This section presents a compact model of the SRO, valid in 
both linear and nonlinear operation modes. It is of general 
application to any SRO circuit, regardless of its topology, since 
it is based on the extraction of a numerical nonlinear model of 
the oscillator circuit from HB simulations. The aim of the model 
is to enable an analysis of the oscillator signal, as well as its 
stochastic properties, which, in general, exhibit a limited 
dependence on the observation node. This is because the main 
noise contribution in oscillator circuits is phase noise, due to the 
invariance of the oscillator solution with respect to constant 
time shifts [12], [13]. Under the noise effects, phase 
perturbations accumulate, following certain stochastic 
properties. The phase noise associated with the time-shift 
invariance equally affects all the circuit variables. Since the 
circuit variables are complex in the frequency domain, at each 
node, there is an additional contribution from the noise 
perturbations of the corresponding phasor. However, this 
contribution is generally much smaller.  
The new reduced-order model will be used in Section IV for 
the calculation of the SRO noise in linear and nonlinear mode. 
A. Extraction of the Oscillator Model 
The oscillator model must be a realistic and general one, and 
will be extracted through a HB simulation of the oscillator 
circuit in static conditions, that is, using a dc bias voltage  
instead of a periodic quench signal ( )t . To extract the model, 
the amplitude of RF input source is set to zero, since the SRO 
nonlinear operation with respect to this source will be 
considered in the semi-analytical formulation presented in 
Section III.B. Instead, the oscillator is forced with an auxiliary 
generator (AG) [24]-[26], introduced into the oscillator circuit 
at the output node of the input network (Fig. 5), since, in the 
semi-analytical formulation, the input excitation will be 
represented with its Norton equivalent [27].  
 For the model extraction, three consecutive sweeps are 
carried out in , the AG frequency  and the AG amplitude V, 
extracting a nonlinear admittance function, calculated as the 
ratio between the AG current and voltage, which depends on 
the three variables: ( , , )Y V   . This function provides a static 
numerical nonlinear model of the oscillator admittance, valid 
for excitation frequencies, amplitudes and quench-signal values 
comprised in the respective sweep intervals.  
 
 
Fig. 5. Calculation of the nonlinear admittance function ( , , )Y V   . 
Connection of the AG at the selected analysis node.  
B. Formulation of the SRO. 
In the presence of the time-varying quench signal (t), the 
SRO is formulated with an envelope-domain equation at the 
fundamental frequency f p  , where p  is the fundamental 
frequency of the RF input signal. The state variable is the time-
varying voltage phasor 
( )( ) j tV t e   at the node where the 
numerical nonlinear model ( , , )Y V    is extracted. The 
equation is: 
( )
1 ( ), ( ), / ( ) 0
pjj t
p inI Y V t t s j V t e G e
        (15) 
where s is the time-derivative operator and inG , p  are the 
magnitude and phase of the Norton equivalent of the first 
harmonic component of the RF signal at the observation node 
[19]. 
Since the time-varying nature of the components in (15) is 
dictated by the slow-varying quench signal ( )t , equation (15) 
can be approached by the following first-order ODE: 
    0 1
( )
( ), ( ) ( ) ( ), ( )
                                 0p
j
in







     (16) 
where the ( , )ka V   terms are numerically calculated as 
follows: 














      (17) 
The Taylor series expansion in terms of s is required to 
obtain a differential equation in V and . This procedure is 
analogous to the one standardly followed in piecewise 
envelope-transient formulations [19], where it allows coping 
with the implicit frequency dependence of the passive linear 
matrixes. Note that unlike other semi-analytical formulations 
[24], [25], no Taylor-series expansion has been carried out in 
(16) with respect to either the oscillation amplitude V or the 
parameter . Instead, a global dependence of both quantities is 
considered in the nonlinear admittance model ( , , )Y V   .  
Finally, the complex ordinary differential equation (ODE) 
(16) can be rewritten as a two-dimensional system in the state 
variables  ,x V  : 
   11 0( , ) ( , ) , ( )x A V A V x g f x t  
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Active device
Y(V, η, ω)  















0 ( )x t  to the system ( , ( ))x f x t in (18) is 
obtained through numerical integration. For this integration, the 
time axis will be divided in intervals , ( 1)n q qI nT n T    , 
whose length corresponds to one period of the quench signal.  
C. Application to a FET-based SRO 
The SRO model based on the semi-analytical equation (18) 
has been applied to the FET-based SRO of Fig. 2. The objective 
is to test its prediction capabilities when addressing challenging 
situations, with highly nonlinear behaviour and irregular 
envelopes. The input-signal power is Pin = ‒ 53 dBm and the 
input-signal frequency fp = fo ‒ 90 MHz. The quench signal is 
(t) = VGS(t) = Vdc + Vpcos(ωqt), with Vdc = ‒1.3 V, Vp = 0.9 V, 
and quench frequency fq = 7 MHz. The drain to source bias 
voltage is VDS = 0.7 V. In large-signal conditions, the drain 
current consumption is ID = 61 mA. 
The results obtained when integrating system (18) are 
shown in Fig. 6(a) and Fig. 6(b), where a single time interval 
nI  has been analysed. The nonlinear behaviour of the SRO is 
easily gathered from the shape of the pulse amplitude. When 
the pulse is on, the slope of the phase variable agrees with the 
beat frequency o pf f , since the autonomous oscillation 
contains the two frequency components. This beat frequency 
gives rise to small undulations at the top of the pulse, which will 
be more noticeable in the next example. The results from (18) 
are compared with those obtained through circuit-level 
envelope-transient simulations. There are some small 
discrepancies, attributed to a high sensitivity of the oscillator 
about the quench-signal parameters Vdc = ‒1.3 V, Vp = 0.9 V. 
As will be shown, discrepancies are smaller in our next 
experiment, for different quench-signal values.  
The pulse in Fig. 6(a) can be related to the stability 
properties of the dc solution (obtained when suppressing the 
input source and replacing ( )t  with a variable dc voltage), and 
with the dynamic poles, calculated through the periodic pulse. 
Using (18), the stability of the dc solution can be determined 
replacing the quench signal with a time-constant parameter 
GSV   and leading the system to linear regime, by reducing 
the amplitude of the input source Gin. Setting the fundamental 
frequency of system (15) to the frequency of the small-signal 
source, the forced solution will be time constant in the 
envelope-domain system (18) and given by Fx , where the 
subscript F indicates forced operation. According to the 
averaging theorem [28], the stability properties of the small-
signal solution Fx  agree with those of the dc solution (with 
Ig = 0). The stability of Fx  is determined by the eigenvalues of 
the constant Jacobian matrix ( , )F GSf x V x  , denoted as “dc 
poles”. According to this analysis, the dc solution is stable for 
0.577GSV   V. Beyond 0.577GSV   V, the solution is 
unstable with a pair of complex-conjugate poles at about the 
oscillation frequency p.  
Fig. 6(c) presents the variation of the dc poles through the 
excursion of the quench signal. As seen in Fig. 6(a) and Fig. 
6(b), for stable dc poles, the solution amplitude exhibits 
negligible value FV  and the phase ( )t  exhibits a constant shift 
F  with respect to the RF source phase 0p  . When the poles 
are on the right hand-side of the complex plane (RHS), there is 
a growth of the oscillation pulse until the saturation amplitude 
is reached. In fact, the dc poles cannot provide any information 
on the dynamics of the oscillation pulse when the pulse 
amplitude is large enough to excite the system nonlinearities.  
However this amplitude decays quickly when the dc poles 
return to the left hand side (LHS), as shown in Fig. 6(a). One 
should emphasize the consistency between the results of the 
envelope-domain equation (18) and the stability analysis of a 
small signal solution based on the same equation.   
The above analysis of the dc poles can be complemented 
with a linearization of system (18) through the oscillatory 
solution. In the neighbourhood of each point ( )q qx x t  of the 
pulsed oscillation, the trajectory will be expressed as 
( ) ( )q qx t t x x t    . Then, the dynamics of the small 
deviation ( )x t  can be approached as:  
 
 
( ) ( ),     (0) 0
, ( )
, ( ) ,    
q q
q q
q q q q
q
x t f Df x t x
f x t








    (20) 
And the solution of linear time-invariant (LTI) system (20) has 
the form: 
   1 2
( ) ( )
1 2( ) ( )( 1) ( )( 1)
q qt t t t
q qx t C t e C t e
 
        (21) 
where 1 ( )qt  and 2 ( )qt  are the eigenvalues of the matrix qDf
and 
1( )qC t , 2 ( )qC t  are vector coefficients determined by 
0 ( )q qx x t  and 0 ( )q qx x t . When reaching the saturated 
amplitude, one of the eigenvalues becomes negative and the 
other one approaches a zero value, in consistency with the 
invariance of a free-running oscillation versus time shifts.  
To illustrate further the prediction capabilities of the new 
formulation, a different implementation of the quench signal 
( ) ( )GSt V t   will also be considered, with a quench frequency 
fq = 4 MHz. This quench signal has a larger period Tq, giving 
rise to a more pronounced nonlinear effect, since the system 
spends a longer time in the unstable region. In Fig. 7(a) and Fig. 
7(b) the amplitude and phase obtained with (18) are compared 
with the ones resulting from circuit-level envelope-transient 
simulations. As stated, the local maxima and minima at the top 
of the waveform are due to the beat frequency, since the system 
remains long enough in saturated regime for this frequency to 
be observed. Fig. 7(c) shows the experimental measurements of 
the SRO signal, carried out with a Keysight Infiniium 
DSO90804A digital storage oscilloscope. The top of the pulse 







Fig. 6. Nonlinear semi-analytical formulation applied to a FET-based SRO, 
considering the input-signal power Pin = ‒53 dBm and frequency 
fp = fo ‒ 90 MHz. The quench signal is (t) = VGS(t) = Vdc + Vpcos(ωqt), with 
Vdc = ‒1.3 V, Vp = 0.9 V and fq = 7 MHz. (a) Magnitude of the SRO obtained 
with (18). The circuit-level envelope-transient simulation is superimposed. (b) 
Phase of the SRO obtained with (18).  (c) Real part of dc poles of solution Fx  
versus time when considering static conditions. (d) Real part of dynamical poles 
calculated through the linearization of (18) about the oscillatory solution in (a) 
and (b). 
 
Fig. 7. Prediction capabilities of (18), considering the input-signal power 
Pin = ‒ 53 dBm and frequency fp = fo ‒ 90 MHz.. The quench signal is 
(t) = VGS(t) = Vdc + Vpcos(ωqt), with Vdc = ‒1.3 V, Vp = 0.9 V and fq = 4 MHz, 
giving rise to a more pronounced nonlinear effect.  (a) Magnitude of the SRO.   
Because the system trajectory remains more time in the unstable region, the 
beat frequency can be observed, producing multiple minima and maxima with 
small excursions at the top of the pulse. (b) Phase of the SRO. Magnitude and 
phase of the circuit-level envelope-transient simulations are superimposed in 
(a) and (b). (c) Experimental measurements of the SRO signal, carried out with 
a Keysight Infiniium DSO90804A digital storage oscilloscope. 
IV. COMPACT NOISE ANALYSIS IN LINEAR AND NONLINEAR 
MODES 
The main purpose of the semi-analytical model of Section 
III is to enable a stochastic characterization of the SRO in both 
linear and nonlinear mode. Here, the noise analysis is carried 
out. 
A. Noise Analysis in Linear Mode 
The envelope model (2) can be derived particularizing the 
semi-analytical formulation (15) to the linear-operation mode. 
The LTV transfer function ( , )pH t   will be calculated by 
replacing the RF source in (15) by an equivalent noise current 
source 
( )
( ) ( ) p
j t
n t N t e
 
 , at the analysis node. This 
equivalent source must account for all the circuit noise sources. 
Following the procedure explained in Section II.A to calculate 
the LTV transfer function, the noise source is replaced with an 




resulting equation is the following: 
1 1( ), / ( )pI Y t s j X t G          (22) 
where G is the small magnitude of the equivalent noise 
source and 1( )X t  is the first harmonic perturbation response to 
this source. This component is related to the input source 
through the LTV transfer function: 
1( ) ( , )pX t H t G         (23) 
Note that, in the linear case, the amplitude variable is very 
small, so the dependence of the admittance function on ( )V t  
has been neglected in (22). Applying the time derivative 
operator s, equation (22) provides: 
( ), ( , )
( ), ( , ) 1
p p
p p
Y t H t
jY t H t
  
  
    
     
  (24) 
In Fig. 8, the LTV transfer function ( , )H t f  calculated from 
the semi-analytical formulation (24) is compared with the 
obtained with the circuit-level envelope transient method that 
was applied in Section II.D to the FET-based SRO of Fig. 2.  
Now, using the LTV transfer function calculated from (24), one 
can directly apply the whole stochastic characterization of the 
SRO in linear mode derived in Section II.  
The S/N predicted with the semi-analytical formulation (24)
, for the same operation conditions considered in Section II, is 
shown in Table I, where it can be compared with the one 





























































































































Fig. 8. Semi-analytical model. Magnitude of the harmonics ( )kH   
defined in (6) for k=0,3,5 of the LTV transfer function ( , )H t f  versus the 
frequency f. A quench signal of fq = 8 MHz has been applied. Comparison of 
the results of equation (24) (semi-analytical) with those of the circuit-level 
envelope transient simulation. 
B. Noise Formulation in Nonlinear Mode 
Let the solution of the SRO in nonlinear mode be denoted 
0( ) ( )x t x t . In the presence of noise sources, the system 
solution undergoes a perturbation of the form 
0( ) ( ) ( )x t x t x t  . Taking into account the small amplitude 
of the noise sources, the system governing the perturbation 
component ( )x t  can be obtained through a linearization of 
system (18) about the unperturbed solution 0 ( )x t , which 
provides: 
0 0
( ) ( ) ( ),
( , ( )) ( , ( ))
( ) ,   ( )
x A t x B t n t
f x t f x t
A t B t
x n
 




              (25) 
where ( )n t  is the vector containing the time-varying 
phasors of the noise sources. The solution of linear time-variant 
(LTV) system (25) is given by: 
0
( ) ( ,0) (0) ( , ) ( ) ( )
t
x t t x t s B s n s ds          (26) 
where ( , )t s  is the fundamental-solution matrix of system 
(25), fulfilling ( , ) ( ) ( , )t s A t t s    and ( , )s s I  , where I  
is the identity matrix. For t s , each column of this matrix 
provides the response of each state variable of system (25) to 
an impulse in t s . Since qT  is much bigger than the 
oscillation period 1/p, for each time value t, the components 
of ( , )t s  become negligible for qs t T  . Due to the initial 
condition, the oscillation envelope undergoes a transient of one 
cycle. After this transient, system (26) can be approached by: 




x t t s B s n s ds

          (27) 
Then, the correlation matrix of the vector process ( )x t is 
given by: 
1 1 1 1 2 2 1 2
( ) ( ) ( )
( , ) ( ) ( ) ( ) ( ) ( , )










C t x t x t
t s B s n s n s B s t s ds ds
t s B s B s t s ds
 

   
   




where 1 2 1 2( ) ( ) ( )
tn s n s s s   . The diagonal components 
of matrix ( )C t  are the amplitude and phase variances 2 ( )V t  
and 2 ( )t . Due to the periodic behavior of the SRO, the phase 
process ( )t  is cyclostationary, with the periodic variance 
2 ( )t . Taking into account the theory of cyclostationary 
processes described in Section II.B, one can also calculate the 
noise power associated with the phase process. The correlation 
of the phase process is expressed in a Fourier series, with the 
quench frequency as fundamental: 




R t t t R e

         (29) 
And the variance fulfils 2 ( ) ( ,0)t R t   . The term 0k   of the 
series (29) enables the calculation of the power spectral density 
(PSD) of the phase process as [22]-[23]: 
0( ) ( )




          (30) 
From equation (30), the component 0 ( )R
   can be related to the 
phase PSD using the inverse Fourier transform as: 
0 ( ) ( )




           (31) 





( ) (0) ( ,0) ( )
q qT T
q q
P S d R R t dt t dt
T T
    


        (32) 
Equation (32) shows that the phase noise power in the whole 
quench interval is given by the mean value of the periodic 
variance 2 ( )t . However, in practice, the only relevant noise 
power is the one generated during the interval [Ta, Tb] of the 










P t t dt
T
       (33) 
In most cases, the noise power resulting from the phase variance 
will dominate the one resulting from the amplitude variance. 
This will be shown in the following examples. 





The analysis in B will be illustrated through its application 
to the Van der Pol-type SRO of Fig. 9, with element values 
shown in the caption. For 33.3 R   , this circuit exhibits an 
oscillation at the frequency fo ≈ 1.6 GHz. The quenching action 
is implemented with a time-varying resistance R(t) 
= R0 + R1cos(ωqt).  The quench frequency has been set to fq = 1 
MHz, and an input current source has been considered, at the 
frequency fp = fo + 7 MHz. The PSD of the input white noise 
source is  = 10-22 A2/Hz. 
In Fig. 10(a) the normalized amplitude variance 
2 2( ) /V ot V , 
where Vo = 0.5 V is the saturated oscillation amplitude, has been 
represented in the time interval [0, Tq]. This variance can be 
compared with the amplitude of the SRO pulse in the absence 
of noise sources. As gathered from the figure, the amplitude 
noise will have a stronger impact during the fast amplitude 
transient of ( )V t  towards the autonomous oscillation. In Fig. 
10(b), the phase variance 2 ( )t  have been represented in the 
time interval [0, Tq], where it can be compared with the 
instantaneous variation of the pulse phase, in the absence of 
noise sources. As can be seen, in this case, the phase variance 
is larger than the normalized amplitude variance. Note that, in 
nonlinear mode, the circuit self-oscillation is due to the 
sensitivity of each pulse to the remnant of the previous pulses, 
which are not fully extinguished [1], [6]. Thus, the amplitude 
and phase perturbations keep evolving in the quenched 
intervals, which will have an effect on the noise behavior in the 
“on” intervals. In fact, the amplitude and phase variables are 
continuous functions of time. 
As shown in Fig. 10(a), the amplitude is more sensitive to 
the noise sources during the fast growing transient. On the other 
hand, the phase variance 2 ( )t  [Fig. 10(b)] is much larger 
when the oscillation is off, which is due to the small amplitude 
of the forced solution Fx . The forced amplitude VF is very 
small and its phase is very sensitive to the noise perturbation. 
In the particular case of Gin=0 (absence of RF signal), this 
amplitude is VF=0, making the phase perturbation grow 
unboundedly.  
However, when the oscillation is turned on, the variance 
2 ( )t  decreases to a nearly constant value. The variation of 
2 ( )t  is monotonous when the oscillation starts and exhibits a 
resonant peak when it is extinguished. This behaviour is 
consistent with the phase variation shown in the same figure, 
since the peak coincides with the fast phase transient of ( )t  
towards the forced solution Fx . In a manner similar to the 
amplitude behaviour shown in Fig. 10(a), the SRO phase is very 
sensitive to the noise sources during its fast transients. 
 
Fig. 9. Parallel-resonant Van der Pol-type oscillator, with L = 1 nH, C = 10 pF. 
The negative resistance is provided by a cubic nonlinear current source 
3( )I v Av Bv  , where A = ‒0.03 A/V and B = 0.01 A/V3. The quench signal 
has been modelled by a time-varying resistance 0 1( ) cos qR t R R t  , where 
0 31 R   , 1 4 R   ,  giving rise to the oscillation at 34 R  . The quench 
frequency has been set to fq = 1 MHz, and the amplitude of the RF current 
source is Ig = 0.1A. 
 
Fig. 10. Noise analysis of the Van der Pol-type SRO considering the particular 
input-signal power Pin = ‒ 93 dBm, when fp = fo + 7 MHz for the quench 
frequency fq = 1 MHz. (a) Normalized amplitude variance 
2 ( )V t  in the time 
interval [0, Tq], where Vo = 0.5 V. (b) Phase variance
2 ( )t in the time interval 
[0, Tq]. The magnitude and phase in the absence of noise sources have also been 
represented in (a) and (b) respectively. The phase noise power generated during 
the oscillation interval is 2 2
, ( ) 0.1195 radosc osc
P t   . 
It is interesting to note that the resonant peak in 2 ( )t  takes 
place when there is a significant difference between the phase 
at the end of the oscillation and the phase of the forced solution 
F . Whereas in the amplitude variance 
2 2( ) /V ot V  this resonant 
peak will always exists because of the exponential growth at the 
beginning of the pulse, the peak in the phase variance 2 ( )t  
will not always be observed. This is illustrated in Fig. 10, 
showing the amplitude and phase variance when 
fp = fo + 10 MHz. Under this new condition, the phase 
difference at the end of the pulse is reduced and the resonant 
peak in 2 ( )t  no longer exists [Fig. 11(b)].  
As already stated, the reduction of the phase variance 2 ( )t  
is due to the increase in the signal amplitude when the 
oscillation is on. A non-oscillatory circuit with comparable 
signal amplitude would exhibit a much lower phase variance. 
To illustrate this, a constant resistor R = 31.5  has been 
considered in the circuit of Fig. 9, for which there is no 
oscillation. The input-source amplitude has been set to 
Ig = 1 mA, which provides a node-voltage amplitude of 0.35 V, 
in the order of that of the SRO. In these conditions, the phase 
variance is constant and given by 2 9 28.3 10  rad
 , many 
orders of magnitude below that of the SRO.  
On the other hand, as gathered from Fig. 10 and Fig. 11, 
































































































sources will not have any impact on the SRO behavior. Note 
that phase-noise perturbations do not accumulate when the 
oscillation is quenched. This is because, in the quenched time 
intervals, the circuit behaves as a forced one, following the 
independent input source. During these intervals, the phase 
variable is restored to the value forced by the RF generator, and, 
therefore, the phase perturbation does not accumulate. This 
effect can be observed in Figs. 6(b), 7(b), 10(b) and 11(b), 
where the phase variable takes the same value (in 2π-module) 
in the initial and final quenched time intervals. The 
accumulation of the phase perturbation can only have an effect 
during oscillation pulses. However, due to the low frequency 
spectrum of the flicker noise source, under most practical 
values of the quench frequency fq, it will not have a significant 
impact during the short oscillation pulses. 
Fig. 11. Noise analysis of the Van der Pol-type SRO considering the particular 
input-signal power Pin = ‒ 93 dBm, when fp = fo + 10 MHz for the quench 
frequency fq = 1 MHz. (a) Normalized amplitude variance 
2 2( ) /V ot V  in the 
time interval [0, Tq]. (b) Phase variance
2 ( )t in the time interval [0, Tq]. The 
phase gap at the end of the pulse is negligible, thus the resonant peak has been 
removed. The phase noise power generated during the oscillation interval is 
2 2
, ( ) 0.3174 radosc osc
P t   . 
D. FET-based SRO in Nonlinear Mode 
The noise analysis in Subsection B will also be applied to 
the FET-based SRO of Fig. 2, using the realistic admittance 
model extracted from HB simulations. An equivalent white 
noise source, accounting for the circuit noise contributions, is 
considered at the analysis port, having the spectral density 
 = 10-22 A2/Hz. Fig. 12 shows the amplitude and phase 
variances, 
2 2( ) /V ot V  and 
2 ( )t  respectively, behaving as 
predicted in Subsection C, i.e., 2 ( )t  decreases in the time 
interval where the system is oscillating. The phase noise power 
generated during the oscillation interval is 
2 2
, ( ) 0.0033 radosc osc
P t   . This result has been 
experimentally validated. To determine the phase variance of 
the experimental prototype, the output of the SRO was obtained 
with a Keysight Infiniium DSO90804A digital storage 
oscilloscope. For this purpose, the period 
kT  of each RF cycle 
was extracted from the measured output of the SRO. Then, this 
period was used to generate the random variable p kT T , where 
pT  is the period of the input RF signal. Finally, taking into 
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  (34) 
where 
kt  is the time value at which the period kT  is measured, 
and 2n + 1 is the number of samples about each 
kt  considered 
in the averaging. Fig. 13 shows the measured phase variance, 
and the phase noise power generated during the oscillation 
interval is 2 2
, ( ) 0.0013 radosc osc
P t   , with good 
qualitative agreement with the solution obtained from the noise 
formulation in Subsection A.   
 
 
Fig. 12. Noise analysis of the FET-based SRO considering the particular input-
signal power Pin = ‒ 60 dBm and frequency fp = fo ‒ 90 MHz. The quench 
signal is (t) = VGS(t) = Vdc + Vpcos(ωqt), with Vdc = ‒1.3 V, Vp = 0.9 V and fq = 
4 MHz. (a) Normalized amplitude variance 2 2( ) /V ot V  in the time interval [0, 
Tq]. (b) Phase variance
2 ( )t in the time interval [0, Tq]. Note that 
2 ( )t
decreases in the time interval where the system is oscillating, as predicted by 
the noise formulation in Subsection B. The phase noise power generated during 
the oscillation interval is 2 2
, ( ) 0.0033 radosc osc
P t   . 
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Fig. 13. Noise analysis of the FET-based SRO. Experimental results 
corresponding to the case simulated in Fig. 11. (a) Measured phase variance of 
the SRO in Fig. 2. (b) Zoomed view showing good qualitative agreement with 
the solution obtained from the noise formulation in Subsection B. The phase 
noise power generated during the oscillation interval is 
2 2
, ( ) 0.0013 radosc osc
P t   . 
V. CONCLUSION 
Methodologies for the noise analysis of SROs in linear and 
nonlinear modes, applicable to oscillators of arbitrary 
topology, have been presented. The analysis in linear mode 
is based on the calculation of one or more linear time-variant 
(LTV) transfer functions with respect to the noise source. 
These transfer functions are extracted from envelope-
transient simulations at circuit level of the SRO, under small-
signal sinusoidal excitations. Then, a stochastic analysis is 
carried out, taking into account the cyclostationary nature of 
the autocorrelation function of the output signal. This enables 
a straightforward determination of the output noise power 
spectral density and the signal-to-noise ratio. A second 
methodology is intended for a compact analysis of the SRO 
in both linear and nonlinear mode. It is based on a new 
reduced-order semi-analytical formulation of the SRO in the 
envelope domain. This relies on numerical nonlinear model 
of the oscillator circuit, extracted from harmonic-balance 
simulations, by replacing time-varying quench signal with a 
variable dc voltage. The formulation has been tested under a 
demanding nonlinear operation of the SRO, with irregular 
pulse shapes. A linearization of this formulation in the 
presence of noise sources enables the calculation of the 
variances of the oscillation amplitude and phase. The 
complex variation of the phase variance through the quench 
period has been investigated in detail and related to the time 
variation of the oscillation phase. The results have been 
successfully compared with the variance obtained from 
experimental measurements. 
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