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Abstract
The purpose of this paper is extend recent results of [2] and [6] to the stochastic wave
equation. In particular, a suitable integrability condition for non-existence of global solu-
tions is derived.
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1 Introduction
Consider the following equation∣∣∣∣∣∣
∂u(t, x)
∂t
= ∆u(t, x) + σW˙ (t, x) + b(u(t, x)), x ∈ [0, 1], t > 0,
u(0, x) = u0(x),
(1.1)
with homogeneous Dirichlet boundary conditions, where σ > 0 and b : R → R is a locally
Lipschitz function. The initial condition u0 is assumed to be nonnegative and continuous and
W˙ is a space-time white noise. In [2] Bonder and Groisman show that the solution to (1.1)
blows up in finite time whenever b is nonnegative, convex, and satisfies the following well-known
Osgood condition: for some a > 0 ∫ ∞
a
1
b(s)
ds <∞, (1.2)
where 1/0 = ∞. The recent results of [5] and [6] imply that condition (1.2) is a necessary as
well as sufficient condition for blow-up. The aim of this paper is to find analogous results for
stochastic wave equations of the form∣∣∣∣∣∣∣
∂2
∂t2
u(t, x) = ∆u(t, x) + σ(u(t, x))W˙ (t, x) + b(u(t, x)), x ∈ D \ ∂D, t > 0,
u(0, x) = u0(x),
∂
∂t
u(0, x) = v0(x), x ∈ D,
(1.3)
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where the initial conditions u0 and v0 are real-valued continuous functions and σ, b : R → R
are locally Lipschitz functions. We consider three different cases for the domain D with the
associated boundary conditions:
• Case 1: D = [0, 1] with homogeneous Dirichlet boundary conditions
u(t, 0) = u(t, 1) = 0, t > 0.
• Case 2: D = [0, 2π] with periodic boundary conditions (unit circle)
u(t, 0) = u(t, 2π),
∂
∂x
u(t, 0) =
∂
∂x
u(t, 2π), t > 0.
• Case 3: D = R with the extra condition that u0 and v0 are bounded.
Following Walsh [12], a local random field solution to (1.3) is a jointly measurable and
adapted process u = {u(t, x)}(t,x)∈R+×D satisfying the following integral equation
u(t,x) =
∫
D
Gi(t, x, y)v0(y) dy +
∂
∂t
(∫
D
Gi(t, x, y)u0(y) dy
)
+
∫ t
0
∫
D
Gi(t− s, x, y)σ(u(s, y))W (ds dy) +
∫ t
0
∫
D
Gi(t− s, x, y)b(u(s, y)) ds dy a.s.
(1.4)
for all t ∈ (0, τ), where τ is some stopping time. If we can take τ = ∞, then the local solution is
also a global one. Here Gi(t, x, y) is the Green function of the wave equation for Cases i = 1, 2
and 3, which have the following expressions
G1(t, x, y) :=
∞∑
n=1
sin(nπt)
nπ
ϕn(x)ϕn(y), (1.5)
where ϕn(x) =
√
2 sin(nπx), n > 1 is a complete orthonormal system of L2([0, 1]),
G2(t, x, y) = G2(t, x− y) :=
∑
n∈Z
1
2
1{|x−y+2nπ|<t}
and
G3(t, x, y) = G3(t, x− y) := 1
2
1{|x−y|<t}.
For more information about the kernels G1 and G2, see for e.g. [11] and [9], respectively. Local
existence and uniqueness for Cases 1 and 2 is known and follow from say [3, Proposition II.3]
after a truncation procedure. We set
τ := sup
{
t > 0 : sup
x∈D
|u(t, x)| <∞
}
, (1.6)
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where sup ∅ := −∞. In fact, it suffices to use the same truncation argument as for the heat
equation in [0, 1] explained for e.g. in [5, 6]. If P(τ < ∞) > 0, then we say that the solution
blows up in finite time with positive probability and if P(τ < ∞) = 1, we say that the solution
blows up in finite time almost surely. For Case 3, much less is known about local existence, see
for example the introduction in [10]. We will always work under the following assumption.
Assumption 1.1. The function b is locally Lipschitz, nonnegative and nondecreasing.
We will also need the following integrability condition.
Condition 1.2. For some α > 0 and β > 0,
T (α, β) :=
∫ ∞
α
1
[β2 + 2
∫ s
α b(r) dr]
1/2
ds <∞, (1.7)
where 1/0 = ∞.
Observe that if T (α, β) is finite for some α > 0 and β > 0, then it is also finite for all α > 0
and β > 0.
Theorem 1.3. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 1. If
σ is bounded and the solution blows up in finite time with positive probability then b satisfies
Condition 1.2. On the other hand, if σ is a positive constant, u0 and v0 are nonnegative, and
Condition 1.2 holds, then the solution blows up in finite time with a positive probability provided
that b is also convex.
Theorem 1.4. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 2. If
σ is bounded and the solution blows up in finite time with positive probability then b satisfies
Condition 1.2. On the other hand, if σ is a positive constant, u0 and v0 are nonnegative, and
Condition 1.2 holds, then the solution blows up in finite time almost surely provided that b is
also convex.
Theorem 1.5. Suppose that Assumption 1.1 holds. Consider equation (1.3) for Case 3 with
σ a positive constant and u0 and v0 nonnegative functions. If we suppose that Condition 1.2
holds, then almost surely, there is no global solution to (1.3).
The blow up Condition 1.2 should be compared with condition (1.1) in [7] which looked
at deterministic wave equations. In [7], condition (1.1) gives blow-up only for large initial
condition, but in the stochastic case, the size of the initial condition does not play a role. The
strategy behind our proofs follows that of [6] but with significant differences. The study of the
wave equation is more complicated partly due to the fact that the Green functions are not well
behaved. As opposed to [6], we have to resort to theory of Gaussian process to prove some key
estimates. Another significant different is the use of the support theorem for Brownian motion
to study the equation with Dirichlet boundary condition. Our Theorem 1.5 also complements
the main results of [10] when specialised to our context.
The rest of the paper is organized as follows. In Section 2 we present some preliminary
results needed for the proofs of the main theorems which are given in Section 3.
3
2 Preliminary results
2.1 Blow up for a class of integral equations
Suppose that Assumption 1.1 holds. Consider the following integral equation
y(t) = α+ β(t− t0) +
∫ t
t0
(t− s)b(y(s)) ds, t > t0, (2.1)
where α and β are nonnegative constants. By Picard-Lindelöf theorem, equation (2.1) admits a
unique solution up to its blow up time given by
T := sup{t > 0 : |y(t)| <∞},
where sup ∅ := ∞. We say that the solution blows up in finite time if T <∞.
Lemma 2.1. Under the above conditions, T = T (α, β), where T (α, β) is defined in (1.7).
Proof. We differentiate (2.1) once to obtain
y′(t) = β +
∫ t
t0
b(y(s)) ds,
which then yields the second order ordinary differential equation (ODE)
y′′(t)y′(t) = b(y(t))y′(t) t > t0
with y(t0) = α and y
′(t0) = β. The above equation is equivalent to
y′(t)2 − y′(t0)2 = 2
∫ t
t0
b(y(s)) dy(s) = 2
∫ y(t)
α
b(r) dr.
Thus, the result follows from the well-known Osgood condition for first order ODE.
We will also need the following comparison result. Let y˜(t) satisfying the following integral
inequality
y˜(t) 6 α˜+ β˜(t− t0) +
∫ t
t0
(t− s)b(y˜(s)) ds, t > t0,
Proposition 2.2. Let y(t) denote the solution to (2.1) and y˜(t) as above. If α > α˜ and β > β˜,
then y(t) > y˜(t) up to blow-up time.
Proof. The proof is similar to that of Lemma 2.1 in [8] so we omit it here.
We next consider the following assumption.
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Assumption 2.3. g : [0, ∞)→ R is a continuous function such that
lim sup
t→∞
inf
06h61
g(t+ h) = ∞.
The proof of the following proposition follows along the same lines as that of Proposition
2.2 of [6], using Lemma 2.1 and the comparison principle above, so we omit it.
Proposition 2.4. Let b : R → R+ as above, α, β > 0, and suppose that Assumption 2.3 holds.
Then the solution to the integral equation
Xt = α+ βt+
∫ t
0
(t− s) b(Xs) ds+ g(t) (2.2)
blows up in finite time if and only if Assumption 1.2 holds.
We will need to check Assumption 2.3 for Case 3 (see Section 2.3). Recall that for the heat
equation, the law of iterated logarithm for the bi-fractional Brownian motion was used, see [6].
Instead, here we will use a limit theorem for Gaussian processes proved in [13, Theorem 4]. Let
(X(t), t ∈ R+) be a real separable centered Gaussian process. We denote covariance function
by r(t, s) = E(X(t)X(s)) and variance by v(t) =
√
r(t, t). The continuous correlation function
is given by
ρ(s, t) =
r(t, s)
v(t)v(s)
.
Consider the following assumptions.
Assumption 2.5. (i) Suppose that there exist positive constant c, T and δ such that ρ(t, t+
h) 6 1 − c(h/t)α, for all t and h such that t > T and 0 < h/t < δ, and for all t and s
such that h/t > δ and t > T , ρ(t, t+ h) < 1− cδα, for some α ∈ (0, 2].
(ii) Suppose that lims→∞ ρ(t, ts) log s = 0, uniformly with respect to t.
Theorem 2.6. Suppose that Assumption 2.5 holds. Then, almost surely,
lim sup
t→∞
X(t)
v(t)
√
2 log log t
> 1.
Set
G(t) :=
∫ t
0
Bs ds, (2.3)
where (Bt)t>0 is a Brownian motion. The following is [13, Corollary 2, p.238].
Proposition 2.7. Almost surely,
lim sup
t→∞
G(t)√
2
3t
3 log log t
= 1.
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The ideas of [8, Section 4.1] or the proof of Proposition 2.15 together with the fact that
E((G(t)−G(s))2) = (t− s)3/3 + s(t− s)2 6 t(t− s)2 for all s 6 t,
give the following result.
Proposition 2.8. The process G satisfies Assumption 2.3 almost surely.
2.2 Estimates for Case 1
Set
M(t) := κ
∫ t
0
∫ 1
0
∫ 1
0
G1(t− s, x, y)ϕ1(x)W (ds dy) dx, (2.4)
where κ−1 :=
∫ 1
0 ϕ1(x) dx. We will need the following support theorem taken from [1].
Theorem 2.9. If f : [0, 1] → R is continuous with f(0) = 0, then for ǫ > 0, we have
P( sup
06t61
|Bt − f(t)| < ǫ) > η,
where η depends only on ǫ and on the modulus of continuity of f .
We then have the following which is a consequence of the above theorem.
Proposition 2.10. Fix L > 0, then with a positive probability, the following holds
M(t) > L for all t ∈ [ 1
16
,
3
16
].
Proof. We start by rewriting M(t) as follows,
M(t) = κ
∫ t
0
∫ 1
0
sin(π(t− s))ϕ1(y)W (dy ds) =
∫ t
0
sin(π(t− s)) dBs,
where (Bt)t>0 is a Brownian motion. Integrating by parts, we can further write
M(t) = π
∫ t
0
cos(π(t− s))Bs ds.
If we now choose f(t) = 32L˜t, Theorem 2.9 tells us that the event
A := { sup
06t61
|Bt − 32L˜t| 6 ǫ}
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occurs with a positive probability. Therefore, for any ω ∈ A and t ∈ [ 116 , 316 ], we have
M(t) = π
(∫ t0
0
cos(π(t− s))Bs ds+
∫ 1/32
t0
cos(π(t− s))Bs ds+
∫ t
1/32
cos(π(t− s))Bs ds
)
.
We now choose t0 so that for t > t0, we have Bt > 0 for ω ∈ A. From Theorem 2.9, we see
that t0 =
ǫ
32L˜
. For 0 6 t 6 t0, we have Bt > −ǫ. Since the cos π(t − s) is bounded below by
a strictly positive number for t ∈ [ 116 , 316 ] and s ∈ [0, t], we can ignore the second term of the
above display and write
M(t) > −c1 ǫ
2
32L˜
+ c2(t− 1
32
)(32L˜t− ǫ) > −c1 ǫ
2
32L˜
+ c2
1
32
(2L˜− ǫ).
The result is proved once we choose L˜ appropriately.
2.3 Estimates for Case 3
For Case 3, which is the real line case, we consider
g(t, x) :=
∫ t
0
∫
R
G3(t− s, x− y)W (dy ds). (2.5)
For fixed x ∈ R, {g(t, x)}t>0 is a centered Gaussian process with covariance given by
E(g(t, x)g(s, x)) =
(s ∧ t)2
4
, s, t > 0.
This follows from the fact that for s 6 t, we have
E(g(t, x)g(s, x)) =
∫ s
0
∫
R
G3(t− r, x− y)G3(s − r, x− y)dy dr
=
1
4
∫ s
0
∫
R
1|x−y|<s−rd ydr =
s2
4
.
In particular, this Gaussian process satisfies the following consequence of Theorem 2.6.
Proposition 2.11. For fixed x ∈ R, almost surely,
lim sup
t→∞
g(t, x)
t
√
log log t
> 1.
Proof. We will apply Theorem 2.6. As v(t) = t/2, it suffices to check Assumption 2.5. We
start with (i). If 0 < h/t < δ then ρ(t, t + h) = 1 −
h
t
1+h
t
< 1 −
h
t
1+δ , thus the first part of (i)
holds with c = 11+δ and α = 1. Moreover, if h/t > δ, we have
1
1+h
t
< 11+δ = 1− δ1+δ , thus the
second part of (i) follows as well. Finally, if s > 1 we have ρ(t, ts) = 1s , so (ii) is also satisfied.
The proof of the theorem is now complete.
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We will need the following moment estimates, which are easily proved using expression (2.5).
Proposition 2.12. There exists constants c, c˜ > 0 such that for all t > 0,
sup
z∈[0,2]
sup
x∈R
E
[|g(t, x + z)− g(t, x)|2] 6 ctz,
sup
h∈[0,1]
sup
x∈R
E
[|g(t+ h, x) − g(t, x)|2] 6 c˜h(t+ 1).
As a consequence of Proposition 2.12, we obtain the following estimate. The proof uses idea
and notations from [4].
Proposition 2.13. For all p > 2, there exists a constant Ap > 0 such that for any integer
n > 1,
E
[
sup
s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|p
]
6 Apn
p/2.
Proof. The proof follows along the same lines as the proof of Lemma 4.5 in [4]. Indeed, we
apply Remark A.2(a) in [4] with S = {[n, n+2]× [0, 1]}, ρ((t, x), (s, y)) = (|t−s|+ |x−y|)1/2 ,
µ(dtdx) = dtdx, Ψ(x) = e|x| − 1, p(x) = √nx, and ǫ = √3. Now, appealing to Proposition
2.12 it follows that
E[C] =
∫
S
∫
S
exp
( |g(t, x) − g(s, y)|√
nρ((t, x), (s, y))
)
dt dxdy ds 6 cǫ8,
for some constant c > 0 independent of n. Then, using similar computations as in the proof of
Lemma 4.5 of [4], we get that for all p > 2, there exists a constant Ap > 0 such that
E
[
sup
s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|p
]
6 Apn
p/2ǫp,
which implies the desired result.
We can now use Proposition 2.13 to get the following almost sure result.
Proposition 2.14. Almost surely
sup
s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|
n
√
log log n
−→ 0, as n→∞.
Proof. Applying Proposition 2.13 with p > 2, we obtain
E
[
∞∑
n=1
sup
s,t∈[n,n+2],x,y∈[0,1]
|g(t, x) − g(s, y)|p
(n
√
log log n)p
]
6
∞∑
n=1
Apn
p/2
(n
√
log log n)p
<∞.
The proof is completed.
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We are now ready to show a key result behind the proof of Theorem 1.5.
Proposition 2.15. Almost surely, there exists a sequence tn →∞ such that
inf
h∈[0,1],x∈[0,1]
g(tn + h, x) →∞.
Proof. Fix x0 ∈ [0, 1] and write
inf
h∈[0,1],x∈[0,1]
g(t+ h, x) > g(t, x0) + inf
h∈[0,1],x∈[0,1]
(−|g(t+ h, x)− g(t, x0)|)
>
g(t, x0)
t
√
log log t
t
√
log log t− sup
h∈[0,1],x∈[0,1]
|g(t+ h, x) − g(t, x0)|
[t]
√
log log[t]
[t]
√
log log[t].
We apply Propositions 2.11 and 2.14 to conclude.
3 Proofs of Theorems 1.3, 1.4, and 1.5
Proof of Theorem 1.3. We start proving the first implication. Since the solution blows up in
finite time with positive probability, we can find a set Ω satisfying P(Ω) > 0 such that for any
ω ∈ Ω, we have τ(ω) <∞, where τ is defined in (1.6). We fix such an ω but we won’t indicate
the dependence on ω in what follows to simplify the notation. Consider the mild formulation
which is given by
u(t, x) =
∫ 1
0
G1(t, x, y)v0(y) dy +
∂
∂t
(∫ 1
0
G1(t, x, y)u0(y) dy
)
+
∫ t
0
∫ 1
0
G1(t− s, x, y)σ(u(s, y))W (ds dy) +
∫ t
0
∫ 1
0
G1(t− s, x, y)b(u(s, y)) ds dy
=: I1(t, x) + I2(t, x) + I3(t, x) + I4(t, x).
(3.1)
We will bound each term in (3.1) separately. Let 〈·, ·〉 denote the scalar product in L2([0, 1]).
Using the identity sin(γ) sin(η) = 12(cos(γ−η)− cos(γ+η)) and the conditions on b, we bound
the last term first.
|I4(t, x)| =
∣∣∣∣12
∫ t
0
∫ x+(t−s)
x−(t−s)
∞∑
n=1
ϕn(y)〈b(u(s, ·)), ϕn〉dy ds
∣∣∣∣
=
∣∣∣∣12
∫ t
0
∫ x+(t−s)
x−(t−s)
b(u(s, y))1[0,1](y)dy ds
∣∣∣∣
6
∫ t
0
b(Ys)(t− s) ds,
9
where Yt := supx∈[0, 1] |u(t, x)|. Similarly, since u0 is bounded in [0, 1], we have
|I2(t, x)| =
∣∣∣∣ ∂∂t
(
1
2
∫ x+t
x−t
u0(y) dy
) ∣∣∣∣ 6 C,
for some constant C > 0. It is also easy to see that
|I1(t, x)| =
∣∣∣∣
∞∑
n=1
sin(nπt)
nπ
ϕn(x)〈v0, ϕn〉
∣∣∣∣ 6 ct,
for some constant c > 0. Since σ is bounded, we get that
Mτ := sup
(t,x)∈(0,τ ]×[0,1]
|I3(t, x)| <∞ a.s.
Therefore, we have shown that uniformly for all t ∈ (0, τ ],
Yt 6 C + ct+Mτ +
∫ t
0
(t− s)b(Ys) ds. (3.2)
We can now use Proposition 2.4 to conclude the first part of the theorem. We now prove the
second part. Set g(t) := κ
∫ 1
0 u(t, x)ϕ1(x) dx, where κ is defined in (2.4). We restrict t to the
interval [ 116 ,
3
16 ] as in Proposition 2.10. We will use the mild formulation (3.1) with σ being a
positive constant. We have,∫ 1
0
I1(t, x)ϕ1(x) dx =
∫ 1
0
sinπt
π
ϕ1(y)v0(y) dy > 2t
∫ 1
0
ϕ1(y)v0(y) dy
and ∫ 1
0
I2(t, x)ϕ1(x) dx =
∫ 1
0
cosπtϕ1(y)u0(y) dy > cos
(
3π
16
)∫ 1
0
ϕ1(y)u0(y) dy.
As b is convex, using Jensen’s inequality, we get that∫ 1
0
I4(t, x)κϕ1(x) dx =
∫ t
0
∫ 1
0
sinπ(t− s)
π
κϕ1(y)b(u(s, y)) dy ds
> 2
∫ t
0
(t− s)b(g(s)) ds.
We combine the above to obtain
g(t) > A+Bt+ 2
∫ t
0
(t− s)b(g(s)) ds + σM(t) for t ∈ [ 1
16
,
3
16
],
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where A,B are nonnegative constants and M(t) is given by (2.4). According to Proposition
2.10, for any L > 0, with a positive probability, the last term is bounded below by L. We
therefore have g(t) > y(t) on t ∈ [ 116 , 316 ], where
y(t) = A+B(t− 1
16
) + 2
∫ t
1
16
(t− s)b(y(s)) ds+ L.
To finish the proof, we just need to make sure that under the assumption that∫ ∞
A+L
1
[B2 + 2
∫ s
A+L b(r) dr]
1/2
ds <∞,
the above blows up in a small time. But this follows from the fact that we can always take L
to be large enough so that the above integral is small enough so that y has a blow up time in
[ 116 ,
3
16 ]. The proof of the theorem is now completed.
Proof of Theorem 1.4. First observe that∫ 2π
0
G2(t− s, x− y) dx =
∫
R
G3(t− s, x− y) dx = t− s. (3.3)
Moreover, the mild formulation writes as
u(t, x) =
1
2
∫ x+t
x−t
v0(y) dy +
1
2
(u0(x− t) + u0(x+ t))
+
∫ t
0
∫ 2π
0
G2(t− s, x− y)σ(u(s, y))W (ds dy) +
∫ t
0
∫ 2π
0
G2(t− s, x, y)b(u(s, y)) ds dy.
The proof of the first part follows as in Case 1 above. Indeed, since u0, v0, and σ are bounded
and using (3.3), we obtain that (3.2) also holds true with Yt = supx∈[0,2π] |u(t, x)|. Thus, using
Proposition 2.4 we conclude. We next prove the second part. Set v(t) := 12π
∫ 2π
0 u(t, x) dx. We
have
1
2
∫ 2π
0
(∫ x+t
x−t
v0(y) + u0(x− t) + u0(x+ t)
)
dx = t
∫ 2π
0
v0(y) dy +
∫ 2π
0
u0(y) dy.
By the stochastic Fubini theorem,
1
2π
∫ 2π
0
∫ t
0
∫ 2π
0
G2(t− s, x− y)W (ds dy) dx = 1
2π
∫ t
0
∫ 2π
0
(t− s)W (ds dy) =: G(t).
Finally, by Jensen’s inequality, using the fact that b is convex,
1
2π
∫ 2π
0
∫ t
0
∫ 2π
0
G2(t− s, x, y)b(u(s, y)) ds dy dx >
∫ t
0
(t− s)b(v(s))ds.
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Therefore, we have proved that for all t > 0
v(t) > A+Bt+ σG(t) +
∫ t
0
(t− s)b(v(s)) ds,
for some nonnegative constants A,B. We now note that since G(t) is given by (2.3), it therefore
satisfies Proposition 2.8 so that we can use Proposition 2.2 to conclude the second part of the
theorem.
Proof of Theorem 1.5. In this case, the mild formulation writes as
u(t, x) = I(t, x) + σg(t, x) +
1
2
∫ t
0
∫
|x−y|<t−s
b(u(s, y)) ds dy, (3.4)
where
I(t, x) :=
1
2
∫ x+t
x−t
v0(y) dy +
1
2
(u0(x− t) + u0(x+ t))
and g(t, x) is defined in (2.5). Let {tn} be a sequence of positive numbers which we are going
to choose later. From (3.4) and the nonnegativity of the function b, we obtain
u(t+ tn, x) > I(t+ tn, x) + σg(t+ tn, x) +
1
2
∫ t
0
∫
|x−y|<t−s
b(u(s+ tn, y)) dy ds.
Hence by Proposition 2.15, we can find a sequence tn → ∞ so that g(t + tn, x) (and thus
u(t + tn, x)) are positive for all 0 6 t 6 1 and x ∈ (0, 1). On the other hand, since b is
nondecreasing, for fixed x ∈ (0, 1), we get that
∫ t
0
∫
|x−y|<t−s
b(u(s + tn, y)) dy ds >
∫ t
0
b (Ys)
∫
{|x−y|<t−s}∩{y∈(0,1)}
dy ds
>
∫ t
0
(t− s) b (Ys) ds,
where Yt := infy∈(0,1) u(t+ tn, y). Combining the above estimates we obtain
Yt > inf
06h61,x∈(0,1)
{I(h+ tn, x) + σg(h+ tn, x)}+
∫ t
0
(t− s) b(Ys) ds.
We now choose ω as in Proposition 2.15, and we can therefore find a sequence tn → ∞ such
that inf06h61,x∈(0,1) g(h + tn, x) goes to infinity. Using Proposition 2.4, we conclude.
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