We survey Bayesian methods for estimating dynamic stochastic general equilibrium (DSGE) models in this article. We focus on New Keynesian (NK)DSGE models because of the interest shown in this class of models by economists in academic and policy-making institutions. This interest stems from the ability of this class of DSGE model to transmit real, nominal, and fiscal and monetary policy shocks into endogenous fluctuations at business cycle frequencies. Intuition about these propagation mechanisms is developed by reviewing the structure of a canonical NKDSGE model. Estimation and evaluation of the NKDSGE model rests on being able to detrend its optimality and equilibrium conditions, to construct a linear approximation of the model, to solve for its linear approximate decision rules, and to map from this solution into a state space model to generate Kalman filter projections. The likelihood of the linear approximate NKDSGE model is based on these projections. The projections and likelihood are useful inputs into the Metropolis-Hastings Markov chain Monte Carlo simulator that we employ to produce Bayesian estimates of the NKDSGE model. We discuss an algorithm that implements this simulator. This algorithm involves choosing priors of the NKDSGE model parameters and fixing initial conditions to start the simulator. The output of the simulator is posterior estimates of two NKDSGE models, which are summarized and compared to results in the existing literature. Given the posterior distributions, the NKDSGE models are evaluated with tools that determine which is most favored by the data. We also give a short history of DSGE model estimation as well as pointing to issues that are at the frontier of this research.
Introduction
Macroeconomists have made substantial investments in Bayesian time series during the last 30 years. One reason is that Bayesian methods afford researchers the chance to estimate and evaluate a wide variety of macro models that frequentist econometrics often find challenging. Bayesian vector autoregressions (BVARs) represent an early return on this research project manifested, for example, by Doan, Litterman, and Sims (1984) . They show that BVARs are useful forecasting tools. 1 More recent work focuses on developing Bayesian methods capable of estimating time-varying parameter (TVP) VARs, associated with Cogley and Sargent (2005) and Primiceri (2005) , and Markov-switching (MS) VARs initiated by Sims and Zha (2006) . 2 The complexity of TVP-and MS-VARs underline the efforts macroeconomists have put into developing useful Bayesian time series tools. 3 Bayesian times series methods are also attractive for macroeconomists studying dynamic stochastic general equilibrium (DSGE) models. Although DSGE models can be estimated using classical optimization methods, macroeconomists often prefer to use Bayesian tools for these tasks. One reason is that advances in Bayesian theory are providing an expanding array of tools that researchers can employ to estimate and evaluate DSGE models. The popularity of the Bayesian approach is also explained by the increasing computational power available to estimate and evaluate medium-to large-scale DSGE models using Markov chain Monte Carlo (MCMC) simulators. These DSGE models can pose identification problems for frequentist estimators that no amount of data or computing power can overcome.
Macroeconomists are also drawn to the estimation and evaluation framework Bayesians have created because DSGE models are often seen as abstractions of actual economies. A frequentist econometrician might say that DSGE models are misspecified versions of the true model. This is not consistent with the beliefs often held about DSGE models. These beliefs are animated by the well known mantra that "all models are false." Since Bayesians eschew the existence of a true model, employing Bayesian methods to study DSGE models dovetails with the views held by many macroeconomists.
This chapter presents an overview of Bayesian time series methods that have been developed to estimate and evaluate linearized DSGE models. 4 We aim to bring the reader to the point where her priors and DSGE model can, subsequent to linearization, meet the data to be estimated and evaluated using Bayesian methods. The reader may wonder why this chapter puts aside nonlinear estimation of DSGE models. Since these methods represent the frontier, which is being pushed out at an extraordinary rate, a review of Bayesian nonlinear estimation of DSGE models waits for more consensus about the merits of the different approaches. 5 We describe procedures for estimating a medium-scale New Keynesian (NK) DSGE model in this chapter. The NKDSGE model is a descendant of ones analyzed by Smets and Wouters (2003) and Christiano, Eichenbaum and Evans (2005) . As those authors do, we estimate a linearized approximation of the NKDSGE. The linearization is grounded in the stochastically detrended optimality and equilibrium conditions because the growth rate of the technology shock is stationary. These optimality and equilibrium conditions yield a solution that is cast in state space form, which is the starting point for the Kalman filter. Since the Kalman filter generates predictions and updates of the state vector of the linearized NKDSGE model, we have a platform for computing its likelihood. This likelihood is used by Bayesian MCMC simulators to produce posterior distributions of NKDSGE model parameters given actual data and prior beliefs about these parameters. Posterior distributions represent confidence in an NKDSGE model conditional on the evidence provided by its likelihood. Marginal likelihoods are used to evaluate which member of a suite of NKDSGE models is most favored by the data.
A brief history of DSGE model estimation is presented in the next section. Our purpose is to give a framework for understanding the interaction between the need to connect macro theory to current data and the development of tools to achieve that task. Section 3 outlines the DSGE model we study. The NKDSGE model is prepared for estimation in section 4. This is followed by a discussion of Bayesian methods to estimate the linear approximate solution of the NKDSGE model described in section 5. Results appear in section 6. Section 7 concludes.
A Brief History of DSGE Model Estimation
Efforts to estimate and evaluate DSGE models using Bayesian methods began in ernest in the late 1990s. Previously, macroeconomists used classical optimization methods to estimate DSGE models. This section reviews these frequentist approaches to estimate DSGE models, covers the transition from frequentist to Bayesian methods, and ends by mentioning several issues at the frontier of Bayesian estimation of DSGE models.
Non-Bayesians have used maximum likelihood (ML), generalized method of moments (GMM), and indirect inference (II) to estimate DSGE models. These estimators rely on classical optimization either of a log likelihood function or of a GMM criterion. 6 Early examples of frequentist ML estimation of DSGE models are Altuǧ (1989) and Bencivenga (1992) . They apply classical optimization routines to the log likelihood of the restricted finite-order vector autoregressive-moving average (VARMA) implied by the linear approximate solutions of their real business cycle (RBC) models. The restrictions arise because the VARMA lag polynomials are nonlinear functions of the DSGE model parameters.
A restricted VARMA engages an ML estimator that differs from the approach of Sargent (1989) . He maps the linear solution of permanent income (PI) models with a serially correlated endowment shock into likelihoods that are built on Kalman filter innovations of the observed data and the associated covariance matrix. Sargent assumes that the data are ridden with measurement errors, which evolve as independent first-order autoregressions, AR(1)s. 7 This aids in identification because serially correlated measurement errors add restrictions to the VARMA implied by the PI model solution. An extension of Sargent's approach is Ireland (2001) . He replaces the independent AR(1) measurement errors with an unrestricted VAR(1); see Curdia and Reis (2011) for a Bayesian version of this method. Besides measurement error, this VAR(1) inherits the sample data dynamics left unexplained by the RBC model that Ireland studies.
The tools of classical optimization are also useful for GMM estimation of DSGE models. Christiano and Eichenbaum (1992) construct GMM estimates of a subset of the parameters of their RBC model using its steady state conditions and the relevant shock processes as moments. Since the moment conditions are outnumbered by RBC model parameters, only a subset of these parameters are identified by GMM.
Identification also matters for ML estimation of DSGE models. For example, Altuǧ, Bencivenga, and Ireland only identify a subset of RBC model parameters after pre-setting or calibrating several other parameters. Analysis by Hall (1996) suggests a reason for this practice. He shows that whether ML or GMM is being used, these estimators are relying on the same sample and theoretical information about first moments to identify DSGE model parameters. Although ML is a full information estimator, which engages all the moment conditions expressed by the DSGE model, GMM and ML rely on the same first moment information for identification. This suggests that problems identifying DSGE models are similar whether ML or GMM is the estimator of choice; see Fernández-Villaverde, et al (2009) for more discussion of these issues.
The frequentist assumption of a true model binds the identification problem to the issue of DSGE model misspecification. The question is whether any parameters of a DSGE model can be identified when it is misspecified. For example, frequentist ML loses its appeal when models are known to be misspecified. 8 Thus, it seems that no amount of data or computing power will solve problems related to the identification and misspecification of DSGE models.
A frequentist response to these problems is II. The first application of II to DSGE models is Smith (1993) . He and Gourieroux, Monfort, and Renault (1993) note that II yields an estimator and specification tests whose asymptotic properties are standard even though the true likelihood of the DSGE model is not known. 9 The II estimator minimizes a GMM-like criterion in the distance between a vector of theoretical and sample moments. These moments are readily observed in the actual data and predicted by the DSGE model. Estimating DSGE model parameters is "indirect" because the objective of the GMM-like criterion is to match moments not related directly to the structure of the DSGE model. 10 Theoretical moments are produced by simulating synthetic data from the solution of the DSGE model. A classical optimizer moves the theoretical moments closer to the sample moments by updating the DSGE model parameters holding the structural shock innovations fixed. 11 Dridi, Guay, and Renault (2007) extend the II estimator by acknowledging that the DSGE model is false. They argue that the purpose of dividing the vector of DSGE model parameters, Θ, into the parameters of interest, Θ 1 , and the remaining nuisance or pseudo-parameters, Θ 2 , is to separate the part of a DSGE model having economic content from the misspecified part. Thus, Θ 1 represents the part of a DSGE model that is economically relevant for the moments it aims to match. However, Θ 2 cannot be ignored because it is integral to the DSGE model. Fixing Θ 2 or calibrating it with sample information contributes to identifying Θ 1 , but without 8 White (1982) develops quasi-ML for misspecified models, but its consistency needs a strong set of assumptions. 9 Smith (1990, 1991) anticipate the II approach to DSGE model estimation and evaluation. 10 Also, II can estimate DSGE model parameters by minimizing the distance between the likelihoods of an auxiliary model generated using actual and simulated samples. Simulated quasi-ML yields an asymptotically less efficient estimator because the likelihood of the auxiliary model differs from that of the DSGE model; see Smith (1993) . 11 Christiano et al (2005) estimate an NKDSGE model by matching its predicted impulse responses to those of an SVAR. This approach to moment matching is in the class of II estimators. See Canova and Sala (2009) for a discussion of the identification problem facing this estimator and Hall, et al (2012) for an optimal impulse response matching estimator of DSGE models.
polluting it with the misspecification of the DSGE model encapsulated by Θ 2 . This insight is the basis for Dridi, Guay, and Renault (DGR) to construct an asymptotic distribution of Θ 1 that accounts for misspecification of the DSGE model. The sampling theory is useful for tests of the degree of misspecification of the DSGE model and to gauge its ability to match the data. Whether identification of DSGE models is a problem for Bayesians is not clear. For many Bayesians all that is needed for identification is a well posed prior. 12 Poirier (1998) points out that this position has potential costs in that prior and posterior distributions can be equivalent if the data are uninformative. This problem differs from identification problems frequentists face. Identification of a model is a problem that arises in population for a frequentist estimator, while for a Bayesian the source of the equivalence is data interacting with the prior. Nonetheless, Poirier provides analysis suggesting that Θ be split into those parameters for which the data are informative, Θ 1 , given the priors from those, Θ 2 , for which this is not possible.
Bayesians avoid having to assume there exists a true or correctly specified DSGE model because of the likelihood principle (LP). The LP is a foundation of Bayesian statistics and says that all evidence about a DSGE model is contained in its likelihood conditional on the data; see Berger and Wolpert (1988) . Since the data's probabilistic assessment of a DSGE model is summarized by its likelihood, the likelihoods of a suite of DSGE models possess the evidence needed to judge which "best" fit the data. Thus, Bayesian likelihood-based evaluation is consistent with the view that there is no true DSGE model because, for example, this class of models is afflicted with incurable misspecification.
There exist several Bayesian approaches to estimate DSGE models. Most of these methods are fully invested in the LP, which implies likelihood-based estimation. The goal of Bayesian estimation is construction of the posterior distribution, P(Θ|Y T ), of DSGE model parameters conditional on sample data Y T of length T . Bayesian estimation exploits the fact that the posterior distribution equals the DSGE model likelihood, L(Y T |Θ), multiplied by the econometrician's priors on the DSGE model parameters, P(Θ), up to a factor of proportionality
Bayesian estimation of DSGE models is confronted by posterior distributions too complicated to evaluate analytically. The complication arises because the mapping from a DSGE model to its L(Y T |Θ) is nonlinear in Θ, which suggests using simulation to approximate P(Θ|Y T ).
Among the earliest examples of Bayesian likelihood-based estimation of a DSGE model is DeJong, Ingram, and Whiteman (2000a, b) . They engage importance sampling to compute posterior distributions of functions of Θ, G(Θ). 13 Importance sampling relies on a finite number N of IID random draws from an arbitrary density D(Θ) to approximate G(Θ). The approximation is computed with weights that smooth G(Θ). The weights, W (Θ i ), i = 1, . . . , N, smooth the approximation by giving less (greater) mass to posterior draws of G(Θ i ) that occur frequently (infrequently). 14 One drawback of importance sampling is that it is often unreliable when Θ has large dimension. Another is that there is little guidance about updating P(Θ|Y t ), and therefore G(Θ), from one draw of D(Θ) to the next, given P(Θ).
12 This is a proper prior that is independent of the data and has a density that integrates to one. 13 The objective is to approximate E{G(Θ)} = G(Θ)P(Θ|Y t )dΘ / P(Θ|Y t )dΘ. 14 Given N draws from D(Θ), E{G(Θ)} is approximated as Otrok (2001) reports estimates of a DSGE model grounded on the Metropolis-Hasting (MH) algorithm. This is, perhaps, the first instance of MH-MCMC simulation applied to DSGE model estimation. The MH algorithm proposes to update Θ using a multivariate random walk, but first an initial draw of Θ from P(Θ) is needed. The initial Θ is updated by adding to it draws from a distribution of "shock innovations." The decision to keep the initial Θ or to move to the updated Θ depends on whether the latter increases L(Y t |Θ). This process is repeated by sampling from the multivariate random walk to update Θ.
The MH-MCMC simulator is often preferred to importance sampling methods to estimate DSGE models. One reason is that the MH algorithm places less structure on the MCMC simulator. Thus, a wide class of time series models can be estimated by MH-MCMC simulation. Also MH-MCMC simulators generate serial correlation in the posterior distribution, which induces good asymptotic properties, especially compared to importance samplers. These properties reduce the computational burden of updating the prior. Another useful feature of MH-MCMC simulation is that its flexibility lessens the demands imposed by high dimensional Θ. We postpone further discussion of the MH-MCMC simulator to section 5.3.
Bayesian estimation of NKDSGE models leans heavily on MH-MCMC simulation. Wouter (2003, 2007) , Del Negro and Schorfheide (2004) , and Del Negro, Schorfheide, Smets and Wouter (2007) estimate NKDSGE models similar to the one we estimate below. Open economy NKDSGE models are estimated using MH-MCMC simulators by, among others, Adolfson, Laséen, Lindé, and Villani (2007) , Lubik and Schorfheide (2007) , Kano (2009) , Justiniano and Preston (2010) , Rabanal and Tuesta (2010) , and Guerrón-Quintana (2010b). Evidence of the wide applicability of the MH-MCMC algorithm is its applications to NKDSGE models with labor market search by Sala, Söderström, and Trigari (2008) , with fiscal and monetary policy interactions by Leeper, Plante, and Traum (2010) , and that compare sticky price monetary transmission to monetary search frictions by .
Formal Bayesian evaluation of estimated DSGE models relies on Bayes factors or posterior odds ratios. The Bayes factor is
which measures the odds the data prefer DSGE model j, M j (with parameter vector Θ j ), over M s . 15 Multiply B j,s|Y T by the prior odds to find the posterior odds ratio, which as the name suggests is R j,s|Y T = B j,s|Y T P(Θ j )/P(Θ s ). Put another way, the log of the Bayes factor is the log of the posterior odds of M j compared to M s net of the log of the prior odds of these DSGE models. Geweke (1999 Geweke ( , 2005 and Fernández-Villaverde and Rubio-Ramírez (2004) discuss the foundations of Bayesian evaluation of DSGE models, while Rabanal and Rubio-Ramírez (2005) calculate Bayes factors to gauge the fit of several NKDSGE models.
There are other Bayesian approaches to DSGE model evaluation. Schorfheide (2000) estimates DSGE models using the MH-MCMC simulator as well as a richly parameterized structural BVAR, which serves as a "reference" model. The fit of the DSGE and reference models to the data is judged within a Bayesian decision problem using a few selected moments under symmetric and asymmetric loss functions. The moments are structural IRFs that have economic meaning within the context of the DSGE models. Problems of DSGE model misspecification are sidestepped in this non-LP-based Bayesian evaluation process because, according to Schorfheide, the moments on which the DSGE models are evaluated are identified by the structural BVAR. He also argues that this approach yields valid DSGE model evaluation when no DSGE model fits the model well, which is not true of the Bayes factor; also see Geweke (2010) . This argument is similar to arguments DGR make for parsimony (i.e., do not rely on all the moments inherent in the likelihood), when selecting moments to bind the DSGE model to the data for II estimation. 16 DGR are guided to choose moments most economically meaningful for the DSGE model, which is a frequentist analogue to Schorfheide's Bayesian approach.
Another interesting approach to these issues is Guerrón-Quintana (2010a). He confronts a NKDSGE model with different sets of observed aggregate variables to ask which data set is most informative for estimating DSGE model parameters. Fixing the NKDSGE models and changing the observed data rules out using the posterior odds ratio to conduct model evaluation. Instead, Guerrón-Quintana engages impulse response functions and out-of-sample forecast exercises to choose among the competing data sets. These evaluation tools reveal that the posterior of a DSGE model is affected by the composition and size of the information sets used in Bayesian MH-MCMC estimation, which is a signal of misspecification.
Identification of DSGE models has become a research frontier for Bayesian econometrics. We mention briefly several here. One approach is Müller (2010) . He constructs statistics that unwind the relative contributions of the prior and the likelihood to the posterior. These statistics measure the "identification strength" of DSGE model parameters with respect to a specific prior. Koop, Pesaran, and Smith (2011) describe two methods that depend on computing conditional and marginal posterior distributions for checking identification of DSGE models. Another useful approach is found in Guerrón-Quintana, Inoue, and Kilian (2010) . When DSGE models are weakly identified (i.e., Bayesian posterior distribution cannot be viewed as frequentist confidence sets), they advocate inverting the Bayes factor to construct confidence intervals with good small sample properties. We return to these issues at the end of this chapter.
A Canonical New Keynesian DSGE Model
This section builds a canonical NKDSGE model inspired by the recent literature. The specification of this NKDSGE model is similar to those estimated by Del Negro, Schorfheide, Smets, and Wouters (2007) , Smets and Wouters (2007) and Del Negro and Schorfheide (2008) , who in turn build on Smets and Wouters (2003) and Christiano, et al (2005) . 17 The main features of the NKDSGE model are (a) the economy grows along a stochastic path, (b) prices and wages are assumed to be sticky à la Calvo, (c) preferences display internal habit formation in consumption, (d) investment is costly, and (e) there are five exogenous shocks. There are shocks to the monopoly power of the final good firm, the disutility of work, government spending and a shock to the growth rate of labor neutral total factor productivity (TFP). All of these shocks are stationary AR(1)s. The fifth is a monetary policy shock embedded in a Taylor rule.
Firms
There is a continuum of monopolistically competitive firms indexed by j ∈ [0, 1]. A firm produces an intermediate good using capital services, k j,t , and labor services, L j,t , which are rented in perfectly competitive markets. The production function of firm j is given by
where Z t is labor neutral TFP common to all firms. The term κZ t is removed from the output of firm j to guarantee that steady state profits are zero as well as to generate the period-by-period fixed cost needed to support monopolistic competition among intermediate goods firms. We assume that the growth rate of the TFP shock, z t = ln (Z t /Z t−1 ), is an AR(1) process
This AR (1) is stationary around the deterministic TFP growth rate γ (> 0) because |ρ z | < 1 and the innovation of z t is time invariant and homoskedastic, z,t ∼ N ID(0, 1) with σ z > 0. 18 Firm j chooses its price P j,t to maximize the present value of profits subject to the restriction that changes in their prices are time dependent. This form of price stickiness is called Calvo pricing; see Yun (1996) . At each date t, a fraction of the unit mass of firms are able to update their price to its optimal level. The remaining firms update their prices by a fraction of the economy-wide lagged inflation rate, π t−1 . Inflation is defined as the growth rate of the aggregate price level, π t = P t /P t−1 − 1. We posit that firms are able to revise their prices at the exogenous probability 1 − ζ p every date t, while a firm not re-optimizing its price updates according to the rule:
, where π * is steady state inflation and
This has firms indexing (the log) of their prices to inflation to a weighted average of steady state inflation and lagged inflation, according to the weight ı p , in periods when reoptimization is not allowed. There is a competitive firm that produces the final good using intermediate goods aggregated using the technology
where λ f ,t is the time-varying degree of monopoly power (i.e., the stochastic price elasticity is [1 + λ f ,t ]/λ f ,t ). This monopoly power evolves according to the AR(1) process
where |ρ λ f | < 1, λ f , σ λ f > 0, and λ,t ∼ N ID(0, 1).
Households
The economy is populated by a continuum of households indexed by address i ∈ [0, 1]. Household i derives utility over "net" consumption and the disutility of work. 19 This relationship is summarized by the period utility function
where C i,t and L i,t are consumption and labor supply of household i, ν l is the inverse of the Frisch labor supply elasticity, and φ t is an exogenous and stochastic preference shifter. Period utility receives the flow of C i,t net of a fraction h of C i,t−1 , which is the habit in consumption displayed by preferences. Consumption habit is internal to households and governed by the preference parameter h ∈ (0, 1). The preference shifter follows the AR(1) process
with |ρ φ | < 1, σ φ > 0, and ε φ,t ∼ N ID(0, 1).
Households are infinitely-lived. For household i, this means that it maximizes the expected present discounted value of period utility
subject to the budget constraint
and the law of motion of capital
over uncertain streams of consumption, labor supply, capital intensity, u i,t , investment, I i,t , capital, K i,t+1 , and 1-period government bonds, B i,t+1 . Here E i t is the expectation operator conditional on the information set available to household i at time t; a(·) is the cost (in units of the consumption good) household i generates when working K i,t+1 at intensity u i,t ; R K t is the nominal rental rate of capital; W i,t is the nominal wage household i charges for hiring out L i,t ; R t−1 is the gross nominal interest rate paid on B i,t ; A i,t captures net payments from complete markets; Π t corresponds to profits from intermediate goods producers; T i,t corresponds to lump-sum transfers from the government to household i; and Γ (·) is a function reflecting costs associated with adjusting the flow I i,t into K i,t+1 . The function Γ (·) is assumed to be increasing and convex satisfying Γ (γ * ) = Γ (γ * ) = 0 and Γ (γ * ) > 0, where γ * ≡ exp(γ).
Also note that K t ≡ K i,t di is the aggregate stock of capital. Given u i,t is a choice variable for household i, the nominal return on capital is R K t u i,t K i,t gross of the real cost a(u i,t ). The cost function a(·) satisfies the restrictions a(1) = 0, a (1) > 0, and a (1) > 0. Erceg et al. (2000) introduce Calvo staggered nominal wage setting into an NKDSGE model. We adopt their approach. Assume that household i is a monopolistic supplier of a differentiated labor service, L i,t . Households sell these labor services to a firm that aggregates labor and sells it to final firms. This firm aggregates household labor services using the technology 
Staggered Nominal Wage Setting
We assume, as Erceg et al. (2000) 
The Government
As often in the new Keynesian literature, we assume a cashless economy; see Woodford (2003) . The monetary authority sets the short-term interest rate according to the Taylor rule used in Del Negro et al. (2007) and Del Negro and Schorfheide (2008) 
where R * (> 0) corresponds to the steady state gross nominal interest rate, steady state inflation is π * , Y τ t denotes the target level of output, r ,t is a random shock to the systematic component of monetary policy, which is distributed N ID(0, 1), and σ r (> 0) is the size of the monetary shock. The Taylor rule has the central bank systematically smoothing its policy rate by ρ R as well as responding to deviations of π t from its steady state π * , and of Y t from its target Y τ t . Finally, we assume that government spending is a time-varying fraction of output, G t = 1 − 1/g t Y t . The fraction is driven by the shock g t , which follows the AR(1) process
where |ρ g | < 1, g * , σ g > 0, and g,t ∼ N ID(0, 1). Although taxes and 1-period bonds are notionally used to finance G t , the government inhabits a Ricardian world such that along the equilibrium path 1-period bonds are in zero net supply, B t = 0, at all dates t. This forces aggregate lump sum taxes, T t , always to equal G t (i.e., the primary surplus, T t − G t , is zero).
Preparing the NKDSGE Model for Estimation
The scale of the NKDSGE model suggests that it does not admit a closed-form solution. Hence, we rely on linearization to obtain an approximate solution. The procedure consists of computing a first-order approximation of the NKDSGE model around its non-stochastic steady state. 20
Stochastic Detrending
The productivity shock Z t is non-stationary (i.e., has a unit root 
Linearization
We engage a first-order Taylor or linear approximation to solve the NKDSGE model. The linear approximation is applied to the levels of the variables found in the nonlinear optimality and equilibrium conditions of the NKDSGE model. 21 The first step is to detrend the optimality and equilibrium conditions. Consider the production function (3), which after detrending becomes
We avoid excessive notation by representing the original and detrended levels of capital in firm j with k j . Denote y j,t as the deviation of output from its steady state, y j,t = y j,t − y j . Taking a linear approximation of the previous expression gives
The approach is easily extended to the remaining equilibrium and optimality conditions. Del Negro and Schorfheide (2008) present the complete set of linearized optimality and equilibrium conditions of the NKDSGE model. 20 A first-order approximation is sufficient for many macroeconomic applications. Otherwise, see FernandezVillaverde et al. (2010 FernandezVillaverde et al. ( , 2011 for tools to solve and estimate DSGE models with higher-order approximations. 21 First-order approximations can also linearize many variables in logs rather than in levels
Solution
Once the model has been detrended and linearized, the collection of its equilibrium conditions can be cast as an expectational stochastic difference equation
where X t and N t are vectors of predetermined (states) and non-predetermined (controls) variables, respectively. These vectors include whose elements are deviations from their steady state values. Hence, finding the solution of the model is tantamount to solving the system of linear stochastic difference equations (9). We rely on a suite of programs developed by Stephanie Schmitt-Grohe and Martin Uribe to solve for the linear approximate equilibrium decision rules of the state variables of the NKDSGE model. 22 The solution of the NKDSGE model takes the form
where the first system of equations is the linear approximate equilibrium decision rules of the state variables, the second set maps from the state variables to the control variables, Π, Φ, and Ψ are matrices that are nonlinear functions of the structural parameters of the NKDSGE model, and ξ t is the vector of structural innovations, z,t λ,t φ,t r ,t g,t .
Bayesian Estimation of the NKDSGE Model
This section presents the tools needed to generate Bayesian estimates of the linear approximate NKDSGE model of the previous section. Bayesian estimation employs the Kalman filter to construct the likelihood of the NKDSGE model. Next, priors for the NKDSGE model are reported because the likelihood multiplied by the prior is proportional to the posterior according to expression (1). We end this section by reviewing several details of the MH-MCMC simulator.
The Kalman Filter and the Likelihood
A key step in Bayesian MH-MCMC estimation of a linearized NKDSGE model is evaluation of its likelihood. A convenient tool to evaluate the likelihood of linear models is the Kalman filter. The Kalman filter generates projections or forecasts of the state of the linear approximate solution (10) of the NKDSGE model given an information set of observed macro time series. Forecasts of these observables are also produced by the Kalman filter. The Kalman filter is useful for evaluating the likelihood of a linearized NKDSGE model because the forecasts are optimal within the class of all linear models. When shock innovations and the initial state of the NKDSGE model are assumed to be Gaussian (i.e., normally distributed), the Kalman filter renders forecasts that are optimal against all data-generating processes of the states and observables. Another implication is that at date t the observables are normally distributed with mean and variance that are functions of forecasts of the state of the linearized NKDSGE model and lagged observables. Thus, the Kalman filter provides the building blocks of the likelihood of a linear approximate NKDSGE model.
We describe the link between the solution of the linearized NKDSGE model with the Kalman filter. 23 Define the expanded vector of states as S t = N t X t . Using this definition, the state space representation of the NKDSGE model consists of the system of state equations
and the system of observation equations
Here, Y t corresponds to the vector of observables at time t; F and Q are functions of the matrices Π, Φ, and Ψ ; the matrix H, which contains zeros and ones, relates the model's definitions with the data; M is a vector required to match the means of the observed data; and ξ u,t is a vector of measurement errors. Assume the vector of observables and the vector of states have dimensions m and n, respectively. Also, define S t|t−1 as the conditional forecast or expectation of S t given {S 1 , . . . , S t−1 }, or S t|t−1 ≡ E [S t |S 1 , . . . , S t−1 ]. Its mean square error or covariance matrix is P t|t−1 ≡ E S t − S t−1 S t − S t−1 . The likelihood of the linearized NKDSGE model is built up by generating forecasts from the state space system (11.1) and (11.2) period-by-period
where L (Y t |Y t−1 , Θ) is the likelihood conditional on the information available up to date t−1 and to be clear Y t−1 ≡ {Y 0 , . . . , Y t−1 }. The Kalman filter computes this likelihood using the following steps:
3. The predictions made in Steps 1 and 2 produce the date 1 likelihood:
4. Next, update the date 1 forecasts:
5. Repeat steps 2, 3, and 4 to generate Kalman filter predictions of S t and Y t :
and the updates of the state vector and its mean square error matrix 
Priors
Our priors are borrowed from Del Negro and Schorfheide (2008) . They construct priors by separating the NKDSGE model parameters into three sets. Their first set consists of those parameters that define the steady state of the NKDSGE model; see table 2 of Del Negro and Schorfheide (2008 Schorfheide ( , p. 1201 ). The steady state, which as Hall (1996) shows ties the steady state of the NKDSGE model to the unconditional first moments of Y T , has no effect on the mechanism that endogenously propagates exogenous shocks. This mechanism relies on preferences, technologies, and market structure. The parameters of these primitives of the NKDSGE model are included in the second set of priors. Along with technology, preference, and market structure parameters, Del Negro and Schorfheide add parameters of the Taylor rule (8) to this set; see the agnostic sticky price and wage priors of tables 1 and 2 of Del Negro and Schorfheide (2008 Schorfheide ( , pp. 1200 Schorfheide ( -1201 . The third set of parameters consist of AR1 coefficients and standard deviations of the exogenous shocks; see table 3 of Del Negro and Schorfheide (2008 Schorfheide ( , p. 1201 .
We divide the parameter vector Θ into two parts to start. The 25 × 1 column vector
contains the parameters of economic interest, which are to be estimated, in the order in which they appear in section 3. Under the Del Negro and Schorfheide (2008) prior rubric, the elements of Θ 1 are grouped into the steady state parameter vector
the parameters tied to endogenous propagation in the NKDSGE model
and
contains the slope coefficients and standard deviations of the exogenous AR (1) shocks that are the source of fluctuations in the NKDSGE model. Table 1 lists priors for Θ 1,ss , Θ 1,pr op , and Θ 1,exog . We draw priors for Θ 1 from normal, beta, gamma, and inverse gamma distributions; see Del Negro and Schorfheide (2008) for details. The priors are summarized by the distribution from which we draw, the parameters of the distribution, and implied 95 percent probability intervals.
Our choices reflect, in part, a desire to elicit priors on Θ 1 that are easy to understand. For example, π * is endowed with a normally distributed prior. Its mean is 4.3 percent, which is less than twice its standard deviation giving a 95 percent probability interval running from nearly −1 percent to more than 9 percent. Thus, the prior reveals the extent of the uncertainty that surrounds steady state inflation.
The beta distribution is useful because it restricts priors on NKDSGE model parameters to the open unit interval. This motivates drawing the sticky price and wage parameter, ζ p , ı p , ζ W , and ı W , the consumption habit parameters, h, and the AR1 parameters, ρ R , ρ z , ρ φ , ρ λ f , and ρ g , from the beta distribution. The means and standard deviations of the priors display our uncertainty about these NKDSGE model parameters. For example, the prior on h indicates less uncertainty about it than is placed on the priors for ζ p , ı p , ζ W , and ı W (i.e., the ratio of the mean to the standard deviation of the priors of these parameters is less than three, while the same ratio for the prior of h is 14). This gives larger intervals on which to draw the sticky price and wage parameters than on h. Also, the prior 95 percent probability interval of h is in the range that Kano and Nason (2010) show to be relevant for consumption habit to generate business cycle fluctuations in similar NKDSGE models.
The AR1 coefficients also rely on the beta distribution for priors. The prior on ρ R suggests a 95 percent probability interval of draws that range from 0.22 to 0.73. At the upper end of this range, the Taylor rule is smoothing the policy rate R t . This interval has the same length but is shifted to the left for ρ z , which endows the technology growth prior with less persistence. The taste, monopoly power, and government spending shocks exhibit more persistence with AR1 coefficients priors lying between 0.5 and 0.95.
The gamma distribution is applied to NKDSGE model parameters that only require priors that rule out non-negative draws or impose a lower bound. The former restriction describes the use of the gamma distribution for priors on the goods and labor market monopoly power parameters, λ f and λ W , the capital utilization parameter, a , and the Taylor rule parameter on output, ψ 2 . A lower bound is placed on the prior of the deterministic growth of technology, γ, the mean policy rate R * , the labor supply parameter, ν l , the investment cost parameter, Γ , and the Taylor rule parameter on inflation, ψ 1 . The prior on ψ 1 is set to obey the Taylor principle that R t rises by more than the increase in π t net of π * . This contrasts with the prior on ψ 2 that suggests a smaller response of R t to the output gap, Y t − Y τ t , but this response is non-zero.
The priors on the standard deviations of the exogenous shocks are drawn from inversegamma distributions. This distribution has support on an open interval that excludes zero and is unbounded. This allows σ z , σ λ f , σ g , and σ R to have priors with 95 percent probability intervals with lower bounds near zero and large upper bounds. These priors show the uncertainty held about these elements of the exogenous shock processes of the NKDSGE model. The same is true for the prior on σ φ , but its scale parameter has a 95 percent probability interval that exhibits more uncertainty as it is shifted to the right especially for the upper bound.
The remaining parameters are necessary to solve the linearized NKDSGE model but are problematic for estimation. The fixed or calibrated parameters are collected into Although these values are standard choices in the DSGE literature, some clarification is in order. As in Del Negro and Schorfheide (2008) , our parametrization imposes the constraint that firms make zero profits in the steady state. We also assume that households work one unit of time in steady state. This assumption implies that the parameter φ, the mean of the taste shock φ t , is endogenously determined by the optimality conditions in the model. This restriction on steady state hours worked in the NKDSGE model differs from the sample mean of hours worked. We deal with this mismatch by augmenting the measurement equation in the state space representation with a constant or "add-factor" that forces the theoretical mean of hours worked to match the sample mean; see Del Negro and Schorfheide (2008 Schorfheide ( , p. 1197 . This amounts to adding L A to the log likelihood of the linearized NKDSGE model
Also, rather than imposing priors on the great ratios, C * /Y * , I * /K * , K * /Y * , and G * /Y * , we fix the capital share, α, the depreciation rate, δ, and the share of government expenditure, g * . This follows well established practices that pre-date Bayesian estimation of NKDSGE models.
Useful Information about the MH-MCMC Simulator
The posterior distribution of the NKDSGE model parameters in Θ 1 is characterized using the MH-MCMC algorithm. The MH-MCMC algorithm is started up with an initial Θ 1 . This parameter vector is passed to the Kalman filter routines described in section 5.1 to obtain an estimate of L(Y T |Θ 1 ; Θ 2 ). Next, the initial Θ 1 is updated according to the MH random walk law of motion.
Inputing the proposed update of Θ 1 into the Kalman filter produces a second estimate of the likelihood of the linear approximate NKDSGE model. The MH decision rule determines whether the initial or proposed update of Θ 1 and the associated likelihood is carried forward to the next step of the MH algorithm. Given this choice, the next step of the MH algorithm is to obtain a new proposed update of Θ 1 using the random walk law of motion and to generate an estimate of the likelihood at these estimates. This likelihood is compared to the likelihood carried over from the previous MH step using the MH decision rule to select the likelihood and Θ 1 for the next MH step. This process is repeated H times to generate the posterior of the linear approximate NKDSGE model, P(Θ 1 |Y T ; Θ 2 ). We summarize this description of the MH-MCMC algorithm with 1. Label the vector of NKDSGE model parameters chosen to initialize the MH algorithm Θ 1,0 .
2. Pass Θ 1,0 to the Kalman filter routines described in section 5.2 to generate an initial estimate of the likelihood of the linear approximate NKDSGE model, L Y T Θ 1,0 ; Θ 2 .
3. A proposed update of Θ 1,0 is Θ 1,1 which is generated using the MH random walk law of
where is a scalar that controls the size of the "jump" of the proposed MH random walk update, ϑ is the Cholesky decomposition of the covariance matrix of Θ 1 , and d (= 25) is the dimension of Θ 1 . Obtain L Y T Θ 1,1 ; Θ 2 by running the Kalman filter using Θ 1,1 as input.
4. The MH algorithm employs a two-stage procedure to decide whether to keep the initial Θ 1,0 or move to the updated proposal Θ 1,1 . First, calculate
where, for example, P Θ 1,1 is the prior at Θ 1,1 . The second stage begins by drawing a uniform random variable ϕ 1 ∼ U (0, 1) to set Θ 1,1 = Θ 1,1 and the counter ℘ = 1 if ϕ 1 ≤ ω 1 , otherwise Θ 1,1 = Θ 1,0 and ℘ = 0.
5. Repeat steps 3 and 4 for = 2, 3, . . . , H using the MH random walk law of motion
and drawing the uniform random variable ϕ ∼ U (0, 1) to test against
for equating Θ 1, to either Θ 1, or Θ 1, −1 . The latter implies that the counter is updated according to ℘ = ℘ + 0, while the former has ℘ = ℘ + 1.
Steps 1-5 of the MH-MCMC algorithm produce the posterior, P( Θ 1 |Y T ; Θ 2 ), of the linear approximate NKDSGE model by drawing from Θ 1,
. Note that in Steps 4 and 5 the decision to accept the updated proposal, ϕ ≤ ω , is akin to moving to a higher point on the likelihood surface.
There are several more issues that have to be resolved to run the MH-MCMC algorithm to create P( Θ 1 |Y T ; Θ 2 ). Among these are obtaining an Θ 1,0 to initialize the MH-MCMC, computing ϑ, determining H , fixing to achieve the optimal acceptance rate for the proposal Θ 1, of ℘/H , and checking that the MH-MCMC simulator has converged. 25 Step 1 of the MH-MCMC algorithm leaves open the procedure for setting Θ 1,0 . We employ classical optimization methods and an MH-MCMC "burn-in" stage to obtain Θ 1,0 . First, a classical optimizer is applied repeatedly to the likelihood of the linear approximate NKDSGE model with initial conditions found by sampling 100 times from P(Θ 1 ). 26 These estimates yield the mode of the posterior distribution of Θ 1 that we identify as initial conditions for a "burn-in" stage of the MH-MCMC algorithm. The point of this burn-in of the MH-MCMC algorithm is to remove dependence of P( Θ 1 |Y T ; Θ 2 ) on the initial condition Θ 1,0 . Drawing Θ 1,0 from a distribution that resembles P( Θ 1 |Y T ; Θ 2 ) eliminates this dependence. Next, 10,000 MH steps are run with = 1 and ϑ = I d to complete the burn-in stage. The final MH step of the burn-in gives Θ 1,0 to initialize the H steps of the final stage of the MH-MCMC algorithm. The 10,000 estimates of Θ 1 generated during the MH burn-in steps are used to construct an empirical estimate of the covariance matrix ϑϑ . The Cholesky decomposition of this covariance matrix is the source of ϑ needed for the MH law of motion (13).
The scale of the "jump" from Θ 1, to Θ 1, −1 determines the speed at which the proposals Θ 1, converge to P( Θ 1 |Y T ; Θ 2 ) within the MH-MCMC simulator. The speed of convergence is sensitive to as well as to H . The number of steps of the final stage of the MH-MCMC simulator has to be sufficient to allow for convergence. We obtain H = 300,000 draws from the posterior P( Θ 1 |Y T ; Θ 2 ), but note that for larger and richer NKDSGE models the total number of draws is often many times larger. Nonetheless, the choice of the scalar is key for controlling the speed of convergence of the MH-MCMC. Although Gelman et al (2004) recommend that greatest efficiency of the MH law of motion (13) It is standard practice to test to check the convergence of the MH-MCMC simulator, besides requiring ℘/H to 0.23. Information about convergence of the MH-MCMC simulator is provided by the R statistic of Gelman et al. (2004, pp. 269-297) . This statistic compares the variances of the elements within the sequence of Θ 1,
to the variance across several sequences produced by the MH-MCMC simulator given different initial conditions. These different initial conditions are produced using the same methods already described with one exception. The initial condition for the burn-in stage of the MH-MCMC algorithm is typically set at the next largest mode of the posterior distribution obtained by applying the classical optimizer to the likelihood of the linear approximate NKSDSGE model. This process is often repeated three to five times. Gelman et al. (2004) suggest that R < 1.1 for each element of Θ 1 . If not, across the posteriors of the MH-MCMC chains there is excessive variation relative to the variance within the sequences. When R is large, Gelman et al propose increasing H until convergence is achieved as witnessed by R < 1.1. 28 
Results
This section describes the data and reports the results of estimating the linear approximate NKDSGE model using the Bayesian procedures of the previous section.
Data
We follow Del Negro and Schorfheide (2008) in estimating the NKDSGE model given five aggregate U.S. variables. The observables are per capita output growth, per capita hours worked, labor share, inflation, and the nominal interest rate on the 1982Q1-2009Q4 sample. Thus, Bayesian estimates of the NKDSGE model parameters are conditional on the information set
where ∆ is the first difference operator. Per capita output growth, labor share, inflation, and the nominal interest rate are multiplied to obtain data that are annualized, which is consistent with the measurement of per capita hours worked, and in percentages. Real GDP is divided by population (16 years and older) to create per capita output. Hours worked is a series constructed by Del Negro and Schorfheide (2008) that we extend several more quarters. They interpolate annual observations on aggregate hours worked in the U.S. into the quarterly frequency using the growth rate of an index of hours of all persons in the nonfarm business sector. Labor share equals the ratio of total compensation of employees to nominal GDP. Inflation is equated to the (chained) GDP deflator. The effective federal funds rate defines the nominal interest rate. 29 Schorfheide (2008 Schorfheide ( , p. 1206 has 90 percent probability intervals for ı p with a lower bound of zero for all but one of their priors. We obtain similar estimates for Θ 1,pr op across M 1 and M 2 as listed in the middle panel of table 2, except for ı p . The posterior distributions of these models indicate substantial consumption habit, h ∈ (0.73, 0.87), a large Frisch labor supply elasticity, ν −1 l ∈ (0.56, 1.39), costly capital utilization, a ∈ (0.11, 0.46), investment costs of adjustments, Γ ∈ (6.9, 14.2), sticky prices, ζ p ∈ (0.58, 0.74), nominal wage indexation, ı W ∈ (0.22, 0.82), and interest rate smoothing by a monetary authority, ρ R ∈ (0.74, 0.82), that satisfies the Taylor principle, ψ 1 ∈ (2.14, 2.90). These estimates show which elements of the NKDSGE models interact endogenously to replicate fluctuations found Y T . These estimates are also in the range often found in the existing literature; for example, see Negro and Schorfheide (2008) .
Posterior Estimates
Sticky nominal wages, price indexation, and the monetary authority's response to deviations of output from its target appear to matter less for generating endogenous propagation in the NKDSGE models. The 95 percent probability interval of ı p has a lower bound of 0.006 in the posterior distribution of M 1 . For M 1 and M 2 , the estimates of ζ W and ψ 2 are also relatively small. Thus, sticky prices and nominal wage indexation, not sticky nominal wages and price indexation, matter for endogenous propagation in M 1 and M 2 given Y T and our priors.
Estimates of Θ 1,exog show that exogenous propagation matters for creating fluctuations in the posterior distributions of M 1 and M 2 . The bottom panel of table 2 shows that the taste shock φ t , the goods market monopoly power shock λ f , and the government spending shock g t are persistent. In M 1 and M 2 , the half-life of a structural innovation to these shocks are about seven quarters for λ f and 11 quarters for φ t and g t at the medians and modes of ρ λ f , ρ φ , and ρ g , respectively. 30 The NKDSGE M 1 and M 2 yield estimates of ρ z that signal much less persistence. Estimates of ρ z ∈ (0.23, 0.47) surround estimates of the unconditional first-order autocorrelation coefficient of U.S. output growth; see Cogley and Nason (1995) . Further, M 1 and M 2 produce posterior distributions in which the lower end of the 95 percent probability intervals of ρ z suggests little or no persistence in z t .
Exogenous shock volatility contributes to M 1 and M 2 replicating variation in Y T . The scale parameters σ φ and σ λ f matter most for this aspect of the fit of the NKDSGE models. Estimates of these elements of Θ 1,exog are 2.5 to more than 9 times larger than estimates of σ z and σ g . When σ R is included in this comparison, it reveals that exogenous variation in monetary policy matters less for M 1 and M 2 to explain variation in Y T . Thus, M 1 and M 2 attribute the sources of business cycle fluctuations more to taste and goods market monopoly power shocks than to TFP growth, government spending, or monetary policy shocks.
The top panel of table 2 displays estimates of Θ 1,ss that are nearly identical across M 1 and M 2 . These estimates indicate that the posterior distributions of these NKDSGE models place a 95 percent probability that steady state inflation in the U.S. was as low as 2.1 percent and just a little more than 3.5 percent. 31 There is greater precision in the posterior estimates of γ. Deterministic TFP growth is estimated to range from 2.85 to 3 percent per annum with a 95 percent probability interval according to M 1 and M 2 . In contrast, the 95 percent probability intervals of R * are shifted slightly to the left of the ones shown for π * . These estimates suggest the NKDSGE models M 1 and M 2 predict steady state real interest rates near zero.
Del Negro and Schorfheide (2008) report estimates of price and wage stickiness that often differ from those of M 1 and M 2 . For example, the middle panel of table 2 shows that the median degree of price stickiness yields a frequency (i.e., 1/[1 -ζ p ]) at which the firms of M 1 and M 2 change prices about once every two to three quarters. Del Negro and Schorfheide obtain estimates of ζ p that imply an almost identical frequency of price changes for only three of the six priors they use. Notably, when they adopt priors with greater price stickiness, posterior estimates have firms changing prices as infrequently as once every 10 quarters on average.
Nominal wages exhibit less rigidity in the posterior distributions of M 1 and M 2 . The 95 percent probability intervals of ζ W range from 0.07 to 0.27. This indicates that the households of M 1 and M 2 change their nominal wages no more than every other quarter. However, at the posterior median and modes of ı W , those households unable to optimally adjust their nominal wages depend in about equal parts on π * , γ * , π t−1 , and z t−1 when updating to W i,t−1 . In comparison, the posterior of M 1 shows that firms unable to reset their prices optimally rely almost entirely on π t−1 and not π * when updating because the 95 percent probability interval of ı p ∈ (0.0, 0.2). The lower end of this interval is near the restriction imposed on ı p by M 2 .
The marginal likelihoods of M 1 and M 2 give evidence about which NKDSGE model is preferred by Y T . The Bayes factor (2) is employed to gauge the relative merits of M 1 and M 2 . We adopt methods described in Geweke (1999 Geweke ( , 2005 to integrate or marginalize Θ 1 out of L(Y T | Θ 1 , M j ; Θ 2 ), j = 1, 2; also see and Chib and Jeliazkov (2001) . 32 The top of table 2 lists the log marginal likelihoods of M 1 and M 2 . The Bayes factor of the marginal likelihoods of M 1 and M 2 is 2.23. According to Jeffreys (1998) , a Bayes factor of this size shows that Y T 's preference for M 2 over M 1 is "barely worth mentioning." 33 Thus, the marginal likelihoods of M 1 and M 2 provide evidence that, although Y T support ı p = 0, the evidence in favor of this restriction is not sufficient for an econometrician with the priors displayed in table 1 to ignore M 1 , say, for conducting policy analysis.
Conclusion
This article surveys Bayesian methods for estimating NKDSGE models with the goal of raising the use of these empirical tools. We give an outline of an NKDSGE model to develop intuition about the mechanisms it has to transmit exogenous shocks into endogenous business cycle fluctuations. Studying the sources and causes of these propagation mechanisms requires us to review the operations needed to detrend its optimality and equilibrium conditions, a technique to construct a linear approximation of the model, a strategy to solve for its linear approximate decision rules, and the mapping from this solution into a state space model that can produce Kalman filter projections and the likelihood of the linear approximate NKDSGE model. The projections and likelihood are useful inputs into the MH-MCMC simulator. Since the source of Bayesian estimates of the NKDSGE model is the MH-MCMC simulator, we present an algorithm that implements it. This algorithm relies on our priors of the NKDSGE model parameters and setting initial conditions for the simulator. We employ the simulator to generate posterior distributions of two NKDSGE models. These posterior distributions yield summary statistics of the Bayesian estimates of the NKDSGE model parameters that are compared to results in the extant literature. These posterior distributions are needed as well to address the question of which NKDSGE models is most favored by the data. We also provide a short history of DSGE model estimation as well as pointing to issues that are at the frontier of this research.
We describe Bayesian methods in this article that are valuable because DSGE models are useful tools for understanding the sources and causes of business cycles and for conducting policy evaluation. This article supplies empirical exercises in which NKDSGE models are estimated and evaluated using data and priors that are standard in the published literature. Thus, it is no surprise that our estimates of the NKDSGE models resemble estimates found in the published literature. Although comforting, the similarity in estimates raises questions about whether the data are truly informative about the NKDSGE models or if posterior distributions of the NKDSGE models are dominated by our priors. Also, little is known about the impact of misspecification on the relationship between data, priors, and posterior distributions of NKDSGE models. We hope this article acts as a foundation supporting future research on these issues. 32 Geweke advises computing the marginal likelihood with a harmonic mean estimator along with several refinements that he proposes. Useful instructions for computing marginal likelihoods along these lines are provided by Fernández-Villaverde and Rubio-Ramírez (2004, pp. 169-170) . 33 The Bayes factor needs to exceed odds of 3 to 1 before there is "substantial" evidence against M 2 . 195 0.193 [0.170, 0.225] 0.196 0.203 [0.172, 0.226] 
