Abstract-The mining of weighted association rules is one of the primary methods used in communication alarm correlation analysis. With large communication alarm database, the traditional methods often treated each item evenly that makes the process of mining association rules time consuming. To improve the efficiency, items appearing in transactions are weighted using the analytic hierarchy process to reflect the importance of them which is more meaningful in some application. This paper implements a fast and stable algorithm to mining weighted association rules based on ISS(item sequence sets). Experiments on performance study will prove the superiority of the new algorithm.
INTRODUCTION

A. Background
Data mining is a process for discovering previously unknown and potentially useful abstractions from the content of large databases. Mining alarm association rules in networks can find out effective alarm rules which reflect the faults in networks rapidly. It is also validated that the system which provides the user the compact alarm rules with complete information is valuable and useful to the alarm correlation analysis and fault diagnosis, localization and recovery in networks. In modern networks, some of the alarms' attributes that have different levels and QoS requests result in different treatment of alarms. Therefore, traditional methods treated each item uniformly are no longer proper. Due to the problem, we put forward a solution by assigning corresponding weight to attribute of different importance called weighted association rule mining.
B. Association Rules
The basic task in mining for association rules is to determine the correlation between items belonging to a transactional database. Let I = {i 1 , i 2 , , i m } be a set of literals, called items. Let D be a set of transactions where each transaction T is a set of items such that T D, T I. An association rule is an implication of the form X=>Y, where X I, Y I and X Y = .In general, every association rule must satisfy two user specified constraints, one is support and the other is confidence. The support of a rule X=>Y is defined as the fraction of transactions that contain X Y, while the confidence is defined as the ratio support(X Y)/support(X). So, the target is to find all association rules that satisfy user specified minimum support and confidence values. We also call them strong rules to distinguish from the weak ones.
It has been shown that the problem of discovering association rules can be reduced to two sub-steps:
Find all frequent itemsets for a predetermined support Generate the association rules from the frequent itemsets The rest of this paper is organized as follows. Section 2 summarizes the related work in weighted ARM. Section 3 introduces the AHP to determine the weights of all items. Section 4 presents the proposed weighted association rule mining method ISS. Experimental and comparison results are reported and discussed in Section 5.The last section concludes this paper.
II RELATED WORK
When we compute the weighted support of the rule, we can consider both the support and the weights factors. The classical Apriori algorithm [1] for finding binary association rules depends on the downward closure property which governs that subsets of a frequent itemset are also frequent. However, it is not true for the weighted case in our definition, and the Apriori algorithm cannot be applied. Therefore, another algorithm MINWAL [2] is designed for this purpose.
Given a set of items I = {i 1 , i 2 , , i m }, we assign a weight w j for each item i j , with 0 w j 1, where j={1, 2, ,m}, to show the importance of it. We define the weighted support for the weighted association rule X=>Y is (2) An association rule X=>Y is called an interesting rule if X Y is a frequent itemset and the confidence of the rule is greater than or equal to a minimum confidence threshold.
In this situation, we want to get a balance between the two measures: weight and support. We have three parameters to consider in the weighted association rule: weights of items, support of itemsets and the confidence factor. Given a database with T transactions, we define the support count of a frequent k-itemset X to be the transaction number containing X, and it must satisfy:
Let I be the set of all items. Suppose that Y is a q-itemset, where q<k. In the set of the remaining items (I-Y), let the items with the (k-q) greatest weights are i r1 ,i r2 , ,i rk-q . We can say the maximum possible weight for any k-itemset containing Y is (4) in which the first sum is the sum of the weights for the q-itemset Y, and the second sum is the sum of the (k-q) maximum remaining weights. 
We called this the k-support bound of Y. We take an upper bound of the value since the function B(Y, k) is an integer. The MINWAL algorithm for mining weighted association rules can be established according to the above properties of the k-support bound for all possible k-itemsets. Y is called a potentially frequent itemset if the support count of it satisfies:
It could easily be seen that MINWAL is also an iteration process like Apriori, the only difference is all candidate kitemsets are generated by potentially frequent (k-1)-itemsets while Apriori does by frequent (k-1)-itemsets. Since MINWAL could not reduce the scan number of the database, we suggest the ISS algorithm to solve this problem in section 4.
III THE ANALYTIC HIERARCHY PROCESS-AHP
C. The Strategy of Setting Weights
As our research is based on the communication system, the equipment which occurs alarms in the network, the associations among the equipments and the level of alarms are considered together to decide the weights of alarms. We adopt the method of AHP to set the weight of single alarm occurs in single equipment by associated attributes at different levels to realize both qualitative and quantitative analysis.
At present, the most widely used method to determine the subjective weight of item, is the AHP proposed in 1970s by the famous mathematician T.L.Saaty [4] . This method has its unique superiority to determine various weight of items at different level in a big system, fast and simple, easy to calculate, therefore it has been widely used [5] . But this method depends too much on the subjective aspect that this has become its greatest shortcomings. For example, when different person use the AHP method to get the weight of indexes in the same index system, the structure of the judgment matrix they built may varies from each other, thus the index weight would be different. The above situation could be avoided by changing the artificial judgment matrix method to the objective judgment matrix method.
When the AHP method is used to calculate the weight of the items, it is important to know both the degree of relative significance among different values of one attribute and the degree of relative significance among evaluation attributes. Thus the concept of degree of relative significance is proposed in this paper, namely the difference of two of the degree. Suppose the set of significance values of a certain condition attribute is C, C consists of n different values as c 1 ,c 2 , ,c n , then the degree of relative significance of these values could be expressed by the equation:
Because the value scope of the degree of significance of attributes is normalized to [0,1], the value scope of the degree of relative significance is [-1,1].
D. Judgments Matrix Building
Suppose that the value c i is more important than the value c j (i,j=1,2,…,n), then the degree of relative significance between c i and c j could be expressed as To calculate the weight of every c i through judgment matrix could be summed up as the following steps:
Once the judgment matrix was built, calculate the product M i (i =1,2, ...,n) of every row by the following formula:
Then compute the Nth root of all M i :
(9) At last, normalize vector like:
Value W i represents the corresponding weight of value c i of attribute C. Regarding the judgment matrix B, the characteristic root and the characteristic vector could be calculated out through: max BW W (11) In (11), max is the biggest characteristic root of the judgment matrix B, W is the characteristic vector, the component w i in W is the weight of the attribute value c i . The calculation method of the matrix characteristic root and the characteristic vector could be found in a general linear algebra book. When the judgment matrix B is of complete uniformity, that is max =n. But it is impossible in the ordinary circumstances. In order to examine the uniformity of the judgment matrix, the uniform index should be calculated out as: (12), when CI = 0, the judgment matrix is of complete uniformity; otherwise the bigger CI is, the worse uniformity of the judgment matrix is. In order to check whether the uniformity of judgment matrix is satisfying, the comparison between CI and the average stochastic uniform index RI (Table 3) is necessary. The ratio of CI and RI at the same step is called the stochastic uniform proportion of judgment matrix, as CR. Generally, when CR=CI/RI<0.10 the judgment matrix has the satisfying uniformity, and the weight W satisfies the objective, scientific and credible requirement. Otherwise, we have to modify the judgment matrix. 
E. Calculation The Weight of Items
The correct determination of weight should be the reflections of both the objective information of network and the experts' subjective judgment. A method of calculating the relative significance of items is proposed in this paper: the traditional analytic hierarchy process (AHP) method of subjective weight method is improved to enable the judgment matrix built to be objective and the weight of item to be more objective, scientific and credible.
Our purpose is to set weights for every alarm that contains several attributes, and we only consider attributes which can reflect the relative significance of certain alarm among others. Here we select two: one is alarm level, the other is number of branches of alarm node. Since there are different levels and numbers of alarms, the hierarchy of alarm weights is described in Fig.1 .
The weights of items should be calculated according to the following principle.
Get 
..* L k-1 , and in our system the specific value should be Sum=S 1 *L 2 +S 2 *L 1 . The normalize weights will be described as:
To show the applicability of these weights, we compare three different ways to set weights of items and mine weighted frequent itemsets from them using MINWAL [2] . Fig.2 shows our method is better for getting weighted frequent itemsets that have strong correlations than the two others. In way 1, the weights are simply decided by alarm levels. In way 2, the weights are decided by alarm levels and alarm types. However, the relative significances among different alarm types are not so obvious which makes for similar mining results between way 1 and way 2. As for way 3, the weights reflect information not only about the network topology, but also the degrees of relative significance of alarms. It has strong ability to distinguish the importance of alarms of different attributevalue-combinations, and could self adapt to the dynamic change of the network. Therefore, with the increase of minsup, the number of weighted frequent itemsets in way 3 drops slower than that in way 1 and way 2.
IV OUR NEW ALGORITHM-WARM
Dynamic counting technique has been explored by Brin et al. who developed the DIC algorithm [3] for itemset counting in a single database. While Apriori requires the same number of passes through the database as the size of the maximum large itemsets, dynamic counting allows candidates of various sizes to be counted at the same time in each pass. This results in the reduced number of passes through the database. What DIC does is just to create possible new candidate itemsets at every M-transaction interval while the Apriori algorithm creates new candidate itemsets only at the end of a pass through the database.
By the inspiration of DIC, we proposed an algorithm for mining weighted association rules-WARM based on ISS(item sequence sets).
WARM algorithm has the following inputs and output. In order to describe easily, we give the following definitions and Notations:
Inputs: A database D with the transactions T, two threshold values minsup and minconf, weights of the items w i Output: A list of interesting rules. There are two linear data structure ISS and FSS in our algorithm. The former is all the itemsets gotten from scan of the database and the latter is all the frequent itemsets generated from the algorithm. The basic idea of WARM is adding the item sequence sets of transaction t after scan it to ISS and counting the support counts of all its subsets to put those whose counts satisfy the minsup into FSS. It just likes to set the M-interval in the above DIC algorithm to 1, and can calculate all the support counts of itemsets length from 1 to |t| belong to transaction t. The procedure is described as follows. WARM only needs to scan the transaction database once, and need not to generate the candidate itemsets. Therefore, we can conclude that the excellence of our algorithm over the MINWAL algorithm is not only contributed by the use of dynamic counting technique, but also the whole design of the algorithm.
V PERFORMANCE STUDY OF EDMA
F.
Generation of Synthetic Data In our research, we used synthetic databases to evaluate the performance of different algorithms. Fig.3 shows the topology of our network and the alarm data is generated as following:
Alarm occurs in one of the blue nodes randomly as well as the alarm level and alarm type Alarms of the blue nodes cause corresponding alarms in same level of all neighboring nodes and will not be transmitted further
After generating alarms, it comes to the problem of alarm's synchronization which was settled by setting time window and slip length. The attributes of the alarm that reflect the faults were picked out to form an item of an alarm transaction and the redundant alarms were got rid of by alarm compressing. The alarm's pretreatment was carried out to transform the alarm database into alarm transaction database which make ready the data for weighted alarm association rules mining. 
G. Experimental Results
We have extensively studied our algorithm's performance by comparing it with the FP-tree algorithm [6] as well as MINWAL [2] and consider the superiority of it. FP-tree only scans the database twice and never generates the huge candidate itemsets, therefore reduces the temporary occupation of memory space as well as I/O cost needed for mining. However, the memory space can not be downgraded sometimes and the tree is a nonlinear structure that needs link list to storage, which increases the overhead of storing the link information.
In order to control different parameters in the experimental setup, we use synthetic databases and weights formed above in the experiment. We also use the same item weights is to keep this factor constant to confirm the efficiency of WARM with different transaction databases.
We study the effect of different values of minsup, number of transactions and items, etc., on the processing time, for algorithms weighted FP-tree, MINWAL and WARM.
We performed some empirical tests on above synthetic data in order to evaluate the effectiveness and applicability of the proposed approach and to analyze its scalability. All the experiments were conducted on a Pentium IV 2GHz CPU with 512MB of memory and running Windows XP and the algorithm was written in Java.
First of all, our algorithm is based on the theory and operation of item sequence sets (ISS). We generate transaction database ranging from 10K to 100K and set minsup=0.2, then examine how the method scales up and compare the performance of them. Fig.4 indicates that not only the whole execution time of ISS is better than Apriori, but also with increase of transactions the increasing scope of execution time of ISS is less than that of Apriori. As for weighted case, the result is a little different. The more item sequences are, the better WARM performs than MINWAL. Because when transactions grow, there are more weighted potentially frequent itemsets for the latter to generate and calculate. We can also see that WARM is more scalable than MINWAL.
Then Fig.5 describes that, with the increase of transactions the increment of FSS is mild which is much less than its theoretical value. Because our database is generated randomly, it almost has no repetition. If the repetition of database is large, it will surely cause the decline of length of ISS. Therefore, how to control the space that ISS occupy is the most needed improvement for our algorithm.
In the following, we examine how the performance varies with respect to different number of items and minsup while all other things being equal. With transaction database is 100K for all cases, a series of items range from 100 to 1K. The execution time increases with the number of items since the more the items, the larger the candidate itemsets, the global FP-tree as well as the item sequence. As all of them grow directly with the items, the execution time in the count searching would be increased, which is shown in Fig.6 . From this figure, we can see the execution time of WARM is about 78% to 93% and 33% to 73% faster than MINWAL and weighted FP-tree, respectively. This denotes WARM has a steady advantage over MINWAL and weighted FP-tree in terms of different number of items and the execution time is much less than its theoretical upper limit. The slope ratio for each different size is almost similar. As the execution time is given in ln(sec), and it increases with the number of items linearly with ln scale, implying that the complexity of the algorithms is exponential in the number of items. Fig.7 displays the decreasing trend of the execution time of MINWAL when the support threshold increases. As the threshold increases, the candidate itemsets decrease. Then the execution time would decrease because of the decreasing searching time. However, weighted FP-tree and WARM are based on the conditional pattern-base (not the conditional FP-tree) and item sequence sets respectively, which are not affected by minsup. Therefore, the whole execution times of them almost keep the same among various minsup thresholds. The reduction of time about 1% to 49% and 5% to 18% are witnessed in WARM compare to MINWAL and weighted FP-tree, respectively.
The next experiment deals with relationship between the number of frequent itemsets involving some given items and these items' weight is plotted in Fig.8, when minsup=0.2 and transaction database is fixed at 10K. Here we let the respective weight of the five items (alarm1, alarm2, alarm3, alarm4 and alarm5) vary, while weights of other items held equally. Figure 8 shows the number of frequent itemsets with regard to specific item grows with the increase of the item's weight, which is as we expected. Each frequent itemset is a potential association rule, so the bigger the weight of an item is, the more the relative association rules are under predefined minconf. This also means users' subjective preference can be added into the procedure of data mining by adjusting weights.
At last, Fig.9 compares the number of weighted frequent itemsets for different minsups. We can see that the shorter the length of frequent itemsets is, the smoother the corresponding curve is. It is natural because higher requirements are asked for the candidate itemsets that include more items, which makes these itemsets are more sensitive to the change of the minsup.
VI CONCLUSION
In the alarm correlation in communication networks, the weight of alarms may affect the accuracy and the validity of the results directly. Moreover, the proper determination of weight should be the reflections of both the objective information of alarm and the experts' subjective judgment. The proposed weighted association rule mining algorithm -WARM enable the judgment matrix built to be objective and the weight of alarm to be more flexible, natural and understandable. It is easy to add users' guide to data mining procedure, so it is quicker to find association rules interested by users, and reduce the work burden of choosing interesting rules. In addition, for each support value is normal size, similar to that in apriori algorithm, the minsup is also easy to provide or predict by the users or experts in the proposed method. Experimental results have demonstrated it outperforms the other two algorithms.
Beside, as in our communication network different data sets may spread over various geographical sites and be periodically and continually updated. Distributed mining as well as dynamic mining of association rules can be further considered.
Figure 6
Overall execution time with number of items scale-up 
