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1. Answer of Exercise 1
1.1. Answer of question (a). Define the following events:
E1 = (Class A was chosen)
E2 = (Class B was chosen)
E = (One male and one female student were chosen)
then we have P(E1) =
1
2 , P(E2) =
1
2 , and the required probability in the question
is P(E).
Choosing one male student and one female student in either class A or B, without
putting students back (indicated implicitly by question), according to hypergeometric
distribution, we have
P(E|E1) =
(
5
1
)(
4
1
)/(9
2
)
=
5
9
P(E|E2) =
(
2
1
)(
3
1
)/(5
2
)
=
3
5
Then use the formula of total probability
P(E) = P(E|E1) · P(E1) + P(E|E2) · P(E2) = 5
9
· 1
2
+
3
5
· 1
2
=
26
45
1.2. Answer of question (b). Using events defined in above section, the proba-
bility required in question (b) is P(E1|E). Using the formula of Bayes:
P(E1|E) = P(E|E1) · P(E1)
P(E)
=
(5
9
· 1
2
)/26
45
=
25
52
2. Answer of Exercise 2
2.1. Distribution function F (x). To determine the unknown constant K in den-
sity function p(x), we can use the property of distribution function F (x):
1 ≡ F (+∞) =
∫ +∞
−∞
p(x)dx =
∫ pi
2
0
K sin 2xdx = K ·
[
− 1
2
cos 2x
]pi
2
0
= K ·
[(− 1
2
cospi
)− (− 1
2
cos 0
)]
= K ·
[1
2
− (− 1
2
)]
= K (cos 0 = 1, cospi = −1)
thus K = 1.
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When x < 0, F (x) ≡ 0, and when x > pi2 , F (x) ≡ 1. When 0 ≤ x ≤ pi2 , we have
F (x) =
∫ x
0
p(t)dt =
∫ x
0
sin(2t)dt =
[
− 1
2
cos 2t
]x
0
= −1
2
(cos 2x− cos 0)
=
1
2
(1− cos 2x) = sin2 x (last step is optional)
Combine all cases, we have
F (x) =

0 x < 0
1
2 (1− cos 2x) or sin2 x 0 ≤ x ≤ pi2
1 x > pi2
2.2. Expectation P(X). Using integration by parts, we have
P(X) =
∫ +∞
−∞
xp(x)dx =
∫ pi
2
0
x sin 2xdx = −1
2
∫ pi
2
0
xd(cos 2x)
= −1
2
[
x cos 2x
∣∣∣pi2
0
−
∫ pi
2
0
cos 2xdx
]
= −1
2
[pi
2
cospi −
∫ pi
2
0
cos 2xdx
]
=
pi
4
+
1
2
∫ pi
2
0
cos 2xdx =
pi
4
+
1
4
sin 2x
∣∣∣pi2
0
=
pi
4
+
1
4
(sinpi − sin 0) = pi
4
(sin 0 = sinpi = 0)
2.3. Variance σ2(X). Again, using integration by parts, we have
P(X2) =
∫ +∞
−∞
xp(x)dx =
∫ pi
2
0
x2 sin 2xdx = −1
2
∫ pi
2
0
x2d(cos 2x)
= −1
2
[
x2 cos 2x
∣∣∣pi2
0
−
∫ pi
2
0
cos 2xd(x2)
]
= −1
2
[pi2
4
(−1)−
∫ pi
2
0
2x cos 2xdx
]
=
pi2
8
+
∫ pi
2
0
x cos 2xdx =
pi2
8
+
1
2
∫ pi
2
0
xd(sin 2x)
=
pi2
8
+
1
2
[
x sin 2x
∣∣∣pi2
0
−
∫ pi
2
0
sin 2xdx
]
=
pi2
8
+
1
2
[
0−
∫ pi
2
0
sin 2xdx
]
=
pi2
8
− 1
2
∫ pi
2
0
sin 2xdx
=
pi2
8
− 1
2
[
− 1
2
cos 2x
]pi
2
0
=
pi2
8
− 1
2
[
− 1
2
cospi − (−1
2
cos 0)
]
=
pi2
8
− 1
2
(1
2
+
1
2
)
=
pi2
8
− 1
2
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Thus
σ2(X) = P(X2)− P(X)2 =
(pi2
8
− 1
2
)
−
(pi
4
)2
=
pi2
8
− 1
2
− pi
2
16
=
pi2
16
− 1
2
3. Answer of Exercise 3
3.1. The constant K. From F (+∞) = 1, we have
1 ≡ F (+∞) =
∫ +∞
−∞
p(x)dx =
∫ 1
0
Kxdx+
∫ 2
1
K(2− x)dx
= K
[ ∫ 1
0
xdx+
∫ 2
1
(2− x)dx
]
= K
([x2
2
]1
0
+
[
2x− x
2
2
]2
1
)
= K
(1
2
+
1
2
)
= K
Thus K = 1.
3.2. Distribution function of X, F(X). When x ≤ 0, from the definition of p(x)
we have F (x) ≡ 0, also when x > 2, we have F (x) ≡ 1.
When 0 < x ≤ 1,
F (x) = F (0) +
∫ x
0
p(t)dt =
∫ x
0
tdt =
t2
2
∣∣∣x
0
=
x2
2
Above formula also gives F (1) = 12 .
When 1 < x ≤ 2,
F (x) = F (1) +
∫ x
1
p(t)dt =
1
2
+
∫ x
1
(2− t)dt = 1
2
+
[
2t− t
2
2
]x
1
=
1
2
+
[(
2x− x
2
2
)
−
(
2− 1
2
)]
= 2x− 1
2
x2 − 1
Combine all cases, now we have
F (x) =

0 x ≤ 0
x2
2 0 < x ≤ 1
2x− 12x2 − 1 1 < x ≤ 2
1 x > 2
3.3. Expectation P(X).
P(X) =
∫ +∞
−∞
xp(x)dx =
∫ 1
0
x2dx+
∫ 2
1
x(2− x)dx
=
∫ 1
0
x2dx+
∫ 2
1
2xdx−
∫ 2
1
x2dx
=
x3
3
∣∣∣1
0
+ x2
∣∣∣2
1
− x
3
3
∣∣∣2
1
=
1
3
+ 3−
(8
3
− 1
3
)
= 1
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4. Answer of Exercise 4
4.1. Answer of question (a). The problem satisfies the multinomial distribution
with parameter n = 3, p1 =
4
11 , p2 =
5
11 , p3 =
2
11 , in which p1 is the probability of
getting a blue ball in single extraction with putting back, p2 is for green balls, p3
is for yellow balls accordingly. Also let X,Y, Z be the number of blue, green and
yellow balls after 3 times extractions, thus we have
P(X = 1, Y = 1, Z = 1) =
3!
1! · 1! · 1!p
1
1p
1
2p
1
3 = 3! ·
4
11
· 5
11
· 2
11
=
240
113
or
240
1331
4.2. Answer of question (b). If we consider all balls have only two colors as
Blue and Not Blue, then the number of blue balls has binomial distribution with
parameter n = 3 and p = 411 , thus
P(X = k) =
(
n
k
)
pk(1− p)n−k =
(
3
k
)( 4
11
)k( 7
11
)3−k
P(X) = np = 3 · 4
11
=
12
11
σ(X) = np(1− p) = 3 · 4
11
· 7
11
=
84
121
Following the same idea, if we consider all balls have only two colors as Green
and Not Green, then the number of green balls has binomial distribution with
parameter n = 3 and p = 511 , thus
P(Y = k) =
(
n
k
)
pk(1− p)n−k =
(
3
k
)( 5
11
)k( 6
11
)3−k
P(Y ) = np = 3 · 5
11
=
15
11
σ(Y ) = np(1− p) = 3 · 5
11
· 6
11
=
90
121
4.3. Cov(X,Y ). The key is to calculate P(XY ). The possible values for X,Y, Z can
only be 0, 1, 2 and 3. Also we have X+Y +Z = 1, and therefore X+Y = 1−Z. So
we also have X + Y ∈ {0, 1, 2, 3}. It can be seen that XY only takes three possible
values: 0, 1 and 2. Now we calculate the probability of each case:
P(XY = 0) = P(X = 0 ∨ Y = 0) = P(X = 0) + P(Y = 0)− P(X = 0, Y = 0)
= P(X = 0) + P(Y = 0)− P(X = 0, Y = 0, Z = 3)
=
( 7
11
)3
+
( 6
11
)3
−
( 2
11
)3
=
551
1331
P(XY = 1) = P(X = 1, Y = 1) = P(X = 1, Y = 1, Z = 1) =
240
1331
P(XY = 2) = P(X = 1, Y = 2) + P(X = 2, Y = 1)
= P(X = 1, Y = 2, Z = 0) + P(X = 2, Y = 1, Z = 0)
=
3!
1! · 2!p1p
2
2 +
3!
2! · 1!p
2
1p2 = 3 ·
4
11
( 5
11
)2
+ 3 ·
( 4
11
)2 5
11
= 3 · 4
11
· 5
11
· 4 + 5
11
=
540
1331
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Thus
P(XY ) = P(XY = 0) · 0 + P(XY = 1) · 1 + P(XY = 2) · 2
=
240
1331
+ 2 · 540
1331
=
120
121
Finally
Cov(X,Y ) = P(XY )− P(X)P(Y ) = 120
121
− 12
11
· 15
11
= − 60
121
5. Answer of Exercise 5
5.1. Calculate P(X ≤ 0). According to the distribution of X, we can consider
X = m+ σY , in which Y ∼ N (0, 1) satisfies standard normal distribution. Thus
P(X ≤ 0) = P(m+ σY ≤ 0) = P
(
Y ≤ −m
σ
)
= P
(
Y ≤ −1
3
)
= N
(
− 1
3
)
= 1−N
(1
3
)
= 1− 0.6293 = 0.3707
5.2. Calculate P(−1 ≤ X ≤ 2). In general we have
P(X ≤ x) = P
(
Y ≤ x−m
σ
)
= P
(
Y ≤ x− 1
3
) = N
(x− 1
3
)
P(a ≤ X ≤ b) = P(X ≤ b)− P(X ≤ a)
Thus
P(−1 ≤ X ≤ 2) = P(X ≤ 2)− P(X ≤ −1) = N
(1
3
)
−N
(
− 2
3
)
= N
(1
3
)
−
[
1−N
(2
3
)]
= 0.6293− (1− 0.7454) = 0.3747
6. Answer of Exercise 6
6.1. Answer of question (a). According to Bernoulli schema, all Ei are stochas-
tically independent, and we have P(Ei) = p =
1
5 , i = 1, 2, 3, 4, 5. Using the principle
of inclusion-exclusion, we have
P(E1 ∨ E2 ∨ E3) = P(E1) + P(E2) + P(E3)
− P(E1E2)− P(E1E3)− P(E2E3)
+ P(E1E2E3)
= P(E1) + P(E2) + P(E3)
− P(E1)P(E2)− P(E1)P(E3)− P(E2)P(E3)
+ P(E1)P(E2)P(E3)
= p+ p+ p− p2 − p2 − p2 + p3
= 3p− 3p2 + p3
= 3 · 1
5
− 3 ·
(1
5
)2
+
(1
5
)3
=
61
125
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6.2. Answer of question (b). X satisfies binomial distribution with parameter
n = 5 and p = 15 , thus
P(X = 2) =
(
5
2
)
p2(1− p)3 = 10
(1
5
)2(4
5
)3
=
128
625
6.3. Answer of question (c). Noticed that
σ2(X) = P (X2)− P (X)2
and for binomial distribution we have
P (X) = np = 5 · 1
5
= 1
σ2(X) = np(1− p) = 5 · 1
5
· 4
5
=
4
5
Thus
P (X2) = σ2(X) + P (X)2 =
4
5
+ 12 =
9
5
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