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Abstract
Geometric duality theory for multiple objective linear programming problems
turned out to be very useful for the development of efficient algorithms to generate
or approximate the whole set of nondominated points in the outcome space. This
article extends the geometric duality theory to convex vector optimization problems.
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1 Introduction
Recently, a geometric duality theory for multiple objective linear programming problems
was introduced in [5]. This theory deals with a duality relation between the polyhedral
extended image sets of a primal and a dual vector optimization problem, which is similar
to duality of polytopes, by providing an inclusion reversing one-to-one map between the
set of all maximal proper faces of the dual image and the set of all weakly minimal proper
faces of the primal image. Moreover, the dimensions of the corresponding faces of the
primal and dual image are complementary in the sense that they always add up to the
same value.
This kind of duality theory proved to be very useful in developing algorithms to gen-
erate or approximate the whole set of (weakly) minimal points of a vector optimization
problem in the objective space. Ehrgott et al. [3] used geometric duality in order to
obtain slight improvements of Benson’s outer approximation algorithm and to develop a
dual variant of that algorithm. They point out that algorithms working in the outcome
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space are often much faster than algorithms working in the decision space as, in typical
applications, the dimension of the outcome space is much smaller than the dimension
of the decision space (there are fewer objectives than variables). In Lo¨hne’s book [7] a
detailed description of the algorithms and some extensions can be found.
Lo¨hne and Rudloff [8] point out that geometric duality also plays a role in Mathemat-
ical Finance. In fact, the superhedging portfolios in markets with transaction costs can
be computed by solving a sequence of linear vector optimization problems. Lo¨hne and
Rudloff introduce an algorithm for solving them based on Benson’s outer approximation
algorithm and they show that this algorithm is related to existing ones via geometric
duality.
In the present article, the geometric duality theory will be generalized to vector op-
timization problems where the extended image sets don’t need to be polyhedral, they
merely need to be convex and satisfy some second-order subdifferentiability condition.
Moreover, this theory can deal with a general nontrivial ordering cone as needed, e.g., in
[8]. The ordering cones neither need to be polyhedral nor need to have nonempty interior.
The paper is structured as follows. Section 2 collects some preliminaries from convex
analysis, about minimal points with respect to a vector preorder and faces of convex sets.
In order to construct the inclusion reversing one-to-one map we show in section 3 how such
a map between the minimal faces of the epigraph of a proper closed convex function f and
the minimal faces of the epigraph of its Legendre-Fenchel conjugate f ∗ can be obtained.
Section 4 shows how a polarity relation between the second-order subdifferentials of f and
f ∗ generalizes the complementarity condition for the dimensions of the corresponding faces
in the linear case. Finally, we show in section 5 how the extended image of a convex vector
optimization problem can be transformed into the epigraph of a suitable function f , the
dual problem will be derived by an appropriate transformation of the epigraph of f ∗ and
geometric duality relations between the primal and the dual problem will be derived from
the results in the previous sections. Moreover, we derive geometric duality relations for
linear vector optimization problems with general ordering cone, that slightly extend the
results in [5], as a special case of the general theory.
2 Preliminaries
2.1 Convex Analysis
First, we will shortly collect the basic concepts and results of convex analysis for extended
real valued functions. For further reference the reader is advised to consult any standard
text book about convex analysis (e.g., [9], [16]).
Let f : IRn → IR := IR ∪ {+∞,−∞} be an extended real-valued function. The set
dom f := {x ∈ IRn | f(x) 6= +∞}
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is called the domain of f and the set
epi f := {(x, r) ∈ IRn × IR | f(x) ≤ r}
is called the epigraph of f . A function f : IRn → IR is called convex if epi f is a convex
set, f is called closed if epi f is a closed set. Moreover, f is called proper if dom f 6= ∅
and f(x) 6= −∞ for all x ∈ IRn.
The Legendre-Fenchel conjugate of f , a function f ∗ : IRn → IR, is defined as
f ∗(u) := sup
x∈IRn
(〈x, u〉 − f(x))
where 〈·, ·〉 denotes the standard Euklidean inner product in IRn. The function f ∗ is
always a closed and convex function. If f is a proper closed convex function then f ∗ is
proper as well and (f ∗)∗ = f . Moreover, if f is proper the inequality 〈x, u〉 ≤ f(x)+f ∗(u),
called Young-Fenchel inequality, holds true for all x, u ∈ IRn.
The directional derivative of a proper convex function f at a point x0 ∈ dom f in
direction x ∈ IRn is defined as
f ′(x0; x) := inf
{
f(x0 + tx)− f(x0)
t
| t > 0
}
.
The subdifferential of a proper convex function f at a point x0 ∈ dom f , a subset ∂f(x0)
of IRn, can be defined in three equivalent ways
∂f(x0) = {u ∈ IRn | ∀x ∈ IRn : f(x) ≥ f(x0) + 〈u, x− x0〉}
= {u ∈ IRn | ∀x ∈ IRn : 〈u, x〉 ≤ f ′(x0; x)}
= {u ∈ IRn | 〈x0, u〉 = f(x0) + f ∗(u)} .
If f is proper closed convex, then from (f ∗)∗ = f and the last characterization of ∂f one
easily concludes that
u ∈ ∂f(x) ⇐⇒ x ∈ ∂f ∗(u).
The normal cone of a convex subset A ⊆ IRn at a point x0 ∈ A is defined by
NA(x0) := {u ∈ IRn | ∀x ∈ A : 〈u, x− x0〉 ≤ 0} .
The subdifferential of a proper convex function f at a point x0 ∈ dom f can be charac-
terized by the normal cone of epi f at the point (x0, f(x0)) in the following way
u ∈ ∂f(x0) ⇔ (u,−1) ∈ Nepi f(x0, f(x0)).
The polar of a set A ⊆ IRn is the set A◦ ⊆ IRn defined by
A◦ = {u ∈ IRn | ∀x ∈ A : 〈u, x〉 ≤ 1} .
The set A◦ is always a closed convex set containing the origin. We have (A◦)◦ = A if and
only if A is a closed convex set containing the origin.
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2.2 Supporting Hyperplanes and Exposed Faces of a Convex Set
Let v ∈ IRq \{0} and α ∈ IR. The set H(v, α) := {y ∈ IRq | 〈v, y〉 = α} is a hyperplane in
IRq. We say that H(v, α) is a supporting hyperplane to a set A ⊆ IRq iff A ∩H(v, α) 6= ∅
and A ⊆ {y ∈ IRq | 〈v, y〉 ≤ α}.
Let A ⊆ IRq be a convex set. A convex subset F ⊆ A is called a face of A if(
y1, y2 ∈ A, λ ∈ (0, 1), λy1 + (1− λ)y2 ∈ F ) ⇒ y1, y2 ∈ F.
A face F of A is called proper if ∅ 6= F 6= A. A set E ⊆ A is called an exposed face of A if
there is a supporting hyperplane H(v, α) to A such that E = H(v, α) ∩ A. If dimA = q
then each exposed face of a convex set A is a proper face of A as well. For polyhedral
convex sets also the converse is true.
2.3 Minimal and Weakly Minimal Points
Let C ⊆ IRq be a closed convex cone. We say that y ∈ A is a minimal point of A ⊆ IRq
with respect to C if ({y} − C \ (−C)) ∩ A = ∅. The set of all minimal points of a set A
with respect to C is denoted by MinC A, i.e.,
MinC A := {y ∈ A | ({y} − C \ (−C)) ∩ A = ∅} .
If C has nonempty interior then we say that y ∈ A is a weakly minimal point of A ⊆ IRq
with respect to C if ({y} − intC) ∩ A = ∅. The set of all weakly minimal points of a set
A with respect to C is denoted by wMinC A, i.e.,
wMinC A := {y ∈ A | ({y} − intC) ∩A = ∅} .
3 Geometric Duality Map for Epigraphs
Throughout this section we assume that f : IRn → IR is a proper closed convex function
and
K = {(x, r) ∈ IRn × IR | x = 0, r ≥ 0} .
In this section we will show how an inclusion-reversing one-to-one map betweenK-minimal
exposed faces of the epigraph of f and of the epigraph of the Legendre-Fenchel conjugate
f ∗ can be obtained. Here a proper face is called K-minimal if all of its points are minimal
with respect to K.
Since exposed faces are obtained by supporting hyperplanes we will collect some prop-
erties of supporting hyperplanes to epi f .
Lemma 3.1. (i) If H(u, s, α) is a supporting hyperplane to epi f , then s ≤ 0.
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(ii) If H(u, s, α) is a supporting hyperplane to epi f , then H(u, s, α) ∩ (epi f) is K-
minimal in epi f if and only if s < 0.
(iii) H(u,−1, α) is a supporting hyperplane to epi f if and only if ∂f ∗(u) 6= ∅ and
α = f ∗(u).
Proof. (i) Let (x, r) ∈ (epi f) ∩ H(u, s, α), i.e., 〈x, u〉 + rs = α and f(x) ≤ r. Then
(x, r + 1) ∈ epi f hence 〈x, u〉+ (r + 1)s ≤ α which in turn implies s ≤ 0.
(ii) Let s < 0 and assume that there is some (x, r) ∈ H(u, s, α)∩ (epi f) that is not K-
minimal in epi f . Then there exists some δ > 0 with (x, r− δ) ∈ epi f . (x, r) ∈ H(u, s, α)
implies 〈x, u〉 + rs = α hence 〈x, u〉 + (r − δ)s > α, a contradiction to the supporting
hyperplane property.
If, on the other hand, s = 0 (s > 0 is impossible due to (i)) and (x, r) ∈ H(u, s, α) ∩
(epi f). Then (x, r + 1) ∈ H(u, s, α) ∩ (epi f) as well and (x, r + 1) is not K-minimal in
epi f .
(iii) ∂f ∗(u) 6= ∅ and α = f ∗(u) is equivalent to the existence of some x¯ ∈ X with
α = f ∗(u) = 〈x¯, u〉 − f(x¯) which in turn is equivalent to H(u,−1, α) being a supporting
hyperplane to epi f due to the definition of f ∗.
Proposition 3.2. A subset F ⊆ epi f is a K-minimal exposed face of epi f iff there is
some u¯ ∈ dom f ∗ with ∂f ∗(u¯) 6= ∅ such that
F = {(x, f(x)) ∈ IRn × IR | u¯ ∈ ∂f(x)} .
Moreover, F ∗ is a K-minimal exposed face of epi f ∗ iff there is some x¯ ∈ dom f with
∂f(x¯) 6= ∅ such that
F ∗ = {(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x¯)} .
Proof. We have
{(x, f(x)) ∈ IRn × IR | u¯ ∈ ∂f(x)} = {(x, r) ∈ IRn × IR | r = f(x), 〈x, u¯〉 = f(x) + f ∗(u¯}
= {(x, r) ∈ IRn × IR | r ≥ f(x), 〈x, u¯〉 − r = f ∗(u¯)}
= H(u¯,−1, f ∗(u¯)) ∩ (epi f)
where the ⊇-relation in the second equality follows from the Young-Fenchel inequality.
Hence the first statement follows from Lemma 3.1. The second statement can be proven
analogously taking into account that u ∈ ∂f(x) iff x ∈ ∂f ∗(u) for a proper closed convex
function f .
Theorem 3.3. The mapping Ψ : 2IR
n+1 → 2IRn+1 defined by
Ψ(F ∗) :=
⋂
(u,f∗(u))∈F ∗
{(x, f(x)) ∈ IRn × IR | u ∈ ∂f(x)} .
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is an inclusion reversing one-to-one mapping between K-minimal exposed faces of epi f ∗
and K-minimal exposed faces of epi f . Its inverse mapping is given by
Ψ∗(F ) :=
⋂
(x,f(x))∈F
{(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x)}
Proof. (a) The mapping is inclusion reversing by definition.
(b) We will show that Ψ(F ∗) is aK-minimal exposed face of epi f and Ψ∗(Ψ(F ∗)) = F ∗
whenever F ∗ is a K-minimal exposed face of epi f ∗. If F ∗ is a K-minimal exposed face of
epi f ∗ then, by Proposition 3.2, there is some x¯ ∈ dom f with ∂f(x¯) 6= ∅ such that
F ∗ = {(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x¯)} .
If u ∈ dom f ∗ with ∂f ∗(u) 6= ∅ then {(x, f(x)) ∈ IRn × IR | u ∈ ∂f(x)} is a K-minimal
exposed face of epi f . Since the intersection of exposed faces is an exposed face again
if it is nonempty (see [15] Theorem 2.6.17), Ψ(F ∗) is a K-minimal exposed face of epi f
whenever Ψ(F ∗) is nonempty. But this is true since (x¯, f(x¯)) ∈ Ψ(F ∗).
Moreover,
F ∗ = {(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x¯)}
⊇
⋂
(x,f(x))∈Ψ(F ∗)
{(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x)} = Ψ∗(Ψ(F ∗)).
Next, we show that F ∗ ⊆ Ψ∗(Ψ(F ∗)). Assume to the contrary that there is some
(u, f ∗(u)) ∈ F ∗ such that (u, f ∗(u)) 6∈ Ψ∗(Ψ(F ∗)). Hence there is some (x, f(x)) ∈ Ψ(F ∗)
such that u 6∈ ∂f(x). But this contradicts (u, f ∗(u)) ∈ F ∗.
(c) We will show that Ψ∗(F ) is a K-minimal exposed face of epi f ∗ and Ψ(Ψ∗(F )) = F
whenever F is a K-minimal exposed face of epi f . If F is a K-minimal exposed face of
epi f then, by Proposition 3.2, there is some u¯ ∈ dom f ∗ with ∂f ∗(u¯) 6= ∅ such that
F = {(x, f(x)) ∈ IRn × IR | u¯ ∈ ∂f(x)} .
If x ∈ dom f with ∂f(x) 6= ∅ then {(u, f ∗(u)) ∈ IRn × IR | u ∈ ∂f(x)} is a K-minimal
exposed face of epi f ∗. Since the intersection of exposed faces is an exposed face again if
it is nonempty, Ψ∗(F ) is a K-minimal exposed face of epi f ∗ whenever Ψ∗(F ) is nonempty.
But this is true since (u¯, f(u¯)) ∈ Ψ∗(F ).
Moreover,
F = {(x, f(x)) ∈ IRn × IR | u¯ ∈ ∂f(x)}
⊇
⋂
(u,f∗(u))∈Ψ∗(F )
{(x, f(x)) ∈ IRn × IR | u ∈ ∂f(x)} = Ψ(Ψ∗(F )).
Now, we show F ⊆ Ψ(Ψ∗(F )). Assume to the contrary that there is some (x, f(x)) ∈ F
such that (x, f(x)) 6∈ Ψ(Ψ∗(F )). Hence there is some (u, f ∗(u)) ∈ Ψ∗(F ) such that
u 6∈ ∂f(x). But this contradicts (x, f(x)) ∈ F .
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4 Second Order Theory
For general proper closed convex functions f : IRn → IR a property like dimF+dimΨ∗(F ) =
n as in the piecewise affine case is no longer true as the following example shows.
Example 1. Let f : IRn → IR be defined by f(x) = 1
2
〈x,Ax〉 with a symmetric strictly
positive definite matrix A. Then f ∗ : IRn → IR is given by f ∗(u) = 1
2
〈u,A−1u〉. Moreover,
∂f(x) = {Ax}. Obviously, the faces F of epi f are exactly the point sets {(x, f(x))} with
x ∈ IRn and Ψ∗ {(x, f(x))} = {(Ax, f ∗(Ax))}. Hence, dimF = dimΨ∗(F ) = 0 for all
faces of epi f .
In case of smooth functions f and f ∗ all exposed faces of epi f and epi f ∗ consist of
just one point and there exists a duality between the curvatures of f and f ∗ expressed
by the fact that the Hessians of f and f ∗ are inverse at corresponding points, i.e., if
F = {(x, f(x))} then Ψ∗(F ) = {(u, f ∗(u))} with u = ∇f(x) and D2f ∗(u) = [D2f(x)]−1.
The latter fact was proven by Crouzeix [2] and extended by Seeger [13] to the case
where f and f ∗ are not necessarily smooth by using a second-order subdifferential.
4.1 Second-order Subdifferential
For the definition of the second-order subdifferential we follow mainly [12, Ch. 13].
For x, u ∈ IRn with f(x) ∈ IR and t > 0 we define the second-order difference quotient
in direction ξ ∈ IRn by
∆2tf(x|u)(ξ) :=
2
t
[
f(x+ tξ)− f(x)
t
− 〈u, ξ〉
]
and the corresponding second subderivative by
d2f(x|u)(ξ) := lim inf
tց0
ξ′→ξ
∆2t f(x|u)(ξ′).
Note that d2f(x|u) is equal to the epigraphical lower limit, i.e., it holds
epi d2f(x|u) = Liminf
tց0
epi∆2t f(x|u)
where the Liminf is unerstood in the sense of Painleve´-Kuratowski.
Definition 4.1. Let f : IRn → IR and x, u ∈ IRn be given with f(x) ∈ IR. f is called twice
epi-differentiable at x relative to u if the functions ∆2t f(x|u) epi-converge to d2f(x|u) with
tց 0, i.e., epi∆2t f(x|u) converges to epi d2f(x|u) in the sense of Painleve´-Kuratowski.
The class of twice epi-differentiable functions is rather broad. The following theorem
states sufficent conditions for twice epi-differentiability.
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Theorem 4.2 ([11], Theorem 3.4.). Suppose that f : IRn → IR has the form f(x) =
g(G(x)) with G(x) = (G1(x), ..., Gd(x)), where g : IR
d → IR is convex and piecewise
linear-quadratic and the notation is chosen so that the component functions Gk : IR
n → IR
are convex of class C2 for k = 1, ..., p, but affine for k = p + 1, ..., d. Assume that
g(u) = g(u1, ..., ud) is non-decreasing with respect to the variables u1, ..., up, and that there
exist x¯ ∈ IRn and u¯ ∈ dom g such that Gk(x¯) < u¯k for k = 1, ..., p and gk(x¯) = u¯k for
k = p+ 1, ..., d. Then f is twice epi-differentiable.
If f is proper convex and twice epi-differentiable, x ∈ dom f and u ∈ ∂f(x) then,
according to [12, Prop. 13.20], there exists a uniquely defined closed convex set C ⊆ IRn
such that d2f(x|u) = γ2C where γC denotes the gauge function of C. Based on Hiriart-
Urruty and Seeger [6] we will call this set C the indicatrix of f at x relative to u and
denote this set by Ind f(x|u). From the theory of gauge functions it follows that
Ind f(x|u) := {ξ ∈ IRn | d2f(x|u)(ξ) ≤ 1} .
Remark 1. In fact Hiriart-Urruty and Seeger [6] define upper and lower indicatrices as
Indf(x, u) = Limsup
tց0
{
ξ ∈ IRn | ∆2t f(x|u)(ξ) ≤ 1
}
Indf(x, u) = Liminf
tց0
{
ξ ∈ IRn | ∆2tf(x|u)(ξ) ≤ 1
}
.
They are both subsets of Ind f(x|u) but do not coincide in general. Seeger [13] defines f
to be second-order regular at x relative to u if d2f(x|u) = cl f ′′(x, u) where f ′′(x, u)(w) =
lim suptց0∆
2
t f(x|u)(w). If f is second-order regular at x relative to u then d2f(x|u)(w) =
lim inftց0∆
2
t f(x|u)(w) for all w ∈ IRn and
Ind f(x|u) = Indf(x, u) = Indf(x, u).
In particular, this is the case if f is piecewise linear-quadratic (see [10, Theorem 3.1]).
We will now give a geometric interpretation of the indicatrix of a second-order regular
function based on the considerations in [1], sections 2 and 3.
Given x0 ∈ dom f and ζ ∈ IRn with ‖ζ‖ = 1 we consider the plane P in IRn × IR
going through the point (x0, 0) spanned by the direction vectors (ζ, 0) and (0, 1). The
intersection of P with the graph of f is given by the set
{(x0 + tζ, f(x0 + tζ)) | t ∈ IR, x0 + tζ ∈ dom f} .
Given m ∈ IR, if x0 + tζ ∈ dom f then let ρt(x0, ζ,m) be the radius of the circle lying in
P , going through the points (x0, f(x0)) and (x0 + tζ, f(x0 + tζ)) and having slope m at
(x0, f(x0)). If x0 + tζ 6∈ dom f we define ρt(x0, ζ,m) = 0. Then
ρt(x0, ζ,m) =
√
1 +m2
(
1 +
(f(x0 + tζ)− f(x0))2
t2
)
t
2
(
f(x0 + tζ)− f(x0)
t
−m
)−1
.
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Let u ∈ ∂f(x0) be given then Hu(x0) := {(x, y) ∈ IRn × IR | 〈u, x〉 − y = 〈u, x0〉 − f(x0)}
is a hyperplane supporting epi f at (x0, f(x0)).
We define the upper radius of curvature of f at x0 in direction ζ relative to u as
r¯(x0, u, ζ) = lim suptց0 ρt(x0, ζ, 〈u, ζ〉) where 〈u, w〉 characterizes the slope of the inter-
section of Hu(x0) with P . We get
lim inf
tց0
∆2t f(x0|u)(ζ) =
√
1 + 〈u, ζ〉2 (1 + f ′(x0; ζ)2)
r¯(x0, u, ζ)
.
If we take into account that r¯(x0, u, ζ) = 0 if 〈u, ζ〉 < f ′(x0; ζ), 〈u, ζ〉 > f ′(x0; ζ) is
impossible due to u ∈ ∂f(x0) and that d2f(x0|u) is positively homogeneous of degree 2
([12, Proposition 13.5]) we can conclude
Ind f(x0|u) =
tζ ∈ IRn | ‖ζ‖ = 1, 0 ≤ t ≤
√
r¯(x0, u, ζ)(
1 + 〈u, ζ〉2) 34
 .
Often the polar of the indicatrix is referred to as the second-order subdifferential (see
e.g. [6, 13, 14]), i.e.,
∂2f(x|u) := (Ind f(x|u))◦ =
{
η ∈ IRn | 〈η, ξ〉 ≤
√
d2f(x|u)(ξ) for all ξ ∈ IRn
}
.
Note that the exact definition of the second-order subdifferential varies in the above
mentioned papers subject to different convergence concepts that are used in the definition
of the second subderivative.
According to [13, Lemma 4.6] (see also [12, Theorem 13.21] and the subsequent dis-
cussion) the following statement holds.
Theorem 4.3. Let f : IRn → IR be a proper closed convex function that is twice epi-
differentiable at x ∈ dom f relative to u ∈ ∂f(x). Then f ∗ is twice epi-differentiable at u
relative to x and it holds
∂2f ∗(u|x) = (∂2f(x|u))◦ = Ind f(x|u) = (Ind f ∗(u|x))◦.
The next example shows that the preceding lemma is indeed a generalisation of
Crouzeix’s result.
Example 2. If f is twice continuously differentiable at x then ∂f(x) = {∇f(x)} and
d2f(x|∇f(x))(ξ) = 〈D2f(x)ξ, ξ〉 ,
where D2f(x) denotes the Hessian matrix of f at x. Hence
Ind f(x|∇f(x)) = {w ∈ IRn | 〈D2f(x)ξ, ξ〉 ≤ 1}
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and
∂2f(x|∇f(x)) =
{
η ∈ IRn | 〈η, ξ〉 ≤
√
〈D2f(x)ξ, ξ〉 for all ξ ∈ IRn
}
.
If the Hessian is nonsingular then the subdifferential is a nondegenerate ellipsoid and
admits the characterization
∂2f(x|∇f(x)) = {η ∈ IRn | 〈(D2f(x))−1η, η〉 ≤ 1} .
On the other hand, if f ∗ is twice continuously differentiable as well then{
η ∈ IRn | 〈D2f ∗(∇x)η, η〉 ≤ 1} = Ind f ∗(∇f(x)|x)
= ∂2f(x|∇f(x)) = {η ∈ IRn | 〈(D2f(x))−1η, η〉 ≤ 1} .
Hence, it follows from Theorem 4.3 that D2f ∗(∇f(x)) = (D2f(x))−1.
4.2 Polyhedral Convex Functions
We consider the case where f is a polyhedral convex function, i.e., epi f is a polyhedral
convex set. f is polyhedral convex if it can be expressed in the form
f(x) = max
i=1,...,m
[〈ai, x〉 − bi] + δD(x)
with D = {x ∈ IRn | 〈am+1, x〉 ≤ bm+1, ..., 〈al, x〉 ≤ bl}. We assume that none of the affine
functions and none of the inequalities can be omitted in the above representation. It is
well known that u ∈ ∂f(x) iff u ∈ conv {ai | i ∈ I(x)}+ cone {aj | j ∈ J(x)} where
I(x) := {i ∈ {1, .., m} | f(x) = 〈ai, x〉 − bi} , J(x) := {i ∈ {m+ 1, ..., l} | 〈ai, x〉 = bi} .
According to [10, Theorem 3.1] we have d2(x|u) = δK(x,u) with
K(x, u) = {w ∈ IRn | 〈u, w〉 = f ′(x;w)}
=
{
w ∈ TD(x) | 〈u, w〉 = max
i∈I(x)
〈ai, w〉
}
= {w ∈ TD(x) | u ∈ conv {ai | i ∈ I ′(x, w)}+ cone {aj : j ∈ J ′(x, w)}} (1)
where
TD(x) = {w ∈ IRn | ∀j ∈ J(x) : 〈aj , w〉 ≤ 0}
is the tangent cone to D at x and
I ′(x, w) =
{
i ∈ I(x) | 〈ai, w〉 = max
j∈I(x)
〈aj, w〉
}
, J ′(x, w) = {j ∈ J(x) | 〈aj, w〉 = 0} .
Thus Ind f(x|u) = {w ∈ IRn | δK(x,u)(w) ≤ 1} = K(x, u).
Subsequently we will show that Ind f(x¯|u¯) is a linear subspace with dim Ind f(x¯|u¯) =
dimΨ(F ∗) if x¯ and u¯ are chosen such that (u¯, f ∗(u¯)) ∈ riF ∗ and (x¯, f(x¯)) ∈ riΨ(F ∗). We
start with an auxiliary lemma.
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Lemma 4.4. For all x ∈ D, w ∈ TD(x) there exists some t¯ > 0 such that for all t ∈ (0, t¯)
I ′(x, w) = I(x+ tw) and J ′(x, w) = J(x+ tw).
Proof. Choose t¯ > 0 such that
t¯ ≤ [〈ai, x〉 − bi]− [〈ak, x〉 − bk]〈ak, w〉 − 〈ai, w〉
if [(i ∈ I(x) and k ∈ {1, ..., m} \ I(x)) or (i ∈ J(x) and k ∈ {m+ 1, ..., l} \ J(x))]
and 〈ak, w〉 > 〈ai, w〉. Such t¯ exists since 〈ai, x〉 − bi > 〈ak, x〉 − bk if (i ∈ I(x) and
k ∈ {1, ..., m} \ I(x)) or (i ∈ J(x) and k ∈ {m+ 1, ..., l} \ J(x)).
Let t ∈ (0, t¯) be arbitrarily chosen.
By the choice of t¯, we have
∀i ∈ J(x), ∀k ∈ {m+ 1, ..., l} \ J(x) : 〈ak, x+ tw〉 − bk < 〈ai, x+ tw〉 − bi ≤ 0 (2)
since w ∈ TD(x). Hence, x+ tw ∈ D and
i ∈ J(x+ tw)⇔ 〈ai, x+ tw〉 = bi ⇔ (i ∈ J(x) and 〈ai, w〉 = 0)⇔ i ∈ J ′(x, w).
Analogously, 〈ai, x+ tw〉−bi > 〈ak, x+ tw〉−bk for all i ∈ I(x) and all k ∈ {1, ..., m}\I(x).
Consequently, we have
i ∈ I(x+ tw)⇔ 〈ai, x+ tw〉 − bi = f(x+ tw) = max
j=1,...,m
[〈aj , x+ tw〉 − bj ]
⇔
(
i ∈ I(x) and 〈ai, w〉 = max
j∈I(x)
〈aj , w〉
)
⇔ i ∈ I ′(x, w).
Corollary 4.5.
Ind f(x|u) = {w ∈ IRn | ∃t¯ > 0 ∀t ∈ (0, t¯) : u ∈ ∂f(x+ tw)} .
Proof. ”⊆:” Let w ∈ Ind f(x|u), i.e., w ∈ TD(x) and
u ∈ conv {ai | i ∈ I ′(x, w)}+ cone {aj | j ∈ J ′(x, w)} .
By Lemma 4.4 there is some t¯ > 0 such that for all t ∈ (0, t¯),
u ∈ conv {ai | i ∈ I(x+ tw)}+ cone {aj | j ∈ J(x+ tw)}
hence u ∈ ∂f(x+ tw).
”⊇:” Assume that there is some t¯ > 0 with u ∈ ∂f(x+ tw) for all t ∈ (0, t¯). Then
u ∈ conv {ai | i ∈ I(x+ tw)}+ cone {aj | j ∈ J(x+ tw)}
for all t ∈ (0, t¯), i.e.,
u ∈ conv {ai | i ∈ I ′(x, w)}+ cone {aj | j ∈ J ′(x, w)}
by Lemma 4.4. Moreover, w ∈ TD(x) since otherwise x+tw 6∈ D for all t > 0 contradicting
∂f(x+ tw) 6= ∅.
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If f is polyhedral convex, f ∗ is polyhedral convex, too, i.e., it can be expressed as
f ∗(u) = max
i=1,...,p
[〈a∗i , u〉 − b∗i ] + δD∗(u)
with D∗ =
{
u ∈ IRn | 〈a∗p+1, u〉 ≤ b∗p+1, ..., 〈a∗q, x〉 ≤ b∗q}. Each K-minimal proper (ex-
posed) face F ∗ of epi f ∗ is uniquely characterized by a pair of index sets I∗ ⊆ {1, ..., p}
and J∗ ⊆ {p+ 1, ..., q} (where I∗ must be nonempty and J∗ may be empty) in the fol-
lowing way
F ∗ =
{
(u, f ∗(u)) | u ∈ D∗, ∀j ∈ J∗ : 〈a∗j , u〉 = b∗j , ∀i ∈ I∗ : f ∗(u) = 〈a∗i , u〉 − b∗i} .
Moreover, (u¯, f ∗(u¯)) ∈ riF ∗ iff I∗(u¯) = I∗ and J∗(u¯) = J∗ where
I∗(u) := {i ∈ {1, .., p} | f ∗(u) = 〈a∗i , u〉 − b∗i } , J∗(u) := {i ∈ {p+ 1, ..., q} | 〈a∗i , u〉 = b∗i } .
Let (u¯, f ∗(u¯)) ∈ riF ∗ then
Ψ(F ∗) =
⋂
(u,f∗(u))∈F ∗
{(x, f(x) ∈ IRn × IR | x ∈ ∂f ∗(u)}
=
⋂
(u,f∗(u))∈F ∗
{(x, f(x)) ∈ IRn × IR | x ∈ conv {a∗i | i ∈ I∗(u)}+ cone {a∗i | i ∈ J∗(u)}}
= {(x, f(x)) ∈ IRn × IR | x ∈ conv {a∗i | i ∈ I∗(u¯)}+ cone {a∗i | i ∈ J∗(u¯)}}
= {(x, f(x)) ∈ IRn × IR | x ∈ ∂f ∗(u¯)}
= {(x, f(x)) ∈ IRn × IR | u¯ ∈ ∂f(x)}
From Corollary 4.5 we conclude
w ∈ Ind f(x|u¯)⇔ ∃t¯ > 0 ∀t ∈ (0, t¯) : u¯ ∈ ∂f(x+ tw)
⇔ ∃t¯ > 0 ∀t ∈ (0, t¯) : (x+ tw, f(x+ tw)) ∈ Ψ(F ∗).
From this representation it is easy to see that Ind f(x¯|u¯) is a linear subspace of IRn with
dim Ind f(x¯|u¯) = dimΨ(F ∗) if (x¯, f(x¯)) ∈ riΨ(F ∗).
Analogously, we can show that Ind f ∗(u¯|x¯) is a linear subspace of IRn, too, with
dim Ind f ∗(u¯|x¯) = dimF ∗. Since Ind f(x¯|u¯) and Ind f ∗(u¯|x¯) are linear subspaces of IRn
that are polar to each other by Theorem 4.3, their dimensions add up to n. Hence
dimF ∗ + dimΨ(F ∗) = n follows from Theorem 4.3.
5 Application to Vector Optimization
In the previous sections we have shown geometric duality relations between the epigraph
of a proper closed convex function and the epigraph of its conjugate. In this section we
will describe a transformation of the extended image of a vector optimization problem
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into an epigraph of a proper closed convex function f and we will determine the dual
problem.
Let Γ : IRm → Rq be a vector-valued objective function that has to be minimized
over a nonempty convex feasible set X ⊆ IRm with respect to the ordering generated by
a nonempty closed convex cone C ⊆ IRq that is not a linear space. We assume that Γ is
C-convex, i.e., for all x1, x2 ∈ IRm, t ∈ [0, 1] we have
(1− t)Γ(x1) + tΓ(x2)− Γ ((1− t)x1 + tx2) ∈ C.
We want to derive geometric duality relations for the upper closed extended image P :=
cl (Γ[X ] + C) of this vector optimization problem. Obviously, P is closed and C-convexity
of Γ implies convexity of P.
We are going to construct a linear transformation T and a proper convex function
f : IRq−1 → IR such that P = T [epi f ]. To this end, let k ∈ riC and e1, ..., eq−1 be vectors
in IRq such that e1, ..., eq−1, k are linearly independent. Let T := (e1, ..., eq−1, k) be the
nonsingular matrix formed by these vectors and E := (e1, ..., eq−1). Let
ϕ(y) := inf {r ∈ IR | rk − y ∈ C}
and
f(z) := inf
x∈X
ϕ(Γ(x)−Ez).
Note that the function ϕ is a well known scalarization functional in vector optimization
that has a wide range of applications. Hamel [4] has written a nice survey about history
and properties of this kind of functional. It is not hard to show that ϕ is a lower semicon-
tinuous sublinear function (see e.g. [4]). Moreover, ϕ is proper by the following lemma
and domϕ = IR {k} − C 6= ∅.
Lemma 5.1. ϕ(y) 6= −∞ for all y ∈ IRq.
Proof. We have −k 6∈ C since otherwise 0 = k − k ∈ riC + C = riC implying that
C is a linear space. Consequently, we can strongly separate C and −k, i.e., there are
v ∈ IRq \ {0}, α < 0 such that 〈v, c〉 > α > 〈v,−k〉 for all c ∈ C. Let y ∈ IRq and
r := (〈v, y〉+ α) / 〈v, k〉 then 〈v, rk − y〉 = α, i.e., rk − y 6∈ C implying ϕ(y) 6= −∞.
The following equivalent descriptions of f will turn out to be useful in the sequel.
Lemma 5.2.
f(z) = inf
{
r ∈ IR | T
(
z
r
)
∈ P
}
= inf
y∈P
ϕ (y − Ez) .
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Proof.
f(z) = inf
x∈X
ϕ(Γ(x)− Ez) = inf {r ∈ IR | rk − Γ(x) + Ez ∈ C, x ∈ X}
= inf
{
r ∈ IR | T
(
z
r
)
∈ Γ[X ] + C
}
= inf
{
(T−1)q(y) | y ∈ Γ[X ] + C
}
= inf
{
(T−1)q(y) | y ∈ P
}
= inf
{
r ∈ IR | T
(
z
r
)
∈ P
}
= inf {r ∈ IR | Ez + rk ∈ P} = inf {r ∈ IR | Ez + rk ∈ P + C}
= inf {r ∈ IR | Ez + rk ∈ {y}+ C, y ∈ P} = inf
y∈P
ϕ (y − Ez) .
Let R(z) :=
{
r ∈ IR | T
(
z
r
)
∈ P
}
. For every z ∈ IRq−1, R(z) is closed since P is
closed and R(z) is an upper set, i.e., r ∈ R(z) and r′ ≥ r imply r′ ∈ R(z) due to the
definition of P and k ∈ C. Hence
r ≥ f(z)⇔ r ∈ R(z)⇔ T
(
z
r
)
∈ P,
i.e., epi f = T−1(P) or P = T [epi f ]. Consequently, f is a closed convex function since P
is closed convex and T is linear and continuous. Moreover, f is proper iff P is nontrivial,
i.e., ∅ 6= P 6= IRq.
A point (z, r) ∈ epi f is minimal with respect toK = {(z, r) ∈ IRq−1 × IR | z = 0, r ≥ 0}
if and only if r = f(z). Next, we will analyze the minimality properties of the transformed
points T
(
z
f(z)
)
in P with respect to C. The following notion turns out to be useful.
Definition 5.3. A point y ∈ P is said to be relatively minimal in P with respect to C iff
P ∩ ({y} − riC) = ∅.
The set of all relatively minimal points in P with respect to C is denoted by rMinC P.
Note that the set of relative minimal points coincides with the set of weakly minimal
points if C has nonempty interior and it coincides with the set of minimal points if C is
just a ray.
Proposition 5.4. y ∈ rMinC P if and only if there is some z ∈ IRq−1 such that
y = T
(
z
f(z)
)
.
Proof. First, assume that y = T
(
z
f(z)
)
= Ez + f(z)k and y 6∈ rMinC P. Then there is
some y′ ∈ P such that y − y′ ∈ riC. y − y′ ∈ riC and k ∈ C imply the existence of some
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µ > 1 such that (1 − µ)k + µ(y − y′) ∈ C, i.e., y − y′ − tk ∈ C with t = (µ − 1)/µ > 0.
Hence, we get C ∋ y − y′− tk = Ez − y′+ (f(z)− t)k, i.e., ϕ(y′−Ez) ≤ f(z)− t < f(z)
contradicting f(z) = infy∈P ϕ (y −Ez).
On the other hand, let y¯ ∈ rMinC P and
(
z¯
r¯
)
:= T−1y¯, i.e., y¯ = Ez¯ + r¯k. We will
show that r¯ = f(z¯). Assume to the contrary that
inf
y∈P
ϕ (y −Ez¯) = f(z¯) < r¯.
Then there is some y ∈ P with ϕ (y − Ez¯) < r¯ and, by definition of ϕ, some r ∈ IR with
rk − y + Ez¯ ∈ C and r < r¯. Hence
y¯ − y = Ez¯ + r¯k − y = (rk − y + Ez¯) + (r¯ − r)k ∈ riC
since C is a convex cone and k ∈ riC. But y¯ − y ∈ riC contradicts y¯ ∈ rMinC P.
Next, we give a characterization of the conjugate of f .
Proposition 5.5.
f ∗(w) =
[〈c∗(−w),Γ〉+ δX ]
∗ (0) if c∗(−w) ∈ C+
∞ otherwise
where c∗(w) := T−T
(
w
1
)
and C+ := {c∗ ∈ IRq | ∀c ∈ C : 〈c∗, c〉 ≥ 0} is the positive dual
cone of C.
Proof. We have
f(z) = inf
x∈IRq
Φ(x, z) with Φ(x, z) := ϕ(M(x)− Ez) + δX (x)
hence f ∗(w) = Φ∗(0, w) ([16, Theorem 2.6.1]). We apply [16, Theorem 2.8.10] in order to
calculate Φ∗. It is not hard to show that all assumptions of the theorem are satisfied, in
particular, we have D = IRq hence condition (vi) is satisfied. Thus, we obtain.
Φ∗(0, w) = min
{
[〈c∗,Γ(x)− Ez〉 + δX (x)]∗ (0, w) + ϕ∗(c∗) | c∗ ∈ C+
}
.
Moreover, we have
ϕ∗(c∗) =
0 if c∗ ∈ C+, 〈c∗, k〉 = 1∞ otherwise.
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(see e.g. [4, Corollary 9]). Hence we get
f ∗(w) = min
{
[〈c∗,Γ(x)− Ez〉+ δX (x)]∗ (0, w) | c∗ ∈ C+, 〈c∗, k〉 = 1
}
= min
{
[〈c∗,Γ〉+ δX ]∗ (0) + 〈−c∗, E〉∗ (w) | c∗ ∈ C+, 〈c∗, k〉 = 1
}
= min
{
[〈c∗,Γ〉+ δX ]∗ (0) | c∗ ∈ C+, kT c∗ = 1, ET c∗ = −w
}
=

[〈c∗(−w),Γ〉+ δX ]∗ (0) if c∗(−w) = T−T
−w
1
 ∈ C+
∞ otherwise.
If we define the dual image D by
D :=
{(
w
s
)
| c∗(w) ∈ C+, s ≤ − [〈c∗(w),Γ〉+ δX ]∗ (0)
}
then D = − epi f ∗.
Remark 2. Note that
− [〈c∗(w),Γ〉+ δX ]∗ (0) = inf
x∈X
〈c∗(w),Γ(x)〉 ,
is nothing else than the optimal value of the primal problem scalarized by the linear
funtional c∗(w).
The linear transformation T provides a one-to-one correspondence between K-minimal
exposed faces of epi f and relatively C-minimal exposed faces of P and the mapping − id
sets a one-to-one correspondence between K-maximal exposed faces of D and K-minimal
exposed faces of epi f ∗.
Hence, by Theorem 3.3, Ψ̂ defined by Ψ̂(F ∗) = T [Ψ(−F ∗)] defines an inclusion revers-
ing one-to-one mapping between K-maximal exposed faces of D and relatively C-minimal
exposed faces of P with inverse mapping Ψ̂−1 = −Ψ∗ ◦ T−1.
For y, v ∈ IRq we define
ψ(y, v) := (v1, ..., vq−1, 1)T
−1y − vq,
H(v) := {y ∈ IRq | ψ(y, v) = 0} and H∗(y) := {v ∈ IRq | ψ(y, v) = 0} .
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Then we obtain
Ψ̂(F ∗) = T [Ψ(−F ∗)] =
⋂
(w,f∗(w))∈−F ∗
T [{(z, f(z)) ∈ IRq | w ∈ ∂f(z)}] (3)
=
⋂
(w,f∗(w))∈−F ∗
T [{(z, r) ∈ IRq | r = f(z), 〈w, z〉 = f(z) + f ∗(w)}]
=
⋂
(w,f∗(w))∈−F ∗
T [{(z, r) ∈ epi f | 〈w, z〉 = r + f ∗(w)}]
=
⋂
v∈F ∗
T [{(z, r) ∈ epi f | r − vq + (v1, ..., vq−1)z = 0}]
=
⋂
v∈F ∗
T
[{
(z, r) ∈ epi f | (v1, ..., vq−1, 1)
(
z
r
)
− vq = 0
}]
=
⋂
v∈F ∗
{y ∈ P | ψ(y, v) = 0}
=
⋂
v∈F ∗
H(v) ∩ P
and
Ψ̂−1(F ) = −Ψ∗(T−1[F ]) =
⋂
(z,f(z))∈T−1[F ]
−{(w, f ∗(w)) ∈ IRq | w ∈ ∂f(z)}
=
⋂
(z,f(z))∈T−1[F ]
−{(w, s) ∈ IRq | s = f ∗(w), 〈w, z〉 = f(z) + f ∗(w)}
=
⋂
(z,f(z))∈T−1[F ]
−{(w, s) ∈ epi f ∗ | − 〈w, z〉+ f(z) + s = 0}
=
⋂
y∈F
−{(w, s) ∈ epi f ∗ | (−wT , 1)T−1y + s = 0}
=
⋂
y∈F
{v ∈ D | ψ(y, v) = 0}
=
⋂
y∈F
H∗(y) ∩ D.
In order to obtain second order relations between the sets P and D from Theorem 4.3
we define indicatrices for these sets. The indicatrix for the set P at a point y¯ ∈ rMinC P
relative to a normal vector η ∈ NP(y¯) with kT η = −1 depending on the transformation
T will be defined by
IndP,T (y¯|η) := Ind f
(
T˜−1y¯|ETη
)
where T˜−1 collects the first q − 1 rows of the matrix T−1. Note further that ETη ∈
∂f(T˜−1y¯) if η ∈ NP(y¯) with 〈η, k〉 = −1. This can be derived from the fact that
w ∈ ∂f(T˜−1y¯) ⇔
(
w
−1
)
∈ Nepi f(T−1y¯) ⇔ T−T
(
w
−1
)
∈ NP(y¯). (4)
17
If f is second-order regular and T is an orthogonal matrix, i.e., the transformation T
is angle- and length-preserving, a geometric interpretation of IndP,T (y¯|η) can be given
similarly to that of section 3. Let ζ be a unit vector in IRq−1. Then we consider the
plane P going through the point y¯ spanned by the direction vectors k and Eζ . Let
ρt(ζ) be the circle in P through the points y¯ and yt := T
(
T˜−1y¯ + tζ
f
(
T˜−1y¯ + tζ
)) having as a
tangent at y¯ the intersection of P with the hyperplane {y ∈ IRq | 〈η, y − y¯〉 = 0} and let
r¯(ζ) := lim suptց0 ρt(ζ). Then
IndP,T (y¯|η) =
tζ ∈ IRq−1 | ‖ζ‖ = 1, 0 ≤ t ≤
√
r¯(ζ)(
1 + 〈η, Eζ〉2) 34
 .
Analogously, for v¯ ∈ MinK D and η∗ ∈ ND(v¯) with η∗q = 1 we can define
IndD,− id(v¯|η∗) = Ind f ∗
(−(v¯1, ..., v¯q−1)T | − (η∗1, ..., η∗q−1)T )
since
−(η∗1 , ..., η∗q−1)T ∈ ∂f ∗
(−(v¯1, ..., v¯q−1)T ) ⇔ −(η∗1, ..., η∗q−1, 1)T ∈ Nepi f∗(−v¯)
⇔ (η∗1, ..., η∗q−1, 1)T ∈ ND(v¯).
(5)
Given v ∈ F ∗ and y ∈ Ψ̂(F ∗) for some K-maximal proper exposed face F ∗ of D one
can easily derive from equations (3), (4) and (5) that
η(v) := −c∗

 v1...
vq−1

 = −T−T

v1
...
vq−1
1
 ∈ NP(y)
and
η∗(y) :=
(
−T˜−1y
1
)
∈ ND(v).
Moreover, 〈η(v), k〉 = −1 and η∗q (y) = 1.
The above considerations and the results from sections 3 and 4 lead to the following
theorem.
Theorem 5.6. The mapping Ψ̂ : 2IR
q → 2IRq defined by
Ψ̂(F ∗) =
⋂
v∈F ∗
H(v) ∩ P
is an inclusion-reversing one-to-one map between the set of all K-maximal exposed faces
of D and the set of all relatively C-minimal exposed faces of P with inverse
Ψ̂−1(F ) =
⋂
y∈F
H∗(y) ∩ D.
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Moreover, if f is twice epi-differentiable then for every K-maximal exposed face F ∗ of D,
∀v ∈ F ∗, ∀y ∈ Ψ̂(F ∗) : IndD,− id(v|η∗(y)) = [IndP,T (y|η(v))]◦ (6)
holds true. If P is polyhedral then D is polyhedral as well and (6) implies
dimF ∗ + dim Ψˆ(F ∗) = q − 1.
Example 3. We consider the special case of a linear vector optimization problem, i.e., Γ is
a linear operator and X = {x ∈ IRm | Ax ≥ b} with A ∈ IRp×m, b ∈ IRp for some p ∈ IN.
Moreover, we assume that k ∈ riC can be chosen such that kq = 1.
Then we can chose
E =

1 · · · 0
...
. . .
...
0 · · · 1
0 · · · 0
 i.e. T =

1 · · · 0 k1
...
. . .
...
...
0 · · · 1 kq−1
0 · · · 0 1
 and T−1 =

1 · · · 0 −k1
...
. . .
...
...
0 · · · 1 −kq−1
0 · · · 0 1
 .
Hence
c∗(w) = T−T
(
w
1
)
=
(
w
1−∑q−1i=1 kiwi
)
. (7)
From duality for scalar linear optimization problems we obtain
− [〈c∗(w),Γ〉+ δX ]∗ (0) = inf
{
c∗(w)TΓ(x) | Ax ≥ b} = sup {bTu | u ≥ 0, ATu = ΓT c∗(w)}
where the supremum is either a maximum or −∞. +∞ is impossible since we assume
that X is nonempty. Thus we obtain
D =
{(
w
s
)
| c∗(w) ∈ C+, s ≤ − [c∗(w)TΓ + δX ]∗ (0)
}
=
{(
w
s
)
| c∗(w) ∈ C+, s ≤ sup{bTu | u ≥ 0, ATu = ΓT c∗(w)}}
=


c∗1
...
c∗q−1
bTu− r
 | c∗ ∈ C+, u ≥ 0, ATu = ΓT c∗, kT c∗ = 1, r ≥ 0

since we can solve (7) for w by w = (c∗1, ..., c
∗
q−1)
T iff c∗q = 1−
∑q−1
i=1 kic
∗
i , i.e., k
T c∗ = 1.
Moreover, we obtain
ψ(y, v) = (v1, ..., vq−1, 1)T
−1y − vq
=
q−1∑
i=1
vi(yi − kiyq) + yq − vq
=
q−1∑
i=1
yivi + yq
(
1−
q−1∑
i=1
kivi
)
− vq.
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