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ON PURITY AND APPLICATIONS TO CODERIVED AND
SINGULARITY CATEGORIES
JAN SˇTˇOVI´CˇEK
Abstract. Given a locally coherent Grothendieck category G, we prove
that the homotopy category of complexes of injective objects (also known
as the coderived category of G) is compactly generated triangulated.
Moreover, the full subcategory of compact objects is none other than
D
b(fpG). If G admits a generating set of finitely presentable objects
of finite projective dimension, then also the derived category of G is
compactly generated and Krause’s recollement exists. Our main tools
are (a) model theoretic techniques and (b) a systematic study of the
pure derived category of an additive finitely accessible category.
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1. Introduction
The aim of this paper is to establish (at first perhaps surprising) finiteness
results for coderived and singularity categories of locally coherent Groth-
endieck categories. Similar theory for locally noetherian Grothendieck cate-
gories have been developed in the last decade by several authors, motivated
by the Grothendieck duality and Gorenstein homological algebra. When one
deals with functor categories in representation theory or the theory of tri-
angulated categories, one, however, often encounters a non-noetherian cate-
gories. Treating the locally coherent situation is considerably more involved
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than the locally noetherian one and requires a systematic use of purity and
model theoretic techniques.
To start with, it was known since the dawn of triangulated categories in
algebra in the 1960’s that computations in bounded derived categories could
be done in homotopy categories of complexes. One just needed to replace
each complex by an injective resolution. This is at least theoretically much
easier since one avoids the non-commutative localization otherwise inherent
to the construction of derived categories. The situation with unbounded
derived categories was traditionally much more puzzling. It was indepen-
dently resolved by Spaltenstein [Spa88] and Alonso Tarr´ıo, Jeremı´as Lo´pez
and Souto Salorio [ATJLSS00] in the context of algebraic geometry, and by
Joyal [Joy84] and Beke [Bek00] (see also [Hov02, Example 3.2]) with homo-
topy theory in mind. The problem is that not every unbounded complex
of injectives qualifies as a resolution—there are in general acyclic complexes
of injectives which are not contractible. Nevertheless, it was proved that
given a Grothendieck category G, the unbounded derived category D(G)
was equivalent to a full subcategory of the homotopy category K(InjG).
The conclusion by then was that K(InjG) was not quite the correct cat-
egory for homological algebra and this full subcategory should have been
considered instead.
This point of view has radically changed with the work of Krause [Kra05]
and Jørgensen [Jør05]. They gave clear interpretations to the homotopy
categories of complexes of injective sheaves and of projective modules. We
refer to [Orl04, Kra05, Nee10a] for details and applications in representation
theory, algebraic geometry and theoretical physics. The present work can
be viewed as a continuation of this effort, that is of [Kra05, Jør05] as well as
Neeman’s [Nee08, Nee10b, Nee14] and Becker’s [Bec14]. The main emphasis
is put on non-noetherian situations.
Let G be a locally finitely presentable Grothendieck category. This in-
cludes for instance
(a) module categories over rings or small preadditive categories,
(b) nice localizations of module categories, relevant in particular in model
theory [CB94, Her97, Kra97, Pre09] and the theory of triangulated
categories [Nee97, Nee01, CKN01, Bel00, DSSˇ14], and
(c) various categories of quasi-coherent sheaves [TT90].
Such categories arising in case (b) are often locally coherent, i.e. the full sub-
category fpG of finitely presentable objects is abelian, but not necessarily
noetherian. It still makes perfect sense to study the bounded derived cat-
egory Db(fpG). Although it is equivalent to a full subcategory of D(G), it
is well known that the relation between Db(fpG) and D(G) is not the same
as the one between fpG and G. Namely, D(G) is frequently a compactly
generated triangulated category (an analog of locally finitely presentable in
the triangulated world), generated by a set of objects from Db(fpG). At the
same time, however, often not every object of Db(fpG) is compact in D(G).
Here is the main contribution of [Kra05]. He proved that if G is locally
noetherian, then Db(fpG) can be identified with the compact objects of
K(InjG). Out first main result extends this to locally coherent Grothendieck
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categories. In fact, we also show an example of a non-coherent ring where
this fails, so we cannot just drop the coherence assumption.
Theorem 6.12 and Corollary 6.13. Given a locally coherent Grothendieck
category G, then K(InjG) is a compactly generated triangulated category.
Moreover, a functor
I : Db(fpG) −→ K(InjG)
which assigns to each bounded complex X ∈ Db(fpG) a fixed injective res-
olution I(X) of X and similarly for morphisms, restricts to an equivalence
between Db(fpG) and the full subcategory K(InjG)c of compact objects in
K(InjG).
For a general Grothendieck category, K(InjG) is only well generated in
the sense of [Nee01] by [Nee14, Theorem 3.13]. Our result is a tremendous
refinement of this—it allows us to go back from the world of µ-compact
generators for a regular cardinal µ to classical compact objects. It also
resolves Krause’s [Kra12, Conjecture 1].
There is usually a twofold motivation for studying the homotopy cate-
gory of injective objects. Firstly, it provides a novel point of view at the
Grothendieck duality in algebraic geometry; see [IK06, Nee08]. Secondly,
many problems in representation theory, especially when one encounters
various flavors of Gorenstein homological algebra or Tate cohomology as
in [Buc86, Ric89, Orl04, Kra05], lead to cosyzygies of infinite order. That
is, we encounter objects X ∈ G which admit an exact resolution
· · · −→ I2 −→ I1 −→ I0 −→ X −→ 0
where all In, n ≥ 0, are injective. This for instance also happens in [DSSˇ14],
a work in progress and a direct motivation for this research, aiming at ex-
plaining refined versions of Brown-Adams representability in Kasparov’s bi-
variant K-theory of C∗-algebras [Ko¨h11, MN12]. Somewhat surprisingly,
we show that there is a qualitative difference between N -th cosyzygies for
N large but finite, and cosyzygies of infinite order (see also Remark 5.11).
This seems to be a new result even for noetherian rings.
Corollary 5.9. An infinite order cosyzygy module is always cotorsion.
The class of cotorsion modules can be viewed as the smallest extension
of the class pure-injective modules which can be defined in terms of usual
homological functors; see [Pre09, §4.6]. Although somewhat technical in
nature, this result is extremely useful when dealing with homological algebra
for infinitely generated modules. To get an idea what kind of problems one
encounters with non-cotorsion modules, we refer to [EST04].
A noteworthy consequence of Corollary 5.9 is that it allows to work
with non-noetherian analogs of Gorenstein rings exactly as Buchweitz did
in [Buc86] with noetherian rings. For instance, we shall prove in Proposi-
tion 7.9 that Gillespie’s Ding-Chen injective modules [Gil10] are precisely
cosyzygies of infinite order. Another application of similar flavor will be
given in [DSSˇ14].
As is known from Buchweitz’ work [Buc86], the stable module categories
of Iwanaga-Gorenstein rings are equivalent to what is nowadays called singu-
larity categories [Orl04]. These are usually defined as the Verdier quotients
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Dsing(fpG) = Db(fpG)/Dperf (fpG), where Dperf(fpG) is the class of perfect
complexes, i.e. the compact objects of D(G). As in the locally noetherian
case [Kra05], we obtain a recollement involving the ‘inductive completion’
of Dsing(fpG) also in the locally coherent case.
Theorem 7.7. Let G be a locally coherent Grothendieck category which ad-
mits a generating set of finitely presentable objects of finite projective di-
mension. Then there is a recollement
Kac(InjG) i∗ //K(InjG)
i∗
vv
i!
hh Q
//D(G)
L
ww
R
gg ,
and both D(G) and Kac(InjG) are compactly generated. Moreover, the full
subcategory of compact objects of Kac(InjG) is equivalent to the idempotent
completion of the singularity category Dsing(fpG).
Note that for coherent rings, the theorem in particular guarantees the
existence of non-trivial cosyzygies of infinite order provided that the global
dimension of mod-R, the category of finitely presented modules, is infinite.
Let us now shortly mention the techniques used to prove our results.
Although the results look formally identical to those in [Kra05], the gener-
alization from the locally noetherian to the locally coherent situation makes
the proofs considerably more involved. We systematically use and combine
(1) model theoretic techniques [Hov02, Gil04, Bec14] and,
(2) purity and the related pure homological algebra.
The rationale behind (1) is that several predecessors of the present paper,
including [BEI+12, Mur07, Nee08, Nee10b, Nee14], use cotorsion pairs and
the related approximation theory. In view of [Hov02], this is none other than
implicitly using certain abelian model structures. Doing so systematically,
many arguments are much more transparent and conceptual. For instance,
we often follow Positselski [Pos11] and Becker [Bec14], and view the homo-
topy category K(InjG) as the localization of C(G), where we formally invert
a certain precisely specified subclass of the class of quasi-isomorphisms. Of
course, the real strength of the approach is unleashed when one combines
the model theoretic techniques with a wide repertoire of algebraic tricks for
computing with complexes.
The second main component consists of a deeper look at the pure derived
category, which has been formally considered for instance in [CH02, §5.3]
and [Kra12]. Here we can express our main contribution in terms of another
recollement:
Theorem 5.4 and Corollary 5.8. Let A be an additive finitely accessible
category with the standard pure exact structure. Then the unbounded derived
category D(A) admits a recollement
Kpac(A) i∗ //K(A)
i∗
ww
i!
gg j
∗ //D(A)
j!
ww
j∗
gg .
ON PURITY AND CODERIVED AND SINGULARITY CATEGORIES 5
Moreover, the essential image of j! is K(PProjA), the homotopy category
of pure projective objects, and the essential image of j∗ is K(PInjA), the
homotopy category of pure injective objects.
As an additive finitely accessible category is merely a synonym for the
category of flat modules over a small additive category, the existence of
the recollement and the description of the essential image of j! has been
already obtained by Neeman in [Nee08, Theorem 8.6] and [Nee10b, Theorem
0.1]. What is new here and crucial in our situation is the description of the
essential image of j∗.
We conclude the introduction by mentioning consequences of this last
result. Given a ring R and A = Flat-R, then j∗j
∗(R) is just a (minimal)
proper cotorsion resolution of R. If R is left coherent, it is an immediate
consequence of [Xu96, Lemma 3.1.6] that flat cotorsion modules are pure
injective. In particular, j∗j
∗(R) is also a (minimal) pure injective resolution
of R (see also [Eno84]). This answers the question posed in the introductions
to [Nee08, Nee10b] on what j∗j
∗(R) looks like, motivated by the observation
that if R is commutative with a dualizing complex I, then j∗j
∗(R) is also
homotopy isomorphic to HomR(I, I).
Secondly, the theorem can be interpreted as that there is nothing like a
pure singularity category or pure Gorenstein homological algebra. Indeed,
any pure acyclic complex of pure injective objects is necessarily contractible.
Interestingly, this holds despite the fact that the pure global dimension of
A may well be infinite. Indeed, there exists a valuation domain R whose
maximal ideal m has infinite projective dimension by [Oso73, Proposition
2.62], and so m has infinite pure projective dimension in A = Flat-R.
2. Weak factorization systems and cotorsion pairs
In this section we recall some facts about the primitives of Quillen model
structures—weak factorization systems and complete cotorsion pairs. We
shall use these concepts frequently in the remaining text and, although some
of the abstract results can be stated more generally, we will always work in
the framework of accessible categories. To this end, let κ be a regular car-
dinal and A be a category with arbitrary κ-direct limits, i.e. colimits of all
diagrams whose shapes are κ-directed posets. We shall use the convention
of [AR94, GU71] where a poset I is κ-directed if each subset of I of cardi-
nality smaller than κ has an upper bound. Recall that an object F ∈ A
is called κ-presentable if for each κ-direct system (Yi | i ∈ I) in A, the
canonical map
lim
−→
A(F, Yi) −→ A(F, lim−→
Yi)
is an isomorphism.
Definition 2.1 ([AR94, GU71]). If A has κ-direct limits and there exists a
small set S of κ-presentable objects such that every X ∈ A can be expressed
as a κ-direct limit of objects from S, then A is called κ-accessible. If,
moreover, A is cocomplete, it is called locally κ-presentable.
In the special (and prominent) case where κ = ℵ0, we speak of finitely
presentable objects, and of finitely accessible or locally finitely presentable
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categories. The full subcategory of finitely presentable objects of A is then
denoted by fpA.
2.1. Weak factorization systems. Let us remind the reader of the lifting
relation between morphisms. Given morphisms f : A → B and g : X → Y
in A. we say that f has the left lifting property for g, or that g has the
right lifting property for f , if for any commutative square given by the solid
arrows
A //
f

X
g

B //
??
Y,
there exists a diagonal dotted morphism such that both triangles commute.
In symbols we write we write f  g. Note that if A is additive and we view
the maps f and g as two-term complexes, f  g simply means that any chain
map from f to g is null-homotopic.
Definition 2.2. Let (L,R) be a pair of classes of morphisms in A. We say
that (L,R) is a weak factorization system if
(1) L and R are closed under retracts.
(2) f  g for all f ∈ L and g ∈ R.
(3) For every morphism h : X → Y in A, there is a factorization
X
h //
f ++
Y
Z g
CC
with f ∈ L and g ∈ R.
We say that (L,R) is a functorial weak factorization system if the factor-
ization in (3) can be chosen functorially in h.
Beware that the factorizations as in (3), be they functorial or not, need
not be unique. This is the reason for the adjective weak. The classes L
and R of a weak factorization system have well-known closure properties
which we recall next, along with the necessary definition of a transfinite
composition of morphisms:
Definition 2.3 ([Hir03, Hov99]). Let λ be an ordinal number and (Xα, fαβ |
α < β < λ) be a direct system in A indexed by the ordinal numbers below λ.
Such a system is called a λ-sequence provided that for each limit ordinal
µ < λ, the subsystem (Xα, fαβ | α < β < µ) has colimit Xµ, the colimit
morphisms being fαµ : Xα → Xµ. In other words, we require that Xµ ∼=
lim
−→α<µ
Xα canonically.
The composition of a λ-sequence (Xα, fαβ | α < β < λ) is defined as the
colimit morphism X0 → lim−→α<λ
Xα, if the colimit exists. Finally given a
class I of morphisms in A, then the transfinite compositions of morphisms
of I are by definition the compositions of those λ-sequences (Xα, fαβ | α <
β < λ) with fα,α+1 ∈ I for each α+ 1 < λ.
Lemma 2.4. Let (L,R) be a weak factorization system in A. Then L =
{f | f  g for all g ∈ R} and R = {g | f  g for all f ∈ L}. Moreover,
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(1) L is closed under pushouts. That is, a pushout of any f ∈ L along
an arbitrary morphism of A again belongs to L. Dually, R is closed
under pullbacks.
(2) L is closed under transfinite compositions. More precisely, any trans-
finite composition of morphisms of L again belongs to L.
Proof. This is easy and well known. 
The lemma motivates the following definition, where we apply all the
above mentioned closure properties of L to a given class of morphisms I.
Definition 2.5 ([Hir03, Hov99]). If I is a class of morphisms of A, then a
relative I-cell complex is a transfinite composition of pushouts of morphisms
from I. We denote the class of relative I-cell complexes by I-cell.
Finally, there is an important technical result, based on so-called Quillen’s
small object argument, which explains how weak factorization systems are
generated by small sets of morphisms from the left. In particular it shows
that under mild (albeit somewhat technical) assumptions, we have identified
all relevant closure properties of L in Lemma 2.4.
Proposition 2.6. Let A be a κ-accessible category for some κ, and let M
be a class of morphisms such that
(1) arbitrary pushouts of morphisms of M exist and belong again to M,
(2) arbitrary coproducts of morphisms of M exist and belong to M,
(3) arbitrary transfinite compositions of maps of M exist and are in M.
Let I ⊆M be a small set of morphisms and put
R = {g | f  g for all f ∈ I} and L = {f | f  g for all g ∈ R}.
Then (L,R) is a functorial weak factorization system in A and L consists
precisely of retracts of relative I-cell complexes.
Proof. We refer to [Hir03, Proposition 10.5.16 and Corollary 10.5.22] or to
[Hov99, Theorem 2.1.14 and Corollary 2.1.15]. Although the assumptions
in [Hir03, Hov99] differ slightly, identical proof works. 
2.2. Cotorsion pairs in exact categories. If our category A carries more
structure, say it is an exact or abelian category, we can often work with ob-
jects of A rather than morphisms. This is often more convenient. The lifting
relation between morphisms from §2.1 is then replaced by the orthogonality
with respect to Ext1, and weak factorization systems transform to so called
complete cotorsion pairs. This reduction, which we are going to briefly ex-
plain, was worked out by Hovey [Hov02] while similar considerations in a
special case appeared at around the same time in [Ros02]. For the further
developments we refer to [Sˇt’o14] and the references therein.
Let us fix some notation first. Given a skeletally small preadditive cat-
egory S, by a right S-module we mean an additive functor Sop → Ab.
We denote the category of all right S-modules by Mod-S. If S has only
one object with endomorphism ring R, then Mod-S is the same as Mod-R.
Module categories are prototypical examples where the reduction from weak
factorization systems to complete cotorsion pairs works.
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We will, however, need to work in a more general setup. Recall from [Bu¨h10]
that an exact category A is an additive category with a designated collection
of kernel-cokernel pairs (i, d) sharing certain properties with short exact se-
quences in abelian categories. Given such a kernel-cokernel pair (i, d) with
i : K → L and d : L→M , we will usually write it in the form
0 −→ K
i
−→ L
d
−→M −→ 0
and, following [Kel90, Appendix A], we call it a conflation. The map i is
then called an inflation and the map d a deflation.
If A is an exact category, we can define Yoneda Ext functors ExtiA : A
op×
A → Ab using the conflations as if they were short exact sequences. To be
precise, the only obstacle which would prevent us from doing so is that
ExtiA(X,Y ) may not be a small set in general, but this pitfall fortunately
never occurs for our choices of A. It is well known that these Ext functors
have the usual properties which one would expect; see for instance [Sˇt’o14,
§5]. IfA = Mod-S or Mod-R with the abelian exact structure (i.e. conflations
are chosen to be precisely the short exact sequences), we will simply write
ExtiS or Ext
i
R, respectively. Now we can give a key definition:
Definition 2.7. Let A be an exact category. A pair (X ,Y) of full subcate-
gories of A is called a cotorsion pair provided that
X = {X ∈ A | Ext1A(X,Y ) = 0 for all Y ∈ Y} and
Y = {Y ∈ A | Ext1A(X,Y ) = 0 for all X ∈ X}.
A cotorsion pair (X ,Y) is said to be complete if every A ∈ A admits
so-called approximation sequences; that is, conflations of the form
εA : 0→ A→ YA → XA → 0 and ε
A : 0→ Y A → XA → A→ 0
with XA,X
A ∈ X and YA, Y
A ∈ Y.
The cotorsion pair is functorially complete if the approximation sequences
εA and ε
A can be taken functorial in A.
We again stress that the approximation sequences, even if they are functo-
rial, are usually very non-unique. The relation to weak factorization systems
is very straightforward.
Proposition 2.8. Let (X ,Y) be a complete cotorsion pair in an exact cate-
gory A. Denote by InflX the class of all inflations with cokernels in X , and
by DeflY the class of all deflations with kernels in Y. Then (InflX ,DeflX )
is a weak factorization system in A, and it is functorial if and only if (X ,Y)
is such.
Proof. This result was essentially obtained by Hovey in [Hov02, §5]. An
explicit statement of this form is given in [Sˇt’o14, Theorem 5.13]. 
In other words, Proposition 2.8 says that (X ,Y) 7→ (InflX ,DeflY) is an
injective mapping from the class of (functorially) complete cotorsion pairs
to the class of (functorial) weak factorization systems in A. It is not difficult
to describe the image of this mapping (see again [Hov02] or [Sˇt’o14]), but we
shall only briefly mention this in Section 3. Here we shall rather focus on
the analogs of Lemma 2.4 and Proposition 2.6 for cotorsion pairs.
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As for Lemma 2.4, only part (2) is relevant here. It leads to a use-
ful formalization of transfinite extensions in exact categories which, follow-
ing [GT06], we call filtrations.
Definition 2.9. Let A be an exact category and S be a class of objects
in A. An S-filtration is a (λ + 1)-sequence (Xα, iαβ | α < β ≤ λ) indexed
by an ordinal successor λ+ 1 and satisfying the following three conditions:
(1) X0 = 0,
(2) iαβ : Xα → Xβ is an inflation in A for each α < β ≤ λ,
(3) Coker iα,α+1 ∈ S up to isomorphism for each α < λ.
An object X ∈ A is S-filtered if there is an S-filtration (Xα, iαβ | α < β ≤ λ)
with X = Xλ. The class of all S-filtered objects in A is denoted by Filt(S).
A class C ⊆ A is called deconstructible if it is of the form C = Filt(S) for
a small set S of objects of A.
Now we can state the analog of Lemma 2.4(2) which is known as the Eklof
Lemma (see [GT06, Lemma 3.1.2]) and which essentially says that the left
hand side class of any cotorsion pair is closed under transfinite extensions.
Proposition 2.10 (Eklof Lemma). Let A be an exact category, S be a class
of objects and Y ∈ A be such that Ext1A(S, Y ) = 0 for all S ∈ S. If X is
S-filtered, then Ext1S(X,Y ) = 0.
Proof. This is a little more general variant of [SSˇ11, Proposition 2.12]. Let
X,Y,S be as in the statement and let (Xα, iαβ | α < β ≤ λ) be an S-
filtration for X. Given a conflation
ε : 0 −→ Y
j
−→ E −→ X −→ 0
in A, our task is to prove that ε splits. First of all we claim that there is
a direct system (Eα, jαβ | α < β ≤ λ) which satisfies conditions (2) and
(3) of Definition 2.9 and such that j0λ = j : Y → E. As expected, we
construct such a system by taking the pullbacks of ε along iαλ. In the exact
categories A which we study in this paper, such as module categories, this
is a nearly trivial claim, but we also give a (rather tedious) abstract proof
in Proposition A.2 at the level of generality which is stated here.
Now we use transfinite induction on α to construct a cocone (ϕα : Eα →
Y | α ≤ λ) of (Eα, jαβ | α < β ≤ λ) such that ϕ0 = 1Y . At limit steps
we simply take the colimit maps of (ϕβ | β < α). At successor steps, we
use the fact that ϕα extends along jα,α+1 since Ext
1
A(Coker jα,α+1, Y ) = 0
by assumption. Finally one sees that ϕλ : E → Y is a retraction of j : Y →
E. 
We conclude the section with an analog of Proposition 2.6 for cotor-
sion pairs. It also involves somewhat technical assumptions, but these are
broadly satisfied. As before, crucial is the last sentence of the statement
which describes all the objects in the left hand side class of a cotorsion pair
generated by a small set.
Proposition 2.11. Let A be an exact category such that
(1) A is κ-accessible for some κ, and
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(2) arbitrary transfinite compositions of inflations exist and are again
inflations.
Suppose further that S ⊆ A is a small set of objects which is generating.
That is, we require that for each X ∈ A there exist a deflation
∐
i∈I Si → X
with Si ∈ S for all i ∈ I. Then
Y = {Y ∈ A | Ext1A(S, Y ) = 0 for all S ∈ S} and
X = {X ∈ A | Ext1A(X,Y ) = 0 for all Y ∈ Y}
form a functorially complete cotorsion pair (X ,Y) in A. Moreover, X con-
sists precisely of summands of S-filtered objects.
Proof. This is an instance of [SSˇ11, Corollary 2.15] or [Sˇt’o14, Theorem 5.16],
so we only need to check the assumptions of those results. In other words,
we must check that A is an efficient exact category in the sense of [SSˇ11,
Definition 2.6].
The latter amounts to checking axioms (Ax1)–(Ax3) of [SSˇ11, Definition
2.6], where (Ax1) is precisely our assumption (2). Further, (Ax2) requires
that each object of A be small with respect to the class of inflations (we
refer to [SSˇ11] for an explanation of this technical condition). This is a con-
sequence of abstract theory of accessible categories, see [AR94, Proposition
1.16 and Remark 2.2(3)], and as such follows from our assumption (1). Fi-
nally, proving (Ax3) reduces in view of [SSˇ11, Proposition 2.7] to proving
that
(a) A has a small set of generators,
(b) A has arbitrary coproducts, and
(c) every section in A has a cokernel, i.e. A is weakly idempotent com-
plete in the sense of [Bu¨h10].
Here (a) is clearly satisfied as we assume that we have a generating small
set S, and (b) follows by [SSˇ11, Lemma 1.4] from our assumption (2). As
for (c), note that each κ-accessible category is even idempotent complete by
[AR94, Observation 2.4 and Remark 1.21]. 
3. Exact and abelian model structures
Now we briefly recall the formalism of exact model categories. This is a
very natural framework for arguments involving transfinite homotopy colim-
its which cannot be directly performed at the level of triangulated categories.
Model structures and model categories [Hir03, Hov99] have been discov-
ered to deal with localizations of categories. If we start with a category A
and a class W of morphisms in A, we can in principle always construct (up
to a possible set theoretic difficulty) a universal functor Q : A → A[W−1]
which makes the maps in W invertible; see [GZ67, §1.1]. A much harder
task is, of course, to understand what A[W−1] looks like. The classical topo-
logically motivated idea behind Quillen’s model structures says that if we
manage to find more structure, namely two additional classes of morphisms
Cof and Fib satisfying the axioms below, the situation becomes much easier.
To fix basic notation and terminology, we define a model structure on A
is a triple of classes of morphisms (Cof,W,Fib) such that
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(1) (Cof,W ∩ Fib) and (Cof ∩W,Fib) are functorial weak factorization
systems, and
(2) W is closed under retracts and satisfies the 2-out-of-3 property for
compositions.
One easily checks that this is equivalent to the standard definitions in [Hov99,
§1.1] or [Hir03, §7.1]. The morphisms in Cof,W,Fib are called cofibrations,
weak equivalences and fibrations, respectively. If A is a pointed category,
then an object X ∈ A is called
• cofibrant if 0→ X is a cofibration;
• fibrant if X → 0 is a fibration; and
• trivial if 0→ X (or equivalently X → 0) is a weak equivalence.
If A is an exact category, one can often encode a model structure in three
classes classes of objects rather than morphisms. This is again due to Hovey
and the principle is exactly the same as with weak factorization systems
and complete cotorsion pairs in Section 2. For this to work, the model
structure has to satisfy a straightforward compatibility condition with the
exact structure.
Definition 3.1 ([Hov02]). Let A be an exact category. A model structure
(Cof,W,Fib) on A is exact if cofibrations are precisely inflations with cofi-
brant cokernel and fibrations are precisely deflations with fibrant kernel. If
A is in fact an abelian category considered with the abelian exact structure,
we call also the model structure abelian.
In the rest of the text we will exclusively consider exact and abelian model
structures. In order to state the description of exact model structures by
cotorsion pairs, we need to restrict to weakly idempotent complete exact
categories. We remind that this means that every section inA has a cokernel,
or equivalently that every retraction in A has a kernel (see [Bu¨h10, §7]).
Proposition 3.2. If A is a weakly idempotent complete exact category, there
is a bijective correspondence between exact model structures on A and the
triples of classes of objects (C,W,F) satisfying the following conditions:
(1) (C,W ∩F) and (C ∩W,F) are functorially complete cotorsion pairs
in A.
(2) W is closed under retracts and satisfies the 2-out-of-3 property for
extensions. That is, if 0 → X → Y → Z → 0 is a conflation in A
and two of X,Y,Z are in W, then so is the third.
To (C,W,F) one assigns the unique exact model structure (Cof ,W,Fib) on
A whose class of cofibrant objects is C and whose class of fibrant objects is
F . Moreover, a morphism w in A becomes a weak equivalence if and only
if w = wdwi for an inflation wi with cokernel in W and a deflation wd with
kernel in W.
Proof. This is [Gil11, Theorem 3.3]. A detailed account on the same re-
sult is also given in [Sˇt’o14, §6.2]. The main idea, however, comes already
from [Hov02]. 
Now we shall discuss a few computational aspects of the homotopy cat-
egory HoA of A, which is the traditional name for the localized category
A[W−1].
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Proposition 3.3. Suppose that A is a weakly idempotent complete exact
category and (C,W,F) represents an exact model structure on A. Then
HoA is an additive category and the localization functor Q : A → HoA is
an additive functor. Moreover, whenever X ∈ A is cofibrant and Y ∈ A is
fibrant, Q induces a surjective group homomorphism
A(X,Y )
Q
−→ HoA(QX,QY )
whose kernel consists precisely of those morphisms f : X → Y which factor
through an object in C ∩W ∩ F .
Proof. The fact that Q induces a surjective map wheneverX is cofibrant and
Y is fibrant is classical; see [Hov99, Theorem 1.2.10]. In fact, [Hov99, The-
orem 1.2.10] uses slightly stronger assumptions on A which are unnecessary
in our case as explained in [Sˇt’o14, Remark 6.2]. The description of when
precisely Qf = Qg for f, g : X → Y is obtained in [Gil11, Proposition 4.4].
In particular, the preimages of singletons of HoA(QX,QY ) are cosets of a
fixed subgroup of A(X,Y ), so we can equip HoA(QX,QY ) with a unique
structure of an abelian group making A(X,Y ) → HoA(QX,QY ) a group
homomorphism. The fact that the composition in HoA is bilinear easily
follows from properties of left and right homotopies (see [Hov99, §1.2]). 
An easy corollary of the proposition demonstrates why we shall later con-
sider the derived category D(A) as HoC(A) for a suitable model structure
on C(A) rather than using the more classical algebraic approach via Ore
localization of the homotopy category of complexes K(A) (as in [Hap88,
Ver96]). Expressing HoC(A)(X,Y ) as an Ext1 group in C(A) will allow
us to apply Proposition 2.10 and argue using filtrations in C(A). This is
something not readily available in the language of triangulated categories.
Corollary 3.4. Let A be a weakly idempotent complete exact category and
let (C,W,F) encode an exact model structure on A. Suppose that X is
cofibrant, Y is fibrant and 0 → ΩY → P → Y → 0 is a conflation with
ΩY ∈ F and P ∈ C∩W (such a conflation always exists by the completeness
of (C ∩W,F)). Then naturally HoA(QX,QY ) ∼= Ext1A(X,ΩY ).
Proof. Since F is closed under extensions, we have P ∈ C∩W∩F . Applying
A(Z,−) with arbitrary Z ∈ A to 0 → ΩY → P → Y → 0, we obtain an
exact sequence
A(Z,P ) −→ A(Z, Y ) −→ Ext1A(Z,ΩY ) −→ Ext
1(Z,P )
If Z ∈ C∩W∩F , then Ext1A(Z,ΩY ) = 0. Therefore, a morphism f : X → Y
factors through an object of C ∩W ∩F if and only if it factors through the
deflation P → Y . If Z = X is cofibrant, then Ext1(X,P ) = 0 and we have
A(X,P ) −→ A(X,Y ) −→ Ext1A(X,ΩY ) −→ 0.
Finally, HoA(QX,QY ) is also isomorphic to the cokernel of A(X,P ) →
A(X,Y ) by Proposition 3.3 and the above consideration, so that we have
HoA(QX,QY ) ∼= Ext1A(X,ΩY ). 
We conclude the section by discussing when the homotopy category of
an exact model structure carries a natural triangulated structure (or in
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homotopy theoretic terminology, when the model structure is stable). A
very mild sufficient condition is provided in [Bec14, §1].
Definition 3.5. A cotorsion pair (X ,Y) in an exact category A is called
hereditary if ExtiA(X,Y ) = 0 for all X ∈ X , Y ∈ Y and all i > 0. An
exact model structure on A given by (C,W,F) is called a hereditary model
structure if the two complete cotorsion pairs (C,W ∩F) and (C ∩W,F) are
hereditary.
Remark 3.6. The reader who is possibly confused by seemingly different
definitions of hereditary cotorsion pairs in the literature is referred to [Bec14,
Corollary 1.1.12] and [Sˇt’o14, Lemma 6.17] for rectification.
Proposition 3.7. Suppose that A is a weakly idempotent complete exact
category and (C,W,F) represents a hereditary model structure on A. Then
HoA carries a natural triangulated structure such that every conflation 0→
X
u
→ Y
u
→ Z → 0 in A yields a triangle QX
Qu
→ QY
Qu
→ QZ
Qw
→ Σ(QX) in
HoA and, moreover, every triangle arises from a conflation in this way.
Proof. The proof of this fact for hereditary model structures on abelian
categories from [Bec14, Proposition 1.1.15] easily carries over to arbitrary
hereditary model structures; see [Sˇt’o14, Theorem 6.21]. The main point is
that C ∩ F with the exact structure induced from A becomes a Frobenius
exact category whose projective-injective objects are precisely those in C ∩
W ∩F . Then HoA can be canonically identified with the stable category of
C ∩ F which is known to be triangulated by [Hap88, Theorem I.2.6]. 
4. Purity in finitely accessible categories
4.1. Pure exact structures. Here we describe a class of exact struc-
tures which are prominent in this paper: pure exact structures on additive
finitely accessible categories. Although finitely accessible categories may
seem rather abstract, there is a handy representation result in terms of flat
modules which we are going to use in our arguments.
Definition 4.1. Let S be skeletally small preadditive category. An S-
module F ∈ Mod-S is called flat if it is a direct limit of finitely generated
projective S-modules. We denote the full subcategory of Mod-S consisting
of all flat modules by Flat-S.
For other characterizations and basic properties of flat modules we refer
for example to [CB94, §1.3]. For the moment we only point out that Flat-S
is closed in Mod-S under coproducts and direct limits. In particular, Flat-S
always has coproducts and direct limits as a category. Now we can explain
the connection to finitely accessible categories.
Proposition 4.2. The assignments
S 7→ Flat-S and A 7→ fpA
(recall Definition 2.1) give a bijective correspondence between
(1) equivalence classes of skeletally small idempotent complete additive
categories S, and
(2) equivalence classes of additive finitely accessible categories A.
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Proof. See [CB94, §1.4] or [AR94, Theorem 2.26]. 
Since Flat-S is well-known to be an extension closed subcategory of
Mod-S, it follows from [Bu¨h10, Lemma 10.20] that an additive finitely acces-
sible category always carries a natural exact structure. To be more precise,
Proposition 4.2 identifies A with Flat-S, and under this identification fpA
corresponds to proj-S, the full subcategory of finitely generated projective
modules. Now Flat-S carries the exact structure inherited from Mod-S:
Conflations are simply the short exact sequences in Mod-S whose all three
terms are flat. In particular, conflations in Flat-S are characterized by the
property that HomS(P,−) sends them to short exact sequences of abelian
groups for each P ∈ proj-S. Translating this characterization back to A
leads to the following definition from [CB94].
Definition 4.3. Let A be an additive finitely accessible category. A se-
quence 0 → X → Y → Z → 0 in A is called pure exact if the induced
sequence of abelian groups
0 −→ A(F,X) −→ A(F, Y ) −→ A(F,Z) −→ 0
is exact for each F ∈ fpG. The pure exact structure on A is the one where
conflations are precisely all pure exact sequences. Then we call the inflations
pure monomorphisms and the deflations pure epimorphisms.
A favorable fact is that both pure monomorphisms and epimorphisms
admit a simple categorical characterization in A.
Lemma 4.4. Let A be an additive finitely accessible category and f : X → Y
be a morphism. Then
(1) f is a pure epimorphism if and only if A(F, f) is surjective for each
F ∈ fpA.
(2) f is a pure monomorphism if and only if in each commutative square
F
f ′
−−−−→ G
u
y
yv
X
f
−−−−→ Y
with F,G ∈ fpA, u factors through f ′.
Proof. In both cases we assume without loss of generality that A = Flat-S
for S as in Proposition 4.2.
(1) We only need to prove that f has a kernel in A = Flat-S. But as fpA
identifies with proj-S, the map f is an epimorphism in Mod-S. Since Y is
flat, f is known to be even a pure epimorphism in Mod-S and so its kernel
in Mod-S is flat.
(2) If f satisfies the factorization condition, then f is necessarily a mono-
morphism in Mod-S by [AR94, Proposition 2.29]. Hence the factorization
condition is equivalent to f being a pure monomorphism in Mod-S by [JL89,
Proposition 7.16]. This is in turn equivalent to f having a flat cokernel in
Mod-S, which is none other than saying that f is a pure monomorphism in
A = Flat-S. 
ON PURITY AND CODERIVED AND SINGULARITY CATEGORIES 15
We also note that if A = Flat-S with the pure exact structure, then we
have canonical natural isomorphisms ExtiA(X,Y )
∼= ExtiS(X,Y ) for each
X,Y ∈ A and i ≥ 0 by (the proof of) [OSˇ12, Lemma 14].
As syzygies of flat modules are known to be flat, Flat-S has always enough
projective objects as an exact category (see [Bu¨h10, Definition 11.1]). The
projectives of Flat-S are of course the usual projective S-modules. Translat-
ing this back to the setting of abstract additive finitely accessible categories,
we see that A with the pure exact structure has enough projectives, which
we call the pure projective objects of A. The class of all pure projective
objects will be denoted by PProjA and consists precisely of summands of
arbitrary direct sums of finitely presentable objects.
A fact which may be less well known is that the pure exact structure also
admits enough injectives. If A has products, this has been proved in [CB94,
§3.3]. In general this is a consequence of the solution to the Flat Cover
Conjecture [BEBE01].
Definition 4.5. Let S be skeletally small preadditive category. We will say
that an S-module Y is a cotorsion module if Ext1S(F, Y ) = 0 for all flat
S-modules F . The class of all cotorsion modules will be denoted by Cot-S.
Remark 4.6. The terminology comes from the fact that Cot-Z was a part of
the first cotorsion pair ever considered (see [Sal79]).
Proposition 4.7. Let S be a skeletally small preadditive category. Then
(Flat-S,Cot-S) is a functorially complete hereditary cotorsion pair inMod-S.
In particular, if we denote A = Flat-S and I = Flat-S ∩Cot-S, then (A,I)
is a functorially complete cotorsion pair in A and A has enough injectives
as an exact category.
Proof. As mentioned, the key ingredient is the solution to the Flat Cover
Conjecture from [BEBE01]. The pair (Flat-S,Cot-S) is a complete cotorsion
pair in Mod-S since the proof in [BEBE01, §2] for modules over rings directly
generalizes to modules over small categories. The functoriality of approxi-
mation sequences follows from Quillen’s small object argument (see [Sˇt’o14,
Theorem 5.16]) and the heredity of (Flat-S,Cot-S) follows from the fact
that flat modules are closed under syzygies and standard dimension shift-
ing. For the second claim, note that Ext1A(A, I)
∼= Ext1S(A, I) = 0 for each
A ∈ A and I ∈ I. Moreover, every A ∈ A admits functorial approximation
sequences with respect to (A,I) and both A,I are closed under retracts.
It easily follows that (A,I) is a functorially complete cotorsion pair in A.
Since the objects of I are by definition precisely the injective objects in A,
we have shown that A has enough injectives. 
Definition 4.8. If A is a finitely accessible additive category, an object
injective with respect to the pure exact structure on A will be called pure
injective. We denote the class of all pure injective objects by PInjA.
4.2. Categories of complexes. Later we will also need to work with the
category of complexes over an additive finitely accessible category A as well
as with various related categories. The reason why we discuss this here is
that the category of complexes carries at least two or three natural exact
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structures, and we need to distinguish between these carefully to prevent
confusion.
We will use the cohomological notation for complexes:
X : · · · −→ X−1
d−1
X−→ X0
d0X−→ X1
d1X−→ X2 −→ · · · .
The category of all complexes with usual cochain complex homomorphisms
will be denoted by C(A), and the additive quotient by the null-homotopic
maps will be denoted by K(A). The suspension functor, which shifts each
X ∈ C(A) by one degree to the left and changes the signs of all differentials,
will be denoted by Σ: C(A)→ C(A). We will view A as a full subcategory
of C(A) via the embedding which sends A ∈ A to the complex
· · · −→ 0 −→ 0 −→ A −→ 0 −→ 0 −→ · · ·
with A in degree zero.
We will be interested in two distinct exact structures on C(A) and we
will give them names for future reference.
Definition 4.9. The exact structure on C(A) whose conflations are de-
fined by the property that they are pure exact in A in each degree, will
be called the induced pure exact structure on C(A). By somewhat abusing
the term, we will call such conflations pure exact sequences of complexes.
The inflations and deflations will be called pure monomorphisms and pure
epimorphisms of complexes, respectively. We denote the Ext groups with
respect to this exact structure by Exti
C(A).
The second exact structure which is often considered on C(A) is the
degree wise split exact structure, whose conflations are those sequences of
complexes which are split exact in each degree. We denote the Ext groups
with respect to this exact structure by Exti
C(A),dw.
Remark 4.10. The category C(A) is always a κ-accessible category for some
κ (Definition 2.1) by [SSˇ11, Proposition 4.5]. Although this does not guaran-
tee that C(A) is finitely accessible, this is often the case (e.g. if A is abelian,
see Remark 4.13 below). Thus, C(A) may carry its own inherent pure exact
structure, which is usually different from the induced pure exact structure
and which we never shall consider here. The word induced is to stress this
difference.
We will also consider the usual C(Ab)-enriched version of C(A). For
X,Y ∈ C(A) we denote by HomA(X,Y ) the complex of abelian groups
such that
HomA(X,Y )
n =
∏
i∈Z
A(Xi, Y i+n)
and the differential for f ∈ HomA(X,Y )
n is given by the graded com-
mutator d(f) = dY ◦ f − (−1)
nf ◦ dX . Then clearly H
nHomA(X,Y ) ∼=
K(A)(X,ΣnY ). The complexes over A with such homomorphism complexes
form a dg-category [Kel94], but we will not need this fact. For our purpose
it suffices to note the following.
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Lemma 4.11.
(1) HomA(−, Y ) : C(A)
op → C(Ab) sends pure exact sequences of com-
plexes to left exact sequences in C(Ab) (i.e. HomA(−, Y ) is left
exact).
(2) If all components of Y are pure injective, then HomA(−, Y ) sends
pure exact sequences to exact sequences (i.e. HomA(−, Y ) is exact
in this case).
Proof. This is straightforward from the left exactness of A(−, Y i) and its
exactness if Y i is pure injective. 
Another standard category related to C(A) is the derived category D(A)
of A (see [Bu¨h10, §10]). For the sake of completeness we state the relevant
definitions here explicitly. We shall discuss this category more in detail in
Section 5.
Definition 4.12 ([CH02, Kra12]). A complex X ∈ C(A) is pure acyclic if
each differential di−1 : Xi−1 → Xi factors as Xi−1 → Zi(X)→ Xi in such a
way that each of the induced sequences 0→ Zi(X)→ Xi → Zi+1(X)→ 0 is
pure exact in A. A map of complexes f : X → Y is a pure quasi-isomorphism
if the mapping cone of f is pure acyclic. The pure derived category D(A)
of A is defined as the localization of C(A)[W−1] where W is the class of all
pure quasi-isomorphisms.
Remark 4.13. Suppose that G is a finitely accessible abelian category. Then
it is automatically locally finitely presentable and it is also a Grothendieck
category, see [CB94, §2.4]. Moreover, C(G) again a locally finitely pre-
sentable Grothendieck category by [AR94, Corollary 1.54] (see also [Sˇt’o13,
Lemma 1.1]). Since fpG is a generating set, one easily checks in this case
that X is pure acyclic if and only if K(G)(ΣiA,X) = 0 for each A ∈ fpG
and i ∈ Z.
We conclude the section by two useful lemmas. The first one provides a
convenient “generating set” for Cpac(A) in terms of direct limits.
Lemma 4.14. Let A be an additive finitely accessible category. A complex
X belongs to Cpac(A) if and only if it is a direct limit of bounded contractible
complexes over fpA.
Proof. By Proposition 4.2, we can assume that A = Flat-S and fpA is iden-
tified with the full subcategory of finitely generated projective S-modules.
Then the statement was proved in [EGR98, Theorem 2.4]. For an alternative
proof we refer to [Nee08, Facts 2.4 and Theorem 8.6]. 
The second one gives a certain adjunction for the Ext-functor between A
and C(A). Given X ∈ A and n ∈ Z, we denote by Dn(X) the complex
Dn(X) : · · · −→ 0 −→ 0 −→ X
1X−→ X −→ 0 −→ 0 −→ · · · (∗)
with X in cohomological degrees n and n+ 1.
Lemma 4.15. Let A be an additive finitely accessible category. Given X ∈
A, n ∈ Z and Y ∈ C(A), there are natural isomorphisms
(1) Ext1A(X,Y
n) ∼= Ext1
C(A)(D
n(X), Y ) and
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(2) Ext1A(Y
n,X) ∼= Ext1
C(A)(Y,D
n−1(X)).
Proof. Exactly the same proof as for [Gil04, Lemma 3.1(5) and (6)] applies
to arbitrary exact categories. 
5. Models for the pure derived category
This section is devoted to studying the pure derived category D(A) of
an additive finitely accessible category A. The results will be useful in
Sections 6 and 7 for a conceptual explanation of the role of purity with
respect to coderived and singularity categories.
As a matter of the fact, an important step in this context which was
taken by Neeman [Nee08], was motivated by coderived categories. What he
proved can be stated in our terminology as follows (see Theorem 5.4 below):
If A is an additive finitely accessible category, then
(
C(PProjA),Cpac(A)
)
is a complete cotorsion pair in C(A) with respect to the induced pure exact
structure. In particular, a pure acyclic complex in C(A) with pure projec-
tive components is always contractible. Here we shall prove dual results:(
C(A),Cpac(PInjA)
)
is also a complete cotorsion pair in C(A), and a pure
acyclic complex with pure injective components also must be contractible.
This has implications for model structures for D(A) which, in more classical
algebraic terminology, can be restated in terms of a recollement.
We start the discussion with an easy but crucial observation.
Lemma 5.1. Let A be an additive finitely accessible category and Y ⊆
C(PInjA) be a class complexes such that Y = ΣY. Then the class
X = {X ∈ C(A) | Ext1
C(A)(X,Y ) = 0 for all Y ∈ Y}
has the 2-out-of-3 property for pure exact sequences. That is, if 0 → A →
B → C → 0 is a conflation in C(A) with the induced pure exact structure
(Definition 4.9) and two of A,B,C belong to X , so does the third.
Proof. Consider Y ∈ C(PInjA). Applying the functor HomA(−, Y ) to 0→
A→ B → C → 0, we get a short exact sequence
0 −→ HomA(C, Y ) −→ HomA(B,Y ) −→ HomA(A,Y ) −→ 0
of complexes of abelian groups by Lemma 4.11. Recall that for each X ∈
C(A) and Y ∈ C(PInjA) we have
Hn(HomA(X,Y )) ∼= K(A)(X,Σ
nY ) ∼=
∼= Ext1C(A),dw(X,Σ
n−1Y ) ∼= Ext1C(A)(X,Σ
n−1Y ),
for all n ∈ Z. The first two isomorphisms are well known, while the last one
follows from the fact that Y has pure injective components, so every degree
wise pure exact sequence is degree wise split. Thus, we obtain a long exact
sequence of groups
· · · −→ Ext1
C(A)(A,Σ
n−1Y ) −→ Ext1
C(A)(C,Σ
nY ) −→
−→ Ext1
C(A)(B,Σ
nY ) −→ Ext1
C(A)(A,Σ
nY ) −→
−→ Ext1
C(A)(C,Σ
n+1Y ) −→ Ext1
C(A)(B,Σ
n+1Y ) −→ · · ·
The 2-out-of-3 property follows immediately. 
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It follows directly from Definition 4.3 that a direct limit of pure exact
sequences in A is again pure exact. Thus, it makes sense to speak of direct
unions in A; these are the colimits of direct systems (Xi, fij | i < j; i, j ∈
I) with all fij pure monomorphisms. Similarly, since C(A) has arbitrary
direct limits which are computed component wise, we can speak of direct
unions in C(A) with respect to the induced pure exact structure. The
following observation then essentially follows from the previous lemma and
Proposition 2.10.
Lemma 5.2. Let A be additive finitely accessible and Y ⊆ C(PInjA) be such
that Y = ΣY. Then X = {X ∈ C(A) | Ext1
C(A)(X,Y ) = 0 for all Y ∈ Y}
is closed under direct unions in C(A).
Proof. Let (Xi, fij | i < j; i, j ∈ I) be a direct system in X such that all fij
are pure monomorphisms in the sense of Definition 4.9. Using a standard
reduction as in [AR94, Corollary 1.7], we can without loss of generality
assume that the direct system is a λ-sequence for an infinite cardinal number
λ, so in particular of the form (Xα, fαβ | α < β < λ).
Note that then Coker fα,α+1 ∈ X by Lemma 5.1, so that we almost have
an X -filtration in the sense of Definition 2.9. In fact we can adjust the
direct system to obtain an X -filtration (Xα, fαβ | α < β ≤ λ): we add the
zero object at the beginning and construct X = Xλ as lim−→α<λ
Xα. Now
X ∈ X by Proposition 2.10, but X is none other than the direct union of
(Xα, fαβ | α < β < λ). 
As a consequence of the previous lemmas, we obtain a key result.
Proposition 5.3. Let A be an additive finitely accessible category. If Y ⊆
C(PInjA) is a class complexes such that Y = ΣY, then the class
X = {X ∈ C(A) | Ext1
C(A)(X,Y ) = 0 for all Y ∈ Y}
is closed under direct limits in C(A).
Proof. Suppose that (Xi, fij | i < j; i, j ∈ I) is a direct system in X with
X = lim
−→
Xi in C(A), and consider the morphism p :
∐
iXi → X with the
colimit maps as components. First observe that p has a kernel in C(A).
Indeed, if we identify A = Flat-S according to Proposition 4.2, then p
is a surjective map in C(Mod-S). Therefore, the kernel of p belongs to
C(Flat-S) as the class of flat modules is well known to be closed under
kernels of epimorphisms in Mod-S (see e.g. [Len83, Proposition 2.2]).
Thus, we have a pure exact sequence of the following form
0 −→ K
ℓ
−→
∐
i
Xi −→ X −→ 0
in C(A). Instead of proving directly that X = lim
−→
Xi ∈ X , thanks to
Lemma 5.1 it suffices to prove that K ∈ X . This is what we aim to do next
by expressing K as a direct union of objects from X .
Almost by definition, p :
∐
iXi → X is the cokernel of a morphism
h :
∐
i<jXij →
∐
iXi given as follows. We put Xij = Xi for each i < j
and the component hij : Xij →
∐
iXi of h is given as the composition of
(
1Xi
−fij
) : Xij → Xi ⊕Xj with the coproduct inclusion Xi ⊕Xj →
∐
iXi.
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Suppose now that J ⊆ I is a finite directed subposet, or in other words, J
is a subset of I with a unique maximal element with respect to the ordering
on I. Identifying C(A) with C(Flat-S) again, we shall denote by KJ the
image in C(Mod-S) of the map (hij) :
∐
iXij → K, where j = max J and
i runs through all non-maximal elements of J . A direct computation shows
that the composition
∐
i∈J\{max J}
Xij
(hij)
−→ K
ℓ
−→
∐
i∈I
Xi −→
∐
i∈J\{max J}
Xi,
where the last arrow is the canonical projection, is the identity. In particular,
KJ is a summand of K and as such belongs to C(A), and in fact even KJ ∼=∐
i∈J\{max J}Xi ∈ X . Another simple observation is that if J ⊆ J
′ are two
finite directed subposets in I, then KJ ⊆ KJ ′ (as complexes of S-modules).
That is, K is the direct union of (KJ | J finite directed subposet of I) both
in C(Mod-S) and in C(A). As all KJ ∈ X for every J , we have K ∈ X by
Lemma 5.2. Thus, as mentioned above, X = lim
−→i
Xi ∈ X by Lemma 5.1. 
Now we are in a position to prove the existence of the aforementioned
complete cotorsion pairs.
Theorem 5.4. Let A be an additive finitely accessible category. Then(
C(PProjA),Cpac(A)
)
and
(
Cpac(A),C(PInjA)
)
are functorially complete hereditary cotorsion pairs in C(A) with the induced
pure exact structure.
Proof. As before, we can identify A with Flat-S for S = fpA. Then
C(PProjA) = C(Proj-S) is deconstructible in C(Mod-S) (with the abelian
exact structure) by [Sˇt’o13, Theorem 4.2(1)]. It follows that C(PProjA)
is also deconstructible in C(A) = C(Flat-S) with the induced pure exact
structure. In other words, there is a small set U ⊆ C(PProjA) such that
C(PProjA) = Filt(U) in C(A). Using the same notation as in (∗) and
Lemma 4.15, we can without loss of generality assume that up to isomor-
phism all complexes of the form
Dn(F ) : · · · −→ 0 −→ 0 −→ F
1F−→ F −→ 0 −→ 0 −→ · · · ,
with F ∈ fpA and n ∈ Z, belong to U . Since these complexes form a
generating set for C(A), we can apply Proposition 2.11 and this proves the
existence of a functorially complete cotorsion pair
(
C(PProjA),Y
)
in C(A).
Since C(PProjA) is closed under taking syzygies in C(A), the cotorsion pair
is hereditary by dimension shifting.
We claim that Y = Cpac(A). To this end, we learn from [Nee08, Theorem
8.6] that Y ∈ C(A) belongs to Cpac(A) if and only if K(A)(X,Y ) = 0 for all
X ∈ C(PProjA). But as in the proof of Lemma 5.1 we have isomorphisms
K(A)(X,Y ) ∼= Ext1C(A),dw(ΣX,Y )
∼= Ext1C(A)(ΣX,Y ),
proving the claim.
Regarding the other cotorsion pair, Cpac(A) = Cpac(Flat-S) is decon-
structible in C(Mod-S) by [Sˇt’o13, Theorem 4.2(2)]. Hence Cpac(A) is also
deconstructible in C(A). Again, Cpac(A) contains all the complexes D
n(F )
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with F ∈ fpA and n ∈ Z, and is closed under taking syzygies inC(A). Hence
we have a functorially complete hereditary cotorsion pair
(
Cpac(A),Y
′
)
in
C(A).
It remains to show that Y ′ = C(PInjA). As Cpac(A) in fact contains all
Dn(X) for arbitrary X ∈ A and n ∈ Z, it follows from Lemma 4.15(1) that
Y ′ ⊆ C(PInjA). On the other hand, the class
X ′ = {X ∈ C(A) | Ext1
C(A)(X,Y ) = 0 for all Y ∈ C(PInjA)}
contains all bounded contractible complexes with finitely presented com-
ponents and is closed under direct limits by Proposition 5.3. Therefore,
X ′ ⊇ Cpac(A) by Lemma 4.14. Hence Y
′ ⊇ C(PInjA), concluding the
proof. 
In the rest of the section we state several corollaries which illustrate the
power of the theorem. First of all, we obtain the following rather non-obvious
criterion for contractibility of a complex with pure-injective components.
Corollary 5.5. Suppose that X ∈ C(A) is a pure acyclic complex. If all
components of X are pure projective or if all components of X are pure
injective, then X is contractible.
Proof. We will only prove the case with X ∈ C(PInjA). The other case
is similar and it has been obtained before by using a different argumenta-
tion; see [Nee08, Remark 2.15]. So let X ∈ C(PInjA) ∩ Cpac(A). Then
Ext1(ΣX,X) = 0 by Theorem 5.4. Again we have standard isomorphisms
Ext1
C(A)(ΣX,X)
∼= Ext1C(A),dw(ΣX,X)
∼= K(A)(X,X).
Thus, 1X is null-homotopic, or equivalently X is contractible. 
Second, it follows that each pure acyclic complex over A can be trans-
finitely built from complexes as in (∗) above Lemma 4.15. If we replaced
A by a category of quasi-coherent sheaves with the abelian exact structure,
this would be interpreted as a regularity condition. Hence additive finitely
accessible categories behave as regular in this sense, regardless of whether
their global dimension is finite or not.
Corollary 5.6. There is a small set U ⊆ A such that each pure acyclic
complex X ∈ Cpac(A) is a retract of a {D
n(U) | U ∈ U and n ∈ Z}-filtered
complex.
Proof. Assume again that A = Flat-S. It is well known that the cotorsion
pair (Flat-S,Cot-S) in Mod-S is generated by a small set U in the sense of
Proposition 2.11; see [BEBE01, Proposition 2]. Of course, we can without
loss of generality assume that all isotypes of finitely presentable objects are
represented in U . It follows that
PInjA = {Y ∈ A | Ext1A(U, Y ) = 0 for each U ∈ U}
and, in view of Lemma 4.15, also that
C(PInjA) = {Y ′ ∈ C(A) | Ext1
C(A)(D
n(U), Y ′) = 0 for each U ∈ U , n ∈ Z}.
Hence the conclusion is a consequence of Proposition 2.11 applied to (X ,Y) =(
Cpac(A),C(PInjA)
)
. 
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In view of Proposition 3.2, we also have an explicit description of two
exact and hereditary model structures on C(A) whose homotopy category
is the pure derived category D(A). Following [Bec14, 1.1.10], we call them
the projective and the injective model structure for D(A), respectively. The
projective model structure has been described also in [Sˇt’o14, Theorem 7.17].
Corollary 5.7. The triples
(C,W,F) =
(
C(PProjA),Cpac(A),C(A)
)
and
(C,W,F) =
(
C(A),Cpac(A),C(PInjA)
)
.
of classes of C(A) represent hereditary model structures on C(A). In both
cases, the homotopy category is D(A).
Proof. By Corollary 5.5, C(PProjA) ∩ Cpac(A) is the class of contractible
complexes with pure projective components, or in other words the class of
projective objects of C(A) with the induced pure exact structure. Hence in
the first case (C ∩ W,F) is a (trivial) functorially complete cotorsion pair,
and (C,W,F) satisfies the assumptions of Proposition 3.2. The second case
is similar. In this situation, Cpac(A) ∩ C(PInjA) is the class of injective
objects of C(A) and, in view of the proof of Corollary 5.6, (C,W ∩ F) is
functorially complete in C(A) by Proposition 2.11. In both cases, the trivial
objects are precisely the pure acyclic complexes. It is standard to check using
the description from Proposition 3.2 that weak equivalences are none other
than pure quasi-isomorphisms, and so HoC(A) = D(A). 
In more classical algebraic terms, the latter corollary can be interpreted
as the existence of a certain recollement. In fact, the existence of the rec-
ollement has been established in Neeman’s [Nee10b, Theorem 3.1], based on
results in [BEI+12]. The added value here is that we explicitly compute the
essential image of j∗.
Corollary 5.8. Denote by Kpac(A) the homotopy category of pure acyclic
complexes over A and by i∗ : Kpac(A)→ K(A) the inclusion. Then there is
a recollement
Kpac(A) i∗ //K(A)
i∗
ww
i!
gg j
∗ //D(A)
j!
ww
j∗
gg .
Moreover, the essential image of j! is K(PProjA) and the essential image
of j∗ is K(PInjA).
Proof. Applying [SSˇ11, Corollary 3.12] to C(A) with the degree wise split
and induced pure exact structures, we infer that the pairs of classes(
K(PProjA),Kpac(A)
)
and
(
Kpac(A),K(PInjA)
)
are so-called Bousfield localizing pairs in K(A). That is, the classes in each
pair are mutually orthogonal with respect to the Hom-functor, they are
closed under suspensions and desuspensions, and for each A ∈ A there are
triangles, unique up to a unique isomorphism, of the form
XA −→ A −→ YA −→ ΣX
A and Y A −→ A −→ ZA −→ ΣY
A
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with XA ∈ K(PProjA), YA, Y
A ∈ Kpac(A) and ZA ∈ K(PInjA). The con-
clusion is now a standard application of abstract results concerning Bousfield
localization; see [Nee01, Ch. 9] or [Kra10, §4]. 
Finally, there is a puzzling consequence of Theorem 5.4 for module cate-
gories. As mentioned in the introduction, modules as in the coming corollary
for instance inevitably appear in Gorenstein homological algebra. An appli-
cation of the corollary will be given later in Proposition 7.9.
Corollary 5.9. Let S be a small additive category and let
· · · −→ I2 −→ I1 −→ I0 −→ X −→ 0
be an exact sequence of S-modules with all In, n ≥ 0, injective modules.
Then X is cotorsion (recall Definition 4.5). In fact, even Ext1S(F,X) = 0
whenever F has finite flat dimension.
Proof. Let us extend the exact sequence to an acyclic complex of S-modules
I : −→ I2 −→ I1 −→ I0 −→ I
0 −→ I1 −→ · · ·
with injective components and I0 in degree 0. Our task is to prove that
K(Mod-S)(F,ΣI) = 0 for any fixed flat S-module F . To this end, consider
the class Cac(InjR) of all acyclic complexes with injective components. Then
X = {X ∈ C(Mod-S) | Ext1
C(Mod-S)(X,Y ) = 0 for all Y ∈ Cac(InjR)}
is closed under direct limits by Proposition 5.3. Note that since every exten-
sion of Y by X is necessarily degree wise split, it does not matter whether
we consider the abelian or the induced pure exact structure on C(Mod-S).
Since clearly Ext1
C(Mod-S)(P, Y )
∼= K(Mod-S)(P,ΣY ) = 0 for every finitely
generated projective module P and for each Y ∈ Cac(InjR), it follows that
also F ∈ X . Hence K(Mod-S)(F,ΣI) ∼= Ext1
C(Mod-S)(F, I) = 0, as required.
The last part follows by easy dimension shifting, since for each n ≥ 0
also Zn = Coker(In+1 → In) is cotorsion and Ext
1
S(F,X)
∼= ExtnS(F,Zn)
∼=
Ext1S(Ω
n−1(F ), Zn). 
Remark 5.10. If F ∈ Mod-S is an ℵn-presentable flat module, then the
projective dimension of F is at most n by [Oso73, Theorem 2.45] or [Sim77,
Corollary 3.13] and hence Ext1S(F,X) = 0 by dimension shifting. For a
general flat module F we are not aware of a more direct argument than the
one presented above.
Remark 5.11. Suppose that R is a von Neumann regular ring. Then ev-
ery R-module is flat and cotorsion modules are precisely the injective ones.
Corollary 5.9 says that there cannot be any non-trivial cosyzygies of infinite
order. If R is of infinite global dimension, there exist, however, non-trivial
cosyzygies of arbitrarily large finite order.
6. Coderived categories
Given a locally finitely presentable Grothendieck category G, we can con-
sider the thick subcategory C of D(G), the usual derived category of G,
generated by fpG. If G is locally coherent, which by definition means that
fpG is abelian [CB94, §2.4], then C coincides withDb(fpG), the bounded de-
rived category of fpG; see [KS06, Theorem 15.3.1]. It is well known that the
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objects of C may not be compact in D(G). As noticed by Krause in [Kra05],
for G locally noetherian one needs to enlarge D(G) to K(InjG) and there C
identifies with the compact objects. As K(InjG) coincides by [Pos11, The-
orem 3.7] with what Positselski calls the coderived category of G, we will
stick to this terminology here.
Our aim is to show that the local noetherianness can be replaced by local
coherence. The proof is, however, much more involved for two reasons. First,
we will rely on the non-trivial Corollary 5.5. Second, it is difficult to deal
with coproducts in K(InjG) directly, as is very well illustrated in [Nee14].
Hence, we will need an fp-injective model for the coderived category, allowing
us to prove a version of [Kra12, Conjecture 1] along the way. We will also
illustrate in Example 6.15 that the assumption of local coherence cannot be
easily dropped, not even for module categories.
6.1. The derived category of fp-injectives. Our first aim is to better
understand the derived category of the exact category of fp-injective objects.
Definition 6.1. Let G be a locally finitely presentable Grothendieck cat-
egory. Then X ∈ G is fp-injective if Ext1G(F,X) = 0 for all F ∈ fpG.
We denote the full subcategory of G formed by the fp-injective objects by
FpinjG.
Warning 6.2. In order to prevent confusion, we stress that the ExtnG in this
and the next section stands for the Ext-group with respect to the abelian exact
structure rather than with respect to the pure exact structure. Similarly,
Extn
C(G) will denote the Ext-groups for C(G) with respect to the abelian
exact structure.
For basic properties of the class of fp-injective objects and their relation
to the injective objects we refer to Appendix B. As mentioned in [Ste70],
replacing injective objects by fp-injective ones can (and does) prove very
useful when trying to generalize homological results from a noetherian to a
non-noetherian setting. The advantage of fp-injective objects in our case is
that on one hand finitely presentable objects see them as injective, and on
the other hand the class of fp-injective objects is closed under coproducts.
As FpinjG carries a natural exact structure inherited from G, we may
consider its unbounded derived category D(FpinjG). It is an easy obser-
vation that acyclic complexes in C(FpinjG) are precisely the pure acyclic
complexes in G with fp-injective components. We shall therefore denote this
class by Cpac(FpinjG).
Since triangulated categories like D(FpinjG) usually do not have other
interesting colimits than coproducts, they cannot be locally finitely pre-
sentable. However, there is a well known remedy—the concept of a com-
pactly generated triangulated category (see [Nee01, Kra05] for a thorough
discussion and generalizations).
Definition 6.3. An object C of a triangulated category T with small co-
products is compact if for each collection (Xi | i ∈ I) of objects of T , the
canonical morphism ∐
i∈I
T (C,Xi) −→ T
(
C,
∐
i∈I
Xi
)
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is an isomorphism. The category T is compactly generated if there exists a
small set S ⊆ T of compact objects such that for each 0 6= X ∈ T there is
a morphism 0 6= f : ΣnS → X for some S ∈ S and n ∈ Z.
After the lengthy initial discussion, the following proposition becomes
rather easy.
Proposition 6.4. Let G be a locally finitely presentable Grothendieck cate-
gory. Then D(FpinjG) is a compactly generated triangulated category.
Proof. The proof is based on the following two observations. First, each
object X ∈ G admits an augmented proper right fp-injective resolution
AX : 0→ X → J
0 → J1 → J2 → · · ·
in the sense of [Mur07, Definition 2.24]. That is, Jn ∈ FpinjG for all
n ≥ 0 and HomG(AX , J) is acyclic for each J ∈ FpinjG. Here we use
the functorially complete cotorsion pair (X ,Fpinj G) in G which is provided
by Proposition 2.11, and we construct the augmented resolution using the
corresponding approximation sequences (see also [Mur07, Remark 2.25]).
The truncated complex
JX : 0→ J
0 → J1 → J2 → J3 → · · ·
with J0 in degree 0 is then a so-called proper right fp-injective resolution,
and there is an obvious map j : X → JX in C(G) whose cone is AX .
Second, if F ∈ G is finitely generated, then a proper right fp-injective res-
olution JF of F is compact in K(FpinjG) by [Mur07, Meta-Theorem 2.29]
and the discussion above it. This is since j∗ : K(G)(JX , J
′) → K(G)(X,J ′)
is an isomorphism for all J ′ ∈ K(FpinjG), and since K(FpinjG) has coprod-
ucts which are computed component wise by Lemma B.1.
Now we fix proper right fp-injective resolutions JF , where F is running
over all representatives of isoclasses of finitely presentable objects in G. Let
S ⊆ C(FpinjG) by the collection of all such JF . This is by the above
discussion a set of compact objects on K(FpinjG) such that the class
S⊥ = {X ∈ K(FpinjG) | K(FpinjG)(JF ,X) = 0 for each JF ∈ S}
consists precisely of all X ∈ K(FpinjG) such that HomG(F,X) is acyclic for
each F ∈ fpG. Since fpG is a generating set for G, each such X is acyclic.
Moreover, each such X is pure acyclic by Lemma 4.4. A moment’s thought
reveals that we even have equality S⊥ = Kpac(FpinjG).
It is now a standard result that the Verdier quotient K(FpinjG)/S⊥,
which is none other than D(FpinjG) ≃ K(FpinjG)/Kpac(FpinjG), is com-
pactly generated triangulated. We refer to [Nee01, Ch. 9] or [Kra10, §5] for
details. 
Our next goal is to show that D(FpinjG) is canonically triangle equiva-
lent to K(InjG). Following the philosophy of the paper, we shall do so by
constructing model structures on C(G) for both the triangulated categories.
Here we start by proving the existence of two cotorsion pairs which we will
use for the model of D(FpinjG), finishing the entire argument later in §6.3.
26 JAN SˇTˇOVI´CˇEK
Lemma 6.5. Let G be a locally finitely presentable Grothendieck category.
Then C(G) admits functorially complete cotorsion pairs
(T C,C(FpinjG)) and (C,Cpac(FpinjG)).
Proof. Note that by Lemma 4.15(1), a complex X ∈ C(G) belongs to
C(FpinjG) if and only if Ext1
C(G)(D
n(F ),X) = 0 for all n ∈ Z and F ∈ fpG.
Hence Proposition 2.11 yields the existence of a functorially complete cotor-
sion pair (T C,C(FpinjG)) in C(G).
Similarly, note that X ∈ Cpac(G) if and only if Ext
1
C(G)(Σ
nF,X) = 0 for
all n ∈ Z and F ∈ fpG. Indeed, since Dn(F ) is always an extension of Σ−nF
and Σ−n−1F , a complex which satisfies Ext1
C(G)(Σ
nF,X) = 0 for all n and
F has all components fp-injective. Thus,
0 = Ext1
C(G)(Σ
nF,X) ∼= Ext1C(G),dw(Σ
nF,X) ∼= K(G)(Σn−1F,X),
or in other wordsHomG(F,X) = 0 for all F ∈ fpG, and soX ∈ Cpac(FpinjG).
If we conversely start with X ∈ Cpac(FpinjG), then Ext
1
C(G)(Σ
nF,X) = 0
for all n and F follows simply by retracing the steps. Hence the functorially
complete cotorsion pair (C,Cpac(FpinjG)) in C(G) again exists by Proposi-
tion 2.11. 
Remark 6.6. If G is locally coherent, the two cotorsion pairs from Lemma 6.5
are necessarily hereditary and their mere existence implies the existence of
a model structure on C(G) whose homotopy category is D(FpinjG); see
[Gil14a]. However, it seems far from being obvious from there that the class
of trivial objects is the same as for the Positselski-Becker coderived model
structure from [Bec14, Proposition 1.3.6]. Proving this equality is one of the
highlights of Section 6 (see Theorem 6.12).
6.2. Coacyclic complexes. As the usual derived category D(G) is ob-
tained from C(G) by killing acyclic complexes, K(InjG) can be obtained
by killing the smaller class of so-called coacyclic complexes; [Pos11]. Let us
provide a few details on this process.
Analogously to Baer’s criterion for injectivity for module categories, G
admits a set S of finitely generated objects such that
InjG = {Y ∈ G | Ext1G(S, Y ) = 0 for each S ∈ S}.
It is a direct consequence of Lemma 4.15 that
C(InjG) = {Y ∈ C(G) | Ext1
C(G)(D
n(S), Y ) = 0 for each S ∈ S and n ∈ Z}.
Hence C(InjG) is the right hand side of a functorially complete cotorsion
pair in C(G) by Proposition 2.11. The left hand side of this cotorsion pair
is the subclass of all acyclic complexes which we are looking for.
Definition 6.7 ([Pos11, Bec14]). A complex X ∈ C(G) is called coacyclic,
if Ext1
C(G)(X,Y ) = 0 for each Y ∈ C(InjG). We denote the class of all
coacyclic complexes by Ccoac(G).
Remark 6.8. This definition perfectly agrees with the terminology of [Bec14].
For a locally noetherian G it matches also the original and somewhat different
definition of Positselski; see [Pos11, §3.7].
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Invoking a result of Becker and Positselski, we have the following.
Proposition 6.9. Let G be a locally finitely presentable Grothendieck cat-
egory. Then there is an abelian hereditary model structure on C(G) such
that
(1) Every complex is cofibrant.
(2) The trivial complexes are precisely the coacyclic ones.
(3) The fibrant complexes are the ones with injective components.
Moreover, HoC(G) is triangle equivalent to K(InjG).
Proof. The existence of the model structure a special case of [Bec14, Propo-
sition 1.3.6] while the last part follows from [Bec14, Proposition 1.1.13].
In fact, it is not difficult to prove the proposition directly from Proposi-
tion 3.2, just taking into account that (Ccoac(G),C(Inj G)) is a functorially
complete cotorsion pair in C(G) and Ccoac(G) ∩C(InjG) consists precisely
of contractible complexes with injective components. 
Following [Pos11, Bec14], we can define the coderived category Dco(G) of
G as the homotopy category of the latter model structure. That is, Dco(G) =
C(G)[W−1], where W consists of all cochain complex homomorphisms whose
mapping cones are coacyclic. Then Dco(G) ≃ K(InjG) and we can use
this insight to construct and understand a model structure for the derived
category of fp-injectives.
6.3. The equivalences. Here we have collected enough information to pro-
ceed to the main results. We start with a general consequence of Theo-
rem 5.4.
Lemma 6.10. Let G be a locally finitely presentable Grothendieck category.
Then Cpac(FpinjG) ⊆ Ccoac(G) ∩C(FpinjG).
Proof. We only need to prove that Cpac(FpinjG) ⊆ Ccoac(G). In other
words, any given exact sequence ε : 0 → I → E → X → 0, where I ∈
C(InjG) and X ∈ Cpac(FpinjG), must split. Since ε must be component
wise split and certainly I ∈ C(PInjG), this follows from Theorem 5.4. 
This is how far one can get for general locally finitely presentable Grothen-
dieck categories. The crux of comparingK(InjG) withD(FpinjG) is that we
actually obtain equality between Cpac(FpinjG) and Ccoac(G) ∩C(FpinjG)
if G is locally coherent. This additional assumption cannot be omitted as
will be shown in Example 6.15.
Proposition 6.11. Let G be a locally coherent Grothendieck category. Then
Cpac(FpinjG) = Ccoac(G) ∩C(FpinjG).
Proof. Let S ⊆ FpinjG be a small set of objects such that
InjG = {Y ∈ FpinjG | Ext1FpinjG(S, Y ) = 0 for each S ∈ S}.
The existence of S is proved in Proposition B.7 and that is where the local
coherence of G is needed. By Lemma 4.15 we also have
C(InjG) = {Y ∈ C(FpinjG) | Ext1
C(FpinjG)(D
n(S), Y ) = 0 ∀S ∈ S, n ∈ Z}.
Here we consider the obvious exact structure on C(FpinjG) obtained by re-
striction from either the abelian or the induced pure exact structure onC(G).
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Thus,C(FpinjG) admits a functorially complete cotorsion pair (X ,C(Inj G))
such that X consists precisely of retracts of Sˆ-filtered objects, where
Sˆ = {Dn(S) | S ∈ S and n ∈ Z}.
This follows from Proposition 2.11.
On the other hand, (X ,C(InjG)) is just a restriction of the cotorsion
pair (Ccoac(G),C(Inj G)) from C(G) to C(FpinjG), so that X = Ccoac(G) ∩
C(FpinjG). Thus our task is to prove that each X ∈ X is pure acyclic.
Since retracts of pure acyclic complexes are pure acyclic, we can assume by
the above discussion that X has an Sˆ-filtration (Xα | α ≤ λ) (we view the
maps in the filtration as inclusions).
Now it is easy to prove that each Xα is pure acyclic by transfinite in-
duction on α. For α = 0 this is trivial and for limit ordinals this follows
from the fact that direct limits of pure exact sequences are pure exact. If
α = β+1 is an ordinal successor, then we have a component wise pure exact
sequence of complexes
0 −→ Xβ −→ Xα −→ D
nα(S) −→ 0
with S ∈ S. Since its both ends are pure acyclic (Xβ by inductive hypothe-
sis), so is Xα. The conclusion follows by considering X = Xλ. 
Now we can finish the discussion of the existence of a nice model for
D(FpinjG) which was initiated in §6.1. We also confirm [Kra12, Conjec-
ture 1] not only for coherent rings, but also for locally coherent Grothendieck
categories.
Theorem 6.12. Let G be a locally coherent Grothendieck category. Then
there is an abelian hereditary model structure on C(G) represented by the
triple of classes (C,W,F), where
(1) F = C(FpinjG), the class of all complexes with fp-injective compo-
nents,
(2) F ∩ W = Cpac(FpinjG), the class of pure acyclic complexes of fp-
injectives,
(3) W = Ccoac(G), the class of coacyclic complexes.
In particular, we have triangle equivalences
HoC(G) = Dco(G) ≃ D(Fpinj G) ≃ K(InjG).
Proof. Consider the two cotorsion pairs
(T C,C(FpinjG)) and (C,Cpac(FpinjG)).
from Lemma 6.5. Since G is locally coherent, their right hand sides are closed
under taking cosyzygies and so they are hereditary. In order to prove that
there is a (unique) hereditary abelian model structure satisfying (1)–(3), we
are only required to check that
T C = C ∩Ccoac(G) and Cpac(FpinjG) = Ccoac(G) ∩C(FpinjG).
The second equality has been proved in Proposition 6.11. To show the first
one, note that clearly T C ⊆ C and T C ⊆ Ccoac(G) (in terms of the right hand
sides of the corresponding cotorsion pairs, this just says that C(FpinjG) ⊇
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Cpac(FpinjG) and C(FpinjG) ⊇ C(InjG)). Suppose conversely that X ∈
C ∩Ccoac(G) and consider an approximation sequence
ε : 0 −→ J −→ T −→ X −→ 0
with J ∈ C(FpinjG) and T ∈ T C. Since both T,X ∈ Ccoac(G), we have
J ∈ Ccoac(G) ∩ C(FpinjG) = Cpac(FpinjG). As then Ext
1
C(G)(X,J) = 0,
ε splits and X ∈ T C. Thus, an abelian hereditary model structure with the
required properties exists.
As HoC(G) depends only on the class of trivial objects, HoC(G) =
Dco(G) is just the definition of the coderived category. The equivalence
Dco(G) ≃ K(InjG) comes from Proposition 6.9. Finally, it follows from
[Gil11, Proposition 5.2 and Corollary 5.4] that we can restrict the model
structure from the present theorem to C(FpinjG) and the homotopy cate-
gory remains canonically equivalent. As a result of the restriction, we obtain
a hereditary exact model structure on C(FpinjG) whose class of trivial ob-
jects is precisely Ccoac(G) ∩C(FpinjG) = Cpac(FpinjG). That is, the weak
equivalences are precisely pure quasi-isomorphisms and the homotopy cate-
gory is D(FpinjG). 
In more algebraic terms, what the theorem says can be restated in com-
plete analogy with [Kra05, Theorem 1.1(2)] and vastly improves [Nee14,
Theorem 3.13] for locally coherent Grothendieck categories.
Corollary 6.13. Let G be a locally coherent Grothendieck category. Then
K(InjG) is a compactly generated triangulated category. Moreover, a functor
I : Db(fpG) −→ K(InjG)
which assigns to each bounded complex X ∈ Db(fpG) a fixed injective res-
olution I(X) of X and similarly for morphisms, restricts to an equivalence
between Db(fpG) and the full subcategory K(InjG)c of compact objects in
K(InjG).
Proof. If we combine the triangle equivalence D(FpinjG) ≃ K(InjG) with
Proposition 6.4, we immediately get that the (representatives of isoclasses
of) injective resolutions of finitely presentable objects of G form a compact
generating set for K(InjG). Since the functor I is well known to be triangu-
lated and fully faithful, and since fpG generates Db(fpG) as a triangulated
category, the conclusion follows from [Nee92, Lemma 2.2]. 
6.4. The non-coherent case. Let us also briefly discuss what happens if
G is not locally coherent. The main purpose is to illustrate how badly the
results in §6.3 may fail. What we still have is the following.
Lemma 6.14. Let G be a locally finitely presentable Grothendieck cate-
gory. Then K(InjG) is equivalent to D(FpinjG)/L for a suitable local-
izing subcategory (i.e. a triangulated subcategory closed under coproducts)
L ⊆ D(FpinjG).
Proof. By a straightforward variation of results from [Gil11, §5], one can
restrict the model structure from Proposition 6.9 to C(FpinjG) without
changing the homotopy category. It follows that K(InjG) ≃ Dco(G) is ob-
tained from C(FpinjG) by inverting all morphisms with mappings cones in
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Ccoac(G) ∩C(FpinjG), whereas D(FpinjG) is obtained from C(FpinjG) by
inverting the morphisms with mapping cones in Cpac(FpinjG). The rest
follows from Lemma 6.10 and, explicitly, L can be taken as the class of all
coacyclic complexes in D(FpinjG). 
However, the following example shows that the above localization functor
Q : D(FpinjG) → K(InjG) may not be an equivalence, and in particular
that the first part of [Kra12, Conjecture 1] fails as stated. It also shows that
we need to assume local coherence in Proposition 6.11.
Example 6.15. Let k be a field, m be an infinite dimensional k-vector space,
and let R = k⋉m be the trivial extension of k by m. One can quickly verify
that R is a perfect non-coherent local ring, where m is the unique maximal
ideal.
Suppose that X is a non-projective R-module and P1
g
→ P0 → X → 0 is
its minimal projective resolution. Then Im g is contained in the Jacobson
radical of P0, hence it is a semisimple R-module. That is, Im g ∼= (R/m)
(I)
for non-empty set I and consequently Ker g ∼= m(I) ∼= (R/m)(J). Hence the
minimal second syzygy of X is always an infinitely generated semisimple
R-module. Given any semisimple R-module S, one also quickly checks that
Ext2R(X,S)
∼= HomR(Ker g, S) ∼= HomR((R/m)
(J), S)
If we substitute S = Ker g ∼= (R/m)(J), we immediately see that Ext2(X,−)
does not commute with coproducts since the image of 1Ker g : Ker g → Ker g
cannot be contained a finite subcoproduct of (R/m)(J).
It follows from [Mur07, Meta-Theorem 2.29] that an injective resolution
I(X) of X cannot be compact in K(InjG). Indeed, if I(S) is an injective
resolution of S, then I(S) is a coproduct of J copies of I(R/m) in K(InjR)
and we have
Ext2R(X,S)
∼= K(G)(X,Σ2I(S)) ∼= K(G)(I(X),Σ2I(S)).
Hence the canonical localization functor D(FpinjR) → K(InjR), which
sends proper right fp-injective resolutions of non-projective finitely pre-
sentable modules to injective resolutions of the same modules, cannot be
an equivalence since it sends compact objects to non-compact ones.
Pushing this idea a little further, we can demonstrate a complex which
is in Ccoac(G) ∩ C(FpinjG) but not in Cpac(FpinjG). Namely, consider a
quasi-isomorphism
f : I(R/m)(J) → I
(
(R/m)(J)
)
.
Its mapping cone is acyclic and bounded below, hence coacyclic. Note that
the domain of f is a coproduct of J copies of I(R/m) in D(FpinjR) and
the codomain is a coproduct of the same J copies in K(InjR). If X is
non-projective finitely presentable, then K(G)(X,Σ2f) cannot be an iso-
morphism by the above discussion, so that the mapping cone of f is not
pure acyclic.
7. Singularity categories and Krause’s recollement
We conclude with a discussion of the so-called singularity category of a
locally coherent Grothendieck category (Definition 7.5). We do not strive
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for the utmost generality but rather for a reasonably simple criterion under
which the recollement situation from [Kra05] still arises.
First of all note that there is a canonical localization functor Q : Dco(G)→
D(G). The coderived category is constructed from C(G) by formally invert-
ing the morphisms whose mapping cones are coacyclic, while D(G) by in-
verting all quasi-isomorphisms. This Q is well known to have a fully faithful
right adjoint R. From the model theoretic point of view, we can denote
by C(G)co the category of complexes with the model structure from Propo-
sition 6.9 and by C(G)der the same category of complexes, but with the
standard injective model structure for the derived category (see e.g. [Hov99,
§2.3] or [Hov02, Example 3.2] and references there). Then the identity func-
tor 1C(G) : C(G)
der → C(G)co is right Quillen and R is its right derived
functor.
Alternatively from the algebraic point of view, we start with the functori-
ally complete cotorsion pair (Cac(G),dg-InjG) inC(G). Such a pair certainly
exists by [Gil07, Theorem 4.12], or by [Sˇt’o13, Theorem 4.2(2)] together with
Proposition 2.11. Then Dco(G) ≃ K(InjG) by Proposition 6.9 and D(G) is
equivalent to the full subcategory dg-InjG ⊆ K(InjG). The subcategory
dg-InjG is reflective in K(InjG) by [BEI+12] and the reflection corresponds
to the localization functor Q under the identifications in place. The right
adjoint R is then simply identified with the inclusion dg-InjG ⊆ K(InjG).
More interestingly, under appropriate conditions we also have a left ad-
joint L to Q. This has been observed in [Kra05] for certain locally noetherian
Grothendieck categories and in [Bec14, Corollary 2.2.2] in the context of dg
modules. However, the left adjoint does not exists unconditionally as was
demonstrated in [Nee14, Example 4.1]. Following a suggestion of Gillespie
from [Gil14b], the theory developed by Krause [Kra05] turns out to work
under the following hypothesis.
Hypothesis 7.1. G is a locally coherent Grothendieck category which ad-
mits a small generating set S ⊆ fpG of objects of finite projective dimension.
That is, for each S ∈ S there exists iS ≫ 0 such that Ext
iS
G (S,−) ≡ 0.
This hypothesis is satisfied under various circumstances. The simplest
case is when G is a module category. It also holds for the category G of
quasi-coherent sheaves over a quasi-projective scheme with coherent struc-
ture sheaf; see [TT90, Examples 2.1.2(c) and Proposition B.8]. Finally, such
a hypothesis is a must for Gorenstein categories—compare to [EEGR08, Def-
inition 2.18].
The following is an observation due to Gillespie [Gil14b], analogous to
the argument for [Kra05, Lemma 2.2] (compare also to [Kra05, Corollary
1.2]—there is no mystery there anymore).
Lemma 7.2. Let G and S be as in Hypothesis 7.1, and let X ∈ C(InjG).
Then the following are equivalent:
(1) X is acyclic.
(2) K(G)(ΣnS,X) = 0 for all S ∈ S and n ∈ Z.
Proof. Since S is a generating set, each complex satisfying (2) is acyclic.
On the other hand, suppose that X is acyclic and S ∈ S and iS > 0 are
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such that ExtiSG (S,−) ≡ 0. Then K(G)(S,X)
∼= Ext
iS
G (S,Z
−iS (X)) = 0 and
similarly for (de)suspensions of S. 
As an immediate corollary, we obtain another functorially complete co-
torsion pair (compare to [Bec14, Remark 2.2.5]).
Corollary 7.3. Let G be as in Hypothesis 7.1. Then there is a functorially
complete cotorsion pair (W,Cac(InjG)) in C(G).
Proof. Let U ⊆ G be a small set such that
C(InjG) = {Y ∈ C(G) | Ext1
C(G)(D
n(U), Y ) = 0 for each U ∈ U and n ∈ Z}.
(see §6.2). Given S from Hypothesis 7.1, the the Ext1G-orthogonal class to
{Dn(U) | U ∈ U , n ∈ Z} ∪ {ΣnS | S ∈ S, n ∈ Z}
equals Cac(InjG) by the former lemma. Hence there is a functorially com-
plete cotorsion pair as in the statement by Proposition 2.11. 
More importantly, the hypothesis ensures that the derived category of
D(G) is compactly generated by S.
Proposition 7.4. Let G and S be as in Hypothesis 7.1. Then S is a set of
compact generators for D(G).
Proof. The fact that S is a set of generators is straightforward. Any X ∈
D(G) can be fibrantly replaced by a complex Y ∈ dg-Inj (G). Since we have
D(G)(ΣnS,X) ∼= K(G)(ΣnS, Y ), it follows that D(G)(ΣnS,X) = 0 for all
S ∈ S and n ∈ Z if and only if X is acyclic.
A little trickier is to prove that an object S ∈ S is compact in D(G).
To this end, fix i > 0 such that ExtiG(S,−) ≡ 0 and consider the standard
t-structure (D≤0,D≥0) on D(G) (see [BBD82, Exemples 1.3.2]). We first
claim that D(G)(S,D≤−i) = 0. Indeed, let X ∈ dg-InjG represent an object
of D≤−i. Then again
D(G)(S,X) ∼= K(G)(S,X) ∼= ExtiG(S,Z
−i(X)) = 0,
proving the claim.
Next suppose that we have a map f : S →
∐
j∈J Xj in D(G). Since the
t-structure truncations commute with coproducts, the previous claim allows
us replace all Xj by τ
>−iXj . Hence we can without loss of generality assume
that Xj ∈ D
≥1−i for all j, i.e. that all Xj have non-zero components only
in degrees ≥ 1− i.
The last step of the proof consists in showing that the right adjoint
R : D(G) → Dco(G) preserves the coproduct
∐
j∈J Xj . To see that, note
that the fibrant replacement of
∐
j∈J Xj in C(G)
der can be constructed clas-
sically using [Har66, Lemma 4.6(i)]. That is, we have a short exact sequence
0 −→
∐
j∈J
Xj −→ I −→ A −→ 0, (†)
where I is a bounded below complex injective components and A is bounded
below and acyclic. Now [Hir03, Theorem 8.4.4] and its proof dictate that
R(
∐
j∈J Xj)
∼= I. Observe also that the bounded below acyclic complex
A is also coacyclic since 0 = K(G)(A,ΣJ) ∼= Ext1
C(G)(A, J) for each J ∈
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C(InjG). Hence (†) is also a fibrant replacement of
∐
j∈J Xj in D
co(G) and
so R(
∐
j∈J Xj)
∼=
∐
j∈J R(Xj) canonically.
Once we have this, then, viewing X as an object of Dco(G), we have
D(G)
(
Q(X),
∐
j∈J
Xj
)
∼= Dco(G)
(
X,
∐
j∈J
R(Xj)
)
.
Since X is compact inDco(G) by Theorem 6.12 and Corollary 6.13, it follows
that f factors through a finite subcoproduct of
∐
j∈J Xj , finishing the proof
that X is compact in D(G). 
At this point we can use the existing results in [Bec14] to quickly obtain
a generalization of [Kra05, Theorem 1.1]. First of all, however, we need give
a precise definition of a singularity category in our context. We refer to
[Buc86] and the introduction of [Kra05] for the geometric motivation of the
terminology and for the representation theoretic significance of the concept.
Definition 7.5. Let G be a Grothendieck category as in Hypothesis 7.1, and
denote by Dperf(fpG) the full subcategory of compact objects of D(G). The
notation comes from the fact that in various contexts complexes compact in
D(G) are called perfect. Since each perfect complex has finitely presentable
cohomology by the above proposition, we can view Dperf(fpG) as a thick
subcategory of Db(fpG). Then the singularity category of G is defined as
the Verdier quotient
Dsing(fpG) = Db(fpG)/Dperf (fpG).
The main motive of [Kra05] was the description of an “inductive comple-
tion” of the quotient Dco(G)/D(G). Following the spirit of this text, we first
give a model theoretic background for the situation.
Proposition 7.6. Let G be a Grothendieck category satisfying Hypothe-
sis 7.1 and let W ⊆ C(G) be the class from Corollary 7.3. Then there are
two abelian model structures on C(G) with the class of trivial objects equal
to W. The corresponding triples as in Proposition 3.2 are(
Cac(G),W,C(Inj G)
)
and
(
C(G),W,Cac(InjG)
)
.
In particular, we have in both cases a triangle equivalence
HoC(G) ≃ Kac(InjG).
Proof. The first model structure is constructed as the right Bousfield lo-
calization C(G)co/C(G)der of the model categories C(G)co and C(G)der for
Dco(G) and D(G), respectively. We refer to [Bec14, Propositions 1.4.2 and
1.5.3] for details. The homotopy category is necessarily equivalent to the
Verdier quotient Dco(G)/ ImR, where R : D(G)→ Dco(G) is the fully faith-
ful right adjoint functor discussed at the beginning of the section. The sec-
ond model structure from the statement is constructed in complete analogy
with [Bec14, Proposition 2.2.1], using the cotorsion pair from Corollary 7.3.
In both cases, the homotopy categories are triangle equivalent to Kac(InjG)
by [Bec14, Proposition 1.1.14]. 
Now we can state the last main result, generalizing [Kra05, Theorem 1.1]
and analogous to [Bec14, Corollary 2.2.2].
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Theorem 7.7. Let G be a Grothendieck category satisfying Hypothesis 7.1.
Then the localization functor Q : Dco(G) → D(G) has both a left adjoint L
and a right adjoint R. In particular, there is a recollement
S(G) i∗ //Dco(G)
i∗
ww
i!
gg Q
//D(G)
L
ww
R
gg ,
where S(G) = {X ∈ Dco(G) | Q(X) = 0} is the full subcategory of Dco(G)
formed by acyclic complexes. In particular,
(1) S(G) is a compactly generated triangulated category,
(2) S(G) is triangle equivalent to Kac(InjG), and
(3) the full subcategory of compact objects of S(G) is equivalent to the
idempotent completion of the singularity category Dsing(fpG).
Proof. This follows by the same argument as [Bec14, Corollary 2.2.2]. In-
deed, the proof of Proposition 7.6 implies that S(G) is equivalent to the
homotopy category of either of the two abelian model structures
(
Cac(G),W,C(Inj G)
)
and
(
C(G),W,Cac(InjG)
)
on C(G). Let us denote C(G) with these model structures by C(G)sing and
C(G)i-sing, respectively. Then the identity functors C(G)sing → C(G)co and
C(G)i-sing → C(G)co are left and right Quillen functors, respectively, which
gives the left half of the recollement diagram. The right half is only a formal
consequence, see [Nee01, Chapter 9] or [Kra10, §4]. In particular, we obtain
a sequence of triangulated functors
D(G)
L
−→ Dco(G)
i∗
−→ S(G),
which is a so-called localizing sequence. That is, L is fully faithful, i∗ is a
Verdier localization of Dco(G) over ImL, and both L and i∗ are left adjoints.
Moreover, bothD(G) andDco(G) are compactly generated by Theorem 6.12,
Corollary 6.13 and Proposition 7.4. Since L has a coproduct preserving right
adjoint, L also preserves compactness of objects by [Kra10, Lemma 5.4.1].
Up to equivalence, we are now in the situation of [Nee92, Theorem 2.1].
That is, the above sequence restricts to a sequence of functors between the
full subcategories of compact objects
Dperf(fpG)
L
−→ Db(fpG)
i∗
−→ S(G)c,
and by [Nee92, Theorem 2.1], the induced functor i¯∗ : Dsing(fpG) → S(G)c
is fully faithful and each X ∈ S(G)c is a retract of an object in Im i¯∗. In
other words, i¯∗ is the idempotent completion functor in the sense of [BS01].
It is also well known that S(G) is compactly generated in this situation,
see [Kra10, Theorem 5.6.1]. 
Remark 7.8. Upon the identifications of the first two terms in the recolle-
ment with subcategories of K(InjG) (see Propositions 6.9 and 7.6), we ob-
tain a more usual form in which versions of this recollement appear in the
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literature [Kra05, Bec14]:
Kac(InjG) i∗ //K(InjG)
i∗
vv
i!
hh Q
//D(G)
L
ww
R
gg .
The functor i∗ is then simply an inclusion, while i
∗ and i! are constructed us-
ing the approximation sequences for the cotorsion pairs (W,Cac(InjG)) (see
Corollary 7.3) and (Cac(InjG),dg-InjG), respectively. We refer to [BEI
+12]
for details. This point of view found an interesting application in [Mur13].
We conclude the paper with a short comment on non-noetherian versions
of Gorenstein homological algebra and how our techniques apply there. One
approach, followed in [DSSˇ14], is to consider small additive categories S
such that G = Mod-S is a locally coherent Gorenstein category in the sense
of [EEGR08]. The results of the present paper will be used in [DSSˇ14]
to show that this leads to a satisfactory generalization of the classical re-
sults from [Buc86], applies to the theory of triangulated categories, and
explains some phenomena in variants of Kasparov’s bivariant K-theory of
C∗-algebras.
Another approach was considered by Ding and Chen [DC93, DC96] and
Gillespie [Gil10]. They studied two-sided coherent rings with finite self-fp-
injective dimension. This is formally a generalization of Iwanaga-Gorenstein
rings. As we shall show now, this approach also perfectly fits into our frame-
work. We refer for the background and detailed explanations to [Gil10].
Proposition 7.9. Let R be a left and right coherent ring of with both RR and
RR of finite fp-injective dimension. Then Gillespie’s stable module category,
as introduced in [Gil10], is triangle equivalent to Kac(InjR) and as such it
is compactly generated triangulated.
Proof. Upon unraveling [Gil10, Definition 3.2] and comparing it with [Gil10,
Theorem 4.7], we only need to show that a complex of injective modules
I : . . . −→ I−2 −→ I−1 −→ I0 −→ I1 −→ . . .
is acyclic if and only ifHomR(E, I) is acyclic for each fp-injective R-moduleE.
Suppose first that I is acyclic. If E is fp-injective, then the flat dimension
of E is finite by [Gil10, Theorem 4.2]. Hence
K(Mod-R)(E,ΣmI) ∼= Ext1R(E,Z
m−1(I)) = 0
by Corollary 5.9, and so HomR(E, I) is acyclic.
Conversely, suppose that HomR(E, I) is acyclic for each fp-injective R-
module E. By assumption there is an exact sequence 0→ R→ E0 → E1 →
· · · → En → 0 in Mod-R with all E0, E1, . . . , En fp-injective. Hence there is
an exact sequence
0 −→ HomR(En, I) −→ · · · −→ HomR(E0, I) −→ HomR(R, I) −→ 0
of complexes of abelian groups, and, since all HomR(Ej , I) are acyclic for
j = 0, . . . , n, so is HomR(R, I). The conclusion follows since HomR(R, I) ∼=
I. 
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Appendix A. Relative filtrations in exact categories
Although exact categories have been studied from various points of view
for several decades, this has usually only been done indirectly using the
Quillen-Gabriel embedding theorem (see [Bu¨h10, Theorem A.1] and the
references there). The theorem says that a small exact category is up to
equivalence none other than an extension closed subcategory of an abelian
category and the conflations are the short exact sequences whose all terms
are in the subcategory.
For our purpose, there are two drawbacks of this approach: (a) our ex-
act categories are not small, but more importantly (b) the embedding of
an exact category into an abelian one need not preserve infinite colimits.
Surprisingly, the choice of literature treating infinite constructions in exact
categories other than products or coproducts is very limited. Some steps
have been taken in [Kel90, SSˇ11, Sˇt’o14] but that seems to be all. In this
appendix, we are going to give a detailed proof for a technical step in Eklof’s
Lemma (Proposition 2.10) which illustrates the difficulty with lack of suit-
able references.
Let us start with a necessary definition. Morally, S-filtered objects cor-
respond to absolute cell complexes in homotopy theory (see [SSˇ11, §1.1]).
What we actually do in the proof of Eklof’s Lemma is that we consider the
following analog of relative cell complexes:
Definition A.1. Let A be an exact category and S be a class of objects
in A. A relative S-filtration is a (λ + 1)-sequence (Yα, jαβ | α < β ≤ λ),
where λ is an ordinal number, such that
(1) jαβ : Yα → Yβ is an inflation in A for each α < β ≤ λ,
(2) Coker jα,α+1 ∈ S for each α < λ.
In other words, the system satisfies conditions (2) and (3) of Definition 2.9,
but not necessarily condition (1). A morphism f : Z → X in A is S-filtered
if it is a composition of a relative S-filtration (recall Definition 2.3).
In fact, the latter concept is only auxiliary as the relative filtrations are
characterized as follows.
Proposition A.2. Let A be an exact category and S be a class of objects
in A. The following are equivalent for a morphism f : Z → X:
(1) f is S-filtered (Definition A.1),
(2) f is an inflation and Coker f is S-filtered (Definition 2.9).
Proof. The implication (1)⇒ (2) is easy. Starting with a relative S-filtration
(Yα, jαβ | α < β ≤ λ) of f , we can construct a direct system (Coker j0α |
α ≤ λ) with the obvious cokernel morphisms. This is clearly an S-filtration
of Coker f . More specifically, it is a (λ + 1)-sequence since direct limits
commute with cokernels. Furthermore, condition (1) of Definition 2.9 is
clear, (2) and (3) follow from standard properties of exact categories.
For (2)⇒ (1) there is an easy guess what the relative filtration of f would
be: the pullback of a filtration of Coker f along the deflation X → Coker f .
What does not seem to be so clear is why this pullback is a (λ+1)-sequence.
This is indeed the case and completes the proof of Proposition A.2 as we
shall see in the lemma below. 
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Lemma A.3. Let A be an exact category, S be a class of objects and
ε : 0 −→ Y −→ E
π
−→ X −→ 0
be a conflation. Suppose that we are given an S-filtration (Xα, iαβ | α <
β ≤ λ) for X and denote for each α ≤ λ by
εα : 0 −→ Y
j0α
−→ Eα
πα−→ Xα −→ 0
the conflation obtained as a pullback of ε along the map iαλ. Then the
induced direct system (Eα, jαβ | α < β ≤ λ) is a relative S-filtration of pi.
Proof. Note that E0 = Y and Eλ = E. Since εα is a pullback of εβ along iαβ
for each α < β, conditions (1) and (2) of Definition A.1 follow immediately
from [Bu¨h10, Propositions 2.12 and 2.15].
It remains to prove that (Eα, jαβ | α < β ≤ λ) is a (λ + 1)-sequence.
To this end, let µ ≤ λ be a limit ordinal and let (fα : Eα → Z | α < µ)
be a cocone of (Eα, jαβ | α < β < µ) in A. We must to prove that there
is a unique map f : Eµ → Z satisfying f ◦ jαµ = fα for each α < µ. The
uniqueness of such an f is straightforward. Indeed, suppose that f, f ′ : E →
Z are two such maps, so that (f − f ′) ◦ jαµ = 0 for all α < µ. Specializing
to α = 0, we see that f − f ′ must factor as (f − f ′) = h ◦ piµ for some map
h : Xµ → Z. But then the equalities
0 = (f − f ′)jαµ = hpiµjαµ = hiαµpiα
imply that hiαµ = 0 for all α < µ. Since Xµ = lim−→α<µ
Xα, we deduce that
h = 0 and f = f ′.
Hence we are left with proving the existence of f . To this end, we replace
the original cocone by gα = (
fα
jαµ
) : Eα → Z⊕Eµ. Clearly it suffices to prove
the existence of g : Eµ → Z⊕Eµ such that g ◦ jαµ = gα for each α < µ. The
advantage of the new cocone is that all the maps gα are inflations by the
dual of [SSˇ11, Lemma A.1]. In particular, the cokernel of g0 : Y → Z ⊕ Eµ
exists and for each α < µ we have a commutative diagram of the form
εα : 0 −−−−→ Y
j0α
−−−−→ Eα
πα−−−−→ Xα −−−−→ 0∥∥∥ gα
y
ytα
η : 0 −−−−→ Y
g0
−−−−→ Z ⊕ Eµ
ρ
−−−−→ Q −−−−→ 0
(‡)
with conflations in rows. It also follows that the maps (tα | α < µ) defined
by the diagram form a cocone of (Xα, iαβ | α < β < µ). Hence we can
also construct the colimit map t : Xµ → Q such that t ◦ iαµ = tα for each
α < µ. Let pEµ : Z⊕Eµ → Eµ be the projection onto the second component.
Since pEµ ◦ g0 = j0µ, we can define a map q : Q → Xµ using the following
commutative diagram
η : 0 −−−−→ Y
g0
−−−−→ Z ⊕ Eµ
ρ
−−−−→ Q −−−−→ 0∥∥∥ pEµ
y
yq
εµ : 0 −−−−→ Y
j0µ
−−−−→ Eµ
πµ
−−−−→ Xµ −−−−→ 0
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For each α < µ we also have pEµ ◦ gα = jαµ and so also q ◦ tα = iαµ and,
by passing to colimit, q ◦ t = 1Xµ . Thus, the pullback of η along t equals εµ
and for each α < µ we have a commutative diagram
εα : 0 −−−−→ Y
j0α
−−−−→ Eα
πα−−−−→ Xα −−−−→ 0∥∥∥ jαµ
y
yiαµ
εµ : 0 −−−−→ Y
j0µ
−−−−→ Eµ
πµ
−−−−→ Xµ −−−−→ 0∥∥∥ g˜
y
yt
η : 0 −−−−→ Y
g0
−−−−→ Z ⊕ Eµ
ρ
−−−−→ Q −−−−→ 0
Here the map g˜ in the diagram is defined a the pullback of t along ρ.
By comparing the latter diagram with (‡), we obtain for each α < µ a
unique map dα : Xα → Y such that gα − g˜ ◦ jαµ = g0 ◦ dα ◦ piα. It is also
straightforward from the construction dβiαβ = dα for each α < β < µ,.
Thus (dα | α < µ) is a cocone of (Xα, iαβ | α < β < µ) and there is a unique
map d : Xµ → Y such that diαµ = dα for each α < µ. Now we define our
map g : Eµ → Z ⊕ Eµ as g = g˜ + g0dpiµ. A short computation reveals that
gα − gjαµ = gα − g˜jαµ − g0dpiµjαµ = g0dαpiα − g0diαµpiα = 0
for each α < µ. Hence we have found g : Eµ → Z ⊕ Eµ with the desired
property. 
Appendix B. Fp-injective objects in Grothendieck categories
A part of this paper relies on properties of fp-injective objects in lo-
cally finitely presentable or locally coherent Grothendieck categories, whose
analogs for categories of modules over rings (coherent rings, resp.) are mostly
well known [Ste70]. As we have not found a suitable reference for our sit-
uation, we will discuss it here, using some well known properties of locally
finitely presentable Grothendieck categories from [Ste75]. In particular, we
will freely use that each object X ∈ G has a small set of subobjects and these
form a modular and upper-continuous complete lattice by [Ste75, Proposi-
tions IV.5.3 and V.1.1 (c)]. Recall also that F ∈ G is finitely generated if
G(F,−) : G → Ab preserves direct unions ([Ste75, §V.3]), or equivalently if
it is a quotient of a finitely presentable object. Another very useful fact to
note is that given a short exact sequence
0→ K → L→M → 0
in G with M finitely presentable and L finitely generated, then K is finitely
generated; see [Ste75, Proposition 3.4]. In particular, G is locally coherent
if and only if finitely generated subobjects of finitely presentable objects are
always finitely presentable.
Now recall that X ∈ G is fp-injective if Ext1G(F,X) = 0 for all F ∈ fpG.
As in Sections 6 and 7, ExtnG denotes here the Ext-group with respect to
the abelian exact structure and the class of fp-injective objects is denoted
by FpinjG. The class FpinjG has certain closure properties, completely
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Lemma B.1. Let G be a locally finitely presentable Grothendieck category.
The class FpinjG is closed under extensions, pure subobjects, direct unions,
coproducts and products.
Proof. The closure under extensions and products follows directly from the
definition. The closure under direct unions and coproducts has been proved
in [Ste70, Corollaries 2.3 and 2.4]. Although the relevant statements in
[Ste70, §2] are for module categories, their proofs can be taken verbatim for
locally finitely presentable Grothendieck categories. Finally, suppose that
0 → X → Y
p
→ Z → 0 is pure exact in G and Y ∈ FpinjG. Then we have
for each F ∈ fpG an exact sequence
G(F, Y )
G(F,p)
−→ G(F,Z) −→ Ext1G(F,X) −→ Ext
1
G(F, Y ) = 0.
Since G(F, p) is surjective, we get Ext1G(F,X) = 0 and X is fp-injective. 
Fp-injective objects are also called absolutely pure because of the following
property.
Lemma B.2. The following are equivalent for X ∈ G:
(1) X is fp-injective.
(2) Each short exact sequence 0→ X
i
→ Y
p
→ Z → 0 in G is pure exact.
Proof. If X is fp-injective, then G(F, p) is surjective for each F ∈ fpG since
Ext1G(F,X) = 0. Hence (2) holds. Conversely assuming (2), the exact
sequence 0 → X → E(X) → C → 0, where E(X) is the injective envelope
of X, is pure. Since clearly E(X) is fp-injective, so is X. 
A word of caution is due here. FpinjG is not closed under taking direct
limits or cosyzygies unless G is locally coherent. This is also completely
analogous to the case of fp-injective modules.
Proposition B.3. Let G be a locally finitely presentable Grothendieck cat-
egory. The following are equivalent:
(1) G is locally coherent.
(2) FpinjG is closed in G under cokernels of monomorphisms.
(3) FpinjG is closed in G under direct limits.
Proof. (1) =⇒ (2). It suffices to prove that Ext2G(F,X) = 0 for each
F ∈ fpG and X ∈ FpinjG since (2) then follows by a simple homological
argument. To see that, consider a 2-extension represented by
ε : 0 −→ X −→ E1
e
−→ E2
p
−→ F −→ 0.
Using a variation of [KS06, Lemma 13.2.1] or [Sˇt’o14, Corollary 5.4], we will
replace ε by an equivalent 2-extension with the E2-term finitely presentable.
To this end, the assumption that fpG is generating allows us to choose an
epimorphism q :
∐
i∈I Fi → E2 with all Fi finitely presentable. In particular,
pq :
∐
i∈I Fi → F is an epimorphism and since F is finitely generated, there
is a finite subset I ′ ⊆ I such that the restriction
∐
i∈I′ Fi → F of pq is still
an epimorphism. Hence by taking the pullback of e along the restriction
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q′ :
∐
i∈I′ Fi → E2 of q, we obtain a commutative diagram with exact rows:
ε′ : 0 −−−−→ X −−−−→ E′1
e′
−−−−→
∐
i∈I′ Fi
pq′
−−−−→ F −−−−→ 0∥∥∥
y
yq′
∥∥∥
ε : 0 −−−−→ X −−−−→ E1
e
−−−−→ E2
p
−−−−→ F −−−−→ 0.
The upper row ε′ is the new 2-extension which we have been looking for.
Finally, since G is locally coherent, Im e′ is finitely presentable. Thus, 0→
X → E′1 → Im e
′ → 0 splits since X is fp-injective and both ε′ and ε must
represent the zero element of Ext2G(F,X). Since ε was chosen arbitrarily,
Ext2G(F,X) = 0.
(2) =⇒ (3). Let (Xi | i ∈ I) be a direct system in FpinjG. Then we
have a pure exact sequence
0 −→ K −→
∐
i∈I
Xi −→ lim−→
i∈I
Xi −→ 0
in G. Both K and
∐
i∈I Xi are fp-injective by Lemma B.1, and so is lim−→i∈I
Xi
by our hypothesis.
(3) =⇒ (1). The proof of the implication (d) ⇒ (a) of [Ste70, Theorem
3.2] on page 326 is perfectly valid for locally finitely presentable Grothendieck
categories, not only for module categories. 
Now we focus on the properties of FpinjG as an exact category. As usual,
conflations are the short exact sequences in G with all terms fp-injective. In
fact, the restrictions of the abelian and the pure exact structures to FpinjG
coincide by Lemma B.2. We will be first concerned with projective and
injective objects in FpinjG.
Proposition B.4. Let G be a locally finitely presentable Grothendieck cat-
egory and consider FpinjG as an exact category as above.
(1) FpinjG has enough projectives.
(2) FpinjG has enough injectives if G is locally coherent.
Proof. (1) By Proposition 2.11, there is a functorially complete cotorsion
pair (X ,FpinjG) in G. Clearly, P = X ∩ FpinjG is the class of projective
objects in FpinjG, and by restriction we get a functorially complete cotorsion
pair (P,Fpinj G) in FpinjG.
(2) Given X ∈ FpinjG, consider the usual injective envelope E(X) of X.
Then E(X)/X is also fp-injective by Proposition B.3, and so X → E(X) is
an inflation in FpinjG. 
Remark B.5. It follows that if G is locally coherent, the injective objects in
FpinjG are precisely the injective objects in G. We do not know whether or
when FpinjG has enough injective objects if G is not locally coherent.
We finish the appendix with a version of Baer’s criterion for injectivity
for FpinjG. The following technical lemma is crucial.
Lemma B.6. Let G be a locally coherent Grothendieck category. Then
there exists a regular cardinal κ such that each X ∈ G can be filtered by
κ-presentable objects in the pure exact structure on G.
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Proof. By [AR94, Theorem 2.33] and the following remark, there exist ar-
bitrarily large regular cardinals κ such that each morphism f : F → X with
a κ-presentable domain F factors as F → X ′
i
→ X, where i is a pure
monomorphism and X ′ is κ-presentable. Note that [AR94] takes the equiv-
alent condition of Lemma 4.4(2) as the definition of pure monomorphisms.
Let us fix one such κ with the property above and suppose we have X ∈ G.
We must construct a filtration (Xα, iαβ | α < β ≤ λ) of X where all iαβ are
pure monomorphisms and all Coker iα,α+1 are κ-presentable. In particular
we can and will view all the iαβ as inclusions between subobjects of X in
G. We will construct the filtration by induction on α, starting according to
Definition 2.9 with X0 = 0. If α is a limit ordinal and all Xβ, β < α, have
been constructed, we must take Xα =
⋃
β<αXβ . Since a direct limit of pure
monomorphisms is again a pure monomorphism, the inclusions Xβ ⊆ Xα
for all β < α as well as Xα ⊆ X are pure.
Suppose finally that we are at a successor stage. That is, α = β + 1
and Xβ has been constructed. Then we can assume that Xβ is a proper
subobject of X, or else we could finish the construction by putting λ = β. So
X/Xβ 6= 0 and there is a non-zero morphism f : F → X/Xβ with F ∈ fpG.
By the choice of κ we know that f factors through X ′ ⊆ X/Xβ where X
′
is a κ-presentable pure subobject and necessarily 0 6= X ′. By pulling back
X ′ ⊆ X/Xβ along the pure epimorphism X → X/Xβ , we obtain a pure
inclusion X ′′ ⊆ X, and we put Xα = X
′′. Then clearly Xα/Xβ ∼= X
′ is
κ-presentable and the embeddings Xβ ⊆ Xα and Xα ⊆ X are pure. 
For our version of Baer’s criterion, we will restrict ourselves only to locally
coherent Grothendieck categories. The reason is clear from Proposition B.4.
Proposition B.7. Let G be a locally coherent Grothendieck category and
consider FpinjG as an exact category. Then there is a small set S ⊆ FpinjG
of objects such that
InjG = {X ∈ FpinjG | Ext1FpinjG(S,X) = 0 for each S ∈ S}.
Proof. One can interpret Proposition B.4 and Remark B.5 as follows: If G is
locally coherent, there is a functorially complete cotorsion pair (FpinjG, InjG)
in FpinjG. Indeed, we get such a cotorsion pair by restricting to FpinjG the
functorially complete cotorsion pair (G, InjG) in G.
Now let κ be as in Lemma B.6 and let S be a representative set of all
κ-presentable fp-injective objects in G. Consider arbitrary X ∈ FpinjG and
a filtration (Xα | α ≤ λ) of X by κ-presentable objects with respect to the
pure exact structure. Then all Xα are fp-injective by Lemma B.1, and the
factors Xα+1/Xα are also fp-injective by Proposition B.3. In other words,
FpinjG = FiltS, so FpinjG is a deconstructible class in itself.
Now {X ∈ FpinjG | Ext1FpinjG(S,X) = 0 for each S ∈ S} ⊆ InjG by
Proposition 2.10, while the other inclusion is trivial. 
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