Abstract
Introduction
Positive polarity Reed-Muller expansion (PPRM) has been used to represent reversible functions extensively. However, its memory usage could be too high which limits the applicability of algorithms. On the other hand, as the size of a reversible function increases, its truth table size grows exponentially. Therefore, an efficient data structure to reduce memory usages is vital.
SPPRM Representation
Since each n-variable reversible function F has n output variables, i.e. f 1 , f 2 … f n , the PPRM expansion of F contains n PPRM expressions each of which is the result of EXORing several, from 1 to 2 n , subexpressions.
Definition 1: A given n-input n-output Boolean reversible function can be represented by a shared PPRM (SPPRM) representation if its PPRM expressions have common sub-expressions. In such a situation, the common sub-expressions are represented for all n expressions only once.
Definition 2:
Given an n-input, n-output Boolean reversible specification F represented as Equation (1) with input variables x 1 ,x 2 ,…, x n , the memory cost for the (S)PPRM representation of F is defined as Equation (2) where a i,j ∈{0,1}.
Theorem 1:
Suppose an n-input n-output reversible specification F. Assume that an m-term (m≤2 n ) subexpression ν is common among k (k≤n) output variables. Converting the PPRM expansion of F to SPPRM expansion improves the memory cost if the following equation is held:
The Effects of Data Structures
To use SPPRM expansion, an efficient data structure is needed. In this section, two linked listbased data structures are introduced and analyzed. For each sub-expression of a PPRM expansion, a distinct linked list is considered as shown in the following example.
Example 1: Consider a given specification F= (3,4,6,7,0,1,5,2). Fig. 1 illustrates the linked list representation of the PPRM expansion. On the other hand, it may be possible to represent the common sub-expression for only one output variable with no internal node requirement. Other related output variables should refer it as shown in Fig.  3 . It can be verified that Type-2 data structure is more efficient than Type-1 in terms of memory usage. Therefore, for the rest of this paper, Type-2 data structure is used to evaluate the efficiency of SPPRM representation.
While SPPRM could reduce memory usage inherently, SPPRM construction has a negligible timing overhead. In this section, a PPRM-to-SPPRM conversion algorithm is described. Using Type-2 data structure, the input of conversion algorithm is n linked lists each of which contains some sub-expressions. The output of the algorithm is the resulted SPPRM expansion. Fig. 4 shows the SPPRM extraction algorithm. As illustrated in this figure, for each m and k values (see Theorem 1), all combinations of k output variables are found and used to select the possible common sub-expression. In other words, for each combination, a common sub-expression is chosen and its memory usage improvement after SPPRM representation is found. After finding all possible common sub-expressions, the best one with the maximum memory usage improvement is selected and used to construct SPPRM expansion. The time complexity of the algorithm is O(2 2n ).
Experimental Results
The proposed SPPRM expansion and the applied data structure were implemented in C++ and all of the experiments were done on an Intel Pentium IV 3 GHz computer with 1GB memory. To evaluate the efficiency of the SPPRM expansion, all 40320 3-input 3-output reversible Boolean functions were examined. In other words, the numbers of functions with common sub-expressions in their 2 or 3 output variables were calculated. In addition, the percentages of memory improvement after using SPPRM representation were extracted. The results of using SPPRM expansion for 3-input 3-output reversible functions are shown in Table 1 . It can be verified that more than 16% improvements are obtained in memory usage with no considerable CPU overhead.
In addition, the results of using SPPRM expansion for 16 examples taken from the literature [4] were also shown in Table 2 . As shown in this table, 18.5% improvement is achieved on average. To further evaluate the cost of using SPPRM expansion, we examined 33 reversible benchmarks [6] the percentages of memory improvements of which are shown in Table 3 . As shown in Table 3 , 9.72% improvement is achieved on average. To evaluate the scalability of the proposed SPPRM expansion, several other experiments were also performed. We generated 500 random circuits of different input sizes. Then, both PPRM and SPPRM expansions were constructed. The numbers of memory usages are reported in Table 4 . As shown in Table 4 , using SPPRM for reversible circuit representation leads to better memory usage with a negligible CPU overhead.
Fig. 4 SPPRM extraction algorithm

Conclusion
Today, reversible logic has received considerable attention in various research areas. In this paper, a memory-efficient representation scheme, SPPRM, for Boolean reversible functions was introduced and evaluated. In addition, the effects of various data structures on its efficiency were examined. Compared with the commonly used PPRM expansion, SPPRM could lead to a great improvement on memory usage.
