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Le esperienze di realta` virtuale e aumentata stanno riscon-
trando una grande diffusione e le tecnologie per la spazial-
izzazione del suono in cufﬁa saranno fondamentali per la
diffusione di scenari applicativi immersivi in supporti mo-
bile. Questo articolo affronta le problematiche legate alla
acquisizione di head-related tranfer function (HRTF) con
dispositivi a basso costo, accessibili a chiunque, in qual-
siasi luogo e che forniscano delle misurazioni fruibili in
tempi brevi. In particolare la soluzione proposta denom-
inata ”‘the SelfEar project”’ si focalizza sull’acquisizione
delle trasformazioni spettrali ad opera dell’orecchio esterno
contenute nella pinna-related transfer function (PRTF);
l’utente viene guidato nella misurazione di HRTF in ambi-
ente non anecoico attraverso una procedura auto-regolabile.
Le informazioni acustiche sono infatti acquisite tramite un
headset per la realta` acustica aumentata che include un
set di microfoni posizionati in prossimita´ dei canali uditivi
dell’ascoltatore. Proponiamo una sessione di misurazione
con l’obiettivo di acquisire le caratteristiche spettrali della
PRTF di un manichino KEMAR, confrontandoli con i risul-
tati che si otterrebbero con una procedura in ambiente ane-
coico. In entrambi i casi i risultati dipendono fortemente
dalla posizione dei microfoni, senza considerare in questo
scenario il problema legato ai movimenti di un eventuale
soggetto umano. Considerando la qualita` generale e la
variabilita` dei risultati, cosı` come le risorse totali neces-
sarie, il progetto SelfEar propone una promettente soluzione
per una procedura a basso costo di acquisizione di PRTF, e
piu´ in generale di HRTF.
1. INTRODUZIONE
L’obiettivo delle tecnologie binaurali e` riprodurre suoni che
risultino i piu` realistici e naturali possibili, illudendo l’ascolt-
atore di essere circondato da sorgenti sonore reali a lui es-
terne. Tale tecnologia risale alla ﬁne del 20◦ secolo [1];
consiste nella registrazione di suoni attraverso una testa ar-
tiﬁciale che simuli le caratteristiche di quella dell’ascoltatore,
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incorporando due capsule microfoniche nei condotti udi-
tivi, modellando le membrane del timpano [2]. Questa tec-
nologia ottiene la massima efﬁcienza attraverso la ripro-
duzione in cufﬁa, che mantiene intatte le caratteristiche del
segnale, senza riﬂessioni e riverberi dell’ambiente.
La resa di ambienti acustici virtuali coinvolge le cosid-
dette binaural room impulse responses (BRIR) nelle quali
e` possibile riconoscere due principali componenti: la prima
e` connessa con le caratteristiche ambientali, descritte nella
room impulse response (RIR), l’altra e` correlata agli as-
petti antropometrici dell’ascoltatore, contenuti nella head-
related impulse response (HRIR) [2]. Tutte queste risposte
all’impulso hanno la loro controparte nel dominio della
frequenza, ovvero nella loro trasformata di Fourier: bin-
aural room transfer funcrtion (BRTF), room transfer func-
tion (RTF), e head-related transfer function (HRTF) rispet-
tivamente. In particolare, le HRTF descrivono un ﬁltro
lineare tempo-invariante che deﬁnisce il ﬁltraggio acus-
tico al quale contribuiscono testa, torso e orecchio esterno
dell’ascoltatore.
Il processo di acquisizione di HRTF individuali e` attual-
mente molto costoso in termine di attrezzature e tempo. La
misurazione acustica in camera anecoica offre una risposta
all’impulso di controllo che e` di alta qualita` e precisione;
richiede pero` un attrezzatura molto costosa e difﬁcilmente
reperibile per applicazioni reali. `E quindi inevitabile sac-
riﬁcare alcune caratteristiche individuali del soggetto per
ottenere una rappresentazione della HRTF piu` economica
ma che dia comunque un’informazione psico-acustica ac-
curata [3]. Il processo di acquisizione di HRTF in am-
biente domestico e` una questione complessa; le tendenze
piu` recenti sono supportate da dispositivi a basso costo per
l’acquisizione di mesh 3D [4]) e da algoritmi per la model-
lazione e personalizzazione delle HRTF [5]. Purtroppo
queste soluzioni mancano di informazioni robuste ed indi-
viduali per l’acustica dell’orecchio esterno (pinna) a causa
di una dettagliata struttura antropometrica. Queste infor-
mazioni sono contenute nella cosiddetta pinna-related trans-
fer function (PRTF) [6] che risulta molto difﬁcile da model-
lare computazionalmente anche nel contesto di simulazioni
numeriche [7]. Le PRTF contengono indizi salienti sulla
localizzazione per quanto riguarda la percezione dell’eleva-
zione (vedere [8] per una bibliograﬁa piu` approfondita),
percio` e` necessaria una rappresentazione accurata per fornire
la percezione della dimensione verticale nelle tecnologie di
audio binaurale.
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Figure 1: Vista schematica del progetto SelfEar in un contesto di realta´ audio aumentata.
Questo articolo affronta il problema della riduzione dei
costi nel processo di acquisizione/misurazione di HRTF,
con particolare attenzione all’estrapolazione di PRTF per
sistemi mobile di realta` audio aumentata (mobile audio
augmented reality - mAAR). Questi sistemi sono composti
di cufﬁe provviste di microfoni esterni integrati per l’acqui-
sizione di ﬂussi audio multi-canale dall’ambiente, oltre ad
algoritmi per la riproduzione di audio binaurale. Una pos-
sibilita´ per poter ottenere ovunque le proprie HRTF utilizza
i microfoni integrati a partire da stimoli sonori riprodotti
dagli altoparlanti del dispositivo mobile; il progetto Self-
Ear ha lo scopo di sviluppare e implementare gli algoritmi
di elaborazione del segnale e l’interazione col dispositivo
per ottenere una procedura auto-regolabile dall’utente.
Sono stati condotti solamente pochi studi che mirino
alla consistenza delle HRTF acquisite in ambiente non ane-
coico e che considerino il contributo acustico del piano
mediano-sagittale [9], che e` di rilevante importanza per
il contenuto spettrale individuale introdotto nelle PRTF. Il
compromesso tra costi e portabilita` conduce a due prob-
lematiche principali. La prima riguarda il fatto che il pro-
cesso di acquisizione tramite dispositivo mobile implica
l’inﬂuenza dell’ambiente circostante, con colorazioni in fre-
quenza e interferenze da ritardi. In secondo luogo, imp-
iegare gli speaker di uno smartphone o tablet come sor-
gente sonora e microfoni binaurali di mercato consumer
per l’acquisizione comporta registrazioni meno accurate
rispetto a quelle ottenute con attrezzatura professionale.
In questo articolo presentiamo una serie di misurazioni
condotte in un ambiente controllato su un manichino KE-
MAR [10]. Il nostro obiettivo ﬁnale e` confrontare risposte
ottenute grazie a SelfEar con quelle ottenute con attrez-
zatura professionale; di seguito la struttura dell’articolo:
Sez. 2 contiene la descrizione di un sistema di realta` au-
dio aumentata mobile e i criteri per l’esternalizzazione del
suono virtuale; nella Sez. 3 viene presentato il progetto
SelfEar. La Sez. 4 descrive gli esperimenti acustici su di
una testa artiﬁciale in ambiente non anecoico. All’interno
della Sez. 6 vengono discussi i risultati ottenuti e la Sez. 7
conclude la valutazione preliminare esposta con l’esposizio-
ne delle piu´ promettenti direzioni di ricerca per il futuro.
2. REALT `A AUDIO AUMENTATA IN CONTESTO
MOBILE
In un sistema di tipo mAAR, l’ascoltatore puo` usufruire di
un mix di sorgenti sonore reali e virtuali. Le prime ven-
gono riprese dai microfoni dell’headset previo ﬁltraggio
naturale del soggetto con conseguente applicazione di una
compensazione in frequenza-fase che tenga conto dell’errore
introdotto dalla differenza di posizione dei microfoni rispetto
al punto d’ingresso del canale uditivo [11]. Le sorgenti vir-
tuali necessitano invece di un processo di auralizzazione
dinamico per ottenere una sovrapposizione ideale con la
realta`. L’auralizzazione comprende un rendering tramite
BRIR,risultante nel ﬁltraggio tramite RIR e HRIR che de-
vono essere personalizzate in accordo con l’ambiente cir-
costante [12] e con l’ascoltatore [3]. Gli algoritmi di signal
processing (DSP) implementano ﬁltri correttivi che com-
pensano i microfoni, gli speaker e le loro interazioni, pren-
dendo in considerazione gli effetti psicoacustici e di col-
orazioni causati dall’indossare la cufﬁa rispetto alle nor-
mali condizioni di ascolto senza di essa [13].
Produrre scenari acustici virtuali e aumentati in cufﬁa
con attenzione alle caratteristiche di ambiente e di ascolta-
tore rimane una delle sﬁde piu` importanti in questo do-
minio di ricerca, a causa delle forti interconnessioni pre-
senti tra i vari componenti del sistema mAAR che con-
corrono ad una corretta ”‘esternalizzazione”’ della scena
acustica. 1 I criteri per una corretta auralizazzione ed es-
ternalizzazione possono essere riassunti quindi in quattro
categorie:
• sistema ergonomico: le cufﬁe ideali dovrebbero es-
sere acusticamente trasparenti: l’ascoltatore non si
dovrebbe rendere conto della loro presenza. A tale
scopo sono essenziali cufﬁe poco invasive nel peso e
nelle dimensioni;
• tracciamento: i movimenti della testa nell’ascolto
binaurale producono segnali interaurali dinamici [14];
1 Con esternalizzazione indichiamo la percezione di un suono to fuori
dalla testa, piuttosto che al suo interno.
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tracciare la posizione dell’utente nell’ambiente per-
mette il riconoscimento dell’interazione acustica e
una rappresentazione spaziale coerente tra scena reale
e simulazione virtuale;
• conoscenza dell’ambiente: la percezione spaziale del-
la scena acustica richiede la conoscenza di riﬂes-
sioni e riverberazioni tipiche dell’ambiente stesso;
queste informazioni risultano essenziali per una im-
pressione realistica dello spazio in cufﬁa [15];
• individualizzazione: testa e orecchio del soggetto ﬁl-
trano in maniera individuale i suoni; va presa in con-
siderazione una correzione individuale per l’accop-
piamento acustico tra cufﬁe e orecchio esterno [16].
3. IL PROGETTO SELFEAR
3.1 Panoramica del sistema
SelfEar e` un’applicazione progettata per piattaforma An-
droid con lo scopo di ottenere le HRIR personali dell’utente
a partire da uno stimolo sonoro riprodotto dal dispositivo
mobile utilizzato. Il telefono/tablet deve essere tenuto in
mano con il braccio teso e spostato lungo il piano mediano
del soggetto fermandosi a speciﬁche elevazioni. I micro-
foni in-ear catturano il segnale acustico proveniente dagli
altoparlanti del dispositivo, registrando in questo modo le
BRIR speciﬁche per posizione, ascoltatore e ambiente.
I dati collezionati tramite smartphone possono essere
successivamente impiegati per ottenere una HRIR customiz-
zata. Dopo le procedure di post-processing che compen-
sano gli effetti acustici delle condizioni di acquisizione e
riproduzione, le HRIR individuali possono direttamente es-
sere usate per la resa spaziale del suono. A seconda della
complessita` degli scenari virtuali, la sintesi in tempo reale
delle HRIR e` oggigiorno possibile in ambiente mobile. Una
possibile soluzione impiega la selezione di HRTF misurate
in camera anecoica (ad esempio il database CIPIC [17]) 2
pre-esistenti in basi di dati pubbliche, basandosi sui parame-
tri acustici estratti con SelfEar: la procedura seleziona la
migliore approssimazione per l’HRTF dell’utente SelfEar
basandosi su metriche psicoacustiche e di similarita´ antropo-
metriche [18].
3.2 Gestione della sorgente
Il sistema di gestione della griglia spaziale di SelfEar guida
l’utente attraverso il processo di acquisizione delle BRIR
deﬁnendo una procedura autoregolata descritta in Fig. 2.
Nel paragrafo seguente descriviamo ogni passo, partendo
dal lancio dell’applicazione ﬁno al termine della sessione,
che ha come risultato la restituzione di un insieme di BRIR
individuali.
Nella schermata iniziale di SelfEar, l’utente seleziona
la posizione degli speaker del dispositivo: questi possono
trovarsi sul lato superiore, frontale, inferiore o sul retro.
Questa scelta determinera` l’orientamento del dispositivo
2 Una collezione di diverse misurazioni acustiche condotte su 50































Figure 2: Diagramma a blocchi della procedura Self-
Ear per l’acquisizione di BRIR nel piano mediano. Ven-
gono riportati anche degli screenshot delle due schermate
dell’applicazione.
durante la riproduzione dello stimolo sonoro per massimiz-
zare il rendimento degli altoparlanti del dispositivo a sec-
onda della caratteristica di direzionalita`. L’utente puo` in
seguito premere il pulsante ”‘Start”’ per iniziare la proce-
dura di acquisizione delle BRIR. Prima di raggiungere la
prima elevazione target, si istruisce l’utente nel portare il
dispositivo (sostenuto dal braccio teso) a livello degli oc-
chi, permettendo cosı` la creazione di un riferimento pro-
priocettivo/motorio per l’estrazione di tutti gli altri angoli;
in seguito i passi seguono questa sequenza logica:
1. Raggiungimento del bersaglio: l’attuale elevazione
del dispositivo rispetto all’orizzonte, φi, compare so-
pra all’elevazione bersaglio da raggiungere. SelfEar
elabora i dati provenienti dall’accelerometro lungo i
tre assi cartesiani, ax,y,z , del dispositivo per calco-






nel caso gli altoparlanti siano posizionati sul lato su-






nel caso si trovassero invece sul lato frontale o sul
retro. Il segno del numeratore e`:
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+ per altoparlanti sul lato inferiore o sul retro;
- per altoparlanti sul lato superiore o frontale.
La sequenza delle elevazioni bersaglio spazia in or-
dine crescente tra gli angoli del CIPIC database eq-
uispaziati ogni 5.625◦ in un intervallo di [−40◦, 40◦].
Un beep ausiliario rende acusticamente l’informazio-
ne di differenza tra l’attuale elevazione del disposi-
tivo e quella bersaglio, agevolando la procedura di
puntamento soprattutto nei casi in cui lo schermo
del dispositivo non e` visibile a causa della posizione
degli speaker (ad es. quando si trovano sul retro). La
pausa tra un beep ed il successivo e` direttamente pro-
porzionale alla differenza tra φi, e l’angolo bersaglio,




dove i e` un istante in cui un singolo beep termina
la sua riproduzione e k e` una costante che rende per-
cepibile la pausa tra due beep consecutivi. 3 L’obiet-
tivo di questo step e` di avvicinarsi a �φi con una pre-
cisione di ±1◦. Questo passo puo` venire interrotto e
ripreso su richiesta dell’utente.
2. Controllo della posizione: una volta che φi entra nel
range di valida´ di ±2◦ dal bersaglio, scatta un timer
di stabilizzazione di 2 secondi; nel caso l’utente us-
cisse dal range per tre volte prima che il timer ﬁnisca,
la procedura inizia nuovamente a partire dalla ﬁne
del passo 1.
3. Riproduzione dello sweep: al termine del timer di
stabilizzazione, viene riprodotto lo stimolo sonoro
dagli altoparlanti del dispositivo; nel caso l’utente
uscisse dal range di valida´ di ±2◦ solamente una
volta durante la riproduzione dello sweep, la proce-
dura di ricerca di �φi viene annulata.
4. Salvataggio delle BRIR: quando uno sweep termina
con successo, il segnale audio registrato viene sal-
vato localmente in memoria insieme all’angolo di el-
evazione a cui si riferisce; la procedura ritorna quindi
al passo 1 con la successiva elevazione bersaglio in
sequenza.
5. Fine della sessione: una sessione termina quando
tutte le elevazioni bersaglio sono state raggiunte con
successo.
4. MISURAZIONI ACUSTICHE
Le sessioni sperimentali sono state eseguite in un ambi-
ente non anecoico usando un manichino KEMAR che ci ha
permesso di minimizzare gli errori dovuti al movimento di
un eventuale soggetto umano. Ci siamo quindi concentrati
sulla direzione con il piu` alto contenuto di caratteristiche
3 La formula restituisce un valore in millisecondi, che senza una
costante moltiplicativa darebbe luogo ad una pausa troppo corta per poter
essere percepita. In questa realizzazione e` stato scelto un valore arbitrario
di k = 5.
(a) (b)
Figure 3: Setup per le misurazioni. (a) Posizioni di sor-
gente e ricevitore. (b) Setup di misurazione di Selfear, con
selﬁe-stick incorporato.
spettrali, ovvero la direzione frontale [19], phi = 0, for-
nendone un’analisi dettagliata. Inﬁne abbiamo riportato
una valutazione qualitativa dell’applicazione SelfEar per
una serie di PRIR nel piano sagittale frontale.
4.1 Setup
Struttura e attrezzature - Tutte le misurazioni sono state
condotte all’interno di una camera silente di 2 × 2 m, una
Sound Station Pro 45 (SSP), con un isolamento acustico
massimo di 45 dB.
La Figura 3a mostra l’interno della SSP dove sono iden-
tiﬁcabili due posizioni: la posizione #1 per le varie sorgenti
acustiche e la posizione #2 per i vari ricevitori.
Negli esperimenti sono stati usati due tipi di dispositivi
di riproduzione (con deﬁnizione acronimi):
• L : un loudspeaker Genelec 8030A calibrato in modo
da avere un buon SNR con tono di test a 500 Hz con
94 dB SPL;
• S : uno smartphone HTC Desire C sorretto da una
struttura autoprodotta che simula un braccio umano,
realizzata con un selﬁe stick; 4 in questo caso la SPL
massima raggiunta con il tono di test e` di 51 dB alla
frequenza di riferimento di 500 Hz.
E due tipi di ricevitori (con deﬁnizione acronimi):
• H : un paio di in-ear headphones Roland CS-10EM
con due microfoni incorporati;
• K : due microfoni professionali G.R.A.S forniti dal
simulatore di testa e torso KEMAR; nella conﬁgu-
razione proposta, l’orecchio destro era equipaggiato
con il simulatore di canale uditivo, mentre l’orecchio
sinistro ne era sprovvisto.
In tutti gli esperimenti, sorgenti e ricevitori, nelle rispet-
tive posizioni, sono sempre stati posizionati alla stessa al-
tezza dal pavimento. Il segnale sorgente utilizzato e` un sine
sweep logaritmico della durata di 1 -s, il cui contenuto in
frequenza spazia uniformemente da 20 Hz a 20 kHz. I seg-
nali acustici sono stati registrati con il software Audacity
4 La struttare a selﬁe stick, di lunghezza 1-m, e` piu` lunga di un
braccio medio in estensione; riteniamo questa discrepanza ininﬂuente
nell’estrazione delle caratteristiche spettrali della PRTF per la percezione
dell’elevazione in quanto queste si possono assumere invarianti con la
variazione della distanza dalla sorgente [20].
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Figure 4: Confronto tra i moduli (in dB SPL) delle BRTF
(linee spesse) e le relative PRTF (linee sottili) ottenute us-
ando: come ricevitore - il microfono destro delle cufﬁe
Roland (H); come sorgente - il loudspeaker dello smart-
phone (S, linee tratteggiate) e il loudspeaker Genelec (L,
linee continue).
attraverso un’interfaccia audio Motu 896 mk 3 e sono stati
poi processati usando il software Matlab aggiornato alla
versione 8.4.
Calibrazione con diffuse-ﬁeld - Per il calcolo della
risposta diffuse-ﬁeld e` stata realizzata una struttura apposita
composta da due cavi di ﬁlo metallico agganciati al sofﬁtto
della SSP distanziati di 17.4 cm, ovvero la distanza tra i
microfoni della KEMAR. Questa misurazione ci perme-
tte di acquisire le speciﬁche acustiche dell’ambiente e del
setup.
Abbiamo acquisito le misurazioni diffuse-ﬁeld per tutte
le combinazioni di sorgente e ricevitore, ottenendo un to-
tale di quattro misurazioni.
4.2 Dati
Prima sessione di misurazione - In questa sessione sono
stati posizionati all’interno della SSP, nelle rispettive po-
sizioni (#1 e #2 della Fig. 3a), lo speaker Genelec e la
KEMAR. Come primo step sono state misurate le risposte
dell’orecchio destro e sinistro. Successivamente e` stata in-
serita nel canale uditivo destro della KEMAR la cufﬁetta
Roland; sono state effettuate dieci misurazioni con questa
conﬁgurazione riposizionando ogni volta le Roland; in tal
modo e` stato possibile analizzare la variabilita` introdotta
nelle misurazioni dalla posizione del microfono.
Seconda sessione di misurazione - In questa sessione e`
stata posizionata in #1(vedi Fig. 3a)la struttura di sostegno
per lo smartphone; nella posizione #2 di Fig. 3a e` invece
stata posizionata la KEMAR. Il selﬁe-stick manteneva lo
smartphone ad una distanza di un metro dalla KEMAR
e consentiva una regolazione angolare sul piano mediano.
Sono state acquisite le misurazioni relative a 15 angoli tra
−40◦ e +40◦ sul piano mediano riproponendo gli angoli
presenti nel CIPIC database. Quindi, al termine della mis-
urazione abbiamo ottenuto due set di 15 misurazioni per
Frequency (kHz)

















Figure 5: Moduli delle PRTF per i dieci riposiziona-
menti della cufﬁa Roland sul manichino KEMAR. La linea
spessa rappresenta l’ampiezza media. La deviazione stan-
dard e` spostata di −60 dB per agevolarne la lettura.
l’orecchio sinistro della KEMAR (senza cufﬁetta) e per il
microfono destro della cufﬁetta.
5. RISULTATI
Per ogni misurazione e` stato calcolato l’onset applicando
la funziona di cross-correlazione con il segnale di sweep
originale; e` stata poi estratta la BRIR deconvolvendo la
risposta allo sweep con lo sweep stesso. Sono state suc-
cessivamente rimosse riﬂessioni dovute dalla SSP e dalla
strumentazione al suo interno, tale procedura e` stata ef-
fettuata sottraendo alle BRIR le rispettive risposte di tipo
diffuse-ﬁeld. Da questa procedura sono state estratte le
HRTF. Mentre le PRTF sono state ottenute applicando ad
ogni risposta impulsiva una ﬁnestra di hanning di 1 -ms
(48 campioni) centrata temporalmente sul picco massimo e
normalizzando rispetto al valore massimo in ampiezza [6].
Tutte le PRTF normalizzate sono state ﬁltrate con un passa
banda tra 2 kHz and 15 kHz, mantenendo i picchi ed i notch
dovuti alla presenza della pinna.
La Figura 4 mostra il confronto tra i moduli in dB SPL
delle BRIR estratte dalle misurazioni usando come sor-
gente (i) il loudspeaker Genelec (ii) lo smartphone, e come
ricevitore il microfono destro delle cufﬁe Roland inser-
ito nell’orecchio destro della KEMAR. Si puo´ notare una
differenza di 30 dB tra la SPL dei due loudspeaker, tale
differenza porta ad un SNR minore mentre si usa il loud-
speaker dello smartphone. Nella stessa ﬁgura sono mostrate
le due PRTF normalizzate corrispondenti in modo da poter
valutare il contributo introdotto dal diffuse-ﬁeld. Tale con-
tributo e` sensibilmente visibile per le misurazioni ottenute
con lo smartphone HTC Desire C, dovuto principalmente
alla diversita` di direzionalita` tra lo speaker a basso costo
integrato e loudspeaker Genelec.
In Fig. 5, sono riportati i moduli in dB delle PRTF dei
dieci riposizionamenti insieme alla loro media. Vi e` an-
che riportata la deviazione standard in modo da poter anal-
izzare la viaribilita` introdotta nelle misurazioni dalla po-
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Figure 6: Confronto tra i moduli delle seguenti PRTF:
PRTF media della Fig.5 (PRTF H-L); sorgente: smart-
phone - ricevitore: microfoni delle cufﬁe (PRTF H-S);
sorgente: loudspeaker Genelec - ricevitore: microfono
dell’orecchio destro della KEMAR con canale uditivo
(PRTF K-L right); sorgente: loudspeaker Genelec - ricevi-
tore: microfono dell’orecchio sinistro della KEMAR senza
canale uditivo (PRTF K-L left).
sizione delle cufﬁe/microfono. La variabilita` massima la
si osserva in prossimita` dei notch salienti della PRTF, tra 9
e 11 kHz , che sono molto sensibili ai cambiamenti topo-
logici tra la cufﬁe e la struttura dell’orecchio [7].
Le principali valutazioni sono state effettuate nella po-
sizione frontale, φ = 0, comparando le PRTF normalizzate
in condizioni differenti. La Fig. 6 mostra il confronto tra
il modulo delle PRTF acquisite con e senza cufﬁette, coin-
volgendo sia la Genelec che lo smartphone.
Per le quattro PRTF e` stata calcolata la distorsione spet-
trale media (SD) [8] tra tutte le coppie in un range di fre-
quenze tra 2 kHz ≤ e ≤ 15 kHz (i valori sono visibili in
Tabella 1). Questi confronti permetto diverse consider-
azioni:
• Acustica della pinna, K-Lright vs. K-Lleft: le forme
diverse delle orecchie e l’acustica del canale uditivo
del KEMAR differiscono notevolmente; questa dif-
ferenza e` visibile in tutti i confronti che coinvolgono
K-Lleft/right;
• Loudspeaker, H-Sright vs. H-Lright: entrambi i loud-
speaker introducono una distorsione spettrale trascur-
abile (< 2 dB);
• Procedura SelfEar, H-Sright vs. K-Lleft: la dif-
PRTF H-L H-S K-L(right) K-L(left)
H-L 0 1.79 6.92 5.25
H-S 0 7.35 4.64
K-L(right) 0 5.47
K-L(left) 0
Table 1: Distorsione spettrale tra PRTF di Fig. 6. Tutti i
valori in dB.
ferenza tra l’acquisizione SelfEar delle PRTF e un
sistema di misura tradizionale introducono l’errore
in SD piu` basso tra le coppie analizzate (rimuovendo
il confronto di controllo sui loudspeaker); 5
La Figura 7 permette di confrontare visibilmente i risul-
tati ottenuti con la procedura SelfEar negli angoli considerati
(con e senza la compensazione di tipo diffuse-ﬁeld) e le
misurazioni CIPIC nello stesso range di angoli per il soggetto
165 (KEMAR). I dati sono stati interpolati per avere una
transizione visivamente piu` ﬂuida.
6. DISCUSSIONE GENERALE
`E gia` noto da Christensen et al. [21] che sia la posizione
del ricevitore, sia il suo spostamento dal punto di misura
dell’HRTF ideale, cioe` al centro dell’ingresso del canale
uditivo, inﬂuenzano i pattern di direttivita` dell’HRTF per
frequenze superiori a 3 − 4 kHz. Il nostro lavoro e` in
accordo con le loro misurazioni in quanto mostrano uno
spostamento della frequenza del notch centrale anche di
2 kHz con una elevata variabilita` del modulo nei vari ripo-
sizionamenti del microfono (vedere la deviazione standard
di Fig. 5) con una differenza massima di 10 dB.
Gli spostamenti delle frequenze centrali di picchi e notch
sono osservabili anche dalla Fig. 6 e sono principalmente
dovuti a differenze topologiche tra il punto di osservazione,
dipendente dalla posizione del microfono, e gli oggetti acus-
tica formati dalla presenza o assenza del canale uditivo e da
orecchie destra e sinistra differenti.
Avere a disposizione un ampio intervallo di elevazioni
frontali permette ad ogni sistema di misura di acquisire le
caratteristiche rilevanti delle PRTF [19, 6]: ovvero le due
principali risonanze (P1: modo omnidirezionale, P2: modo
orizzontale) e i tre principali notch (N1-3 corrispondenti
alle principali riﬂessioni della pinna). Le PRTF proveni-
enti dal CIPIC KEMAR (vedere Fig. 7(c)) contengono tali
caratteristiche; in particolare P1 ha una frequenza centrale
di 4 kHz e P2 di 13 kHz; inoltre N1 si muove tra 6 e 9 kHz,
N3 tra 11.5 e 14 kHz con un graduale incremento in el-
evazione; inﬁne N2 che inizialmente si trova a 10 kHz,
progressivamente scompare man mano che si raggiunge la
direzione frontale.
L’applicazione SelfEar e` in grado di acquisire P1 e N1
efﬁcacemente, considerando sia il caso in cui le PRTF siano
state compensate con la diffuse ﬁeld, sia che non lo siano.
Dal momento che l’ambiente ha un contributo non trascur-
abile, il confronto visivo tra Fig. 7(a) e (b) sottolinea l’im-
portanza di poter estrarre con precisione le PRTF dalle
BRIR. In particolare dalla Fig. 7(b) si possono identiﬁ-
care anche P2 e, anche se in minima parte, N2. Va quindi
menzionato che P1 e N1-2 sono sufﬁcienti per veicolare
la medesima accuratezza in localizzazione verticale di una
PRTF provvista di tutte le caratteristiche spettrali [22]. Tut-
tavia, dal punto di vista acustico, N3 e` completamente as-
sente, il che suggerisce la presenza di un interferenza in-
trodotta dalle cufﬁe nella concha della pinna. Seguendo il
5 Va notato che questo confronto e` stato effettuato su orecchie diverse
per ragioni pratiche. Di conseguenza i valori di SD potrebbero avere una
differenza ancor piu´ inferiore.





































Figure 7: PRTF nel piano mediano. (a) acquisizione con SelfEar senza compensazione; (b) acquisizione con SelfEar
compensata con diffuse-ﬁeld; (c) CIPIC KEMAR, Subject 165 - con compensazione free-ﬁeld. Vengono visivamente
identiﬁcati i principali picchi (P1-2) e notch (N1-3), ove presenti.
modello risonanza-piu`-riﬂessione per le PRTF [6, 8] pos-
siamo ipotizzare che l’assenza di riﬂessi nella concha sia
dovuta alla presenza della cufﬁa; inoltre il volume della
concha in questa condizione e` drasticamente ridotto, pro-
ducendo cosı´ variazioni nei modi di risonanza della strut-
tura della pinna [7]. Inoltre, comparando i valori della dis-
torsione spettrale tra H − S vs. K − Lleft si ha una dif-
ferenza di 4.64 dB che suggerisce una buona afﬁdabilita`
paragonabile al metodo di personalizzazione in [8] (valori
di SD tra 4 e 8 dB) e allo stato dell’arte delle simulazioni
numeriche in [7] (valori di SD tra 2.5 e 5.5 dB).
Vale la pena notare che i parametri di notch e picchi,
cioe` la frequenza centrale, il guadagno e la banda, pos-
sono essere estratti dalle PRTF disponibili e dati in input
a modelli di PRTF sintetiche e/o, seguendo un approccio
di modellazione strutturale mista [3]], a procedura di se-
lezione delle HRTF. Inﬁne non vi e` nulla che impedisca
l’uso diretto di PRTF estratte da SelfEar per il rendering di
audio binaurale.
7. CONCLUSIONI E LAVORI FUTURI
L’applicazione SelfEar permette l’acquisizione di HRIR
a basso costo nel piano frontale mediano rilevando parti-
colari informazioni spettrali della pinna dell’ascoltatore,
ovvero le PRTF. L’applicazione sfrutta una struttura tec-
nologica di realta´ audio aumentata per dispositivi mobile.
Dopo essere adeguatamente compensate, le PRTF estratte
sono paragonabili in termini di caratteristiche acustiche prin-
cipali a quelle misurate in camera anecoica.
Il sistema proposto e` stato testato seguendo un robusto
setup di misurazione senza soggetti umani in una camera
silente, ambiente acusticamente trattato. Percio` e` tutt’ora
da valutare una procedura robusta per ottenere le PRTF in
ambiente domestico, stimando statisticamente l’inﬂuenza
di eventi sonori rumorosi e casuali, nonche´ i movimenti
del soggetto durante l’acquisizione. Per questo motivo la
progettazione di algoritmi di elaborazione del segnale per
la rilevazione di eventi acustici, l’eliminazione del rumore
e il tracciamento dei movimenti e` cruciale nella compen-
sazione del segnale e nelle fasi di pre- e post- elaborazione.
Una naturale evoluzione di questa applicazione consid-
erera` anche gli altri piani sagittali, ossia i piani verticali
passanti per l’ascoltatore con azimuth 6= 0;verranno ot-
timizzate le procedure per ridurre il numero di posizioni
delle sorgenti necessario e per meglio controllarne la po-
sizione e l’orientamento rispetto ai movimenti dell’utente;
SelfEar implementera` algoritmi di computer vision capaci
di tracciare la posa della testa dell’ascoltatore in tempo
reale attraverso, ad esempio, una fotocamera integrata o
sensori di profondita`.
Oltre alla funzionalita` di acquisizione di HRTF, vi sara`
la possibilita` di acquisire BRIR strutturate, cioe` memoriz-
zando separatamente RIR e HRIR per rappresentare co-
erentemente scenari di mAAR. I parametri estratti dalle
RIR verranno dati in input a modelli computazionali di
ambienti acustici dinamici; si potranno utilizzare la model-
lazione immagine-sorgente e il raybeam-tracing per le prime
riﬂessioni, mentre per le riverberazioni successive si potra`
adottare una gestione statistica [12]. Inﬁne, sara` necessaria
una valutazione psico-acustica con soggetti umani per con-
fermare l’afﬁdabilita` delle tecnologie del progetto SelfEar
con l’obiettivo di creare sorgenti sonore virtuali esternaliz-
zate fornendo HRIR efﬁcaci.
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