Abstract-The problem of adaptive noisy clustering is investigated. Given a set of noisy observations Z i = X i + i , i = 1, . . . , n, the goal is to design clusters associated with the law of X i 's, with unknown density f with respect to the Lebesgue measure. Since we observe a corrupted sample, a direct approach as the popular k-means is not suitable in this case. In this paper, we propose a noisy k-means minimization, which is based on the k-means loss function and a deconvolution estimator of the density f . In particular, this approach suffers from the dependence on a bandwidth involved in the deconvolution kernel. Fast rates of convergence for the excess risk are proposed for a particular choice of the bandwidth, which depends on the smoothness of the density f . Then, we turn out into the main issue of this paper: the data-driven choice of the bandwidth. We state an adaptive upper bound using a modified version of Lespki's method, called Empirical Risk Comparison, where empirical risks associated with different bandwidths are compared. Eventually, we illustrate that the selection rule can be used in many statistical problems of M-estimation where the empirical risk depends on a nuisance parameter.
I. INTRODUCTION
A. Motivation N ONPARAMETRIC estimation procedures contain some nuisance parameter(s) whose optimal selection is not obvious. From the minimax point of view, these methods reach optimal rates of convergence, based on a regularity assumption over the unknown function to estimate. As a consequence, optimal parameters depend on some unknown smoothness index s > 0 of some functional space (e.g. the Hölder space). In density estimation, the most popular technique of kernel estimators (see [37] or [41] ) suffers from the dependence on a bandwidth parameter λ > 0. In deconvolution estimation, kernel deconvolution estimators are also employed to estimate a density from a sequence of independent and identically distributed (i.i.d.) contaminated observations:
In this framework, a kernel deconvolution estimator of f is given by:f
where K λ is a deconvolution kernel and λ > 0 is a bandwidth.
Estimators of the form (1.2) are of first interest in this paper. [15] has proved minimax rates of convergence for (1.2) using a specific bandwidth. This deterministic choice trades off a bias term and a variance term, and depends on unknown parameters, such as the smoothness index s > 0 of the density f . From the adaptive point of view, the aim is the datadriven selection of an estimator from a given family which satisfies some adaptive optimal properties: the selected estimator reaches the minimax rate for any function in a vast range of regularities s ∈ ]0, s + [, s + > 0. In this case, the proposed estimator does not depend on the exact smoothness index s > 0 of the target function but only on the upper bound s + . It satisfies minimax adaptivity with respect to the unknown smoothness. One of the most popular method for choosing the bandwidth is suggested by [26] in a Gaussian white noise model. It is based on the Lepski's principle ( [27] ). The idea consists of testing several estimators (by comparison) for different values of the bandwidth. This work is at the origin of various theoretical papers dealing with adaptive minimax bounds in nonparametric estimation (see for instance [10] , [19] , [35] ). From the practical point of view, Lepski's method has also received further development, such as the intersection of confidence intervals (ICI) rule (see [22] ). This algorithm reveals computational advantages in comparison to the traditional Lepski's procedure, or even traditional cross-validation techniques since it does not require to compute all the estimators of the family. It was originally designed for a problem of Gaussian filtering, which is at the core of many applications in image processing (see [2] , [23] , and references therein). In deconvolution setting, [12] obtained adaptive optimal results (for pointwise and global risks) using an improvement of the standard Lepski's principle (see also [18] ).
B. Noisy Data
In the present paper, we deal with the problem of clustering with noisy observations (1.1). Classical results in the presence of noisy observations are given in a deconvolution framework (see the references above), or alternatively in regression with errors-in-variables. [16] gave for the first time the minimax rates in the model of regression with errors-in-variables. [14] studied both density deconvolution and regression with noisy 0018-9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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data when the noise density η is unknown. We mention the monograph of [36] for a complete survey, including crossvalidation techniques to tune bandwidths in regression with noisy measurements. In statistical learning, [24] proposed to study different geometric characteristics of a multivariate distribution, such as the entropy dimension or the number of clusters, thanks to noisy data of the form (1.1). In a quite related framework, minimax results in Hausdorff distance are stated in [17] for manifold estimation of the support of a distribution thanks to noisy data. More recently, [31] studied a model of classification with noisy data, by giving for the first time minimax rates in binary classification with errors in variables. This paper is at the origin of other works in statistical learning with noisy data (see [29] for supervised classification and [30] for unsupervised problems). In these problems, the use of a deconvolution kernel estimator (1.2) is necessary to derive excess risk bounds. [31] provided a deterministic bandwidth choice to establish minimax fast rates of convergence (i.e. faster than n −1/2 ). Unfortunately, as usual, this choice depends on the unknown smoothness of the density f.
C. Outlines
The aim of this contribution is to establish adaptive fast rates for the excess risk via a modified version of Lepski's method. To the best of our knowledge, standard adaptive procedures such as cross-validation, model selection or aggregation cannot be directly applied in our particular context (see Section IV for details). Moreover, the Lepski's principle, which is usually used by comparing estimators for a given pointwise or global risk, cannot be directly applied to establish excess risk bounds. In this contribution, we design a selection rule based on the Lepski's principle with a comparison of empirical risks with different nuisance parameters. This method, called Empirical Risk Comparison (ERC), leads to derive adaptive results in the context of clustering with noisy data. Note that the comparison of empirical risks has been proposed in the particular case of Kullback-Leibler divergence in [40] for a maximum likelihood estimation problem. In this paper, we propose a more general point of view to establish adaptive excess risk bounds in general M-estimation problems, where a nuisance parameter is involved in the empirical risk.
The paper is organized as follows. In Section II, we present the model and the empirical risk minimization called noisy k-means, which uses a collection of deconvolution estimators (1.2) to deal with noisy data. In Section III, we state a non-adaptive risk bound, under a smoothness assumption over the density f , and an ill-posedness assumption over the noise distribution. These rates are reached by the noisy k-means procedure, where the bandwidth λ > 0 is chosen to trade off a bias-variance decomposition. In Section IV, we present the ERC rule to tune the bandwidth automatically. The theoretical results guarantee the same rates of convergence, modulo an extra-log term. We describe in Section V how the ERC rule can be applied to other M-estimation problems, such as binary classification, local M-estimation or quantile estimation. Section VI concludes the paper whereas Section VII-VIII are dedicated to the proofs of the main results.
II. NOISY CLUSTERING

A. The Problem
Isolating meaningfull groups from the data is an interesting topic in data analysis with applications in many fields, such as biology or social sciences. However, in many real-life situations, direct data are not available and measurement errors occur. Then, we observe a corrupted sample of i.i.d. observations: [4] , [28] ) and known as the peak power constraint (extension to B(0, M) with M > 1 is straightforward). Given some integer k ≥ 1, the problem of noisy clustering consists in learning k clusters from P X when a contaminated empirical version Z 1 , . . . , Z n is observed. This problem is a particular case of inverse statistical learning and is known to be an inverse problem (see [29] ). It has been studied recently in [30] , where non-adaptive results are proposed. For this purpose, we introduce a set of codebooks c = (c 1 , . . . , c k ) ∈ R dk , and the standard k-means loss function γ (c, X) := min j =1,...,k X − c j 2 , where · stands for the Euclidean norm on R d . The corresponding clustering risk of a codebook c is given by:
Given (2.2), we measure the performance of the latter codebook c in terms of excess risk, defined as:
where c * ∈ arg min R(c) is called an oracle. The oracle set is denoted by M and we assume along the paper that the number |M| of oracles is finite. This assumption is satisfied in the context of Pollard's regularity assumptions (see [39] ), i.e. when f has a continuous density (w.r.t. the Lebesgue measure) such that the Hessian matrix of c → R(c) is positive definite. In the direct case, the problem of minimizing (2.3) has been investigated in a variety of areas. For a given number of clusters k ≥ 1, the most popular technique is the k-means procedure. It consists in partitioning the dataset X 1 , . . . , X n into k clusters by minimizing the empirical risk:
where c = (c 1 , . . . , c k ) ∈ R dk is a set of centers. A cluster is associated to each observation by giving its nearest center c j , j = 1, . . . , k. The k-means clustering minimization has been widely studied in the literature. Since the early work of Pollard ( [38] , [39] ), consistency and rates of convergence have been considered by many authors. [5] suggested rates of convergence of the form O(1/ √ n) whereas [4] provided a complete minimax study. More recently, [28] states fast rates of the form O(1/n) under Pollard's regularity assumptions. It improves a previous result of [1] .
However, in this paper, the problem is the knowledge of X 1 , . . . , X n since we deal with a noisy dataset (2.1). For this reason, we introduce a deconvolution step in the stochastic minimization of the k-means procedure.
B. The Noisy k-Means Minimization
Following [30] , we plug a deconvolution kernel estimator as (1.2) into the true risk (2.2). For this purpose, let us introduce the following notations. We denote by F [g] the Fourier transform of an integrable function g, whereas F −1 stands for the inverse Fourier transform.
exists and is strictly positive, we can introduce a deconvolution kernel K λ as follows:
where λ > 0 is called the bandwidth. The kernel K in (2.4) is a kernel with particular properties (see Section III-A). Note that with a slight abuse of notations, t/λ denotes the vector (t 1 /λ, . . . , t d /λ). Moreover, (2.4) depends explicitly on the density η of the noise which is supposed to be known. In practice, this can be relaxed using repeated measurements (see [14] ). We introduce the set of possible centers in the unit ball B(0, 1) of the Euclidean space R d according to:
Then, we introduce the following collection of noisy k-means minimizers:ĉ
where R λ n (c) is called the deconvolution empirical risk. This quantity is defined as:
where γ λ (c, Z ) is the following, convolution product:
where 1l denotes the indicator function and g * g stands for the standard convolution product defined as:
Note that the restriction to the closed unit ball B(0, 1) appears only for technicalities, since any compact set can be used. The parameter λ in (2.5) is of great interest in this paper. In particular, an appropriate choice of the bandwidth provides fast rates (Section III) and adaptive results (Section IV). In minimax nonparametric estimation, the standard choice of λ trades off a bias-variance decomposition, that is an upper bound of the measurement error (see [43] for an overview). Thanks to [30] , we can expect the same kind of upper bounds of the excess risk as follows:
where in the sequel, for any fixed c, c
and E is the expectation w.r.t. P ⊗n Z . The first part of the decomposition is called a bias term, which depends on the unknown smoothness s > 0 of the density f and on the deconvolution kernel (see Proposition 1 for details). The second term of this decomposition is called the variance term, which is the stochastic error of the empirical risk minimization. As usual, it depends on a complexity parameter and on the noise assumption (see below). This term can be controlled using empirical process theory in the spirit of [6] (see Proposition 2) . As a first step, we derive in Section III optimal fast rates of convergence with the bandwidth λ :=λ(s) which minimizes the latter bias-variance trade-off (see Theorem 1).
III. FAST RATES FOR NOISY CLUSTERING
In this section, we state a non-adaptive excess risk bound for the noisy k-means procedure (2.5). This result is obtained under classical assumptions from both the statistical inverse problem literature and the area of fast rates in statistical learning theory. We recall and discuss these assumptions for completeness.
A. Main Assumptions
First of all, as in standard deconvolution problems, the use of a deconvolution kernel requires some additional assump-
This assumption is trivially satisfied for different standard kernels, such as the sinc kernel. This assumption arises for technicalities in the proofs and can be relaxed using a finer algebra. Moreover, in the sequel, we consider a kernel K of order m ∈ N as follows:
For the construction of kernels of order m, the univariate case is presented in [12] and [43] detailed the multivariate case in an anisotropic framework, where the kernel can have a different order in each direction. The construction of kernels of order m satisfying (K1) could be done using for instance the so-called Meyer wavelet (see [32] ).
Moreover, we need an additional assumption on the regularity of the density f to deal with the bias term. In this paper, this regularity is expressed in terms of Hölder continuity.
Definition 1 
where x v and y v are the v th components of x and y.
In the sequel, we assume that the multivariate density f of the law P X belongs to the isotropic Hölder class d (s, L), for some s, L > 0. It means that the density f has a similar regularity in any direction. An extension to the anisotropic Hölder class is given in [30] , who stated fast rates in this case. As in standard density estimation or deconvolution, the bandwidth choice is more nasty and depends explicitly on the direction (see also [12] ). It is out of the scope of the present paper.
We also need an assumption on the noise distribution η as follows:
1) Noise Assumption NA(ρ, β): There exists some vector
NA(ρ, β) deals with a lower bound on the behavior of the characteristic function of the noise density η. This lower bound is a sufficient condition to obtain excess risk bounds. However, to study the optimality in the minimax sense, we need an upper bound of the same order for the characteristic function. This is not the purpose of this paper. Moreover, this noise assumption is related to a polynomial behavior of the Fourier transform of η. This case is called the mildly ill-posed case in the deconvolution or statistical inverse problem literature (see [36] ). The severely ill-posed case corresponds to an exponential decreasing of the characteristic function in NA(ρ, β), such as a Gaussian measurement error. This case is not considered in this paper for simplicity (see [12] in multivariate deconvolution). Eventually, to reach fast rates of convergence, we need to introduce a margin assumption. This type of assumption is now standard in statistical learning theory since the work of Tsybakov ( [33] or [44] ). In clustering, we use the following version of the well-known margin assumption (see [3] for a related point of view):
2) Margin Assumption MA(κ): For any c ∈ C, there exists some positive constant κ such that:
where c * (c) ∈ M is the nearest optimal cluster associated to c and | · | stands for the Euclidean norm in R dk . The margin assumption proposes a control of the Euclidean norm by the excess risk. Since we restrict the study to a compact set, it is easy to see that MA(κ) implies at the same time:
and | c − c
As a result, we can use a localization principle and reach fast rates of convergence. The introduction of a margin assumption in clustering is actually not a novelty. It is strongly related to some wellknown regularity assumptions involved in the study of the consistency of the k-means procedure (see [1] , [39] ). Indeed, as shown in [1] , MA(κ) is satisfied if f is continuous and the Hessian matrix of the mapping c −→ R(c) is positive definite at any point c * ∈ M. In this case, the constant κ is related to the smallest eigenvalue of the Hessian matrix. These conditions have been introduced by [39] to establish asymptotic convergence for the k-means.
Eventually, [28] has interpreted Pollard's regularity assumption in terms of well-separated classes as follows. For any c = (c 1 , . . . , c k ) ∈ C, we associate to each center c i , i = 1, . . . , k the Voronoï cell V i (c) defined as:
Let ∂ V i (c) be the boundary of the Voronoï cell V i (c) associated with c i , for i = 1, . . . , k. Then, a sufficient condition to have a continuous density f and a positive definite Hessian matrix is to control the sup-norm of f on the union of all
, associated with c * ∈ M as follows:
where T (d) is a constant depending on the dimension d. As a result, the margin assumption MA(κ) is guaranteed when the source distribution P X is well concentrated around its optimal clusters, which is related to well-separated classes.
B. A First Excess Risk Bound
We now present an excess risk bound for a specific estimator defined in (2.5), under the previous assumptions.
Theorem 1: Assume that NA(ρ, β) and
Then, denoting byĉλ n a solution of (2.5) with:
there exists a universal constant C 1 depending on κ, w, L, d, s, β, ρ, k, η ∞ and |M|, and an integer n 0 ∈ N * such that for any c * ∈ M and any n ≥ n 0 :
The proof is an application of a localization approach in the spirit [34] , applied to the noisy set-up. As in [29] , the decomposition (2.7) allows us to control the excess risk. More precisely, the variance can be controlled by mixing empirical process as argued in [6] , gathering with the noise assumption NA(ρ, β). The bias term is bounded using both the smoothness of f and the margin assumption MA(κ).
Theorem 1 improves the previous result of [30] in the particular case of finite dimensional clustering, where a log log(n) term appears in the RHS (see [29, Th. 3] ). Rates of convergence of Theorem 1 are fast rates whenβ < s. It extends the result of [28] to the errors-in-variables case since we can see coarsely that rates to the order O(1/n) are reached when = 0. Here, the price to pay for the inverse problem is the quantity An open problem is to derive the optimality of Theorem 1 in the minimax sense, under the margin assumption MA(κ) and the noise assumption NA(ρ, β). In this direction, [31] proposed a complete minimax study in classification with error-in-variables by using a similar estimation procedure. We then conjecture that the rate n −s/(s+β) is minimax over Hölder spaces.
IV. BANDWIDTH SELECTION
In this section, we focus on the main issue of this paper: the data-driven choice of the bandwidth λ > 0 in the collection of estimators {ĉ λ , λ > 0} defined in (2.5). The goal is to reach adaptive excess risk bounds similarly to Theorem 1 for a choice of λ which does not depend on the smoothness of f .
In supervised learning (such as regression or binary classification), it is standard to choose a bandwidth -or a tuningparameter using a decomposition of the set of observations. A training set is used to construct a family of candidate estimators, each one associated with a different value of the bandwidth. Then, a test set allows to estimate the generalization performances of each candidate. It gives rise to the family of cross-validation methods, or aggregation procedures. Unfortunately, in unsupervised tasks, this simple estimation is not possible. The lack of efficiency of cross-validation methods in clustering has been illustrated in [20] for the problem of choosing k in the k-means. Moreover, in the presence of errors in variables, such as in deconvolution, it is also quite standard to perform cross-validation to choose the bandwidth of a deconvolution estimator. As described in [36] , it is possible to estimate the squared risk f λ − f 2 with Plancherel theorem, leading to the estimation of the Fourier transform of the unknown density. However, in our framework, this method seems hopeless since the optimal value of λ does not minimize a squared risk but an excess risk of the form (2.3). Eventually, model selection was introduced for selecting the hypothesis space over a sequence of nested models (e.g. finite dimension models) with a fixed empirical risk. Penalization methods are also suitable to choose smoothing parameters of wellknown statistical methods such as splines, SVM or Tikhonov regularization methods. The idea is to replace the choice of the smoothing parameter by the choice of the radius into a suitable ellipsoid. Unfortunately, here, the nuisance parameter λ affects directly the empirical risk (2.6), and a model selection method can not be directly applied in this context. Theorem 1 below motivates the use of a comparison method based on the Lepski's principle ( [27] ). Indeed, the nonadaptive choice ofλ = n -1/(2s+2β) trades off a bias-variance decomposition of the excess risk (2.7) and allows to establish fast rates of convergence. As a result, the Lepski's principle appears as the most common tool to construct an adaptive estimatorĉλ, whereλ mimics the oracleλ of Theorem 1. The construction of the data-driven bandwidth is based on the comparison of empirical risks instead of estimators. This direction has been already investigated in [40] , in a particular case of Kullback-Leibler divergence with local likelihoods. In the sequel, we adopt the same point of view in noisy clustering by comparing empirical risks (2.6) with different bandwidths. The built estimatorĉλ will be called adaptive since it does not depend on the smoothness s.
To define the selection rule, we first remind some definitions and notations. Given a kernel K satisfying the previous assumptions, we note K 1 the L 1 -norm of the kernel on R d . The constant η ∞ := η ∞ is the sup-norm of the noise density η, whereas ρ > 0 andβ = where s + > 0 is an upper bound on the regularity index of f . In this section, we take n sufficiently large such that n −1/(2s+2β) ∈ . Moreover, for some constant a ∈ (0, 1), we set:
a discrete exponential net on the bandwidth set with cardinality | a |. We finally introduce the adaptive bandwidth choice, called ERC (Empirical Risk Comparison):
The noisy k-means estimator (2.5) with bandwidthλ chosen from ERC rule (4.2) has the following property.
Theorem 2: Assume that NA(ρ, β) and MA(κ) are satisfied for some β ∈ (1/2, ∞) [27] (see also [8] ) to pay a log(n) factor in pointwise estimation (i.e. when we estimate a target function f at a given point x 0 ). However, it is well-known that there is no price to pay for adaptivity in global estimation (e.g. in L 2 -norm). In the problem of noisy clustering, or more generally noisy classification, the choice of λ concerns the global estimation of the density f . This estimation is used in the procedure of noisy k-means, where we plugf λ into the true risk. We therefore conjecture that a global estimation of f is sufficient and thus no extra log term has to be paid.
The threshold term δ λ -which comes from the control of the stochastic part of the excess risk, see Proposition 2 -has the following form (see (4.1)):
where the (large) constant C adapt > 0 depends on the margin constant κ which is possibly unknown. Indeed, by definition, it depends on the underlying density f . In practice, we recommend a painstaking calibration of this constant. From the theoretical point of view, this constant could be chosen using the propagation method suggested by [42] . The proof of Theorem 2, given in Section VII, is based on the standard Lepski's principle subject to major modifications. This rule traditionally uses a comparison between estimators (possibly defined as minimizers) indexed by a nuisance parameter to select the best one from the considered family. In our context, we have proposed to compare empirical risks indexed by the nuisance parameter (bandwidth) to control the performance of the selected risk minimizer in terms of excess risk. Note that this idea was suggested by [40] via local likelihood comparison with the Kullback divergence as measurement error (see next section for more details). To the best of our knowledge, it is the first time that the Lepski's principle is applied in statistical learning in this way.
In the following section, we give sufficient conditions to apply the ERC rule in the more general context of M-estimation depending on a nuisance parameter. Many examples could be considered in future works.
V. ERC'S EXTENSION
In this section, we propose an extension of the ERC rule (4.2) to a more general context of M-estimation that we illustrate by some examples. The aim is to control the excess risk of a data-driven M-estimator, to state adaptive excess risk bounds. We highlight that the standard Lepski's method, such as in [13] 
.).
To this end, let us introduce a random variable Z on some probability space ( , F , P), with law P Z defined on X . Given a sample of i.i.d. random variables Z 1 , . . . , Z n ∈ X with probability law P Z , we consider an empirical risk denoted by R λ n (·), where λ > 0 is a bandwidth to choose via ERC rule. This parameter can be the bandwidth of a standard kernel in a localization approach (see Examples 4. and 5.), or the bandwidth of a deconvolution kernel in error-in-variables models (see Examples 1., 2. and 3.). We associate to this empirical risk a collection of M-estimators:
where G is a fixed family of candidates that depends on the considered problem. Given the collection of estimators (5.1), we focus on the selection of the nuisance parameter λ > 0 appearing in the empirical risk. Without loss of generality, we assume that λ belongs to the set n = [λ − , λ + ], where λ − ≤ λ + and λ − , λ + → 0 as n → ∞. In order to obtain good properties forĝ λ n , the first condition on R λ n (·) is that it has to be an asymptotically unbiased estimator of the true risk R(·). To this end, for any fixed estimator g ∈ G, we introduce the expectation of the empirical risk as R λ (g) = ER λ n (g), where E denotes the expectation w.r.t. the product probability of the training set (Z 1 , . . . , Z n ). Then, the empirical risk has the following property:
We also denote by g * the best possible decision rule in G, called an oracle, defined as:
Eventually, the performance of the estimateĝ λ n is measured via the excess risk R(ĝ λ n , g * ) := R(ĝ λ n ) − R(g * ). As illustrated in Section III for the particular case of noisy clustering, the performance ofĝ λ n in terms of excess risk is strongly related to the behaviour of R λ n (g) as an estimator of the true risk R(g). The message of this section is the following : if the behaviour of R λ n (g) in (5.1) can be decomposed into a standard bias-variance decomposition, an adaptive choiceλ can be proposed using ERC rule. It leads to the following assumptions that are sufficient conditions to propose an optimal adaptive procedure:
A. Bias/Variance Conditions
1) There exists an increasing function denoted by Bias(·)
such that for all g ∈ G and λ ∈ :
2
) There exists a decreasing function denoted by Var t (·)
such that for all λ ∈ and t ≥ 0:
where:
The above conditions ensure a control of the excess risk using the bias-variance decomposition (2.7). It allows to find a quantity λ * which trades off both terms Bias(λ) and Var t (λ).
In particular, using (2.7), Bias/Variance conditions 1. and 2. lead to the following exponential inequality:
for all t ≥ 0. A close inspection of the proof of Theorem 2 highlights that Bias/Variance Conditions are sufficient to show the adaptive property of the ERC rule in this general context as follows. Let a be a discrete exponential net on the set . Then, the general ERC rule is given by:
where 
whereλ is chosen in (5.2).
We omit the proof of Theorem 3 since it can be deduced coarselly from the proof of Theorem 2. This result is a control of the expected excess risk ofĝλ n via a data-driven parameterλ. The adaptive estimator performs as well as the best one, i.e. the one minimizing the Bias/Variance trade-off in the family {ĝ λ n , λ ∈ }. This result could be of great interest in many statistical learning context. We now give some examples in the context of noisy data, and then we turn out into the problem of local M-estimation.
Example 1 (Noisy Clustering): The framework of Section III exactly falls into the general model of this section. Indeed, in the problem of clustering with noisy inputs (2.1), the empirical risk is defined as in (2.6): 
and G * ∈ arg min G R(G). Using a deconvolution kernel of the form (2.4), we can introduce an asymptotically unbiased estimator of R(G) given by:
wherep λ andq λ are deconvolution kernel estimators of p and q with given bandwidth λ > 0. We also define the estimated decision setĜ λ n ∈ arg min G R λ n (G). In this context, [31] have proved minimax fast rates of convergence for the excess risk R(Ĝ λ n ) − R(G * ), using a bias-variance decomposition as in (2.7). The generalization of ERC rule in this particular minimax framework illustrates that a minimax adaptive excess risk bounds could be stated by using the ERC rule (5.2), up to an extra log term.
Example 3 (Quantile Estimation [13] ): Given noisy data (2.1), the objective of quantile estimation is to estimate a τ -quantile of the distribution P X , which is given by:
where τ ∈ (0, 1). [13] proposed to estimate q τ using a deconvolution kernel estimator of the form (2.4). The proposed estimator is defined as:
wheref λ (·) is given in (1.2) with bandwidth λ > 0. Interestingly, they prove convergence rates for the quantity |q τ −q λ τ |, (provided that f ∈ (s, L)) for an optimal bandwidth λ := λ(s) which trades off a bias-variance decomposition similar to (2.7). As usual, the choice is non-adaptive, and the authors use the standard Lepski's procedure to obtain adaptive upper bounds for the measurement error |q τ −q λ τ |. From the result of [13] , the Bias/Variance conditions are satisfied and Theorem 3 could be used to establish adaptive upper bounds for the excess risk R(qλ τ ) − R(q τ ). Thus, ERC rule (5.2) allows to obtain sharper risk bounds.
Example 4 (Local Fitted Likelihood [40] ): Let us introduce a sample of independent random variables
. . , n, where P θ i denotes the distribution of Y i with given probability density p(·, θ i ), with a parameter θ i = θ(X i ). In [40] , the aim is to estimate the quantity θ(x) at a given point x (pointwise estimation). This model contains standard nonparametric problems such as, for example:
with Gaussian errors i ; -Binary classification model where:
-Inhomogeneous exponential model:
-Inhomogeneous Poisson:
In this problem, one usually applies the local version of the well-known likelihood method. It gives rise to the minimization of a localized, negative log-likelihood as follows:
where K(·) is a kernel function and λ > 0 plays the role of a bandwidth. In this context, the localized likelihood depends on a bandwidth. Moreover, in such a framework, the accuracy of a givenθ λ can be measured thanks to the Kullback-Leibler divergence between the two probability P θ and Pθ λ , given by
[40] provided a data-driven selection of λ using Lepski's principle comparing localized, negative log-likelihoods. This rule is similar to ERC rule (5.2) where the empirical risk corresponds to the localized, negative log-likelihood, which is an asymptotically unbiased estimator of the risk R(·) := −E P θ log p(Y, ·). In this framework, the excess risk R(θ λ ) − R(θ ) associated to the likelihood coincides with the Kullback-Liebler divergence:
Eventually, we note that Bias/Variance Conditions can be established thanks to a margin assumption K(θ,θ λ ) ∼ I -1 | θ,θ λ |, where I denotes the Fisher information. Then, ERC rule is relevant and coincides with the adaptive method introduced by [40] . Example 5 (Robust M-Estimation [11] ): Let us consider nonparametric regression where we observe a sequence of i.i.d. random variables
where the design X i is uniformly distributed on [0, 1] and the noise ξ i is symmetric, possibly heavy-tailed and such that P(−1 ≤ ξ i ≤ 1) > 0. We are interested into the pointwise estimation of the regression function f : [0, 1] → R at a given x 0 . In such a framework, localized approaches (e.g. with a kernel function) are usually used. In particular, we can focus on the local Huber estimator as follows:
is the Huber contrast (see [21] ), K(·) is a kernel function and λ > 0 is the so-called bandwidth. The estimator was recently investigated by [11] for its robustness properties. Following the approach of Theorem 3, we can use the general ERC rule to obtain adaptive upper bounds for the mean square error offλ(x 0 ). Indeed, as a first step, since the Huber contrast is smooth enough, a margin assumption holds:
for t closed to f (x 0 ). Then, from a careful look at the proof of [11] , there is nice hope that the Bias/Variance Conditions are satisfied. Eventually, a direct application of Theorem 3 is possible.
VI. CONCLUSION
This paper could be viewed as a first step into the study of adaptive noisy clustering. Several problems remain open and could be the core of future works.
Firstly, we obtain in Theorem 1 a non-adaptive excess risk bound in clustering with noisy data for a collection of deconvolution empirical risk minimizers. This bound highlights the presence of fast rates of convergence, which improves the previous result stated in [30] using Koltchinskii's localization approach (see [25] ). Here, fast rates of the form O(n −s/(β+s) ) are obtained, where s > 0 is the Hölder regularity of the density f andβ deals with the asymptotic behaviour of the characteristic function of the noise. These rates are reached for a non-adaptive bandwidth choiceλ = n −1/(2β+2s) . Then, we turn out into the main issue of the paper: the adaptive choice of the bandwidth of the estimator. We introduce a new selection rule based on Lepski's heuristic, where empirical risks are compared instead of estimators. This rule, called ERC, satisfies an adaptive excess risk bound which coincides with the optimal upper bound (of Theorem 1), up to a log(n) term.
The introduction of the ERC rule in noisy clustering leads to several open problems. First of all, the proposed selection rule suffers from the dependence on the threshold term δ λ in (4.1), which depends on unknown constants, such as the margin constant κ in MA(κ). An interesting and challenging open problem is to investigate the adaptivity with respect to the margin assumption. Moreover, this threshold is not realistic and a precise calibration of this term is of practical interest. In this respect, it could be interesting to develop the propagation method presented in [42] . Another interesting direction is to extend the result of Theorem 2 to the anisotropic case. From [30] , we know the presence of fast rates of convergence for the collection of noisy k-means, where the density f has an anisotropic Hölder regularity. For this purpose, the application of ERC rule based on [18] is a challenging open problem.
The construction of an algorithm to compute the ERC rule is also of first interest. This could be done thanks to the recent developments stated in [9] , where a noisy k-means algorithm is proposed. Then, it could be interesting to test over simulated as well as real datasets the problem of choosing the bandwidth in the algorithm. An implementation of the ICI algorithm will be efficient to avoid the calculation of all the estimators in the collection of noisy k-means.
Eventually, in this contribution, the Lepski's heuristic is introduced for the first time to establish adaptive excess risk bounds in statistical learning. As discussed in Section V, the data-driven choice of the bandwidth proposed in this paper can be applied to a more general context of M-estimation, where a nuisance parameter appears in the empirical risk. In this general context, ERC rule appears to be useful to obtain adaptive excess risk bounds provided that a suitable bias-variance decomposition is available for the empirical risk (see Theorem 3). We conjecture that the guiding thread of this paper could be use in a variety of statistical models, where parameter selection is involved.
VII. PROOFS
A. Basic Results
Proofs of Theorem 1-2 are based on the following two basic propositions.
Proposition 1 (Bias Control): Suppose f ∈ d (s, L). Let K(·) a kernel of order s with respect to ν, and assume that MA(κ) is satisfied for some positive constant κ. For any
, λ > 0 and any c ∈ C, it holds:
where
) and (·) stands for the Gamma function.
Proof: We consider the case d = 1 for simplicity. Using the elementary property
, gathering with Fubini, we can write:
Now, since f has l = s derivatives and K(·) a kernel of order l, there exists τ ∈ (0, 1) such that:
where we use in last line the Hölder smoothness of f . From (8.2) and MA(κ), we have that
We then have for any > 0:
where the last inequality comes from Young's inequality:
with a = 
where r * λ (A, t) satisfies the following fixed point equation: 
whereas ζ 2 , ζ 3 > 0 are defined in Lemma 2 and Lemma 3. Proof: The proof of Proposition 2 is based on the Bousquet's version of Talagrand concentration inequality (see [7] ) applied to the following weighted random variable:
More precisely, let us introduce the following notations. For any λ ∈ , define
and
Then, under separability condition over C, for any t > 0, Bousquet's inequality claims that:
In the sequel, we use a simpler version of Bousquet's inequality as follows. By simple algebra, we have:
where we use (a +b) 2 ≤ 2(a 2 +b 2 ), a, b ∈ R to obtain the last inequality. We can then give a simpler version of Bousquet's inequality. For any t > 0, we have:
. (7.5) We are now on time to give convenient upper bounds for the terms depending on λ in (7.5).
1) Control of σ λ :
The control of σ λ is based on Lemma 1 and the margin assumption MA(κ). We have, from (7.3): 6) where the last inequality is obtained considering both cases R(c, c * ) ≤ r and R(c, c * ) > r .
2) Control of T λ : Using Lemma 2, and the margin assumption MA(κ), one has immediately:
3) Control of EZ λ : The control of EZ λ needs Lemma 3 and a modified version of the so-called peeling device suggested by [28] . Let μ > 1 be a real number. We then have:
Taking the expectation on both sides and using Lemma 3 lead to:
where the last inequality is obtained taking μ = 4. Thus, using the definition of r = r * λ (A, t), the last inequality, (7.6) and (7.7), we have with (7.1):
Invoking Bousquet's inequality (7.5) and the last inequality, we obtain P Z λ ≥ r * λ (A, t) ≤ e -t . Then, the proof is complete by definition of Z λ in (7.2) .
B. Proof of Theorem 1
As we mentioned above, the proof is based on the application of Propositions 1 and 2. Indeed, from the bias-variance decomposition (2.7), using Proposition 1 with = 2 and c =ĉ λ , and Proposition 2 with A = 4 and c =ĉ λ , we have with probability 1 − e -t
Moreover, note that for any λ > 0 such that nλ d → ∞ as n → ∞, and for any t > 0 and any A ≥ 1, there exists n 0 ∈ N such that for all n ≥ n 0 it holds:
looking at the solution of the fixed point equation (7.1). Using two last inequalities, we have for n such that nλ d ≥ 1, with
By integration, the choice of λ in Theorem 1 gives:
.
C. Proof of Theorem 2
In the sequel, we write λ * the element of solution of the equation 12ζ 1 κλ 2s = δ λ , where ζ 1 is given in Proposition 1. Consequently, note that there exists a constant 3 > 0 such that
Moreover, we introduce λ * a , the element of a such that λ * a ≤ λ * ≤ a -1 λ * a . Let us consider the event = λ * a ≤λ . Firstly, by construction ofλ, we have on :
(7.10)
By simple computations, one has:
Then, using Proposition 1 with some > 1/2 (chosen later on) and c =ĉλ, it yields on using (7.10):
Using Proposition 2 with t = 2 log(n), and c =ĉλ, it holds for any A > 2 /(2 − 1), with probability at least 1 − n −2 − P(λ * a ≥λ):
Choosing = 2 and A = √ 2, we obtain:
From the definition of δ λ and (7.8), there exists n 1 ∈ N such that δ λ ≥ r * λ √ 2, 2 log(n) for any λ ∈ and n ≥ n 1 . We then obtain:
11)
It remains to control the probability P(λ ≤ λ * a ). Note that, using the definition ofλ, we have by union bound:
(7.12)
From simple computations and using twice Proposition 1 with > 0 and c =ĉ λ or c =ĉ λ * a , for any λ ≤ λ * a , we have:
Note that δ λ ≥ √ 2r * λ √ 2, 2 log(n) for any λ ∈ and n ≥ n 1 . Then using twice Proposition 2 with A = √ 2 and c =ĉ λ * a or c =ĉ λ , we have with probability
, c * )
We are now on time to choose = 1/(2 − √ 2) to have with
Eventually, using the inequality (7.9) with λ ≤ λ * a and t = 2 log(n), we have with probability
By definition of λ * a and λ * , it holds that λ ≤ λ * a ≤ λ * and 12ζ 1 
Using (7.12) and the last inequality, we finally have:
Thus, using (7.11), the last inequality, and definitions of λ * a and λ * , there exists a universal constant C 2 depending on κ, w, L, d, s, β, ρ, k, η ∞ , and |M| such that with probability greater than 1 − 4n -1 :
This last assertion allows to complete the proof taking n ≥ n 1 sufficiently large such that 4n -1 is negligible in comparison to
APPENDIX
In the proofs of Proposition 1 and Proposition 2, we use the following technical results.
Lemma 1: Assume that NA(ρ, β) is satisfied for some β ∈ ( 
Using the Plancherel theorem and the convolution, it yields:
Let us bound the Fourier transform of K λ (·); by definition of w, using NA(ρ, β) and Riemann-Lebesgue Theorem, we have:
Two last inequalities then imply: Moreover, using the definition of K λ (·) and some change of variables, we have using NA(ρ, β):
Three last inequalities then imply
With this result, we also need to control the complexity involved in Section III thanks to the following lemma:
Lemma 3: Assume that NA(ρ, β) are satisfied for some β ∈ ( 
× log(|M|) + kd log(kd) + 6 log(2) . Proof: The proof is based on the chaining argument, gathering with a maximal inequality. More precisely, we use a special case of a maximal inequality derived in [34, Lemma 6.6, Sec. 6.1]. Adapted to our needs, this maximal inequality reads as follows: Then: We then deduce that u v (c) → c for v → ∞. The main ingredient of the chaining argument is the following decomposition (by continuity of L using dominated convergence theorem):
L(u v (c)) − L(u v−1 (c)).
Note that for simplicity, in the sequel, we write c 0 instead of c 0 (c * ) since this vector depends on the minimum c * ∈ M where the cardinality of M could satisfy |M| ≥ 2. For ease of exposition, denoteP n := P n − P where P n is the empirical measure and P the expectation w.r.t. the distribution P Z , whereas λ (c, c , Z ) = γ λ (c, Z )−γ λ (c , Z ). We then obtain: We will now find bounds of A 1 and A 2 thanks to Lemma 4.
A. Bound of A 1
We first remind that |M| is finite. We can then apply Lemma 4, with φ(X i ) = γ λ (c 0 , Z i ) − γ λ (c * , Z i ). Indeed, using the definition of c 0 and Lemmas 1 and 2, we have σ = ζ 2 √ η ∞ λ −β √ δ and b = ζ 2 λ −β−d/2 √ δ in Lemma 4, it yields: 
