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ABSTRACT
Multi-dimensional data is one of the most abundant and publicly available
data sources for people to access today. It forms hierarchy naturally(e.g.,
people publish posts about different topics or share information from various
countries. Given a topic such as technology, it many form sub-topics like
mobile devices and web news. Similarly, given a country, it naturally forms
hierarchy such as states, counties, cities, and towns). Multi-dimensional
data may also interlink together with URLs, images, videos and people to
form a rich heterogeneous information network. In this study, we propose
ONet to search, explore and visualize hierarchical summarization on multi-
dimensional data. In particular, we take Twitter data as an example to show
the power of integration of data warehouse and OLAP technologies with in-
formation network. Based on Twitter data, ONet summarized important
events at different granularities. With the interlinked events and other enti-
ties consisted in the network, we investigated some state-of-the-art ranking
algorithms, and developed a ranking model in a learning-to-rank approach
to rank heterogeneous entities. Experimental results on a large scale real
data set show that our proposed ranking model achieves high efficiency and
outperforms all compared baselines.
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CHAPTER 1
INTRODUCTION
With the advance in Web technologies, communication with friends has never
been easier. For example, on Twitter, more than 170 millions tweets posted
are and reposted everyday by millions of active users on Twitter.
Twitter has several unique advantages that distinguish it from web sites,
blogs, or other information channels. First, the 140-character-message of
tweet makes it very unique while compared to news posts, blogs and other
information channels. First, tweets are created in real-time. With the brevity
guaranteed by a 140-character-message limit and the popularity of Twitter’s
mobile applications, users tweet and retweet instantly. For example, we could
detect a tweet related to a shooting crime 10 minutes after shots fired, while
the first news report appears approximately 3 hours later. Second, tweets
have a broad coverage over events. On Twitter, millions of general users,
as well as verified accounts such as news agents, organizations and public
figures, are constantly publishing new tweets. Every user can report news
happening around him or her. Thus, tweets cover nearly every aspect of
daily life, from national breaking news (e.g., earthquakes), local events (e.g.,
car accidents), to personal feelings. Third, tweets are not isolated; they are
associated with rich information. For example, for each tweet, we can find an
explicit time stamp, the name of the user, the social network the user belongs
to, or even the GPS coordinates if the tweet is created with a GPS-enabled
mobile device.
With these features, Twitter is, in nature, a good resource for detect-
ing and analyzing events. In our previous work, we have proposed a sys-
tem, TEDAS [1], which enables detecting new events, analyzing the spatial
and temporal pattern of an event, and identifying importance of events. To
demonstrate the power of data warehousing and online analytical processing
(OLAP) technologies on text data [2], we proposed, EventCube [3], which
makes it possible to perform efficient multi-dimensional search and analysis
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of large collections of free text. To demonstrate the power of heterogeneous
information networks analysis, we proposed, ResearchInsight [4], which
integrates heterogeneous information networks algorithms such as RankClus
and NetClus, cluster and rank venues, authors and terms together, and Path-
Sim, conducts effective similarity search across networks [5] altogether to pro-
duce insightful recommendation in CS research in computer science research
publication network(DBLP).
All of our previous proposed systems work perfectly on their own, how-
ever, there are some limitations in each system: In TEDAS, only spatially
closed events will be clustered together, thus events that are textually closed
or semantically closed cannot not be clustered together and lack significant
component of analyzing evolution of events. In EventCube, related entities
(e.g., people involve in the events) of the event cannot be discovered; and
ResearchInsight lack the power in summarization in multi-level hierarchy
(e.g., what are the most active data mining researches located in European
affiliation in year 2014?). To accommodate these problems, we proposed a
novel system ONet that can address all the drawbacks of the previous sys-
tems by incorporating the power of data warehouse and OLAP technologies
and heterogeneous information networks. In particular, we are building a
system that can keep the advantages of previous systems and enhance their
disadvantages, thus the system will provide the following functions:
1. Summarizing events on different level of granularities,
2. Ranking events based on various aspects and leverage the sources pro-
vided by the data cubes and information network.
The initial step is to construct a data cube from the multi-dimensional
datasets and to construct a structured heterogeneous information network
at the same time. Related nodes and links will be merged into one when the
hierarchy moves up one level, similarly, nodes and links will be split into finer
when the hierarchy moves down. Then, the built data cube and information
network can be used to answers various queries.
ONet provides users the flexibility to search different combination of di-
mensions of the data, and supports visualization of the network in a hierarchy
way. The results of the network can also be displayed as a timeline where
each of the important sub-events including related images and videos hap-
pened in the event are aligned by time. Ranking events become a critical
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competent in the ONetbecause it directly affects what contents the users im-
mediately see, from the massive amount of candidates, in a limited space or
user interface.
This paper is organized as follows. In Chapter 2, we introduce the over-
all framework, and formally define the ranking problem. In Chapter 3, we
describe a two-stage approach for data cleaning and other methods for pre-
processing. A learning-to-rank approach to rank entities in Chapter 4. In
Chapter 5, we provide detailed experiments and describe case studies with
real-world examples. The related work and discussion are described in Chap-
ter 6; and finally, Chapter 7 concludes this thesis.
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CHAPTER 2
GENERAL FRAMEWORK
2.1 Problem Statement
Let the input data be represented by a set of tweets: D = (d1, d2, ..., dM)
where each di is a tuple of attributes provided by the tweet. Each di =
(r, t, u, l, f, c, w,H, U) where r is the text content of the tweet, t is time
stamped when the tweet is created, u is the user who posted the tweet, l is
the geo-tagged location in the tweet which can be seen as a two dimensional
vector of latitude and longitude, f and c are the number of favorites and the
number of retweets when the tweet is crawled, w is the URL attached with
the tweet, H is a set of hashtags attached with the tweet and each hashtag
is represented in string, and U is a set of users mentioned in the tweets. An
example of a tweet is shown on Table 2.1.
Therefore, a raw tweet contains multi-dimensional data, but some of the
dimensions could be missing or very noisy because not every attribute is
required for the user to input before they publish the tweet which makes the
data inconsistence.
Given such an input data, our goal is to produce 1) summarized entities in
different level of granularities, and 2) ranked entities based on various aspects
for different query inputs. To start with, we need to define an event which
consists of: a set of topics, a set of topic-categorized tweets, and a keyphrase
that summarized an event. More formally, it defines as follow:
Definition 1. (Event) An event is defined at a tuple e = (Z, J, s) where Z
is a set of topics, J is a set of topic-categorized tweets, s is the keyphrase.
Each topic zi = (K, zp) where K = {k1, k2, ...}, is a set of key words, and zp
is a parent topic of zi and is a topic. Thus, it firms a hierarchal structure of
topics.
Then, each topic-categorized tweet ji = (di, z). Essentially, the topic set
4
Attribute Content
Text content RT @shackett: I will donate $1 to Red-
cross.org for every person who retweets this
message #japan #prayforjapan #tsunami
Text Red Cross 90999
Time 8:06 PM - 16 Mar 2011
User LiveSteamy
Location
Number of favorites 4
Number of retweets 39
URL
Hashtags japan, prayforjapan, tsunami
Mentioned Users shackett
Table 2.1: Attributes contain in a tweet
in any event e is the union of all the events in its topic-categorized tweets.
2.2 Heterogeneous Information Network
Definition 2. (Information Network) An information network is defined
as a directed graph G = (V,E) with an object type mapping function τ :
V → A and a link type mapping function φ : ε→ R, where each object v ∈ V
belongs to one particular object type τ(v) ∈ A, each link e ∈ ε belongs to
a particular relation φ(e) ∈ R, and if two links belong to the same relation
type, the two links share the same starting object type as well as the ending
object type.
Definition 3. (Network schema) The network schema, denoted as TG =
(A,R), is a meta template for a heterogeneous network G = (V,E) with
object type mapping ν : V → A and the link mapping φ : ε→ R, which is a
directed graph defined over object types A, with edges as relations from R.
With the definition of information network and network schema, we can
see that if the types of objects |A| > 1 or the types of relations |R| > 1,
the network is called heterogeneous information network; otherwise it
is a homogeneous information network. The meta template for a het-
erogeneous network is defined in Definition 3, and the building-block of the
5
Event	  
Topic	  
Loca.on	  
Person	  Time	  
Organiza
.on	  
Figure 2.1: Network Schema: The hierarchies of each node are not shown
for simplicity.
network is depicted in Figure 2.1 and defined in Definition 3. It clearly shows
that the schema is an event-centric network where an event node in the mid-
dle of the schema connecting with Person, Topic, Time, and Location. For
simplicity, we do not show the hierarchies in each node(note that Person
does not firm hierarchies in the current setting). By default the edges in the
schema is unweighted so all the weights are set to the same value(e.g., 1).
But it is not hard to assign weights to the edges(e.g., the weight between an
Event and an Person node could be proportional to the number of Person’s
mentioned in all the tweets of the event). With this heterogeneous informa-
tion network setting, we are incorporating rich nodes and links to perform
similarity search and ranking.
2.3 System Architecture
Figure 2.2 shows the architecture of ONet. It contains two major parts: (1)
oﬄine processing and (2) online computing. Oﬄine processing processes
and stores tweets and users. For every tweet in the dataset, it is first fed
into a classifier which determines whether a tweet is related to an event. An
event-classified tweet is then fed into a hierarchal topics assignment engine
which determines what topics belong to the tweet. A tweet categorized with
topics is sent through a meta information extractor, which extracts hashtags,
URLs, re-tweets, mentioned users, and created time from the tweet. The ex-
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Figure 2.2: System Architecture
tracted meta information along with the original tweet are indexed by a text
search engine and stored in a partial database system. The index and the
partial database then passed through the User Location Predictor to auto-
matically fill users’ location information if it is missing or containing noisy
information(e.g., “Where the Wild Things are”, or “INSIDE A BOOK”).
The location refined users’ profile along with the topic-categorized tweets
will be stored in the data warehouse. It is also fed into the network construc-
tion to build a large heterogeneous information network.
The data warehouse, concept hierarchies and the information network are
used to support online analytical queries. Online processing answers users’
analytical queries and generates visual results. Given a query, which con-
tains a spatial area (e.g, “japan), a temporal period (e.g., “March 2011),
a ranked by entity(e.g., Event), or their combinations, ONet first fetches
matched entities in the corresponding cells in data cube and their related
nodes in information network. As ONet aims to identify important entities
for the query, those entities are ranked by a ranking model according to their
importance. The results are sent to the interface, where a visualization of
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the results is provided.
Building such a system is challenging. Due to the short length of tweets and
the diversify of topics, effectively implementing components, including data
cleaning, classification, ranking, extraction, networking building, and data
cube building, it requires new algorithms that can fully explore the Twitter
network. In particular, we focus on enhancing the entity ranking in this
system. We will explain extensive data cleaning and network construction in
Chapter 3, and major technical contribution on entity ranking in Chapter 4.
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CHAPTER 3
DATA CLEANING AND PREPROCESSING
With 5 million English tweets and 20 million users as our corpus(details
about the data sets statistics is discussed in Chapter 5), we faced a lot of
challenges on data cleaning and preprocessing including missing data han-
dling and extracting entities. To systematically handle it, we first extracted
typed entities from tweets and users and constructed a heterogeneous in-
formation network with the network schema, predefined concept hierarchies
associated with these typed entities.
3.1 Tweet Topics Categorization: A
Classification-and-Filtering framework
Because not all tweets are about particular events, storing them into our
database is a waste of space. Hence, we need to determine whether a tweet
is related to events or not, and then, properly assign topics to each tweet.
This task is challenging because tweets are limited to 140 characters and
contain a lot of noisy information (e.g, misspelled words or short URLs). To
systematically solve this problem, we developed a two-stage approach. It
starts by generating candidate tweets that are related to events, then apply
a filtering technique to eliminate the bad candidates. The overall framework
of this approach is illustrated in Figure 3.1.
Classification Stage: Event-related Tweet Candidate Generation
Given a tweet d, our goal is to learn a function f(d) which can determine
whether a tweet d is related to events or not. Although it is trivial to build a
classification model based on a tweet’s text, the model’s performance is un-
acceptable, as tweets are limited to 140 characters and contain a lot of noisy
9
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Figure 3.1: The two-stage framework of Tweet Topics Categorization
information (e.g, misspelled words or short URLs). We explored additional
features from Twitter to increase the accuracy of prediction.
Twitter-specific features: In Twitter, a tweet (e.g., @dcfireems: List of
#MD cooling centers: bit.ly/prBr8x) has particular format. It may contain
a short URL, which links to a page (e.g., bit.ly/prBr8x), a hash tag (e.g.,
#MD), which indicates a topic, or an “@ sign (e.g., @dcfireems), which means
replying to somebody. These features provide extra signs for determining
whether a tweet is event-related or not. For example, if a tweet contains a
link that points to a news page, it is likely to be related to events and the
content of the page can be used as additional text. If a tweet contains an @
sign, it is likely to relate to personal communication.
Event-specific features: Given M1:“Severe Thunderstorm Warning is in
effect for southwestern Bent until 4:15 PM.”, M2: “Incredible! Epic thun-
derstorm”, M3: “Severe Thunderstorm Warnings Issued In Mid-State”, we
observed that although their content is similar, Event-related tweets (e.g.,
M1, M3 ) often contain time (e.g., 4:15pm) or location (e.g, southwest bent),
while non-event tweets (e.g., M2) do not. In addition, a number is frequently
mentioned in an event-related tweet (e.g., 7 people are injured) as well. Thus,
we used those event-specific features for classification.
We trained a classification model with the set of features discussed above,
summarized in Table 3.1, which was tested to have 80% accuracy. It greatly
improved the model with only text features, whose accuracy was only 60%.
Filtering Stage: Topics categorization to Event-related tweets
This goal of stage is to assign proper topics to the tweets. It is straightforward
to assign topics to a tweet by keyword mapping with a set of high quality key
10
Feature Description
has url whether a tweet contain a url
url from news agency whether the url is from a news agency
has at sign whether a tweet contains a ‘@’ sign
has datetime whether a tweet contains datetime informa-
tion
has loc address whether a tweet contains a address or loca-
tion information
has number whether a tweet contains a number
Table 3.1: Features for Event-related Classification
words which belong to the topics. However, it is hard to maintain the high
quality of the keywords. To solve this problem, we adopted a user-specific
constraint along with a small set of predefined key words of topics.
Users’ interests constraint: We modeled users’ interests θ as mixtures
of weighted topics, and used them to validate whether the assigned topics
η really belong to the tweets. Let simuser(θ, η) be the similarity of a user’s
interests and the assigned topics of tweet t
simuser(θ, η) =
∑|Z|
i θi × ηi√∑|Z|
i (θi)
2 ×
√∑|Z|
i (ηi)
2
(3.1)
In ONet, we accept interest-match rate no lower than 80%. This threshold
varies from different applications, and can change easily depending on the
application’s needs. If this is set to 1. It does not allow any error in topic
categorization. If this is set to 0, we allow full error. In other words, we
basically discarded the filtering stage in the framework.
With this two-stage framework, we achieved about 22% increase of accu-
racy while compared with the classifier’s 67% accuracy with only the candi-
date generation step.
3.1.1 Predicting users’ location
Our User Location Predictor is used to assign a location to a user if his or her
location information is missing or noisy(e.g., ”Where the Wild Things are”,
or ”INSIDE A BOOK”). In particular, we assign a city name to a user, and
this is non-trivial, although we can use majority voting for all the GPS tagged
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tweets of a user to figure out what city the user is located in. However, this
information is usually spared. Another naive solution is to adopt user’s profile
location. This solution may not work either, because 12% of twitter users
have their location information filled. Although the location is provided on
their profile, it usually contains incomplete, and noisy information, or mixed
different locations together(e.g., ”85 North (Ga)”, ”Earth. U.S.A. Florida.
Miami.”, or ”L.A. / Detroit, Michigan”). Hence, we must predict the users’
locations.
Figure 3.2: User Location Prediction Example.
To accurately predict a user’s location, we explored rich information from
the heterogeneous information network. Figure 3.2 illustrates various re-
courses that can facilitate to predict a user’s location. To predict A’s loca-
tion, we can explore A’s historical messages (e.g., M2 and M3), as some of
them have GPS tags (e.g, M3) and some of them mention explicit locations
(e.g., M3). We can also explore A’s social network, as some of them have a
particular location on their profiles (e.g., B, C or D). However, a user’s lo-
cation may distinct from locations in a user’s tweets or from friends’ profiles
(e.g., D).
By connecting a user’s location with locations from his tweets and friends,
we have the following three observations. First, a user’s location is more
likely to appear in his tweets than other locations. Second, a user’s friends
tend to be closer with the user(than those who are not friend with the user).
Third, a user’s location mentioned at least once in his tweets or is the same
with at least one of his friends.
With these observations, we can predict a user’s location to be the location
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that has the minimum overall distance from one of his friends’ locations, and
from the location in his tweets. Specifically, Let Lu be the location of a user
u, Mu denote a set of locations mentioned in u’s tweets, Fu denote a set of
locations of u’s friends, and D(Li, Lj) be the distance between two locations
Li and Lj . Thus, u’s location Lu is the solution of the following optimization
problem.
Lu = arg min
∑
Li∈Mu
D(Lx, Li) +
∑
Lj∈Fu
D(Lx, Lj)
subject to Lx ∈Mx ∪ Fu
(3.2)
With this model, we can predict a user’s location from his tweets and
friends with 63% accuracy.
3.1.2 Building Information Network and Multi-dimensional
Data Cube
With the above data cleaning and preprocessing algorithms, we have suc-
cessfully recovered about 80% of the user locations and filter about 53% of
the non-event-related tweets. Now, we can use the relatively clean data to
build the information network and the data cube.
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CHAPTER 4
LEARNING-TO-RANK APPROACH FOR
ENTITY RANKING
As we are in the information -overloaded age, hundreds of thousands of tweets
are talking about the same event in various way. We have done event detec-
tion, topic assignment, and summarization in the previous Chapters. Due
to the limited space, only the most relevant information will be displayed on
screen. Therefore, we face the problem on ordering them. Given a query,
the search result usually is a list of ranked entities based on a variety of
ranking criteria. In order to improve the effectiveness of ranking, we in-
vestigated some state-of-the-art ranking algorithms by studying their unique
characteristics. We propose a two-stage framework, based on the constructed
heterogeneous information network, a corresponding data warehouse, as well
as, a set of concept hierarchies, to rank the entities and demonstrate it out-
performs all other methods that have been studied.
4.1 Problem Definition
Given a heterogeneous information network, a corresponding data warehouse,
a set of concept hierarchies, and a query, our goal is to return a ranked list of
entities, based on their importances, which satisfied different parts of query.
Thus, the query can be key words, entities or combinations of them. For
example, the query can just be “japan tsunami”, and it will returns a list
of ranked events related to the Japan Tsunami, or adding a Person entity,
“Lady Gaga”, in the query to find all the people who get involved in the
Japan Tsunami. Table 4.1 and Table 4.2 show concrete examples of the
top-3 events and people about Japan Tsunami by these two queries.
14
BM25
Yikes! Mag 8.8 earthquake over in Japan and they’re
getting pounded by a tsunami, live on the news o.O
If you have family/friends in Japan or Hawaii affected by
the earthquake or possible Tsunami, email WSOC TV
Following the #Japan earthquake #tsunami? We are
monitoring relief efforts to direct interested donors. Let
us know what you learn.
PageRank
Japan is one of my favorite places on earth...it’s an in-
credible culture with amazing people. My prayers go
out to them. We all need to help
Just heard about the huge earthquake and tsunami in
Japan
I Designed a Japan Prayer Bracelet. Buy It/Donate here
and ALL proceeds will go to Tsunami Relief Efforts. Go
Monsters: http://bit.ly/f0aYwZ
SimRank
thanks India Culture Center for donation to the Japan
Earthquake and Tsunami relief and recovery efforts.
Three... http://fb.me/WZDUKsic
Japan #earthquake #tsunami death toll 8133,
12272 missing, numbers rising as relatives search
http://bit.ly/hQN2Ht
Japan’s police agency says death toll from this month’s
quake and tsunami has topped 10,000. #EARTH-
QUAKE #JAPAN
Table 4.1: Results Top-3 events for query key words = “japan tsunami”
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BM25
Lady Gaga(@ladygaga)
Lady Gaga(@gagamonster96)
lady gaga(@glrbye)
PageRank
Lady Gaga(@ladygaga)
Barack Obama(@BarackObama)
Justin Bieber(@justinbieber)
SimRank
Lady Gaga(@ladygaga)
Justin Bieber(@justinbieber)
Katy Perry(@katyperry)
Table 4.2: Results Top-3 person for query key words = “japan tsunami”
and entity = “Lady Gaga”. In order to distinguish users who share the
same name, the username is shown by the ‘@’ sign
4.2 Preliminarily
Definition 4. (BM25 Relevance Scoring): measures the content rele-
vance between a query Q and a document D.
bm25(D,Q) =
∑
qi∈Q
idf(qi)tf(qi, D)(k1 + 1)
tf(qi, D) + k1(1− b+ bdl(D)avgdl )
where idf is inverse document frequency, tf is term frequency, dl(D) is the
document length, and k1 = 2.0, b = 0.75 are the standard choice of constants,
and used throughout this paper.
In this section, we will investigate different state-of-the-art approaches for
ranking heterogeneous entities. BM25 [6], or Okapi BM25 represent the TF-
IDF-like retrieval functions used in document retrieval. Definition 4 gives a
simplified version of B25. If we treat each entity as a document or a bag-of-
words, we can apply BM25 to retrieve the top-k documents given a query.
This assumption is too strong and we lost some semantic between nodes. Let
us treat a user as a document as an example, all of a users’ tweets aggregated
together to firm a document. When a query is a key word such as “japan
tsunami” is issued, we find all users and tweets that satisfied with the query.
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However, if the query is an entity instead of just a keyword, can we treat an
entity as bag-of-words? Obviously not. How to choose the proper key words
from a user to search is also a problem. If we just treat a user as an string
representation, for people who share similar names, this becomes a problem.
Therefore, BM25 is only limited to textual search.
PageRank [7], Personalized-PageRank [7, 8] are widely used ranking
algorithms in practice. It works by leveraging link information in networks.
In particular, PageRank assumes more important nodes are likely to receive
more links from other nodes. Personalized-PageRank is the same as PageR-
ank, except that all the jumps are made to the seed node for which we are
personalizing the PageRank’s. More formally, let us start by reviewing the
motivation behind PageRank. Suppose node u has an edge to node v, be-
cause this edge u contributes some rank to node v. Now, the question is:
how much does u contribute?
Definition 5. (PageRank): Let Nu be the out-degree of node u, and let
pRank(p) denotes the importance of node p. Then, the edge (u, v) con-
tributes a fraction of importance κ:
κ(u) =
pRank(u)
Nu
,
to v from u. Let Iv denote the set of nodes pointing to v. Assume all nodes are
equally-important at the beginning of the iteration such that node receives
1
N
, where N is the total number of nodes in the graph. In each iteration,
propagate the ranks as1
∀vpRanki+1(v) =
∑
u∈Iv
κi(u).
The iteration stops when convergence is reached. The final vector Rank∗
contains the PageRank vector over the nodes.
Hence, PageRank-like algorithm favorites highly visible nodes, and low
visibility nodes in networks will rank low even if the query aims to find it.
Along with this drawback of PageRank, SimRank [9] emphasize on “two
objects are similar if they are related to similar objects”.
1Note that for u ∈ Iv, the edge (u, v) guarantees Nu ≥ 1
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Definition 6. (SimRank)
simrank(a, b) =
C
|I(a)||I(b)|
|I(a)∑
i=1
|I(b)|∑
j=1
s(Ii(a), Ij(b)),
where I(x) by the set of in-neighbors of node x in a graph, C is a constant
between 0 and 1, and either a or b may not have any in-neighbors. We define
simrank(a, b) = 0 when I(a) = ∅ or I(b) = ∅.
For example, SimRank assumes that people are similar if they purchase
similar items. Likewise, items are similar if they are purchased by similar
people. To some extent, PageRank and SimRank are query-independent
whereas BM25 is query-dependent because in BM25 query words play a sig-
nificant role in scoring the target documents, however, it is not in PageRank
or SimRank.
However, all of these above algorithms cannot perform well on heteroge-
neous networks because they simply disregard the heterogeneity of entities
and links. Although we can still apply these algorithms to heterogeneous in-
formation network with the same entity type, it makes it hard to understand
the semantic if traversing through the link paths with different types.
Table 4.1 and Table 4.2 shows two examples of the above algorithms on
ranking events and people. The results ranked by BM25 contains the key
words “japan” and “tsunami”, or “Lady Gaga”. Information about the au-
thor, retweet or other aspects of the tweet are ignored. On the people ranking
results, if people share the same name, BM25 will have a difficult time to dis-
tinguish them. The results ranked by PageRank are generated from famous
people on twitter, and the tweet is highly retweeted. The results returned
by SimRank are a set of tweets that are concentrated on a topic related to
emergency or natural disaster and share the common topic japan tsunami.
Definition 7. (Meta-path) A meta-path P is a path defined on the graph
of network schema TG = (A,R), and is denoted in the form of A1
R1−→ A2 R2−→
...
Rl−→ Al+1, which defines a composite relation R = R1 ◦R2 ◦ ... ◦Rl between
types A1 and Al+1, where ◦ denotes the composition operator on relations.
Definition 8. (PathSim): A meta-path-based similarity measure)
Given a symmetric meta-path P , PathSim between two objects x and y of
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the same type is:
pathsim(x, y) =
2× |{px y : px y ∈ P}|
|{px x : px x ∈ P}|+ |{py y : py y ∈ P}| ,
where px y is a path instance between x and y, px x is that between x and
x, and py y is that between y and y.
In heterogeneous information network, PathSim, a novel similarity mea-
sure which aims to capture desires semantic similarity, was proposed by Sun
et al. [5]. It is formally defined in Definition 8. This definition shows that
given a meta-path P(Definition 7), s(x, y) consists of two parts: (1) their
connectivity expressed by the number of paths between them following P ;
and (2) the balance of their visibility which is the number of path instances
between the object itself following P . In this setting, counting multiple oc-
currences of a path instance as the weight of the path instance is still a valid
operation. In particular, this is defined as the product of weights of all the
links in the path instance.
Despite the powerful of different authority and similarity search algorithms,
they cannot directly be used here because ranking is not solely based on
similarity or authority. Other signals need to be taken into account, too.
4.3 A Learning-to-rank Approach for Ranking Entities
A good ranking function for ranking entities usually covers various aspects
of the entities. In particular, we focus on analyzing three aspects: contents,
authority and usages. We developed a ranking model in a learning-to-rank
fashion, which learns a function to assign a score to each entity, as it can
systematically learn the parameters of various signals.
4.3.1 Learning to Rank Framework
Learning to rank is a data-driven approach which integrates a bag of features
in the model effectively [10]. Our system adopts the same framework that
Duan et al. [10] proposed except we are different in two aspects:
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Figure 4.1: Learning to Rank Framework
1. We employed different features, covering various aspects of the entities,
for the learning algorithms,
2. We rank entities which could be topics, users, events or others described
in our network schema. Thus, in Figure 4.1, qi is not only key words,
but also different types of entities. The output entity type also is
required in the query. Similarly, ti represents an entity, not a tweet.
The remaining components of the framework are the same.
To start with, we need to have a big enough labeled tweets(details descrip-
tion in Chapter 5). Then, we partition the labeled tweets into two disjoint
corpus, training and test. Features are extracted from the training corpus
and a Ranking model, RankSVM [11] is trained along with the extracted
features. Finally, the trained model is evaluated by the test corpus.
4.3.2 Feature Engineering for Ranking Entity
In a learning-to-rank system, a good set of features determines the effective-
ness of the learner. Thus, we exploit a rich set of features for entity ranking.
1. Content features consisting of similarity-based features between queries
and entities.
20
2. User features consisting of user-related features.
3. Usage features consisting of features about the spread of events in a
network.
Details on each aspect will be covered in Section 4.4.
4.4 Feature Description
4.4.1 Content Features
Given a query with typed information, there are three categories of content
features: Features that are similar in terms of textual similarity which BM25
performs effectively, thus we adopted it to measure similarity between textual
entities(e.g., tweets in an event, or words in a topic) with key words in a
query. The length of textual entities is also taken into account. Usually a
good coverage of textual entity requires adequate words.
Features that are similar in terms of semantic entities(e.g., events, per-
sons, or topics). To measure the pair-wise similarity between semantic en-
tities, we adopted PathSim because it can broadly cover different semantics
by leveraging different meta-paths whereas PageRank or SimRank does not
provided this flexibility. More specially, we modeled the semantics through
events where the query entity(Topic, Location, or Person) and the target en-
tity(Topic, Location, or Person) are similar if they are frequently discussed
or mentioned in various events. For example, topics about death and do-
nation are similar because they usually appear after one another in natural
disaster related events. Another example could be, city Chicago, IL and city
Austin, TX are similar, even though the two cities are not similar in terms
of culture, they both hold annual music festivals: Lollapalooza and South
by South West. What’s more, Lady Gaga, famous singer, and Ellen De-
Generes, famous American comedian, are similar in event Japan Tsunami,
even though they do not share the common occupations, they both partici-
pated in fund-raising for people in Japan. All of semantics can be measured
by meta-paths: Topic - Event - Topic, Location - Event - Location, and
Person - Event - Person using PathSim. Table 4.3 shows a list of features
extracted for content features.
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Feature Description
bm25(tword, qword) Textual similarity score
dl(t) Length of a textual entity
pathsim(ttopic, qtopic) Topic similarity through events
pathsim(tloc, qloc) Location similarity through events
pathsim(tperson, qperson) Person similarity through events
URL(t) Number of URLs in an event
images(t) Number of images in an event
Table 4.3: Content Features
Features that are similar in terms of share similar Twitter-specific at-
tributes(e.g., URLs and images). To capture this, we just measure the num-
ber of count of the URLs or images attached on tweets.
4.4.2 User Features
An influential twitter user publishes a tweet or mentions an event online, his
of her followers will retweet or favorite it automatically. Figure 4.2 shows a
recent tweet about Ellen DeGeneres’ selfie with a group of artists during the
Oscars 2014, which broke the record of most retweets and most favorites tweet
ever since Twitter started running, and because of the fast-growing number of
retweets and favorites, Twitter was temporarily down due to massive amount
of users acting on this post. As of April 23, 2014, that tweet has more
than 3.4 millions retweets and 2 millions favorites. It is also featured on
more than 30 major press during March of 2014. This comes to a question:
what makes the editors of major press pick this simple selfie and write an
article about it? Can anyone else publish the same selfie and reach the same
accomplishment? Of course not. A tweet published by an authority user is
probably more significant than the one from a user with less credibility. In
Twitter, several signs can indicate the credibility of a user such as whether
a user is a verified account (e.g., a news agent or a police department), how
many followers a user has, the age of the account, and the number of events
that a user involves. In a communication-network point of view, we can
adopt Personalized-PageRank’s score as a feature. We can achieve that by
treating edges homogeneous, and only go through the node with the same
type as the starting node.
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Figure 4.2: A retweets and favorites record-breaking tweet
4.4.3 Usage Features
This is the chief kind of feature that has not been explored in the literature.
Twitter is a communication network, where information spreads over the
network. We assume that the wider a tweet spreads, the more significant
the tweet is. Thus, we captured the spread of an entity both explicitly and
implicitly.
Features useful to indicate the explicit spread of an event is the overall
weight number of retweet and favorites of each tweet in the event. Thus, we
can model explicit spread as:
spreade1(E) =
∑
e∈E ert,∑
θ∈M
∑
j∈θ ert
,
where M is a set of all the events about same topic of E, E ⊂M is an event,
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Feature Description
is verified Is account verified?
num followers Number of follower
num following Number of following
account age Age of account
num events Number of events
pprank Personalized PageRank
score
Table 4.4: User Features
rt is the number of retweet of a tweet, and
spreade2(E) =
∑
e∈E efv∑
θ∈M
∑
j∈θ ert
,
and fv is the number of favorites.
Because some users publish tweets regrading to the same event without
retweeting, we need to capture the implicit spread. In particular, we mea-
sured it in two aspects: (1) how many events are similar to the event within
a time range, (2) how many events contain the topics used in the event. To
formally model this, let U denotes the set of events happen with in time t,
and E be the given event:
spreadi1(E) =
|{x|x ⊆ U, σ(x,E) > ε}|
|U | ,
where σ is a similarity function between events, which can be measured as:
σ(x, y) = r(x, y)λ+ s(x, y)(1− λ)
where r is BM25 relevant scoring, since event is an entity not a document,
in order to apply BM25 on events, we aggregate all tweets within an event
and treat it as a document. s is the meta-path similarity measure PathSim.
We believe if two events are similar, they will share the common locations.
More precisely, we adopted PathSim in this task with meta-path: Event -
Location - Event. λ is a trade off threshold to control the weight between
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Feature Description
spreade1(E) Weighted explicitly retweets on events
spreade2(E) Weighted explicitly favorites on events
spreadi1(E) Weighted implicitly recent similar shares
spreadi2(E) Weighted implicitly recent similar and nearby shares
Table 4.5: Usage Features
two similarity measures, ε is a similarity threshold, and
spreadi2(E) =
|Ut ∩ Et|
|U | ,
where Ut and Et are the set of topics in the event. Table 4.5 summarizes all
the usage features.
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CHAPTER 5
EXPERIMENTS
In this chapter, we tested the effectiveness of the proposed entity ranking
algorithm with some state-of-the-art baselines. Algorithms in ONet are all
implemented in Python 2.7. The baseline ranking algorithms: Personalized
PageRank [7, 8], SimRank [9], BM25 [6] also implemented in Python 2.7. All
tests were performed on a Intel 2.4 GHz Macintosh OS X with 8GB of RAM.
5.1 Data set
Recently, a data set containing 5 million English tweets in which the tweets
are generated by 150 thousand twitter users were released [12]. In particular,
this 5 million datasets is a subset of billions of tweets collected with the sam-
ple API. This billion-tweet-sample was collected first selecting 100,000 users
as seeds to crawl users’ following relationships. Then, 284 million following
relationships among 20 million users were crawled. From the 20 million users,
we selected 3 million users, who have at least 10 relationships, to crawl their
user profiles. After crawling their profiles, we selected about 150 thousands
users, who have their locations in their profiles, from the 3 million users to
crawl their public tweets. For each user, at most 500 tweets were crawled.
The tweets span from 2009 to 2011. Therefore, the tweets and users can well
represent the dynamic in the twitter community, as well as, reflect the real
world events.
5.2 Experiment Setups
We followed the similar experiments setup by Duan et al. [10], except that
we used different dataset and we ranked entities instead of tweets.
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Output Entities Query terms/entities
Persons, Locations, Topics,
Events
New York, Japan, Chicago, Austin,
San Francisco
Persons, Topics, Events Obama, Bill Clinton, Lady Gaga,
Justin Bieber, Bill Gates
Persons, Locations, Topics,
Events
9/11, SXSW, Japan Tsunami, Lolla-
palooza, iPad release,
Persons, Locations, Topics,
Events
Memorial, Donation, Promotion, Tick-
ets, Music
Table 5.1: Query terms/entities. Query starting with a ‘#’ sign represents
an entity
We selected 20 queries as shown in Table 5.1, including 5 locations, 5
people, 5 events and 5 topics. Note that a query term can be treated as an
entity by adding a ‘#’ sign at the beginning of the term. For simplicity, we
did not show the combination of entity and query key words in the table, we
also did not use the organization entity because they are essentially the same
as Person. We also selected a set of possible entity for each query. Even
given the same query, the results will be different if the output entity is set
to different type. For example, a query with output entity = “Topics”, and
query term = “Obama”. It will return a list of ranked topics that are relevant
to Obama. This is designed for ONet because we enable the flexibility for
people to explore different semantic of the same set of query terms or entities.
In ONet, if output entity is not defined, it will output ranking covering every
entity type in the network schema by default.
We created an event-focus collection with 192,712 English tweets that
match the query term/entities for the output entities. We then sampled 100
tweets for each query from the collection as our experimental corpus, and
ask a human editor, who does not participate in this study, to label them
with a relevance grade. To ensure the quality of the annotation, we specified
the intentions and guidances to label the query-entity pair. Specifically, for
output entity Locations, output describes events happened at a location, or
news related to the location are relevant. For output entity is Persons, what
they have achieved and the comments from other users about them are re-
garded as relevant information. If output entity is Topics, including feature
description, promotion and comments are considered relevant. And for out-
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Grade Excellent Good Fair Bad
Percentage 18.2% 7.3% 32.3% 42.2%
Min 1.1% 1.3% 3.3 % 7.3%
Max 62.1 % 24.3% 48.7% 89.7%
Table 5.2: Tweet Distribution of Each Grade
put entity Events, if the output describes people, locations, or topics that
are related to the events, then the output is relevant. Likewise, if the out-
put describes a certain event, it is also relevant. We applied four judgment
grades on query-entity pairs: excellent, good, fair and bad. According to the
statistics, about 42% of the tweets in the experimental corpus are labeled as
bad. Table 5.2 presents the distribution for all grades.
5.3 Evaluation Metrics
Although there are several metrics that could be used to measure the qual-
ity of rankings, in this paper, we adopted Normalized Discount Cumulative
Gain (NDCG) which can handle multiple levels of relevance as the evaluation
metrics [13]. Ten-fold cross-validation was also used in our experiments in
training the ranking model.
5.4 Learning to Rank for Entity Ranking
With all the features we extracted in Chapter 4.4, we developed a rank-
ing model using RankSVM algorithm, which is denoted as RankSVM C.
The implementation of RankSVM is from a toolkit, named SVM struct 1. Fig-
ure 5.1a shows the comparison between our proposed method and three other
baselines including ranking by time, usage of the entity, account authority,
and by content relevance.
In this experiment, Content Relevance is measured by the linear combi-
nation of BM25 relevant scoring and PathSim with meta-path(Event - Lo-
cation - Event). Authority is approximated by the Personalized PageRank,
1SVMstruct: http://svmlight.joachims.org/svm struct.html
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Figure 5.1: Results from ranking models
and number of followers of the user. Usage is measured by the explicit and
implicit spread of the entity in an information network.
In terms of effectiveness, we can clearly see that ranking through content
relevance does poorly while compared with other methods in Figure 5.1a.
This is due to the reason that our ranking candidates all contain the query
terms. Thus, BM25 does not have any advantage over others. Figure 5.1a
also reveals that the spread of entity plays a significant role in ranking im-
portant entities. It outperforms all other baseline methods and the ranking
results are close to our proposed method. This effectively proved our initial
assumption about spread of entities ranks entities.
5.5 Feature Selection
In Figure 5.1a, RankSVM C was underperformed than some models trained
from subsets of features. To solve this problem, we need to find the best set
of feature conjunction that performs well. Greedy feature selection approach
is commonly used in many machine learning problems. However, it does
not work efficiently in addressing this problem mainly due to the sparsity of
data. Thus, the selected feature is a local optimum, not a global optimum.
We adopted a modification of greedy feature selection method mentioned
in Duan et al. [10] which solves the local optimum feature set problem by
randomly generating several feature sets and performing the greedy feature
selection to select the best one among them. The details of the approach
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Algorithm 1 A modification of greedy feature selection algorithm.
Input: All features we extracted.
Output: The best feature conjunction BFC
Step 1: Randomly generate κ feature set F .
Step 2: Evaluate every feature set in F and select the best one denoted by
RBF .
Features excluded those in RBF are denoted as EX RBF
Step 3: t← 0, BFC(t)← RBF
repeat
for all feature in EX RBF do
if Eval(BFC) ¡ Eval(BFC, feature) then
BFC(t+ 1)← {BFC(t), feature}
EX RBF (t+ 1)← EX RBF (t)− {feature}
end if
end for
until BFC(t+ 1) 6= BFC(t)
Note: κ controls the number of feature set generated at the beginning,
80 was used. Eval(BFC) refers to the performance of ranking function
trained from features in BFC on validation data.
is shown in Algorithm 1. Finally, the best feature conjunction consists of
URL, Implicitly Spread1, Implicitly Spread2, Explicitly Spread1, and Explic-
itly Spread2. Figure 5.1b shows the tuned model RankSVM T outperforms
RankSVM C by 10.7% on NDCG@10.
To further study the effectiveness of our final model, we performed a paired
t-test between our best model RankSVM T and each of the five ranking meth-
ods on NDCG@10 on ten selected queries. The result is that RankSVM T
outperforms ranking by Time, Authority, Content Relevance, and Usage, re-
spectively with a significance level of 0.01, and RankSVM C with a level of
0.05.
5.5.1 Feature Analysis
With a set of features encapsulated in a model, we want to know how signifi-
cant each feature affects the results of entity ranking. To do that, we removed
each feature in our best model, and measured the NDCG. Figure 5.2 depicts
the importance of each feature in our best model. From the figure, URL is
clearly a crucial sign to indicate high ranked entity; the absence of this fea-
ture significantly weakened the overall performance(with a significance level
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of 0.001). The reason could be that in order to attract users to open the
links, the tweets have to be concise and interesting. Then, when tweets are
summarized into entity, the URLs and topics will be carried into the entity
level so the entity rankings are affected by the URLs.
Another interesting feature found in Figure 5.2 is “implicitly Spread1”.
When n is large, “implicitly Spread1” took the lead and became the most im-
portant feature in entity ranking. The performance of ranking decreases(with
a significance level of 0.01). Recall spreadi1(E) or “implicitly Spread 1”, is
the weighted number of recent similar shares or activities of the entity. The
reason could be that implicitly spread measure the similar trending entities
share over the information network recently so this makes it plays a signifi-
cant role in entity ranking. However, other features contribute only a little
in the entity ranking.
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5.6 Case Study on Real-world Examples
The experiments above are isolated to show the effectiveness of the proposed
ranking algorithm on a sample data set that we know the ground truth.
In this section, we will study two real-world examples that we do not have
ground truth data, but we can asset from our knowledge. This study not only
shows the power of the entity ranking algorithm, but also demonstrates the
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power of the integration of data warehouse and heterogeneous information
network.
Given a query, “March 2011” on the UI, ONet discovered two important
events worldwide. One is Tsunami in Japan and the other is South by south-
west music festival in Austin, Texas. Figure 5.3 shows the results of the query.
It depicts a summary view of the events, including location, time and people
and organization involved in the event. In the next subsections, we will drill
down into each event to see the exact person, event name, organization and
topics covered in the sub-events.
Japan Tsunami
Summarizing events in a timeline fashion can be easily understood and fol-
lowed. Because people know “when”, “what”, and “who” the event started,
as well as the consequences after it, we want to demonstrate the summarized
results in timeline.
Figure 5.3: The first 3 slots in Japan Tsunami’s Timeline
On this level, ONet discovered the major event happened in the first week
of March. The headline of the event was summarized as “Tsunami Warning
for Japan. 7.2 earthquake 120 miles east of the main island. #breakingnews”,
which contains multi-aspects about the event such as “what”, “when” and
“where”. Figure 5.3 shows a screen shot of the first 3 slots of the timline,
they are highly ranked entities. Each slot of the timline is a sub-network,
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which summarized related sub-events together. Related people, organiza-
tions, topics will be connected in the sub-network. For example, in March
8th, 2011, there were 150 people and 1 organization talked about an sub-
event categorized as warning on Twitter. Four days later, there were more
than 8 thousands people and 400 organizations talking about topics donation
and death about the Tsunami. And one day after that, more and more peo-
ple were talking about donation. The sub-event can also be further drilled
down into the tweets level, where all the related tweets, including videos and
images, during this sub-event are shown. For example, Figure 5.4 illustrates
the related tweets about the sub-event on March 12th, 2011. It also shows
the images taken during the event. Overall, the different level of granularities
gives various level of understanding to users when they explore events.
Figure 5.4: Top Sub-events Summarization
5.6.1 South by Southwest(SXSW)
Likewise to Japan Tsunami, Figure 5.5 depicts a timline view of the first
3 snapshots of South by Southwest. It follows the similar fashion: each
slot summarizes a sub-event, people, organizations. Topics involved in the
sub-events will be connected. One interesting discovery is that during the
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Figure 5.5: The first 3 slots in SXSW’s Timeline
second day of SXSW, there was a topic about donation because the Japan
Tsunami happened the day before SXSW started. People used this event
to raise awareness of the earthquake crisis and to encourage donations. The
Tsunami became a global event and everyone was talking about it. Therefore,
ONet was able to capture that topic flow even though the two events are not
related in general.
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CHAPTER 6
RELATED WORK AND DISCUSSION
6.1 Related Work
6.1.1 Link-based Ranking
Linked-based Ranking or similarity search has been studied extensively in in-
formation retrieval, machine learning, data mining. A number of approaches
have been proposed such as PageRank [7], Personalized-PageRank [7, 8], Sim-
Rank [9] and HITS [14]. Most of them focus on capturing some observations
found in linkage relationships in HITS, PageRange, Personalized-PageRank,
and SimRank. Recently, PathSim [5] is a similarity measure that works in
heterogeneous information network which aims to capture different aspect
of object similarities through a meta-path. Thus, there all of these meth-
ods discussed above focus on few aspects on measuring similarity between
objects.
6.1.2 Content Relevance Ranking
A number of approaches have been proposed but mainly focus in the two cat-
egories: 1) Vector Space Model by treating a document as a long vector, then
the similarity between documents can be measured using Cosine similarity.
Since each word is not equally important so TF-IDF or BM25 [6] techniques
can be applied, 2) Statical model by treating [15] a document as mixed
to topics such as Latent Dirichlet Allocation(LDA) [15], take documents as
input, model documents as mixtures of different topics, and output word dis-
tributions for each topic. Then to measure the similarity between documents
can be treated as measuring similarity between distributions. One option to
take is by using KL-divergence. However, these two approaches only model
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an object in a text form so it is limited some aspects in ranking.
6.1.3 Event Detections and Analysis
There are some works [16, 17] proposed to detect events from tweets, but
most of them are missing the analysis component. In the literature, several
systems (e.g., [18, 17]) are proposed to analyze events from blogs, but they
may fail in processing tweets, which are short and noisy, and do not explore
rich information (e.g., users’s network) in Twitter. Our previous work [1]
proposed a general framework to identify new events, analyze the spatial
and temporal pattern of an event, and to identify importance of events. But
these system does not support multi-aspect entity rankings and hierarchical
events summarization together.
6.1.4 Learning to Rank Approach
Recently, Duan et al. proposed a method to rank tweets according to different
features including URL, User authority and content-similarity [10]. However,
they only considered to rank tweets based on query terms. In our framework,
we model topics, users, events as entities, we want to rank various type
of entities in an information network. We also measure the implicit and
explicit spread of information in a heterogeneous information as one category
of features. Even though we use the same model to train a model, our results
outperform their’s in terms of NDCG.
6.2 Discussion
There are still many things remained to be improved in ONet. In this section,
we will discuss some recent research results that could improve ONet.
6.2.1 Topical Hierarchy Construction
In our study, the topical hierarchy is predefined by users or by domain ex-
perts. In literatures, there are some studies that have been focusing on
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how to construct topical hierarchies automatically such as Ontology learn-
ing. Ontology learning from text has been studied substantially and a lot
of good results are generated [19]. Essentially, topical hierarchies, concept
hierarchies, ontologies provide a hierarchical organization of data at different
levels of granularity. In a broad view, ontology learning could be catego-
rized into two categories, statistic-based and linguistic-based. The majority
of studies focus on discovering the ‘is-a’ relationships either by using lexico-
syntactic patterns (e.g., ‘x is a y’) or statistics-based approaches. For ONet,
the application mainly needs to find high quality topical hierarchies and
representative phrases. Ontology learning is one possible extension that we
can adopt. Topical keyphrase extraction and ranking. Traditionally,
keyphrases are extracted as n-grams using statistical modeling, or as noun
phrases using natural language processing techniques. Recently, CATHY [20]
has been developed to address the problem in automatically construct a topi-
cal hierarchy from a collection of text. It is a recursive clustering and ranking
approach for topical hierarchy generation. This approach not only gives high
quality keyphrases, but also discovers topical hierarchy of the collections.
6.2.2 Support to Data Stream
For ONet to support data stream, one major component of the system that
needs an incremental change is the topic assignment, because topics are evolv-
ing over time. It is impossible to track all the topics with a simple and fixed
set of samples. According to the Twitter APIs [21], which represent standard
programmatic ways of fetching tweets, users or other information on Twit-
ter, but none of them can directly be used for monitoring target tweets for
a topic. The filter API, which returns all the tweets containing a set of key-
words with some operators, will miss many target tweets that do not contain
the keyword. The sample API, which returns 1% of all tweets, is insufficient
for many applications including ONet. The firehose API returns all tweets
but requires a specific permission to use. Even if it is open to be accessed,
as it requires prohibitive processing costs (e.g., classifying all tweets), it is
inefficient to use. Thus, for Twitter, monitoring target tweets for a topic is
an unsolved problem.
Recently, Li et al. proposed a framework that can incrementally select
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new keywords, from tweet samples, adding to the keywords set for a topic. It
works by performing random walk on a tweet graph to select highly ranked
and new words [12]. If this framework is integrated into ONet, it enables
ONet to support data stream.
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CHAPTER 7
CONCLUSION
In ONet, we made the following contributions: (1) We proposed a general
framework to integrate data warehouse and OLAP technologies with Hetero-
geneous Information Network. We demonstrated the power of this integra-
tion on a large scale Twitter dataset for hierarchical topic summarization on
various events. (2) We developed a two-stage framework for tweet topic cate-
gorization with efficient event-related tweet classifiers, and explored valuable
and novel features from Twitter to classify and rank tweets, and to predict
users locations from friendship network. (3) We developed a ranking model
in a learning-to-rank approach to rank heterogeneous entities. Experimental
results on a large scale real data set shows that the ranking model we pro-
posed achieve high efficiency and outperforms all other compared baselines.
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