Abstract. Examples of polynomials with Galois group over Q(t) corresponding to every transitive group through degree eight are calculated, constructively demonstrating the existence of an infinity of extensions with each Galois group over Q through degree eight. The methods used, which for the most part have not appeared in print, are briefly discussed.
Introduction
For each transitive group G of degree ≤ 8 we give a polynomial over Q(t) with Galois group G. Taken in conjunction with [9] , to which this may be regarded as a companion piece, we have both a method for computing the Galois group of function fields over Q(t) and examples of such function fields through degree eight.
I used the Maple routines described in [9] , which were written by Mattman as an extension of previous code by Sommeling, in determining Galois groups over Q(t) and Q. This is due to appear as a part of the next Maple release, and should be available to those who have the most recent version of Maple by the time this sees print. I also used a C program by Helmut Geyer, which implemented the Staduhauer floating-point approach to determining Galois groups over Q. In addition, I used the Pari package for various purposes, and a Maple program written by David Ford to compute the discriminant or p-discriminant of number fields.
The computations were done on a variety of Sparc stations, principally a SparcServer 10 with four sporty Ross HyperSparc processors and 128MB of RAM.
We will use the notation T i to denote the ith transitive group of degree n (with n understood from context) in the tables of [1] , but also what will probably become the new standard: a naming scheme for permutation groups given in [2] . This should be consulted for information about the meaning of these names.
A polynomial over Q(t) can define a splitting field extension which is Q(t) together with an algebraic extension of Q even when it has coefficients which are in Q(t) but not in Q. For example, x 2 − 2tx + t 2 − 2, which has roots t + √ 2 and t − √ 2. However, if a polynomial over Q(t) is not reducible in this way, it will define an infinity of Galois extensions of Q with the Galois group of the polynomial over Q(t) by Hilbert's irreducibility theorem. The following definition is variously named, but is standard when discussing this situation:
Direct and wreath products
It is often possible to construct a polynomial with a given Galois group by descent from a larger group. By substituting a suitable rational function of t in place of t into a polynomial over Q(t), we may specialize to another polynomial over Q(t) with the Galois group contained in the previous group.
To get a starting "top" polynomial for this process, we can do a number of things. When the group we wish to construct is imprimative, it is often the case that a wreath product gives us a suitable starting point. Because the direct product is analogous and simpler, and gives us certain groups which we will wish to construct, we will begin by considering it.
Definition 2.
If G is a permutation group acting on a set S, and H is a permutation group acting on a set T , then the direct product of G and H, G × H, is a permutation group acting on the cartesian product of S and T . The action is given by
[g, h](s, t) = (gs, ht),
where g ∈ G, h ∈ H, s ∈ S, and t ∈ T .
Theorem 1. Let P and Q be polynomials of degree n and m, respectively, with coefficients in F (t) and defining Galois extensions geometric for F with permutation groups G and H. If these two Galois extensions are disjoint over F (t), then we can construct a polynomial of degree nm over F (t), geometric for F , and defining a Galois extension with permutation group G × H.
Proof. This result is trivial, since the sum of a root from the first polynomial and a root from the second polynomial will have a minimal polynomial which gives the desired construction.
The computation presents no difficulty as we can, for example, use the resultant to find the sum or product of the roots of two polynomials.
Definition 3.
If G is a permutation group acting on a set S, and H is a permutation group acting on a set T , then the wreath product of G and H, G H, is a permutation group acting on the cartesian product of S and T .
The elements of G H as an abstract group correspond with pairs [f, h], where f is a function from T to G, and h ∈ H. This has a faithful permutation representation on the cartesian product of S and T , where the action of [f, h] on a pair (s, t), with s ∈ S and t ∈ T is given by
Theorem 2. Let P and Q be polynomials of degree n and m, respectively, with coefficients in F (t) and defining Galois extensions geometric for Hilbertian ([6] ) F with permutation groups G and H. We can construct from these a polynomial of degree nm over F (t), geometric for F , and defining a Galois extension with permutation group G H.
Proof. Suppose we have a polynomial h of degree m with Galois group H over F , and another polynomial g of degree n with Galois group G over F (r), where r is a root of the polynomial h. Suppose also that the coefficients of g generate F (r) over F . By taking the product of g together with its conjugate polynomials over F , we obtain a polynomial of degree nm with Galois group G H over F . Now substitute for t in the polynomial P in the statement of the theorem the value
where r is a root of the polynomial Q in the statement of the theorem, and the a i are indeterminates. Then starting from a base field F (t, a 0 , . . . , a m−1 ), we have the situation of the previous paragraph, and hence we obtain by that construction a polynomial with Galois group G H over F (t, a 0 , . . . , a m−1 ). Since F is Hilbertian, so is any finitely generated extension, and so for most specializations of the a i to values in F (t), we will now obtain a polynomial over F (t) with Galois group G H, and hence we have the theorem.
It should be noted that we may use resultants as a handy way to compute polynomials which exploit Theorem 2. If we have a polynomial in z over F (t), and another in x over F (z), then eliminating z gives us a polynomial in x over F (t), which is the corresponding specialization from the theorem. For instance, suppose we eliminate z between x 3 + zx+ 1 and z 2 + tz + 1; we get T 13 = F 36 (6) : 2 = S(3) 2 as the Galois group for the polynomial x 6 − tx 4 + 2x 2 − tx + 1. Taking it in reverse order (that is, eliminating z between x 2 + zx + 1 and z 3 + tz + 1) gives us
with Galois group T 11 = 2S 4 (6) = 2 S(3). These are typical examples of the wreath product construction. This construction is not the only way to obtain wreath products. However, it is the most general construction, and will give us all we need.
The above construction depends on the fact that we may specialize to values which give us the wreath product. However, with the correct choice of values for specialization, we may at times obtain values which are subgroups of this product.
For instance, if we eliminate z between z 2 − az − t and x 3 − x − z we obtain
with Galois group S(3) 2 over Q(a, t). However, the special value a = 0 leads to a Galois group D(6) over Q(t) instead.
Semidirect products
Some of the groups for which we wish to construct associated polynomials are split extensions with an abelian kernel. There is a nice way of treating these which essentially is the construction in [12] in a more general form.
In [12] I discussed how to construct polynomials whose Galois group was a split abelian by abelian extension; which is to say Hol(Z n ) or a subgroup. We may obtain nonabelian analogues of this process by considering instead the holomorphs of noncyclic abelian groups.
When considering polynomials through degree eight, the most important example is the holomorph of the 2-elementary abelian group of order 8, E(8) : L 7 . The roots of this we may take to be sums over the characters of the 2-elementary group of a function f on the group which is 0 at the identity, and equal to an indeterminate f i at any nonidentity element i, so that a root is
where χ is a character on the 2-elementary group E(8) of order 8, and the sum is over elements i of this group. Expanding this out, we get a polynomial of degree eight, with 0 as the trace term. The coefficient of degree five has the form of the resolvent for L (3, 2) , which consists of the seven products of three roots, corresponding to the lines of the projective plane of order 2. If we label the nonzero elements of the 2-elementary group by integers from 1 to 7, then in one of the labelings we obtain
We now form a seven by seven matrix by putting 1 in the (i, j)th place when we have a term containing f i in the jth "line" of the resolvent, and 0 otherwise. This is the matrix 
It is the incidence matrix for the projective plane of degree two. We invert this matrix, multiply by 2, and reduce mod 2, and obtain the matrix 
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We now set f i equal to the product of seven new indeterminates c j , where we have c j in the product for f i whenever we have a 1 in our new matrix. Thus, for example, we substitute c 2 c 3 c 4 c 6 for f 1 . The product of these two matrices is           0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 0 2 2 2 2 2 2 2 0
Hence, inserting the corresponding product of c j 's into the degree eight polynomial over the seven indeterminates f i , we get a new polynomial over the seven indeterminates c j such that each c j appears only to square powers. Now by substituting b j = √ c j in this polynomial, we get another polynomial in seven indeterminates b j , where the b j all appear to integral powers.
If we now substitute for b j the roots of a polynomial contained in L (3, 2) , with the roots ordered according to the order determined by considering the degree six term of this new polynomial, we get a polynomial of degree eight which has roots that are sums of square roots of products of the roots b j of our degree seven polynomial, and which gives the split extension of the degree seven group by the 2-elementary group of degree eight. (This polynomial is long and complicated, and so we do not give it here; however, it is not too difficult to compute using a computer algebra package.)
In particular, we can substitute roots which are roots of a polynomial of degree seven over Q(t) with Galois groups L(3, 2), 7: 3, or C(7). The last two can be constructed via a similar method, which in fact gives a generic construction of all such Galois extensions, but with the added complication of seventh roots of unity (see [12] , [13] Representative polynomials for all of these groups were computed. The method was to use floating point computations for enough successive values of t that it was possible to obtain a polynomial over Q(t) by interpolation. This allows a provably correct result, since we can bound the degree of the result as a polynomial in t. For T 25 = E(8) : 7 and T 36 = E(8) : F 21 we obtained polynomials of degree 48 in t, each of which had over 200 terms. These are given in §12, below the table for degree eight polynomials. It would be interesting to see less complicated examples.
It is worth remarking that in many circumstances, such as this one, a floating point computation can accomplish what would be very difficult or impossible for a purely algebraic approach. In [5] , it is estimated that using the methods of [13] to construct a geometric cyclic extension of Q(t) with Galois group C(17) would take about a year on a SUN Sparcstation 2, using the purely algebraic approach of that paper. On the same computer, I easily computed an example in a few hours by floating point methods, and it is clear that this result could be pushed up to higher degrees.
We may also use nontransitive subgroups of L(3, 2). If we substitute the roots of an S 4 extension of degree four for one of the seven complements of a line, and put 1 for all three values of the line of which it is a complement, we get a polynomial of degree eight with T 41 = E(8) : S 4 as a Galois group. This example was relatively easy because the group was 2-elementary; additional complications occur otherwise.
Examples over Q
Sometimes one can guess what a polynomial with a given group looks like by consideration of an example over Q. For instance, over Q the table of [9] gives
as an example of a polynomial with T 5 = Q 8 (8) (the quaternion group) as a Galois group. We might guess that this is a specialization of
for the value t = 12, and use this as a starting point. This polynomial has a Galois group 
which has D(4) as a Galois group instead of E(4). So let us look instead for polynomials of degree four with E(4) as a Galois group and which specialize in the desired way. Solving the example polynomial gives us roots which are the conjugates of
If we look instead at
we obtain
which is a much better starting point, since this polynomial has a geometric Galois group
This now becomes a means to solve not just the problem we began with, but others as well. In various ways we can specialize it to produce a geometric polynomial for Q(t), for instance by setting a = t− 1, b = t+ 1, which gives the polynomial for E (8) : D 4 in the table. As for several other groups, it seems to be a good deal easier to find a polynomial over Q(t) with this Galois group than to find one which is geometric, so we may regard this as a lucky break.
This discriminant of this polynomial is 2 32 a 14 b 14 (a − 1)
The a − b term in this and the form of the example polynomial suggests setting a = t, b = t + 1 in this polynomial, and obtaining
with geometric Galois group T 11 = Q 8 : 2 over Q(t). This specializes to our original polynomial over Q with group Q 8 (8) when t = 2, and by trying values, it is not hard to guess that by setting t = t 2 + 1 we obtain a polynomial with Galois group
For another example, [9] gives us x 8 + 4x 6 + 8x 4 + 8x 2 + 2 as an example polynomial with Galois group
. This suggests among other possibilities that we consider the polynomial
with Galois group
(which is what we would generically expect for this wreath product type of construction). It is now now too hard once again to discover that substituting t 2 + 1 for t gives a Galois group which is
]dD(4).
Using resultants and discriminants
Often, interesting polynomials over Q(t) can be constructed by first constructing polynomials over Q(t, c), where c are some further indeterminates. We write a form which has a desirable factorization at t = 0 and t = ∞, corresponding to the group we are seeking. We then take the discriminant of this polynomial. We want to choose values of c which will collapse this discriminant into something simpler. We can do this by taking the further discriminants of the factors (first with respect to t), or by collapsing two factors together, by taking a resultant (especially with respect to t).
For instance, suppose we start with (
This has Galois group 2 S(4) over Q(t, a, b); since it is a wreath product, this is an easy group to construct. The discriminant of this is
We can collapse the terms t + ab 3 and
by eliminating t (via resultant or substitution), and so get
Setting b = −3a in the original polynomial gives (x 2 − a)(x 2 + 3a) 3 + t, with Galois group
This has Galois group S(4) 2 over Q(a, t)-once again a wreath product. The discriminant of this has a factor equal to
and taking the discriminant of this with respect to t gives us
This suggests specializing a to either 9/8 or 4/3. When we do this, we find that we obtain 
This has Galois group S 7 over Q(a, c, t), but it has a factorization at t = 0 and t = ∞ which is consistent with L(3, 2). If we take the discriminant of this with respect to x and factor it, we obtain a factor which has degree four in t, which is largest in the sense that it contains the greatest number of terms. Taking the discriminant of this factor with respect to t and factoring, we obtain a factor which is of degree eight in a and degree ten in c, and which is largest. Taking the discriminant of this with respect to either a or c and factoring, we obtain a − 49 and c − 9, respectively, as factors. Substituting either of these into the polynomial we started with gives us a polynomial with Galois group S 7 . Back-substituting a = 49 (resp. c = 9) into our expression in a and c, or simply repeating the process with our new and more simple polynomial, we obtain c− 9 (resp. a− 49) as a factor. We have now obtained
which has L(3, 2) as Galois group over Q(t).
Modular functions
The theory of modular functions, and in particular the genus 0 functions of "moonshine theory", allows us to construct polynomials with Galois group Pgl 2 (p) over Q(t), and in most cases to construct polynomials with Galois group Psl 2 (p) as well.
For instance, if we take the modular functions
and f 3− = 1/q + 42 + 783q + 8672q 2 + 65367q 3 + 371520q 4 + · · · (see [3] for this notation), then the polynomial
has the property that substituting x = f 21+3 (q) and t = f 3− (q 7 ) into it yields 0. It is a polynomial of degree eight with Galois group T 43 = Pgl 2 (7) = L(8) : 2, and moreover it is suited to the descent process described below for finding a polynomial of degree eight with Galois group Psl 2 (7) = L(8) from it.
The approach via moonshine functions gives a very nice (and, to my mind, an easier) approach to the results of [8] and [11] .
Rigidity
Another approach to constructing polynomials with a variety of Galois groups is the rigidity method, as explained in [10] . I constructed no polynomials via the rigidity method; however, the polynomial
was constructed by Gunter Malle by the rigidity method, and has Galois group T 47 = S(4) 2. As a wreath product this is easy to construct; I mention it because I used it to construct a polynomial which appears in the table.
It is instructive to note that this could have been obtained by the method of using discriminants, if the right starting point had been tried.
Starting from
we take the discriminant with respect to x, factor, and find the largest factor. Taking the discriminant of this with respect to t, we find that we have two factors. In either factor, taking the discriminant with respect to either a or b and factoring finally leads us to consideration of a = 256/27, b = −256/27. Putting this into the above polynomial and transforming leads to
with Galois group S(4) 2.
Putting t 2 in the place of t leads to a polynomial with T 46 = 
Quotient groups
By evaluating a resolvent (a rational function of the roots of a polynomial) over a suitably chosen set of cosets, we may create a polynomial whose Galois group may be abstractly the same but with a different permutation group, or may be a quotient group (in some permutation representation).
The easiest way to compute such maps is via the resolvent functions built into the Soicher/Mattman Maple program. There are several groups which are fairly easy, or even very easy, to construct via this method, but I did not end up using any of the polynomials I got this way.
Subgroups
Once we have obtained a polynomial (by this or other methods) we may use it to try to descend. Starting with a polynomial over Q(t) with Galois group G we can often find a rational function in t such that specializing (i.e., substituting) t into this rational function gives us a Galois group different from G. The trick is then to find such functions.
If the discriminant of the polynomial in question is not a square, one way we can accomplish this is to find a rational function for which it is a square. For instance, consider the polynomial x n + t(x − n + 1). As a trinomial, the discriminant of this is easily evaluated, and turns out to be
where the sign is positive if n is congruent to 0 or 1 mod 4, and negative if it is congruent to 2 or 3. For odd n, it is clear that we can obtain a square discriminant by means of substituting t 2 − n n for t if n is congruent to 1 mod 4, and −t 2 − n n if n is congruent to 3 mod 4. In this way we may easily find polynomials with Galois group A n over Q(t) for odd n.
For even n, we can also find a rational function which produces a square discriminant. If our only interest is in polynomials with Galois group A n , it is easier to perform a similar analysis with the general form x n−1 (x − n) − t, and discover
when n is congruent to 0 mod 4, and
when n is congruent to 2 mod 4 give a square discriminant.
We may perform such an analysis to obtain Galois groups contained in A n as well. For instance, taking the polynomial
which we obtained from a pair of modular functions, we find that the discriminant is
If we wish to find values of t for which this is a square, we need to find rational points on the ellipse
Since t = 0, y = 0 is one such point, we may find the others by drawing a line through this point and intersecting with the ellipse. Setting y = ut in the equation for the ellipse and factoring, we obtain t(tu 2 + 7t − 756) = 0, and solving for t in the second factor gives us 756 u 2 + 7 .
Substituting this into the original polynomial gives us a square discriminant. Converting this into a monic polynomial and exchanging u for t gives us
which has Galois group Psl 2 (7), i.e., L (8) .
An entirely different approach to finding such a rational function is to find values of t which give us the Galois group we are looking for, and then to guess what rational function could be giving us these values. We may then test this guess and determine if it is correct. This approach is not without its problems. Suppose we have a polynomial over Q(t) with group G, and a subgroup H of G. Suppose that z is a resolvent expression in the roots of our polynomial which reduces to an element of Q upon specializing t precisely when the Galois group is contained in H. If we now express the algebraic relation between z and t by means of a polynomial, we have a curve which has a rational point when we have descent to (at least) H.
This curve need not be of genus 0. Even when it is, finding it by the sort of method suggested above is easiest if it is a polynomial function, if it is either even or odd, and if it produces an infinity of integer values when evaluated at integers. None of these things need be true.
Consider what happens if we attempt to find the rational function which gave us L (8) 7 ). Examples more difficult than this appear in the list of polynomials computedfor instance, for the polynomial for T 23 = GL (2, 3) . This was obtained by descent from the polynomial listed for T 40 = (8) : E 4 polynomial listed turns out to be an elliptic curve. Since the curve has positive rational rank, we obtain in this way an infinity of examples over Q, but not a polynomial over Q(t).
Starting with an example over Q, I was lead to consider the polynomial
with roots
This has Galois group (in degree four) D(4) = 2 2 over Q(a, b). Substituting x = x 2 into this gives a polynomial P with geometric Galois group T 29 = E(8) : D 4 over Q(a, b). (A similar polynomial with this property, which used to produce the polynomial in the table with this group, is
which has geometric Galois group E(8) :
The example I began with was (up to a factor of 2) what one gets on substituting a = 3, b = 5 into P, namely x 8 − 3x 6 + 9x 4 − 12x + 16. This has Galois group [2 2 ]4, and substituting x = √ x into it gives us a polynomial with Galois group D(4). However, [2 2 ]4 has the curious property that it can arise from substituting x 2 for x into a polynomial with cyclic Galois group C(4) as well as one with dihedral Galois group D(4). Substituting a = t 2 +1, b = t 2 +1 into the first polynomial gives us one with Galois group C(4) over Q(t). Substituting x = x 2 into this then gives us a polynomial with Galois group [2 3 ]4. It no longer specializes to the polynomial we began with, but it turns out that does not matter! We now may check to see which values of t lead to a [2 2 ]4 polynomial. One way to do this is to substitute x = x + 1 into the polynomial, and then find the "2-set resolvent" which is th polynomial for products of distinct roots taken pairwise. This is of degree 28, and has a factor of degree 8. This factor is reducible if t leads to a polynomial with Galois group [2 2 ]4. Checking for values of t leading to reducible polynomials, one find 0, 2, 8, 30, 112, 418, . . . . This appears to satisfy the recurrence relationship a i = 4a i−1 − a i−2 . Hence we may suspect there is a Pell's equation involved, which is one form of a genus 0 condition. The Pell's equation corresponding to this recurrence is
where for x we get 2, 4, 14, 52, . . . with the same recurrence relationship, and for y we get 0, 2, 8, 30, . . . , our desired values for t. Solving this Pell's equation, we find that
Substituting the solution for y into our polynomial and transforming, we obtain the polynomial listed in the table.
A problem group
Quite a lot of attention has been devoted to the group 2A 4 = Sl 2 (3) (see [4] and [7] .) Despite this, no explicit polynomial giving a geometric extension of Q(t) with Galois group 2A 4 seems to be known.
This group is a double cover of the alternating group of degree 4, and has a faithful permutation representation of degree 8, which is T 12 = 4A 4 (8) in the list of degree 8 permutation groups.
Polynomials of degree 8 giving this group can be constructed by substituting x 2 for x in a polynomial of degree 4 with norm term a square and with Galois group A 4 , and such that the roots are real and either all positive or all negative. This will in general give an extension with group T 32 = [2 3 ]A(4), but in particular cases the extension can be 2A 4 (8) 
One example of such a polynomial is x 4 − 22x 3 + 135x 2 − 150x + 1. This has Galois group A 4 , and all of its roots are real and positive. Substituting x = x 2 into this gives a polynomial with Galois group 2A 4 (8).
If we do not require a geometric extension of Q(t), this can be used to give us a polynomial over Q(t) with Galois group T 12 , since by substituting x = x 2 /t into it we obtain
Specializing t gives extensions which have the same A 4 subfield.
A polynomial over Q(a, b) with Galois group A 4 and with square norm term, and such that substituting x 2 for x gives a polynomial with Galois group T 32 , is
This has a region where the roots are all real and positive, which contains the region a ≥ 12, b ≥ 4. We can find specializations which produce a 2A 4 (8) polynomial, but the descent problem presents difficulties. Examples where a and b are both positive integers less than 50 are a = 11 and b = 9, 13, 29, 49; a = 27 and b = 9, 29, 49; and a = 15 and b = 3. It seems likely that there is a pattern of some sort.
Determination of Galois groups
In compiling our tables, two things needed to be determined and proven: that the Galois group is in fact the one listed, and that the extensions are in fact geometric. To accomplish the first, we for the most part used the Maple program of Sommeling/Mattman/McKay, with checks on its accuracy provided by testing specializations using other programs.
However, in some cases these Maple routines failed to provide an answer, because of the large space requirements that routinely result in computer algebra applications. In those cases, a moral certainty can be obtained by testing successive specializations; however, without a theorem telling us how many successive specializations will suffice for a given input polynomial (something which would be desirable to have), an actual proof requires that we do the polynomial "by hand", so to speak. By this I mean that we must direct the computations instead of letting the program do it for us.
The heavy lifting of this Maple program is accomplished by two routines named "rsetpol" and "twoseqpol". The first finds the minimal polynomial for the products of n of the roots, and the second does the same for r 1 + 2r 2 , where r 1 and r 2 are any two roots. These routines do not use floating point methods, which is why the program could be extended to cover function fields (and might be extended to cover other possibilities, such as p-adic or number field base fields). Determining the degrees of the irreducible factors (provided they are distinct, which we can always assure) gives invariants which in most instances, together with the discriminant, allow a determination of the Galois group.
To take one example, the program is able to determine that the Galois group of (the splitting field for)
Alas, this elegant polynomial is not geometric, and the program as it was originally configured failed with the computers I used. However, a simple change of strategy made the same approach work. The program chooses to compute products of three roots before invoking "twoseqpol"; however, the factor type 8 3 16
2 is in fact unique among groups not contained in A 8 , and it is easily computed when invoked. For the group T 15 = C(8) : E 4 we once again have a nongeometric polynomial which the computer can handle, namely
and a geometric polynomial it has trouble with. In this case, we have a number of possible groups with a nonsquare discriminant and the same 2-set and 2-sequence invariants. The computer program therefore attempts to find the 3-set invariant (which does distinguish the group), and this runs into space problems.
However, the polynomial in question was constructed using the split-extension method described in the section on semidirect products. Hence, it can be no larger than T 15 , and simply checking a few factorizations at specializations to primes of Z[t] (which is to say, specializing t and reducing modulo a prime integer) suffices to show it must also be at least this large.
This also allows us to show that the polynomials for E(8) : F 21 and E(8) : 7, which are far too large for the computer to handle, in fact give the claimed groups.
This left me with a few cases where I still had no proof, but only a moral certainty. But in those cases one can convert the moral certainty into a proof. If it comes down to factoring the "twoseqpol" resolvent, then factor the resolvent for a number of successive specializations, and then reconstruct the factors by interpolation, and so factor the resolvent "by hand". Often a simple transformation of the polynomial must be effected first, to prevent repeated factors in the resolvent polynomial. Except in the case of the polynomial for r 1 + r 2 + r 3 + r 4 − r 5 − r 6 − r 7 − r 8 in degree eight, simply adding one to each root always sufficed.
One can work in a similar way if some factor of some resolvent must be factored over an extension field. In effect, I was doing "by hand" a factorization algorithm which could be coded, and whose principle merit is that it is economical of space. The polynomials in the table were sometimes right on the edge of what was possible with these methods, but were never so far over the edge that a different resolvent altogether had to be used.
My first version of these tables included many entries which were not geometric. I used a set of Maple routines written by David Ford to determine the discriminant of the ring of integers of successive specialization, since it seemed to be more efficient than what was in the Maple distribution. If the GCD of these discriminants was 1, I could conclude without further work that no algebraic subfield could exist.
In other cases, I would get a nontrivial GCD-most commonly, a power of two. I then made use of the fact that usually (and in all the cases for which a question remained) I had a maximal quotient group which was solvable, and hence any algebraic subextension would have to be solvable. Such an extension would have a maximal abelian subextension, and this in term would have maximal p-elementary subextensions for each prime p. By checking the (usually quadratic) factors of this subextension, one can determine if an algebraic subextension exits. This can be done using class field theory; one checks at primes where the polynomial factors into linear factors, to see if the cyclic extensions with the relevant discriminants sometimes do not factor. In practice, this most often amounted to checking the factorization of x 2 + 1, x 2 + 2, and x 2 − 2, after determining (using discriminants) that only the prime 2 need be considered.
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