Introduction
The TREEWIDTH problem is the problem of finding a triangulated graph H with smallest ma.ximum clique size having the given graph G as spanning subgraph. The PATHWIDTH problem is the problem of finding an interval graph H with smallest ma.."{imum clique size having the given gra.ph G as spanning subgraph.
The problem 'Given a graph G = (V, E) and an integer k) is the treewidth of G at most k' is NP-complete, even when only complements of bipartite graphs G are allowed as input graphs [2] and it also remains NP-complete on bipartite graphs [15] . The problem 'Given a graph G '"' (1/, E) and an integer k, is the pathwidth of G at most k' is NP-complete on cobipartite graphs [2] , bipartite graphs [15] and triangulated graphs [12] ,
The treewidth can be computed in polynomial time on triangulated graphs (trivially), cographs [5] , circular arc graphs [21] , chordal bipartite graphs [IS] , permutation graphs [4] , circle graphs [16] and distance hereditary graphs [1] . Since many NPcomplete problems remain NP-complete when restricted to SOlne of these classes, it is of great importance to be able to use the algorithms for graphs of small treewidth for these problems. 'lYe want t.o mention here that the algorithm presented in (17J appears to be wrong. At this moment we do not know whether such a general result is possible.
It was independently shown in [4] and [13] that for every co comparability graph the treewidth and pathwidth coincide. Cocomparability graphs are a subclass of the perfect graphs containing permutation graphs, interval graphs and trapezoid graphs. R. Mohring showed that this result is extendable to AT-free graphs (asteroidal triplefree graphs). Thus, on AT-free graphs, which contain cocomparability graphs as a proper subclass while they are no longer a subclass of perfect graphs, treewidth and pathwidth still coincide [20) .
In this paper we show that for cocomparability graphs of bounded dimension, the treewidth and pathwidth can be computed in polynomial time. In [4J this was shown under the assumption that an intersection model is part of the input. However, it is well-known that the problem 'Given a poset P and an positive integer d, is the dimension of P at most d?', is NP-complete for every fixed d:::: 3 [22) . This problem is equivalent to the recognition problem of co comparability graphs of dimension at most d. It follows that recognition of cocomparability graphs of dimension at most d is NP-complete for every fixed d :::: 3 and that finding an optimal intersection model is intractable [l1J. In this paper we give a polynomial algorithm which does not require such an intersection model as part of the input. However, the input has to be a cocomparability graph of dimension at most d (although we can not check this efficiently), at least to guarantee the time bound 0(n 3d +3). The algorithm will work correctly as SOOl1 as the input graph is a cocomparability graph.
Preliminaries
In this section we start with some necessary definitions and results. ',Ve consider only finit.e, undirected and simple graphs G = (V, E). We always denote the number of vertices of G by n.. For definitions and properties of graph classes not given here we refer to [6, 10. 14, 15J. The following lemma appears for example as an exercise in [10] . It provides in an easy algorithm to recognize minimal separators.
Lemma 3. Let 5 be a separator of the graph G = (V, E). Then 5 is a minimal separator if and only if there are two different connected components of G[V \ 5J
such that every ·vertex of S has a neighbor in both of these components.
Proof. Let 5 be a minimal a, b-separator and let C a and Cb be the connected components containing a and b respectively. Assume 5 E 5 has no neighbors in Co· Since S is minimal there is a path from a to b going through s but using no other vertices of S. Hence s must have at least one neighbor in C a and at least one in C;. Now let S be a separator and let Co and C; be components such that each vertex of S has at least one neighbor in Co and C;. Let s E S. Then there is a path from a to busing s but no other vertices of S. Hence S is a minimal a, bseparator. 0
The following lemma describes a useful property of minimal separators. W.l.o.g. let C x n S = 0. Since S is a minimal separator of G, C x is connected and x E C belongs to C x , we get C x <;: The following two theorems show how to restrict the triangulations to be considered. To illustrate that minimal triangulations are not very restrictive, notice that a clique is a minimal triangulation of G. \i\'e now show that we can restrict the triangulations to be considered somewhat more.
Definition9. Let Ll be the set of aU minimal separators of a graph G = (V, E).
For a subset C S;; Ll let Gc be the graph obtained from G by adding edges between vertices contained in the same set. C E C. If the graph Gc is a minimal triangulation of C such that C is exactly the set of all minimal separators of C c , then Cc is called an efficient triangulation.
Notice that for each C E C, the induced subgraph CdCJ is a clique.
Theore11110. Let H be a triangulation of a graph G. There exists an efficient
Proof. Take a minimal triangulation H' which is a subgraph of H such that the number of edges of H' is minimal (theorem 8). We claim that H' is efficient. Let C The treewidth is a graph parameter which can be defined using triangulations. Permutation graphs can be characterized as being exactly the graphs which are comparability and cocomparability graphs and they are exactly the comparability graphs of poset dimension at most two. In [11] it is shown that cocomparability graphs are the intersection graphs of a concatenation of permutation diagrams. The minimal number of permutation graphs needed plus one is called the dimension of the COCOffiparability graph (in fact, this is equaI to the dimension of the poset corresponding The path width problem is concerned with finding a triangulation of a graph into an interval graph such that the clique size is minimized. In general the pathwidth of a graph is at least equal to t.he treewidth of the graph. Determining the pathwidth of a graph is NP·complete, even when restricted to chordal graphs [12] . However, for cocomparabiltity graphs the measures treewidth and pathwidth coincide [13, 4] . 
Decomposing pieces P(S" So) with 5, <l So and So <lS,
Consider a piece P = P( 51,52) with realizer R(P). Assume there is an efficient triangulation G c with 51, S'2 E C which is an int.erval graph. In this section we assume that 51 'l. 52 and 52 'l. 51· Assume GdP] is not a clique, and let'" and y be non adjacent vertices in GdP]. There is a minimal x, y-separator S" ill G c .
In this section we show that S" decomposes the piece P into smaller pieces and blocks (which are pieces wit.h one separator contained in another one) and 51, S,]. Blocks are treated in the next section. 
= EO P(5"S·).
Finally we have to show that P(S", S,) <;; P. Let 
zED, it follows that = E P(S", 5,).
It remains to show that P(S".S,) C P. Let is either a subset of P or disjoint from P.
Now let = E An P. We show that:; E P(S" 5"). Since = and S· \ S, are both in P, and since S· \ 5, op 0, it follows that = and S· \ S, are contained in the same connected component of Cc [V\S,] . Since also:; E A it follows that = E P(S"S·).
We now show that P(S" 5") c P. Let :; E P(S" 5'). Since 51 \ 5" op 0 it follows that z E 5" U . This show that = E P holds. It follows that .{ n P = P(S", 5,) \ S' . B n P = PIS"~ SO) \ S" can be shown analogously.
0
Notice that in all cases, the partition is such that the constituents are (strictly) smaller than the original piece.
5 Decomposing pieces P(5 11 5,) with 5, C 5, In this section let SI and S2 be non-crossing minimal separators in G with SI ~ S2 .
Consider the piece P = P(SI, S2) and the realizer R(P). We show how to compute the treewidth of the realizer. Notice that in all cases, the partition is such that the constituents are (strictly)
smaller than the original piece.
5 Decomposing pieces P(5" 5.) with 5, C 5.
In this section let S, and S, be non-crossing minimal separators in G with S, <;; s, .
Consider the piece P = P(SI, S,) and the realizer R(P). We show how to compute the treewidth of the realizer. [19) we can find all minimal separators in the graph. For each pair of non-crossing separators. we can compute the piece. ''''e also compute the blocks for every separator. We sort the pieces and the blocks according to increasing number of vertices. Blocks and pieces with the same number of vertices are ordered as follows. Blocks appear in the ordering before pieces with the same number of vertices. If two blocks have the same number of vertices, the block with the largest number of vertices in the separator appears before the block with the smaller number of vertices in the separator. Blocks with the same number of vertices in total and the same number of vertices in the separator can be ordered arbitrarily.
For each block and piece in turn~ \ve compute the treewidth of the realizer, by trying all possible separators that are contained in it, using the results of sections 4 and 5. If the treewidth of each piece is determined, we look for the piece with vertex set V, with miniluum treewidth. This is equal to the treewidth of the graph.
Theorem 38. For each constanl d Ihere exists a polynomial t,me algorilhm that computes the t.reewidth a.nd path-width of cocomparability graphs of dimension at most d.
Proof. Let R be the number of separators. In [4) it is shown that R ::; (n + l)d .
Moreover, in [19] it is shown that the set of all separators can be computed in O(n 6 R) time. There are at most R' pieces, since these are fully characterized by two minimal separators. For each of these pieces, we can try all minimal separators to split up the piece. For each smaller piece we can look up its treewidth in O(n') time. It follows that we can find the t.reewidth of a piece in O(Rn 3) time. 0 7 Conclusions vVe believe that our approach which could be called the minimal separator approach is not at all restricted to the problems considered in this paper. In fact, the approach has already been used for designing polynomial time algorithms solving the vertex ranking problem (\v hich is equivalent t.o the minimum elilnination tree height problem) [7) . On the other hand, the PATHIVIDTH problem which is closely related to the TREEWIDTH problem remains intract.able even when restricted to graph classes with a polynomially bounded number of minimal separators.
Fortunately, Mohring has shown that for every AT-free graph 0 the treewidth of 0 is equal to the pathwidth of G and also the minimum fill-in of 0 is equal to the interval completion of G [20] . Hence, on subclasses of AT-free graphs as e.g. cocomparability graphs and trapezoid graphs the algorithmic complexities of the corresponding problems coincides and a treewidth (resp. minimum fiB-in) algorithm on the class is at the same time a pathwidth (resp. interval completion) algorithm.
Acknowledgements
One of the authors thanks L. Bijlsma for pointing out some errors in the original manuscript.
