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La relación de balance hídrico de largo plazo permite cuantificar el agua dispo-
nible en un territorio, por lo que representa una herramienta crucial para su manejo y 
planificación, principalmente ante escenarios de información escasa. Esto se debe a que, 
mediante una sencilla expresión matemática que relaciona los valores esperados de la 
precipitación, la evapotranspiración real y la escorrentía superficial, hace posible la 
estimación de una de estas variables, cuando se conocen las otras dos. 
La complejidad en la modelación matemática del balance hídrico de largo plazo 
no es, por lo tanto, la principal limitante para la obtención de estimaciones precisas de 
cualquiera de las variables que involucra, como sí lo es la incertidumbre asociada con 
las observaciones de cada una de estas últimas. En el caso de la precipitación, los 
métodos de medición han tenido grandes avances, tendientes a mejorar tanto la carac-
terización de su distribución espacial, como la obtención de su magnitud, y pueden ser 
directos o indirectos. Para la cuantificación de la evapotranspiración se han desarro-
llado diferentes métodos indirectos que se basan en principios físicos y que dependen 
de otras variables explicativas de tipo meteorológico, cuya medición resulta más ase-
quible. La escorrentía superficial, dado su carácter puntual, es la que puede muestrearse 
con más detalle; sin embargo, la recolección de datos continuos se encuentra limitada 
por razones económicas, lo que obliga al uso de relaciones indirectas con variables de 
medición menos costosa, como la profundidad de las corrientes de agua, para cuantifi-
car su valor. Las relaciones indirectas para la estimación de cualquiera de las tres 
 
 






variables tienen un rango de aplicación limitado, pero se usan continuamente con pro-
pósitos de extrapolación, aumentando las incertidumbres relacionadas, especialmente 
con eventos extremos, y llegando a alterar significativamente la estimación de su valor 
esperado en el largo plazo. 
La aplicación práctica más extendida de este modelo hidrológico corresponde, tal 
vez, a al cálculo de la escorrentía superficial. Es el caso en el que se cuenta con infor-
mación suficiente para determinar las distribuciones espaciales de la precipitación y la 
evapotranspiración, a partir de las cuales se generan estimaciones de la escorrentía que 
pueden compararse con los valores observados. Desde esa perspectiva el modelo no es 
calibrado, porque ignora la información de escorrentía superficial y se utiliza como 
predictor de esta última variable, aun cuando la incertidumbre en el conocimiento de 
los valores de las otras dos llega a ser significativamente alto (Álvarez-Villa, 2007). 
Considerando este panorama, en este trabajo se desarrolla una metodología de 
corrección para los campos de precipitación y evapotranspiración real, que permite el 
cierre del balance hídrico de largo plazo, haciendo honor a todas las mediciones. Este 
se conoce como un problema hidrológico inverso y ha sido abordado para el análisis de 
características hidrológicas a diferentes escalas temporales, utilizando principalmente 
modelos autoregresivos (Jiang, et al., 2015; Hasebe, et al., 1989; Hino, 1986; Hino y 
Hasebe, 1981). 
Dicha metodología corresponde a una adaptación del método, que ha permitido 
tratar un problema similar en el campo de la hidrogeología, en el que se utilizan datos 
de transmisividad hidráulica y piezométricos para estimar la distribución espacial de 
la transmisividad hidráulica de un acuífero, de modo que se respetan las magnitudes 
observadas en las localizaciones muestreadas y las estimaciones con la ecuación bidi-
mensional de flujo en estado permanente se ajustan a las observaciones (Gómez-Her-
nández, et al., 1997; Sahuquillo, et al., 1992; Capilla, et al., 1999). Esta metodología 
garantiza la existencia, pero no la unicidad de la solución, de manera que al cuantificar 
un alto número de posibles soluciones se obtiene una idea de la incertidumbre en las 
variables involucradas. 
El documento está organizado en 5 capítulos, incluyendo esta introducción. En 
el segundo capítulo se hace una revisión del estado del arte, en lo que concierne a la 
modelación por balance hídrico de largo plazo, en el tercer capítulo se desarrolla la 
metodología de inversión, en el cuarto capítulo se ejemplifica la metodología de inver-
sión en cuencas del Departamento de Antioquia y en el quinto se presentan las conclu-
siones del trabajo. 
 
 






























2. Revisión del estado del arte 
El estudio de la disponibilidad hídrica es un elemento crucial durante el uso, la 
gestión y la planificación del agua. De hecho, la adecuada toma de decisiones respecto 
a la asignación de este recurso para diferentes propósitos, se relaciona directamente 
con el suficiente conocimiento del sistema hídrico sobre el que se decide. Por eso resulta 
trascendental la recolección del mayor número de datos posible, a fin de que las deci-
siones sean tomadas de manera informada. Sin embargo, los datos de las diferentes 
variables del ciclo hidrológico son difíciles de obtener, tanto por su variabilidad espacial 
y temporal, como por el costo que supone mantener funcionando los equipos de medi-
ción en áreas extensas de terreno y largos periodos de tiempo. En los casos en los que 
la información es escasa o nula, la modelación hidrológica puede constituir un comple-
mento y/o una alternativa a los datos. Por lo que esto implica, los esfuerzos en la 
mejora de las estrategias de modelación y en la cuantificación y reducción de su incer-
tidumbre deben ser continuos. 
A la hora de modelar el ciclo hidrológico se puede concentrar el interés en uno o 
varios de los almacenamientos que lo componen. Cuando esa atención se refiere al agua 
almacenada en corrientes superficiales, la variable a estudiar debe ser la escorrentía 
superficial. Por ser el recurso más directamente aprovechable, dado que se encuentra 
a la vista, la escorrentía superficial es, en general, la primera de las opciones conside-
rada para el uso humano. Una complejidad subyacente se debe a que el tiempo de 
residencia del agua en corrientes superficiales es mucho menor, si se lo compara con 
 
 




otros reservorios del ciclo hidrológico en estado natural; razón por la cual la variabili-
dad temporal de los volúmenes disponibles en corrientes superficiales es, relativamente, 
más alta. 
Diferentes autores han estudiado la variabilidad de la hidroclimatología colom-
biana. En Poveda (2004) se hace una revisión de muchos de esos trabajos, diferenciando 
los procesos físicos que originan la variabilidad en diferentes escalas temporales: en la 
escala diurna es consecuencia de las interacciones locales entre el suelo y la atmósfera; 
en la escala intraanual está dominada por procesos como la migración meridional de la 
Zona de Convergencia Intertropical (ZCIT), la advección de humedad por los vientos 
alisios, la actividad del chorro del Chocó, los sistemas convectivos de mesoescala, la 
oscilación de Madden-Julian, las ondas tropicales del Este, los huracanes sobre el Ca-
ribe y el Pacífico nororiental y los posibles frentes fríos que en época de invierno del 
hemisferio norte alcanzan la geografía nacional; en la escala interanual es modulada 
por la ocurrencia del fenómeno El Niño/Oscilación del Sur (ENSO, por sus siglas en 
inglés); y en la escala interdecadal es afectada por procesos como la Oscilación Decadal 
del Pacífico (PDO, por sus siglas en inglés), la Oscilación del Atlántico Norte (NAO, 
por sus siglas en inglés) y el cambio climático. 
Teniendo en cuenta toda esta variabilidad, la cuantificación de la disponibilidad 
hídrica, en términos de escorrentía superficial y mediante el uso de modelos, puede 
desarrollarse con el propósito de estimar los caudales mínimos, los caudales medios, los 
caudales máximos o toda la distribución de caudales que discurre por una sección de 
una corriente de interés. El caso de la estimación del caudal medio es interesante por 
diferentes razones: (i) porque representan la primera aproximación de disponibilidad 
hídrica en sitios no muestreados, (ii) porque se lo utiliza para la entrega de concesiones 
de uso, tanto para consumo como para generación hidroeléctrica y (iii) porque sirve 
como referencia para la estimación, calibración y validación, en modelos que direccio-
nan sus esfuerzos hacia el cálculo de caudales mínimos y máximos de diferentes recu-
rrencias. Un ejemplo de esto último se encuentra en el trabajo de Poveda et al. (2007), 
donde se han propuesto relaciones empíricas de escala entre los caudales mínimos y 
máximos de diferentes periodos de retorno, como funciones del caudal medio de largo 
plazo, válidas para el territorio colombiano. 
2.1. Balance hídrico de largo plazo 
El modelo de balance hídrico de largo plazo (BHLP) constituye una herramienta 
para la estimación de la escorrentía superficial media, que resulta particularmente útil 
 
 




en corrientes que no han sido muestreadas. Vélez et al. (2000) lo describen de la si-
guiente manera: la base física sobre la que se formula el BHLP son las ecuaciones de 
conservación de masa de agua, para un par de volúmenes de control, asimilables a una 
columna atmosférica dispuesta inmediatamente sobre una columna de suelo, como 
puede apreciarse en la Figura 2.1. El contorno de las dos columnas se supone infinita-
mente extendido desde la interfaz atmósfera-suelo y verticalmente hacia arriba en la 
columna atmosférica, donde intersecta a su tapa o frontera límite superior, e infinita-
mente extendido desde la interfaz atmósfera-suelo y verticalmente hacia abajo en la 
columna de suelo, hasta que intersecta a un estrato impermeable, el cual representa su 
frontera límite inferior. La interfaz atmósfera-suelo posee la geometría de la superficie 
del terreno y constituye el borde inferior de la columna atmosférica y el borde superior 
de la columna de suelo. 
 
 
Figura 2.1. Esquema de los volúmenes de control definidos por una columna de 
atmósfera y una columna de suelo, que se interrelacionan para el plantea-
miento del BHLP. 
 
En la Figura 2.1 se pueden observar las variables del ciclo hidrológico que se ven 
involucradas en los dos volúmenes de control. Las interacciones entre la columna at-
mosférica y el resto de la atmósfera, que ocurren a través del contorno vertical, se 
representan por un flujo de humedad (𝐹 ), el cual incrementa al almacenamiento de 
agua dentro de la columna atmosférica (𝑊 ). El valor de 𝑊  también se incrementa por 
el flujo de evapotranspiración (𝐸) y se reduce por el flujo de precipitación (𝑃 ), los 
cuales se dirigen desde la columna de suelo hacia la columna atmosférica y viceversa, 
respectivamente. Los efectos de 𝐸 y 𝑃  son contrarios sobre el almacenamiento de agua 
en la columna de suelo (𝑆), en comparación con los que ejercen sobre 𝑊 . Desde la 
columna de suelo salen flujos de escorrentía (𝑅), que pueden ser tanto superficiales 
como subterráneos, y que disminuyen el valor de 𝑆. Las magnitudes de 𝐹 , 𝑊 , 𝐸, 𝑃 , 
 
 




𝑆 y 𝑅 son todas consideradas en lámina por unidad de tiempo, es decir, en dimensiones 
de volumen sobre tiempo por unidad de área. 
Al plantear el balance de agua para la columna atmosférica se encuentra: 
𝑑𝑊
𝑑𝑡
= 𝐹 + 𝐸 − 𝑃  (2.1) 
donde la derivada representa el cambio con respecto al tiempo, al igual que en la 
expresión para el balance de agua en la columna de suelo: 
𝑑𝑆
𝑑𝑡
= 𝑃 − 𝐸 −𝑅 (2.2) 
Si las Ecuaciones 2.1 y 2.2 se integran en un intervalo temporal con duración 
tendiente al infinito, se encuentra que los cambios promedio en los almacenamientos 
de agua tanto en la atmósfera como en el suelo se acercan a cero, mientras que las 
demás variables tienden a sus valores medios temporales de largo plazo. Estos prome-
dios temporales de largo plazo se representan en este trabajo con las grafías 〈𝐹〉𝑡, 〈𝑃 〉𝑡, 
〈𝐸〉𝑡 y 〈𝑅〉𝑡. De allí resulta que el flujo promedio de largo plazo de humedad, que 
ingresa hacia la columna atmosférica, es igual al flujo promedio de largo plazo de 
escorrentía que sale desde la columna de suelo, y además, que este último puede esti-
marse con la siguiente relación (Poveda y Mesa, 1995): 
〈𝑅〉𝑡 = 〈𝑃 〉𝑡 − 〈𝐸〉𝑡 (2.3) 
Una cuenca hidrográfica puede ser representada por un conjunto interconectado 
de volúmenes de control, como los que acaban de describirse. Al integrar todas las 
〈𝑅〉𝑡, provenientes de esos volúmenes de control y sobre las trayectorias de drenaje, se 
encuentra la siguiente relación para estimar el caudal promedio de largo plazo a la 
salida de la unidad hidrológica: 
〈𝑄〉𝑡 = (〈𝑃〉𝑥,𝑡 − 〈𝐸〉𝑥,𝑡)𝐴𝑐 (2.4) 
donde 〈𝑄〉𝑡 es el caudal promedio de largo plazo a la salida de la cuenca, 〈𝑃 〉𝑥,𝑡 y 〈𝐸〉𝑥,𝑡 
son la precipitación y la evapotranspiración promedios de largo plazo y espaciales, 
sobre la superficie de la cuenca, respectivamente, y 𝐴𝑐 es el área en planta de la cuenca 
hidrográfica. 
El procedimiento deductivo que conduce a la Ecuación 2.3 es matemáticamente 
exacto, pero la obtención de la Ecuación 2.4 ha requerido de dos suposiciones que 
 
 




facilitan la aplicación en la práctica del BHLP, y que resulta trascendente listar con 
claridad: (i) El balance de flujos subterráneos de intercambio entre la unidad hidroló-
gica de interés y las unidades hidrológicas vecinas se ha supuesto nulo. Esta conside-
ración obedece a la dificultad de obtener datos de flujo subterráneo para grandes ex-
tensiones de terreno, pero deberá ser omitida en caso de que exista evidencia de pérdida 
o ganancia de agua a nivel subterráneo, por parte de la cuenca de interés, o podrá 
conducir al método a grandes errores de estimación. Por lo anterior, la escorrentía en 
el punto de cierre de la cuenca, representada con el símbolo 〈𝑅〉𝑡, se asimila únicamente 
con la escorrentía superficial. Del otro lado, (ii) para que el cambio en el almacena-
miento de agua en el suelo pueda ser despreciado, la Ecuación 2.2 debe ser integrada 
en un intervalo temporal de gran duración. Esto restringe al método a ser usado con 
valores promedio de series hidroclimáticas que posean varias décadas de registro y 
supone, además, que durante esas décadas son despreciables las variaciones en los pro-
medios de las cantidades hidrológicas, inducidas por el cambio climático. 
El derrotero que es seguido habitualmente, para usar el método del BHLP, con-
siste en delimitar las unidades hidrológicas de interés, estimar un mapa de precipitación 
promedio, estimar un mapa de evapotranspiración promedio, calcular el caudal prome-
dio de largo plazo con la Ecuación 2.4 y validar los resultados al compararlos con 
observaciones. En lo que sigue se describe con un poco más de detalle cada una de esas 
etapas. 
2.2. Delimitación de unidades hidrológicas 
Desde el momento en el que comenzó la digitalización de la información carto-
gráfica, la representación esquemática de la superficie del suelo pasó de los tradicionales 
mapas de curvas de nivel, al concepto del Modelo Digital de Elevación (MDE). Bajo 
el esquema ráster sobre el que se construye un MDE se facilita la realización, en grandes 
volúmenes, de operaciones de cálculo dependientes de elevaciones georreferenciadas, 
como son la estimación de longitudes, pendientes y áreas. Por lo anterior, el análisis 
cuantitativo del MDE se ha convertido en una útil herramienta para lograr un mejor 
entendimiento de las variables que afectan, tanto la forma del paisaje, como la inter-
acción del terreno con otros factores ambientales (Ramírez, 2002). 
Es así que, basados en el concepto de MDE, han surgido un importante número 
de algoritmos de geoprocesamiento, los cuales permiten, entre otras muchas tareas, la 
delimitación digital de cuencas hidrográficas y sus redes de drenaje, así como la cuan-
tificación de sus características morfométricas, entre las que se incluye el área de dre-
naje. Uno de los algoritmos de base para el trazado de cuencas es el Deterministic 8, 
 
 




también conocido como D8 (O’Callaghan y Mark, 1984), el cual asocia a cada una de 
las celdas interiores del MDE una dirección preferencial de flujo, de entre las ocho 
direcciones posibles, definidas por las ocho celdas vecinas de la malla. El D8 es un 
algoritmo de máxima pendiente, en el sentido de que la selección de la dirección de 
flujo se hace paralela a la dirección en la que se calcula la máxima pendiente, entre 
celdas adyacentes del MDE. 
Como una consecuencia, la aplicación del D8 es limitada en zonas de baja pen-
diente, donde por razones de escala o como resultado inherente al procedimiento de 
generación del MDE, las incertidumbres en la elevación son mayores que los gradientes 
altitudinales entre celdas contiguas, lo que conduce al algoritmo a determinar patrones 
de drenaje inconsistentes con la realidad. También es posible que aparezcan sectores 
en los que las celdas reportan idéntica elevación, a los que se conoce con el nombre de 
sumideros (Kiss, 2004). En ambos casos, y previo a la aplicación del D8, debe recurrirse 
a algoritmos para el llenado de sumideros, como el descrito por Planchon y Darboux 
(2002), los cuales pueden usarse en conjunto con algoritmos diseñados para entallar 
conocidos patrones de drenaje sobre el MDE (ver, por ejemplo, Sounders, 1999; Lind-
say, 2015). 
Un algoritmo alternativo al D8 es el de Múltiples Direcciones de Flujo (MFD, 
por sus siglas en inglés; Freeman, 1991), el cual supone que el patrón de flujo es deter-
minístico, divergente y va dirigido hacia todas las celdas adyacentes de menor eleva-
ción, en comparación con la celda de referencia. Se dice que el MFD es determinístico 
porque las proporciones en las que se reparte el flujo se calculan con base en las mismas 
pendientes que usa el D8, y por tanto esas proporciones son independientes de la con-
dición hidrológica en la que se encuentren las celdas. 
Implementaciones de todos estos algoritmos se pueden hallar en los Sistemas de 
Información Geográfica (SIG) que se encuentran disponibles actualmente, como son 
HidroSIG, Saga GIS, QGIS o ArcGIS. Por otra parte, las tecnologías para la medición 
de elevaciones han avanzado rápidamente, de manera que hoy pueden ser descargados 
desde la internet, y en forma libre, productos MDE de diferentes misiones satelitales 
(ver, por ejemplo, Arikawa et al., 2014; Farr et al., 2007; Yamaguchi et al., 1998), que 
proporcionan cobertura en todo el globo terrestre y a diversas resoluciones espaciales. 
E inclusive, MDE con cobertura de varias hectáreas, pueden ser reconstruidos con 
técnicas fotogramétricas (ver, por ejemplo, Ajayi et al., 2017) o tecnología de detección 
de luz y rango (LiDAR, por sus siglas en inglés; ver, por ejemplo, Zhao et al., 2016), a 
partir de los datos que se recolectan con sensores montados sobre aviones o vehículos 
aéreos no tripulados. 
 
 




2.3. Estimación del mapa de precipitación 
La capacidad predictiva de la Ecuación 2.4, en puntos de la red de drenaje en 
los que no se monitorean caudales, se relaciona directamente con el adecuado conoci-
miento de la distribución en el espacio que posee la precipitación promedio de largo 
plazo; lo que, a la vez, depende de cómo se monitorea la precipitación y del método 
que se utiliza para estimar su distribución espacial, dada una escala espacial de trabajo. 
Actualmente, el monitoreo de la precipitación sobre tierra puede hacerse con 
pluviómetros o instrumentos remotos (radares y satélites). La medición con pluvióme-
tros es directa y puntualmente localizada, razón por la cual, si se descuentan las incer-
tidumbres inherentes a la medición, los valores de la precipitación se conocen con 
certeza en un número limitado de ubicaciones espaciales (estaciones). Esto configura 
situaciones desfavorables en los casos en los que, por el número de estaciones o por la 
forma en la que ellas se distribuyen sobre el territorio, la red de pluviómetros no al-
canza a capturar el comportamiento espacial de las precipitaciones, debido a que pue-
den ocurrir eventos de precipitación con dimensiones inferiores a la distancia entre 
estaciones, que sean medidos parcialmente en los pluviómetros o que no se midan 
(Rendón-Álvarez, 2014; Velasco, 2009). 
Con los instrumentos remotos se obtiene una más amplia cobertura espacial y 
muestreos más densos, pero la magnitud de la precipitación es estimada de manera 
indirecta, a través de relaciones con otras variables como la cantidad de energía refle-
jada por el agua atmosférica y el tamaño de las gotas (Marshall y Palmer, 1948; Doviak 
y Zrni’c, 1992; Sempere-Torres et al., 1994; Kummerow et al., 1997) Otras dificultades 
que se presentan, durante la medición de la precipitación con instrumentos remotos, 
son la interacción de la señal con blancos no meteorológicos (Berenguer, 2006), la 
atenuación de la señal por la intersección con las gotas de lluvia (Meneghini et al., 
2004), los efectos de curvatura de la tierra y la variación de la reflectividad de la 
precipitación con la altura (Franco, 2008). Consecuentemente la exactitud de las me-
diciones depende de la capacidad explicativa y eficiencia del modelo que relaciona a la 
precipitación con sus proxis. 
A partir de lo anterior se puede observar que los dos métodos de medición son 
complementarios, en el sentido de que los instrumentos remotos proporcionan datos en 
un ámbito espacial extenso, que pueden ser corregidos en magnitud a partir de los 
registros de pluviómetros en tierra. Por lo tanto, el mejor mapa de precipitación pro-
medio de largo plazo, que puede ser obtenido actualmente, es el que combina los regis-
tros de ambas fuentes de información, bajo el marco conceptual de un método de 
 
 




interpolación. Estos últimos pueden ser clasificadas en dos grandes grupos: (i) los mé-
todos de interpolación determinísticos y (ii) los métodos de interpolación estocásticos. 
A continuación, se describen brevemente. 
2.3.1. Métodos determinísticos 
Los estimadores de los métodos determinísticos son, esencialmente, funciones de 
los valores medidos y de una propiedad geométrica, como la distancia entre las esta-
ciones pluviométricas y la localización donde no se ha realizado medición. Uno de estos 
métodos es el de las isoyetas, el cual consiste en trazar líneas que unen puntos de igual 
precipitación. Dichos puntos son ubicados sobre el segmento de línea recta que conecta 
en planta a un par de estaciones vecinas, siendo su posición exacta determinada por 
interpolación lineal entre los valores de precipitación promedio, que registran esas dos 
estaciones. La decisión, respecto a la forma en que se seleccionan las parejas de esta-
ciones queda a criterio del analista; así que de su experticia y pericia dependen la 
adecuada inclusión de los efectos orográficos, morfología de tormentas, circulación at-
mosférica y condiciones sinópticas de la zona. El mapa elaborado por Snow (1976) y 
posteriormente el elaborado por Oster (1979), ambos con el método de las isoyetas, 
representan las primeras referencias al estudio de la distribución espacial de la preci-
pitación promedio en Colombia. 
Otros métodos determinísticos, ampliamente utilizados en la práctica, son el del 
vecino más cercano, también conocido como polígonos de Thiessen o teselación de 
Voronoi, que asigna a la localización donde no se ha realizado medición el valor de 
precipitación promedio de la estación más cercana, y el método de la triangulación de 
Delaunay (ver, por ejemplo, Mitas y Mitasova, 1999), en el que se conforma una red 
de triángulos, lo más equiláteros posible, entre las ubicaciones de las estaciones en 
planta, para después inferir la ecuación del plano correspondiente a cada triángulo, con 
la que se interpolan los puntos no muestreados dentro de su dominio espacial. 
Alternativas con estimadores basado en sumas ponderadas son el método del 
vecino natural (NN por sus siglas en inglés; Sibson, 1981), que pondera los valores de 
las estaciones vecinas a la localización no muestreada, por el área de traslapo entre el 
polígono de Thiessen de cada estación vecina y el polígono de Thiessen de la localiza-
ción donde no se ha realizado medición. El método de ponderación por el inverso de 
una potencia de la distancia (IDW, por sus siglas en inglés; Shepard, 1968), que supone 
que la influencia del valor de precipitación, registrado en una estación, decae en pro-
porción inversa a una potencia de la distancia al punto donde no se ha realizado me-
dición. El método de las funciones de base radial (RBF, por sus siglas inglés, Hardy, 
1971), cuya variante más conocida es la de los splines de lámina delgada. Entre otros. 
 
 




A pesar de que los métodos determinísticos son fáciles de implementar y deman-
dan de menor tiempo de cómputo, en comparación con los métodos estocásticos, sus 
estimadores se enfrentan a las siguientes tres dificultades: (i) parten de suposiciones 
sin soporte físico y/o estadístico, de tal manera que el resultado que proporciona un 
método es sustancialmente diferente al que proporciona el otro, lo que aunado a (ii) la 
no caracterización de la incertidumbre que posee la estimación, limita su comparación 
y validación. Además, (iii) no incluyen la posibilidad de incorporar tendencias de va-
riables que se sepa, compartan información con la distribución espacial de la precipi-
tación. 
2.3.2. Métodos estocásticos 
El concepto de partida para la estimación que usan los métodos estocásticos es 
el de modelo de función aleatoria (MFA), según el cual las observaciones son interpre-
tadas como una realización de la distribución de probabilidad espacial de la variable 
de interés, que es conocida únicamente de manera parcial a través de los datos. El 
MFA aglutina todas las posibles realizaciones de la variable, por lo que representa una 
alternativa a los modelos de base física, en los casos en los que estos últimos no puedan 
explicar con exactitud la distribución espacial de la variable de interés (Llopis, 2008), 
como ocurre con la precipitación promedio de largo plazo en los Andes Tropicales de 
Colombia. 
El MFA, además de reunir todas las posibles realizaciones, posee la importante 
capacidad de describir la continuidad espacial de la variable. De allí que el análisis y 
la caracterización de la continuidad espacial sean el corazón de la geoestadística (Isaak 
y Srivastava, 1989). Para inferir y modelar la continuidad espacial de una variable se 
usan diferentes medidas, entre las que se cuentan la covarianza, la correlación y el 
variograma. Por lo intuitiva que resulta su interpretación y la facilidad relativa con la 
que puede evaluarse a partir de los datos, el variograma es la medida de continuidad 










donde 𝛾(𝐡) es el variograma, expresado como una función del vector de desplazamiento 
𝐡, 𝑣(𝐮) es la observación de la variable de interés en la localización 𝐮 y 𝑁(𝐡) es el 
número de parejas de observaciones que se encuentran separadas por un vector de 
desplazamiento 𝐡. Debido a la imposibilidad de garantizar la existencia de parejas de 
 
 




observaciones para todos los vectores 𝐡, en la práctica se recurre a aceptar tolerancias 
sobre la magnitud y dirección de este vector de desplazamiento. 
En la definición (Ecuación 2.5) se aprecia que el variograma crece en proporción 
al cuadrado de la diferencia entre parejas de observaciones, separadas por un vector 𝐡, 
o en otros términos: el variograma es una medida de disimilitud, que permite caracte-
rizar la continuidad espacial tanto en función del módulo de 𝐡, como en función de su 
orientación. Nótese que a este punto se ha considerado que el variograma es indepen-
diente de la localización 𝐮, lo que se conoce en geoestadística como hipótesis de esta-
cionariedad de segundo orden. 
Por lo anterior, el variograma puede ser utilizado para determinar las direcciones 
de máxima y mínima continuidad, detectar un comportamiento fractal o cuantificar el 
grado de suavidad espacial de una variable. E inclusive, la Ecuación 2.5 puede exten-
derse al análisis multivariado, caso en el que se da el nombre de variograma cruzado a 
la medida, para permitir la inferencia en los casos de dos o más variables. 
Al variograma evaluado con la Ecuación 2.5 se lo llama experimental, debido a 
que se calcula a partir de las observaciones y para diferenciarlo del modelo de vario-
grama, al que se hace necesario recurrir con propósitos de estimación espacial porque 
(i) existen vectores 𝐡 para los que no se puede evaluar el variograma experimental, 
debido a la disposición espacial de las observaciones, y porque (ii) la función de vario-
grama debe cumplir con la propiedad matemática de ser definida negativa (definida 
positiva en caso de que la continuidad espacial se cuantifique a través de la función de 
covarianza; Christakos, 1984) cuando se desea usarla con propósitos de estimación. 
Los algoritmos de estimación espacial estocástica, basados en el variograma, se 
agrupan bajo el nombre de krigeado (kriging, en inglés). Dicho término fue acuñado 
en honor al ingeniero sudafricano Danie G. Krige, quien los utilizó por primera vez. El 
krigeado puede incorporar una única variable en su estimador o más de una variable, 
pasando a denominarse cokrigeado. 
Estimadores univariados 
El estimador por krigeado es una suma ponderada de las observaciones, diferen-
ciándose de los estimadores determinísticos en que los pesos de la ponderación se ob-
tienen con base en la distancia estructural, dada en términos del variograma. La forma 
más general del estimador por krigeado es la siguiente: 
 
 








donde 𝑣∗(𝐮) es el valor estimado por krigeado en la localización 𝐮, que se hace a partir 
del conjunto 𝑣(𝐮𝛼), de realizaciones de las variables aleatorias en las posiciones 𝐮𝛼, 
asimilado en la práctica a las 𝑛 observaciones de la variable de interés, cuya media se 
considera variante en el espacio y representada por 𝑚(𝐮). 
Los 𝑛 pesos de ponderación 𝜆𝛼 se obtienen al imponer las condiciones de no sesgo 
y mínima varianza, sobre la distribución del error de la estimación (ver, por ejemplo, 
Goovaerts, 1997). Por lo descrito, al krigeado se lo llama el mejor estimador lineal 
insesgado. 
Las variantes del krigeado se diferencian por la manera en la que incorporan 
a 𝑚(𝐮) en el estimador. En el krigeado simple se supone que 𝑚(𝐮) es constante en el 
espacio y asimilable, en la práctica, al promedio de las observaciones. En el krigeado 
ordinario se supone que 𝑚(𝐮) es constante en el espacio, desconocida y estimable me-
diante la incorporación de un parámetro de Lagrange en el procedimiento de optimi-
zación. Finalmente, el krigeado universal supone que existe una relación funcional entre 
𝑚(𝐮) y la media de una o más variables (derivas), cuya variación espacial debe ser 
conocida de manera exhaustiva; el krigeado con una deriva externa constituye un caso 
particular del krigeado universal, en el que la relación funcional entre 𝑚(𝐮) y la media 
de sus derivas se supone lineal. 
Estimadores multivariados 
A diferencia de los estimadores univariados en los que la variable secundaria 
puede, a lo sumo, servir como indicador de tendencia para el método, en los estimadores 
multivariados participa directamente en la estimación de la variable principal. En el 
caso de la precipitación, esto significa que tanto las medidas de pluviómetro como las 
de sensores remotos son tratadas como información covariada. De manera que el esti-
mador por cokrigeado, en el caso en el que se incluye una única variable secundaria, 



















donde 𝑣∗(𝐮) es el valor estimado por cokrigeado en la localización 𝐮, que se hace partir 
de los conjunto 𝑣(𝐮𝛼) y 𝑤(𝐮𝛽), de realizaciones de las variables aleatorias en las posi-
ciones 𝐮𝛼 y 𝐮𝛽, asimilados en la práctica a las 𝑛𝑣 observaciones de la variable principal 
y las 𝑛𝑤 observaciones de la variable secundaria, cuyas medias se consideran variantes 
en el espacio y representadas por 𝑚𝑣(𝐮) y 𝑚𝑤(𝐮), respectivamente. Los conjuntos de 




(𝐮) son obtenidos al imponer las condiciones de no 
sesgo y mínima varianza en la distribución del error de estimación. 
Las variantes del cokrigeado surgen tanto por la forma en la que se incorporan 
las superficies promedio 𝑚𝑣(𝐮) y 𝑚𝑤(𝐮), como por la manera en la que se modela la 
correlación cruzada entre las variables aleatorias 𝑉 (𝐮) y 𝑊(𝐮). Algunas de esas va-
riantes son el cokrigeado simple, el cokrigeado ordinario, el cokrigeado ordinario estan-
darizado y el cokrigeado colocalizado bajo un modelo markoviano. Para profundizar 
en aspectos prácticos y de implementación de estas variantes el lector puede consultar 
a Goovaets (1997). 
2.3.3. Evaluación de la incertidumbre 
Los métodos estocásticos aventajan a los determinísticos en dos características: 
en primer lugar, porque sus estimadores se basan en la estructura de continuidad es-
pacial de la variable de interés y en segundo porque permiten determinar la incerti-
dumbre local de la estimación. Esta última es cuantificada en función de la varianza 
del error residual, al que se referirá como 𝜎𝐸
2 (𝐮). Los trabajos de Vélez et al. (2000), 
Álvarez-Villa et al. (2008) y Hurtado-Montoya y Mesa (2014) son referencias para la 
cuantificación de la precipitación de largo plazo en Colombia y su incertidumbre, esti-
maciones hechas con krigeado e incertidumbres evaluadas sobre la idea de 𝜎𝐸
2 (𝐮). 
A pesar de lo anterior, bajo el paradigma de la estimación estocástica, la función 
de distribución de probabilidad (f.d.p.) del error es desconocida, lo que obliga a escoger 
arbitrariamente una f.d.p. paramétrica, frecuentemente de tipo Gaussiana, para definir 
intervalos de confianza alrededor de la estimación hecha con krigeado. Estos intervalos 
representan el enfoque tradicional para la modelación de la incertidumbre local, el cual 
se sostiene sobre las suposiciones de que la f.d.p. del error es Gaussiana y de que 𝜎𝐸
2 (𝐮) 
es independiente de los datos (Isaaks y Srivastaba, 1989). A esto último se lo refiere 
comúnmente como homocedasticidad y rara vez se puede demostrar su existencia a 
partir de las observaciones. 
El krigeado tiende a sobreestimar la variable en zonas de mínimos y a subesti-
marla en zonas de máximos, como consecuencia del filtrado de componentes de corto 
rango, que resultan a su vez de la modelación del variograma. Así que las f.d.p. locales 
 
 




del error son positiva o negativamente sesgadas, dependiendo de la información que 
retenga el estimador en cada ubicación (Goovaerts, 1997). Por lo tanto, la simetría que 
implica la suposición de una f.d.p. Gaussiana para el error de estimación es en general 
inválida. 
Por lo descrito, la estimación con krigeado y la cuantificación de la incertidum-
bre, basada en intervalos de confianza Gaussianos y calculados a partir de 𝜎𝐸
2 (𝐮), son 
todavía soluciones insatisfactorias al problema de conocer la distribución espacial de la 
precipitación y su incertidumbre. De allí que se haga necesario recurrir a otras inter-
pretaciones para abordar el problema. Bajo la perspectiva de la simulación estocástica 
se solucionan algunos de los inconvenientes que posee la estimación con krigeado. 
2.3.4. Simulación estocástica 
Al proceso de generar múltiples realizaciones (mapas) del MFA se lo conoce como 
simulación estocástica. Dichas realizaciones, por su génesis, hacen honor a los datos 
disponibles y a su modelo de continuidad espacial. En otras palabras, si se piensa en 
la precipitación promedio de largo plazo como una función aleatoria, con una regla de 
probabilidad y un modelo de continuidad espacial inferido a partir de las observaciones, 
el procedimiento de simulación estocástica consiste en generar mapas de precipitación 
promedio de largo plazo tales que: (i) posean el valor de las observaciones en las loca-
lizaciones donde éstas se conocen, (ii) la f.d.p. experimental del mapa simulado sea 
igual a la f.d.p. de las observaciones y (iii) el variograma evaluado a partir del mapa 
simulado sea igual al modelo de variograma de las observaciones. 
Aproximación indicadora 
Para que puedan generarse realizaciones del MFA es necesario caracterizar la 
f.d.p. de la variable de interés. Aunque esto puede conseguirse al suponer una distri-
bución normal multipuntual de las observaciones (ver, por ejemplo, Goovaerts, 1997), 
una manera no paramétrica de hacerlo es a través de la aproximación indicadora, cuyo 
estimador determina la probabilidad de que la variable de interés no supere cierto 
umbral en una posición del espacio dada. De manera semejante a como ocurre con los 
métodos de estimación, la aproximación indicadora posibilita la incorporación de in-
formación secundaria, pero es mucho más flexible en el sentido de que dicha informa-
ción puede ser inclusive de tipo categórica. A pesar de ello, cuentan con las desventajas 
de ser altamente demandantes en recursos computacionales, requerir de la caracteriza-
ción de un importante número de modelos de continuidad espacial y de no poder con-
siderar propiedades de la variable de interés que no sean representables mediante esos 
modelos de continuidad. 
 
 




La aproximación indicadora, para el caso en el que se incorpora una variable 
secundaria, bajo el formalismo del cokrigeado colocalizado, enmarcado en el algoritmo 
de Markov-Bayes, usa el siguiente estimador: 





+ 𝜆(𝑦)(𝐮; 𝑣𝑘)𝑦(𝐮; 𝑣𝑘) (2.8) 
donde 𝐹 ∗(𝐮; 𝑣𝑘|(𝑛)) es la f.d.p.c. de la variable aleatoria 𝑉 (𝐮), 𝜆𝛼
(𝑖)
(𝐮, 𝑣𝑘) y 𝜆
(𝑦) son los 
pesos correspondientes a las transformadas indicadoras de la variable principal 𝑖(𝐮; 𝑣𝑘) 
y de la variable secundaria 𝑦(𝐮; 𝑣𝑘), respectivamente. 
La transformada indicadora para la realización 𝑣𝛼(𝐮) de la variable aleatoria 
𝑉 (𝐮), correspondiente al umbral 𝑣𝑘, se define como sigue: 
𝑖(𝐮; 𝑣𝑘) = {
1 si 𝑣𝛼(𝐮) ≤ 𝑣𝑘
0 si 𝑣𝛼(𝐮) > 𝑣𝑘
 
(2.9) 
Por otra parte, la transformada indicadora para la realización 𝑤𝛽(𝐮) de la varia-






∑𝑖(𝐮𝛽; 𝑣𝑘) ⋅ 𝑖(𝐮𝛽; 𝑤𝑙)
𝑛𝛽
𝛽=1
     𝑘 = 1, 2, ⋯ , 𝑛𝑘 (2.10) 
donde 𝑛𝛽 es el número de localizaciones en las que existen realizaciones colocalizadas 
de 𝑉 (𝐮) y 𝑊(𝐮). Además 𝑖(𝐮𝛽; 𝑤𝑙) toma el valor de 1 si la realización de 𝑊(𝐮) en 𝐮𝛽 
se encuentra en el intervalo [𝑤𝑙, 𝑤𝑙+1), de los 𝑛𝑙 intervalos que se usan para clasificarla, 
y el valor de 0 en caso contrario. 
El lector notará que al escoger una sucesión de 𝑛𝑘 umbrales, asimilables a los 
cuantiles de 𝑉 (𝐮), y a través de las Ecuaciones 2.8, 2.9 y 2.10, se pueden estimar las 
probabilidades condicionales acumuladas 𝐹 ∗(𝐮; 𝑣𝑘|(𝑛)), las cuales como ya se dijo re-
presentan la f.d.p. de la variable de interés. 
Algoritmos de simulación 
Existe una variedad importante de algoritmos de simulación, diferenciados por 
las suposiciones que imponen sobre la f.d.p. de la variable de interés o por la manera 
en la que cumplen el propósito de generar las realizaciones. A continuación, se descri-
ben brevemente los algoritmos de simulación secuencial, simulación por recocido simu-
lado y simulación por campos de probabilidades. El lector interesado podrá acercarse 
 
 




a otros algoritmos a través de Llopis (2008), Hendricks-Franssen (2000), Goovaerts 
(1998), Gotway y Rutherford (1993), entre otros. 
Simulación secuencial 
Este algoritmo procede visitando aleatoriamente todos los nodos a ser simulados 
y generando allí una realización, que es por construcción, condicionada a las observa-
ciones y a las realizaciones en los nodos cercanos previamente visitados. La trayectoria 
seguida para la visita de nodos es diferente en cada mapa simulado. 
El algoritmo posee la versatilidad de funcionar con aproximaciones paramétricas 
y no paramétricas de la f.d.p. de la variable de interés. En el caso de la simulación 
secuencial no paramétrica se inicia codificando las observaciones bajo el formalismo 
indicador, para estimar posteriormente la f.d.p. condicional con alguno de los algorit-
mos de krigeado. 
La dificultad en su implementación se concentra en evitar que la trayectoria 
seguida se componga por nodos adyacentes, además de que se debe limitar el número 
de puntos de condicionamiento a una zona de búsqueda alrededor del nodo simulado, 
por cuestiones de rendimiento computacional. 
Simulación por recocido simulado 
Bajo la interpretación de este algoritmo se transforma el problema de la simula-
ción estocástica en un problema de optimización, que a su vez es resuelto con la me-
taheurística de recocido simulado (Metrópolis et al., 1953). Esta metaheurística emula 
uno de los tratamientos térmicos que se hacen a los metales, en el que se los lleva a 
altas temperaturas, para posteriormente enfriarlos de manera controlada, lo que reduce 
las tensiones internas y aumenta la plasticidad, ductilidad y tenacidad del metal. En 
el contexto de la simulación, los átomos del metal son asimilables a los valores de la 
variable de interés en cada uno de los nodos del mapa que se simula, mientras que 
cada estado óptimo del sistema, medido a través de la capacidad de los valores en los 
nodos para reproducir el patrón de continuidad espacial, representa una realización de 
la f.d.p. condicional de la variable de interés. 
El procedimiento de optimización por recocido simulado es numérico e iterativo, 
lo que le confiere la flexibilidad para incorporar información secundaria y para definir 
la función objetivo que se optimiza de acuerdo con las necesidades del problema, pero 
por el otro lado es poco eficiente desde el punto de vista computacional, por lo que no 








Simulación por campos de probabilidad 
El procedimiento de simulación puede dividirse en dos etapas: (i) estimar un 
campo de probabilidades que reproduzca el patrón de continuidad espacial de la varia-
ble de interés y (ii) evaluar los cuantiles de su f.d.p. condicionada únicamente a las 
observaciones. El algoritmo de simulación por campos de probabilidad se construye 
bajo esas dos premisas, lo que le evita la secuencia de evaluaciones de la f.d.p. condi-
cional, confiriéndole una mayor eficiencia computacional, en comparación con los algo-
ritmos de simulación secuencial o por recocido simulado. Las hipótesis de las que parte 
este algoritmo fueron contrastadas en Srivastava (1992) y Froidevaux (1993) de ma-
nera experimental; además una mejora a la implementación tradicional es presentada 
por Goovaerts (2002). 
2.4. Estimación del mapa de evapotranspiración 
Como se la describe en Allen et al. (1998), la evapotranspiración es la combina-
ción de dos procesos separados: evaporación y transpiración. La evaporación es el pro-
ceso por medio del cual el agua líquida almacenada en una superficie se convierte en 
vapor y es removida de dicha superficie, mientras que la transpiración se refiere a la 
pérdida de agua de las plantas, predominantemente a través de los estomas ubicados 
en sus hojas. La partición entre evaporación y transpiración no es simple, debido a que 
ambos procesos ocurren de manera simultánea; sin embargo, se estima que en suelos 
expuestos, sin vegetación, el 100% de la evapotranspiración proviene de evaporación, 
mientras que en lugares con vegetación desarrollada, con una relación entre el área 
foliar por unidad de área de suelo mayor que 1, más del 90% de la evapotranspiración 
proviene de la transpiración. 
El proceso de producción de evapotranspiración puede entenderse, de manera 
simplificada, como una relación entre el agua y la energía disponibles, que es modulada 
por la vegetación. Así, en ambientes desérticos la producción de evapotranspiración es 
limitada por la disponibilidad de agua, de manera que la energía excedente se trans-
forma en calor sensible; mientras que sobre espejos de agua la producción de evapo-
transpiración es limitada por la disponibilidad de energía. Esta observación permite 
darle forma al concepto de evapotranspiración potencial (𝐸𝑇𝑃 ), que se entiende como 
la evapotranspiración limitada por la disponibilidad de energía, ante una disponibilidad 
ilimitada de agua. 
 
 




Al flujo de evapotranspiración que ocurre en las condiciones de disponibilidad de 
agua y energía observadas en campo se la llama evapotranspiración real (𝐸𝑇𝑅). Di-
versos modelos se han desarrollado para evaluar la 𝐸𝑇𝑃  y la 𝐸𝑇𝑅. Algunos de ellos 
son de base física y cuantifican el flujo de evapotranspiración en términos de variables 
meteorológicas, como son la radiación, la temperatura del aire, la humedad relativa y 
la velocidad de viento, así como en términos de factores de la vegetación, como el tipo 
de plantas, edad y estado de su desarrollo, altura, rugosidad, reflexión, características 
de las raíces, etcétera; mientras que otros son empíricos y proceden de análisis de 
regresión sobre resultados de los modelos de base física. 
2.4.1. Modelos de base física 
Los modelos de base física han sido desarrollados conceptualmente sobre las leyes 
de conservación de energía y de masa, aplicadas a una superficie de control, que se 
refiere al espejo de agua de un tanque circular sin tapa y expuesto a la atmósfera. En 
este tanque la tasa de evaporación es medida por el descenso de la superficie de agua.  
Al dispositivo referido se lo conoce como tanque evaporímetro y en conjunto con 
los lisímetros, representan la única alternativa actual para la medición directa de la 
evapotranspiración. Más reciente se han realizado mediciones de flujos atmosféricos a 
través de relaciones indirectas con variables como la vorticidad (Verma, 1990; Rosen-
berg et al., 1983) o el NDVI (Rossato et al., 2005; Seevers y Ottmann, 2009). 
De entre los modelos de base física se resumen a continuación las propuestas de 
Penmann Monteith y Morton. 
Modelo de Penman-Monteith 
El modelo de Penman-Monteith (Penman, 1948, 1956) combina los modelos de 
balance de energía y aerodinámico, para permitir la estimación de la evaporación po-
tencial, a partir de registros de brillo solar, temperatura, humedad y velocidad del 
viento. Posteriormente, otros autores extendieron la ecuación, añadiéndole factores de 










donde 𝜆 es el calor latente de vaporización del agua, 𝑅𝑛 es la radiación neta, 𝐺 es el 
flujo de calor desde el suelo, (𝑒𝑠 − 𝑒𝑎) estima el déficit de vapor del aire, 𝜌𝑎 es la 
 
 




densidad promedio del aire a una presión constante, 𝑐𝑝 es el calor específico del aire, 
Δ es la pendiente de la relación entre la presión de vapor de saturación y la tempera-
tura, 𝛾 es la constante psicrométrica, 𝑟𝑎 es la resistencia aerodinámica y 𝑟𝑠 es la resis-
tencia de superficie. En este modelo, 𝑟𝑠 describe la resistencia del vapor a fluir a través 
de los estomas abiertos de las plantas, mientras que 𝑟𝑎 describe la resistencia al flujo 
de vapor entre la vegetación y sobre ella. 
A pesar del trasfondo conceptual, la cantidad de información que se requiere 
para evaluar la ecuación de Penman-Monteith es alta y no siempre se encuentra dis-
ponible, por lo que han surgido algunas aproximaciones empíricas. Una de estas apro-
ximaciones es la de Priestley y Taylor (1972), la cual desprecia la influencia del déficit 
de vapor, haciendo que el flujo de evapotranspiración dependa únicamente de la radia-





donde 𝛼 es una constante empírica con un valor promedio de 1,26. 
Modelo de Morton 
Partiendo de la ecuación de energía, Bouchet (1963) postuló que a medida que 
el suelo pierde humedad, la disminución consecuente en la 𝐸𝑇𝑅 es compensada por un 
aumento equivalente en la 𝐸𝑇𝑃 , correspondiente a las nuevas condiciones ambientales. 
Este postulado lo expresó matemáticamente a través de una ecuación que llamó rela-
ción complementaria. 
En forma semejante, Morton (1983) planteó una relación entre la 𝐸𝑇𝑃 , la 𝐸𝑇𝑅 
y la evapotranspiración de un ambiente húmedo (𝐸𝑇𝑊 ), que se expresa matemática-
mente así: 
𝐸𝑇𝑅 = 2𝐸𝑇𝑊 −𝐸𝑇𝑃  (2.13) 
donde todas las variables están dadas en unidades de W/m2. 
De acuerdo con la Ecuación 3.13 y ante un escenario de suministro de radiación 
constante, cuando no hay disponibilidad de agua para la 𝐸𝑇𝑅, esta variable se vuelve 
nula, el aire es muy caliente y seco y la 𝐸𝑇𝑃  alcanza su valor máximo, equivalente al 
doble de la 𝐸𝑇𝑊 . Por otro lado, cuando existe disponibilidad de agua, la 𝐸𝑇𝑅 co-
mienza a incrementarse, causando que el aire ubicado sobre el suelo se humedezca y 
enfríe, lo que produce un decremento en la 𝐸𝑇𝑃 . Finalmente, cuando la disponibilidad 
 
 




de agua es suficiente la 𝐸𝑇𝑅 y la 𝐸𝑇𝑃  se igualan. Lo descrito constituye el corazón 
del método de Morton. El lector interesado podrá encontrar las expresiones que este 
autor propone para la evaluación de la 𝐸𝑇𝑃  y la 𝐸𝑇𝑊  en Vélez et al. (2000). 
2.4.2. Modelos empíricos 
El uso de los modelos de base física se encuentra limitado en la práctica por la 
disponibilidad de información en áreas extensivas de terreno. Eso se debe al importante 
volumen de variables que involucran sus ecuaciones, dado que dichas variables se co-
nocen con exactitud sólo en localizaciones en las que se cuenta con instrumentación 
para el monitoreo meteorológico. La alternativa de evaluar los modelos de base física, 
utilizando registros satelitales, ha sido explorada en Colombia, entre otros, por Vélez 
et al. (2000) y por Álvarez-Villa et al. (2008), quienes han reportado significativas 
subestimaciones de la evapotranspriación utilizando este tipo de información, en con-
junto con los métodos de Morton y de Penman-Monteith bajo la aproximación de 
Priestley y Taylor. Los autores atribuyen dichos resultados a la gruesa resolución de 
los productos satelitales. 
Por lo anterior, un amplio número de aproximaciones empíricas para la estima-
ción de la evapotranspiración, basadas en variables de más fácil consecución y conoci-
das más exhaustivamente, se han elaborado en todo el planeta. Entre estos modelos se 
listan las aproximaciones de Thorntwaite (1948), Turc (1954), Coutagne (1954), Turc 
modificada (1961), García y López (1970), Budyko (1974), Holdridge (1978) y Cenicafé 
(Jaramillo, 2006). De entre las cuales Barco et al. (2000), Vélez et al. (2000) y Álvarez-
Villa et al. (2008), recomiendan las expresiones de Turc y Cenicafé-Budyko para el 
territorio colombiano; los dos últimos autores lo hacen tras haber validado su desem-
peño en comparación con las demás propuestas, a partir de la relación de balance 
hídrico de largo plazo. A continuación, se profundiza en los dos modelos referidos. 
Modelo de Turc 
Turc (1954) refiere haber calibrado su modelo a partir de observaciones hechas 
en 254 cuencas, ubicadas en todos los climas de La Tierra. La expresión que propone 








si 𝑃/𝐿 > 0,316








donde 𝑃  es la precipitación promedio de largo plazo y 𝐿 representa un estimativo de 
la 𝐸𝑇𝑃 , que se calcula a partir de la temperatura del aire promedio de largo plazo 𝑇 , 
así: 
𝐿 = 300 + 25𝑇 + 0,05𝑇 2 (2.15) 
En las Ecuaciones 2.14 y 2.15 𝐸𝑇𝑅, 𝑃  y 𝐿 están dadas en unidades de mm/año, 
mientras que 𝑇  debe ser introducida en unidades de ºC. 
Por su situación tropical Colombia carece de estaciones climáticas a lo largo del 
año, de manera que la variable que más condiciona las temperaturas del aire son las 
elevaciones del terreno sobre el nivel del mar 𝐻. Aprovechando esta situación Chaves 
y Jaramillo (1998) encontraron relaciones empíricas por regresión lineal entre 𝑇  y 𝐻, 
a partir de observaciones, diferenciadas para todas las regiones del territorio colom-
biano, con coeficientes de determinación muy cercanos a la unidad. Una relación se-
mejante, para todo el territorio colombiano fue propuesta por Barco et al. (1998) y 
puede ser usada como alternativa al evaluar la 𝐸𝑇𝑅 con la Ecuación 2.15: 
𝑇 = 28,3079 − 0,0056517𝐻,      𝑅2 = 0,9614 (2.16) 
donde 𝑇  se obtiene en ºC y 𝐻 se introduce en unidades de msnm. 
Modelo de Cenicafé-Budyko 
A partir de la información climática de la red meteorológica del Centro Nacional 
del Café (Cenicafé) y utilizando el método de Penman-Monteith, Jaramillo (2006) es-
timó los valores puntuales de la 𝐸𝑇𝑃  promedio anual, la cual relacionó posteriormente 
con la elevación del terreno sobre el nivel del mar, en un rango comprendido entre los 
170 y los 3700 m. Posteriormente, mediante análisis de regresión exponencial, el autor 
mencionado encontró una expresión matemática que permite evaluar la 𝐸𝑇𝑃  en fun-
ción de 𝐻, en los Andes colombianos. El ajuste posee un coeficiente de determinación 
de 0,8 y es el siguiente: 
𝐸𝑇𝑃 = 1596,1425 exp(−0,0002𝐻) ;      𝑅2 = 0,8 (2.17) 
donde 𝐸𝑇𝑃  se obtiene en mm/año y 𝐻 se introduce en unidades de msnm. 
El valor de 𝐸𝑇𝑃  promedio anual estimado con la Ecuación 2.17 puede ser trans-
formado en 𝐸𝑇𝑅 a través de la relación propuesta por Budyiko (1974), la cual relaciona 
estas dos variables con la precipitación, a través de la expresión: 
 
 
















2.5. Modelación inversa estocástica 
Hasta este punto, y considerando como excepción la simulación estocástica que 
es precisamente el punto de partida de la modelación inversa estocástica, se revisaron 
las conceptualizaciones con las que tradicionalmente se ha abordado el problema del 
BHLP. Sin embargo, la metodología que se propone en este trabajo exhorta a la incor-
poración de toda la información disponible, incluida la de escorrentía superficial, con 
el objeto de cuantificar y minimizar la incertidumbre en el BHLP, pero principalmente 
en la estimación del mapa de precipitación, el cual se ha reportado como el que mayor 
incertidumbre traslada hacia las estimaciones de escorrentía superficial (Álvarez-Villa 
et al., 2008). 
Algunas referencias al problema de la inversión en hidrología superficial son Hino 
y Hasabe (1981), quienes ajustaron un modelo autoregresivo a datos de escorrentía 
superficial diaria, bajo la suposición de que la precipitación se comporta como ruido 
blanco. Al invertir el modelo autoregresivo pudieron obtener series de precipitación a 
partir de series de caudal. Vrugt et al. (2008), Francés et al. (2007) y Kuczera et al. 
(2006) derivaron factores de corrección para la precipitación a partir de los registros 
de caudal, con los metodos DREAM (Differential Evolution Adaptive Metropolis), de 
partición de parámetros y BATEA (Bayesian Total Error Analysis), respectivamente; 
todos estos métodos son computacionalmente intensivos. Kirchner (2009) invirtió ana-
líticamente un modelo lluvia-escorrentía, para inferir directamente la serie temporal de 
precipitación promedio al interior de una cuenca, a partir de los datos de caudal. Valery 
et al. (2009) presentan una estrategia que usa las observaciones de caudal para mejorar 
el conocimiento de la precipitación promedio de largo plazo en cuencas montañosas. Y 
Herrnegger et al. (2015) describen una estrategia de inversión, que mediante un algo-
ritmo de búsqueda de raíces, corrige la precipitación para que la escorrentía simulada, 
a la luz de un modelo del tipo HBV (Bergström, 1995), sea similar a la escorrentía 
observada. 
Por otra parte y respecto la simulación estocástica de campos de precipitación 
se puede citar el trabajo de Lebloils y Creutin (2013), en el que se propone la metodo-
logía SAMPO (Simulation of Advective Mesoscale Precipitations and their Occu-
rrence) para condicionar simulaciones espacio temporales de precipitación a campos de 
advección, y los trabajos de Vischel et al. (2009) y Méndez-Vanegas et al. (2013), que 
 
 




concentran la atención en métodos para la simulación estocástica de mapas de preci-
pitación, condicionados a observaciones de pluviómetro, satelitales y salidas de modelos 
climáticos, para usarlas como entradas de modelos lluvia-escorrentía. 
Durante la revisión de literatura, no fue del conocimiento del autor una referencia 
en la que se expusiera la aproximación al problema de inversión en el campo de la 
hidrología superficial, bajo la mirada geoestadística no paramétrica que se quiere tener 
en este trabajo. Y aun cuando en parte de los artículos citados se han utilizado técnicas 
de simulación estocástica, estas técnicas no han sido combinadas con un condiciona-
miento de los campos de precipitación a las observaciones de caudal, a través de las 
conceptualizaciones de los respectivos modelos lluvia-escorrentía. 
El desarrollo de métodos de inversión, con geoestadística no paramétrica, ten-
dientes a incorporar el mayor número de variables que cuentan con observaciones, ha 
sido más ampliamente explorado en el campo de la hidrología subterránea. Al respecto, 
la revisión de Carrera et al. (2005) representa un punto de partida para el estudio de 
los diferentes métodos de inversión, que han sido propuestos para la solución de la 
ecuación flujo, entre los que se pueden listar el método del cokrigeado, el método de 
máxima verosimilitud, el método de la transformada rápida de Fourier, el método de 
los puntos piloto, el método autocalibrante, el método de las probabilidades condicio-
nales, el método de las cadenas de Markov, el método del recocido simulado, los algo-
ritmos genéticos, el método de simulación fractal, el método de perturbación de pro-
babilidades, el método de las redes neuronales y el método de deformación gradual. 
Como una primera aproximación en el campo de la hidrología superficial y por 
ser los métodos que mejor se acondicionan al problema abordado en este trabajo, en lo 
que sigue se propondrá una metodología que incorpora elementos del método autoca-















3. Inversión del BHLP 
Este capítulo se dedica a desarrollar el objetivo general de esta tesis, el cual 
consiste en proponer una metodología que permita cuantificar la incertidumbre en el 
caudal promedio estimado con la conceptualización del BHLP para una región geográ-
fica, a través de la modelación de las incertidumbres en los mapas de precipitación y 
ETR, haciendo honor tanto a las mediciones de precipitación y de caudal en localiza-
ciones instrumentadas, como a la información secundaria. Este objetivo es alcanzado 
por la adaptación a la hidrología superficial de la estrategia de inversión, que han 
propuesto Gómez-Hernández et al. (1997) para el problema del flujo subterráneo en 
estado permanente. 
Tradicionalmente el BHLP ha sido planteado e implementado como un modelo 
hacia adelante. En la práctica, esta estrategia de modelación se puede desarrollar en 
cuatro etapas: (i) la delimitación de la unidad hidrológica de interés a partir del MDE, 
(ii) la recolección de la mayor cantidad de información de precipitación, tanto de plu-
viómetros como de sensores remotos, para producir, bajo la conceptualización de una 
técnica de interpolación, una estimación del mapa de precipitación promedio, (iii) la 
selección y evaluación de un modelo para la ETR promedio y (iv) la evaluación de la 
expresión de balance hídrico y la validación de las estimaciones, al ser comparadas con 








El BHLP, planteado como un modelo hacia adelante, puede ser representado por 
la trayectoria secuencial del lado izquierdo en la Figura 3.1. Allí, la precipitación ob-
servada ingresa como entrada del modelo, el cual cuenta con una parametrización 𝜃𝑎, 
que está referida a las estrategias para la cuantificación de los mapas promedio de 
precipitación y ETR. Al final se obtiene una escorrentía simulada y posiblemente una 
cuantificación de la incertidumbre en la estimación de esa escorrentía. 
 
 
Figura 3.1. Esquema de comparación entre los modelos hacia adelante y los 
modelos inversos. Adaptada para el BHLP de Herrnegger et al. (2015). 
 
Vélez et al. (2000) construyeron para el territorio colombiano, bajo la estrategia 
de la modelación hacia adelante del BHLP, diagramas de dispersión entre la escorrentía 
simulada y la escorrentía observada, utilizando diferentes parametrizaciones 𝜃𝑎, con el 
propósito de validar su método. Encontraron que la capacidad explicativa del modelo 
era alta en términos de tendencia, debido a que en todos los casos la escorrentía simu-
lada alcanzaba el orden de magnitud de la escorrentía observada; sin embargo, en 
muchas de las unidades hidrológicas que evaluaron los errores de estimación alcanzaban 
valores hasta del 50%, tanto por subestimación como por sobreestimación. 
Con el objetivo de remediar esas dificultades, en este trabajo se propone la mo-
delación inversa del BHLP, que podría resumirse como una estrategia que busca corre-
gir el mapa de precipitación entre sus bandas de incertidumbre, con el propósito de 
minimizar las magnitudes del error de estimación de la escorrentía superficial en loca-
lizaciones muestreadas y caracterizar la incertidumbre, sin la suposición de homoce-
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El procedimiento de modelación inversa se ilustra también en la Figura 3.1. Co-
mienza con una precipitación observada, que se hace ingresar a un modelo de BHLP, 
de parámetros 𝜃𝑎, los cuales corresponden a la estrategia para la evaluación de la ETR 
y a una estrategia para la simulación estocástica de la precipitación. El uso de un 
modelo de simulación estocástica, en lugar de un modelo de interpolación espacial, 
tiene las ventajas de que elimina el efecto de suavizado de la interpolación, considera 
el proceso como heterocedástico, es decir que la incertidumbre en la estimación del 
mapa no es independiente de las magnitudes de precipitación observadas, garantiza el 
condicionamiento tanto a los información dura (datos de pluviómetro) como a la in-
formación blanda (datos de sensores remotos) de la precipitación y asegura la repro-
ducción de su f.d.p. y de su modelo de continuidad espacial. El modelo de BHLP, así 
configurado, produce una estimación de la escorrentía superficial. 
La estimación de la escorrentía superficial que hace el modelo de BHLP, en con-
junto con la escorrentía observada correspondiente, ingresan en un modelo de inversión 
con una parametrización 𝜃𝑖. Dicha parametrización se refiere a una métrica para la 
evaluación del error de estimación y a un algoritmo para la minimización de esa mé-
trica, el cual debe basarse en una estrategia de corrección del mapa de precipitación 
entre sus bandas de incertidumbre. El modelo de inversión proporciona como salida un 
mapa de precipitación corregido, con el cual se repite el ciclo de simulación-inversión, 
hasta que la métrica del error sea óptima. 
Al efectuar el procedimiento de inversión con diferentes realizaciones del modelo 
de simulación estocástica para la precipitación, lo que se obtiene es un conjunto de 
mapas de precipitación condicionados tanto a las observaciones de precipitación, como 
a las observaciones de caudal, con los cuales es posible caracterizar la f.d.p. de la 
precipitación. Con esta última f.d.p. y recurriendo a un análisis basado en derivadas, 
como el propuesto en Álvarez-Villa (2007), o a un análisis de Monte Carlo, a la luz del 
modelo de BHLP con parametrización 𝜃𝑎, se pueden cuantificar también las f.d.p. de 
la ETR y de la escorrentía superficial. 
A continuación, se profundiza en cada una de las etapas del modelo de inversión. 
Por la importancia de la información blanda de la precipitación dentro de dicho modelo 
y considerando que la escala espacial a la que ésta se encuentra actualmente disponible 
es gruesa en comparación con la extensión del territorio colombiano, principalmente 
cuando se trata de datos satelitales, lo primero en lo que se concentra la atención es 








3.1. Desagregación de mapas de precipitación 
Para inferir adecuadamente los patrones de variabilidad de la precipitación en 
diferentes escalas espacio-temporales, a partir de datos, se requiere que los registros 
sean continuos y exhaustivos; dicho de otro modo, la recolección de los datos debería 
hacerse a una resolución temporal fina y mantenerse durante un extenso periodo de 
monitoreo, sin que se permita la presencia de datos faltantes. Por otro lado, la distri-
bución espacial de la muestra debería ser densa y garantizar una cobertura completa 
del territorio que se analiza. Estas condiciones hacen de la recolección de información 
de precipitación una tarea costosa, difícil de realizar y de mantener, y así mismo ex-
plican una parte del por qué los análisis hidrológicos, en los que la precipitación repre-
senta la principal entrada de los sistemas físicos analizados, se hayan realizado en 
Colombia bajo escenarios de información escasa y con significativos niveles de incerti-
dumbre. 
En particular, el análisis exacto de la variabilidad espacial de la precipitación se 
ha encontrado con la limitación de las técnicas de medición para generar muestreos 
espaciales exhaustivos. Hasta la invención del radar meteorológico, los pluviómetros 
constituyeron la única alternativa a la medición de la precipitación. Por la limitación 
de rango espacial de los pluviómetros, en Colombia gran parte de los análisis de varia-
bilidad se han concentrado en el dominio del tiempo, yendo desde escalas tan pequeñas 
como los 5 minutos, hasta la escala de varias décadas. Los patrones espaciales de va-
riabilidad también han sido inferidos a partir de los registros de pluviómetros, pero el 
límite, respecto a las escalas espaciales que pueden abordarse con este tipo de informa-
ción, todavía sigue siendo difícil de traspasar y son por tanto motivo de estudio en el 
área de la hidrología superficial. 
Actualmente los registros de radar meteorológico en Colombia son escasos, de 
difícil acceso y corta longitud temporal. El uso de esta tecnología se ha concentrado 
principalmente en la operación aérea y en la generación de alertas tempranas; esto 
último en escasas zonas del país. Por esas razones, los productos satelitales de misiones 
como la TRMM y CHIRPS, siguen representando la mejor alternativa para la realiza-
ción de estudios relacionados con la variabilidad espacial de la precipitación en hori-
zontes temporales mayores a diez años (allí se inscribe el BHLP), aun cuando este tipo 
de datos cuenta con resoluciones espaciales de mesoescala. 
Considerando lo anterior, en este título se desarrolla una metodología empírica, 
que busca abrir la posibilidad a la desagregación en el largo plazo de la precipitación 
de productos satelitales, a partir de relaciones estadísticas entre esa variable, la acti-
vidad vegetal puesta en términos del índice de vegetación de diferencia normalizada 
 
 




(NDVI, por sus siglas en inglés), la elevación media sobre el nivel del mar y el factor 
de oposición orográfica al transporte de humedad por parte de los vientos. 
3.1.1. Relación entre precipitación, NDVI y elevación 
Diferentes autores han explorado la relación entre precipitación, NDVI y eleva-
ción, en búsqueda de expresiones empíricas que permitan la desagregación de la preci-
pitación, a partir de las otras dos variables, de las cuales se consiguen libremente 
registros con resoluciones espaciales de microescala (Vergara, 2017; Zhang et al., 2016; 
Duan y Bastiaanssen, 2013; Immerzel et al., 2009). La forma de esta relación depende 
de la escala temporal de análisis: cuando la desagregación se hace a la escala de horas 
o días, el estudio del rezago entre la precipitación y el posterior aumento en la actividad 
vegetal debe ser considerado, pero conforme se agregan las variables en el tiempo esta 
característica deja de ser relevante. En la escala intradiaria el efecto de los ciclos de 
insolación de la superficie terrestre puede también tener un gran efecto sobre la relación 
estudiada. 
Por su parte, la orografía desempeña un papel importante en la formación de la 
precipitación, al direccionar, bloquear y/o forzar el ascenso y consecuentemente la 
condensación de parcelas de aire humedecidas. Esto explica la relación entre precipi-
tación y elevación que ha sido reportada en los Andes colombianos (Álvarez-Villa et 
al., 2011; Mejía et al., 1999; Oster, 1979). 
Ante lo mencionado, cuando el estudio de la relación entre precipitación, NDVI 
y elevación se plantea en el largo plazo, (i) debe considerarse que no se precisa indagar 
por el rezago entre la ocurrencia de la precipitación y el aumento de la actividad 
vegetal, debido a que las variables se analizan en promedio, (ii) los valores de NDVI 
deben ser acotados para dar cuenta únicamente de regiones con cobertura vegetal y 
(iii) el efecto de oposición orográfica debería ser cuantificado. 
Acotamiento del NDVI 
La cobertura vegetal se diferencia de otro tipo de coberturas porque, para efec-
tuar el proceso de fotosíntesis, tiende a absorber grandes cantidades de luz en las 
longitudes de onda del rojo que provienen desde el sol y a reflejar las longitudes de 
onda en el infrarojo cercano. Con base en estas propiedades, el NDVI se ha definido 
como la diferencia entre el porcentaje de luz reflejada en el canal del rojo (de 0,58 a 
0,68 µ𝑚) y el porcentaje de luz reflejada en el canal del infrarojo cercano (de 0,72 a 
1,10 µ𝑚), partida por la suma de estas dos mismas cantidades (Deering, 1978; Rouse 
et al., 1973). 
 
 




Por definición, el NDVI puede tomar valores en el rango entre −1,0 y 1,0. Holben 
et al. (1986) han reportado magnitudes típicas del NDVI para diferentes superficies, 
las cuales se presentan para referencia posterior en la Tabla 3.1. Al respecto, los autores 
destacan que el NDVI para espejos de agua es típicamente menor que 0, que a los 
suelos desnudos corresponden valores entre 0 y 0,1 y que los valores mayores que 0,1 
suelen estar asociados a superficies cubiertas por vegetación. 
Con base en lo anterior, las celdas en los mapas de NDVI con valores menores 
que 0,1 deben ser removidos, antes de que se calcule el valor promedio de esta variable 
con el que posteriormente se analizará la relación de causalidad entre precipitación y 
actividad vegetal, de manera que se evite la contaminación de este análisis con valores 
de NDVI que correspondan coberturas de suelos desnudos, nubes, nieve, hielo y áreas 
urbanizadas. Como una primera aproximación, las celdas faltantes en el mapa prome-
dio de NDVI resultante, pueden ser rellenadas utilizando un algoritmo determinístico 
de interpolación. Esto corresponde a suponer que los sitios que en la realidad no se 
encuentran cubiertos por vegetación, se encuentran cubiertos por una vegetación con 
características similares a la vegetación real más próxima. 
 
Tabla 3.1. Valores típicos de NDVI para diferentes tipos de coberturas. Tomada 
de Holben et al. (1986). 
Cobertura RED NIR NDVI 
Vegetación densa 0,1 0,5 0,7 
Suelos desnudos secos 0,269 0,283 0,025 
Nubes 0,227 0,228 0,002 
Nieve y hielo 0,375 0,342 -0,046 
Agua 0,022 0,013 -0,257 
RED: fracción de luz reflejada en el canal del rojo. NIR: fracción de luz reflejada en el 
canal del infrarrojo cercano. 
 
Efecto de oposición orográfica 
Una aproximación a la cuantificación de la oposición orográfica al transporte de 
humedad en el largo plazo, puede obtenerse al evaluar el ángulo horizontal de inciden-
cia del viento sobre el terreno, bajo una discretización de 8 direcciones. Para explicar 
esto, considérese la Figura 3.2. 
La Figura 3.2 (superior derecha) ilustra la convención de 8 direcciones, que es 
válida tanto para representar la dirección de drenaje del terreno, como para representar 
 
 




la dirección hacia la que sopla el viento. Al encontrarse superpuestas estas dos direc-
ciones en una celda del MDE, se puede presentar una de tres situaciones: (i) que la 
componente del viento en la dirección de drenaje del terreno y esta última sean para-
lelas (Figura 3.2 superior izquierda), caso en que se dirá que el terreno se encuentra a 
barlovento, (ii) que la componente del viento en la dirección de drenaje del terreno y 
esta última sean antiparalelas (Figura 3.2 inferior izquierda), caso en que se dirá que 
el terreno se encuentra a sotavento, y (iii) que la componente del viento en la dirección 
de drenaje del terreno sea nula, caso en que se dirá que el viento es paralelo al terreno. 
 
 
Figura 3.2. Clasificación del efecto de oposición orográfica utilizando un modelo 
de 8 direcciones. Las flechas azules representan la dirección hacia la que drena 
el terreno y las flechas rojas la dirección hacia la que sopla el viento. 
 
La fracción del viento, que vista en planta, incide perpendicularmente contra la 
superficie del terreno, puede ser calculada como el coseno del ángulo de diferencia entre 
la dirección en la que sopla el viento 𝜃𝑣 y la dirección de drenaje del terreno 𝜃𝑡, esto 
es: 
NE




    
N
   
NO
    
O
    
SO
    
S
    
    - SE  - E
       −          
Barlovento
    - SO   - N
       −     −      
Sotavento
  - E   - N








𝑓 = cos(𝜃𝑣 − 𝜃𝑝) (3.1) 
donde 𝑓 será denominada como la fracción de oposición y de acuerdo con la convención 
utilizada será negativa cuando una celda se encuentre a sotavento, positiva cuando se 
encuentre a barlovento y nula cuando el viento sea paralelo al terreno. 
Precipitación como función del NDVI y la elevación 
En los trabajos dedicados a la desagregación de campos de precipitación sateli-
tales, que fueron citados previamente, la relación entre precipitación, NDVI y elevación 
se ha modelado con expresiones paramétricas de tipo lineal, potencial y exponencial, 
que son calibradas con todos los datos, mediante la técnica de regresión en mínimos 
cuadrados. En este trabajo se propone que ese ajuste se haga diferenciando las celdas 
de barlovento de las de sotavento. Además, que la regresión en mínimos cuadrados sea 
reemplazada por regresión cuantil, la cual, en lugar de modelar la media de la distri-
bución de precipitación condicionada a datos de NDVI y elevación, modele la distribu-
ción condicional completa. Ello significa aceptar que a celdas con valores idénticos de 
NDVI y elevación pueden corresponder valores de precipitación diferentes, que depen-
den de las condiciones de disponibilidad de humedad, resultantes de la interacción 
suelo-atmósfera en las distintas localizaciones espaciales en las que se ubican esas cel-
das. 
Las relaciones paramétricas que se han mencionado pueden expresarse matemá-
ticamente así: 
𝑃 = 𝑎𝑞 + 𝑏𝑞𝐻 + 𝑐𝑞𝐼     ∀ 𝑞 ∈ [0, 1] (3.2) 
𝑃 = 𝑎𝑞𝑒
𝑏𝑞𝐻+𝑐𝑞𝐼     ∀ 𝑞 ∈ [0, 1] (3.3) 
𝑃 = 𝑎𝑞𝐻
𝑏𝑞𝐼𝑐𝑞     ∀ 𝑞 ∈ [0, 1] (3.4) 
donde 𝑃  es la lámina promedio precipitada, 𝐻 es la elevación del terreno sobre el nivel 
medio del mar, 𝐼 es el NDVI promedio acotado y 𝑎𝑞, 𝑏𝑞 y 𝑐𝑞 son un conjunto de 
parámetros que se ajustan mediante regresión para el cuantil 𝑞. 
Regresión cuantil 
La regresión cuantil fue introducida por Koenker y Basset (1978) y puede ser 
vista como una extensión de la regresión en mínimos cuadrados, que en lugar de ajustar 
 
 




un modelo a la media de una relación condicional entre variables, procura la modela-
ción de cada uno de los cuantiles de esa relación condicional. 
Koenker y Hallock (2001) explican la estimación de parámetros, a partir de re-
gresión cuantil, como un procedimiento de minimización de una función asimétrica de 
valor absoluto 𝜌𝑞(𝑥). Esto, adaptado al problema de modelar la precipitación como 








donde 𝑃𝑖, 𝐻𝑖 e 𝐼𝑖 hacen referencia a la tripleta ordenada 𝑖, de las 𝑛 tripletas que 
constituyen los datos sobre los que se realiza la regresión, 𝑃  es la precipitación mode-
lada con cualquiera de las funciones que se han presentado en las Ecuaciones 3.1, 3.2 
o 3.3 y la función 𝜌𝑞(𝑥) se define así: 
𝜌𝑞(𝑥) = {
𝑞𝑥 si 𝑥 ≥ 0
(𝑞 − 1)𝑥 si 𝑥 < 0
     ∀ 𝑞 ∈ [0, 1] (3.6) 
Por la dificultad que supone la estimación de las derivadas parciales de la Ecuación 
3.5, con respecto a cada uno de los parámetros de los modelos de precipitación, el 
procedimiento de minimización debe ser abordado numéricamente. 
3.1.2. Procedimiento de desagregación 
Para llevar a la práctica el procedimiento de desagregación considérese que se 
dispone de un mapa de precipitación promedio con cierto tamaño de celda y de mapas 
de dirección del viento, NDVI y elevación, con tamaños de celdas menores a los del 
mapa de precipitación, no necesariamente iguales entre sí. A la escala a la que se 
encuentra el mapa de precipitación se la denominará en adelante como escala gruesa, 
mientras que la escala a la que se va a desagregar la información, que no debe ser 
menor a la menor de las escalas a las que están disponibles los mapas de dirección del 
viento, NDVI y elevación, se la llamará escala fina. El procedimiento de desagregación 
procede en las siguientes etapas: 
• Los mapas de velocidad del viento, NDVI y elevación se agregan, utilizando un 
algoritmo de promedio ponderado por área aferente, llevándolos al tamaño de celda 
del mapa de precipitación (PO-grueso). A los mapas resultantes se los llamará 








• Se estima el mapa de direcciones de drenaje de drenaje (DIR-grueso), utilizando el 
mapa MDE-grueso y el algoritmo Deterministic 8 de O’Callaghan y Mark (1984). 
• Con los mapas VV-grueso y DIR-grueso se evalúa el factor de oposición (Ecuación 
3.1). Al mapa resultante de esta operación se lo llamará FOP-grueso. 
• Las celdas en la escala gruesa se clasifican en las categorías barlovento, sotavento 
y paralelo usando el mapa FOP-grueso. Para cada una de estas categorías se en-
samblan las tripletas ordenadas precipitación-NDVI-elevación y se evalúan los pa-
rámetros de los modelos de regresión lineal, exponencial y potencial (Ecuaciones 
3.2, 3.3 y 3.4) utilizando regresión cuantil. Se propone que los cuantiles considera-
dos sean todos los deciles, junto con los percentiles del 1% y 99%. 
Debido a que 𝑓 es una variable continua, los datos podrían tratarse alternativa-
mente como cuartetos ordenados precipitación-NDVI-elevación-FOP, de tal ma-
nera que además de considerar las categorías de barlovento, sotavento y paralelo, 
se tenga en cuenta la magnitud de la oposición orográfica en términos de 𝑓 . Así, el 
procedimiento de ajuste por regresión cuantil se haría con una variable adicional y 
las Ecuaciones 3.2, 3.3 y 3.4 serían reescritas como: 
𝑃 = 𝑎𝑞 + 𝑏𝑞𝐻 + 𝑐𝑞𝐼 + 𝑑𝑞𝑓     ∀ 𝑞 ∈ [0, 1] (3.7) 
𝑃 = 𝑎𝑞 exp(𝑏𝑞𝐻 + 𝑐𝑞𝐼 + 𝑑𝑞𝑓)     ∀ 𝑞 ∈ [0, 1] (3.8) 
𝑃 = 𝑎𝑞𝐻
𝑏𝑞𝐼𝑐𝑞𝑓𝑑𝑞     ∀ 𝑞 ∈ [0, 1] (3.9) 
donde 𝑑𝑞 es el parámetro ajustado por regresión para el cuantil 𝑞, que es corres-
pondiente al factor de oposición orográfica y las demás variables ya han sido des-
critas. 
• Los mapas de velocidad del viento, NDVI, elevación y precipitación deben unifor-
marse al tamaño de celda de la desagregación. Para ello puede utilizarse cualquier 
algoritmo de interpolación. A los mapas así obtenidos se los denominará velocidad 
del viento fino (VV-fino), NDVI fino (NDVI-fino), elevación fino (MDE-fino) y 
precipitación fino (PI-fino). Este último no debe confundirse con el mapa de preci-
pitación desagregado. 
• Se construye la f.d.p. de precipitación en la escala gruesa. Si 𝑓 es tratada como una 
variable continua sería necesario evaluar una única f.d.p., pero en el evento de que 
𝑓 se utilice para clasificar las celdas entre las categorías de barlovento, sotavento 
y paralelo, deberían evaluarse tres f.d.p., una por cada categoría. En cualquier caso, 
la construcción de la f.d.p. de la precipitación en la escala gruesa se haría utilizando 
el mapa PO-grueso y se denominaría como PO-fdp-grueso. 
 
 




• Se estima el mapa de direcciones de drenaje en la escala fina (DIR-fino), utilizando 
el mapa MDE-fino y el algoritmo Deterministic 8 de O’Callaghan y Mark (1984). 
• Con los mapas VV-fino y DIR-fino se evalúa el factor de oposición (Ecuación 3.1). 
A este mapa se lo llamará FOP-fino. 
• En caso de que 𝑓 no sea tratada como una variable continua, las celdas en la escala 
fina se deben clasificar en las categorías barlovento, sotavento y paralelo usando el 
mapa FOP-fino. 
• Para cada una de las celdas del mapa PO-grueso se evalúa el cuantil correspon-
diente en la PO-fdp-grueso, resultando así un mapa de cuantiles que será denomi-
nado como QP-grueso. 
• Utilizando el mapa QP-grueso para definir los cuantiles y los parámetros de los 
modelos lineal, exponencial y potencial, ajustados en la escala gruesa, se evalúan 
tres mapas de precipitación modelada a la escala gruesa, a los que se llamará PML-
grueso, PME-grueso y PMP-grueso, en orden correspondiente con los modelos lis-
tados. 
• Se evalúan las diferencias, celda a celda, entre el mapa PO-grueso y los mapas de 
modelos PML-grueso, PME-grueso y PMP-grueso, resultando así tres mapas de 
error en la estimación, uno por modelo, a los que se llamará EML-grueso, EME-
grueso y EMP-grueso, en orden correspondiente con los modelos lineal, exponencial 
y potencial. 
• Utilizando un algoritmo de interpolación se llevan los mapas de error a la escala 
fina. A los mapas resultantes se los denominará EML-fino, EME-fino y EMP-fino. 
• Para cada una de las celdas del mapa PI-fino se evalúa el cuantil correspondiente 
en la PO-fdp-grueso, resultando así un mapa de cuantiles que será denominado 
como QP-fino. 
• Utilizando el mapa QP-fino para definir los cuantiles y los parámetros de los mo-
delos lineal, exponencial y potencial, ajustados en la escala gruesa, se evalúan tres 
mapas de precipitación modelada a la escala fina, a los que se llamará PML-fino, 
PME-fino y PMP-fino, en orden correspondiente con los modelos listados. 
• Finalmente, el mapa de precipitación desagregado por el modelo lineal corresponde 
a la suma, celda a celda, de los mapas PML-fino y EML-fino, por el modelo expo-
nencial corresponde a la suma, celda a celda, de los mapas PME-fino y EME-fino, 
y por el modelo potencial corresponde a la suma, celda a celda, de los mapas PMP-
fino y EMP-fino. 
El procedimiento de desagregación que acaba de describirse se sostiene sobre la 
suposición de que tanto las relaciones que se obtienen por regresión cuantil, como la 
f.d.p. de la precipitación son invariantes respecto al cambio de escala espacial. En la 
 
 




práctica, conforme se aumenta la diferencia entre la escalas gruesa y fina dicha supo-
sición se hace más difícil de validar, como consecuencia de la pérdida de información 
que implica el procedimiento de agregación espacial. Grandes diferencias entre estas 
dos escalas se traducirían en importantes subestimaciones de los valores máximos y 
sobreestimaciones de los valores mínimos. A estas dos últimas poblaciones se vinculan 
en general las mayores incertidumbres, debido a que se ubican en las zonas de extra-
polación de las curvas de ajuste (lineal, potencial y/o exponencial) y de la f.d.p. de la 
precipitación. 
La consideración de curvas de ajuste lineal, potencial y exponencial obedece a la 
necesidad de encontrar la relación que mejor se ajuste a los datos, con la posibilidad 
de modelar las extrapolaciones de máximos y mínimos en tres formas diferentes. Al 
valorar el desempeño en la extrapolación de las relaciones, en conjunto con su eficiencia 
de ajuste por regresión cuantil y la validación con observaciones de precipitación en 
tierra, se hace posible seleccionar un modelo óptimo de desagregación. 
3.2. Procedimiento de inversión 
El objetivo del procedimiento de inversión consiste en obtener múltiples realiza-
ciones equiprobales de los campos de precipitación y evapotranspiración real promedio, 
que hagan honor a las observaciones de precipitación tanto de estaciones pluviométri-
cas como al producto satelital desagregado, así como a las observaciones de caudal de 
estaciones limnimétricas, a través de la relación de balance hídrico de largo plazo. Para 
alcanzar ese propósito en esta sección se propone una adaptación a la hidrología su-
perficial del método autocalibrante, desarrollado por Gómez-Hernández et al. (1997) 
para su aplicación, originalmente, en el campo de la hidrología subterránea. 
La adaptación del método autocalibrante puede resumirse en cuatro etapas: (i) 
generar una realización condicional del mapa de precipitación promedio, que haga ho-
nor a las observaciones de precipitación y reproduzcan su modelo de variabilidad es-
pacial, (ii) resolver la ecuación de balance hídrico de largo plazo para hacer estimacio-
nes de caudal en los lugares en los que se ubican las estaciones limnimétricas, (iii) 
adicionar modificaciones a las realizaciones de precipitación para minimizar el error de 
simulación y alcanzar el condicionamiento a las observaciones de caudal, y (iv) repetir 
las etapas de la i a la iii para tantas realizaciones como sea requerido. A continuación, 








3.2.1. Información requerida 
Considérese una porción de terreno con área de extensión Ω que ha sido discre-
tizada en 𝑛Ω celdas rectangulares. Al interior de Ω se inscriben 𝑛𝑐 cuencas hidrográfi-
cas, todas instrumentadas con estaciones limnimétricas, de manera que para cada 
cuenca son conocidos el caudal promedio en el punto de cierre 𝑄𝑐 y el área de cuenca 
en planta 𝐴𝑐, a partir de los cuales se estiman un cojunto de escorrentías superficiales 
promedio {𝑅𝑐 = 𝑄𝑐/𝐴𝑐, 𝑐 = 1, 2,⋯ , 𝑛𝑐}. 
En cuanto a precipitación debe disponerse de: (i) un campo de precipitación 
promedio de sensores remotos {𝑤(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛𝑏}, (ii) un conjunto {𝑣(𝐮𝛼), 𝛼 =
1, 2, ⋯ , 𝑛𝑣}, de observaciones de precipitación promedio en estaciones pluviométricas 
y (iii) el modelo de continuidad espacial de la precipitación promedio 𝐶𝑉 (𝐡), donde 𝐡 
representa un vector de separación en planta entre cualquier par de puntos ubicados 
dentro de Ω. 
Finalmente, debe conocerse el conjunto {𝐻(𝐮𝑏), 𝑏 = 1, 2,⋯ , 𝑛𝑏} de elevaciones 
del terreno, al interior de cada celda que compone a Ω. Con la información de elevación 
se evaluarán los modelos de Turc y Cenicafé-Budyko para la estimación de la ETR 
(ver Título X.X). 
3.2.2. Generación de mapas de precipitación condicionados a da-
tos de precipitación 
Existen diferentes alternativas para generar realizaciones estocásticas de una va-
riable, condicionadas a mediciones de esa misma variable (Journel, 1974). Por su efi-
ciencia computacional y su capacidad para el tratamiento de los datos bajo una pers-
pectiva no paramétrica, en este trabajo se considera el algoritmo de simulación por 
campos de probabilidad (Froidevaux, 1993; Srivastava, 1992) o p-fields, como se lo 
conoce comúnmente en inglés. 
Se plantea la simulación de la precipitación promedio, tratada como una función 
aleatoria 𝑉 (𝐮), en 𝑛Ω centros de celda con vector de posición {𝐮𝑏, 𝑏 = 1, 2,⋯ , 𝑛Ω}, 
condicionada al conjunto de observaciones pluviométricas {𝑣(𝐮𝛼), 𝛼 = 1, 2,⋯ , 𝑛𝑣} y al 
mapa de precipitación de sensores remotos desagregado {𝑤(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛Ω}. El 
algoritmo de simulación por campos de probabilidad procede en las siguientes etapas 
(Goovaerts, 1997):  
• En cada posición 𝐮 se construye el modelo de función de distribución de probabi-
lidad condicional (f.d.p.c.) 𝐹(𝐮; 𝑣|(𝑛)). La notación 𝑣|(𝑛) significa que la f.d.p.c. se 
 
 




condiciona a la unión de los conjuntos de observaciones pluviométricas y de senso-
res remotos: 𝑛 = 𝑛𝑣 ∪ 𝑛Ω. Se propone que ese modelo sea construido a partir del 
formalismo indicador del algoritmo de cokrigeado ordinario colocalizado, bajo la 
aproximación de Markov-Bayes, así: 





+ 𝜆(𝑦)(𝐮; 𝑣𝑘)𝑦(𝐮; 𝑣𝑘) (3.10) 
donde 𝑖(𝐮𝛼; 𝑣𝑘) y 𝑦(𝐮; 𝑣𝑘) son las transformadas indicadoras de la precipitación 
observada en pluviómetros y sensores remotos para el umbral 𝑣𝑘, respectivamente, 
y 𝜆𝛼
(𝑖)
(𝐮; 𝑣𝑘) y 𝜆
(𝑦)(𝐮; 𝑣𝑘) son los pesos de ponderación del sistema de cokrigeado 
para el umbral 𝑣𝑘. Los superíndices entre paréntesis se utilizan para diferenciar la 
vinculación entre los pesos y las transformadas indicadoras. 
La transformada indicadora para la realización 𝑣𝛼(𝐮) de la variable aleatoria 𝑉 (𝐮), 
correspondiente al umbral 𝑣𝑘, se define como sigue: 
𝑖(𝐮; 𝑣𝑘) = {
1 si 𝑣𝛼(𝐮) ≤ 𝑣𝑘
0 si 𝑣𝛼(𝐮) > 𝑣𝑘
 (3.11) 
Por otra parte, la transformada indicadora para la realización 𝑤(𝐮𝑏) de la variable 










donde 𝑛𝛽 es el número de localizaciones en las que existen realizaciones colocaliza-
das de 𝑉 (𝐮) y 𝑊(𝐮). Además 𝑖(𝐮𝛽; 𝑤𝑙) toma el valor de 1 si la realización de 𝑊(𝐮) 
en 𝐮𝛽 se encuentra en el intervalo [𝑤𝑙, 𝑤𝑙+1), o sea 𝑤(𝐮𝑏) ∈ [𝑤𝑙, 𝑤𝑙+1), y el valor de 
0 en caso contrario. De lo anterior se infiere que para la evaluación de la Ecuación 
3.12 se requiere la clasificación del mapa {𝑤(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛Ω} en 𝑛𝑙 intervalos 
de clase. 
Adicionalmente, los pesos de ponderación pueden ser calculados al resolver el si-
guiente sistema de 𝑛𝑣 + 2 ecuaciones lineales, que resultan de imponer las condi-











(𝐮, 𝑣𝑘)𝐶𝐼(𝐮𝛼 − 𝐮𝛽, 𝑣𝑘)
𝑛𝑣
𝛽=1
+ 𝜆(𝑦)(𝐮; 𝑣𝑘)𝐶𝐼𝑌 (𝐮𝛼 − 𝐮; 𝑣𝑘) + 𝜇(𝐮; 𝑣𝑘)




(𝐮, 𝑣𝑘)𝐶𝑌𝐼(𝐮 − 𝐮𝛽, 𝑣𝑘)
𝑛𝑣
𝛽=1
+ 𝜆(𝑦)(𝐮; 𝑣𝑘)𝐶𝑌 (𝟎; 𝑣𝑘) + 𝜇(𝐮; 𝑣𝑘)






+ 𝜆(𝑦)(𝐮; 𝑣𝑘) = 1 
donde 𝐶𝐼(𝐡; 𝑣𝑘), 𝐶𝑌 (𝐡; 𝑣𝑘) y 𝐶𝐼𝑌 (𝐡; 𝑣𝑘) se corresponden en el orden listado con los 
modelos de continuidad espacial para las transformadas indicadora de la variable 
principal (pluviómetros), la variable secundaria (sensores remotos) y cruzado, vin-
culados al vector de desplazamiento 𝐡 y al umbral 𝑣𝑘. 
Para aliviar la carga computacional en el cálculo y la modelación de las estructuras 
de continuidad espacial se recurre a la hipótesis de Markov, la cual permite escribir 
(Zhu y Journel, 1993): 
{
𝐶𝑌 (𝐡; 𝑣𝑘) = |𝐵(𝑣𝑘)|𝐶𝐼(𝐡; 𝑣𝑘) si 𝐡 = 𝟎
𝐶𝑌 (𝐡; 𝑣𝑘) = 𝐵
2(𝑣𝑘)𝐶𝐼(𝐡; 𝑣𝑘) si 𝐡 ≠ 𝟎
   (3.14) 
𝐶𝐼𝑌 (𝐡; 𝑣𝑘) = 𝐵(𝑣𝑘)𝐶𝐼(𝐡; 𝑣𝑘)  ∀  𝐡 (3.15) 
El coeficiente 𝐵(𝑣𝑘) se define como la diferencia entre dos esperanzas condicionales: 
𝐵(𝑣𝑘) = 𝑚1(𝑣𝑘) − 𝑚0(𝑣𝑘)   ∈   [−1, 1] (3.16) 






∑𝑦(𝐮𝛽 ; 𝑣𝑘) ⋅ 𝑖(𝐮𝛽; 𝑣𝑘)
𝑛𝐼𝑌
𝛽=1














∑𝑦(𝐮𝛽; 𝑣𝑘) ⋅ 𝑖(𝐮𝛽; 𝑣𝑘)
𝑛𝛽
𝛽=1
  ∈   [0, 1] 
(3.18) 
• Se genera un mapa de valores de probabilidad autocorrelacionados, conocido en 
inglés como p-field, {𝑝(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛Ω}, el cual se corresponde con una realiza-
ción de la función aleatoria 𝑃(𝐮), cuya f.d.p. marginal es uniforme y su modelo de 
continuidad espacial 𝐶𝑃 (𝐮) equivale al modelo de continuidad de la transformada 
uniforme de la variable 𝑉 (𝐮). 
La transformada uniforme de 𝑉 (𝐮), evaluada a partir del conjunto de realizaciones 




  ∀  𝑗 = 1, 2,⋯ , 𝑛𝑣 (3.19) 
donde 𝑝(𝐮𝛼) es la transformada uniforme correspondiente a la realización 𝑣(𝐮𝛼) y 
el índice 𝑗 es la posición en la que se ubica esta última, una vez que las realizaciones 
han sido ordenadas ascendentemente: 𝑣(𝐮𝑗−1) ≤ 𝑣(𝐮𝑗) ≤ 𝑣(𝐮𝑗+1). 
El p-field se genera en dos etapas: en primer lugar, se utiliza simulación secuencial 
Gaussiana para calcular un mapa de realizaciones normalmente distribuidas 
{𝑔(𝐮𝑏), 𝑏 = 1, 2,⋯ , 𝑛Ω} y posteriormente el p-field se obtiene al evaluar la f.d.p. 
normal G(⋅) de esas realizaciones: 
𝑝(𝐮𝑏) = G(𝑔(𝐮𝑏))  ∀  𝑏 = 1, 2, ⋯ , 𝑛Ω (3.20) 
Debido a que en cada posición 𝐮𝑏 la f.d.p. condicionada a las observaciones de la 
variable 𝑉 (𝐮) es conocida, no es condición necesaria que la simulación secuencial 
Gaussiana con la que se generan los valores 𝑔(𝐮𝑏) se condicione a registro alguno, 
pero el no condicionamiento puede traducirse en importantes fluctuaciones ergódi-
cas en la reproducción del histograma y/o del modelo de continuidad espacial de 
𝑉 (𝐮) (Goovaerts, 1999), así como en la formación de mínimos o máximos locales 
indeseados en los mapas simulados (Srivastava, 1992). Para evitar estos efectos 
Goovaerts (2002) propone que en las ubicaciones 𝐮𝛼 se use el valor de 0,5 como 
valor de probabilidad, 𝑝(𝐮𝛼) = 0,5, de manera que alrededor de las observaciones 
principales la parte central de la f.d.p.c de 𝑉 (𝐮) sea preferencialmente muestreada. 
Como lo explica Goovaerts (1997), la simulación secuencial Gaussiana procede de 
la siguiente manera: 
 
 




o Se define una ruta aleatoria que visite secuencialmente el conjunto de centros 
de celda {𝐮𝑏, 𝑏 = 1, 2,⋯ , 𝑛Ω}, un nodo a la vez y cada nodo una única vez. 
o En cada centro de celda 𝐮𝑏 se determinan la media y la varianza de la f.d.p.c. 
Gaussiana, que son asimilables al valor estimado y la varianza que se obtienen 
por krigeado simple con el modelo de continuidad espacial de la transformada 
uniforme 𝐶𝑃 (𝐮).  
La evaluación del estimador por krigeado simple debe hacerse con un conjunto 
de puntos compuesto por valores nulos en las posiciones {𝐮𝛼, 𝛼 = 1, 2,⋯ , 𝑛𝑣}, 
asociados con la evaluación de la inversa de la distribución normal estándar, 
garantizando así la propiedad de que 𝑝(𝐮𝛼) = 0,5. A ese conjunto deben adi-
cionarse las realizaciones previas del procedimiento de simulación secuencial 
Gaussiana 𝑔(𝐮𝑏), que se ubiquen dentro de una zona de búsqueda definida con 
anterioridad. 
El uso de una zona de búsqueda para las 𝑔(𝐮𝑏) previas obedece a razones de 
eficiencia computacional, puesto que el tiempo de cómputo de los sistemas de 
krigeado se multiplica por ocho cuando el número de datos de estimación se 
duplica. Estrategias de búsqueda eficientes, como la búsqueda por súperbloques 
o la búsqueda en espiral pueden ser implementadas con este propósito; el lector 
interesado podrá encontrar una descripción detallada de estas estrategias en 
Deutsch y Journel (1998). 
o Se genera una realización aleatoria de la f.d.p.c. Gaussiana y se repiten el paso 
previo y luego éste, en esa secuencia, para los 𝑛Ω nodos. 
• El p-field se utiliza para evaluar la f.d.p.c. condicionada a las observaciones de 
𝑉 (𝐮), tal que: 
𝑣𝑘(𝐮𝑏) = 𝐹
−1(𝐮𝑏; 𝑝(𝐮𝑏)|(𝑛)) (3.21) 
donde {𝑣𝑘(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛Ω} representa una realización del mapa de precipita-
ción promedio. 
Un conjunto {𝑣𝑘(𝐮𝑏);  𝑏 = 1, 2, ⋯ , 𝑛Ω;  𝑘 = 1, 2, ⋯ , 𝑛𝑘} de mapas de precipitación 
promedio, condicionados a las observaciones de pluviómetro y sensores remotos, se 
obtiene al repetir 𝑛𝑘 veces el algoritmo descrito. Cuando el 𝑛𝑘 es suficientemente 
grande, una primera aproximación a la f.d.p. de la precipitación promedio en cada 









3.2.3. Condicionamiento a datos de escorrentía superficial 
El condicionamiento de los mapas {𝑣𝑘(𝐮𝑏);  𝑏 = 1, 2,⋯ , 𝑛Ω;  𝑘 = 1, 2,⋯ , 𝑛𝑘} a las 
observaciones de escorrentía superficial se consigue a través de la relación de BHLP, 
aplicada en 𝑛𝑐 cuencas donde las observaciones {𝑅𝑐 ≈ 𝑄𝑐 ⁄ 𝐴𝑐 , 𝑐 = 1, 2,⋯ , 𝑛𝑐} se en-













∗  es la estimación de la escorrentía superficial promedio de largo plazo para 
la cuenca 𝑐, hecha a partir de la realización 𝑘 de la precipitación promedio y 𝑛𝑑 es el 
número de celdas que componen la cuenca 𝑐. Por otro lado, el mapa de evapotranspi-
ración real promedio es {𝐸𝑘(𝐮𝑏), 𝑏 = 1, 2, ⋯ , 𝑛Ω}, también asociado con la realización 
𝑘 de la precipitación promedio. Como una primera aproximación, se propone el cálculo 
de esta evapotranspiración a través de los modelos empíricos de Turc y Cenicafé-
Budyko, en la forma descrita en el Subtítulo X.X y las Ecuaciones X.X y X.X, respec-
tivamente. 
Después de resolver la Ecuación 3.22 para las 𝑛𝑐 cuencas, dada la realización 𝑘 
del conjunto de mapas de precipitación, la capacidad del modelo de BHLP para repro-
ducir la escorrentía superficial puede medirse en términos de la eficiencia absoluta 
normalizada (𝐸𝐴𝑁), que se evalúa de la siguiente manera: 








donde 𝑅𝑐̅       representa al promedio aritmético del conjunto de escorrentías superficiales 
observadas en las 𝑛𝑐 cuencas. Nótese que la definición de la 𝐸𝐴𝑁  es similar a la 
definición del criterio de eficiencia de Nash-Sutcliffe (𝐸𝑁𝑆). La diferencia entre estas 
dos cantidades aparece en el segundo término del lado derecho de la Ecuación 3.23: 
mientras la 𝐸𝑁𝑆 evalúa la relación entre la varianza del residual de estimación alrede-
dor del cero con la varianza de las observaciones alrededor de su promedio, la 𝐸𝐴𝑁  
evalúa la relación entre la desviación absoluta de los residuales alrededor del cero y la 
desviación absoluta de las observaciones alrededor de su promedio. Debido a que con-
sidera los residuales en su escala natural, en lugar de lugar de hacerlo en una escala 
cuadrática, la 𝐸𝐴𝑁  es una medida más resistente a residuales de alta magnitud y más 
robusta en la captura de la tendencia que exhiben el modelo y las observaciones. 
 
 




Por definición, la magnitud de la 𝐸𝐴𝑁  se inscribe dentro del intervalo (−∞, 1]. 
Sólo los valores mayores que cero implican algún tipo de ajuste y el valor óptimo de la 
cantidad es la unidad. 
El problema de condicionar los mapas de precipitación a las observaciones de 
escorrentía superficial puede ser planteado como una maximización de la 𝐸𝐴𝑁 , que se 
consigue al incorporar pequeñas variaciones en el mapa de precipitación. A la luz del 
método autocalibrante (Gómez-Hernández et al., 1997; Sahuquillo et al., 1992) estas 
variaciones son generadas mediante interpolación por krigedo ordinario de una serie de 
perturbaciones { 𝑘(𝐮𝑚),𝑚 = 1, 2,⋯ , 𝑛𝑚}, ubicadas en un conjunto de 𝑛𝑚 puntos 
maestros. El krigeado ordinario se efectúa con el modelo de continuidad espacial de la 
precipitación promedio, para producir un mapa de perturbaciones { 𝑘(𝐮𝑏), 𝑏 =
1, 2, ⋯ , 𝑛Ω} en todos los centros de celda. 
Para que los mapas de precipitación promedio conserven su condicionamiento a 
las observaciones de pluviómetro, se requiere que todas las ubicaciones con estaciones 
hagan parte del conjunto de puntos maestros y que el valor de las perturbaciones en 
esas ubicaciones sea nulo. Los puntos maestros pueden completarse como lo sugieren 
Gómez-Hernández et al. (1997): generando una rejilla con tamaño de celda igual a un 
tercio del rango de la estructura de continuidad espacial de la precipitación promedio 
y adicionando los nodos de la rejilla como puntos maestros. Esta última debe enten-
derse sólo como una recomendación, dado que el problema de optimización crece en 
complejidad conforme aumenta el número de puntos maestros y que las características 
mismas de la información disponible o el conocimiento experto de la región que se 
analiza son puntos de partida para la identificación de potenciales puntos maestros. 
Procedimiento de optimización 
Durante el procedimiento de optimización se pretende determinar un conjunto 
de perturbaciones { 𝑘(𝐮𝑚),𝑚 = 1, 2,⋯ , 𝑛𝑚} que maximice una función objetivo ba-
sada en la medida 𝐸𝐴𝑁 . De principio este es un problema, que por la forma en la que 
ha sido planteado, no cuenta con una solución única. De hecho, es posible encontrarse 
con soluciones desequilibradas que recarguen grandes magnitudes de perturbación en 
unos pocos puntos maestros. Una forma de evitar esas soluciones desequilibradas con-
siste en mantener la magnitud de la perturbación en cada punto maestro, dentro de 
un rango definido con base en la incertidumbre de la precipitación promedio en el 
centro de celda 𝐮𝑏 más cercano. Dicho rango de incertidumbre se define recursiva-
mente, de tal manera que su límite inferior 𝑚í𝑛(𝐮𝑚) coincida con la diferencia entre 
el cuantil del 1% y la media de la distribución de precipitaciones promedio en el punto 
𝐮𝑏, y su límite superior 𝑚á𝑥(𝐮𝑚) es igual a la diferencia entre el cuantil del 99% y la 
 
 




media de la distribución de la precipitación promedio en el punto 𝐮𝑏. Los dos límites 
descritos se expresan matemáticamente como sigue: 














donde 𝑞1%(𝑣𝑘(𝐮𝑏)) y 𝑞99%(𝑣𝑘(𝐮𝑏)) representan respectivamente los cuantiles del 1 y 
99% para la precipitación promedio, en el centro de celda 𝐮𝑏 más cercano a la ubicación 
𝐮𝑚 del correspondiente punto maestro. Se propone que estos cuantiles sean calculados 
a partir del conjunto de realizaciones {𝑣𝑘(𝐮𝑏), 𝑘 = 1, 2,⋯ , 𝑛𝑘} de la f.d.p.c. de precipi-
tación promedio, condicionada a observaciones de precipitación, en la posición 𝐮𝑏. 
Para que el procedimiento de optimización fuerce a las perturbaciones a mante-
nerse dentro de los rangos definidos por las Ecuaciones 3.24 y 3.25, la función objetivo 
de maximización 𝑓(𝜺) se define así: 




( 𝑘(𝐮𝑚) − 𝑘̅     (𝐮𝑚))
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𝑘̅     (𝐮𝑚) =
1
2
[ 𝑚í𝑛(𝐮𝑚) + 𝑚á𝑥(𝐮𝑚)] (3.27) 
En la Ecuación 3.26, el primer término del lado derecho es una función de la eficiencia 
absoluta normalizada, que se utiliza para garantizar el condicionamiento a los datos 
de escorrentía superficial, y el segundo es el promedio de funciones normales de pena-
lización por perturbaciones en puntos maestros que se encuentran por fuera de rango. 
Con los pesos 𝜔1 y 𝜔2 es posible ponderar la importancia de cada uno de estos dos 
términos y al seleccionar sus valores se debe garantizar que 𝜔1 + 𝜔2 = 1. 
Si no se tiene en cuenta el efecto de los pesos, el valor óptimo de ambos términos 
es la unidad, pero la 𝐸𝐴𝑁  varía en el rango [−∞, 1], mientras que la penalización por 
perturbaciones lo hace en el rango [0, 1]. Esto podría resultar ventajoso para el algo-
ritmo de optimización, porque en el evento de que la 𝐸𝐴𝑁  se evalúe negativa, el 
algoritmo se concentrará en volver positiva su magnitud y una vez que lo consiga, se 








En la literatura se recogen diferentes técnicas para la optimización de funciones 
como 𝑓(𝜺) (ver, por ejemplo, Venter, 2010; Mezura-Montes y Coello, 2011; Niu et al., 
2014). Por su adaptabilidad a problemas de naturaleza variada, su rápida velocidad de 
convergencia y su fácil implementación computacional, en este trabajo se recurre a la 
optimización metaheurística usando el Algoritmo de Luciérnagas con Vuelos de Lévy 
(LFA por sus siglas en inglés; Yang, 2010). A continuación, se presenta el LFA como 
lo describe su autor, pero adaptado al problema de optimización que se presenta en 
este trabajo. 
Algoritmo de luciérnagas con vuelos de Lèvy 
El LFA (Yang, 2010) hace parte de un grupo de algoritmos metaheurísticos de 
optimización, entre los que se encuentra el ampliamente difundido PSO (Kennedy y 
Eberhart, 1995), cuya conceptualización se inspira en el comportamiento colectivo óp-
timo de ciertas especies animales, que emerge a partir de las conductas individuales 
coordinadas. Por ejemplo, durante el vuelo algunas aves adoptan una formación en V 
y sincronizan el movimiento de sus alas, lo cual les permite obtener ventaja aerodiná-
mica, maximizar el tiempo de vuelo y minimizar el desgaste individual. 
Otro ejemplo es el de la bioluminiscencia intermitente de las luciérnagas, que 
aunque aún se debate, se cree que tiene como función el atraer compañeros de aparea-
miento y presas potenciales. El ritmo de iluminación, el número de destellos sobre el 
número de periodos de oscuridad y la cantidad de tiempo de luminiscencia forman 
parte de un sistema de señales que acerca a los sexos opuestos. Las hembras responden 
a un único patrón de intermitencia lumínica producido por los machos de su misma 
especie, mientras que en algunas especies como photuris, las hembras pueden imitar el 
patrón de intermitencia lumínica de otras especies, con el objeto de atraer a machos 
que confunden el ritmo lumínico con una oportunidad de apareamiento, para poste-
riormente utilizarlos como alimento (Yang, 2010). 
El comportamiento de las luciérnagas inspira al LFA, el cual elabora su concep-
tualización a partir de las siguientes reglas idealizadas: (i) las luciérnagas carecen de 
género, de manera que todas ellas se atraen entre sí; (ii) la atracción es proporcional a 
la luminiscencia, de modo que las luciérnagas menos luminiscentes se moverán hacia 
las más luminiscentes. Por otro lado, tanto la atracción como la luminiscencia decrecen 
conforme aumenta la distancia entre luciérnagas. Si no hay una luciérnaga más lumi-
niscente que otra, todas las luciérnagas se moverán aleatoriamente; y (iii) la luminis-
cencia de las luciérnagas es definida por la función objetivo de optimización. 
En el problema de condicionar los mapas de precipitación a observaciones de 
escorrentía superficial, un vector de perturbaciones 𝜺 = { 𝑘(𝐮𝑚),𝑚 = 1, 2,⋯ , 𝑛𝑚} es 
 
 




asimilable a una luciérnaga y su luminiscencia es equivalente a su evaluación de la 
función objetivo 𝑓(𝜺) (Ecuación 3.26). La atracción 𝛼 entre cada par de luciérnagas es 
relativa al observador por lo que debe ser considerada en los ojos de la luciérnaga 
espectadora, teniendo en cuenta que la intensidad de la luz decrece con la distancia a 
la fuente. Entonces, la atracción varía con la distancia 𝑟 entre cada par de luciérnagas. 
Para un medio dado con un coeficiente de absorción de luz 𝛾, la atracción puede ex-
presarse como sigue: 
𝛼 = 𝛼0𝑒
−𝛾𝑟𝜃 (3.28) 
donde 𝛼0 y 𝜃 son parámetros del algoritmo de optimización. 𝛼0 representa la atracción 
para la distancia 𝑟 = 0 y 𝜃 es el exponente de decaimiento de la atracción con respecto 
a la distancia. 
La distancia 𝑟12 entre un par de luciérnagas 𝜺1 = { 𝑘
(1)
(𝐮𝑚),𝑚 = 1, 2,⋯ , 𝑛𝑚} y 
𝜺2 = { 𝑘
(2)
(𝐮𝑚),𝑚 = 1, 2,⋯ , 𝑛𝑚} se evalúa como la distancia cartesiana: 









y el movimiento de la luciérnaga 𝜺1, que es atraída por la luciérnaga 𝜺2 más luminis-
cente, se propone que se estime a través de la siguiente expresión: 
𝜺1 = 𝜺1 + 𝛼0𝑒
−𝛾𝑟12
𝜃
(𝜺2 − 𝜺1) + 𝛿 ⋅ (𝜺2 − 𝜺1) ⋅ signo (𝐔(0, 1) −
1
2
) ∘ 𝐋(𝜆) (3.30) 
donde el segundo término del lado derecho cuantifica la atracción, mientras que el 
tercer término da cuenta del vuelo Lévy. En la ecuación, 𝛿 es un parámetro de escala 
para la componente aleatoria, signo(⋅) es una función que retorna el valor −1 si su 
argumento es menor que 0 o 1 si su argumento es mayor o igual que 0, 𝐔(0, 1) y 𝐋(𝜆) 
representan vectores de dimensión 𝑚, que contienen realizaciones de la distribución 
uniforme en el intervalo [0, 1] y de una función de Lévy con parámetro 𝜆, respectiva-
mente, y ∘ es un operador que se utiliza para representar el producto vectorial término 
a término. El algoritmo utiliza una simplificación de la función de Lévy expresada 
como: 
𝐿é𝑣𝑦 ∼ 𝐿(𝑥) = 𝑒−𝜆𝑥 (3.31) 
 
 





Figura 3.3. Diagrama de flujo del algoritmo de luciérnagas con vuelos de Lèvy. 
Adaptado de Yang (2010). 
Parámetros del LFA 
En la Ecuación 3.30 están involucrados los cinco parámetros de optimización del 
algoritmo LFA; ellos son 𝛼0, 𝛾, 𝜃, 𝛿 y 𝜆. Yang (2010) reporta haber obtenido resultados 
satisfactorios en la mayoría de los casos, tras utilizar en la componente de atracción 
valores de 𝛼0, 𝛾 y 𝜃 iguales a 1, 1 y 2, respectivamente; sin embargo, señala que el 
parámetro 𝛾 es el que mayor efecto tiene sobre la intensidad de la atracción y su 
impacto sobre la velocidad de convergencia del algoritmo es importante. Para un 𝛾 
fijo, la distancia característica del problema de optimización es Γ = 𝛾−1/𝜃 → 1 a medida 
que 𝜃 → ∞. En la otra dirección, para un Γ dado por la geometría del problema de 
optimización, el parámetro 𝛾 se obtiene de la relación 𝛾 = 1/Γ𝜃. En el caso de la com-
ponente de vuelo Levy, el mismo autor sugiere tomar 𝜆 = 1,5 y 𝛿 ∈ [0, 1]. 
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Optimización con el LFA 
En síntesis, el LFA es un algoritmo que explora el espacio de la función objetivo 
mediante un sistema de atracción hacia los óptimos, y que el desplazamiento de las 
luciérnagas atraídas es modelado como una caminata aleatoria con ley de distribución 
de cola pesada. El diagrama de flujo en la Figura 3.3 ayuda a entender con mayor 
claridad la forma en la que se implementa el algoritmo. 
3.3. Implementación computacional 
La metodología de inversión del BHLP y el conjunto de herramientas que le dan 
soporte se han implementado en una biblioteca a la que se ha dado el nombre de Tellus. 
La biblioteca Tellus incorpora una optimización de las rutinas contenidas en la biblio-
teca FESTELLUS (Rendón-Álvarez et al., 2014), que surgió a su vez como una evolu-
ción de la biblioteca ESTELLUS (Álvarez-Villa, 2009), que se escribió para la estima-
ción espacial geoestadística. El principal aporte hecho por en la biblioteca FESTELLUS 
fue la traducción del código fuente desde el lenguaje Java, en el que se implementó el 
ESTELLUS, al lenguaje Fortran 90, más veloz en el procesamiento lógico-aritmético. 
Con ello se logró una reducción sensible en los tiempos de ejecución de los algoritmos 
de estimación espacial estocástica, cuya demanda computacional es alta. Adicional-
mente, en FESTELLUS se incorporó un módulo para el diseño de redes pluviométricas 
con base en la minimización de la varianza de estimación geoestadística, el cual no 
existía en ESTELLUS.  
En Tellus, por otra parte, se han depurado y optimizado las rutinas y los datos 
tipo de FESTELLUS. Entre otras aportaciones de Tellus destacan la incorporación de 
módulos para la modelación no paramétrica de estructuras de continuidad espacial, la 
paralelización de las rutinas de estimación, la implementación de las variantes primaria 
y dual, puntual y en bloque, con estrategias de búsqueda y sin ellas, de las rutinas de 
estimación, la incorporación de un módulo de simulación estocástica, la adición de la 
rutina LFA al módulo de optimización heurística y la incorporación del módulo de 
inversión del BHLP. 
Las principales características de Tellus son las siguientes: 
• Es multiplataforma: Tellus fue escrito y compilado para ser ejecutado en el sis-
tema operativo Microsoft Windows, gracias a la colección de herramientas de có-
digo abierto Cygwin (https://www.cygwin.com), las cuales proporcionan funciona-
lidades similares en Windows a las de las distribuciones Linux. Por ese motivo, 
Tellus puede ser compilado y ejecutado, sin inconvenientes, en plataformas Linux. 
 
 





• Se escribió en los lenguajes Fortran 90 y Python 3.5: Las rutinas más 
demandantes, como son las de estimación espacial y las de simulación estocástica 
se escribieron en lenguaje Fortran 90, un lenguaje de alto nivel, ampliamente uti-
lizado en ingeniería y diseñado para resolver problemas que requieren un número 
elevado de cálculos. Las demás rutinas, como las de análisis estructural no para-
métrico, se escribieron en lenguaje Python 3.5, un lenguaje respaldado por una 
extensa colección de bibliotecas para el cálculo científico. 
 
• Funciona en paralelo: En Tellus, los ciclos de cálculo de más alta demanda 
computacional pueden distribuirse entre varias unidades de procesamiento. Ello se 
ha logrado gracias al uso de la API de OpenMP (https://www.openmp.org) y con-
cede un mucho mejor desempeño de las rutinas en máquinas con unidades de pro-
cesamiento de múltiples núcleos, como son las de uso cotidiano actualmente. 
 
• Manipula información geográfica vectorial y ráster: Tellus cuenta con sus 
propios formatos de archivo. Los ráster se manipulan en el formato RST, cuyo 
almacenamiento en disco se hace en tres archivos con extensiones mrst, domn y 
drst. El mrst es un archivo de texto con un formato establecido en el que se guardan 
metadatos como el nombre del archivo, el formato de almacenamiento del archivo 
de datos (binario o texto), el número de variables, los nombres de las variables, las 
unidades de las variables e información sobre la región geográfica y el ráster en 
general; el archivo domn puede ser de texto plano o binario y almacena el dominios 
espacial del ráster, el cual puede poseer heterogéneos tamaños de celda; y el archivo 
drst puede ser de texto plano o binario y almacena los valores de las variables del 
ráster. 
 
Tellus sólo trabaja con archivos vectoriales de tipo puntual, los cuales se ma-
nipulan en el formato PNT, cuyo almacenamiento en disco se hace en dos archivos 
con extensiones mpnt y dpnt. El mpnt es un archivo de texto con formato estable-
cido en el que se guardan los metadatos y el dpnt puede ser de texto plano o 
























4. Aplicación en cuencas del 
Departamento de Antioquia 
El propósito de este capítulo es ilustrar la aplicación, en cuencas del Departa-
mento de Antioquia, de la metodología de inversión del BHLP que se ha propuesto en 
este trabajo. De igual manera, comparar los resultados que ella proporciona, con los 
obtenidos mediante la tradicional implementación secuencial del BHLP. 
El Departamento de Antioquia se encuentra ubicado en el noroccidente de Co-
lombia y su hidrometeorología se caracteriza por ser altamente variable tanto en el 
espacio, como en el tiempo. Como lo describen Poveda et al. (2007): ello es consecuen-
cia de la convergencia sobre su territorio de varios elementos, entre los que destacan: 
(i) la complejidad geomorfológica del terreno, el cual se compone de costas, páramos, 
altiplanos y valles interandinos, (ii) la influencia de los patrones de circulación atmos-
férica y la cercanía del territorio con el Pacífico tropical, el Mar Caribe y las cuencas 
de los ríos Amazonas y Orinoco, y (iii) su localización tropical que garantiza una 
disponibilidad energética por radiación solar casi constante a lo largo del año. 
Los altos gradientes topográficos favorecen los procesos de precipitación a mitad 
de las ladera ubicadas a sotavento y limitan el flujo de humedad hacia las laderas 
ubicadas a barlovento (Oster, 1979), mientras que la circulación atmosférica global, la 
disponibilidad energética y la vecindad de los mares y las grandes cuencas garantizan 
la disponibilidad de humedad y su recirculación, que a su vez es modulada por procesos 
 
 




de diversa escala temporal, como la migración meridional de la Zona de Convergencia 
Intertropical (ZCIT), El Niño/Oscilación del Sur (ENSO) y la Oscilación Decadal del 
Pacífico (PDO), entre otros. 
La combinación entre los altos gradientes topográficos y la abundante disponibi-
lidad hídrica ha favorecido la explotación hidroenergética en el territorio antioqueño, 
de tal manera que importantes cadenas de generación como las de los ríos Guatapé-
Nare y Porce-Nechí, en conjunto con otras pequeñas centrales hidroeléctricas, repre-
sentaban al año 2012 alrededor del 56% de la capacidad hidroeléctrica instalada en 
todo el territorio colombiano (UPME, 2012). Además de la regulación hídrica y la 
generación de energía eléctrica, algunos de los embalses ubicados en las cadenas refe-
ridas se utilizan para abastecer de agua potable a varios municipios del departamento, 
entre los que se cuenta la ciudad de Medellín. Lo anterior hace que sea importante 
estudiar la relación de balance hídrico en el territorio antioqueño y justifica la elección 
de la zona de estudio para esta aplicación. 
Este capítulo está dividido en cinco títulos: en el Título 4.1 se describe la infor-
mación utilizada. En el Título 4.2 se efectúa el procedimiento de desagregación del 
campo satelital de precipitación. En el Título 4.3 se estudia la estructura de continui-
dad espacial de la precipitación promedio de largo plazo, dentro del territorio antio-
queño, y la relación de dicha precipitación con la elevación del terreno sobre el nivel 
medio del mar. En el Título 4.4 se presenta la aplicación del BHLP en su forma tradi-
cional. Finalmente, el Título 4.5 se dedica al análisis de inversión del BHLP y a la 
revisión de los resultados que esta técnica proporciona, en comparación con la imple-
mentación secuencial tradicional. 
4.1. Información utilizada 
La información utilizada para la aplicación se divide en dos grupos: en primer 
lugar, se hará referencia a la información de elevación y drenajes superficiales y poste-
riormente a la información hidrometeorológica. 
4.1.1. Información de elevación y de drenajes superficiales 
Para representar la forma del terreno se utilizó la revisión hecha por la Adminis-
tración Nacional de la Aeronáutica y del Espacio de los Estados Unidos (NASA, por 
sus siglas en inglés) al producto MDE con resolución de 1 segundo de arco, de la misión 
satelital SRTM (Farr et al., 2007). La resolución del producto en el trópico equivale a 
un tamaño de celda de aproximadamente 30 m. Esta representación se complementó 
 
 




con el mapa de trayectorias de drenaje de corrientes superficiales, elaborado por el 
Instituto Geográfico Agustín Codazzi (IGAC) en una escala espacial de 1:100.000. 
 
 
Figura 4.1. Estaciones de caudal y unidades hidrológicas ubicadas en el Depar-
tamento de Antioquia con las que se realizó el ejercicio de aplicación. 
 
Se realizó un procesamiento conjunto de la información de elevación y drenajes 
superficiales utilizando el algoritmo D8 (O’Callaghan y Mark, 1984), bajo su imple-
mentación en la biblioteca TauDEM (Taboton, 1997), operada a través de la interfaz 
del programa MapWindow GIS (https://www.mapwindow.org). Así se obtuvo un 
mapa de direcciones de drenaje, el cual sirvió posteriormente como insumo para la 
delimitación de las unidades hidrológicas tributarias a las estaciones de caudal utiliza-
das para esta aplicación. El delineamiento de las cuencas se hizo con la versión 4.0 del 
 
 




programa HidroSIG (Mesa et al., 1999). Las divisorias de aguas de las cuencas consi-
deradas son representadas con poligonales de color negro en la Figura 4.1, donde se 
ilustran también el MDE usado y las estaciones de caudal con puntos de color rojo. 
La Figura 4.1 presenta un total de 148 cuencas hidrográficas con áreas que varían 
entre 49,9 y 50326,8 km2 y comprenden territorios ubicadas entre los 5 y los 5269 
msnm. Respecto a estas cuencas se resalta que cerca del 90% poseen áreas entre los 
49,9 y los 10000,0 km2, las restantes corresponden en su mayoría a cuencas parciales 
de los ríos Magdalena y Cauca. La denominación de cuenca parcial se utiliza aquí para 
hacer referencia a las laderas tributarias a un tramo de corriente, definido entre dos 
estaciones de caudal. Para la aplicación, tanto el área de drenaje como el caudal pro-
medio de las cuencas parciales se estimaron como la diferencia entre el valor de la 
variable en la estación de aguas abajo y el valor de la variable en la estación de aguas 
arriba. 
4.1.2. Información hidrometeorológica 
La información hidrometeorológica utilizada corresponde a registros de caudal y 
precipitación en estaciones en tierra, registros satelitales de precipitación y NDVI e 
información documental de dirección de procedencia del viento. 
Registros de caudal y precipitación 
Se dispuso de las series de caudal promedio diario en un conjunto de 148 esta-
ciones limnimétricas y de las series de lámina total precipitada diaria en un conjunto 
de 497 estaciones pluviométricas, todas administradas por el Instituto de Hidrología 
Meteorología y Estudios Ambientales de Colombia (IDEAM). La localización geográ-
fica de las estaciones de caudal ha sido ilustrada con puntos rojos en la Figura 4.1 y la 
de las estaciones de precipitación se presenta con puntos blancos en la Figura 4.2. Las 
series de todas las estaciones presentadas fueron seleccionadas de manera que su pe-
riodo de traslapo y su número de años efectivo de registro, es decir aquel que se obtiene 
después de retirar los datos faltantes, fuera mayor o igual que 10 años. 
Con las series de caudal y precipitación referidas se estimaron los valores prome-
dio de ambas variables, los cuales se asociaron con la cuenca hidrográfica de la que 
cada estación limnimétrica es punto de cierre en el caso del caudal y con la localización 
de la estación pluviométrica en el caso de la precipitación. 
La información de precipitación se complementó con el producto 3B43, de la 
Misión para Medición de la lluvia Tropical (TRMM, por sus siglas en inglés; Kumme-
row et al., 1997). El producto 3B43 está compuesto por campos de intensidad media 
 
 




de precipitación promedio mensual y fue considerado en el periodo comprendido entre 
los años 1998 y 2015, lo que proporciona un registro continuo de 18 años. Utilizando 
estos datos se estimó un campo de precipitación promedio anual para el Departamento 
de Antioquia, el cual se presenta en la Figura 4.2. En esta última se puede apreciar el 
tamaño de las celdas en comparación con el tamaño de las cuencas. La resolución 
espacial del producto 3B43 es de 0,25º, lo que equivale en el trópico a un tamaño de 
celda de aproximadamente 28 km. 
 
 
Figura 4.2. Estaciones de precipitación y campo de precipitación promedio del 
producto TRMM 3B43 con los que se realizó el ejercicio de aplicación. 
Registros de NDVI y dirección del viento 
Como se ha descrito en la metodología, la información de NDVI y dirección del 
viento se ve involucrada en el procedimiento de desagregación de la precipitación. Para 
 
 




este ejercicio de aplicación se consideraron los registros de NDVI del producto MODIS 
13Q10 (Solano et al., 2010), el cual proporciona campos con resolución temporal de 16 
días y resolución espacial de aproximadamente 230 m. Utilizando este producto, en el 
periodo comprendido entre los años 2000 y 2015, después de filtrar los valores de NDVI 
que no podían asociarse con comportamiento vegetal (ver el Subtítulo 3.1), se estimó 
el campo de NDVI promedio que se presenta en la Figura 4.3. 
 
 
Figura 4.3. Campo de NDVI promedio del producto MODIS13Q10 con el que 
se realizó el ejercicio de aplicación. 
 
Por otra parte, se tuvo acceso al campo de dirección promedio hacia la que sopla 
el viento que se presenta en la Figura 4.4. Este campo fue elaborado por IDEAM y 
 
 




UPME (2017), mediante simulación numérica con el modelo regional Weather Re-
search & Forecasting (WRF). El producto ráster posee un tamaño de celda de aproxi-
madamente 20 km y la sensibilidad en la escala de las direcciones es de 45°. 
 
 
Figura 4.4. Campo de dirección promedio hacia la que sopla el viento, con el 
que se realizó el ejercicio de aplicación. Tomado de IDEAM y UPME (2017). 
4.2. Desagregación del mapa de precipitación 
El procedimiento de desagregación que se explicó en Título 3.1 parte de la su-
posición que, en el largo plazo, existe una relación entre precipitación, elevación, NDVI 
y factor de oposición orográfica, que es invariable con el cambio de escala espacial. 
Dicha relación se ajusta en la escala gruesa y se reproduce en la escala fina. Dado que 
 
 




el mapa de precipitación a desagregar posee un tamaño de celda de aproximadamente 
28 km, este tamaño de celda representa la escala gruesa para la aplicación que se 
desarrolla en este trabajo. La escala fina, por otra parte, queda definida por un tamaño 
de celda cercano a los 230 m, que está dado por el mapa de NDVI. 
El MDE, cuyo tamaño de celda es cercano a los 30 m, se agregó con un algoritmo 
de promedio ponderado por áreas hasta las resoluciones fina y gruesa. En forma seme-
jante, el mapa de dirección del viento se remuestreó con un algoritmo de promedio 
ponderado por áreas hasta la resolución gruesa y con un algoritmo de vecino cercano 
hasta la resolución fina. En la medida en la que se encuentre información de dirección 
del viento con mejor resolución espacial se podrá evitar su desagregación forzada por 
vecino cercano y contribuir a una caracterización más acertada del efecto de oposición 
orográfica en la escala fina. 
4.2.1. Relación entre precipitación, elevación, NDVI y FOP 
La Figura 4.5 permite apreciar el aspecto de los mapas de precipitación, eleva-
ción, NDVI y FOP en la escala gruesa. Nótese que las mayores precipitaciones se 
registran al suroccidente de la región de estudio, donde las magnitudes de la variable 
exceden los 7000 mm/año. Estas altas precipitaciones son explicadas por el transporte 
de humedad en dirección suroeste-noreste, desde el Pacífico tropical y hacia el territorio 
colombiano, que hace la Corriente de Chorro Superficial del Oeste (Chorro del Chocó; 
Poveda y Mesa, 1999), cuya componente zonal asciende al enfrentarse con la Cordillera 
Occidental y al entrar en contacto con los vientos alisios del este, más cálidos, causan 
inestabilidad atmosférica, convección profunda y altas precipitaciones en la Región 
Pacífica colombiana. Mientras tanto, la componente meridional transporta humedad a 
lo largo del valle del río Atrato, entre la Serranía del Baudó y la Cordillera Occidental, 
hasta llegar al Nudo de Paramillo, donde las precipitaciones observadas son del orden 
de los 4000 mm/año. En las zonas norte y nororiental, sobre la llanura costera del 
Caribe, las precipitaciones rondan los 1500 mm/año y son las menores que presenta el 
campo de TRMM junto con las que se observan sobre la cordillera oriental, en la zona 
suroeste de la región de estudio. 
En el mapa de FOP de la Figura 4.5, los colores azules representan las celdas 
ubicadas a sotavento, el color verde, las celdas paralelas y los colores naranja y rojo 
las celdas ubicadas a barlovento. La seguidilla de celdas en tonalidades azules, que se 
extienden meridionalmente entre las longitudes de -77 y 76°, representan la oposición 
orográfica de la vertiente occidental de la Cordillera Occidental al Chorro del Chocó. 
Celdas a sotavento se observan también en las estribaciones sur de la Serranía del 
 
 




Baudó, el Nudo de Paramillo, las estribaciones norte de la Cordillera Central, la ver-
tiente occidental de la Cordillera Central con altas magnitudes de FOP alrededor de 
la latitud de 6°, la vertiente oriental de la Cordillera Central con altas magnitudes de 
FOP entre las latitudes de 5 y 6° y la vertiente occidental de la Cordillera Oriental. 
Celdas a barlovento (en color rojo y naranja) con importantes magnitudes de 
FOP se localizan en la vertiente oriental de la Serranía del Baudó, la vertiente oriental 
de la Cordillera Occidental alrededor de la latitud de 7°, la vertiente occidental de la 
Cordillera Central entre las latitudes de 5 y 7°, la vertiente occidental de la Cordillera 
Oriental entre las latitudes de 7,5 y 9°, la vertiente oriental de la Cordillera Oriental 
entre las latitudes de 4,5 y 6° y en la llanura costera del Caribe. Celdas paralelas (en 
color verde) aparecen intercaladas con las celdas a sotavento y barlovento, en todas 
las regiones descritas. 
Al comparar los mapas de TRMM y NDVI, en la Figura 4.5, se pueden encontrar 
dos zonas con comportamientos diferenciados: la primera, donde son más intensos los 
efectos del Chorro del Chocó, que se puede enmarcar gruesamente entre las longitudes 
de -78 y -76° y entre las latitudes de 4,5 y 7,5°, se caracteriza por presentar las más 
altas precipitaciones de la región de estudio, colocalizadas con los valores más bajos de 
NDVI. La relación entre TRMM y NDVI en esta primera zona parece ser de carácter 
inverso. El territorio restante de la región de estudio conforma la segunda zona, en la 
que se aprecia que cuanto más alto es el valor de NDVI, más alto es el valor colocali-
zado de precipitación. 
La relación directa entre NDVI y precipitación que se observa en la segunda 
zona, coincide con la covarianza directa entre este par de variables que han reportado 
autores como Zhang et al. (2016) e Immerzel et al. (2009), durante sus ejercicios de 
desagregación en China y la Península Ibérica, respectivamente. Por otra parte, el 
comportamiento de covarianza inversa en la primera zona podría, en principio, atri-
buirse a la disminución de la actividad vegetal, como consecuencia del estrés hídrico 
por exceso de agua. Entre otros efectos, Cires Segura (2009) explica que el exceso de 
agua puede provocar un descenso de oxígeno en los espacios aéreos del sustrato, la 
disminución del potencial de óxido-reducción del suelo y consecuentemente alterar la 
disponibilidad de nutrientes como el nitrógeno, manganeso, hierro y azufre. Sin em-
bargo, un estudio con mayor profundidad deberá desarrollarse para validar o invalidar 
esta hipótesis. 
Lo descrito hasta aquí se complementa con los diagramas de dispersión colocali-
zados de precipitación contra las variables explicativas de elevación, NDVI y FOP, 
que se presentan en la Figura 4.6. Los puntos de los diagramas se han diferenciado en 
su representación: con circunferencias rojas se ilustran las celdas en las que el FOP es  
 
 





Figura 4.5. Mapas en la escala gruesa, de las variables involucradas en el pro-
cedimiento de desagregación de la TRMM para el Departamento de Antio-
quia. 
 
mayor o igual que cero (paralelo y barlovento), mientras que las celdas en las que el 
FOP es menor que cero (sotavento) se ilustran con circunferencias azules. Para facilitar 
análisis posteriores, todas las variables en la Figura 4.6 se han ilustrado utilizando una 
transformación de rango unitario, definida como sigue: 
 
 








donde 𝑥, 𝑥′, 𝑥𝑚í𝑛 y 𝑥𝑚á𝑥 son, en orden respectivo, el valor de la variable, el valor 
transformado de rango unitario, el valor mínimo observado en el mapa de la variable 
y el valor máximo observado en el mapa de la variable. 
Tanto en la Figura 4.6a, como en la Figura 4.6b las circunferencias rojas y azules 
se entremezclan. En consecuencia, no se identifica un patrón de variación que pueda 
asociarse con el signo del FOP. En otras palabras, las relaciones precipitación-elevación 
y precipitación-NDVI, en la región de estudio, se mantienen independientemente de si 
se considera una localización a barlovento, paralelo o sotavento. 
La tendencia de la nube de puntos en la Figura 4.6a sugiere que las precipitacio-
nes disminuyen conforme se asciende en elevación. Pero la dispersión en el diagrama 
es muy alta y, posiblemente como efecto de la gruesa escala espacial a la que se hace 
el análisis, no se detecta el óptimo pluviométrico descrito por Snow (1976) e identifi-
cado cerca de la cota de 1500 msnm (0,41 en rango unitario de elevación) por Álvarez-
Villa (2007). Esta es una situación indeseable, pues al no ser detectado el óptimo en la 
escala gruesa, el método de desagregación será incapaz de trasladarlo hacia la escala 
fina, a partir de la relación precipitación-elevación. 
El diagrama de dispersión precipitación-NDVI, en la Figura 4.6b, exhibe dos 
tendencias diferenciadas que coinciden con la observación hecha previamente, cuando 
se compararon los mapas de dichas variables: por debajo del rango unitario de preci-
pitación igual a 0,28 (3088 mm/año) la relación entre precipitación y NDVI es directa 
y por encima de él es inversa. 
De otro lado, el diagrama de dispersión precipitación-FOP (Figura 4.6c) muestra 
altísimas dispersiones, tanto del lado de las celdas ubicadas a sotavento, como del lado 
de las celdas ubicadas a barlovento y paralelo. Además, en ambas porciones del dia-
grama, aparecen puntos distribuidos a lo largo del rango de precipitaciones observadas, 
sin que sea evidente, en la escala gruesa, la existencia de mayores precipitaciones como 
consecuencia de la ubicación a sotavento de las celdas o de menores precipitaciones 
como consecuencia de su ubicación a barlovento o paralelo. Una situación diferente 
podría observarse si se incorporara la cantidad de humedad transportada por los vien-
tos en la cuantificación del efecto de oposición orográfica. 
A pesar de lo anterior, un comportamiento llamativo se aprecia en la Figura 4.6c 
y consiste en que las mayores precipitaciones se ubican en el rango unitario de FOP 
igual a 0,15 (FOP igual -0,7) en celdas a sotavento, así como en el rango unitario de  
 
 





(a) Elevación contra precipitación. (b) NDVI contra precipitación. 
 
(c) FOP contra precipitación. 
Figura 4.6. Diagramas de dispersión colocalizados en la escala gruesa y en el 
campo de la transformación de rango normal, de elevación, NDVI y FOP 
contra precipitación. Las circunferencias rojas corresponden a celdas con FOP 
mayor o igual que cero (paralelo y barlovento, mientras que las circunferencias 
azules corresponden a celdas con FOP menor que cero (sotavento). 
 
FOP igual a 0,85 (FOP igual a 0,7) en celdas ubicadas a barlovento y paralelo. La 
observación implica que en la zona de influencia del Chorro del Chocó y en la escala 
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cuya dirección de drenaje forma un ángulo, en orden respectivo, de 135 o 45°, con la 
dirección hacia la que sopla el viento. 
En resumen y para finalizar: (i) la relación precipitación-elevación posee una 
tendencia decreciente que, a pesar de la alta dispersión, aporta información trasladable 
hacia la escala fina, por lo que se conservará esta variable como explicativa para la 
desagregación; sin embargo, a la escala gruesa y posiblemente como como consecuencia 
de su grosor, no se alcanza a apreciar el óptimo pluviométrico y no se podrá esperar 
que se traslade a la escala fina. (ii) la relación precipitación-NDVI presenta dos ten-
dencias claras y diferenciables: una directa y otra inversa. De manera que el NDVI se 
conservará también como variable explicativa y las dos tendencias serán correctamente 
modeladas mediante regresión cuantil. Finalmente, (iii) en la relación precipitación-
FOP no se aprecia un patrón de variación claro en la escala gruesa, por lo que el FOP 
no será considerado como variable explicativa de la precipitación en esta aplicación. 
4.2.2. Modelación de la precipitación como una función de ele-
vación y NDVI      
El valor de FO en la Tabla 4.1 representa el promedio de las desviaciones abso-
lutas ponderadas, con respecto a las observaciones, de los modelos lineal, exponencial 
y potencial (ver la Ecuación 3.5), ajustados mediante regresión cuantil para cuantificar 
los deciles y los percentiles 0,01 y 0,99, de la f.d.p. de precipitación condicionada a 
datos de elevación y NDVI. La magnitud de FO varía en el rango [0,∞), siendo 0 el 
valor óptimo. A la luz de este parámetro, el modelo lineal con FO igual a 10,86 es, de 
entre los modelos que se consideraron, el que mejor representa la f.d.p. de precipitación 
condicionada a datos de elevación y NDVI. En segundo lugar, se encuentra el modelo 
potencial con una FO igual a 12,41 y finalmente el modelo exponencial con una FO 
igual a 13,27. Por lo anterior, se decidió realizar la desagregación utilizando un modelo 
lineal. 
 
Tabla 4.1. Valores promedio de las evaluaciones mínimas en la función objetivo 
de optimización*, para los ajustes lineal, exponencial y potencial a los percen-
tiles de la f.d.p. de precipitación condicionada a datos de elevación y NDVI, 
mediante regresión cuantil. 
Modelo Lineal Exponencial Potencial 
FO 10,86 13,27 12,41 
* Los valores de FO presentados en la tabla fueron evaluados en el campo de la trans-








La Tabla 4.2 resume los coeficientes 𝑎, 𝑏 y 𝑐 (ver las Ecuaciones 3.2, 3.3 y 3.4) 
de los modelos ajustados. 
 
Tabla 4.2. Coeficientes* de los modelos lineal, exponencial y potencial ajustados 
a los percentiles de la f.d.p. de precipitación condicionada a datos de elevación 
y NDVI, mediante regresión cuantil. 
Cuantil 
Lineal Exponencial Potencial 
a b c a b c a b c 
0,01 0,01 -0,04 0,07 0,03 -1,83 1,10 0,02 -0,20 -0,01 
0,10 0,02 -0,04 0,12 0,02 -0,32 1,97 0,08 -0,04 -0,01 
0,20 0,05 0,05 0,13 0,13 -0,03 0,08 0,17 0,05 -0,01 
0,30 0,22 -0,06 -0,02 0,20 -0,24 -0,02 0,20 0,04 -0,01 
0,40 0,47 -0,21 -0,25 0,28 -0,67 -0,34 0,22 0,01 -0,01 
0,50 0,57 -0,25 -0,33 0,31 -0,84 -0,30 0,24 -0,02 -0,14 
0,60 0,68 -0,28 -0,44 0,38 -1,10 -0,36 0,26 -0,03 -0,19 
0,70 0,76 -0,31 -0,49 0,52 -1,57 -0,65 0,28 -0,04 -0,24 
0,80 0,91 -0,37 -0,63 0,74 -2,10 -0,99 0,30 -0,08 -0,26 
0,90 1,00 -0,35 -0,69 0,91 -1,90 -1,11 0,31 -0,15 -0,29 
0,99 1,00 -0,53 -0,37 1,00 -1,08 -0,40 0,40 -0,14 -0,27 
* Los coeficientes presentados en esta tabla corresponden a modelos ajustados en el 
campo de la transformación de rango unitario, para las variables precipitación, eleva-
ción y NDVI. 
4.2.3. Escalamiento de los valores máximo y mínimo del mapa 
de precipitación 
Los modelos de que ha tratado el subtítulo anterior se han construido todos en 
el campo de la transformación de rango unitario. Su evaluación en la escala fina se 
desarrolla en tres etapas: (i) se calcula la transformación de rango unitario para las 
variables explicativas elevación y NDVI, utilizando los valores mínimo y máximo co-
rrespondientes a cada variable en la escala fina. Después, (ii) se evalúan los modelos 
ajustados para obtener un mapa de rango unitario de precipitación y finalmente, (iii) 
se invierte la transformación de rango unitario para la precipitación en la escala fina. 
La decisión sobre los valores mínimo y máximo a usar para invertir la transfor-
mación de rango unitario, del mapa de precipitación en la escala fina, debe considerar 
el achatamiento de extremos que se produce al agregar espacialmente una variable. 
 
 




Así, es esperado que el valor mínimo de precipitación en la escala fina sea menor que 
su homólogo en la escala gruesa y que el valor máximo en la escala fina sea mayor que 
su homólogo en la escala gruesa. 
Para estimar los valores mínimo y máximo que presentaría el mapa de precipi-
tación en la escala fina, se ajustó un modelo de extrapolación a los puntos del diagrama 
que relaciona el área de celda del mapa de precipitación con sus valores mínimo y 
máximo respectivos. El diagrama mencionado, que se presenta en la Figura 4.7, se 
construyó usando el mapa de precipitación en la escala gruesa y agregaciones de este 
último con un algoritmo de promedios ponderados por áreas. 
 
  
Figura 4.7. Variación de los valores mínimo (izquierda) y máximo (derecha) 
del mapa de precipitación, con respecto al área de la celda del mapa ráster. 
 
Tabla 4.3. Evaluación de los valores mínimo y máximo de la precipitación, 
utilizados para invertir la transformación de rango unitario en la escala fina. 
Tamaño de 
la celda (m) 




230 0,05 1246 8968 
 
Los modelos de extrapolación referidos están representados por las curvas expo-
nenciales que se ilustran en la Figura 4.7. Véase que su bondad de ajuste es buena, a 
la luz de los coeficientes de determinación estadística, cuyos valores son de 0,86 en el 
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evaluación de los modelos para la escala fina, proporciona precipitaciones mínima y 




Figura 4.8. Mapas de precipitación modelada con regresión cuantil, para el 








4.2.4. Procedimiento de desagregación 
La Figura 4.8 presenta en su lado izquierdo los mapas calculados al evaluar el 
ajuste lineal, obtenido por regresión cuantil, tanto en la escala gruesa como en la escala 
fina. Se aprecia en tales mapas que el modelo es capaz de reproducir la variabilidad 
espacial de la precipitación, incorporando en la escala fina la rugosidad de los mapas 
de elevación y NDVI. 
El mapa ubicado en la esquina superior derecha de la Figura 4.8 corresponde al 
error residual de modelación, calculado como la diferencia entre el mapa de precipita-
ción de TRMM y el modelo de precipitación en la escala gruesa. De manera que los 
errores negativos (en color rojo) representan sobreestimaciones y los errores positivos 
(en color azul), subestimaciones. El mapa de errores en la escala fina, que se presenta 
en la esquina inferior izquierda de la Figura 4.8, se obtuvo por remuestreo bilineal del 
mapa de errores en la escala gruesa. 
La revisión del mapa de errores en la escala gruesa, muestra que las mayores 
sobreestimaciones se producen en la zona noroccidental de la región de estudio, donde 
magnitud del error alcanza a sobrepasar los 2400 mm/año. Por otro lado, las menores 
subestimaciones se aprecian en los tres ramales de la Cordillera de los Andes y su 
magnitud casi alcanza los 700 mm/año. La proporción de estos errores, relativa a la 
precipitación colocalizada correspondiente, se puede estudiar a partir del histograma 
de errores relativos y del diagrama de dispersión precipitación-error relativo, presenta-
dos en la Figura 4.9. 
 
  
Figura 4.9. Histograma (izquierda) y diagrama de dispersión (derecha) del 
error, relativo a la precipitación promedio observada por TRMM, cometido 


















































































En el histograma se observa que el 56% de las veces el error de estimación está 
entre -9 y 9%, el 2% de las veces es mayor al 9% y alcanza un máximo de 22,5%. El 
42% de las veces el error de estimación es menor al 9%, llegando a un mínimo de -58%. 
Así que la distribución de errores señala un modelo sesgado hacia la sobreestimación. 
Como complemento, el diagrama de dispersión en la Figura 4.9, deja ver que los errores 
de mayor magnitud aparecen colocalizados con precipitaciones observadas, en un rango 
tan extenso como el que va desde los 1500 hasta los 6000 mm/año. 
 
 
Figura 4.10. Mapa de precipitación promedio de TRMM, desagregado con un 
modelo lineal para el territorio antioqueño, a partir de datos de elevación y 
NDVI. 
 
Lo anterior puede atribuirse a las altas dispersiones en las relaciones precipita-
ción-elevación y precipitación-NDVI (ver la Figura 4.6), sobre las cuales se ajustó el 
 
 




modelo lineal en regresión cuantil. A pesar de ello, debe anotarse que los errores se 
mantienen dentro del orden de magnitud de las observaciones y que en ningún caso las 
superan. Considerando esto y para el ejercicio que se propone en este trabajo, en el 
que el campo desagregado se convertirá en insumo posterior para un producto de pre-
cipitación refinado mediante la inclusión de información en tierra, la aproximación se 
considera satisfactoria. 
El procedimiento de desagregación finaliza al adicionar los mapas de precipita-
ción modelada y error de estimación en la escala fina. El producto así obtenido se 
presenta en la Figura 4.10. 
La distribución de las precipitaciones en el mapa desagregado es semejante a la 
que exhibe el mapa en la escala gruesa: las mayores precipitaciones ubicadas en la 
Costa Pacífica y las menores en la Costa Caribe y en partes altas de la Cordillera 
Oriental. Sin embargo, aparece mucho más definidos los efectos de oposición orográfica 
que ejercen las vertientes occidentales de la Serranía del Baudó y de la Cordillera 
Occidental al Chorro del Chocó, así como los efectos de oposición orográfica en el Nudo 
de Paramillo y las vertientes occidental y oriental de la Cordillera Oriental. En todos 
estos sitios, las laderas ubicadas a sotavento aparecen resaltadas en colores azules (ma-
yores precipitaciones) y diferenciadas de las ubicadas a barlovento. 
4.2.5. Comparación entre las observaciones satelital y en tierra 
de la precipitación 
Previamente se mencionó que la mejor representación que puede obtenerse de la 
distribución espacial de la precipitación, en este caso a la escala del promedio de largo 
plazo, es aquella que se consigue al combinar información satelital con información en 
tierra. Dicha combinación puede hacerse, bajo la implementación tradicional del 
BHLP, con el uso de una técnica de krigeado o cokrigeado o a través de la simulación 
estocástica, si se considera el método de inversión del BHLP que se propone en este 
trabajo. Tanto el krigeado como la técnica de simulación son más efectivas cuanto 
mayor es la correlación entre la variable dura, aquí asimilada a las observaciones en 
tierra, y la variable blanda, correspondiente a la observación satelital. 
Los gráficos de dispersión e histogramas de errores, en la Figura 4.11, permiten 
evaluar el grado de relación existente entre las variables dura y blanda, en las escalas 
gruesa y fina. En estos gráficos se compara la observación de precipitación promedio 
en cada una de las estaciones pluviométricas, administradas por el IDEAM, con el 
valor de precipitación muestreado por coordenadas sobre el campo original de TRMM 
y el campo desagregado con modelo lineal. Nótese que: (i) en ambos casos la correlación 
 
 




entre las variables es alta (mayor a 0,7) y (ii) el mapa desagregado proporciona medi-
das de dispersión ligeramente más altas, pero compensa grandemente esta situación 





Figura 4.11. Diagramas de dispersión (izquierda) e histogramas del error de 
estimación (derecha) cometido por los mapas de TRMM sin desagregar 
(arriba) y de TRMM desagregado con modelo lineal (abajo) al estimar la 




































































































































































Desv. Est. = 1174,4
 
 




4.3. Estructura de continuidad espacial de la precipita-
ción 
4.3.1. Continuidad experimental 
Tratar una variable como dura, implica la suposición de que su incertidumbre es 
nula. Por eso, para estudiar la estructura de continuidad espacial de la precipitación 
promedio de largo plazo se utilizaron las observaciones recogidas en las estaciones plu-
viométricas, administradas por el IDEAM. Como medida para el análisis de la conti-
nuidad espacial se calculó el variograma. La Figura 4.12 presenta la superficie de va-
riograma experimental y los variogramas experimentales direccionales, para la precipi-
tación promedio, en el Departamento de Antioquia. Las unidades en los gráficos se han 
convertido de mm/año a mm/día para mantener un orden de magnitud más manejable. 
 
  
Figura 4.12. Superficie de variograma experimental (izquierda) y variogramas 
experimentales direccionales (derecha), para la precipitación promedio en el 
Departamento de Antioquia. 
 
En la superficie de variograma los colores azules y verdes representan menores 
valores del variograma, es decir mayor continuidad de la variable, mientras que los 
colores amarillos y rojos dan cuenta de mayores valores de variograma, es decir mayor 
variabilidad. Una inspección rápida del mapa permite deducir que la dirección de má-
xima continuidad se alinea aproximadamente con el eje vertical, el cual se ubica en un 





































meseta. Por otra parte, la dirección de máxima variabilidad es aproximadamente per-
pendicular, coincidiendo con la horizontal a 0°. 
La orientación de la dirección de máxima continuidad coincide con el alinea-
miento preferencial de los valles de los ríos Atrato, Cauca y Magdalena. Así se ratifica 
el importante impacto de la orografía sobre el comportamiento de las precipitaciones 
en la región de estudio. 
4.3.2. Modelo de continuidad 
La estructura de continuidad experimental, en la Figura 4.12, es anisotrópica y 
su anisotropía es de tipo combinada, pues en la dirección de 90° el variograma alcanza 
mayor rango y menor meseta, en comparación con el variograma en la dirección de 0°. 
Tellus ofrece la posibilidad de modelar este tipo de anisotropías. 
Para modelar la estructura de continuidad experimental se utilizó una superpo-
sición anisotrópica de modelos efecto pepita, exponencial y gaussiano. Gráficos de los 
modelos ajustados se presentan en la Figura 4.13 y en la Tabla 4.4 se resume la para-




Figura 4.13. Superficie de variograma modelada (izquierda) y modelos de va-
riograma para la precipitación promedio (derecha), ajustados en las direccio-



































Tabla 4.4. Parámetros de los modelos de continuidad espacial ajustados para 
la precipitación promedio en el Departamento de Antioquia. 
Modelo 









Pepita N/A 0,005 N/A 0,005 
Exponencial 190 4 200 10 
Gaussiano 60 3 130 8 
4.4. Aplicación tradicional del BHLP 
Una vez que se tuvieron definidas las cuencas de interés, desagregado el campo 
de TRMM y caracterizada la estructura de continuidad espacial de la precipitación, se 
procedió a la aplicación tradicional del BHLP. En ese sentido, se evaluó un campo de 
precipitación promedio utilizando la información registrada por los pluviómetros y el 
campo satelital desagregado, utilizando el algoritmo de cokrigeado colocalizado bajo 
un proceso de Markov (CKCM). Como se mencionó previamente, la ETR se evaluó a 
partir de las aproximaciones empíricas de Turc y de Cenicafé-Budyko. La incertidum-
bre correspondiente a estas ETR se cuantificó siguiendo el procedimiento propuesto en 
Álvarez-Villa (2007). 
En la Figura 4.14. se presentan, a modo de ilustración, los mapas de precipitación 
estimado por CKCM y de su incertidumbre, así como los mapas de ETR estimada por 
el método de Turc y su incertidumbre. 
La información en tierra introduce importantes elementos en el mapa de preci-
pitación, que no se aprecian en el campo satelital desagregado, dentro de los cuales 
destaca la zona de precipitaciones en el rango entre 5000 y 6000 mm/año sobre el 
oriente antioqueño (en la longitud de -75° y entre las latitudes de 5 y 7°). 
Con los campos calculados se procedió a estimar el caudal promedio a través de 
la relación de BHLP. La Figura 4.15 muestra la comparación entre las estimaciones 









Figura 4.14. Mapas de precipitación y ETR y sus incertidumbres, estimados 
para la aplicación tradicional del BHLP en cuencas de Antioquia. 
 
En la Figura 4.15 la línea roja representa la línea de perfecto ajuste del método, 
la línea gris es la línea en la que el caudal observado equivale al doble del caudal 
estimado y la línea amarilla reúne los puntos en los que el caudal estimado dobla al 
caudal observado. El lector podrá notar que, aunque en términos de tendencia el mo-
delo reproduce adecuadamente a las observaciones, existen errores de estimación de 
 
 




magnitud apreciable, que en algunos casos exceden el 100%, tanto por subestimación, 
como por sobreestimación. 
 
  
(a) ETR por el método de Turc. (b) ETR por el método de Cenicafé-Budyko 
Figura 4.15. Comparación entre los caudales observados y los caudales estima-
dos por BHLP, bajo la implementación tradicional del método. 
4.5. Inversión del BHLP 
En lugar de interpolar el campo de precipitación, la metodología de inversión 
sugiere la simulación estocástica de un conjunto de campos que hagan honor a las 
observaciones, al histograma de frecuencias marginal de las precipitaciones y a su mo-
delo de continuidad espacial. Utilizando el algoritmo de simulación por campos de 
probabilidad que se implementó en Tellus, se obtuvo un conjunto de 100 realizaciones 
de campos de precipitación, para ilustrar estas realizaciones algunas de ellas se presen-
tan en la Figura 4.16. 
Aunque similares, los campos simulados presentan diferencias que permiten la 
caracterización de la incertidumbre espacial de la variable. El propósito del procedi-
miento de inversión consiste en minimizar el error en la cuantificación de esa incerti-
dumbre, mediante la incorporación en puntos piloto de anomalías que se sobreponen a 
las realizaciones de precipitación. Tras efectuar este procedimiento se logra igualar la 
estimación de caudal por BHLP con la observación en todas las estaciones limnimétri-
cas y se construye un modelo de incertidumbre global, con el que se cuantifica la f.d.p. 































































Figura 4.16. Realizaciones de precipitación promedio obtenidas mediante simu-
lación por campos de probabilidad para el Departamento de Antioquia. 
 
La Figura 4.17 ilustra los diagramas de dispersión que se obtienen tras el proce-
dimiento de optimización, para un campo de realización de precipitación. Nótese como 
se adhieren los puntos a la recta de perfecto ajuste, indicando la calibración del BHLP 
y quedando minimizado el error, en comparación con la aproximación tradicional. 
 
 





(a) ETR por el método de Turc. (b) ETR por el método de Cenicafé-Budyko. 
Figura 4.17. Comparación entre los caudales observados y los caudales estima-
dos por BHLP, después del procedimiento de optimización aplicado a una 







































































5. Conclusiones y trabajo futuro 
En este trabajo se ha presentado una estrategia de calibración para el BHLP que 
consiste en la adaptación del método de puntos piloto, inicialmente propuesto para 
aplicaciones en el área de las aguas subterráneas por Gómez-Hernández et al. (1997). 
Finalizado este trabajo se han completado las siguientes actividades: 
• Se han revisado, descrito y utilizado métodos propuestos en la literatura para la 
estimación de la distribución espacial de la precipitación y la evapotranspiración, 
así como de los valores esperados de esas variables y de la escorrentía superficial. 
También, que se han revisado, descrito y utilizado los métodos de simulación esto-
cástica. 
 
• Se han identificado el impacto sobre la cuantificación de la magnitud y la distribu-
ción espacial de la precipitación, la evapotranspiración y la escorrentía superficial. 
 
• Se ha desarrollado una implementación computacional en los lenguajes Fortran 90 
y Python 3.5 capaz de ajustar estructuras de correlación espacial no paramétricas, 
de aplicar métodos de simulación secuencial de campos, de ejecutar algoritmos de 
optimización heurística, aplicar la metodología de balance hidrológico de largo 
plazo y de articular estas herramientas para el desarrollo de la metodología pro-










• Se ha probado y validado la metodología propuesta con la información de un grupo 
de cuencas ubicadas en el Departamento de Antioquia y revisado su coherencia 
ante el comportamiento hidroclimatológico conocido de la región. 
 
Se han comparado los resultados obtenidos utilizando la metodología que se pro-
puso con los resultados que proporcionan las técnicas tradicionales para el cálculo de 
campos de precipitación y evapotranspiración de largo plazo, y se ha verificado la 
efectividad de la misma, a la luz de indicadores que relacionen su desempeño en la 
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