Diversification of products has increased the involvement of reentrant manufacturing processes, in which a job returns multiple times to a machine at the preceding workflow stage to continue the manufacturing process. Reentrant flow shop manufacturing can substantially improve manufacturing efficiency when scheduled properly. In practice, advanced manufacturing companies (e.g., semiconductor foundries) have introduced automated material handling system (AMHS), including stockers that serve as centralized inventory buffer space for temporarily storing the inventories owing to limited buffer capacity of each machine. However, no previous studies on reentrant flow shop scheduling have considered the impact of limited buffer capacity or stockers on scheduling efficiency. Consequently, this study investigated the application of stockers in solving the reentrant hybrid flow shop scheduling problem with limited buffer capacity.
Introduction
Rapid advancements in manufacturing industries have resulted in complex production scheduling processes. Thus, completing all job productions in a minimum time has been the major objective in production scheduling. Factories in the manufacturing industry mostly employ either flow shop or job shop production processes. This study focused on examining flow shop production. Presently, the maturation of manufacturing technologies has led to complex internal structures in factories. To increase productivity, factories use hybrid flow shop process by incorporating parallel machines with single-line production processes (Marichelvam et al., 2014) , as shown in Fig. 1(a) in which the process of transforming jobs into finished goods (FG) through four stations; each station has M parallel machines, and each machine has an inventory buffer for works-in-process (WIPs) waiting to be routed to the machine. Under this circumstance, a scheduling problem is mainly concerned with 1) job permutation and 2) assignment of each job to a parallel machine at each station. That is, the permutation of all jobs must be properly determined;
and according to this job permutation, each job passes through a sequence of stations, and is processed by the assigned parallel machine at each station. This scheduling problem is NP-hard (Hinze & Sackmann, 2016) .
In the semiconductor industry, some advanced manufacturing processes are cyclic, thus giving reentrant characteristics to flow shop manufacturing processes ( Fig. 1(b) ).
Reentrant characteristics refer to that jobs return to machines at the preceding workflow stage for subsequent processing, leading to complex production processes and considerable increases in the quantity of WIPs waiting for processing. Hence, recent studies on flow shop scheduling problems have focused on examining reentrant flow shop processes. A combination of parallel machines and reentrant processes constitutes a more complex process, called reentrant hybrid flow shop process (Fig. 1(c) ). Performance indicators for evaluating this scheduling problem include the makespan, mean flowtime, and total tardiness of the manufacturing process.
From the literature, reentrant flow shop processes can be divided into two types. The first type is a reentrant flow shop process in which no parallel machines are employed (Lin et al., 2013a) . The example given in Fig. 1(b) shows a process in which the job is routed three times to Stations 1 and 2. The scheduling problem in this process involves determining the sequence of jobs assigned to the machines at each station and is NP-hard (Wang et al., 1997) . The second type is a reentrant hybrid flow shop process, in which parallel machines are employed (EI-Khouly et al., 2009) . Fig. 1(c) shows an example of this process, in which jobs are routed three times to Stations 1 and 2; each time, the job is processed by only one machine at each station. The scheduling problem in this process involves assigning parallel machines to jobs and determining all machine-job permutations.
Because these two subproblems are NP-hard (Hoogeveen et al., 1996; Wang et al., 1997 ; the overall scheduling problem can be inferred to be NP-hard. To solve this problem, previous studies have employed metaheuristic algorithms such as genetic algorithm (GA) (e.g., Dugardin et al., 2009; Huang & Fujimura, 2013; Lin et al., 2013a) , memetic algorithm (e.g., Xu et al., 2014) , harmony search algorithm (HSA) (e.g., Shen et al., 2015) , and teaching-learning-based algorithms (e.g., Shen et al., 2016) .
Most past studies on flow shop scheduling problems typically had only one objective of minimizing the makespan (i.e., the time from the commencement of production until the last job is completed) and have rarely considered the impact of other factors on production (EI-Khouly et al., 2009; Chamnanlor et al., 2014; Lin et al., 2013a) . To simplify scheduling problems, they have generally assumed that the capacity of inventory buffers at stations is unlimited, and they have overlooked the transfer time of WIPs between stations when evaluating process efficiency (Marichelvam et al., 2014; Lin et al., 2013a ). However, the transfer time between stations is a crucial consideration when reentrant characteristics in production processes are concerned. Failure to consider this factor may result in the overestimation of scheduling performance. For instance, the semiconductor industry mostly employs hybrid flow shop processes, which feature reentrant characteristics (e.g., Jing et al., 2008) and a limited capacity of inventory buffers (e.g., Almeder & Hartl, 2013) at the stations. During production, multiple WIPs are transported among stations for processing, and the transfer time for these WIPs should be included in the makespan.
To reflect a practical factory environment, this study assumed that each inventory buffer at stations have a limited capacity. However, this assumption introduces the problem of insufficient space for WIP storage; when there is a delay in routing WIPs, they remain at the original machines instead of being stored in the inventory buffers for subsequent processing, which results in severe production stagnation. Reentrant hybrid flow shop processes in particular involve many WIPs, and these are stored in inventory buffers at station machines when awaiting further processing. In real-world practice, advanced manufacturing companies have introduced automated material handling system (AMHS), which comprises numerous subsystems such as transport, control, storage, and retrieval subsystems (Lau & Woo, 2008) . In the semiconductor industry, AMHSs can further be divided into intrabay systems and interbay systems. Intrabay AMHSs route jobs between machines at a single station, whereas interbay AMHSs route jobs between stations (Kuo et al., 2007) . A stocker can be employed as a link between intrabay and interbay systems (Lin et al., 2013b) . In an AMHS, a stocker serves as a temporary storage area for WIPs and can be divided into a dependent or independent configurations (Agrawal & Heragu, 2006) . Under a dependent configuration, each station has a stocker for storing WIPs, which are routed by the stocker to the next stocker at another station.
Under an independent configuration, the stocker temporarily stores WIPs from various stations and routes them to another station for subsequent processing. In this study, a stocker with an independent configuration was employed for temporarily storing WIPs ( Fig. 1(d) ).
Previous studies on stocker applications mainly discussed the optimization of job routing or vehicle dispatching (e.g., Huang et al., 2012; Lin et al., 2013b; Wu et al., 2011) . Hsieh et al. (2012) proposed a segmentation strategy in which the job route was divided into various segments to avoid unnecessary routing, reduce transfer time, and increase the stocker service rate. Lin and Huang (2012) suggested that vehicles can be distributed in advance to reduce the time spent on waiting for jobs at a stocker or machine to be transported to the next stop and minimize the time of distributing these jobs without affecting the total flowtime and production volume. In contrast to previous flow shop scheduling studies, this study incorporated a stocker in a factory environment to solve the problem when WIPs storage exceeded the inventory buffer capacity. Although stockers can be used to temporarily store the WIPs from all stations to solve production stagnation, this study assumed that transferring WIPs between stations was never routed to the stocker; and WIPs were to be routed to the stocker only when the quantity of WIPs exceeded the inventory buffer capacity, after which they would be routed to another station for further processing.
To reflect a realistic factory environment, this study employed a stocker and assumed that the transfer time between stations and those from stations to the stocker are known.
Note that the dispatching issues in the AMHS were not considered. Makespan and mean flowtime were employed as two indices for evaluating the performance of the production scheduling system. Specifically, the makespan was used to measure the facility utilization rate, and the mean flowtime was used to measure the quantity of WIPs in each production line. Generalizing the aforementioned scheduling problems, the scheduling problems under this manufacturing environment are also NP-hard, and hence it is suitable to solve such problems using metaheuristic algorithms. Because HSA has been shown to be more effective than GA for independently optimizing each problem parameter (Pan et al., 2011b; Shen et al., 2015; Wang et al., 2011) , this study integrated the two algorithms into the proposed algorithm to solve the concerned problem.
The rest of this study is organized as follows. Section 2 provides the literature review on previous related studies. Section 3 describes the concerned problem. Section 4 provides details of the proposed HHSGA for the problem. Section 5 shows implementation of the proposed HHSGA and experimental analysis. Section 6 conclude this study with future work.
Literature review
In production management, production scheduling is crucial in effectively distributing jobs, completing manufacturing procedures on time, and ensuring the timely delivery of finished goods. Numerous studies have examined the dispatching problems in production scheduling. This study introduces the internal structure of factory production environments, scheduling problems encountered in production environments, and elaborates on the approaches reported by the previous studies.
This study examined reentrant hybrid flow shop scheduling problems. Fig. 1(c) illustrates the structure of the manufacturing process, in which each station has multiple parallel machines and jobs are processed by only one machine. Therefore, the examined scheduling problems can be divided into scheduling problems associated with parallel machines and those associated with reentrant processes. Parallel machines can be separated into related and unrelated parallel machines. Related parallel machines can be further divided into identical and uniform parallel machines. Identical parallel machines are a configuration where all machines spend the same amount of time performing the same process for the same type of job. For uniform parallel machines, the machines at a single station exhibit a proportional relationship in performing the same processing stage on the same type of job. When unrelated parallel machines are used, the machines at the same station do not exhibit any proportional relationship in performing the same processing stage on the same type of job. A reentrant process means that a job is routed multiple times to the same station for various processing tasks. In the example shown in Fig. 1(c) , each job is routed to one of four stations for eight processing stages in the order of 1→2→3→1→2→1→2→4, including two reentrant processing stages.
In research on hybrid flow shop scheduling problems (i.e., with parallel machines), previous studies have proposed numerous metaheuristic algorithms, including ant colony optimization (ACO) (Alaykýran et al., 2007) and GA (Liu et al., 2008) , which were employed to minimize the makespan; and particle swarm optimization (PSO), which was used to minimize the maximal flowtime (Qiao & Sun, 2011) and the total tardiness (Han et al., 2012) . Mohammadi and Sahraeian (2012) proposed simulated annealing (SA) to solve single-objective hybrid flow shop scheduling problems for an unrelated parallel machine configuration. Almeder and Hartl (2013) supposed the capacity of inventory buffers at stations to be limited, and proposed a variable neighborhood search (VNS) algorithm to solve the multiobjective scheduling problems with related uniform parallel machines. Marichelvam et al. (2014) proposed a discrete firefly algorithm to solve multiobjective flow shop scheduling problems with related uniform parallel machines. Different from metaheuristic approaches, Cheng et al. (2016) investigated the lotstreaming problem in a two-stage hybrid flow shop consisting of a machine at Stage 1 and two parallel identical machines at Stage 2. They first established a mixed-integer linear programming model, then derived closed-form expressions for finding the optimal makespan and continuous sublot sizes (supposing that the number of sublots is known a priori), and then proposed a heuristic approach for the problem with integer sublot sizes. Numerous scholars have examined reentrant flow shop scheduling problems without parallel machines. Jing et al. (2008) proposed a heuristic algorithm that minimizes the makespan to solve reentrant scheduling problems in which the flow process required two machines for repetitive reentrant processing (1→2→1→2→…→1→2). Chen and Pan (2006) proposed using integer programming to solve reentrant scheduling problems for a flow process requiring multiple machines with repetitive reentrant processing (1→2→…→M→1→2→…→M→…→1→2→…→M). Notably, reentrant characteristics have also been considered in job shop scheduling problems (e.g., Yura, 1999) . To further solve reentrant hybrid scheduling problems, Xu et al. (2014) developed a memetic algorithm to minimize the makespan. Hinze and Sackmann (2016) proposed an iterated local search to minimize the makespan and total flow time. Rifai et al. (2016) Because both the two types of scheduling problems above have been shown to NPhard (Hinze & Sackmann, 2016; Wang et al., 1997) , reentrant hybrid flow-shop scheduling problems that incorporate these two problems are also NP-hard. In the context of reentrant hybrid flow shop scheduling problems between two stations, Dugardin et al. incorporated the analytic hierarchy process (Lin et al., 2013a) and fuzzy theory (Huang & Fujimura, 2013) with GAs in order to solve the single-objective problem of minimizing the total tardiness. In addition, Shen et al. (2015) proposed an improved HSA and Zhang and Chen (2016) (2017) considered a two-level method of production planning and scheduling of reentrant hybrid flow shops, and proposed Minkowski distance-based Pareto GA with local search strategy (MLPGA) and non-dominated sorting GA (NSGA-II) for the scheduling problem.
Zhang and Chen (2017) investigated a reentrant hybrid flow shop scheduling problem with machine eligibility constraints, and proposed a discrete differential evolution (DDE) algorithm with a modified crossover operator for solving the problem.
In past studies, HSAs have rarely been adopted to solve reentrant hybrid flow shop scheduling problems. However, numerous scholars have proposed improved HSAs that generating global optimums for flow shop scheduling problems (Pan et al., 2011b; Wang et al., 2011) , and job shop scheduling problems (Yuan et al., 2013) . Therefore, this study adopted a conventional HSA as a foundation for solving reentrant hybrid flow shop scheduling problems and incorporated a GA with two-point crossover for generating new solutions. Table 1 lists comparison of some key results of related studies, most of which considered only single-objective problems and made conditional assumptions pertaining to flow shop production systems.
Therefore, to reflect a realistic manufacturing environment and solve a two-objective problem (i.e., minimizing the makespan and mean flowtime), this study adjusted the conditional assumptions for the investigated production system. Moreover, this study assumed that the inventory buffers for WIPs have a limited storage capacity and that the transfer time between stations is known. Because of the limited storage capacity, the storage problem must be solved to avoid severe production stagnation. According, a stocker was applied to a typical reentrant hybrid flow shop production environment. 
Problem Description
All notations adopted in the problem concerned in this study are given in Table 2 . 
Start time of releasing raw materials into the operations for job i Sig
Start time for stage g of job i C ig Completion time of stage g of job i P ig
The time period spent on processing stage g of job i Tps
The time period spent on transferring a job from station p to station s τ s
The time period spent on transferring a job from the machine at station s to the stocker, which is equal to that from the stocker to the machine at station s Cmax Makespan f
Mean flowtime
Variable used in algorithms Definition

Bsm
Set of the jobs that require being processed by machine m of station s but are not completed yet (including the jobs at the machine, the jobs waiting in the buffer, and the jobs moved to the stocker) F sm
The completion time of the latest job in machine m of station s
This study considers a reentrant hybrid flow shop with S stations (e.g., S = 4 in Fig.   1(d) ) each having M parallel machines (owing to "hybrid") in which each job must be processed for a certain time period on the stations in the same order (owing to "flow shop"); and a job could visit a station more than once (owing to "reentrant"). Because of the "reentrant" feature, this study employs the term "stage" to record the order in which each job enters different stations. For example, in Fig. 1(d) , each job must be processed in the order of Stations 1, 2, 3, 1, 2, 1, 2, and 4. Hence, each job in this example has 8 stages to be processed (i.e., G = 8 in Fig. 1(d) ). That is, each job at Stages 1, 4, and 6 is processed at Station 1; each job at Stages 2, 5, and 7 is processed at Station 2; and so on.
Different from previous works, this study additionally considers stockers and the limited buffer capacity in the reentrant hybrid flow shop. Each machine is associated with a buffer with a limited capacity B (see also Fig. 1(d) ). Hence, when a job is assigned to a machine whose buffer is fully occupied, this job is transported to a stocker for temporary storage. The scheduling problem of G stages of N jobs in the reentrant hybrid flow shop has two groups of decision variables: the sequence of G stages of N jobs to be processed;
and one of M parallel machine assigned to each stage g of each job i. Supposing that all the decision variables have been determined, a schedule for processing the N jobs is obtained. The problem concerned in this study considers following objective:
The above objective represents minimizing the makespan Cmax and the mean flowtime f , which are assigned weighted values ω1 and ω1, respectively, ranging between 0 and 1 so that ω1 + ω1 = 1. Makespan Cmax of the schedule is the maximal time among the completion time CiG for each job i at the last stage G. The mean flowtime f of each job is the mean of the time period spent from releasing materials for each job i (Ri) to completion (CiG).
The following assumptions are considered in this study:
 The inventory buffer for each machine m at each station s has a limited storage capacity B.
 Each machine can process only one job at a time.
 Each job can be processed by only one machine at a time.
 Each job can be routed many times to the same station, and each time is called a stage.

The processing time Pig for each job i at each stage g is known.
The transfer time Tps between any two stations p and s is known.
The transfer time τs between the stocker and each station s is known.
The setup time for machine is not considered.
Once initiated, a procedure cannot be halted until the job is fully completed.
Proposed Hybrid HSA and GA (HHSGA)
This section first introduces the basic version of the HSA, and then proposes the HHSGA for the concerned problem.
HSA
The HSA is a metaheuristic algorithm (Geem et al., 2001 ) that was developed using multiple musical improvisations to solve optimization problems. In the original HSA, which was designed to mimic the process of improvisation in playing music, each note played by a musician corresponds to a decision variable of the problem. A combination of all the generated notes can be used to produce a candidate solution, namely a harmony. In addition, an evaluation function must be predefined to determine the harmony performance. Because this study examined minimization problems, the evaluation function was considered as a cost. The HSA is generally used to record a fixed number of historical harmonies searched so far. These harmonies and their costs are stored in a harmony memory (HM) matrix. To generate the final harmony solution, HM is iteratively adjusted multiple times by selecting, adjusting, and randomly generating harmonies from old notes until a termination criterion is obtained (i.e., the optimal harmony).
After the cost function and all parameters are set, the basic steps of the HSA are listed as follows:
Step 1. Generate hms random harmonies in the harmony memory HM, in which the ith harmony is expressed as 1 2 ( , ,..., )
and its cost as ( ) i f x . The HM is represented as follows:
Step 2. Generate a new harmony 1 2 ( , ,..., ) n x x x x ′ ′ ′ ′ = , in which each note i x′ can be generated in two possible ways. If a random number generated from [0, 1] is not greater than a given parameter called harmony memory consideration rate HMCR, note i x′ is assigned with a random historical note value from the ith
Otherwise, it is assigned to a random note value.
Step 3. If note i x′ in the previous step is assigned with a historical note value from HM, and a random number generated from [0, 1] is not greater than a given parameter called pitch adjustment rate PAR, then this note is adjusted by
Step 4. Calculate the cost ( ) f x′ of harmony x′ . If this cost is less than that of the worst harmony in HM, this worst harmony is replaced by x′ .
Step 5. Repeat Steps 2 to 4 until the terminal criterion is met.
Representation of a harmony
To employ the HSA to solve the reentrant hybrid flow shop scheduling problem, the first step is to determine how to encode a solution for the problem into a harmony in the HSA. This problem is a complex discrete problem because a reentrant hybrid flow shop process is characterized by production stage limitations, the distribution of machines at each stage, and most importantly, the reentrant nature of the production stages. In a reentrant hybrid flow shop scheduling problem involving N jobs, G stages, and M machines at each stage/station, the harmony encoding includes job permutation and machine assignment, expressed as a1, a2, …, a(N ⋅G) || b11, b12, …, b1G | b21, b22, .., b2G | … | bN1, bN2, …, bNG, where the first part a1, a2, …, a(N⋅G) is a job permutation of G 1's, G 2's, …, and G N's; and each note bij ∈ {1, 2, …, M} in the second part b11, b12, …, b1G | b21, b22, .., b2G | …| bN1, bN2, …, bNG suggests that machine bij is assigned to stage j of job i. For instance, Fig. 2 corresponds to the harmony encoding of the scheduling problem with 3 jobs, 8 stages, and 2 machines (i.e., N = 3, G = 8, M = 2). Fig. 2 . An example of the harmony with 3 jobs, 8 stages, and 2 machines at each stage. 1 2 2 3 2 3 1 3 1 1 1 2 3 1 2 1 3 2 2 3 3 1 2 3 1 2 1 2 2 2 1 1 2 1 1 1 2 1 2 1 2 1 1 2 1 2 2 2 Part 1 (Job permutation) Part 2 (Machine assignment) 
bNG is given, the following procedures can be followed to decode the harmony into a solution of the problem:
 The first part a1, a2, …, a(N ⋅G)  in the harmony consists of G 1's, G 2's, …, and G N's, and determines the ordering of stages of all jobs to be processed. Consider each note aj in a1, a2, …, a(N ⋅G)  from the left to the right. If note aj is considered at the gth time, then the stage g of job i is processed. For instance, Fig. 2 shows that stage 1 of job 1, stage 1 of job 2, stage 2 of job 2, stage 2 of job 1, stage 1 of job 3, and so on are processed sequentially.
 In the second part b11, b12, …, b1G | b21, b22, .., b2G | … | bN1, bN2, …, bNG in the harmony, each note bij ∈ {1, 2, …, M} represents that machine bij is assigned to stage j of job i. For instance, Fig. 2 shows that machines 1, 2, 1, 1, 1, 2, 2, and 2 are assigned to the 8 stages of job 1, respectively.
Given a harmony, the harmony is decoded to calculate its cost by Algorithm 1, which is explained as follows. Lines 1 and 2 initialize the set Bsm and the machine time Fsm for each machine m of each station s. The major loop of Lines 3-30 iteratively considers each note ak in part 1 of harmony x from the left to the right. According to note ak, Lines 4-6 determine the current job index i, stage index g, and station index s. Then, Line 7 determines machine index m according to note big in part 2 of harmony x. Then, consider two cases depending on whether the current stage g is the first stage in Line 8. If true, this algorithm further checks whether set Bsm is empty. If the set is empty, it means that no job was ever processed in machine m of station s. Hence, the start time of job i (Ri) and the start time of stage g of job i (Sig) is zero (Line 10); otherwise, they are set as the completion time of the latest job in machine m of station s (Fsm) (Line 12).
1: Bsm = ∅ for each station s and machine m 2: F sm = 0 for each station s and machine m 3: for k = 1 to N ⋅ G do 4: i = a k 5: g = index of the current stage for job i 6: s = index of the station for stage g 7: m = big 8:
if g = 1 then 9:
if Bsm = ∅ then 10:
S ig = R i = 0 11: else 12: Sig = Ri = Fsm 13: end if 14:
else 15:
if | B sm | > B and C i(g-1) + T ps < C jt where p = index of the station for stage g -1, j = index of the latest (B + 1)-th job in Bsm, and t = index of the current stage of job j then 16: Record that stage g of job i is completed 25:
Remove job i from B ph where h = b i(g-1) 26: end if 27:
Add job i at stage g to Bsm 28:
C ig = S ig + P ig 29:
F sm = C ig 30: end for 31: Compute C max = max{C 1G , C 2G , …, C NG } 32:
When the current stage g is not the first stage (Line 14), Line 15 checks whether the size of set Bsm is greater than B (i.e., the buffer of machine m of station s is fully occupied), and the time of job i arriving at stage g (i.e., Ci(g -1) + Tps) is less than the completion time Cjt of the latest (B + 1)-th job j in set Bsm, in which p represents the index of the station for stage g -1, and t represents the index of the current stage of job j. If true, job j requires moving to the stocker (Lines 16-20). If Ci(g-1) + τp < Cjt (Line 16), it means that job i arrives at the stocker before job j is completed, and hence, job i does not stay at the stocker any longer and returns to station s immediately. Then, the start time Sig of stage g of job i is calculated as follows:
Sig = max{Ci(g-1) + τp + τs, Fsm}.
(2) Note that if the start time Sig is less than Fsm (i.e., the completion time of the latest job in this machine), then this job is queued at the buffer and is delayed to start at Fsm.
The case of Line 18 means that job j has been completed before job i arrives at the stocker. In this case, job i waits at the stocker, and returns to station s when completion of job j is informed. Then, the start time Sig of stage g of job i in this case is calculated as follows:
Sig = max{Cjt + τs, Fsm}.
(3)
In the case when the buffer of machine m of station s is not fully occupied (Line 21), job i can transfer to station s to be processed. Then, the start time Sig of stage g of job i in this case is calculated as follows:
Subsequently, Line 24 records completion of the concerned stage g of job i, and Line 25 removes this job from the set Bph (i.e., the job set for the machine at the earlier stage of job i). Line 27 adds this job to the set Bsm at the current machine m of the current station s.
After the start time Sig is determined, Line 28 adds the processing time Pig to Sig to obtain the completion time Cig, and Line 29 updates Fsm as Cig. Finally, Lines 31 -33 compute Cmax and f , and output the objective value.
The Gantt chart generated by decoding the harmony in Fig. 2 is shown in Fig. 3 , in which the vertical axis shows four station labels "s1"-"s4" and two parallel machine labels "m1" and "m2" for each station; the horizontal axis is the time axis; the processing times of three jobs are expressed by three different-colored rectangles; each colored rectangle is associated with two numbers (in which the numbers attached to the left and the right sides of each rectangle are the start and the completion times, respectively).
From this chart, the makespan and the mean flowtime for each job can be obtained to further calculate the final cost value. The total cost of the schedule is ω1 ⋅ Cmax + ω2 ⋅ f = 0.50 × 195 + 0.50 × 175.00 = 185.00, as shown in the below of Fig. 3.   Fig. 3 . The Gantt chart generated by decoding the harmony in Fig. 2 .
It is worthy to notice a gap between jobs 2 and 3 in machine "m1" of station "s3".
This gap occurs because job 3 takes too much time to make a round trip to the stocker. It should also be noticed that this gap does not imply inefficiency. The stocker allows an additional buffer to avoid production stagnation. If there is no stocker, stage 3 of job 3 will wait for longer time to start the production process in machine "m1" of station "s3".
Algorithm design
According to the no free lunch theorem for optimization (Wolpert & Macready, 1997) , there is no metaheuristic algorithm that is universal to solve all optimization problems.
Therefore, this study develops a hybrid metaheuristic algorithm to solve the examined problems, in which a GA is incorporated into an HSA. From the context of evolution and natural selection, the solutions of GA are generated using crossover and mutation operators on chromosomes. The advantage of GA is that nearly-optimal solutions for a complex problem can be generated in a timely manner. However, GA may prematurely converge to a local optimum in some cases. By contrast, HSA is suitable for solving global optimization problems, but they are less effective in local search ability compared with GA. Thus, this study incorporates GA and HSA to propose a HHSGA to improve the local search ability, increase the diversity of solutions, and thereby enhance the efficiency of generating global optimums.
The HHSGA is given in Algorithm 2, which is explained as follows. The main loop of the algorithm considers H iterations by increasing the iteration number η (Lines 1, 2, and 37). For each iteration, different from the conventional HSA that applies a fixed PAR value, Line 3 considers flexible PAR1 and PAR2 values according to the following linear formula of iteration number η (Mahdavi et al., 2007) :
where min j PAR and max j PAR are the minimum and maximum of the PARj value. When the iteration number η increases, the PARj value decreases dynamically, i.e., the earlier iterations emphasize more diversity; whereas the later iterations emphasize more stability.
Subsequently, Line 4 adopts the HMCR1 value to respectively applying GA operators (Lines 5-11) and HSA operators (Lines 13-33) to generate a new harmony x new . In the GA part, Line 5 generates two parent harmony x1 and x2 through tournament selection.
Then, if a random number between 0 and 1 is less than the PAR1 value, then if rand(0, 1) < HMCR1 then 5:
Employ two times of tournament selection to choose two parent harmonies x 1 and x 2 from HM 6:
if rand(0, 1) < PAR 1 then 7:
Apply the two-point crossover on the two chosen parents x1 and x2 Repair harmony x new to be feasible by Algorithm 3 36:
The feasible harmony x new replaces the worse harmony in the HM if it has a lower cost value 37: η = η + 1 38: end while 39: Decode the best harmony in the HM as the solution Because the two new children harmonies may not be feasible, Line 8 repairs them by Algorithm 3, and then lets x new be the children harmony with the better cost value.
Algorithm 3 is explained as follows. Since part 2 of harmony x (assigning stages of each job to machines) is always feasible, it suffices to repair part 1 of harmony x. Hence, Algorithm 3 first scans part 1 of harmony x from left to right, and records illegal notes.
Then, we count the frequency fi of illegal notes for each job ID i, and then construct a random sequence consisting of (N -fi) legal notes of each job ID i. Finally, all illegal notes are replaced by legal notes according to the legal note sequence.
For a 1 , …, a k , if the job ID of a k has appeared more than N times, then record that a k is illegal 3: end for 4: Count the frequency fi of illegal notes for each job ID i in the first part of harmony x 5: Construct a random sequence consisting of (N -f i ) legal notes of each job ID i 6: for k = 1 to N ⋅ G do 7:
If ak is illegal, ak is replaced by a legal note according to the above legal note sequence 8: end for Continue Algorithm 2. In the case when the random number is no less than PAR1 (Line 9), Line 10 chooses the parent harmony with the better cost value (i.e., one of harmony x1 and x2), and then conducts the mutation operator on this harmony to obtain a new harmony x new . The mutation operator randomly selects a note from harmony x new , and then modifies this note to a number in the feasible range (i.e., {1, 2, …, N} and {1, 2, …, M} for parts 1 and 2 of the harmony, respectively).
Subsequently, Lines 13-33 conducts HSA to obtain a new harmony x new . That is, we determine each note by adopting MHCR and PAR values to conduct three adjustment schemes: assigning a random note from the same column in the HM matrix (Lines 15 and 25), pitch adjustment (Lines 17 and 27), and assigning a random note (Lines 20 and 30).
After the above GA and HSA operators, the generated harmony x new may not be feasible. Hence, Line 35 repairs it by Algorithm 3. Then, Line 36 finds the worse harmony x worst in the HM, and replaces it by harmony x new if x new has a lower cost value than x worst . Finally, Line 39 decodes the best harmony in the HM as the solution of the concerned problem.
Implementation and Experimental Results
To examine the reentrant hybrid flow shop scheduling problems with stockers (see Section 2), this section conducts an experimental analysis. In Section 5.1, the proposed approach is applied to the benchmark problems without stockers to analyze whether this approach is suitable for reentrant hybrid flow shop scheduling problems. Section 5.2 describes the experimental and environmental parameter settings. A sensitivity analysis of the parameter settings of the HHSGA is given in Section 5.3, and the effectiveness of the HSA, GA, and HHSGA in solving scheduling problems in a thin-film chip resistor manufacturing process is reported in Section 5.4 along with an analysis of their differences. Section 5.5 presents an analysis of the differences between production processes with and without a stocker. Chamnanlor et al. (2014) proposed an adaptive hybrid GA (AHGA) for 40 problem instances for minimizing the makespan Cmax of a conventional disk manufacturing process without stockers. Table 3 shows experimental comparison of the current practice, the previous AHGA (Chamnanlor et al., 2014) , and the proposed HHSGA for the 40 problem instances, in which the 'Average' and 'Best' indicate the average and the best of the makespan results of running 100 times of the algorithm, respectively; and the 'Relative improvement' is the percentage of the improvement of the proposed HHSGA over the other two approaches. From Table 3 , without stockers, the proposed HHSGA performs best than the other two approaches for almost all problem instances. Thus, the proposed HHSGA is suitable for solving the reentrant hybrid flow shop scheduling problems. performance comparison, it would be fair to directly refer to their statistical results rather than implementing their method by ourselves. Note that the other recent works on the reentrant hybrid flow shop (i.e., Cho and Jeong, 2017; Zhang and Chen, 2017 ) did not focus on only the scheduling problem nor investigated the same problem setting.
Experimental analysis of the benchmark problems without stockers
Experiment setting for the problems with stockers
This study experimentally investigates the scheduling problems of a thin-film chip resistor manufacturing process (YAGEOmkt, 2013) and considers the effect of using stockers. The manufacturing process is illustrated in Fig. 4 , and the experimental setting of this process is given in Table 4 . For comparative analysis, three approaches (i.e., HSA, GA, and HHSGA) are adopted to generate solutions for the aforementioned scheduling problems. The three approaches Stocker are implemented in the C++ programing language, and the experiments are operated on a PC with Intel i5-3400 CPU and 8-GB RAM. Table 4 presents the experimental setting of the scheduling problems of the reentrant hybrid flow shop process with stockers; the scheduling problems are analyzed for three job quantities (i.e., 20, 50, and 100) in the same manufacturing environment. Each job is processed in 13 stages. Each station contains four parallel machines and each machine has a buffer that can inventory at most four jobs. The stocker capacity is set as 10. values set at 0.55, 0.65, 0.75, 0.85, and 0.95. From Fig. 5(a) , the best solutions are obtained when HMCR1 = 0.75. Thus, HMCR1 is set at 0.75. Similar analysis is conducted for HMCR2 with the values set at 0.55, 0.65, 0.75, 0.85, and 0.95 ( Fig. 5(b) ). The results suggest that the best solutions are obtained when HMCR2 = 0.75. (Table 7) . 
Analyzing the experimental results of the problems with stockers
This subsection compares the initial solutions and the solutions generated by three approaches (i.e., HSA, GA, and HHSGA) for the scheduling problems of the thin-film chip resistor manufacturing processes with various job quantities (i.e., 20, 50, and 100). When the job quantity is 20, the initial solutions, HSA, GA, and HHSGA attain median cost values of 749, 541, 559, and 519, respectively ( Fig. 6(a) ). The corresponding median values are 1685, 1213, 1262, and 1140 when the job quantity is set at 50 ( Fig.   6(b) ), and 3124, 2400, 2471, and 2200 when the job quantity is set at 100. The experimental results show that compared with the initial solutions and the other two approaches, the proposed HHSGA generates the best cost values and, when the number of jobs increases, exhibits more favorable performance.
Comparing the experimental results with and without stockers
This subsection compares the following three manufacturing environment conditions:
with inventory buffers and stockers, with inventory buffers only, and with stockers only.
These three conditions are applied to the scheduling of a thin-film chip resistor manufacturing process with various job quantities (i.e., 20, 50, and 100). To examine the resulting differences under various manufacturing environments, Fig. 7 shows the box plots of the results generated from these three conditions, in which 'S&B' denotes the condition of 'with inventory buffers and stockers', 'buffer' denotes the condition of 'with inventory buffers only', and 'stocker' denote the condition of 'with stockers only'.
(a) 20 jobs (b) 50 jobs (c) 100 jobs Fig. 7 . Box plots of the results for three different-scale problems in three manufacturing environments.
As shown in Fig. 7(a) , when the job quantity is 20, median cost values of 519, 566, and 586 are obtained for the manufacturing conditions with inventory buffers and stockers, with inventory buffers only, and with stockers only. The figure also indicates that under these conditions, manufacturing with inventory buffers and stockers generates the best cost values, followed that with buffers only, and finally that with stockers only.
From Fig. 7(b) , the corresponding median cost values are 1140, 1309, and 1313 when the job quantity is set at 50. The order of the optimality of the median cost values is the same as that for previous condition. Finally, Fig. 7(c) shows that the corresponding median cost values are 2200, 2635, and 2572 when the job quantity is set to 100. The figure also
shows that the order of optimality changes for this condition, with the manufacturing condition with inventory buffers and stockers generating the best cost values, followed by the condition with stockers only, and then the condition with inventory buffers only.
Note that all the experimental results and discussion above (i.e., those for Figs. 5-7
and Tables 5-7) are based on the manufacturing process setting in Fig. 4 . If the experiments are conducted on a different manufacturing process setting, similar discussion results would be expected, as explained as follows. After testing multiple parameter settings for the different manufacturing process (i.e., similar to Fig. 5 and
Tables 5-6), a parameter setting in the proposed HHSGA (i.e., similar to Table 6 ) can be obtained. Because the proposed HHSGA integrates the HSA and GA, it would perform better than the other two methods on average, and hence would obtain the box plot results similar to Figs. 6 and 7.
Several conclusions can be derived from the comparison of these three manufacturing conditions (Fig. 7) . Regardless of the different job quantities, the condition with the inventory buffers and stockers performs the best among the three conditions. Figs. 8 and 9 are Gantt charts for the condition with inventory buffers and stockers and that with stockers only, respectively (when job quantity is set as 20). Note that the Gantt chart for the condition with inventory buffers only are not given because the time of a production bottleneck in this condition cannot be expressed in this type of chart. However, the box plot of this manufacturing condition ( Fig. 7(a) ) presents the differences in flowtime.
Because the condition with inventory buffers only may generate production stagnation due to the absence of an inventory buffer, the total flowtime under this condition can be improved. Fig. 8 . Gantt chart for the condition with inventory buffers and stockers when job quantity is set as 20. Fig. 9 . Gantt chart for the condition with stockers only when job quantity is set as 20.
A comparison of Figs. 8 and 9 indicates that under the condition with stockers only, the total makespan is longer because of the excessive transfer time for the routing of WIPs to the stocker. Fig. 7 suggests that, when the job quantity is reduced, the manufacturing condition with inventory buffers only generates less costs as compared with those obtained under the condition with stockers only. This difference might be explained by the reduced possibility of exceeding the buffer capacity, because smaller job quantities are less likely to generate production stagnation under the condition with inventory buffers only, thus leading to less cost values. At larger job quantities, the manufacturing condition with inventory buffers only generates cost values that are worse than those obtained under the condition with stockers only. This difference might be explained by the increased likelihood of the buffer capacity being exceeded when the job quantity is increased, resulting in more production stagnation, longer total flowtimes, and worse cost values.
Conclusion and Future Work
An HHSGA has been proposed to solve the reentrant hybrid flow shop scheduling problems with stockers, while considering job permutation, transfer time between stations, and limited inventory buffer capacity. Because a limited inventory buffer capacity can cause WIP storage problems, a stocker was used to overcome this problem. Moreover, considering the additional transfer time and limited buffer capacity replicated a realistic manufacturing environment. The two-objective optimization problem of minimizing the makespan and mean flowtime was examined to evaluate scheduling problems. Thus, to achieve these two objectives, the machine utilization and job quantity in a production process were evaluated to identify the trade-off between the two. Because this scheduling problem is NP-hard, the HHSGA is developed for addressing the problem.
Under different job quantities (i.e., 20, 50, and 100), simulation results showed that the proposed HHSGA generated more favorable scheduling results than did the HSA and GA, as evidenced by the higher median cost values obtained using the proposed method.
In addition, under higher job quantities, the proposed algorithm outperformed the other two algorithms in scheduling performance, indicating that the proposed algorithm was more effective in handling the examined scheduling problems and generating good solutions. Moreover, differences in cost values generated under the three manufacturing conditions (i.e., with inventory buffers and stockers, with inventory buffers only, and with stockers only) were analyzed, revealing that, regardless of the job quantity, the best solutions were obtained under the condition with inventory buffers and stockers.
Therefore, when examining scheduling problems resulting from a limited inventory buffer capacity, future studies should consider incorporating stockers because of their effectiveness in preventing production stagnation from a lack of buffer capacity; furthermore, they are widely used in manufacturing, and thus incorporating them is a more realistic representation of such environments.
This study supposed that all stockers are located in a centralized position. To meet the practice of more complex manufacturing processes, a line of the future work is to consider multiple stocker positions to solve the problems of limited WIP storage capacity and different transfer times between stockers and stations. Secondly, some products have much complex manufacturing processes, which may include assembling processes of more than two different WIPs. Hence, some WIPs after preprocessing stages may be
